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HARMONIC ANALYSIS ON THE SU(2) DYNAMICAL QUANTUM GROUP
ERIK KOELINK AND HJALMAR ROSENGREN
Abstract. Dynamical quantum groups were recently introduced by Etingof and Varchenko as
an algebraic framework for studying the dynamical Yang–Baxter equation, which is precisely
the Yang–Baxter equation satisfied by 6j-symbols. We investigate one of the simplest examples,
generalizing the standard SU(2) quantum group. The matrix elements for its corepresentations
are identified with Askey–Wilson polynomials, and the Haar measure with the Askey–Wilson
measure. The discrete orthogonality of the matrix elements yield the orthogonality of q-Racah
polynomials (or quantum 6j-symbols). The Clebsch–Gordan coefficients for representations and
corepresentations are also identified with q-Racah polynomials. This results in new algebraic
proofs of the Biedenharn–Elliott identity satisfied by quantum 6j-symbols.
1. Introduction
Quantum groups first arose in the 1980’s as an algebraic framework for studying R-
matrices, which have their origin in statistical mechanics. An R-matrix is a solution
of the Yang–Baxter equation, which exists in several versions. While the simplest
examples of quantum groups are constructed from constant solutions of the Yang–
Baxter equation, the R-matrices of statistical mechanics usually depend on external
parameters. For vertex models, these are known as spectral parameters, while for
face models so called dynamical parameters are present.
The fundamental Faddeev–Reshetikhin–Sklyanin–Takhtajan (FRST) construction
assigns a bialgebra (and in many cases a Hopf algebra) to any constant solution
of the quantum Yang–Baxter equation. Generalizations of this construction to R-
matrices with spectral parameters lead to Yangians, quantum affine algebras and
Sklyanin algebras, depending on whether the R-matrix is a rational, a trigonometric
or an elliptic function. In [FV], Felder and Varchenko gave a similar construction
starting from an elliptic R-matrix involving both spectral and dynamical parameters.
Motivated by this example, Etingof and Varchenko [EV2, EV3] have developped an
algebraic framework for studying dynamical R-matrices. The resulting “dynamical
quantum groups” are not Hopf algebras, but rather Hopf algebroids. The appearance
of “oids” is reflected in the correspondence between quasiclassical limits of dynamical
R-matrices and Poisson structures on Lie groupoids discovered in [EV1].
In the present paper we study one of the simplest examples of dynamical quan-
tum groups, constructed from a trigonometric dynamical R-matrix. In particular,
we are interested in the special functions related to its representation theory. It
turns out that fundamental objects such as matrix elements and Clebsch–Gordan co-
efficients can be identified with q-Racah polynomials (or quantum 6j-symbols) and
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Askey–Wilson polynomials. This results in new algebraic proofs of the orthogonality
relation and Biedenharn–Elliott identity satisfied by quantum 6j-symbols. Moreover,
we can interpret the orthogonality measure of the Askey–Wilson polynomials as a
Haar measure on the dynamical quantum group. To obtain these results we must
extend the algebraic machinery introduced by Etingof and Varchenko in several ways,
with new definitions and new results. We hope that the present case study will be
useful when investigating Felder’s elliptic quantum groups [F, FV], and relating their
representation theory to the elliptic hypergeometric series introduced in [FT]. One
would likewise expect connections between higher rank dynamical quantum groups
and multivariable orthogonal polynomials.
Let us recall the definition of the quantum dynamical Yang–Baxter (QDYB) equa-
tion, also known as the Gervais–Neveu–Felder equation. Let h be a finite-dimensional
complex vector space, viewed as a commutative Lie algebra, and V =
⊕
α∈h∗ Vα a
diagonalizable h-module. In the context of dynamical quantum groups, h will typi-
cally be a Cartan subalgebra of the corresponding Lie algebra. The QDYB equation
may be written as
R12(λ− h(3))R13(λ)R23(λ− h(1)) = R23(λ)R13(λ− h(2))R12(λ).
This is an identity in the algebra of meromorphic functions h∗ → End(V ⊗ V ⊗ V ).
Here R : h∗ → End(V ⊗ V ) is a meromorphic function, h indicates the action of
h, and the upper indices refer to the factors in the tensor product. For instance,
R12(λ− h(3)) denotes the operator
R12(λ− h(3))(u⊗ v ⊗ w) = (R(λ− µ)(u⊗ v))⊗ w, w ∈ Vµ.
A dynamical R-matrix is by definition a solution of the QDYB equation which is
h-invariant, that is, R : h∗ → Endh(V ⊗ V ). For an introduction to the QDYB
equation and its relation to other topics we refer to [ES].
In the form given above, the QDYB equation first appeared in [GN]. Felder [F]
pointed out its equivalence to the star-triangle relation satisfied by the Boltzmann
weights of face models. It is also equivalent to one of the classical identities for the
6j-symbols of quantum mechanics, which reflects the symmetries of the 9j-symbol
[EV3, N]. In this context, the QDYB equation (for h = C) goes back to Wigner’s
1940 paper [W] (cf. equation (26a) there).
In the example that we will study h is one-dimensional, and may be viewed as
a Cartan subalgebra of sl(2,C). We identify h = h∗ = C and take V to be the
two-dimensional h-module V = Ce1 ⊕ Ce−1. In the basis e1 ⊗ e1, e1 ⊗ e−1, e−1 ⊗ e1,
e−1 ⊗ e−1, the dynamical R-matrix we will consider is given by
R(λ) =

q 0 0 0
0 1 q
−1−q
q2(λ+1)−1
0
0 q
−1−q
q−2(λ+1)−1
(q2(λ+1)−q2)(q2(λ+1)−q−2)
(q2(λ+1)−1)2
0
0 0 0 q
 .(1.1)
This is the R-matrix arising from 6j-symbols of the quantum algebra Uq(sl(2)), eval-
uated in the two-dimensional representation [ES]. It can also be interpreted as the
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R-matrix for a quasi-Hopf algebra, which can be obtained from Uq(sl(2)) via a Drin-
fel’d twist [B, BBB]. Babelon’s construction of the twisting operator uses certain
“shifted boundaries” in the quantum algebra. By contrast to the interpretation in
terms of 6j-symbols, this construction collapses in the limit q → 1. The shifted
boundaries were rediscovered in [R], where they appear as q-analogues of group el-
ements. This gives a link between the QDYB equation and harmonic analysis with
respect to twisted primitive elements of Uq(sl(2)). On the level of special functions,
the results of this paper are largely parallel to those obtained via twisted primitive
elements, cf. [GZ, Ko1, Ko2, KV1, K3, NM, R]. However, the conceptual connection
between these two approaches remains to be investigated.
We will now briefly summarize the contents of the paper. In §2 we review the gen-
eralized FRST construction from [EV2]. We then describe the dynamical quantum
group FR(SL(2)) which is obtained from the R-matrix (1.1) through this construc-
tion. In §3 we introduce finite-dimensional corepresentations of FR(SL(2)). The
main result of this section is Theorem 3.5, where the matrix elements of our corepre-
sentations are expressed in terms of Askey–Wilson polynomials. In §4 we introduce
a family of infinite-dimensional representations of FR(SL(2)), and use them to ob-
tain the orthogonality of q-Racah polynomials as discrete orthogonality relations for
the matrix elements. In §5 and §6 we consider tensor product decompositions of
corepresentations and representations, respectively. In both cases we obtain q-Racah
polynomials as Clebsch–Gordan coefficients. This gives new algebraic proofs of the
Biedenharn–Elliott identity, which plays a fundamental role in quantum mechanics
and is also a master identity from the viewpoint of special functions. In §7 we show
that there is a natural Haar functional on our algebra, and that it can be identified
with the Askey–Wilson measure.
As was mentioned above, we have to extend the algebraic machinery of Etingof
and Varchenko in several ways. Since some readers may be mainly interested in
these parts of the paper, we will indicate where they can be found. Our definition
of antipode, Definition 2.1, differs from the one given in [EV2]. With our modified
definition, we can extend some basic results for Hopf algebras to the present situa-
tion, cf. Proposition 2.2 and Lemma 2.9. These are proved in Appendix 1. In §2.2
we give a straight-forward definition of ∗-structure on an h-algebra. In §3.1 we in-
troduce the concept of corepresentation of an h-bialgebroid. Instead of unitarity of
corepresentations, we speak of unitarizability, cf. Definition 3.11.
To discuss tensor products of corepresentations, we must introduce several new
algebraic concepts, cf. §5.1–5.2. Recall that if A and B are Hopf algebras, then so
is A ⊗ B. This is not true for the h-Hopf algebroids which we study: there is then
one kind of tensor product (denoted ⊗˜ and introduced in [EV2]) which inherits the
algebra structure and another one (denoted ⊗̂ and introduced in §5.1) which inherits
the coalgebroid structure. The innocent-looking Lemma 5.2 is a key result which
relates these structures. Finally, from §7 it is clear what the natural definition of
Haar functional on an h-bialgebroid should be.
Acknowledgement: The work on this paper was mainly done while the second
author was employed by Technische Universiteit Delft.
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2. Preliminaries on dynamical quantum groups
2.1. Dynamical R-matrices and h-bialgebroids. In this section we review some
of the results of [EV2]. First we recall the fundamental notions of h-algebra, h-
bialgebroid and h-Hopf algebroid. These structures are related to the more general
Hopf algebroids introduced by Lu [L]. We then recall the generalized FRST con-
struction, associating an h-bialgebroid to any dynamical R-matrix.
Throughout this section, h will be a finite-dimensional complex commutative Lie
algebra and Mh∗ will denote the field of meromorphic functions on the dual of h.
An h-algebra is a complex associative algebra A with 1, which is bigraded over h∗,
A =
⊕
α,β∈h∗ Aαβ , and equipped with two algebra embeddings µl, µr : Mh∗ → A00
(the left and right moment maps), such that
µl(f)a = a µl(Tαf), µr(f)a = a µr(Tβf), a ∈ Aαβ, f ∈Mh∗ ,(2.1)
where Tα denotes the automorphism Tαf(λ) = f(λ + α) of Mh∗ . A morphism of
h-algebras is an algebra homomorphism preserving the moment maps (and thus also
the bigrading).
The matrix tensor product A⊗˜B of two h-algebras is the h∗-bigraded vector space
with
(A⊗˜B)αβ =
⊕
γ(Aαγ ⊗Mh∗ Bγβ),
where ⊗Mh∗ denotes the usual tensor product modulo the relations
µAr (f)a⊗ b = a⊗ µBl (f)b, a ∈ A, b ∈ B, f ∈Mh∗ .(2.2)
It follows that
aµAr (f)⊗ b = a⊗ bµBl (f)(2.3)
in A⊗˜B. The multiplication (a⊗ b)(c⊗ d) = ac⊗ bd and the moment maps
µA⊗˜Bl (f) = µ
A
l (f)⊗ 1, µA⊗˜Br (f) = 1⊗ µBr (f)
make A⊗˜B into an h-algebra.
We denote by Dh the algebra of difference operators onMh∗ , consisting of operators∑
i
fi Tβi , fi ∈Mh∗ , βi ∈ h∗.
This is an h-algebra with the bigrading defined by f T−β ∈ (Dh)ββ and both moment
maps equal to the natural embedding. For any h-algebra A, there are canonical
h-algebra isomorphisms A ≃ A⊗˜Dh ≃ Dh⊗˜A, defined by
x ≃ x⊗ T−β ≃ T−α ⊗ x, x ∈ Aαβ .(2.4)
Thus the algebra Dh plays the role of unit object in the category of h-algebras.
An h-bialgebroid is an h-algebra A equipped with two h-algebra homomorphisms,
∆ : A→ A⊗˜A (the coproduct) and ε : A→ Dh (the counit), such that (∆⊗id)◦∆ =
(id⊗∆) ◦∆ and, under the identifications (2.4), (ε⊗ id) ◦∆ = (id⊗ ε) ◦∆ = id.
We will also need the concept of an h-Hopf algebroid. Our definition differs slightly
from the one given in [EV2].
HARMONIC ANALYSIS ON THE SU(2) DYNAMICAL QUANTUM GROUP 5
Definition 2.1. An h-Hopf algebroid is an h-bialgebroid A equipped with a C-linear
map S : A→ A, called the antipode, such that
S(µr(f)a) = S(a)µl(f), S(aµl(f)) = µr(f)S(a), a ∈ A, f ∈ Mh∗ ,(2.5)
m ◦ (id⊗S) ◦∆(a) = µl(ε(a)1), a ∈ A,
m ◦ (S ⊗ id) ◦∆(a) = µr(Tα(ε(a)1)), a ∈ Aαβ ,(2.6)
where m denotes multiplication and where ε(a)1 is the result of applying the difference
operator ε(a) to the constant function 1 ∈Mh∗ .
The conditions (2.5) guarantee that the left-hand sides of (2.6) are well-defined;
cf. Lemma A.3 in Appendix 1. Note that since ε(Aαβ) = 0 for α 6= β, the translation
Tα in (2.6) can be replaced by Tβ. In [EV2], the translation Tα is missing from (2.6),
and (2.5) is replaced by the stronger property that S is an algebra antihomomorphism
which interchanges the moment maps. This is a consequence of our definition.
Proposition 2.2. The antipode of an h-Hopf algebroid is unique. Moreover, it sat-
isfies
S(Aαβ) ⊆ A−β,−α,(2.7)
S(ab) = S(b)S(a), ∆ ◦ S = σ ◦ (S ⊗ S) ◦∆, S(1) = 1, ε ◦ S = SDh ◦ ε,(2.8)
S(µl(f)) = µr(f), S(µr(f)) = µl(f),(2.9)
where σ is the flip σ(a⊗ b) = b⊗ a and where SDh is the algebra antihomomorphism
of Dh defined by S
Dh(f Tα) = T−α ◦ f = (T−αf)T−α.
Moreover, if A is generated as an algebra by a subset X, and S is an algebra
antihomomorphism of A such that S(µl(f)) = µr(f), S(µr(f)) = µl(f) and (2.6)
holds for every a ∈ X (or, more precisely, for each component of a with respect to
the bigrading), then S is an antipode.
The proof will be given in Appendix 1. It is easy to check that SDh is an antipode
on Dh, where ∆
Dh is the canonical isomorphism and εDh the identity map. If one
used the definition of [EV2], there would exist no antipode on Dh. Moreover, the last
statement of the proposition would be false.
We now recall the generalized FRST construction. Let V =
⊕
α∈h∗ Vα be a finite-
dimensional diagonalizable h-module and R : h∗ → Endh(V ⊗ V ) a meromorphic
function. To each such R one associates an h-bialgebroid AR. Though R is not a
priori required to satisfy the QDYB equation, the construction is motivated by the
case when it does.
Pick a homogeneous basis {ex}x∈X of V , where X is an index set. Write Rabxy for
the matrix elements
R(λ)(ea ⊗ eb) =
∑
xy
Rabxy(λ) ex ⊗ ey
of R, and define ω : X → h∗ by ex ∈ Vω(x). The algebra AR is generated by elements
{Lxy}x, y∈X , together with two copies ofMh∗ , embedded as subalgebras. We will write
the elements of these two copies as f(λ), f(µ), respectively. The defining relations
of AR are
f(λ)Lxy = Lxyf(λ+ ω(x)), f(µ)Lxy = Lxyf(µ+ ω(y)), f(λ)g(µ) = g(µ)f(λ)
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for f , g ∈Mh∗ , together with the RLL-relations∑
xy
Rxyac (λ)LxbLyd =
∑
xy
Rbdxy(µ)LcyLax.(2.10)
The bigrading on AR is defined by Lxy ∈ Aω(x), ω(y), f(λ), f(µ) ∈ A00, and the
moment maps by µl(f) = f(λ), µr(f) = f(µ). Note that R must be h-invariant, or
equivalently Rabxy = 0 for ω(x) + ω(y) 6= ω(a) + ω(b), in order that the RLL-relations
be consistent with the grading. Finally one defines a coproduct and a counit on AR
by
∆(Lab) =
∑
x∈X
Lax ⊗ Lxb, ∆(f(λ)) = f(λ)⊗ 1, ∆(f(µ)) = 1⊗ f(µ),
ε(Lab) = δab T−ω(a), ε(f(λ)) = ε(f(µ)) = f.
These definitions equip AR with the structure of an h-bialgebroid.
2.2. The SU(2) dynamical quantum group. We will now write down in detail
the results of the generalized FRST construction when applied to the dynamical R-
matrix (1.1), where we think of q as a fixed number, 0 < q < 1. We will denote
the corresponding h-bialgebroid AR by FR(M(2)). It is a dynamical analogue of the
algebra of polynomials on the space of complex 2×2-matrices. The four L-generators
will be denoted by α = L11, β = L1,−1, γ = L−1,1, δ = L−1,−1. We also introduce the
auxiliary functions
F (λ) =
q2(λ+1) − q−2
q2(λ+1) − 1 ,
G(λ) =
(q2(λ+1) − q2)(q2(λ+1) − q−2)
(q2(λ+1) − 1)2 ,
H(λ, µ) =
(q − q−1)(q2(λ+µ+2) − 1)
(q2(λ+1) − 1)(q2(µ+1) − 1) ,
I(λ, µ) =
(q − q−1)(q2(µ+1) − q2(λ+1))
(q2(λ+1) − 1)(q2(µ+1) − 1) .
The following lemma is useful when checking various statements made below.
Lemma 2.3. The functions F , G, H, I satisfy the following relations:
q + q−1 = qF (λ) +
q−1
F (λ− 1)
H(λ, µ) = qF (λ)− q
−1
F (µ− 1) = qF (µ)−
q−1
F (λ− 1) ,
I(λ, µ) = q(F (λ)− F (µ)) = q−1
(
1
F (µ− 1) −
1
F (λ− 1)
)
,
G(λ) =
F (λ)
F (λ− 1) ,
G(µ)−G(λ) = H(λ, µ)I(λ, µ).
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We now write down the definition of FR(M(2)). As in the non-dynamical case, the
sixteen RLL-relations (2.10) reduce to six independent relations.
Definition 2.4. The algebra FR(M(2)) is generated by the four generators α, β, γ,
δ, together with two copies of Mh∗ , whose elements we write as f(λ), f(µ). The
defining relations are
αβ = qF (µ− 1)βα, αγ = qF (λ)γα, βδ = qF (λ)δβ, γδ = qF (µ− 1)δγ,
together with any two of the four relations
αδ − δα = H(λ, µ)γβ, G(µ)αδ −G(λ)δα = H(λ, µ)βγ,
βγ −G(µ)γβ = I(λ, µ)δα, βγ −G(λ)γβ = I(λ, µ)αδ,(2.11)
and, for arbitrary f, g ∈Mh∗ , f(λ)g(µ) = g(µ)f(λ),
f(λ)α = αf(λ+ 1), f(µ)α = αf(µ+ 1),
f(λ)β = βf(λ+ 1), f(µ)β = βf(µ− 1),
f(λ)γ = γf(λ− 1), f(µ)γ = γf(µ+ 1),
f(λ)δ = δf(λ− 1), f(µ)δ = δf(µ− 1).
(2.12)
The bigrading FR(M(2)) =
⊕
m,n∈Z, m+n∈2ZFmn is defined on the generators by
α ∈ F11, β ∈ F1,−1, γ ∈ F−1,1, δ ∈ F−1,−1, f(λ), f(µ) ∈ F00.
The coproduct ∆ : FR(M(2)) → FR(M(2)) ⊗˜ FR(M(2)) and counit ε : FR(M(2)) →
Dh are algebra homomorphisms defined on the generators by
∆(α) = α⊗ α + β ⊗ γ, ∆(β) = α⊗ β + β ⊗ δ,
∆(γ) = γ ⊗ α+ δ ⊗ γ, ∆(δ) = γ ⊗ β + δ ⊗ δ,
∆(f(λ)) = f(λ)⊗ 1, ∆(f(µ)) = 1⊗ f(µ),
ε(α) = T−1, ε(β) = ε(γ) = 0, ε(δ) = T1, ε(f(λ)) = ε(f(µ)) = f.
That any two of the relations (2.11) imply the others follows from the last identity
of Lemma 2.3. By a straight-forward application of the diamond lemma [Be], any
element in FR(M(2)) can be written uniquely as a finite sum∑
klmn
fklmn(λ, µ)α
kβlγmδn,
where fklmn ∈Mh∗ ⊗Mh∗ (and similarly for any other ordering of the generators).
Next we describe the dynamical analogue of the determinant.
Lemma 2.5. The element
c =
F (λ)
F (µ)
δα− q
−1
F (µ)
βγ = αδ − qF (λ)γβ
=
F (λ− 1)
F (µ− 1) αδ − qF (λ− 1) βγ = δα−
q−1
F (µ− 1) γβ
is a central element of FR(M(2)). Moreover, it satisfies ∆(c) = c⊗ c, ε(c) = 1.
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The proof is straightforward. That the four expressions are equal follows from
Lemma 2.3 and (2.11). We write down the proof that αc = cα in detail:
αc = α
(
δα− q
−1
F (µ− 1) γβ
)
= αδα− q
−1
F (µ− 2) αγβ
= αδα− F (λ)
F (µ− 2) γαβ = αδα− q
F (λ)
F (µ− 2) γF (µ− 1)βα
= αδα− qF (λ)γβα = (αδ − qF (λ)γβ)α = cα.
The element c can also be obtained as a limit case of the elliptic determinant in [FV].
We can now introduce a dynamical analogue of the algebra of functions on the
group SL(2,C).
Definition 2.6. The algebra FR(SL(2)) is the h-Hopf algebroid obtained by adjoining
the relation c = 1 to FR(M(2)) and defining the antipode by
S(α) =
F (λ)
F (µ)
δ, S(β) = − q
−1
F (µ)
β, S(γ) = −qF (λ)γ, S(δ) = α,
S(f(λ)) = f(µ), S(f(µ)) = f(λ).
We need to check that the antipode axioms are satisfied. By Proposition 2.2, it
suffices to show that S reverses the defining relations of FR(M(2)) and that (2.6)
holds for the generators. This is a straight-forward verification. Note that, for the
L-generators, (2.6) can be written compactly as(
S(α) S(β)
S(γ) S(δ)
)(
α β
γ δ
)
=
(
α β
γ δ
)(
S(α) S(β)
S(γ) S(δ)
)
=
(
1 0
0 1
)
.
Here the diagonal relations correspond to the four expressions for c given in Lemma
2.5, and the cross-diagonal relations are defining relations of FR(M(2)).
Another application of the diamond lemma gives the first part of the following
lemma. The second part is proved by a dimension count, cf. [KK] for the non-
dynamical case.
Lemma 2.7. The elements γkβlαm, k, l, m ≥ 0 and δkγlβm, k > 0, l, m ≥ 0,
form together a basis for FR(SL(2)) as a module over µl(Mh∗)µr(Mh∗) ≃ Mh∗ ⊗
Mh∗ . The elements (γ
kδlαmβn)k+l+m+n=N are for each N linearly independent over
µl(Mh∗)µr(Mh∗).
Next we will give a ∗-structure to our algebra. In general, to introduce a ∗-structure
on an h-algebra A, we must assume that a conjugation (or, equivalently, a real form)
λ 7→ λ¯ has been chosen on h∗. We can then define a ∗-structure on A to be a C-
antilinear and antimultiplicative involution a 7→ a∗ on A such that µl(f)∗ = µl(f¯) and
µr(f)
∗ = µr(f¯), where f¯(λ) = f(λ¯). It follows that (Aαβ)
∗ = A−α¯,−β¯. A ∗-structure
on an h-bialgebroid is in addition required to satisfy
(∗ ⊗ ∗) ◦∆ = ∆ ◦ ∗, ε ◦ ∗ = ∗Dh ◦ ε,
where ∗Dh is defined by (fTα)∗ = T−α¯ ◦ f¯ = (T−α¯f¯)T−α¯.
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Definition 2.8. The algebra FR(SU(2)) is the h-Hopf algebroid FR(SL(2)) equipped
with the ∗-structure f(λ)∗ = f¯(λ), f(µ)∗ = f¯(µ),
α∗ = δ, β∗ = −qγ, γ∗ = −q−1β, δ∗ = α.
It is easy to check that the axioms for a ∗-structure are satisfied. Moreover, since S
is invertible we may apply the following lemma. We indicate the proof in Appendix 1;
in the case at hand it is easy to verify directly.
Lemma 2.9. Let A be an h-Hopf algebroid equipped with a ∗-structure, such that the
antipode S is invertible. Then S and ∗ are related by
S ◦ ∗ ◦ S ◦ ∗ = id .
Remark 2.10. When λ → −∞, the R-matrix (1.1) tends to the R-matrix for the
standard SL(2) quantum group. Accordingly, the Hopf algebra Fq(SL(2)) can be
obtained as a formal limit of FR(SL(2)) when λ, µ → −∞. We will refer to this
limit as the non-dynamical case. The formal limit of FR(SL(2)) when λ, µ → ∞ is
Fq−1(SL(2)), which can also be viewed as Fq(SL(2)) with the opposite multiplication.
We also need to consider the limit λ→ −∞, µ→∞, in which the defining relations
of FR(SL(2)) reduce to
βα = qαβ, αγ = qγα, βδ = qδβ, δγ = qγδ,
αδ = δα, 1 = αδ − qγβ = q2αδ − qβγ.
Replacing
(α, β, γ, δ) 7→ (γ, α,−q−1δ,−q−1β)(2.13)
we again recover the algebra Fq(SL(2)). We also note that when q → 1, the R-matrix
(1.1) tends to the rational dynamical R-matrix
R′(λ) =

1 0 0 0
0 1 − 1
λ+1
0
0 1
λ+1
λ(λ+2)
(λ+1)2
0
0 0 0 1
 .
The corresponding h-Hopf-algebroid FR′(SL(2)) can be obtained as the formal limit
of FR(SL(2)) when q → 1. This is a “quantum group without q” which has Racah
polynomials (classical 6j-symbols) as matrix elements for its corepresentations. Yet
another interesting limit is the one giving rise to a Poisson–Lie groupoid, cf. [EV1].
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2.3. Some q-notation. We will follow the standard notation of [GR], writing
(a; q)k =
k−1∏
j=0
(1− aqj), k ∈ Z≥0,
(a1, . . . , an; q)k = (a1; q)k · · · (an; q)k,[
n
k
]
q
=
(q; q)n
(q; q)k(q; q)n−k
,
r+1φr
[
a1, . . . , ar+1
b1, . . . , br
; q, z
]
=
∞∑
k=0
(a1, . . . , ar+1; q)k
(q, b1, . . . , br; q)k
zk,
r+1Wr(a; b1, . . . , br−2; q, z) = r+1φr
[
a, q
√
a,−q√a, b1, . . . , br−2√
a,−√a, aq/b1, . . . , aq/br−2; q, z
]
=
∞∑
k=0
1− aq2k
1− a
(a, b1, . . . , br−2; q)k
(q, aq/b1, . . . , aq/br−2; q)k
zk.
Occasionally we will write
(a; q)x =
∞∏
j=0
1− aqj
1− aqx+j , x ∈ C,(2.14)
so that
(a; q)−n =
1
(aq−n; q)n
.(2.15)
We will write
hk(cos θ, a; q) = (ae
iθ, ae−iθ; q)k =
k−1∏
j=0
(
1− 2aqj cos θ + a2q2j) ;(2.16)
this is a polynomial of degree k in cos θ which may be called the Askey–Wilson
monomial.
We will mainly encounter terminating 4φ3- and 8W7-series, for which we recall the
transformation formulas
8W7(a; q
−n, b, c, d, e; q, z)
=
(aq, aq/bc, aq/bd, aq/be; q)n
(aq/b, aq/c, aq/d, aq/e; q)n
bn 4φ3
[
q−n, b, bq−n/a, q/z
bcq−n/a, bdq−n/a, beq−n/a
; q, q
]
,(2.17)
=
(aq, b, q/z; q)n
(aq/c, aq/d, aq/e; q)n
(
−q− 12 (n+1)z
)n
4φ3
[
q−n, aq/bc, aq/bd, aq/be
q1−n/b, aq/b, q−nz
; q, q
]
,(2.18)
where n ∈ Z≥0 and z = a2qn+2/bcde. They are obtained by combining equations
(III.15) and (III.18) in [GR]; note also that the 4φ3’s are obtained from each other
by inverting the order of summation.
Finally we recall the q-Racah and Askey–Wilson polynomials, both introduced by
Askey and Wilson [AW1, AW2], cf. also [GR]. The q-Racah polynomials are defined
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by
Rn(µ(x); a, b, c, d; q) = 4φ3
(
q−n, abqn+1, q−x, cdqx+1
aq, bdq, cq
; q, q
)
,(2.19)
where it is assumed that one of the quantities aq, bdq or cq equals q−N with N ∈ Z≥0,
n ≤ N . This is a polynomial of degree n in µ(x) = q−x + cdqx+1. For generic
values of the parameters, {Rn}Nn=0 is a system of orthogonal polynomials, with the
orthogonality measure supported on µ({0, 1, . . . , N}). For later use we recall the
symmetries
Rn(µ(x); a, b, c, d; q) = Rx(µ(n); a, dc/a, c, ba/c; q),(2.20)
which is obvious from the definition, and
Rn(µ(x); a, b, q
−N−1, d; q) = dn
(bq, aq/d; q)n
(aq, bdq; q)n
× RN−x(µ(n); b, q−N−1/bd, q−N−1, qN+1ab; q)(2.21)
= (dqx−N)x
(aq1+N−x/d, bq1+N−x; q)x
(aq, bdq; q)x
× RN−n(µ(x); dq−N−1/a, q−N−1/bd, q−N−1, d; q),(2.22)
which follows from [GR, (III.15)]. The Askey–Wilson polynomials are defined by
pn(cos θ; a, b, c, d; q) =
(ab, ac, ad; q)n
an
4φ3
(
q−n, abcdqn+1, aeiθ, ae−iθ
ab, ac, ad
; q, q
)
;(2.23)
this is a polynomial of degree n in cos θ which is symmetric in the four parameters
a, b, c, d.
3. Corepresentations
3.1. Corepresentations of h-bialgebroids. In this section we will discuss corep-
resentations of h-bialgebroids (or better h-coalgebroids, cf. §5.1). As in the case of
representations (cf. §4.1), it is natural to view corepresentation spaces as “dynamical”
spaces. In [EV2] a category of so called h-vector spaces is introduced, whose objects
are complex vector spaces but whose morphisms are C-linear maps V → Mh∗ ⊗W .
We choose to work instead with vector spaces over Mh∗ , with Mh∗-linear maps as
morphisms. We must point out, however, that this is purely a matter of taste, and
that we could equivalently have used the category introduced in [EV2].
Thus we define an h-space to be a vector space over Mh∗ , which is also a diagonal-
izable h-module, V =
⊕
α∈h∗ Vα, with Mh∗Vα ⊆ Vα for all α. A morphism of h-spaces
is an h-invariant (that is, grade-preserving) Mh∗-linear map.
If A is an h-algebra and V an h-space, we define A⊗˜V =⊕αβ Aαβ ⊗Mh∗ Vβ , where
⊗Mh∗ denotes the usual tensor product modulo the relations
µAr (f)a⊗ v = a⊗ fv.(3.1)
The grading Aαβ⊗Mh∗Vβ ⊆ (A⊗˜V )α and the extension of scalars f(a⊗v) = µAl (f)a⊗v
make A⊗˜V into an h-space. This definition is compatible with the matrix tensor
12 ERIK KOELINK AND HJALMAR ROSENGREN
product of h-algebras in the sense that (A⊗˜B)⊗˜V = A⊗˜(B⊗˜V ) when A and B are
h-algebras and V an h-space.
We can now define a (left) corepresentation of an h-bialgebroid A on an h-space V
to be an h-space morphism π : V → A⊗˜V such that
(∆⊗ id) ◦ π = (id⊗ π) ◦ π, (ε⊗ id) ◦ π = id .(3.2)
The first of these equalities is in the sense of the natural isomorphism (A⊗˜A)⊗˜V ≃
A⊗˜(A⊗˜V ), the second one in terms of the isomorphism Dh⊗˜V ≃ V defined by
f T−α⊗ v ≃ fv, f ∈Mh∗ , v ∈ Vα. A morphism or intertwiner of corepresentations is
an h-space morphism φ : V1 → V2 such that
π2 ◦ φ = (id⊗φ) ◦ π1,(3.3)
where πi : Vi → A⊗˜Vi are corepresentations (note that id⊗φ factors to a map on
A⊗˜V1).
If we pick a homogeneous basis {vk}k of V (over Mh∗), vk ∈ Vω(k), and introduce
the matrix elements tkj ∈ A by
π(vk) =
∑
j
tkj ⊗ vj ,(3.4)
which is possible in view of (3.1), then (3.2) may be stated as
∆(tkl) =
∑
j
tkj ⊗ tjl, ε(tkl) = δkl T−ω(k).(3.5)
This refers only to the complex vector space spanned by the chosen basis. Thus, as
long as we consider a single corepresentation, the dynamical variables play no role.
However, if V1 and V2 are two corepresentations with matrix elements t
1
kj, t
2
kj , with
respect to some bases {v1k}k, {v2k}k, and φ : V1 → V2 an intertwiner with matrix
elements φkj ∈Mh∗ defined by
φ(v1k) =
∑
j
φkjv
2
j ,(3.6)
then (3.3) may be written as∑
j
φjl(µ)t
1
kj =
∑
j
φkj(λ)t
2
jl for all k, l,(3.7)
so the dynamical variables appear when considering intertwiners. For later use we
observe that if A is an h-Hopf algebroid, then it follows from (2.6) and (3.5) that
δkl =
∑
j
S(tkj)tjl =
∑
j
tkjS(tjl).(3.8)
If A is an h-bialgebroid, viewed as an h-space with Aα =
⊕
β Aαβ, fv = µl(f)v,
then the coproduct ∆ defines a corepresentation of A on itself, the regular corepresen-
tation. More generally, if V is a subspace of A with ∆(V ) ⊆ A⊗˜V and µl(Mh∗)V ⊆ V ,
then ∆
∣∣
V
defines a corepresentation of A on V .
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3.2. Corepresentations of FR(SL(2)). Let VN be the subspace of FR(M(2)) span-
ned by {γN−kαk}Nk=0 together with µl(Mh∗). It is easy to see, and will be made clear
below, that ∆(VN) ⊆ FR(M(2)) ⊗˜VN , so that ∆
∣∣
VN
is a corepresentation. In this
section we will compute the matrix elements of these corepresentations. Our method
follows that of [K1] for the non-dynamical case. The following lemma will be used
repeatedly.
Lemma 3.1. The following relations hold in the algebra FR(M(2)):
αnβm = qmn
(q−2(µ+m); q2)n
(q−2µ; q2)n
βmαn,
αnγm = qmn
(q−2(λ+m+1); q2)n
(q−2(λ+1); q2)n
γmαn,
βnδm = qmn
(q−2(λ+m+1); q2)n
(q−2(λ+1); q2)n
δmβn,
γnδm = qmn
(q−2(µ+m); q2)n
(q−2µ; q2)n
δmγn.
Proof. We prove the second relation. The other ones are derived similarly or by
observing that the four subalgebras generated by {α, β}, {α, γ}, {β, δ} and {γ, δ}
are all isomorphic. It is clear from the defining relations that
αnγm = Cmn(λ)γ
mαn
for some Cmn ∈Mh∗ . Multiplying with α from the left gives
αn+1γm = αCmn(λ)γ
mαn = Cmn(λ− 1)αγmαn = Cmn(λ− 1)Cm1(λ)γmαn+1,
leading to the recursion relation
Cm,n+1(λ) = Cmn(λ− 1)Cm1(λ),
while multiplying with γ from the right similarly leads to
Cm+1,n(λ) = Cmn(λ)C1n(λ+m).
The coefficients Cmn are determined by these two recursion relations together with
the initial conditions Cm0 = C0n = 1, C11 = qF . It is easy to check that the solution
is indeed given by Cmn(λ) = q
mn(q−2(λ+m+1); q2)n/(q
−2(λ+1); q2)n.
We can now compute the matrix elements of our corepresentations. In what follows
it will be convenient to write
f(λ) = f(λ)⊗ 1, f(ρ) = f(µ)⊗ 1 = 1⊗ f(λ), f(µ) = 1⊗ f(µ)(3.9)
for the three dynamical variables present in a tensor product A⊗˜A.
Proposition 3.2. In the algebra FR(M(2)),
∆(γN−kαk) =
N∑
j=0
tNkj ⊗ γN−jαj,(3.10)
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where the matrix elements tNkj are given by
tNkj =
min(j, k)∑
l=max(0, j+k−N)
[
N − k
j − l
]
q2
[
k
l
]
q2
qj(j+2k−N)+l(3l−3k−3j+N)
× (q
2(j−N−µ−1); q2)j−l
(q2(j+k−l−N−µ−1); q2)j−l
γj−lδN−k−j+lαlβk−l.
Note that γN−kαk ∈ FR(M(2))2k−N,N , which implies that tNkj ∈ FR(M(2))2k−N,2j−N .
This is of course in agreement with the proposition.
Proof. We will first prove the case k = N , which may be written as
∆(αk) =
k∑
l=0
[
k
l
]
q2
ql(l−k)αlβk−l ⊗ γk−lαl.(3.11)
It is clear from the defining relations that
∆(αk) = (α⊗ α + β ⊗ γ)k =
k∑
l=0
Ckl(ρ)α
lβk−l ⊗ γk−lαl
for some coefficients Ckl ∈ Mh∗ . To find a recursion formula for Ckl we write
∆(αk+1) = (α⊗ α + β ⊗ γ)
∑
l
Ckl(ρ)α
lβk−l ⊗ γk−lαl
=
∑
l
Ckl(ρ− 1)αl+1βk−l ⊗ αγk−lαl + Ckl(ρ+ 1)βαlβk−l ⊗ γk−l+1αl
=
∑
l
Ckl(ρ− 1)qk−l1− q
−2(ρ+k−l+1)
1− q−2(ρ+1) α
l+1βk−l ⊗ γk−lαl+1
+ Ckl(ρ+ 1)q
−l 1− q−2(ρ−l+1)
1− q−2(ρ+1) α
lβk−l+1 ⊗ γk−l+1αl,
where we used Lemma 3.1 in the last step. This leads to the recursion
Ck+1,l(ρ) = Ck,l−1(ρ− 1)qk−l+11− q
−2(ρ+k−l)
1− q−2(ρ+1) + Ckl(ρ+ 1)q
−l 1− q−2(ρ−l+1)
1− q−2(ρ+1)
for l = 0, . . . , k+1, where Ck,−1 = Ck,k+1 = 0. We must check that this holds for the
constant functions Ckl(ρ) =
[
k
l
]
q2
ql(l−k). After simplifications one arrives at
(
1− q−2(ρ+1)) [k + 1
l
]
q2
=
(
q2(k−l+1) − q−2(ρ+1)) [ k
l − 1
]
q2
+
(
1− q2lq−2(ρ+1)) [k
l
]
q2
,
(3.12)
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which is equivalent to the two different Pascal’s triangle identities for the q-binomial
coefficients [GR]: [
k + 1
l
]
q2
= q2(k−l+1)
[
k
l − 1
]
q2
+
[
k
l
]
q2
,[
k + 1
l
]
q2
=
[
k
l − 1
]
q2
+ q2l
[
k
l
]
q2
.
The case k = 0 of the proposition, which may be written as
∆(γN−k) =
N−k∑
m=0
[
N − k
m
]
q2
qm(m−N+k)γmδN−k−m ⊗ γN−k−mαm,
may be proved in the same way. Multiplying this expression and (3.11) gives
∆(γN−kαk) =
N−k∑
m=0
k∑
l=0
[
N − k
m
]
q2
[
k
l
]
q2
qm(m−N+k)+l(l−k)
× γmδN−k−mαlβk−l ⊗ γN−k−mαmγk−lαl
=
N−k∑
m=0
k∑
l=0
[
N − k
m
]
q2
[
k
l
]
q2
qm(m−N+k)+l(l−k)+m(k−l)
× (q
−2(ρ+N−l−m+1); q2)m
(q−2(ρ+N−k−m+1); q2)m
γmδN−k−mαlβk−l ⊗ γN−l−mαl+m
by Lemma 3.1. Putting m = j − l and simplifying completes the proof.
We will now consider VN as a corepresentation space of the quotient algebra
FR(SL(2)) of FR(M(2)). Using the determinant relation we will factor each ma-
trix element as a trivial part times a function involving only commuting variables.
The following lemma is the key to finding these factorizations.
Lemma 3.3. The element Ξ defined by
Ξ = qλ−µ+1 + qµ−λ−1 − q−(λ+µ+2)(1− q2(λ+2))(1− q2µ)γβ
= qλ−µ−1 + qµ−λ+1 − q−(λ+µ+2)(1− q2(λ+1))(1− q2(µ+1))βγ(3.13)
is a central element of FR(SL(2)). Moreover, it satisfies ε(Ξ) = 0, S(Ξ) = Ξ and
Ξ∗ = Ξ with respect to the FR(SU(2)) ∗-structure.
Note that the algebra Fq(SL(2)) has trivial center. Therefore, the existence of Ξ is
a purely dynamical phenomenon. In §6.1 we will see that Ξ plays the role of Casimir
operator in the representation theory of FR(SU(2)).
The proof of Lemma 3.3 is straight-forward. That the two expressions for Ξ are
equal follows from the determinant relation. To prove centrality, we first check that
Ξ∗ = Ξ. Then it is enough to prove that Ξ commutes with α, β, and f(λ), f(µ) for
f ∈Mh∗ . To check that Ξ commutes with β one should write βΞ using the first and
Ξβ using the second expression in (3.13).
We will need the following relations in the subalgebra FR(SL(2))00 of FR(SL(2)).
This is a commutative algebra generated by 1, Ξ, µl(Mh∗) and µr(Mh∗).
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Lemma 3.4. In the algebra FR(SL(2))00, the following relations hold:
αkδk =
1
(q−2(λ+1), q−2µ; q2)k
hk(
1
2
Ξ, q−(λ+µ+1); q2),
δkαk =
1
(q2(λ+2), q2(µ+1); q2)k
hk(
1
2
Ξ, qλ+µ+3; q2),
βkγk =
(−q−1)k
(q−2(λ+1), q2(µ+1); q2)k
hk(
1
2
Ξ, qµ−λ+1; q2),
γkβk =
(−q)k
(q2(λ+2), q−2µ; q2)k
hk(
1
2
Ξ; qλ−µ+1; q2),
where we use the notation (2.16).
To prove Lemma 3.4, one checks that the case k = 1 follows from the determi-
nant relation and the definition of Ξ. The general case then follows immediately by
induction on k, using that Ξ is central.
We can now prove the main result of this section.
Theorem 3.5. In the algebra FR(SL(2)), the matrix elements tNkj are given by
tNkj =

γj−kδN−k−jPk, k ≤ j, k + j ≤ N,
γj−kPN−j α
k+j−N , k ≤ j, N ≤ k + j,
δN−k−jPj β
k−j, j ≤ k, k + j ≤ N,
PN−k α
k+j−Nβk−j, j ≤ k, N ≤ k + j,
where Pn ∈ FR(SL(2))00 can be written in terms of Askey–Wilson polynomials,
cf. (2.23), as
Pn = q
n(λ−µ+1+n+|N−k−j|)+j(j−N) (q
2; q2)N−n
(q2; q2)j(q2; q2)N−j(q2(λ+2), q2(−µ+|N−k−j|); q2)n
× pn(12 Ξ; qµ−λ+1+2|j−k|, qλ−µ+1, qλ+µ+3, q−λ−µ−1+2|N−k−j|; q2).
In §7 we will see that the Schur-type orthogonality relations for matrix elements
correspond to the orthogonality of Askey–Wilson polynomials. We also remark that
in the alternative notation of [NM],
p(α,β)n (x; s, t|q) = pn(x; q
1
2 t/s, q
1
2
+αs/t,−q 12/st,−q 12+βst; q),(3.14)
the Askey–Wilson polynomial of Theorem 3.5 may be suggestively written as
p(|j−k|,|N−k−j|)n (
1
2
Ξ; iq−λ−1, iq−µ−1; q2).
After the preparations that we have made, the proof of Theorem 3.5 is straight-
forward. For instance, in the case k ≤ j, k + j ≤ N , Proposition 3.2 gives
tNkj =
k∑
l=0
Cl(µ)γ
j−lδN−k−j+lαlβk−l,
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where
Cl(µ) =
[
N − k
j − l
]
q2
[
k
l
]
q2
qj(j+2k−N)+l(3l−3k−3j+N)
(q2(j−N−µ−1); q2)j−l
(q2(j+k−l−N−µ−1); q2)j−l
.
Using Lemma 3.1 repeatedly one can rewrite this expression as
tNkj = γ
j−kδN−k−j
k∑
l=0
Dl(λ, µ)γ
k−lβk−lδlαl,
where one computes
Dl(λ, µ) =
[
N − k
j − l
]
q2
[
k
l
]
q2
qj(j−N)+k(N−k)+jk+l(3l−2k−2j)
× (q
2(−µ−j−1); q2)j−l(q
−2µ; q2)k−l(q
2(−µ−l); q2)l(q
2(−λ+l−k−1); q2)k−l
(q2(−µ+k−l−j−1); q2)j−l(q2(−µ+N−k−j); q2)k−l(q2(−µ+k−2l); q2)l(q2(−λ−1−k); q2)k−l
.
Plugging in the expressions from Lemma 3.4 and using elementary identities for q-
shifted factorials gives an expression like the one we are looking for, but with
Pk =
[
N − k
j
]
q2
qk(2µ+2+3j−N)+j(j−N)
(q−2(µ+1+j), qλ−µ+1ξ, qλ−µ+1ξ−1; q2)k
(q−2(µ+1), q2(λ+2), q2(µ+1−N+j); q2)k
× 8W7
(
q2(µ+1−k); q−2k, q−2j, q2(µ+1−N+j), qλ+µ+3ξ, qλ+µ+3ξ−1; q2, q2(N−k−λ)
)
,
where ξ + ξ−1 = Ξ (here ξ is a formal quantity used to write the above expression
in standard q-notation). Applying (2.18) gives the desired expression for Pk. In
the remaining three cases, the theorem can be proved similarly, or derived using
symmetries of the matrix elements, cf. Remark 3.15 below.
We conclude this section by showing that analogues of the Peter–Weyl theorem
and Schur’s Lemma hold for FR(SL(2)).
Proposition 3.6. The matrix elements {tNkj} for k, j, N ∈ Z≥0, k, j ≤ N form a
basis for FR(SL(2)) as a module over µl(Mh∗)µr(Mh∗).
Proof. Let I denote the set of invertible elements in µl(Mh∗)µr(Mh∗). First we observe
that the element Pn of Theorem 3.5 is a polynomial in Ξ of degree n with the leading
coefficient in I. By Lemma 3.4, γkβk is a polynomial in Ξ of degree k, with the
leading coefficient in I. Applying Gauss elimination, we can expand Ξk =
∑
l clγ
lβl,
again with the leading coefficient ck ∈ I. Combining these facts and using Lemma
3.1, we can for k + j ≤ N write tNkj =
∑min(j,k)
l=0 dl δ
N−k−jγj−lβk−l with d0 ∈ I.
Again by Gauss elimination, each element δlγmβn is in the µl(Mh∗)µr(Mh∗)-span of
{tNkj}k+j≤N . Similarly, γlβmαn is in the µl(Mh∗)µr(Mh∗)-span of {tNkj}k+j≥N . Thus,
by Lemma 2.7, the matrix elements span FR(SL(2)). A dimension count completes
the proof.
Remark 3.7. It is easy to check that, for any 0 6= g ∈ Mh∗ and 0 ≤ j ≤ N ,
the coproduct restricted to
⊕N
k=0 µr(g)µl(Mh∗)t
N
kj is a corepresentation equivalent
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to VN , γ
N−kαk 7→ g(µ)tNkj being an intertwiner. Then Proposition 3.6 gives the
decomposition
FR(SL(2)) ≃
∞⊕
N=0
VN ⊗MN+1h∗
of the regular corepresentation. In contrast to the non-dynamical case, each VN
occurs with infinite multiplicity.
Corollary 3.8. The corepresentations VN are irreducible, that is, if U ⊆ VN is an
h-subspace which is invariant in the sense that ∆(U) ⊆ A⊗˜U , then U = 0 or U = VN .
Proof. That U is an h-subspace means precisely that U =
∑
k∈Λ µl(Mh∗)γ
N−kαk for
some Λ ⊆ {0, . . . , N}. Then the invariance of U means that tNkj = 0 for k ∈ Λ, j /∈ Λ.
By Proposition 3.6, this is impossible unless U = 0 or U = VN .
Corollary 3.9. If φ : VM → VN is an intertwining map, then φ = 0 for M 6= N and
φ = Z id for some Z ∈ C otherwise.
Proof. First one checks that the kernel and the image of an intertwiner are always
invariant h-subspaces. It follows that an intertwiner between irreducible corepresen-
tations is either zero or bijective. Counting dimensions (over Mh∗) then gives the
first statement.
For the second statement, we assume that φ : VM → VM . Since φ preserves the
grading we have φ(γM−kαk) = φkγ
M−kαk with φk ∈ Mh∗ . By (3.7), the intertwining
property means that φl(µ)t
M
kl = φk(λ)t
M
kl for all k, l. By Proposition 3.6, this implies
that φk(λ) is independent of k and λ, which completes the proof.
More generally, if V is a corepresentation of an h-bialgebroid such that its matrix
elements are linearly independent over µl(Mh∗)µr(Mh∗), then it follows from (3.7)
that any intertwiner V → V is a complex multiple of the identity. We expect this to
be true for all irreducible corepresentations of a large class of interesting dynamical
quantum groups. The following example shows that it is not true for general h-Hopf
algebroids. This suggests that one might adopt the Peter–Weyl theorem as an axiom
for dynamical quantum groups, which would give an approach similar to that of [DK]
in the non-dynamical case.
Example 3.10. This example is modelled on the group of rotations of the plane,
to which it formally reduces when λ = −1. Let A = Mh∗ [x, y] be the algebra of
polynomials in two commuting variables over the field Mh∗ , h
∗ = C. Define the
coproduct and counit by
∆(x) = x⊗ x+ λy ⊗ y, ∆(y) = y ⊗ x+ x⊗ y, ε(x) = 1, ε(y) = 0.
The moment maps µl(f) = µr(f) = f and the bigrading A = A00 give A the
structure of an h-bialgebroid. Let V be the two-dimensional subspace consisting
of homogeneous polynomials of degree 1. Then ∆
∣∣
V
is a corepresentation of A.
One easily checks that if fx + gy spans a one-dimensional invariant subspace, then
HARMONIC ANALYSIS ON THE SU(2) DYNAMICAL QUANTUM GROUP 19
g(λ)2 = λf(λ)2, which has no meromorphic solutions. Therefore, V is irreducible.
On the other hand, the intertwiners from V to V are given by
C(x) = fx+ λgy, C(y) = gx+ fy
for f , g ∈ Mh∗ arbitrary. To get a similar example for h-Hopf algebroids, adjoin the
relation x2 − λy2 = 1 and define the antipode by S(x) = x, S(y) = −y.
3.3. Unitarity of the corepresentations. Our next task is to show that our co-
representations are, in a certain sense, unitarizable.
Definition 3.11. A corepresentation of a ∗-h-Hopf algebroid A on an h-space V is
unitarizable if there exists a basis of V such that the corresponding matrix elements,
cf. (3.4), satisfy
Γk(µ)S(tkj)
∗ = Γj(λ)tjk
for some 0 6= Γk ∈Mh∗ with Γ¯k = Γk.
We will call the functions Γk normalizing functions for V , with respect to the
given basis {vk}k. If we formally introduce normalized basis vectors ek and matrix
elements t˜kj by
ek =
√
Γk vk,
∆(ek) =
∑
j
t˜kj ⊗ ej,
then, computing formally,
t˜kj =
√
Γk(λ)
Γj(µ)
tkj
and the unitarizability criterion can be stated as the unitarity
S(t˜kj)
∗ = t˜jk.
Proposition 3.12. When considered as elements of FR(SU(2)), the matrix elements
tNkj satisfy [
N
k
]
q2
(q2(k−N−µ−1); q2)k
(q−2µ; q2)k
S(tNkj)
∗ =
[
N
j
]
q2
(q2(j−N−λ−1); q2)j
(q−2λ; q2)j
tNjk.
In particular, VN is a unitarizable corepresentation of FR(SU(2)).
To prove Proposition 3.12, we first note that
σ ◦ ((∗ ◦ S)⊗ (∗ ◦ S)) ◦∆ = ∆ ◦ ∗ ◦ S,
where, as above, σ(a ⊗ b) = b ⊗ a. Thus, applying σ ◦ ((∗ ◦ S) ⊗ (∗ ◦ S)) to (3.10)
gives
∆(S(γN−kαk)∗) =
N∑
j=0
S(γN−jαj)∗ ⊗ S(tNkj)∗.(3.15)
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On the other hand, one has the identity
∆(tNNk) =
N∑
j=0
tNNj ⊗ tNjk,
which is a special case of (3.5). By (3.11), it may be written as[
N
k
]
q2
qk(k−N)∆(αkβN−k) =
N∑
j=0
[
N
j
]
q2
qj(j−N)αjβN−j ⊗ tNjk.(3.16)
Comparing (3.15) and (3.16), we see that we can relate tNjk and S(t
N
kj)
∗ using the
following lemma.
Lemma 3.13. In the algebra FR(SU(2)),
S(γN−kαk)∗ = CNk (λ, µ)α
kβN−k,
where
CNk (λ, µ) =
1− q−2(λ+1)
1− q−2(λ+1)+2N ·
qk(k−N)(q−2µ; q2)k
(q2(k−N−µ−1); q2)k
.
Proof. By definition,
S(γ)∗ = F (λ− 1)β, S(α)∗ = F (λ− 1)
F (µ− 1) α,
which gives
S(γN−kαk)∗ = (F (λ− 1)β)N−k
(
F (λ− 1)
F (µ− 1) α
)k
= F (λ− 1) · · ·F (λ−N + k)βN−kF (λ− 1) · · ·F (λ− k)
F (µ− 1) · · ·F (µ− k) α
k
=
F (λ− 1) · · ·F (λ−N)
F (µ− 1 +N − k) · · ·F (µ−N − 2k) β
N−kαk
=
F (λ− 1) · · ·F (λ−N)
F (µ− 1 +N − k) · · ·F (µ−N − 2k)
qk(k−N)(q−2µ; q2)k
(q2(k−N−µ); q2)k
αkβN−k,
where we used Lemma 3.1 in the last step. Inserting
F (λ− 1) · · ·F (λ−N) = 1− q
−2(λ+1)
1− q−2(λ+1)+2N
and simplifying gives the desired expression.
Using this lemma we can combine (3.15) and (3.16) to the equality[
N
k
]
q2
qk(k−N)
N∑
j=0
CNj (λ, ρ)α
jβN−j ⊗ S(tNkj)∗
= CNk (λ, µ)
N∑
j=0
[
N
j
]
q2
qj(j−N)αjβN−j ⊗ tNjk,
(3.17)
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with notation as in (3.9). We now observe that CNk (λ, µ) factors as a part independent
of k and µ times a part independent of λ. We may therefore cancel the factors
involving λ on both sides of (3.17) and move the dynamical variables to the right
side of the tensor product, which gives
N∑
j=0
αjβN−j ⊗
[
N
k
]
q2
qk(k−N)+j(j−N)
(q−2λ; q2)j
(q2(j−N−λ−1); q2)j
S(tNkj)
∗
=
N∑
j=0
αjβN−j ⊗
[
N
j
]
q2
qk(k−N)+j(j−N)
(q−2µ; q2)k
(q2(k−N−µ−1); q2)k
tNjk.
We want to conclude that this identity holds termwise. In view of (2.2), this follows
if the family (αjβN−j)Nj=0 is linearly independent over µr(Mh∗), which is indeed true
by Lemma 2.7. This completes the proof of Proposition 3.12.
Note that, in the non-dynamical case, ∗◦S is the (antilinear) algebra automorphism
defined by β ↔ γ. For completeness, we also state the symmetry of the matrix
elements with respect to α↔ δ.
Proposition 3.14. There is an algebra automorphism Φ of FR(SL(2)), defined on
the generators by
Φ : (α, β, γ, δ, f(λ), g(µ)) 7→ (δ, β, γ, α, f(−2− µ), g(−2− λ)).
Moreover, ∆ ◦ Φ = σ ◦ (Φ⊗ Φ) ◦∆ and[
N
k
]
q2
qk(k−N)Φ(tNkj) =
[
N
j
]
q2
qj(j−N)tNN−j,N−k.
This can be proved similarly to Proposition 3.12, using instead of Lemma 3.13
the trivial identity Φ(γN−kαk) = γN−kδk. Note that since Φ interchanges the formal
limits λ, µ→ ±∞, it reduces to the anti -automorphism α↔ δ in the non-dynamical
case; cf. Remark 2.10.
Remark 3.15. The symmetries Φ and Ψ = ∗ ◦ S of the matrix elements permute
the four parameter domains of Theorem 3.5. In fact, the symmetries can be obtained
from the explicit expressions given there (note that Φ(Ξ) = Ψ(Ξ) = Ξ). Conversely,
after proving Theorem 3.5 in one of the four cases, we can use the symmetries to
deduce the remaining three.
Combining Proposition 3.12 and (3.8) one obtains the orthogonality relations
δkl =
N∑
j=0
(tNjk)
∗
[
N
j
]
q2[
N
k
]
q2
(q2(j−N−λ−1); q2)j(q
−2µ; q2)k
(q−2λ; q2)j(q2(k−N−µ−1); q2)k
tNjl
=
N∑
j=0
tNkj(t
N
lj )
∗
[
N
l
]
q2[
N
j
]
q2
(q2(l−N−λ−1); q2)l(q
−2µ; q2)j
(q−2λ; q2)l(q2(j−N−µ−1); q2)j
(3.18)
for matrix elements. Our next goal is to find commutative versions of these identities
by evaluating them in a representation of FR(SU(2)). In fact, they will yield the
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orthogonality relations for q-Racah polynomials. Thus we must first discuss dynam-
ical representations of FR(SU(2)).
4. Discrete orthogonality of matrix elements
4.1. Dynamical representations of FR(SL(2)). We need the concept of dynam-
ical representations from [EV2]. However, we prefer to realize these representations
on vector spaces over Mh∗ . Recall from §3.1 that an h-space V is a diagonalizable h-
module V =
⊕
α∈h∗ Vα, where V and Vα are vector spaces over Mh∗ . Let (Dh,V )αβ be
the space of C-linear operators U on V such that U(gv) = T−β(g)U(v) and U(Vγ) ⊆
Vγ+β−α for all g ∈ Mh∗ , v ∈ V and γ ∈ h∗. Then the space Dh,V =
⊕
α,β∈h∗(Dh,V )αβ
is an h-algebra with the moment maps µl, µr : Mh∗ → (Dh,V )00 given by
µl(f)(v) = T−α(f)v, µr(f)(v) = fv, v ∈ Vα.
We define a dynamical representation of an h-algebra A on V to be an h-algebra
homomorphism A → Dh,V . An intertwiner between two dynamical representations
πi : A→ Dh,Vi, i = 1, 2, is an h-space morphism φ : V1 → V2 with φ◦π1(a) = π2(a)◦φ
for all a ∈ A. If V0 is a complex subspace of V with Mh∗V0 = V , then V0 is a
dynamical representation in the sense of [EV2], and, conversely, if V0 is a dynamical
representation in the sense of [EV2], then Mh∗ ⊗ V0 is one in our sense.
Proposition 4.1. Let, for h = C and ω ∈ C arbitrary, Hω be the h-space with
basis {ek}∞k=0 and the weight decomposition Hω =
⊕∞
k=0Hωω+2k, Hωω+2k = Mh∗ek.
Then there is a dynamical representation πω : FR(SL(2)) → Dh,Hω , defined on the
generators by
πω(α) gek = Ak(T−1g)ek, π
ω(β) gek = Bk(T1g)ek−1,
πω(γ) gek = −q−1(T−1g)ek+1, πω(δ) gek = Dk(T1g)ek,
πω(µl(f)) gek = (T−ω−2kf)gek, π
ω(µr(f)) gek = fgek,
where g ∈Mh∗ is arbitrary and
Ak(λ) = q
−k 1− q2(λ−ω−k+1)
1− q2(λ−ω−2k+1) ,
Bk(λ) =
(1− q2k)(1− q2(ω+k−1))
(1− q2(λ+1))(1− q2(ω+2k−λ−3)) , B0(λ) = 0,
Dk(λ) = q
k 1− q2(λ+1−k)
1− q2(λ+1) .
Proof. We first check that πω preserves the bigrading and the moment maps, and
consequently the commutation relations (2.12). Then it suffices to check the first
four defining relations of Definition 2.4, two relations from (2.11) and the determinant
relation c = 1. This is straight-forward; for instance, the relation αβ = qF (µ− 1)βα
is equivalent to
Ak−1(λ)Bk(λ− 1) = qF (λ− 1)Bk(λ)Ak(λ+ 1).
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The dynamical representation πω is irreducible, in an obvious sense, if and only if
ω /∈ Z≤0. To see this, suppose that U ⊆ Hω is an h-subspace which is closed under
πω. By definition, U =
⊕
k∈ΛMh∗ek for some Λ ⊆ Z≥0. Since U is closed under
πω(γ), we have ek ∈ Λ ⇒ ek+1 ∈ Λ. If ω /∈ Z≤0, so that Bk 6= 0 for k ≥ 1, we have
also ek+1 ∈ Λ⇒ ek ∈ Λ for k ≥ 0, so we can deduce that U = 0 or U = Hω. On the
other hand, if ω ∈ Z≤0, then the subspace
⊕
k≥1−ωMh∗ek is invariant.
Remark 4.2. The functions Ak, Bk, and Dk have finite limits as (ω − λ, λ)→ ±∞
(two cases). Let us consider the case (ω − λ, λ) → ∞. On the level of the algebra,
this corresponds to λ → −∞, µ → ∞. In view of (2.13), we let π∞(α), π∞(β),
π∞(γ), and π∞(δ) be the operators on
⊕∞
k=0Cek which are formally obtained as
the limits of πω(β), πω(−qδ), πω(α), and πω(−qγ), respectively. Let us also put
fk = (q
2; q2)
−1/2
k ek. Then we recover the well-known ∗-representation of Fq(SU(2))
on ℓ2(Z≥0), cf. [VS], given by
π∞(α)fk =
√
1− q2kfk−1, π∞(β)fk = −qk+1fk,
π∞(γ)fk = q
kfk, π
∞(δ)fk =
√
1− q2(k+1)fk+1.
Lemma 4.3. The element Ξ defined in Lemma 3.3 acts in the dynamical represen-
tation πω by
πω(Ξ) = (qω−1 + q1−ω) id .
This corresponds nicely to Ξ being central. To prove the lemma, we use the first
expression of (3.13). This gives
πω(Ξ) gek =
[
q−ω−2k+1 + qω+2k−1
−q−(2λ−ω−2k+2)(1− q2(λ−ω−2k+2))(1− q2λ)(−q−1)Bk(λ− 1)
]
gek,
which indeed simplifies to (qω−1 + q1−ω)gek.
We will now show that, in a certain sense, (πω)ω∈R are unitarizable representations
of FR(SU(2)). Note that the ∗-operator on Dh, cf. §2.2, is the formal adjoint with
respect to the formal inner product 〈f, g〉 = ∫
R
f(λ)g(λ)dλ on Mh∗ . Similarly, we
want to find functions Γk ∈Mh∗ such that
πω(x∗) = πω(x)∗, x ∈ FR(SU(2)),(4.1)
where the ∗ on the right-hand side is the formal adjoint with respect to the formal
pairing
〈fek, gel〉 = δkl
∫
R
f(λ)g(λ) Γk(λ) dλ
on Hω.
If x ∈ FR(SU(2))jk, so that
πω(x)(gel) = Xl(T−kg)el+ 1
2
(k−j),
πω(x∗)(gel) = X
∗
l (Tkg)el+ 1
2
(j−k)
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for some Xl, X
∗
l ∈Mh∗ , then
〈πω(x∗)fel, gel+ 1
2
(j−k)〉 =
∫
X∗l (λ)f(λ+ k)g(λ) Γl+ 1
2
(j−k)(λ) dλ,
〈fel, πω(x)gel+ 1
2
(j−k)〉 =
∫
f(λ)Xl+ 1
2
(j−k)(λ)g(λ− k)Γl(λ) dλ
=
∫
f(λ+ k)Xl+ 1
2
(j−k)(λ+ k)g(λ)Γl(λ+ k) dλ,
so we require (recall that we write f¯(λ) = f(λ¯))
X∗l (λ)Γl+ 1
2
(j−k)(λ) = X¯l+ 1
2
(j−k)(λ+ k)Γl(λ+ k).(4.2)
This gives a precise meaning to (4.1).
Thus we must find Γl so that (4.2) holds for all generators. For x = µl(f), (4.2)
holds provided that ω ∈ R. For the right moment map (4.2) is satisfied. For x = α,
x∗ = δ and for x = β, x∗ = −qγ, (4.2) takes the form
Γk(λ+ 1)Ak(λ+ 1) = Γk(λ)Dk(λ),(4.3)
Γk−1(λ− 1)Bk(λ− 1) = Γk(λ),(4.4)
where we used that Dk = D¯k for ω ∈ R. Taking k = 0 in (4.3) shows that Γ0 has to
be 1-periodic. Iterating (4.4) then gives
Γk(λ) =
k∏
i=1
Bk−i+1(λ− i) Γ0(λ− k) = Γ0(λ) (q
2, q2ω; q2)k
(q2(λ−k+1), q2(ω−λ+k−1); q2)k
.
Choosing Γ0(λ) = 1 we can immediately verify that (4.3) holds. Thus we have proved
the following proposition.
Proposition 4.4. For ω ∈ R, πω is, in a sense made precise above, a unitary rep-
resentation of FR(SU(2)) with respect to the formal pairing
〈fek, gel〉 = δkl
∫
R
f(λ)g(λ)
(q2, q2ω; q2)k
(q2(λ−k+1), q2(ω−λ+k−1); q2)k
dλ.
4.2. Discrete orthogonality relations. We will now obtain commutative versions
of the orthogonality relations (3.18), by evaluating them in a representation πω.
Proposition 4.5. One has
πω(tNkj)em = Tkjm em+j−k,
where Tkjm = T
ωN
kjm ∈ Mh∗ can be expressed in terms of q-Racah polynomials (2.19)
as
T ωNkjm(λ) = (−1)j+kq2k(λ+1)+m(N−k−j)+(k−j)(N−j+1)
[
N
j
]
q2
× (q
2(λ+1+k−j−m); q2)N−k−j(q
−2(m+j), q−2(ω−1+m+j); q2)k
(q2(λ+1−j); q2)N−j(q2(λ−ω+2+N−2j−2m); q2)k
×Rj(µ(k); q−2(N+1), q−2(λ+1), q−2(m+j+1), q2(λ−ω+1−m−j); q2)
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where we use the notation (2.15) if N < j + k.
Proof. We use the expressions for tNkj given in Theorem 3.5. First suppose that k ≤ j,
k + j ≤ N , so that
πω
(
tNkj
)
em = π
ω(γj−kδN−k−jPk)em.
By Proposition 4.1 and Lemma 4.3, the element Pk acts on em by multiplying with
an element of Mh∗ which is obtained from Pk by replacing µ 7→ λ, λ 7→ λ− ω − 2m,
Ξ 7→ qω−1+q1−ω. Then πω(γj−kδN−k−j) acts by replacing λ 7→ λ+N−2j, multiplying
with
(−q−1)j−k
N−k−j−1∏
l=0
Dm(λ+ l + k − j) = (−q−1)j−kqm(N−k−j) (q
2(λ+1+k−j−m); q2)N−k−j
(q2(λ+1+k−j); q2)N−k−j
and shifting em 7→ em+j−k. In conclusion, πω(tNkj)em = T em+j−k, where
(4.5)
T (λ) = (−q−1)j−kqm(N−k−j) (q
2(λ+1+k−j−m); q2)N−k−j
(q2(λ+1+k−j); q2)N−k−j
Pk
(
λ7→λ−ω+N−2j−2m
µ7→λ+N−2j
Ξ7→qω−1+q1−ω
)
= (−1)jqk(2λ−ω+3+N+k−3j−3m)+(m−j)(N−j)−j
× (q
2; q2)N−k(q
2(λ+1+k−j−m); q2)N−k−j
(q2; q2)j(q2, q2(λ+1−j); q2)N−j(q2(λ−ω+2+N−2j−2m); q2)k
×pk(12(qω−1+q1−ω); q1+ω+2(m+j−k), q1−ω−2m, q3−ω+2(λ+N−2j−m), qω−1−2(λ+k−j−m); q2).
Writing the Askey–Wilson polynomial as a 4φ3 and inverting the order of summation,
we obtain the desired expression.
In the remaining three cases of Theorem 3.5, the lemma can be proved similarly.
Alternatively, one can use Proposition 3.2, which leads to a more involved computa-
tion, but allows one to treat all four cases simultaneously.
We now suppose that ω ∈ R, and write with abuse of notation
ΓNk (λ) =
[
N
k
]
q2
(q2(k−N−λ−1); q2)k
(q−2λ; q2)k
,(4.6)
Γωk (λ) =
(q2, q2ω; q2)k
(q2(λ−k+1), q2(ω−λ+k−1); q2)k
for the normalizing functions of the corepresentation VN and the representation Hω;
cf. Propositions 3.12 and 4.4. Since tNkj ∈ FR(SU(2))2k−N,2j−N , it follows from (4.2)
and Proposition 4.5 that
πω((tNkj)
∗)gem = Tkj,m+k−j(λ+ 2j −N)Γ
ω
m(λ+ 2j −N)
Γωm+k−j(λ)
g(λ+ 2j −N) em+k−j .
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The first identity of (3.18) then gives
δkl em =
N∑
j=0
πω
(
(tNjk)
∗
ΓNj (λ)
ΓNk (µ)
tNjl
)
em
=
min(N,m+l)∑
j=0
πω((tNjk)
∗)
ΓNj (λ− ω − 2m− 2l + 2j)
ΓNk (λ)
Tjlm(λ)em+l−j
=
min(N,m+l)∑
j=0
Tjk,m+l−k(λ+ 2k −N)
Γωm+l−j(λ+ 2k −N)
Γωm+l−k(λ)
× Γ
N
j (λ− ω − 2m− 2l + 2j + 2k −N)
ΓNk (λ+ 2k −N)
Tjlm(λ+ 2k −N)em+l−k.
Replacing λ by λ+N − 2k and m by M − l we obtain
δkl =
min(M,N)∑
j=0
ΓωM−j(λ)Γ
N
j (λ− ω − 2M + 2j)
ΓωM−k(λ+N − 2k)ΓNk (λ)
Tjk,M−k(λ)Tjl,M−l(λ)
for 0 ≤ k, l ≤ min(M,N). Using Proposition 4.5 we can write this explicitly as
(4.7)
min(M,N)∑
j=0
1− q2(λ−ω+1−2M)+4j
1− q2(λ−ω+1−2M)
(q2(λ−ω−2M+1), q−2N , q−2M , q−2(ω−1+M); q2)j
(q2, q2(λ−ω+2+N−2M), q2(λ−ω+2−M), q2(λ+1−M); q2)j
× q2j(λ+N+1)Rk(µ(j); q−2(N+1), q−2(λ+1), q−2(M+1), q2(λ−ω+1−M); q2)
× Rl(µ(j); q−2(N+1), q−2(λ+1), q−2(M+1), q2(λ−ω+1−M); q2)
= δkl
(q2(ω−λ−1+2M−N), q−2(λ+N); q2)N
(q2(ω−λ−1+M−N), q−2(λ+N−M); q2)N
1− q−2(λ+1+N)
1− q−2(λ+1+N)+4k
× (q
2, q−2λ, q−2(λ+N−M), q2(ω−λ−1+M−N); q2)k
(q−2(λ+1+N), q−2N , q−2M , q−2(ω−1+M); q2)k
q2k(λ−ω+1−2M),
which is the orthogonality of q-Racah polynomials. In this case, {Rk}min(M,N)k=0 is a
complete system of orthogonal polynomials on {µ(j)}min(M,N)j=0 . Similarly, the second
equation in (3.18) gives the orthogonality of the dual system
Rj(µ(k); q
−2(M+1), q2(λ−ω+1−M), q−2(N+1), q−2(λ+1); q2).
In the limits λ, ω − λ → ±∞, cf. Remark 4.2, these relations reduce to the ortho-
gonality of quantum q-Krawtchouk polynomials [K1].
Remark 4.6. We could have considered more general representations Hω,ε, ω, ε ∈
R, defined by the same formulas as in Proposition 4.1, but with the basis {ek}k∈Z+ε.
For ε = 0, Hω occurs as the invariant subspace spanned by {ek}k∈Z≥0. Suppose
for simplicity that ε, ω + ε /∈ Z. Then Proposition 4.4 is valid for Hω,ε, with the
convention (2.14). Working with these representations would lead to more general
q-Racah polynomials, with M in (4.7) replaced by a continuous parameter.
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5. Clebsch–Gordan coefficients for corepresentations
5.1. Tensor products of h-coalgebroids. Our next goal is to compute the Clebsch–
Gordan coefficients of our corepresentations. We first need to discuss some additional
algebraic concepts, in particular h-coalgebroids and their tensor products. These con-
cepts will also play a crucial role in Appendix 1.
We define an h-prealgebra A to be a complex vector space, equipped with a bigrad-
ing A =
⊕
α,β∈h∗ Aαβ and two left actions µl, µr : Mh∗ → EndC(A) which preserve
the bigrading, such that the images of µl and µr commute. We also introduce two
right actions of Mh∗ on A by (2.1). A homomorphism of h-prealgebras is a linear
map which preserves the four Mh∗-actions, or equivalently the two left actions and
the bigrading.
If A and B are h-prealgebras we define their matrix tensor product A⊗˜B as in §2.1.
We also define another kind of tensor product A⊗̂B which is equal to the algebraic
tensor product modulo the relations
aµAl (f)⊗ b = a⊗ µBl (f)b, aµAr (f)⊗ b = a⊗ µBr (f)b.(5.1)
The bigrading Aαβ⊗̂Aγδ ⊆ (A⊗̂B)α+γ, β+δ and the moment maps
µA⊗̂Bl (f)(a⊗ b) = µAl (f)a⊗ b,
µA⊗̂Br (f)(a⊗ b) = µAr (f)a⊗ b,
make A⊗̂B an h-prealgebra. It follows from these definitions that
(a⊗ b)µA⊗̂Bl (f) = a⊗ bµBl (f),
(a⊗ b)µA⊗̂Br (f) = a⊗ bµBr (f).
We will need the following two lemmas, the first of which is trivial.
Lemma 5.1. If φ : A→ C, ψ : B → D are homomorphisms of h-prealgebras, then
φ⊗ ψ factors to h-prealgebra homomorphisms A⊗̂B → C⊗̂D and A⊗˜B → C⊗˜D.
Lemma 5.2. If A, B, C, D are h-prealgebras, then
σ23(a⊗ b⊗ c⊗ d) = a⊗ c⊗ b⊗ d
factors to an h-prealgebra homomorphism
σ23 : (A⊗˜B)⊗̂(C⊗˜D)→ (A⊗̂C)⊗˜(B⊗̂D).(5.2)
Proof. There are two things to be checked: first, that σ23 maps into the subspace of
A⊗B ⊗ C ⊗D which maps onto (A⊗̂C)⊗˜(B⊗̂D), second, that σ23 factors through
the defining relations of (A⊗˜B)⊗̂(C⊗˜D).
For the first part, note that the left hand side of (5.2) splits into a sum of quotients
of spaces of the form Aαβ ⊗ Bβγ ⊗ Cδε ⊗Dεζ. This component is mapped to Aαβ ⊗
Cδε⊗Bβγ⊗Dεζ by σ23, and is then projected to (A⊗̂C)α+δ,β+ε⊗(B⊗̂D)β+ε,γ+ζ. Here
we may indeed replace ⊗ by ⊗˜.
For the second part, we write down the relations valid on both sides of (5.2)
explicitly. Those on the left-hand side may be written as
µra = µlb, µrc = µld, aµl = µlc, bµr = µrd,
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where, for instance, the first identity is an abbreviation for
µAr (f)a⊗ b⊗ c⊗ d = a⊗ µBl (f)b⊗ c⊗ d, a ∈ A, b ∈ B, c ∈ C, d ∈ D, f ∈Mh∗ ,
and those on the right-hand side as
µra = µlb, aµl = µlc, aµr = µrc, bµl = µld, bµr = µrd.
We must show that the second group of relations implies the first group. This is clear
except for the relation µrc = µld. However, by (2.3) we have also that aµr = bµl,
and thus indeed µrc = aµr = bµl = µld.
We define an h-coalgebroid to be an h-prealgebra equipped with a coproduct and a
counit satisfying the same axioms as in the case of h-bialgebroids, except that they are
required to be h-prealgebra homomorphisms rather than h-algebra homomorphisms.
An h-coalgebroid homomorphism φ : A→ B is an h-prealgebra homomorphism with
(φ⊗φ)◦∆A = ∆B◦φ, εB◦φ = εA. An h-android is a person who studies h-algebroids.
Proposition 5.3. If A and B are h-coalgebroids, then ∆A⊗̂B = σ23 ◦ (∆A ⊗ ∆B)
and εA⊗̂B(a ⊗ b) = εA(a)εB(b) (a composition of difference operators) define an h-
coalgebroid structure on A⊗̂B.
More explicitly, if ∆A(a) =
∑
i a
′
i ⊗ a′′i and ∆B(b) =
∑
j b
′
j ⊗ b′′j , then we define
∆A⊗̂B(a⊗ b) =
∑
ij
a′i ⊗ b′j ⊗ a′′i ⊗ b′′j .(5.3)
As for the proof, note that it follows from the previous two lemmas that ∆A⊗̂B
is a well-defined h-prealgebra homomorphism. The remaining details are straight-
forward.
If, in particular, A is an h-bialgebroid, there is an h-algebra structure on A⊗˜A
and an h-coalgebroid structure on A⊗̂A. One may check that the multiplication
factors to an h-coalgebroid homomorphism A⊗̂A → A, similarly as the coproduct
is an h-algebra homomorphism A → A⊗˜A. In the case of bialgebras (h = 0) these
structures combine to a bialgebra structure on A⊗˜A = A⊗̂A = A⊗A. By contrast,
there is apparently no natural tensor product on the class of h-bialgebroids (that is,
h-bialgebroids do not form a monoidal category in a natural way).
5.2. Tensor products of corepresentations. We will now discuss tensor products
of corepresentations in general. In §3.1 we defined corepresentations of h-bialgebroids;
this definition extends mutatis mutandis to corepresentations of h-coalgebroids.
When V and W are h-spaces we denote by V ⊗̂W their tensor product over C
modulo the relations
fv ⊗ w = v ⊗ Tαfw, v ∈ Vα.
The grading Vα⊗̂Wβ ⊆ (V ⊗̂W )α+β and the action of scalars f(v ⊗ w) = fv ⊗ w
make V ⊗̂W into an h-space. Note that if we view h-prealgebras as h-spaces by
“forgetting” their left (or right) moment map and grading, then the tensor product
A⊗̂B of h-prealgebras introduced above reduces to the one defined here.
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Proposition 5.4. If V and W are corepresentation spaces of an h-coalgebroid A,
then there is a corepresentation
πV ⊗̂W : V ⊗̂W → A⊗˜(V ⊗̂W )
of A on on V ⊗̂W defined by
πV ⊗̂W = (m⊗ id) ◦ σ23 ◦ (πV ⊗ πW ).(5.4)
If A is an h-bialgebroid, then the multiplication m : A⊗̂A→ A is an intertwiner for
the regular corepresentation.
To prove the first statement, note that it follows from Lemmas 5.1 and 5.2 that
πV ⊗̂W is a well-defined h-space morphism. The remaining details are exactly as for
coalgebras. The second part of the proposition follows from the fact that ∆ is an
algebra homomorphism, which can be expressed as
∆ ◦m = (m⊗m) ◦ σ23 ◦ (∆⊗∆).
This means precisely that m is an intertwiner.
If {vk}k, {wk}k are bases (over Mh∗) of V and W , and tVkj, tWkj are matrix elements
of πV and πW with respect to these bases, then (5.4) may be written as
πV ⊗̂W (vj ⊗ wk) =
∑
lm
tVjl t
W
km ⊗ vl ⊗ wm,
or more compactly as
tV ⊗̂Wjk,lm = t
V
jl t
W
km.(5.5)
Now suppose that we are given three corepresentations U , V ,W and an intertwiner
C : U⊗̂V →W . If we pick bases of the corepresentation spaces, the matrix elements
Cjk,l ∈Mh∗ defined by
C(uj ⊗ vk) =
∑
l
Cjk,lwl(5.6)
are Clebsch–Gordan coefficients. Combining (3.7) and (5.5) gives the intertwining
property in terms of these coefficients:∑
kl
Ckl,p(µ)t
U
mk t
V
nl =
∑
j
Cmn,j(λ)t
W
jp for all m, n, p.(5.7)
Let us now apply the coproduct ∆ to (5.7). By (3.5), we obtain∑
klxy
Ckl,p(µ)t
U
mx t
V
ny ⊗ tUxk tVyl =
∑
jz
Cmn,j(λ)t
W
jz ⊗ tWzp
=
∑
xyz
Cxy,z(ρ)t
U
mx t
V
ny ⊗ tWzp ,
where we again applied (5.7) and used the notation of (3.9). Assuming that the
family (tUmxt
V
ny)xy is linearly independent over µr(Mh∗), it follows that∑
kl
Ckl,p(µ)t
U
xk t
V
yl =
∑
z
Cxy,z(λ)t
W
zp ,
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which is (5.7) with (m,n) replaced by (x, y). Thus, to prove that the operator C
defined by (5.6) is intertwining, it suffices to check (5.7) for all p and with m and n
fixed such that (tUmkt
V
nl)kl is independent over µr(Mh∗).
5.3. Clebsch–Gordan coefficients for FR(SU(2)). We are now ready to compute
the Clebsch–Gordan coefficients of our corepresentations. The proof will be similar
to the one in [KK] for the non-dynamical case.
In analogy with the classical case, we will prove that
VM⊗̂VN ≃
min(M,N)⊕
s=0
VM+N−2s(5.8)
(direct sums of corepresentations may be defined in a straight-forward way). There-
fore we assume that C : VM⊗̂VN → VM+N−2s is an intertwiner, where 0 ≤ s ≤
min(M,N). We write the Clebsch–Gordan coefficients with respect to the standard
bases as
C(γM−jαj ⊗ γN−kαk) =
M+N−2s∑
l=0
CMN,M+N−2sjk,l (λ)γ
M+N−2s−lαl.
Since C preserves the grading, one has CMN,M+N−2sjk,l = 0 unless j+k = l+s, so (5.7)
may be written as∑
k+l=p+s
0≤k≤M
0≤l≤N
CMN,M+N−2skl,p (µ)t
M
mk t
N
nl = C
MN,M+N−2s
mn,m+n−s (λ)t
M+N−2s
m+n−s,p .(5.9)
We now observe that, by Lemma 2.7, the elements
tM0k t
N
Nl =
[
M
k
]
q2
[
N
l
]
q2
qk(k−M)+l(l−N)γkδM−kαlβN−l, 0 ≤ k ≤M, 0 ≤ l ≤ N,
are linearly independent over µr(Mh∗). Thus, by the observation concluding §5.2, it
suffices to find C so that (5.9) holds for m = 0 and n = N , that is, so that
(5.10) CMN,M+N−2s0N,N−s (λ)t
M+N−2s
N−s, p =
min(N, p+s)∑
l=max(0, p+s−M)
[
M
p+ s− l
]
q2
[
N
l
]
q2
× q(p+s−l)(p+s−l−M)+l(l−N)CMN,M+N−2sp+s−l,l,p (µ)γp+s−lδM−p−s+lαlβN−l.
Note that, by Proposition 5.4, we can for s = 0 choose C as the multiplication
VM⊗̂VN → VM+N . One may then check that (5.10) reduces to the expression for
matrix elements given in Proposition 3.2. We will in fact compute the Clebsch–
Gordan coefficients by deducing an expression of the form (5.10) from Proposition
3.2. For this we need the following lemma.
Lemma 5.5. In the algebra FR(SL(2)),
1 =
s∑
m=0
[
s
m
]
q2
(−1)s−mq(2m+1)(m−s) (q
−2µ; q2)s−m
(q−2(µ+m+1); q2)s−m
γs−mδmαmβs−m.(5.11)
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Proof. We sketch two proofs. For the first one, we make the Ansatz
cs =
s∑
m=0
Bsm(λ, µ)γ
s−mδmαmβs−m,
where c is the dynamical determinant of Lemma 2.5. Writing
cs+1 =
(
δα− q
−1
F (µ− 1) γβ
)
cs = δcsα− q
−1
F (µ− 1) γc
sβ
and using the commutation relations of Lemma 3.1, one derives the recursion relations
Bs+1,m(λ, µ) = q
2(m−1−s)
(
1− q−2µ+2s−2m
1− q−2µ−2
)2
Bs,m−1(λ+ 1, µ+ 1)
− q
−1
F (µ− 1) Bsm(λ+ 1, µ− 1),
for m = 0, . . . , s+ 1, where Bs,−1 = Bs,s+1 = 0. This leads to an identity equivalent
to (3.12).
Alternatively, one may plug the expression for δmαm given in Lemma 3.4 into
the right-hand side of (5.11), commute γs−m across this expression (using Lemma
3.3) and then again apply Lemma 3.4 to the factor γs−mβs−m. This results in an
identity involving only commuting variables, which turns out to be the terminating
6W5 summation formula [GR]:
1 =
(q1+λ−µξ, q1+λ−µξ−1; q2)s
(q−2(µ+1), q2(λ+2); q2)s
6W5(q
2(1+µ−s); qλ+µ+3ξ, qλ+µ+3ξ−1, q−2s; q2, q−2(λ+1)),
with ξ a formal quantity satisfying ξ + ξ−1 = Ξ.
To compute the Clebsch–Gordan coefficients we insert the right-hand side of (5.11)
into the expressions for matrix elements given in Proposition 3.2. Using Lemma 3.1
twice and pulling the dynamical variables to the left gives
tM+N−2sN−s,p =
min(N−s, p)∑
l=max(0, p+s−M)
[
M − s
p− l
]
q2
[
N − s
l
]
q2
qp(p+N−M)+l(3l+M+s−2N−3p)
× (q
2(p+2s−M−N−µ−1); q2)p−l
(q2(p+s−M−l−µ−1); q2)p−l
γp−lδM−p−s+l
(
s∑
m=0
[
s
m
]
q2
(−1)s−mq(2m+1)(m−s)
× (q
−2µ; q2)s−m
(q−2(µ+m+1); q2)s−m
γs−mδmαmβs−m
)
αlβN−s−l
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=
min(N−s, p)∑
l=max(0, p+s−M)
s∑
m=0
[
M − s
p− l
]
q2
[
N − s
l
]
q2
[
s
m
]
q2
(−1)s−m
× qp(p+N−M)+l(3l+M+s−2N−3p)+(M−p−s+2l+2m+1)(m−s)
× (q
2(p+2s−M−N−µ−1); q2)p−l(q
2(2p+s−M−l−µ), q2(p−l−µ); q2)s−m
(q2(p+s−M−l−µ−1); q2)p−l(q2(2p+s−M−2l−m−µ−1), q2(2p+s−M−2l−µ); q2)s−m
× γp+s−l−mδM−p−s+l+mαl+mβN−l−m.
Replacing l by l −m, we see that (5.10) holds with
(5.12) CMN,M+N−2sjk,j+k−s (λ) =
min(s,k,M−j)∑
m=max(0,s−j,k+s−N)
[
M−s
j+m−s
]
q2
[
N−s
k−m
]
q2
[
s
m
]
q2[
M
j
]
q2
[
N
k
]
q2
(−1)s+m
× q(N−k−s)(j−s)−s+m(1+2j+2N+3m−2k−4s)
× (q
2(j+k+s−M−N−λ−1); q2)j+m−s(q
2(2j+k+m−s−M−λ), q2(j+m−s−λ); q2)s−m
(q2(j+m−M−λ−1); q2)j+m−s(q2(2j+2m−s−M−λ), q2(2j+m−s−M−λ−1); q2)s−m
(in particular, the Clebsch–Gordan coefficient on the left-hand side of (5.10) reduces
to 1). For all values of the parameters, this is an 8W7-sum; for instance, when
s ≤ min(j, N − k) we get
CMN,M+N−2sjk,j+k−s (λ) = (−1)sq(j−s)(N−k−s)−s
(q2; q2)M−s(q
2; q2)N−s(q
2; q2)j(q
2; q2)N−k
(q2; q2)M(q2; q2)N(q2; q2)j−s(q2; q2)N−k−s
× (q
2(j+k+s−M−N−λ−1); q2)j−s(q
2(2j+k−s−M−λ), q2(j−s−λ); q2)s
(q2(j−M−λ−1); q2)j(q2(2j−s−M−λ); q2)s
8W7
(
q2(2j−s−M−λ−1);
q−2s, q2(j−M−λ−1), q−2k, q2(j−M), q2(2j+k−M−N−λ−1); q2, q2(2+M+N−s)
)
.
Using (2.17) we can write this as
CMN,M+N−2sjk,j+k−s (λ) = q
(j−s)(N−k)+sj (q
−2(j+k); q2)s(q
2(j+k−M−N−λ−1); q2)j
(q−2N ; q2)s(q2(j−M−λ−1); q2)j
× 4φ3
[
q−2s, q2(s−M−N−1), q−2j , q2(j−M−λ−1)
q−2M , q−2(j+k), q2(j+k−M−N−λ−1)
; q2, q2
]
.
(5.13)
It is easy to verify that (5.13) holds also without the assumption s ≤ min(j, N − k).
For each s ≤ min(M,N), we have constructed an intertwiner Cs : VM⊗̂VN →
VM+N−2s, which is clearly surjective. Since both sides of (5.8) have the same dimen-
sion, ⊕sCs is a bijective intertwiner from the left-hand to the right-hand side. Thus
we have proved the following theorem.
Theorem 5.6. The decomposition (5.8) holds as an equivalence of corepresentations.
The equation
Cs(γ
M−jαj ⊗ γN−kαk) = CMN,M+N−2sjk,j+k−s (λ)γM+N−s−j−kαj+k−s,(5.14)
where the coefficients are given in (5.13), defines an intertwiner Cs : VM⊗̂VN →
VM+N−2s. In particular, the Clebsch–Gordan formula (5.9) holds.
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5.4. Orthogonality of the Clebsch–Gordan coefficients. We will now discuss
the orthogonality of Clebsch–Gordan coefficients, which is a consequence of Schur’s
Lemma (Corollary 3.9) and the unitarizability of the corepresentations (Proposition
3.12). We will see that it yields orthogonality relations for q-Racah polynomials. We
start with two general facts about unitarizable corepresentations.
Lemma 5.7. Let V1 and V2 be two unitarizable corepresentation spaces of a ∗-h-Hopf
algebroid A, and let Γik, i = 1, 2, be normalizing functions with respect to some bases
{vik}k of Vi.
If φ : V1 → V2 is an intertwiner, and φkj ∈ Mh∗ the matrix elements of φ with
respect to the bases {vik}k, as in (3.6), then φ∗kj = (Γ1j/Γ2k)φ¯jk defines an intertwiner
φ∗ : V2 → V1.
Moreover, the tensor product corepresentation V1⊗̂V2 is unitarizable, with
Γjk(λ) = Γ
1
j (λ)Γ
2
k(λ− ω(j))
a normalizing function with respect to the basis {v1j⊗v2k}jk, where ω(j) ∈ h∗ is defined
by v1j ∈ (V1)ω(j).
Proof. For the first statement, we apply ∗ ◦ S to (3.7). Using the unitarizability we
obtain ∑
j
φ¯jl(λ)
Γ1j (λ)
Γ1k(µ)
t1jk =
∑
j
φ¯kj(µ)
Γ2l (λ)
Γ2j(µ)
t2lj for all k, l,
which means precisely that φ∗ is intertwining.
For the second statement, we apply ∗ ◦ S to (5.5). This gives indeed
S(tV1⊗̂V2jk,lm )
∗ =
Γ1l (λ)
Γ1j(µ)
t1lj
Γ2m(λ)
Γ2k(µ)
t2mk =
Γ1l (λ)Γ
2
m(λ− ω(l))
Γ1j(µ)Γ
2
k(µ− ω(j))
tV1⊗̂V2lm,jk ,
where we used that t1lj ∈ Aω(l),ω(j).
In view of the second part of Lemma 5.7, we may apply the first part to the
intertwiner Cs : VM⊗̂VN → VM+N−2s defined in (5.14). This yields an intertwiner
C∗s : VM+N−2s → VM⊗̂VN , defined by
C∗s (γ
M+N−2s−lαl) =
∑
j+k=l+s
0≤j≤M
0≤k≤N
ΓMj TM−2jΓ
N
k
ΓM+N−2sl
CMN,M+N−2sjk,j+k−s γ
M−jαj ⊗ γN−kαk,
where the Clebsch–Gordan coefficients are given by (5.13) and the normalizing func-
tions by (4.6).
Let us now consider the map CsC
∗
t : VM+N−2t → VM+N−2s, where 0 ≤ s, t ≤
min(M,N). By Corollary 3.9,
CsC
∗
t = δstZs id(5.15)
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for some Zs ∈ C. Applying this identity to γM+N−t−LαL−t gives the orthogonality
relations for Clebsch–Gordan coefficients:
δstZs =
∑
j+k=L
0≤j≤M
0≤k≤N
ΓMj (λ)Γ
N
k (λ+M − 2j)
ΓM+N−2tL−t (λ)
CMN,M+N−2sjk,L−s (λ)C
MN,M+N−2t
jk,L−t (λ),(5.16)
where 0 ≤ s, t ≤ min(L,M,N,M +N − L).
To compute Zs, we specialize (5.16) to the case L = s = t. Then the Clebsch–
Gordan coefficients on the right-hand side simplify, since the sum in (5.12) reduces
to the term with m = k, giving
CMN,M+N−2sjk,0 (λ) = (−1)jqk(N−s)−j
(q2; q2)s(q
2; q2)M−j(q
2; q2)N−k(q
−2λ; q2)j
(q2; q2)M(q2; q2)N (q2(j−M−λ−1); q2)j
(5.17)
for j + k = s. Plugging in this expression and simplifying, the right-hand side of
(5.16) reduces to a 6W5 sum:
Zs = (−1)sq−s(s+1) (q
2, q2(s−M−N−λ−1); q2)s
(q−2N , q−2(λ+M); q2)s
× 6W5(q−2(λ+1+M); q−2s, q2(1+N−s), q−2λ; q2, q2(2s−M−N−1))
= (−1)sq−s(s+1) (q
2, q2(s−M−N−1); q2)s
(q−2M , q−2N ; q2)s
,(5.18)
where the second step is obtained either by applying [GR, (II.21)] or by observing
that, since we know a priori that Zs is independent of λ, we can put λ = 0, so that
the 6W5 reduces to 1.
Using (5.13) one may check that (5.16) is the orthogonality of the q-Racah poly-
nomials
Rs(µ(j); q
−2(M+1), q−2(N+1), q−2(L+1), q2(L−M−λ−1); q2),(5.19)
cf. (2.19). For this special case, {Rs}min(L,M,N,M+N−L)s=0 is, for generic λ, a complete
system of polynomials orthogonal on {µ(j)}min(L,M)j=max(0,L−N).
To obtain the dual orthogonality relations, we observe that
id
∣∣
VM ⊗̂VN
=
min(M,N)∑
s=0
1
Zs
C∗sCs.(5.20)
In fact, it follows from (5.15) that the restriction of both sides to the image of C∗t are
equal for 0 ≤ t ≤ min(M,N). By Theorem 5.6, these images span Vm⊗̂VN . Applying
(5.20) to a tensor product γM−jαj ⊗ γN−L+jαL−j gives
δjk =
min(L,M,N,M+N−L)∑
s=0
1
Zs
ΓMj (λ)Γ
N
L−j(λ+M − 2j)
ΓM+N−2sL−s (λ)
× CMN,M+N−2sj,L−j,L−s (λ)CMN,M+N−2sk,L−k,L−s (λ),
(5.21)
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for max(0, L− n) ≤ j, k ≤ min(L,M). This is the orthogonality of the system
Rj(µ(s); q
−2(L+1), q2(L−M−λ−1), q−2(M+1), q−2(N+1); q2)
dual to (5.19). In the non-dynamical limit, (5.16) and (5.21) are orthogonality rela-
tions for q-Hahn and dual q-Hahn polynomials, respectively; cf. [KK].
Another consequence of (5.20) is the Clebsch–Gordan formula dual to (5.9).
Proposition 5.8. The identity
tMkx t
N
ly =
∑
s
1
Zs
ΓMx (µ)Γ
N
y (µ+M − 2x)
ΓM+N−2sx+y−s (µ)
× CMN,M+N−2skl,k+l−s (λ)CMN,M+N−2sxy,x+y−s (µ) tM+N−2sk+l−s,x+y−s,
(5.22)
holds, where 0 ≤ k, x ≤M , 0 ≤ l, y ≤ N , the sum runs over s with
0 ≤ s ≤ min(M,N, k + l,M +N − k − l, x+ y,M +N − x− y),
and Zs is given by (5.18).
This is proved by applying (5.20) to πVM ⊗̂VN (γM−kαk ⊗ γN−lαl), using the inter-
twining property of Cs, and identifying the coefficient of γ
M−xαx ⊗ γN−yαy. If we
apply the counit ε to (5.22), we recover (5.21).
One can obtain commutative versions of the Clebsch–Gordan formulas (5.9) and
(5.22) by evaluating them in a dynamical representation. Namely, applying the
representation πω of Proposition 4.1 to (5.9) and acting with both sides on ej ∈ Hω
gives the identity
(5.23)
∑
k+l=p+s
CMN,M+N−2skl,p (λ) T
ωM
mk,j+l−n(λ) T
ωN
nlj (λ+M − 2k)
= CMN,M+N−2smn,m+n−s (λ− ω − 2(j + p+ s−m− n)) T ω,M+N−2sm+n−s,pj (λ),
where T ωNkjm is the function from Proposition 4.5, while (5.22) similarly gives
(5.24) T ωMkx,j+y−l(λ) T
ωN
lyj (λ+M − 2x) =
∑
s
1
Zs
ΓMx (λ)Γ
N
y (λ+M − 2x)
ΓM+N−2sx+y−s (λ)
× CMN,M+N−2skl,k+l−s (λ− ω − 2(j + x+ y − k − l))CMN,M+N−2sxy,x+y−s (λ) T ω,M+N−2sk+l−s,x+y−s,j(λ).
Using Proposition 4.5 and (5.13) we may express these identities in terms of q-Racah
polynomials, as indicated in (4.7) and (5.19). It turns out that in both cases we
obtain instances of the Biedenharn–Elliott identity, which will be discussed in more
detail in §6.2. In the non-dynamical case, (5.23) and (5.24) are essentially different
identities, cf. [KV1, KV2] for related results.
6. Clebsch–Gordan coefficients for representations
6.1. Tensor products of dynamical representations. In this section we will ob-
tain the Clebsch–Gordan decomposition of the dynamical representations introduced
in §4.1. Since our definition of dynamical representations differs slightly from the
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one in [EV2], we must accordingly modify the definition of tensor product represen-
tations.
When V and W are h-spaces, we denote by V ⊗¯W their tensor product over C
modulo the relations
fv ⊗ w = v ⊗ T−βfw, w ∈ Wβ .
The grading Vα⊗¯Wβ ⊆ (V ⊗¯W )α+β and the action of scalars f(v ⊗ w) = v ⊗ fw
make V ⊗¯W into an h-space. This is closely related to the tensor product V ⊗̂W
introduced in §5.2; in fact, the flip map v⊗w 7→ w⊗v defines an h-space isomorphism
V ⊗¯W 7→W ⊗̂V .
Let πV : A → Dh,V and πW : A → Dh,W be two dynamical representations of
an h-algebra A. One may check that the identity operator factors to an h-algebra
homomorphism Θ : Dh,V ⊗˜Dh,W → Dh,V ⊗¯W . Then
πV ⊗¯W = Θ ◦ (πV ⊗ πW ) ◦∆
defines a dynamical representation of A on V ⊗¯W .
We will obtain the decomposition
Hω1⊗¯Hω2 ≃
∞⊕
s=0
Hω1+ω2+2s(6.1)
(direct sums of dynamical representations may be defined in a straight-forward way).
In view of Lemma 4.3, we can achieve this by diagonalizing the action of Ξ in the
tensor product representation π = πHω1 ⊗¯Hω2 . Note the resemblance of (6.1) to the
case of highest weight (discrete series) representations of su(1, 1). In this analogy, Ξ
corresponds to the Casimir operator and ωi to the highest weights.
From (3.13) we see that we first have to consider
∆(γβ) = γα⊗ αβ + γβ ⊗ αδ + δα⊗ γβ + δβ ⊗ γδ,
where we used Definition 2.4. Thus, π(γβ)(ek1⊗ ek2) can be written as a sum of four
terms, the first of which is
πω1(γα)ek1 ⊗ πω2(αβ)ek2 = −q−1(T−1Aω1k1 )ek1+1 ⊗Aω2k2−1(T−1Bω2k2 )ek2−1
= −q−1(T−(ω2+2(k2−1))−1Aω1k1 )Aω2k2−1(T−1Bω2k2 )(ek1+1 ⊗ ek2−1),
where we have written ωi as superscripts to the functions Ak and Bk from Proposition
4.1 to indicate their dependence on ω. Computing the other three terms similarly
gives
π(γβ) ek1 ⊗ ek2 = ak1,k2(ek1+1 ⊗ ek2−1) + bk1,k2(ek1 ⊗ ek2)
+ ck1,k2(ek1−1 ⊗ ek2+1),
(6.2)
HARMONIC ANALYSIS ON THE SU(2) DYNAMICAL QUANTUM GROUP 37
with
−qak1,k2(λ) = Bω2k2 (λ− 1)Aω2k2−1(λ)Aω1k1 (λ− ω2 − 2k2 + 1),
−qbk1,k2(λ) = Dω2k2 (λ− 1)Aω2k2 (λ)Bω1k1 (λ− ω2 − 2k2 − 1)
+Bω2k2 (λ− 1)Aω1k1 (λ− ω2 − 2k2 + 1)Dω1k1 (λ− ω2 − 2k2),
−qck1,k2(λ) = Dω2k2 (λ− 1)Bω1k1 (λ− ω2 − 2k2 − 1)Dω1k1−1(λ− ω2 − 2k2 − 2).
From (6.2) or from γβ ∈ FR(SL(2))00 it follows that π(γβ) preserves the weight spaces
(Hω1⊗¯Hω2)ω1+ω2+2p =
⊕
k1+k2=p
Hω1ω1+2k1⊗¯Hω2ω1+2k2 , so that in order to diagonalize
π(γβ) it suffices to diagonalize π(γβ) in every weight space. Fix p ∈ Z≥0; then it
follows from (6.2) that
∑p
k=0 vk(ep−k ⊗ ek), vk ∈ Mh∗ , is an eigenvector of π(γβ) in
the weight space (Hω1⊗¯Hω2)ω1+ω2+2p with eigenvalue x if and only if the vk’s satisfy
x vk = ap−k−1,k+1vk+1 + bp−k,kvk + cp−k+1,k−1vk−1,(6.3)
where v−1 = vp+1 = 0.
The three-term recurrence relation (6.3) can be solved in terms of q-Racah poly-
nomials. We recall that the polynomials Rn(µ(x)) = Rn(µ(x); a, b, c, d; q), cf. (2.19),
satisfy the recurrence(
µ(x)− µ(0))Rn(µ(x)) = An(Rn+1(µ(x))− Rn(µ(x)))
+ Cn
(
Rn−1(µ(x))− Rn(µ(x))
)
,
(6.4)
where
An =
(1− abqn+1)(1− aqn+1)(1− bdqn+1)(1− cqn+1)
(1− abq2n+1)(1− abq2n+2) ,
Cn =
q(1− qn)(1− bqn)(c− abqn)(d− aqn)
(1− abq2n)(1− abq2n+1) ,
which holds for n, x ∈ {0, 1, . . . , N} if aq, bdq or cq equals q−N , N ∈ Z≥0.
Upon replacing in (6.3)
vk = (−1)kq2k(ω1+ω2)+k(3p−1) (q
−2λ, q−2(ω1+p−1), q−2p; q2)k
(q2, q2ω2, q2(ω1+ω2+p−λ−1); q2)k
Rk,
we find after a straightforward calculation that the resulting three-term recurrence
relation can be written as
q1−2(2p+ω1+ω2−1)(1− q2λ)(1− q2(2p+ω1+ω2−λ−2)) xRk
= ak(Rk+1 − Rk) + ck(Rk−1 − Rk),
(6.5)
where
ak =
(1− q2(k+ω2−λ−1))(1− q2(k−λ))(1− q2(k−ω1−p+1))(1− q2(k−p))
(1− q2(2k+ω2−λ−1))(1− q2(2k+ω2−λ)) ,
ck =
q2(1− q2k)(1− q2(k+ω2−1))(q−2(p+1) − q2(k+ω2−λ−2))(q−2(ω1+ω2+p−1) − q2(k−λ−1))
(1− q2(2k+ω2−λ−2))(1− q2(2k+ω2−λ−1)) .
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The right-hand side of (6.5) is the right-hand side of (6.4) in base q2 with a 7→
q−2(λ+1), b 7→ q2(ω2−1), c 7→ q−2(p+1) and d 7→ q−2(ω1+ω2+p−1), so that N = p. Compar-
ing the left-hand sides, one finds that the eigenvalue x is of the form
x = −q2(ω1+ω2+2p)−3 (1− q
−2z)(1− q2(z+1−ω1−ω2−2p))
(1− q2λ)(1− q2(2p+ω1+ω2−λ−2))
for z ∈ {0, 1, . . . , p}. The corresponding eigenvalue of π(Ξ) can then be computed
from (3.13) using the fact that we restrict to the weight space (Hω1⊗¯Hω2)ω1+ω2+2p:
q1−ω1−ω2−2p + qω1+ω2+2p−1 − q−(2λ−ω1−ω2−2p+2)(1− q2(λ−ω1−ω2−2p+2))(1− q2λ)x
= qω1+ω2+2(p−z)−1 + q1−ω1−ω2−2(p−z)
for z ∈ {0, 1, . . . , p}. Thus we have proved the following proposition.
Proposition 6.1. In the tensor product representation π = πHω1 ⊗¯Hω2 the element
Ξ has eigenvectors v(y; p) ∈ (Hω1⊗¯Hω2)ω1+ω2+2p, y ∈ {0, 1, . . . , p}, with the eigen-
value qω1+ω2+2y−1+ q1−ω1−ω2−2y. The eigenvector v(y; p) is given in terms of q-Racah
polynomials (2.19) by
v(y; p) =
p∑
k=0
vk(ep−k ⊗ ek),
vk(λ) = (−1)kq2k(ω1+ω2)+k(3p−1) (q
−2λ, q−2(ω1+p−1), q−2p; q2)k
(q2, q2ω2 , q2(ω1+ω2+p−λ−1); q2)k
× Rk(µ(p− y); q−2(λ+1), q2(ω2−1), q−2(p+1), q−2(ω1+ω2+p−1); q2).
Note that for ω1 + ω2 /∈ Z≤0 the eigenvalues per weight space are different and
independent of λ, so that the eigenvectors are linearly independent over Mh∗ and
form a basis for the tensor product representation space.
From now on we assume the genericity condition ω1 + ω2 /∈ Z≤0. We need to
calculate π(γ)v(y; p). Since π(γ) commutes with π(Ξ) and raises the degree by 2,
we have π(γ)v(y; p) = Cv(y; p + 1) for some C ∈ Mh∗ . On the other hand, using
∆(γ) = γ ⊗ α+ δ ⊗ γ we find that π(γ)v(y; p) equals
−q−1
p∑
k=0
vk(λ− 1)
(
Aω2k (λ)(ep−k+1 ⊗ ek) +Dω1p−k(λ− ω2 − 2k − 2)(ep−k ⊗ ek+1)
)
.
Comparing the coefficient of ep+1 ⊗ e0 yields C(λ) = −q−1 or
π(γ)v(y; p) = −q−1v(y; p+ 1).(6.6)
A similar computation gives
π(α)v(y; p) = q−p
1− q2(λ−ω1−ω2−p+1)
1− q2(λ−ω1−ω2−2p+1) v(y; p).(6.7)
We can now construct an intertwiner C : Hω1+ω2+2s → Hω1⊗¯Hω2. Since C must
preserve the grading and the eigenspaces of Ξ, one has
Cek = φk v(s; s+ k)
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for some φk ∈Mh∗ . Then the intertwining property
C ◦ πHω1+ω2+2s(x) = πHω1 ⊗¯Hω2 (x) ◦ C,(6.8)
is automatically satisfied for x = µl(f), x = µr(f) and x = Ξ, and thus for x ∈
FR(SL(2))00. Using (6.7) and (6.6) we write out (6.8) explicitly for x = α and x = γ.
This leads to the equations
φk(λ) = q
−s 1− q2(λ−ω1−ω2−s−k+1)
1− q2(λ−ω1−ω2−2s−k+1) φk(λ− 1)
φk−1(λ) = φk(λ+ 1),
which are solved by φk(λ) = q
s(k−λ)(q2(λ+2−ω1−ω2−2s−k); q2)s (the general solution is
obtained by multiplying each φk with a fixed 1-periodic function). With this choice
of φk, we know that (6.8) holds for x = α, x = γ, x = αδ and x = γβ. Since it
is clear from (6.6) and (6.7) that π(γ) and π(α) are injective, we can conclude that
(6.8) holds also for x = δ and x = β, and thus for any x ∈ FR(SL(2)). Since we
have already observed that the eigenvectors v(y; p) form an Mh∗-basis of Hω1⊗¯Hω2 ,
the following theorem is now clear.
Theorem 6.2. Assuming that ω1 + ω2 /∈ Z≤0, the decomposition (6.1) holds as an
equivalence of dynamical representations. Moreover,
Cek = q
s(k−λ)(q2(λ+2−ω1−ω2−2s−k); q2)s v(s; s+ k),
with the notation of Proposition 6.1, defines an intertwiner C : Hω1+ω2+2s →
Hω1⊗¯Hω2.
We can now interpret Proposition 6.1 as stating that the q-Racah polynomials are
Clebsch–Gordan coefficients for the representations πω. In analogy with corepresen-
tations, we will write
Cek =
∑
l+m=s+k
Cω1+ω2+2s,ω1ω2k,lm (el ⊗ em),
where, writing L = l +m = k + s,
Cω1+ω2+2s,ω1ω2k,lm (λ) = (−1)mqs(k−λ)+2m(ω1+ω2)+m(3L−1)
× (q
−2λ, q−2(ω1+L−1), q−2L; q2)m(q
2(λ+2−ω1−ω2−s−L); q2)s
(q2, q2ω2, q2(ω1+ω2+L−λ−1); q2)m
× Rm(µ(k); q−2(λ+1), q2(ω2−1), q−2(L+1), q−2(ω1+ω2+L−1); q2).
(6.9)
For later use we note the alternative expression
Cω1+ω2+2s,ω1ω2k,lm (λ) = (−1)sqs(λ+1−L)+2l(1−ω1−ω2−L)−lm
[
L
m
]
q2
× (q
−2λ, q−2(ω1+L−1); q2)m(q
2ω2 ; q2)L(q
2(ω1+ω2−λ−1+m+L); q2)l
(q−2λ, q−2(ω1+L−1); q2)k(q2ω2; q2)m(q2ω2 ; q2)s
× Rl(µ(k); q2(λ−ω1−ω2+1−2L), q2(ω1−1), q−2(L+1), q−2(ω1+ω2+L−1); q2),
(6.10)
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which follows by combining (6.9) and (2.22). Finally we remark that if we instead
use (2.21) we obtain
Cω1+ω2+2s,ω1ω2k,lm (λ) = q
s(k−λ)−lm(q2(λ+2−ω1−ω2−s−L); q2)s
[
L
m
]
q2
×Rs(µ(m); q2(ω2−1), q2(ω1−1), q−2(L+1), q2(L+ω2−λ−1); q2).
Comparing with (5.19), we see that the Clebsch–Gordan coefficients forHω1⊗¯Hω2 can
be obtained from those of VM⊗̂VN by the formal replacements ω1 = −N , ω2 = −M .
This is analogous to the connection between highest weight representations of (Lie
or quantum) SU(2) and SU(1, 1).
6.2. The pentagonal identity. The classical and quantum 6j-symbols satisfy the
pentagonal or Biedenharn–Elliott identity. For the 6j-symbols of Uq(su(2)) [KR],
this identity can be written in terms of q-Racah polynomials in many ways, such as
(6.11)
(aq, q−m1−m2 , bdq1−m3 ; q)k1(abq
2k1+2; q)k2(bcq
2; q)k1+k2
(bq, bcdq2, q−m1−m2−m3 ; q)k1(cq; q)k2(aq; q)k1+k2
(bq1+k1)−k2
× Rk1(µ(m1); a, b, q−(m1+m2+1), dq−m3 ; q)
× Rk2(µ(m1 +m2 − k1); abq2k1+1, c, q−(m1+m2+m3−k1+1), bdq1+k1; q)
=
min(k1+k2,m2+m3)∑
l=0
(bcq, q−k1−k2 , q−m2−m3 , abcqk1+k2+2, bq, bcdq2+m1 ; q)l
(q, bcqk1+k2+2, q−m1−m2−m3 , q−k1−k2a−1, cq, bcdq2; q)l
1− bcq2l+1
1− bcq
× (abq1+m1)−lRk1(µ(l); b, a, q−(k1+k2+1), bcqk1+k2+1; q)
× Rl(µ(m2); b, c, q−(m2+m3+1), bdq1+m1 ; q)
× Rk1+k2−l(µ(m1); a, bcq2l+1, q−(m1+m2+m3−l+1), dq−l; q).
From the viewpoint of special functions, (6.11) is a master identity which contains
many classical results as limit cases, including various convolution, linearization and
addition formulas for orthogonal polynomials. We will be concerned with the case
a = q−N−1, N ∈ Z≥0. If N < k1 + k2, there is then a singularity which must be
removed by multiplying with (aq; q)k1+k2 and interpreting
(aq; q)k1+k2
(q−k1−k2a−1; q)l
= (−1)lq−(l2)+l(k1+k2−N−1)(q−N ; q)k1+k2−l,
so that the summation can be restricted to
max(0, k1 + k2 −N) ≤ l ≤ min(k1 + k2, m1 +m2).
From the interpretation in terms of Uq(su(2)), one only obtains (6.11) for discrete
values of the 9 free parameters (not counting q). It can be extended to continuous
values of a, b, c, d by working instead with Uq(su(1, 1)). The equations (5.23) and
(5.24) are instances of (6.11) with 2 continuous parameters. In this section we will
obtain (6.11) with 3 continuous parameters using our interpretation of q-Racah poly-
nomials as Clebsch–Gordan coefficients of dynamical representations. We point out
that an extension of (6.11) to the case of 9 continuous parameters was obtained in
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[KV2], again using a quantum algebraic interpretation. This involves not necessarily
terminating 8W7-series.
To obtain the pentagonal identity, we corepresent the intertwining property (6.8)
by applying it to x = tNkj and acting on em ∈ Hω1+ω2+2s:
Cπω1+ω2+2s(tNkj)em = π
ω(tNkj)Cem.(6.12)
The left-hand side of this identity is
CT ω1+ω2+2s,Nkjm em+j−k =
∑
x+y=s+m+j−k
Cω1+ω2+2s,ω1ω2m+j−k,xy T
ω1+ω2+2s,N
kjm (ex ⊗ ey),
where T ωNkjm is the function from Proposition 4.5. The right-hand side of (6.12) is
N∑
l=0
πω1(tNkl)⊗ πω2(tNlj )
∑
x+y=s+m
ex ⊗ Cω1+ω2+2s,ω1ω2m,xy ey
=
N∑
l=0
∑
x+y=s+m
T ω1Nklx ex+l−k ⊗ T ω2Nljy (TN−2jCω1+ω2+2s,ω1ω2m,xy )ey+j−l
=
N∑
l=0
∑
x+y=s+m
(T−ω2−2(y+j−l)T
ω1N
klx )T
ω2N
ljy (TN−2jC
ω1+ω2+2s,ω1ω2
m,xy )(ex+l−k ⊗ ey+j−l).
Identifying the coefficient of ex ⊗ ey, we obtain
(6.13) Cω1+ω2+2s,ω1ω2m+j−k,xy (λ)T
ω1+ω2+2s,N
kjm (λ)
=
min(N,x+k)∑
l=max(0,j−y)
Cω1+ω2+2s,ω1ω2m,x+k−l,y+l−j (λ+N − 2j)T ω1Nkl,x+k−l(λ− ω2 − 2y)T ω2Nlj,y+l−j(λ),
where k + x+ y = s+m+ j.
To identify (6.13) as a special case of (6.11), we first plug in the expressions from
Proposition 4.5 and (6.10). We then transform the q-Racah polynomials coming
from Tkjm and Tlj,y+l−j using (2.20) and the one coming from Tkl,x+k−l using (2.21).
Finally we replace l by x+ k− l in the summation. As the patient reader can verify,
we obtain (6.11) in base q2 with
(k1, k2, m1, m2, m3, a, b, c, d)
7→ (k, x, j,m, s, q−2(N+1), q2(λ−ω1−ω2+N+1−2j−2m−2s), q2(ω1−1), q−2(λ+1+N−j−m−s)).
In the case of the group SU(2), (3.5) for ∆(t2kkk) (the spherical case) is the classical
addition formula for Legendre polynomials. In [K2], Koornwinder showed that for
Fq(SU(2)), one may obtain an addition formula for little q-Legendre polynomials
by evaluating the corresponding identity in a tensor product of infinite-dimensional
representations. This became the starting point for much work on quantum groups
and q-special functions, cf. [Ko2]. In view of Remark 4.2 one might expect that
Koornwinder’s formula is a limit case of the spherical case of (6.13), and thus of the
Biedenharn–Elliott identity (6.11). However, since the formal limit FR(SL(2)) →
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Fq(SL(2)) involved here does not preserve the coproduct, this is not at all clear a
priori. Nevertheless, such a limit transition exists, as will be explained below. We
stress that the general case of (6.11) had not yet appeared in the literature when
[K2] was published.
To rewrite (6.13) in a form similar to the addition formula of [K2], we must express
the functions T ωNkjm in terms of appropriate Askey–Wilson polynomials. Namely, when
k ≤ j, k + j ≤ N we use the expression (4.5) for T = T ωNkjm. When k ≤ j, k + j ≥ N
we write
T ωNkjm(λ) = (−1)N−kq(N−j)(2λ−ω+3+N+k−4j−m)+k(1−m)−N
× (q
2(λ−ω+2+N−2j−m); q2)k+j−N
(q2, q2(λ+1−j); q2)N−j(q2(λ−ω+2+N−2j−2m); q2)k
× pN−j( qω−1+q1−ω2 ; q1+ω+2(m+j−k), q1−ω−2m, q3−ω+2(λ+k−j−m), qω−1−2(λ+N−2j−m); q2).
When j ≤ k, k + j ≤ N , we write
T ωNkjm(λ) = (−1)kqk(2λ+3+N−j−m)−j(ω+1+N+3m)+mN
× (q
2(λ+1+k−j−m); q2)N−k−j(q
−2m, q−2(m+ω−1); q2)k−j
(q2; q2)j(q2(λ+1−j); q2)N−j(q2(λ−ω+2+N−2j−2m); q2)k
× pj( qω−1+q1−ω2 ; q1+ω+2m, q1−ω−2(m+j−k), q3−ω+2(λ+N−2j−m), qω−1−2(λ+k−j−m); q2),
while, finally, if j ≤ k, N ≤ k + j we write
T ωNkjm(λ) = (−1)N−jq(N−j)(2λ−ω+2+N+k−4j−m)+(k−j)(ω+1+j−k+2m)−mk
× (q
2; q2)k(q
−2m, q−2(m+ω−1); q2)k−j(q
2(λ−ω+2+N−2j−m); q2)k+j−N
(q2; q2)j(q2, q2(λ+1−j); q2)N−j(q2(λ−ω+2+N−2j−2m); q2)k
× pN−k( qω−1+q1−ω2 ; q1+ω+2m, q1−ω−2(m+j−k), q3−ω+2(λ+k−j−m), qω−1−2(λ+N−2j−m); q2).
These expressions can be obtained from Proposition 4.5 using transformation formu-
las from [GR], or directly from Theorem 3.5. If we insist on using these expressions,
we must split the sum in (6.13) into five parts, according to whether l is smaller
or larger than j, k, N − j and N − k. We will write this out explicitly only in the
spherical case, when the four splitting points agree.
Thus we let j = k, N = 2k in (6.13). After rewriting the sum as
min(2k,x+k)∑
l=max(0,k−y)
al = ak +
min(k,y)∑
l=1
ak−l +
min(k,x)∑
l=1
ak+l,
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we express the functions T ωNkjm as indicated above and the Clebsch–Gordan coefficients
using (6.10). This results in the identity
q−k(q2, q2(λ−ω2+2−2y), q2(ω2−λ+2y); q2)k
× Rx(µ(m); q2(λ−ω1−ω2+1−2L), q2(ω1−1), q−2(L+1), q−2(ω1+ω2+L−1); q2)
× pk(Ω; q1+ω1+ω2+2L, q1−ω1−ω2−2L, q3−ω1−ω2+2(λ−L), qω1+ω2−1−2(λ−L); q2)
= Rx(µ(m); q
2(λ−ω1−ω2+1−2L), q2(ω1−1), q−2(L+1), q−2(ω1+ω2+L−1); q2)
× pk(Ω1; q1+ω1+2x, q1−ω1−2x, q3−ω1+2(λ−ω2−x−2y), qω1−1−2(λ−ω2−x−2y); q2)
× pk(Ω2; q1+ω2+2y, q1−ω2−2y, q3−ω2+2(λ−y), qω2−1−2(λ−y); q2)
+
min(k,y)∑
l=1
(q2; q2)k+l(q
2; q2)y
(q2; q2)k−l(q2; q2)y−l
1− q2(λ−ω2+1−2y+2l)
1− q2(λ−ω2+1−2y) q
l(ω1+3ω2−2λ−4+2k+2x+4y)
× (q
2(1−ω2−y), q2(λ−ω1−ω2+2−x−2y), q2(λ−ω2+1−x−2y), q2(λ−ω2+1−k−2y); q2)l
(q2(λ−ω2+2+k−2y); q2)l
× Rx+l(µ(m); q2(λ−ω1−ω2+1−2L), q2(ω1−1), q−2(L+1), q−2(ω1+ω2+L−1); q2)
× pk−l(Ω1; q1+ω1+2(x+l), q1−ω1−2x, q3−ω1+2(λ−ω2−x−2y+l), qω1−1−2(λ−ω2−x−2y); q2)
× pk−l(Ω2; q1+ω2+2y, q1−ω2−2(y−l), q3−ω2+2(λ−y+l), qω2−1−2(λ−y); q2)
+
min(k,x)∑
l=1
(q2; q2)k+l(q
2; q2)x
(q2; q2)k−l(q2; q2)x−l
1− q2(ω2−λ−1+2y+2l)
1− q2(ω2−λ−1+2y) q
l(ω1−ω2+2λ+2k−2y)
× (q
−2(λ−y), q2(1−ω1−x), q2(ω2−λ−1+y), q2(ω2−λ−1+2y−k); q2)l
(q2(ω2−λ+k+2y); q2)l
× Rx−l(µ(m); q2(λ−ω1−ω2+1−2L), q2(ω1−1), q−2(L+1), q−2(ω1+ω2+L−1); q2)
× pk−l(Ω1; q1+ω1+2x, q1−ω1−2(x−l), q3−ω1+2(λ−ω2−x−2y), qω1−1−2(λ−ω2−x−2y−l); q2)
× pk−l(Ω2; q1+ω2+2(y+l), q1−ω2−2y, q3−ω2+2(λ−y), qω2−1−2(λ−y−l); q2),
where L = x+ y = s+m and we write
Ω1 =
qω1−1 + q1−ω1
2
, Ω2 =
qω2−1 + q1−ω2
2
, Ω =
qω1+ω2+2s−1 + q1−ω1−ω2−2s
2
.
This identity generalizes Koornwinder’s addition formula to the level of Askey–Wilson
polynomials, but is itself a special case of (6.11). It is also a special case of an identity
obtained in [Ko2], using the non-dynamical quantum group and twisted primitive
elements. Note that since µ(m) = 2q1−2L−ω1−ω2Ω, we may view it as a linearization
formula, expanding a product of two polynomials in µ(m) into q-Racah polynomials.
To obtain Koornwinder’s formula as a limit case (cf. also [Ko2, Remark 5.2]) , we
fix k, x and m. We then let y, s, L, λ, ω1+ ω2 + L,−ω2 −L→∞ in such a way that
L = x+ y = s+m and λ−L→ z for some constant z. Using limit transitions from
[KS], or directly from the definitions, one may check that both the q-Racah and the
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Askey–Wilson polynomials tend to little q-Jacobi polynomials, defined by (cf. [GR])
pn(x; a, b; q) = 2φ1
[
q−n, abqn+1
aq
; q, qx
]
.
In the limit, one obtains the identity
px(q
2m; q2z, 0; q2) pk(q
2m; 1, 1; q2)
= px(q
2m; q2z, 0; q2) pk(q
2x; 1, 1; q2) pk(q
2(x+z); 1, 1; q2)
+
k∑
l=1
(q2; q2)k+l(q
2(1+z); q2)x+l
(q2; q2)k−l(q2(1+z); q2)x(q2; q2)2l
q2l(x+l−k)
× px+l(q2m; q2z, 0; q2) pk−l(q2x; q2l, q2l; q2) pk−l(q2(x+z); q2l, q2l; q2)
+
min(k,x)∑
l=1
(q2; q2)k+l(q
2; q2)x
(q2; q2)k−l(q2; q2)x−l(q2; q2)
2
l
q2l(x+z−k+1)
× px−l(q2m; q2z, 0; q2) pk−l(q2(x−l); q2l, q2l; q2) pk−l(q2(x+z−l); q2l, q2l; q2).
For z ∈ Z≥0, this is Koornwinder’s formula.
7. The Haar functional
In this section we will show that there is a natural Haar functional on FR(SL(2)),
and that it can be identified with a special case of the Askey–Wilson measure.
To motivate our definition, note that the Haar functional on a compact group
can be obtained as the projection from the regular representation to the isotypic
subspace containing the trivial representation. Since the trivial representation occurs
with multiplicity one, the range of the Haar functional can be identified with C.
In the present case, cf. Remark 3.7, the trivial representation occurs with infinite
multiplicity, and the corresponding isotypic component is µl(Mh∗)µr(Mh∗) ≃ Mh∗ ⊗
Mh∗ . The projection onto this space is
h(f(λ)g(µ)tNkj) = f(λ)g(µ) δ0N , 0 ≤ j, k ≤ N.(7.1)
By Proposition 3.6, this defines a C-linear map FR(SL(2))→ µl(Mh∗)µr(Mh∗), which
is an h-prealgebra homomorphism, cf. §5.1. We call this map the Haar functional on
FR(SL(2)).
We define a left-invariant integral on an h-bialgebroid A to be an h-prealgebra
homomorphism h : A → µAl (Mh∗)µAr (Mh∗) ⊆ A such that, under the identifications
(2.4),
h = (id⊗ ε ◦ h) ◦∆.
If this condition is replaced with
h = (ε ◦ h⊗ id) ◦∆
we speak of a right-invariant integral. If a =
∑
i a
′
i ⊗ a′′i , and we write µl(f) = f(λ),
µr(f) = f(µ), then left-invariance means that
h(a)(λ, µ) =
∑
i
h(a′′i )(µ, µ) a
′
i
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and right-invariance that
h(a)(λ, µ) =
∑
i
h(a′i)(λ, λ) a
′′
i .
These definitions are motivated by the following fact.
Proposition 7.1. The Haar functional (7.1) is both the unique left-invariant and
the unique right-invariant integral on FR(SL(2)) such that h(1) = 1.
Proof. Let h be a left-invariant integral on FR(SL(2)). Then h(f(λ)g(µ)tNkj) =
f(λ)g(µ)hNkj(λ, µ) for some h
N
kj ∈Mh∗ ⊗Mh∗ . The left-invariance of h means that
hNkj(λ, µ) =
N∑
l=0
hNlj (µ, µ)t
N
kl.
By Proposition 3.6, this implies that hNkj = 0 unless N = 0, in which case the
normalizing condition shows that h is given by (7.1). For the right-invariance, the
proof is similar.
We will now obtain the Schur orthogonality relations for matrix elements. These
are most elegantly discussed in terms of contragredient corepresentations, but to save
space we give a direct proof using results obtained above.
Theorem 7.2. In the notation above, the following Schur orthogonality relations are
valid:
h(tMjk(t
N
lm)
∗) = δMN δjl δkm q
2(M−k) 1− q2
1− q2(M+1)
× (q
2, q−2λ; q2)j(q
2; q2)M−j(q
−2(µ+1+M−k); q2)M−k
(q−2(λ+M+1−j); q2)j(q2; q2)k(q2, q−2(µ+M−2k); q2)M−k
.
Proof. Applying h to (5.22) gives
(7.2) h(tMkxt
N
ly) = δMN δk+l,M δx+y,M
ΓMx (µ)Γ
M
y (µ+M − 2x)
ZMΓ00(µ)
CMM,0kl,0 (λ)C
MM,0
xy,0 (µ)
= δMN δk+l,M δx+y,M(−q)l+y (q
2, q−2λ; q2)k(q
2; q2)l(q
−2(µ+1+y); q2)y
(q−2(λ+1+l); q2)k(q2; q2)x(q2, q−2(µ+y−x); q2)y
1− q2
1− q2(M+1) ,
where we inserted the expressions (5.17) for the Clebsch–Gordan coefficients. Next
we observe that
(tNkj)
∗ = (−q)k−jtNN−k,N−j.(7.3)
This follows easily from Proposition 3.2, and can also be proved without using ex-
plicit expressions for the matrix elements, similarly to the proof of Proposition 3.12.
Combining (7.2) and (7.3) completes the proof.
Note that h vanishes outside FR(SL(2))00, which can be identified with the algebra
of polynomials in Ξ (cf. Lemma 3.3) over the meromorphic functions in λ and µ. It
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is natural to seek a family of measures dmλµ so that
h(p(Ξ)) =
∫
p(x) dmλµ(x)(7.4)
for any such polynomial p. By Proposition 3.6, it is enough to do this for t2kkk, k ∈ Z≥0.
It follows from Theorem 3.5 that
t2kkk = Nk pk(
1
2
Ξ),
withNk = q
k(λ−µ+1)/(q2, q−2µ; q2)k, pk(x) = pk(x; q
µ−λ+1, qλ−µ+1, qλ+µ+3, q−λ−µ−1; q2).
For λ, µ /∈ Z, the polynomials {pk}∞k=0 form an orthogonal system with respect to a
moment functional, which is given by integration with respect to an explicitly known
(not necessarily positive) measure, cf. [AW2]. Under additional conditions on λ and
µ, e.g. λ, µ ∈ (j, j + 1) for j ∈ Z or Imλ = Imµ = π/2 log q, the measure is positive.
Assuming that λ, µ /∈ Z, we let dmλµ be the orthogonality measure, rescaled and
normalized so that
Ck δkl =
∫
pk(
x
2
) pl(
x
2
) dmλµ(x)
with C0 = 1. Then, in particular, (7.4) is satisfied. Therefore, the Haar measure
on FR(SL(2)) can be identified with the orthogonality measure for a two-parameter
family of Askey–Wilson polynomials. A similar interpretation is obtained by Koorn-
winder in the non-dynamical case [K3], using twisted primitive elements.
Let us now combine (7.4) with the case of Theorem 7.2 when h is applied to an
element of FR(SL(2))00. It will be no restriction to assume that we are in the first
parameter domain of Theorem 3.5. Thus we consider the element t2j+k+mj,j+k (t
2l+k+m
l,l+k )
∗,
where j, k, l, m ∈ Z≥0. Using Theorem 3.5, Lemma 3.1 and Lemma 3.4, we can
write
t2j+k+mj,j+k (t
2l+k+m
l,l+k )
∗ = (−1)mq(j+l)(λ−µ+1+k)−m(2µ+1+m) (q
−2µ; q2)k−m
(q−2µ; q2)j+k(q−2µ; q2)l+k
× (q
2; q2)j+k+m(q
2; q2)l+k+m
(q2; q2)j+k(q2; q2)j+m(q2; q2)l+k(q2; q2)l+m
(q2(λ+2); q2)k+m
(q2(λ+2); q2)j+k+m(q2(λ+2); q2)l+k+m
× hk(12 Ξ, qλ−µ+1; q2) hm(12 Ξ, qλ+µ+3; q2) p
(k,m)
j (
1
2
Ξ) p
(k,m)
l (
1
2
Ξ),
where we use the notation (2.15) if k < m and write (cf. (3.14))
p
(k,m)
j (x) = pj(x; q
µ−λ+1, qλ−µ+1+2k, qλ+µ+3+2m, q−λ−µ−1; q2).
Combining this with Theorem 7.2 and (7.4), we get after simplifications∫
p
(k,m)
j (
x
2
) p
(k,m)
l (
x
2
) hk(
x
2
, qλ−µ+1; q2) hm(
x
2
, qλ+µ+3; q2) dmλµ(x)
= δjl
1− q2
1− q2(2j+k+m+1)
(q2; q2)j(q
2; q2)j+k(q
2; q2)j+m
(q2; q2)j+k+m
× (q−2λ; q2)j(q2(λ+2); q2)j+k+m(q−2µ; q2)j+k(q2(µ+2); q2)j+m.
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Thus we obtain the orthogonality of a four-parameter family of Askey–Wilson poly-
nomials. The above expression agrees with the known explicit formulas for the ortho-
gonality measure and the norm.
Appendix 1. Properties of the antipode
In this appendix we prove Proposition 2.2 and Lemma 2.9, though we leave many
details to the reader. Recall that when proving the corresponding statements for
Hopf algebras (cf. [Ka] for a detailed exposition) it is convenient to work with the
convolution product
φ ⋆ ψ = mB ◦ (φ⊗ ψ) ◦∆A(A.1)
on HomC(A,B), where A is a coalgebra and B an algebra. We will use the analogous
convolution when A is an h-coalgebroid (cf. §5.1) and B an h-algebra. We will write
Hl = Hl(A,B) etc. for the spaces
Hl = {φ ∈ HomC(A,B); φ(µAl (f)a) = µBl (f)φ(a) for all a ∈ A, f ∈Mh∗},
Hr = {φ ∈ HomC(A,B); φ(aµAr (f)) = φ(a)µBr (f) for all a ∈ A, f ∈Mh∗},
Hopl = {φ ∈ HomC(A,B); φ(aµAl (f)) = µBr (f)φ(a) for all a ∈ A, f ∈Mh∗},
Hopr = {φ ∈ HomC(A,B); φ(µAr (f)a) = φ(a)µBl (f) for all a ∈ A, f ∈Mh∗}.
Note that, for h 6= 0, the convolution product (A.1) is not globally defined on
HomC(A,B)×HomC(A,B), since m ◦ (φ⊗ψ) need not factor through relation (2.2).
A sufficient condition for φ ⋆ ψ to be well-defined is
φ(µAr (f)a)ψ(b) = φ(a)ψ(µ
B
l (f)b), a ∈ Aαβ , b ∈ Aβγ , f ∈Mh∗ .
Using this condition one proves the following lemma.
Lemma A.3. The convolution ⋆ is well-defined on Hopr ×Hl and on Hr×Hopl . The
associative law (φ ⋆ ψ) ⋆ χ = φ ⋆ (ψ ⋆ χ) holds whenever both sides are well-defined.
We now define 1l = 1
(A,B)
l , 1r = 1
(A,B)
r ∈ HomC(A,B) by
1l(a) = µ
B
r (Tα(ε
A(a)1)), 1r(a) = µ
B
l (ε
A(a)1), a ∈ Aαβ .
These elements are functorial in the sense that if χ : A1 → A2 is an h-coalgebroid
homomorphism and ω : B1 → B2 an h-prealgebra homomorphism, then
1(A1,B)x = 1
(A2,B)
x ◦ χ, 1(A,B2)x = ω ◦ 1(A,B1)x , x = l, r.(A.2)
One easily checks that 1l ∈ Hr ∩ Hopl , 1r ∈ Hl ∩ Hopr . In particular, the following
lemma is meaningful. Note that it depends crucially on the dynamical shift in the
definition of 1l.
Lemma A.4. The elements 1l and 1r satisfy
1l ⋆ φ = φ, ψ ⋆ 1r = ψ, φ ∈ Hopl , ψ ∈ Hopr .
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Proof. We write out the proof for 1l, the case of 1r being slightly easier. It suffices
to evaluate both sides on a ∈ Aαβ . Let us write ∆(a) =
∑
i a
′
i ⊗ a′′i , ε(a′i) = fiT−α.
One then has
(1l ⋆ φ)(a) =
∑
i
1l(a
′
i)φ(a
′′
i ) =
∑
i
µr(Tαfi)φ(a
′′
i ).(A.3)
On the other hand,
(ε⊗ id) ◦∆(a) =
∑
i
ε(a′i)⊗ a′′i =
∑
i
fiT−α ⊗ a′′i =
∑
i
T−α ⊗ µl(fi)a′′i ,
using (2.2) in the last step. By the counit axioms this implies
a =
∑
i
µl(fi)a
′′
i =
∑
i
a′′i µl(Tαfi),
using (2.1) and the fact that fi = 0 unless a
′
i ∈ Aαα, a′′i ∈ Aαβ . Applying φ to this
identity and using that φ ∈ Hopl gives
φ(a) =
∑
i
µr(Tαfi)φ(α
′′
i ).
Comparing with (A.3) we see that 1l ⋆ φ = φ.
We can now begin the proof of Proposition 2.2. The antipode axioms can be
written as S ∈ Hopl ∩Hopr , S ⋆ id = 1l, id ⋆ S = 1r. If S and T are two such maps, it
follows from the previous lemmas that
S = S ⋆ 1r = S ⋆ (id ⋆ T ) = (S ⋆ id) ⋆ T = 1l ⋆ T = T.
This proves the uniqueness of the antipode.
It is easy to check that, for any 0 6= f ∈Mh∗ , the maps Sf (a) = µl(f−1)S(aµr(f))
and S ′f (a) = S(µl(f)a)µr(f
−1) satisfy the antipode axioms. By the uniqueness it
follows that S = Sf = S
′
f , which means that
S(µl(f)a) = S(a)µr(f), S(aµr(f)) = µl(f)S(a), a ∈ A, f ∈Mh∗ .(A.4)
Together with (2.5), this implies (2.7).
To show the first identity of (2.8) one defines φ(a ⊗ b) = S(b)S(a), ψ(a ⊗ b) =
S(ab) and checks that they factor into maps φ ∈ Hopl (A⊗̂A,A), ψ ∈ Hopr (A⊗̂A,A)
satisfying
m ⋆ φ = 1r, ψ ⋆ m = 1l.(A.5)
One needs (A.4) to show that φ factors through relation (5.1). It follows that
φ = 1l ⋆ φ = ψ ⋆ m ⋆ φ = ψ ⋆ 1r = ψ.
Similarly one defines π = ∆◦S, ρ = σ◦(S⊗S)◦∆ and checks that π ∈ Hopl (A,A⊗˜A),
ρ ∈ Hopr (A,A⊗˜A),
∆ ⋆ π = 1r, ρ ⋆∆ = 1l,(A.6)
which implies that π = ρ. One needs (2.7) to show that σ ◦ (S ⊗ S) factors through
(2.2), so that ρ is well-defined.
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We write down the proof of (A.5) and (A.6) and leave the remaining details to the
reader. In the case of (A.5), it suffices to evaluate both sides on a⊗ b ∈ Aαβ ⊗ Aγδ.
With notation as in (5.3), one then has
(m ⋆ φ)(a⊗ b) =
∑
ij
m(a′i ⊗ b′j)φ(a′′i ⊗ b′′j ) =
∑
ij
a′ib
′
jS(b
′′
j )S(a
′′
i )
=
∑
i
a′i(id ⋆ S)(b)S(a
′′
i ) =
∑
i
a′i µl(ε(b)1)S(a
′′
i ) = µl(T−αε(b)1)(id ⋆ S)(a)
= µl(T−αε(b)1)µl(ε(a)1) = µl(ε(a)ε(b)1) = 1
(A⊗̂A,A)
r (a⊗ b),
using in the penultimate step that ε(a) ∈Mh∗T−α. Similarly,
(ψ ⋆ m)(a⊗ b) =
∑
ij
S(a′ib
′
j)a
′′
i b
′′
j = (S ⋆ id)(ab) = 1
(A,A)
l (ab) = 1
(A⊗̂A,A)
l (a⊗ b),
where we in the last step used (A.2) with χ = m. The first equation of (A.6) follows
from
(∆ ⋆ π)(a) =
∑
i
∆(a′i)∆(S(a
′′
i )) = ∆
(∑
i
a′iS(a
′′
i )
)
= ∆(1(A,A)r (a)) = 1
(A,A⊗˜A)
r (a).
For the last equation we use notation such as (∆ ⊗ id) ◦ ∆(a) = ∑i a1i ⊗ a2i ⊗ a3i .
Then (note that the symbols aji have different meaning from equation to equation)
(ρ ⋆∆)(a) =
∑
i
(σ(S ⊗ S)∆)(a1i )∆(a2i ) =
∑
i
S(a2i )a
3
i ⊗ S(a1i )a4i
=
∑
i
(S ⋆ id)(a2i )⊗ S(a1i )a3i =
∑
i
µr(Tβiε(a
2
i )1)⊗ S(a1i )a3i
=
∑
i
1⊗ µl(Tβiε(a2i )1)S(a1i )a3i =
∑
i
1⊗ S(a1i )µl(ε(a2i )1)a3i
= 1⊗ (S ⋆ 1r ⋆ id)(a) = 1⊗ (S ⋆ id)(a) = 1⊗ µr(Tαε(a)1) = 1(A,A⊗˜A)l (a),
where we assume that in a three-fold tensor product a1i ∈ Aαβi , a2i ∈ Aβiγi . In the
sixth equality we used that, by (2.7), S(a1i ) ∈ A−βi,−α.
That S(1) = 1 is the case a = 1 of (2.6). Then (2.9) is obtained as the case a = 1
of (2.5). To prove that ε ◦ S = SDh ◦ ε, we write
ε(S(x)) = ε((1l ⋆ S)(x)) = ε
(∑
i
1
(A,A)
l (x
′
i)S(x
′′
i )
)
=
∑
i
1
(A,Dh)
l (x
′
i) ε(S(x
′′
i ))
=
∑
i
Tα(ε(x
′
i)1) ε(S(x
′′
i )) =
∑
i
Tα(ε(x
′
i)ε(S(x
′′
i ))1)Tβ = Tα(ε((id ⋆ S)(x))1)Tβ
= Tα(ε(1
(A,A)
r (x))1)Tβ = Tα(1
(A,Dh)
r (x)1)Tβ = Tα(ε(x)1)Tβ = S
Dh(ε(x)),
where x ∈ Aαβ . In the fifth equality we used that, by (2.7), ε(S(x′′i )) ∈Mh∗Tβ.
We now turn to the proof of the second part of Proposition 2.2. Let X ⊆ A and
S ∈ EndC(A) satisfy the conditions stated there. It is clear that (2.5) holds. Since
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the relations (2.6) are linear in a, it suffices to show that if they hold for a and b,
they hold for ab. For the relation id ⋆ S = 1r, we write
(id ⋆ S)(ab) =
∑
ij
a′ib
′
jS(a
′′
i b
′′
j ) =
∑
ij
a′ib
′
jS(b
′′
j )S(a
′′
i ).
From the proof that m ⋆ φ = 1r given above we see that this equals 1r(ab) if the
relation holds for a and b. For S ⋆ id, the proof is similar.
Finally we turn to the proof of Lemma 2.9. By the uniqueness of the antipode, it
suffices to check that S˜ = ∗ ◦ S−1 ◦ ∗ satisfies the antipode axioms. We write down
the proof that S˜ satisfies the first equality of (2.6) and leave the remaining details to
the reader. One has
m ◦ (id⊗ S˜) ◦∆ = m ◦ (∗ ⊗ ∗) ◦ (id⊗S−1) ◦ (∗ ⊗ ∗) ◦∆
= ∗ ◦m ◦ σ ◦ (id⊗S−1) ◦∆ ◦ ∗
= ∗ ◦m ◦ σ ◦ (id⊗S−1) ◦ σ ◦ (S ⊗ S) ◦∆ ◦ S−1 ◦ ∗
= ∗ ◦m ◦ (id⊗S) ◦∆ ◦ S−1 ◦ ∗,
where we used (2.8) in the third step. Since S satisfies (2.6), it follows that
m ◦ (id⊗ S˜) ◦∆(a) = µl(ε(S−1(a∗))1)∗ = µl
(
(SDh )−1 ◦ ∗Dh ◦ ε(a)1)∗
= µl(ε(a)1)
∗ = µl(ε(a)1),
where we used (2.8) and the ∗-structure axioms.
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