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1. INTR~DLJCTI~N 
A linear operator T with domain 9(T) in a Hilbert space X’ is said to be 
accretive if 
(0, Y)+(Y, O)bO (1.1) 
for all y in 9(T), and maximal accretive if it is accretive and has no proper 
accretive extension. Operators of this general type, in which the numerical 
range 
8(T)= ((Tqu): UEWT), II4 = 1) (1.2) 
is restricted to lie in a half-plane, have proved very useful in applications 
(see [8, Sect. 73 for a partial survey, noting that T is called dissipative if 
- T is accretive in the above sense; see also [7, 14, 18, 231). 
In applications involving differential equations a major problem is that 
one is usually only given a formal differential expression and a function 
domain on which it gives rise to an accretive operator, and one has to 
prescribe a (possibly) larger domain on which the differential expression is 
maximal accretive. More generally, one would like to describe, explicitly, 
boundary conditions for all possible maximal accretive differential 
operators derivable from a given formal differential expression. 
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We consider here differential expressions r of the general form 
q(x) = - ~~x)j~o(-l)i(P~-j~x~ .Y(j)(X))(j', XEZ, (1.3) 
where Z is an interval of the real axis, and the coefficients w > 0, 
PO, PlY, p,, are real-valued and such that the minimal operator, To, 
associated with r (see Sect. 2) is accretive in the weighted Hilbert space, 
L;(Z), of functions f satisfying 
I o(x)lf(x)12dx< co. (1.4) I 
A solution to the above extension problem is given in [ 1 l] for the case 
that r in (1.3) is a regular differential operator in the sense of [20, 
Sect. 151, i.e., that the interval I is closed, and the coefficient functions 
W, PO’ , pl,..., pn are Lebesgue integrable on I. Our main aim here is to 
consider the case when the given operator z is singular, i.e., when either Z is 
not closed or at least one of the functions mentioned above fails to be 
in L’(Z). 
The methods used here are similar to those of [ 111 in that we ultimately 
appeal to the abstract extension theory of Phillips ([25]; see [ 11, Sect. 23 
for an outline). However, the technical difficulties are somewhat more 
severe in the singular case; in particular the proof of the crucial embedding 
result (Lemma 3.6) is more involved. In Section 2 we present some 
preliminary differential operator theory. The main results appear in Sec- 
tion 3, notably Theorem 3.11 and Corollary 3.12. The Appendix contains a 
detailed outline of the adjoint construction technique of Brown and Krall 
[4], including proofs for the singular case, which is not covered in [4]. 
It should be noted that we solve the extension problem for a specific 
class of singular differential expressions, namely those satisfying conditions 
(A2) and (A3) of Sections 2 and 3, (i.e., roughly, we assume that functions 
in the appropriate maximal domains all have finite energy integrals). In 
particular, all of the formal operators t above are of limit-point type at the 
singular end-point(s) of I. It is not known what happens if these 
assumptions are dropped. Thus, the extension problem is open even for the 
simplest operators, ry = - y” + q(x) y, of limit-circle type. 
Once again we acknowledge with gratitude the assistance given by 
Professor R. C. Brown in adapting the techniques in [4] to the present 
situation. 
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2. PRELIMINARY THEORY 
Throughout the paper we consider formal differential expressions of the 
form (1.3) with coefficient functions w > 0, p0 # 0 a.e., and 
(2.1) 
assumed to be real and Lebesgue integrable in any closed subinterval of I. 
The expression r is said to be regular on Z if Z is finite and closed, and the 
functions (2.1) are integrable on Z; otherwise z is said to be singular. In 
addition, the left-hand end-point, a, of Z is regular if a > - co, Z is closed at 
a, and the functions (2.1) are integable on every interval [a, /?I c Z, and 
singular otherwise, with a similar definition for the right-hand endpoint, 6, 
of I. In lieu of further smoothness requirements on the coefficients, and 
following [20, Sect. 15.21 we define the formal quasi-derivatives (up to 
order 2n) of a function y to be the functions ycol = y, yr’],..., yCznl given by 
y(i) 
9 O<i<n-1, 
yCil = poy(~), i= n, (2.2) 
Pi-ny(2n-i)-{yci-11}‘, n+l<i<2n, 
where yCi) is the usual ith derivative. The expression z is then given by 
z(y) = 0 ~ ly w (2.3 1 
If pnei has i continuous derivatives, then z(y) is also given by (1.3). 
Let L:(Z) denote the Hilbert space of all complex-valued functionsf on Z 
satisfying (1.4). For o = 1, we denote L:(Z) by L*(Z). Set 
9 = { y E L;(z): yCk’ exists and is absolutely continuous on 
compact subintervals of Z, 0 G k < 2n - 1, 
and ry E L:(Z)}. 
We define the maximal operator for r in L:(Z), T1, to be 
(2.4) 
T, Y = ZY, YE9. (2.5) 
The minimal operator for r in L:(Z), To, is defined to be the closure of the 
restriction of T, to the functions in 9 that vanish outside a finite interval 
[a, /?I interior to I. It is known [20, Sect. 171 that 
T,*= T1. (2.6) 
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Observe also that the Lagrange formula is [20, p. SO], 
+z(Y) - Ym) =$ CY, zlb) 
with the corresponding Green’s formula 
f doizz(Y) - YM) = CY, zl(4 - b? zl(c), c 
where 
D(y, z)(x) = f y[*qX) z[i-l’(x), 
i=l 
CY, zl(x) = w, Y)(X) - NY, f)(x). 
(2.8) 
For y, z E 9, we have the differentiated Dirichlet formula 
-oz(y)z+ f pn-;yCi)zCi)= {D(y, z)(x)}‘. (2.9) 
i=O 
For a later use we also need a version of the well-known Sobolev 
inequality: 
LEMMA 2.1. (c.f. [l, Theorem 3.91). Let u and u(‘) be in L’(J)for some 
real interval J. Then for any x in J and any E > 0 there is a constant K = K(E) 
such that for any k with 0 Q k d n - 1, 
Idk’(x)12 d ~llu’“‘l15+ m)ll~II:, (2.10) 
where ll.(lJ denotes the usual norm on L’(J). 
We assume throughout that 
(Al ) T,, is an accretive operator on L:(Z), and 
(A2) the Dirichlet integral for z, 
exists (possibly as an improper integral) for y, z in 9, and forms a positive 
definite inner product on the maximal domain 9; this inner product is 
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denoted by (., .)D and the corresponding norm by )).]) D. Assume further 
that for some c > 0, 
IMrJ B 4l4, UE9. 
Observe that (Al ) is a consequence of (A2). For if u E 2 vanishes outside 
an interval [cc, /?I interior to Z, (T,,u, u) = (JuJ( i > 0. This continues to hold 
for ugL.@(T*) and hence r, > 0. In fact, r, is actually symmetric here. 
Observe that (A2) is clearly satisfied if, for example, pi 2 0, 0 d i < n - 1, 
and p, > EO on Z, for some positive constant E. 
3. SINGULAR DIFFERENTIAL OPERATORS 
In this case, in addition to (Al) and (A2), we also assume 
(A3) At each singular end-point c of Z, lim, _ r D(y, z)(x) = 0, for all 
y, z in g=LB(T,). 
As an immediate consequence, we have from (2.9) that the integral in (A2) 
exists when Z= [Ia, b), with a a regular endpoint, and also 
(v, z) = NV, 3(a) + (Y, z)n (3.1) 
for all y, z in 9. (A3) is satisfied if, for example, pn > E > 0 and pr 2 0, 
1 < r 6 n - 1. For an account of the relationships between conditions of 
type (A2) and (A3) we refer to [13, 163. As the coefficient functions (2.1) 
are real, it follows from (A3) and [12] that the deficiency indices of To are 
(n, n) if r is singular at only one endpoint of Z, and To has deficiency indices 
(0,O) if z is singular at both endpoints of Z. In the latter case, as To is a 
nonnegative self-adjoint operator, and hence maximal accretive by (Al), 
the extension problem becomes trivial. Thus We may assume without loss 
that Z= [a, 6), and r is regular at a and singular at b. In this case we have 
from [20, pp. 71, 781 that 
G!qT,)= (y4: p(u)=o, O<k<2n- l}. (3.2) 
Set H= L:O[a, 6) x Li[a, b) and P = G(T,). Under the indefinite inner 
product 
Q(k q=(U,, o,)+(u,, uz), 
where ii= (u,, u2} and a= {u i, v2} are in H, and (., .) is the usual inner 
product on Li[a, b), H is a Krein space. As in [ll], for ii= (u, Tou} E P 
we have 
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and thus P is a closed positive subspace of H with a trivial null space. 
From (2.6) and [ll, (2.16)] we have that P’ = G( - T,), and from [ 11, 
(2.13)] P’=M+@M_ where M+=P’nH+. Thus zi=(u, -T,u}EM+ 
if and only if - T, u = U. As the deficiency indices of TO are (n, n) it follows 
that 
nul(-T,-l)=def(-TO-l)=n. (3.3) 
Consequently there exist n real functions wI, w*,..., w, in 9 orthogonal in 
L$[a, b), and such that 
-T,w;= wi, (IwJ( = 1, 1 <i<n. 
Thus M,, the linear span of {w,,..., w,}, is a positive definite subspace 
of H. 
The negative subspace, M- , of P’ may be characterized as follows. Let 
ii=(u, -T,u}cM-. Then, if fii={w,, -TIwi)={wi,wi} we have for 
l<i<n, 
O=Q(fiy Gi)=(-Tlu, Wi)+(uy -T,Wi) 
= [Uy wi](U) + 2(U, Wi) 
= mw,, u)(a) - D(u, w,)(a) + 2(U, WJ. (3.4) 
Set 
Ul(X) = [u(x) d”(X) >..., dn- ‘I(X) 
u2(x) = [U[2nt ‘yx), z4LZn- 2’(x),..., u[“‘(x)]T, 
w(x) = [w,(x), ~‘2(X),..*, w7wT, 
C(u, w) = CC& WI), (4 w2L (4 Wn)IT, 
W,(x) = ,:::; 1:: ,::?+;], W,b)= [ ,I:;;;;;:; 1;: ;;;;;;, 
i 
w,$l’(x) ... w;yQx, 
WA(x)= ; ! I* wJ,z”-‘l . . . w$;l(x) (3.5) 
Then ii= {u, -T,u}oM- if and only if 
W,(a) u2(a) = W,(a) Ul(U) + 2C(u, WI. 
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Note that det W,(a) # 0, since { Wi: i = I,..., n} is linearly independent, and 
hence WC ‘(a) exists. Consequently, ~2 = {u, - T, U} E AL if and only if 
uz(u) = W,-‘(a){ W*(u) u,(a) + 2C(U, w) ). (3.6) 
Define the space X by 
X=H,x@“x@“, 
where H,, is defined to be the completion of 9 with respect to the inner 
product (., .),,. We identify P’ with a subspace of X via the association 
ii +-+ 22, (3.7) 
where 11= {u, -T,u) E P’ and ti= (u, u,(a), u,(a)> EX, the vectors ui(U) 
being defined by (3.5). For ti = (u, a,, a,} and S = (u, fir, bz} in X (with 
U, v E H,, and ai, pi E C”) define an inner product Q, ( ., . ) by 
Ql(4 fi) = - <a,> 82) - (a,> h > -2(u, U)D> (3.8) 
where ( ., . ) is the usual Euclidean inner product. Then, if ii, 6 E P’ and 
ii++iiEX, lT++OEX, 
Q( ii, 6) = ( - T1 u, u) + (u, - T, u) 
= - 2(& U)D - (u*(u), Vi(U)> - (u,(a), v*(u)) 
= Q,(ii, i?). 
Thus the correspondence (3.7) is a one-to-one inner product preserving 
map of P’ into X. We also have 
LEMMA 3.1. X is a Pontrjugin space of index n (i.e., a ITn space). 
Proof This is a consequence of the decomposition 
x=x+ ox_ (3.9) 
where 
x, = ({O, B, -s>: BEa=Hlv 
X_={(u,u,a}: UEH,,UE@“}, 
and any li={u,u,p}, UEH,, u,~E@” can be written as ti=ti++li-, 
where 
k = {K J(a + B), $(a + S)>, 
u+={O,~(u-B),~(B-~)}. 
(3.10) ” 
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The strong norm on X (with respect o (3.9)) is given for li = {u, a, fi> by 
ll~ll2x= Ql(~,, ti+)-Ql(r;-,ti-) 
= <a, a> + 0, B> +2(4 ~1~. (3.11) 
We show eventually that ii;i-, the intrinsic completion of M-, may be 
identified with the strong closure of M- in X. We need several emmas; the 
proofs are very close to those given for Lemmas 3.2, 3.3, 3.4, and 3.5, 
respectively, in [ 111. 
LEMMA 3.2. Denote by L the Q,-orthogonal complement of M, in X. 
Then L is the set of all (u, a,, a,] in X such that 
a, = W,‘(a){ W,(a) a, + 2C(u, w)}. (3.12) 
LEMMA 3.3. Under the identification (3.7), M, is a positive definite sub- 
space of X of dimension n. 
LEMMA 3.4. L is a negative definite subspace of X. 
LEMMA 3.5. The strong topology (generated by (3.11)) and the intrinsic 
topology (generated by (3.8)) are equivalent on L, and L is intrinsically 
closed. 
Corresponding to [ 11, Lemma 3.61, we have 
LEMMA 3.6. Assume that 
pi>,O, 1 di6n and o(x)>p, p&)BpforxE[a,a+ql 
(3.13) 
for some constants p > 0 and n > 0. Then the set 
B= {z&S: {u, -T,u}&-} 
is dense in H, in the norm ll.ljD. 
Proof As in the Proof of [ 11, Lemma 3.61, any u E H, can be identified 
with a function having (n - 1) absolutely continuous derivatives on 
[a, a + q]. Also for any E > 0 there exists a constant K(E) > 0 such that 
l~ck3(a)12 ~+412, + fG~Ml12, uEH,,O<k<n-1. 
Define 
Mu, VI = (u, v), + (a,, v,(a)), u, VEH,, 
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where 
a, = W;‘(a){ W,(a) u,(a) + 2C(u, w)>. 
By the method of [il, Lemma 3.61 it follows that h[., .] is a closed sec- 
torial form in LH[a, b). Also the restriction S of T, to B satisfies 
(SK 0) = h[u, ul, UEB,VEH, 
on account of (3.6). S is therefore sectorial and since M- is negative, S is 
also accretive. To complete the proof we prove that - 1 lies in the resolvent 
set of S. 
Let f E Li[a, 6) have compact support, but otherwise be arbitrary. We 
try to solve (r + 1) y = f so that y E g(S) and y = y(f) is bounded on 
I$[a, b). Choose wi, n + 1 d id 2n, to be linearly independent solutions of 
(t + 1) y = 0 satisfying 
w;k’(a) = 0, O<k<n-l,n+l<ii22n. (3.15) 
Each of the functions w,, n + 1 < i < 2n, as well as all linear combinations 
of them are not in 9. To see this, let v be a nontrivial linear combination of 
these functions that lies in 9. Then uckl(u) = 0, 0 < k < n - 1, and by (3.1) 
thus, v = 0, a contradiction. 
The general solution of (t + 1) y =f is given by (c.f. [20, Eq. (24), 
P. 591) 
y(x) = ; a,w,(x)+ F Wk(X) s xvpBf, (3.16) 
k=l k=l a 
where uk is given by the Wronskian quotient, 
UJx)=(-l)*n+k ww, ..., wk - 1) wk + I >...> W2dX) 
ww,,..., w,,)(x) . 
(3.17) 
As f has compact support, and no linear combination of the functions wk, 
n + 1 C k d 2n, can lie in 9, it follows that for these values of k, uk = 
-ji ukof: Thus (3.16) becomes 
Y(X) = f akwkG(x) + i wk(x) 
s 
- wok f - $ wk(x) r’” wvkf (3.18) 
k=l k=l u k=n+l I 
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First, consider the operator M defined on functionsfwith compact support 
in 9 by 
Observe that (z + l)(Mf) =A and that 
(Mfyk’(u)= - f wyqu) !‘” OVjJ (3.20) 
/=n+1 R 
for 0 < k < 2n - 1. Thus for n + 1~ r < 2n, and setting bj = II: ou,f, 
=- i ~;~“-~](a) : WjCk-‘](a)bj 
k=l j=nfl 
+ f w;‘- l](a) F wJ2”-k’(u) bj 
k=l j=n+l 
= 0, from (3.15). 
Let Q be the restriction of r to the domain 
(3.21) 
9(Q)={y~9: [y,wi](u)=0,n+1<i<2nj. (3.22) 
It follows from standard theory [20, Theorem 4’, p. 791 that Q is a self- 
adjoint extension of T,,. As the latter is positive, the essential spectrum of Q 
lies in [0, co). Furthermore, if y is a solution of (r + 1) y = 0 satisfying 
[y, wJ(a) = 0, n + 1~ id 2~2, then y is a linear combination of wi, n + 1 6 
i < 2n. To see this, let y = Et”= I CL~ wk. Then 
i.e., Au = o, where a = (a ,,..., a,)T and A is the n x n matrix with the entry 
[wk, ~~](a) in row j and column k. From (3.15) one can show that A = 
FV,(U)(W,(U))~ where W,(a) is defined in (3.5). We know already that 
det H’,(a) # 0. As (w ,,..., wZn) are linearly independent solutions of 
(t + 1) y = 0, their Wronskian, W, is nonsingular. As the columns of W 
involving wj, n + 1 d j d 2n, are linearly independent, it follows from (3.15) 
again that det W,(a) # 0. Consequently A is nonsingular, and a =0, as 
required. Now, as Wk, n + 1 <k < 2n, and all their linear combinations, lie 
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outside 9, it follows that - 1 cannot be an eigenvalue for Q. Thus - 1 
must lie in the resolvent set for Q, and hence (Q + 1 )- ’ exists as a bounded 
linear operator defined on all of LH[a, b). 
Returning to (3.19), it is clear from (3.21) that for f with compact sup- 
port, Mf and (Q + 1) ~ 'f are solutions of (r + 1) y = f in 9 satisfying the 
same boundary conditions, and thus Mf = (Q + 1) ~ ‘j 
We now choose a,,..., a, so that the function y defined in (3.18) lies in 
g(S). From (3.4), y E g(S) if and only if for 1~ i ,< n, 
2(.Y, wi) + [y, w,l(a)=O. 
On substituting (3.18) into this identity we obtain 
,Z, QkCWk, wi) + 2(Mf, wi) + ,jJ, akCwk5 wilta) + EMS, wil(a) =O. 
Now from (3.1) for 16k, i6n, 
CWk, w;](a) = (zwi, We) - (wi, twk) = 0. 
Similarly, as z(Mf) = f - MA 
cn/rf, wilta) = (zw,, Mf) - (wi, z(Mf )) = - (Wi, f ). 
Consequently, setting a = (a, ,..., a,)‘, 
(Gal, = - WC wi) + (wi, f), i = l,..., n, (3.23) 
where G is the Gram matrix for {w,,..., w,}. As G is nonsingular, (3.23) 
determines a uniquely. Also, when f E Li[a, 6) does not have compact sup- 
port, one can replace M by (Q+ l)-’ in (3.23) and (3.18) so that 
Y(X) = f akwk(x) + (Q + I)-‘f(x). 
k=l 
Thus, from (3.23), y = y(f) is a bounded function off on LL[u, b). This 
completes the proof. 
LEMMA 3.7. Assuming (3.13), the strong completion of M- in X is given 
by 
M={{u,u~(u),a,}:u~H,,a~~~~,and 
a2 = wcYa)C w,(a) b(a) + Wu, w)l >. 
Proof: Using Lemma 3.6, the proof is very similar to the proof of [ 11, 
Lemma 3.71. m 
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LEMMA 3.8. Assuming (3.13), the boundary space fi as a subspace of X is 
given by 
fi=M+@M={{ ~,u,(a),a}:u~H,anda~~=“}. 
Proof: It is clear from Lemmas 3.5 and 3.7 that iii_ = M. Thus we only 
need show that each 6= {v,‘v,(a), a}, where VE H, and a~@” are 
arbitrary, may be written in the form 
n 
O= C aiGl+ti 
i=l 
(3.24) 
for some constants ai, 1~ i6 n, and some li = {u, u,(a), a*} EM. We 
choose u E H,, so that 
u=v- f a,wi, 
i=l 
(3.25) 
where the numbers ai are to be determined so that fi E M, i.e., so that for 
l<idn, 
2(4 wi)= -D(Wi, u)(a) + (%, w,,i(a)> (3.26) 
by (3.4). Note that from (3.24) 
a = i UiWl,i(U) + Cl,, 
i=l 
(3.27) 
where 
a2 = W;‘(a){ W,(a) u,(a) + 2C(u, w)}. (3.28) 
On solving (3.27) for u2 and substituting this and (3.25) into (3.26) we 
obtain, for 1 < i Q n, 
2(V, Wi)-2 i Uj(Wj, Wi) 
j=l 
= - D(W,, v)(a) + i Uj D(wi, Wj)(U) 
j=l 
+ <a, wl,da) > - $J aj WWj7 WiNa) 
j=l 
= - D(wi, v)(a) + (a3 wl,i(a)> 
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as 
D(wi, wj)(a)-D(wj, wi)(a)= Cwj, wi](a) 
= (ZWi, Wj) - (Wi, TWj) 
= 0. 
by (3.1) 
Thus, if a = (aI ,..., an)T, and G is the Gram matrix for ( w1 ,..., w,f, we have 
(Gal,= 2(v, w;) + D(Wi, u)(a) - <f& w,,da)>. (3.29) 
As G is invertible, (3.29) defines the vector a uniquely. With this value for 
a, and U, a2 given by (3.25) and (3.28) ti E M, as required. 1 
We now prove 
THEOREM 3.9. Under the assumption (3.13), an operator T is a maximal 
accretive extension of TO if and on!y ifits adjoint, T*, is a restriction of T, to 
a domain of the form 
S(T*)= (uE~: (u,(a), c”‘)+ (uZ(a),+y)(a))+2(u, @))D 
=O, 1 <i<n} (3.30) 
for some functions qSCi) E H,,, and vectors p(‘) E C”, 1 < i < n, satisfying 
(p”‘, cjqqa)) + (+‘,i’(a), p”‘) + 2(@“, fp) D I 
=o if i # j, 
GO if 
(3.31) 
i = J’. 
Proof: As A is a II, space, all maximal positive subspaces of I? have 
dimension n, and are generated by a set {J(j) = (#“‘, +c,i’(a), p@‘): 
1 < i 6 n}, where the @i) and CL(‘) satisfy (3.31). Each maximal negative sub- 
space, 8, in fi is the Q,-orthogonal complement in I? of such a subspace. 
By [ 11, Theorem 2.23, 
N={(u, -T,u}:d=(u,u,(a),u,(a)}~ti 
satisfies Q1(l;, c,&“) = 0, 1 < i $ n} 
is the graph of the adjoint of a maximal accretive extension of TO, and all 
such extensions are found in this way. 
Remark. Examples of these extensions may be constructed by a similar 
method to that used in the remark following [ll, Theorem 3.91. 
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Once again (cf. [l 1, Theorem 3.10]), the realization of fi given in 
Lemma 3.8 is not unique. The next theorem shows that any maximal 
negative subspace of X gives rise to a maximal accretive extension of T,. 
THEOREM 3.10. Under the assumption (3.13), an operator T is a maximal 
accretive extension of To ifand only if its adjoint, T*, is a restriction of T, to 
a domain of the form 
9(T*) = (u&: (u,(a), q”‘) + (u,(a), p”‘) + 2(u, #“‘). 
=O, ldi<n} (3.32) 
for some functions dCi) E H, and vectors II(‘), q(‘) E C”, 1 < i < n, satisfying the 
conditions 
(c(O, q(j)) + (q(i), pW) + 2($(i) 4 , (A 
= 0, 
) if i#j, 
D 
I QO if i = J’. 
(3.33) 
Proof. From Theorem 3.9, it is only necessary to show that each choice 
accretlve restrictton oI’T 
of { JCi) = {d(j), pL(‘), 1 ’ }: 1 < i < rz} satisfying (3.33) defines a maximal . . 
1. 
For 6 = (4, p, n} in X we define a mapping h from X to I? by 
46) = $ = (4 + 0, P, rl+ %(a)>, (3.34) 
where 8 satisfies 
Tle=o, h(a)=P-h(a). (3.35) 
As before, in the proof of [ 11, Theorem 3.101, the conditions (3.35) define 
8 uniqueIy, as there are precisely n linearly independent solutions of 
r(0) = 0 in 9(T,) in this case. Observe that, by construction, for ti = 
{UT u,(a), uda)> in P’, 
Q,(k d,- Q,(& s,= 0. (3.36) 
Also, the mapping h is linear (from the uniqueness of 0), and 
QI($> $I= QAd, $I+ 2ut e),, (3.37) 
for any f in X. The latter identity follows from the identities 
(0, e), = - (e2w9 w-4) = - <e,(a), e,(4), 
505/63/2-10 
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valid for any 4 in H, and 9 in 9(T,) with T,O= 0; these may be derived 
from (3.1). 
Consider now the maximal positive subspace B in X generated by {$‘J: 
1~ i<n}. It follows from (3.37) and the linearity of h that h(B) c & is a 
positive subspace. Furthermore, by (3.37) again, h is one-to-one when 
restricted to a positive subspace of X. Consequently h(B) has dimension n 
and is therefore a maximal positive subspace of 2% The remainder of the 
proof now follows that of [ 11, Theorem 3.101. 1 
We are now in a position to describe the maximal accretive extensions of 
T, explicitly, via Theorem A.8 of the Appendix. For a given y E C” and 4 = 
(#“,... , +(n))T, 4”)~ H,, the partial adjoints for t in this case are defined by 
+ v - Tk A.---z Ikl. O<k<n-1 
=(z-yT+)Ckl, n~kk2n. (3.38) 
THEOREM 3.11. An operator T is a maximal accretive extension of T, ij 
and only if it has the form 
9(T)= (zELi[a,b): r: z is absolutely continuous, 
Tz=-f-z+z w 2n I ZES’(T) 
for some y E C”, c’“, q(‘) E C”, $(j)~ H,, 1 < i < n, satisfying yT+ = 2kT$, and 
(3.33). 
The case n = 1 here is particularly simple. We consider the operator 
TY = (-p,(x) y’)’ + PI(x) Y, a<x<b, 
assuming that l/pO, p1 are locally integrable on [a, b), Jj:po’/*= co, 
poapO>O on [a, a+q], where q>O, and p1 >p>O on [a, 6). These 
assumptions ensure that conditions (3.13), (Al), (A2), and (A3) are 
satisfied (see [lo, Corollary 1, p. 881). Then we have 
COROLLARY 3.12. Under the above assumptions on t, T is a maximal 
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accretive extension of T, if and only if T is the Dirichlet extension of T,,, or 
it has the form 
9(T) = z E L’[a, 6): z and p,, (z-2.pg 
are locally absolutely continuous on [a, 6) 
~2 z E L*[a, b), and 
ap.(a)(z-~~~ (a)+Bz(a)=*), 
22(a) 
z-- 
a 
q$(x)), ZEN 
for some a, j? E @, a # 0, and 4 in H, satisfying 
(3.39) 
In this case T* is the restriction of T, with domain 
WT*)= {YEQ: Wa)+kQ&) y’(a)+2SI:(p,y’@+p, y&=0}. 
Proof: This follows directly from Theorem 3.11. As 4 = { 4, a, fl} must 
be a one-dimensional subspace of H, x @ x C, it follows from (3.39) that a 
or p must be nonzero. Consequently one can eliminate t from the 
parametric boundary conditions r$ z(a) = ca, r: z(a) = - {/I to obtain the 
(Dirichlet) boundary condition z(a) = 0 when a (and hence 4) is zero, or, if 
a # 0, the boundary condition aT ;’ z(a) + fiz$ z(a) = 0. 1 
Remarks. (1) Observe that in Theorem 3.11 we must have the 6(i) #B 
in X in order to maintain the correct dimensions. 
(2) In Corollary 3.12, on setting 4 = 0, a = 0, jl# 0 in (3.39) we get 
the Dirichlet extension of T,, a positive (hence maximal accretive) self- 
adjoint operator. Similarly, the Neumann extension is given by 4 = 0, fl = 0, 
a #O. 
APPENDIX 
We consider here in detail the method, due to Brown and Krall [4], by 
which one obtains the maximal accretive extensions of T,, given the 
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specific form of their adjoints. The treatment follows that of [4,5], except 
for the modifications needed to handle quasi-differential expressions. 
First, we consider the theory for the regular case in which the expression 
r is defined on a finite closed interval [a, 61 of the real axis. Let S be the 
restriction of T, defined by the conditions 
uiY= - (Y*(b), P”‘) - (Yl(b)9 v(i)) + (Y2Ca), 11”‘) 
+ (y,(a), p”‘) + 2(y 1 qP’) = 0 D 7 1 <id2n (A.11 
where pci), vu), q(‘), II(‘) denote fixed vectors in C”, 1 < id 2n, and the 4(i), 
1 < i ,< 2~2, denote given functions in H,. Assume also that g(S) is dense in 
L,$[a, b]. The latter assumption simplifies the presentation somewhat, and 
is sufficient for our present needs, as the operators S will be closed and 
maximal accretive, and therefore densely defined by [25, Theorem 2.3). 
Our objective here is to determine the specific form of the operator S*. 
Let ~o=9(To)n~(S), where 9(7’,,) is given by [ZO, p. 621, 
9(T,)= (y&: yck’(u)=y[k’(b)=O, O<k<2n- l}. 
Using (2.9), for y in g,,, the conditions (A.l) become 
l&r = 2(r 3 qc”) = 0 (A-2) 
for1,<i<2nandr=(l/o)yC2”1.Let (~~:l<k<2n}beafixedfundamen- 
tal set of solutions for the equation 7g = 0. Then we have 
LEMMA A.l. Assume that the uk are real, and let r E LL[u, b]. Then 
0,r = 0, (ui, r)=O, 1 <i<22n, 64.3) 
~fundonlyz~r=(l/w)y~2”lforsomeyin9,. 
Proof If r= (l/o) y IZnl for some y in gO, then it is clear from (A.2) 
that air = 0, 1 < i < 2n. Also, by (2.7) and since TUT = 0, 1 6 i B 24 
(r, ui) = ja ui yCznl = j’ (7~4~) yo = 0. 
(I a 
Conversely, if r satisfies (A.3) then 
By standard theory (see, e.g., L-20, p.59]), (l/o) yCznl = r. Moreover, as 
(ui, r) = 0, 1 < i < 2n, r E .N( T,)l = W( T,); consequently E Z@ To). Finally, 
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as 8,r = 0, 1 d i < 2n, and y E g( T,),’ it follows that y E g(S) and the proof 
is complete. 1 
Remark. Lemma A.1 may also be stated as 
Lt[a, bl = W(S,) 0 9, 
where 9 denotes the subspace spanned by {ui, $(‘): 1 d id 2n) and S,, 
denotes the restriction of S to gO. 
LEMMA A.2. [18, p. 71. Suppose A, $ ,,..., JI, are linear functionals 
defined on a linear space. Zf ker R I (II=, ker lcli, then A is a linear com- 
bination of the functionals tii. 
Let y E C2” and $(i) E H,, 1 < i < 2n, be given. The formal partial adjoint 
expressions for z are defined by 
Tk’ z = PI, O<k<n-1, 
z; z = (z - yqp, n<k<2n. 
(A.4) 
LEMMA A.3. Let z E $B(S*). Then there exists a vector y E C2” such that 
z:z, 06 k< 2n- 1, are absolutely continuous on [a, b] and S*z = 
(l/o) T&Z. 
Proof. Observe first that by (2.9) and assumption (A.2), the positive 
self-adjoint restriction TD of T, with Dirichlet boundary conditions is 
invertible. Thus @To) = 9(T,) = LH[a, b]. Let y E g0 and choose p in 9 
so that zp = S*z. Then for z in G@(S*) 
(z, TY) = (z, SY) 
= ts*z, Y) 
= (TPSP, Y)
= (P, TY) by (2.7) (A.3 
i.e., (z - p, my) = 0. 
Set A(f) = (f, z - p). Then by (A.5), the kernel of I contains the set (ry: 
YE go>, which by Lemma A.1 is exactly the intersection of the kernels of 
the functionals 
+dr) = (r, P), 
lCIZn + i(r) = (r, 41, 
i = l,..., 2n, 
i = l,..., 2n. 
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Consequently, by Lemma A.2, there exist constants c, ,..., c2,, and a vector 
y = (y,, y2,..., y2,JT E C2” such that 
I = ; cilji+ ? yip, 
i= 1 i=l 
i.e., 
i.e., 
2n 
z-yTt$=p+ 1 cjui. 
i= I 
Consequently, z - yT$ E 9, and 
= T(P) (as zui = 0) 
=s*z. 1 (A.61 
LEMMA A-4. (Green’s formula). Let y~9, let T: z, O,< k< 2n - 1, be 
absolutely continuous on [a, b] and (l/o) z,+,z be in Li[a, b]. Then 
J’ b(FTy- y? 52nz) OJ = CW(z - ~~$1, Y) - D(Y, 2115: +(Y, r’+)D. (A.7) Y 
Proof 
s 
b 
a 
= 
I 
ab {(Z-yT#) yC2n'- y(z-yT+)[2n'+fiy[2n'} 
= [D((z - yT+), Y) -NY, (z - YTW) -WY, Pm 
+ (Y, YT4)D 
= CD((z - YT4), Y) -my, 315: + (YY YT4)D. I 
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LEMMA AS. Zj” z E D(S*) then z satisfies the parametric endpoint boun- 
dary conditions 
O<kdn-1, 
2: z(a) = - $ <i&-k, ndk<2n-1, 
i= 1 
z;z(b)= 5 &/.Q+,, O<k<n-1, 64.8) 
i= 1 
T:z(b)= $ rivlin)_k, n<k<2n-1, 
i= 1 
where k= (t,,..., r211)T ’IS any vector equivalent to y in the sense that ST4 = 
+y’+. If { dCi’: 1 < i d 2n) is linearly independent then 5 = +y. 
Proof By Lemma (A.3) there exists a vector y such that z: z, 
0~ k 6 2n - 1, are absolutely continuous on [a, b], and (l/o) Z&ZE 
Lt [a, b]. Hence by Green’s formula (Lemma A.4) for fixed z, the functional 
I: 9 --f @ defined by 
J(Y) = CD((z> Y) - D(Y, 31: + (Y, r’$b 
has the property that its kernel contains 9(S). By Lemma A.2, there exists 
a vector 5 E @*” such that n(y) = x2, Ej Ui( y). Hence 
lID((z - ~~49, Y) - WY, 31% + (Y, r’4.b 
= f ti( - (ydb), p”‘) - (y,(b), v(‘)) + (y*(a), 11”‘) 
i=l 
+ <yl(a), P”‘) + Xv, qWD}. 
Consequently, 
(Y, (Y-%)~~)D= Y*(b), z,(b)- f SiPci) 
( i=l > 
+ (Yl(bh -(Z-yT4)2(b)- F i;iV’rl> 
i=l 
+ y2(a), --z,(a)+ F 5i~(‘) 
( i=l > 
Yl(a), (Z-YT4M4 + 5 5ilL(‘) 
> 
. (A.9) 
i=l 
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As the right-hand side of the last equation depends only on the values of J 
at a and b, it follows that each side is identically zero for all y E 9. Clearly 
7’4 = 25=+. Furthermore from [20, Lemma 2, p. 631, one can choose 
YE%‘, such that y,(a), y,(b), y,(a), y,(b) take arbitrary prescribed values. 
Thus (A.8) follows. 1 
We now have 
THEOREM A.6. The adioint, S”, of the restriction S of T, defined by the 
boundary conditions (A.1) is defined by 
B = {z E L$[a, b]: there exists y E @*” such that 7: z, 0 <k < 2n - 1, 
defined by (A.4) are absolutely continuous on [a, b], 
(l/w) t,+,z E LiEa, b] and z satisfies the boundary conditions 
64.8% 
S*z = (l/w) T&Z, z E B = 9(S*). 
Proof By Lemmas A.3 and A.5, it is clear that 9(S*) c B, and S*z = 
t&z for all z in g(S*). Conversely, if ZE B, it follows from Green’s identity 
(Lemma A.4) that for all y E 9(S) 
(Y, T&Z) = (SY, z). 
Consequently, z E 9(P) and the proof is complete. 1 
Finally, we consider the singular case when I= [a, b) is half-open, and r 
is regular at a and singular at b. Following the method outlined in [S] we 
consider a restriction S of the maximal operator T, defined by 
G@(S)= {y~9: Uiy=O, i=l,..., n}, (A.lO) 
where 
uiY= (Ylla), Pci’) + <Y*(Q), 9”‘) + 2(Y, i”‘)Dt 1 <i<n (A.11) 
and 4(j) E H,, JL(~), t)(‘)~ C”, 1< i < n. Assume that 9(S) is dense in 
L2,[a, b). As usual we denote the minimal operator for z on [a, b) by To 
(see (3.2)). Observe that as the graph of S is an orthogonal complement, S 
is a closed operator. By analogy with (A.4), and for YE C” (depending 
on z), we define the partial adjoint expressions for r by 
T: z = p1, O<k<n-1, 
tk’z = (z - y’ljp, n<k<22n. 
(A.12) 
Let A = [c, d] be an arbitrary finite interval in [a, b), and define Sd as 
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the restriction of T,,, (the maximal operator for z on d) with boundary 
conditions 
ui,dY= (Yl(c)9 8"') + (Y2Cc) , (0 11 > + 2(Y> 4"') -O D.A- > 1 fi<n, 
where t -, .)D,A and (a,. )A denote the inner products on H,(d) and L:(d) 
respectively. Further, let S,,, be the restriction of S, defined by the boun- 
dary conditions 
y[“(C) = y[“(d) = 0 
(YT $(i))~.~ = d, 
O<i<2n-1, 
l<i<n, 
(i.e., g(&,A) = g( TO,A) n a(s,)); also define S,t on L;(d) by 
9(S,+)= z~L:(d): z+z,O<i<22n-1,isabsolutely 
i 
continuous on A, and d z&z E L%(A) , 
S,tZ=i7+Z o 2n 3 z E 9(S,+ ). 
By Lemma A.4, suitably modified, for y E 9( Ti.,) and z E 9(S,+ ), 
(T~,A~,Z)~-(~~S~+Z)~=CY,ZI~(~)-CYIZI,(C)+(~,Y~~)D,A, (A.13) 
where 
CYY 21 l(t) = W(z - YT$)? y)(t) -NY, 3(f). 
Let S+ be defined in LH[a, b) by 
(A.14) 
9(S+) = 
i 
z E ,!,;[a, b): z+ z, 0 6 i< 2n - 1, is locally absolutely 
continuous on [a, b), and A 7&z E L$[a, b) 
S+z=;r:,z,zE9qS+). 
Also, let S, be the restriction of S to the domain 9(&J = 9( T,,) n 9(S), 
where .9(T,,) is defined in (3.2). It follows from (A.13) that for y~9 and 
ZEQ(S+), [~,z],(b)=lim,,, [~,z],(t) exists and 
(T, VA)-(Y, S+z)= tv,zl~(b)- CYJM~+(.V,Y~W,. (A.13 
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LEMMA A.7. Assume that (A2) holds, and that z is of limit-point type at 
b. Then 
hfI,Ca, b)=@S,)@S, 
where Y denotes the subspace spanned by the set (u;} v {q5’? 1 < i < n}, 
where { ui} is a basis for M( T,), the null-space of the maximal operator T, . 
ProoJ Observe first that as TO has an invertible extension (cf. the proof 
of Lemma A.3), %?( TO) is closed; as T$ = T,, it follows that 
W(TO)=N(T,)i. (A.16) 
Let ZE%?(&). Then z = ry for some y in S(S,). Consequently, for ui in 
JOT,) 
tz, ui) = tzY, ui) 
= (Y, w) 
= 0. 
Also, as T,, = z, where T& is the restriction of 5 to functions in $S with 
compact support contained in (a, b), one can choose { yn > c $@( T&) so that 
y, + y and ~y,~ + ry in Li[a, b). In addition, it follows from (A.2) and (2.9) 
that yn + y m the norm lj-/)o. Thus for 1 d i,<n we have 
(z, p)) = (zy 3 qs”‘) 
= lim (zy n, 4”‘) n-a. 
= lim (y n, 4”‘) D by (2.9~~ n-m 
zz (y 4”‘) D 
=O as y E g(S,). (A.17) 
This means that ZE 9’. Conversely, if z E Y’, then certainly z E JV( T,)‘-, 
and hence z E W( T,,) from (A.16). Thus, z = ry, where y E 5@( T,,). Finally, 
from (A.17), it follows that (y, d(i))D = 0, 1 < i<n, and hence that 
y E GS(S,), as required. 1 
THEOREM A.8. If TO has deficiency indices (n, n) (i.e., z is of limit-point 
type at b) and (A.2) holds, then S* is the restriction of S+ to functions z 
satisfying 
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i=l (A.18) 
zZz(a)= - i <ipyn)-k, n<kd2n-1, 
i=l 
where 5 = (5, ,..., tn)= ’ 1s any vector equivalent to y in the sense that ST+ = 
+y’+. If { $? 1 < i < n ) is linearly independent, then 5 = $y. 
Proof: Set B= {z EB(S+): z satisfies (A.18)). Observe that, by Lem- 
ma A.7, and the method of Lemma A.3, we have S* c S+. Observe also 
that for y~g(S), zig, 
CYY zl I@) = c.Y, z- YT~l(4 - NY? Y%)@) 
= -NY, YTwJ) (A.19) 
by [20, p. 781 as y and z - yT+ lie in 9. For A = [a, d], let S2,d denote the 
restriction of S, satisfying ycil(d) = 0, 0 < i < 2n - 1, and (y, y’+),, = 0. 
Then S2,d is a 2n-dimensional extension of S,,,. Let vi, Q,..., vzn be a basis 
for 9(&,)/5#(S,,). If these functions are defined to be zero in [c, b), then 
as dim 5+(S)/Q(S,,) = 2n, we have 
9(S)=9(So) i [{vi: 1 <i<2n)]. (A.20) 
Now, for y E g(S,) we have from Lemma A.7 and (2.9) that 
WY, YT4w = - (TY, YTM + (Y, YTh = 0, 
and thus, from (A.19) and (A.20) that for y E g(S) and z E g(S+), 
CY, z],(b) = 0. (A.21) 
Consequently, from (A.15), and a similar argument to that used in the 
proof of Lemma A.5 we have g(S*) c B. Conversely, let ZE B. For 
y~g(&) it is clear from (A.15) and (A.21) that 
(SY, z) = (Y, s+z1. (A.22) 
As (A.22) also holds for y = vi for any i, 1 6 i < 2n, it follows from (A.20) 
and (A.22) that z E g(S*), as required. 1 
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