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Abst ract - -The  basic operation in elliptic curve cryptoschemes is multiplication. In this paper, 
we first propose an efficient algorithm for the computation on an elliptic curve. Our algorithm is 
a combination of the addition-subtraction chains and the "sliding window" variant of the "M-ary 
method." We then extend the idea to the case of multi-multiplication the elliptic curve. It is 
shown that the performances of both algorithms are superior to the previous methods. 
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1. INTRODUCTION 
Recently, elliptic curve public cryptoschemes attract more attention in the literature since they 
provide the same security to that of existing public key schemes, but with relatively small block 
size. The basic operation performed on an elliptic curve is multiplication, i.e., calculate a multiple 
mP of a point P on the curve, which is very similar to the exponentiation i  G = Z/nZ, i.e., 
compute xe E G, when given a positive integer e and an element x E G. At present, there exist 
many methods to minimize the number of multiplications in G, e.g., the algorithms using the 
concept of addition chains [1-3] and that adopt signed-digit representation assuming the inverse 
of x (i.e., x -1) is precomputed [4]. In [5], Yen, Laih, and Lenstra considered the case of multiex- 
ponentiation: given some small integer z > 1, positive integers el, e2, . . . ,  ez and Xl, x2 , . . . ,  xz E G, 
Z e l  compute y = ~i=1 xi E G. They proposed an efficient algorithm which is substantially faster 
than the ordinary approach using separate xponentiation for the multiexponentiation. Obvi- 
ously, all of these methods can also be used directly to speed up the multiplications (or minimize 
the number of additions) on an elliptic curve as in the case of G due to their same structure. 
However, since the computations of elliptic curves have the property that subtraction has the 
same cost as addition, it is possible to develop algorithms that are faster than the ordinary al- 
gorithms for the exponentiation i  G. For example, Morain and Olivos [6] used this property to 
develop two algorithms using addition-subtraction chains for speeding up the computations on 
an elliptic curve. Koyama and Tsuruoka [7] also proposed an efficient method (KT algorithm) to 
minimize the number of additions on an elliptic curve by using a signed binary window method. 
In this paper, based on the property we propose two efficient algorithms for the computations of
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multiplication and multi-multiplication an elliptic curve, respectively. Our first algorithm is 
a combination of addition-subtraction chains with the "sliding window" variant of M-ary algo- 
rithm that remained an open problem in [6]. The major difference between our first algorithm 
and that in [7] is that we adopt the minimum weight modified signed-digit representation which 
is different from that in [7]. Simulation results how that our first algorithm is faster than the KT 
algorithm. For example, for m with length 512 bits, our first algorithm requires 599.3 additions 
on average while the method in [7] requires 602.6 additions. Furthermore, the memory required 
to store in precomputation in our first algorithm is less than that in [7]. A multi-multiplication 
version of the algorithm, which is a combination of vectorial addition-subtraction chains with 
that of multi-exponentiation n G proposed by Yen, Laih and Lenstra (YLL algorithm), is then 
proposed [5]. The algorithm enables us to compute the multi-multiplication an elliptic curve 
simultaneously and is substantially faster than the ordinary approach using separate multiplica- 
tions. Furthermore, the algorithm also has better performance than the YLL algorithm when 
multi-multiplication is performed on an elliptic curve. 
2. PREL IMINARIES  
In this section, we briefly outline the addition formula on an elliptic curve and the weight 
minimization algorithm (WMA)  that was proposed for minimizing the weight of modified signed- 
digit (MSD) representation f a number in [4,8]. 
2.1. Add i t ion  Formula  on an Ell iptic Curve 
Let Fq be a finite field containing q elements and q -- pn, where p is the characteristic of Fq. 
Let K be a finite field Fq whose characteristic s coprime to 6, i.e., p # 2 or 3. Let E be an 
elliptic curve defined over K, then E(K) is the set of all solutions in K × K to an affine equation 
y2 = x 3 + ax + b (1) 
with a, b E K, 4a 3 + 27b 2 ¢ 0, together with an identity point O at infinity. From the definition, 
it is obvious that E(K) is a finite abelian group under addition. Let P1 = (Xl, Yl), P2 = (x2, Y2) 
and the sum of P1 and P2, denoted by P3 = (x3, Y3), be the points on E(K), then the addition 
formulas in the affine coordinate are performed as follows: 
• Curve addition formula (P1 # ~=P2) 
X3 =)~2- -X l  _X2  
Y3 = A(Xl - x3) -  Yl 
A = Y2 -- Yl 
X2 --  X l  " 
(2) 
• Curve doubling formula (P1 = P2) 
x3 = A 2 - 2xl 
Y3 = A(xl - x3) - Yl 
3Xl 2 % a 
)~__-- - -  
2yl 
(3) 
The addition formula (2) needs two multiplications and one division in K while the doubling 
formula (3) requires three multiplications and one division in K. Let E be an elliptic curve given 
by equation (1); many cryptosystems on E require the computation of mP (P E E(K)),  e.g., 
the Diffie-Hellman key distribution [9] and E1Gamal cryptosystem [10]. Let P = (x, y) be a 
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point on the elliptic curve E and s, t be two positive integers, the following rules are useful for 
computing mP on E [11]. 
(i) [0]P = o. 
(ii) 0 4-P = P. 
(iii) -P  = (x , -y ) .  
(iv) [ - s lP  = [s] ( -P ) ,  for s > O. 
(v) Is] It] P = [st] P. 
(vi) [s + t] P = [s] P + It] P. 
The ordinary binary algorithm, e.g., the well-known square and multiply method for exponentia- 
tion on G, enables us to compute mP with [log 2 mJ doublings and w(m) - 1 additions where [xJ 
is the integer part of x and w(x)  is the number of nonzero elements when x is expressed as binary 
representation. 
However, property (iii) states an important property on E: subtractions have the same cost 
as additions. (Note that this property is invalid when we perform the similar computation of 
exponentiation  multiplicative group G, e.g., x e rood n, where x E G, e, n are positive integers.) 
This property enables us to compute the multiplication on E faster than the ordinary binary 
algorithm [6] as shown in the next section. 
2.2. Modified Signed-Digit (MSD) Representat ion  
In the MSD representation, any number m is represented as 
m = mr 2r 4- mr-12r-1 4- " • 4- m121 4- m0, (4) 
where mi E {-1,0 ,  1}, 0 < i < r. Unlike the well-known binary representation that has unique 
representation for any integer m, the MSD representation allows many such representations form. 
A "left to right" version of the doubling and addition algorithm for computing mP on an elliptic 
curve E works as follows: 
a = mrP;  
for i = r -  1 to 0 do { 
a=a+a,  
a = a + m~P}. 
It is easy to see that the algorithm needs r doublings and w(m) - 1 additions on E, where 
w(m)  = ~-,~=o Imil • If w(m)  is minimum, then we can compute mP with the smallest number 
of additions in the algorithm. In 1989, Jedwad and Mitchell proposed a weight minimization 
algorithm (WMA) to find a minimum weight MSD representation for any m [4]. The WMA 
proposed by Jedwad and Mitchell works as follows: 
Step (a) Express m as an MSD representation, i.e., equation (4). Note that the binary repre- 
sentation is an MSD representation. 
Step (b) If consecutive pairs of nonzero elements remain, let s be the least integer for which 
ms and ms+l are nonzero. Otherwise terminate. 
Step (c) If rns # ms+l, then set ms := -ms  and set ms+l := 0 and go to Step (a). 
Step (d) Otherwise, let t be the least integer for which mt # ms and rot-1 = mr-2 . . . . .  ms. 
I fmt  = 0 then set mt := ms, else set mt := O. Set rn~ = -m~ and mi := 0(s < i < t). 
Go to Step (a). 
Note that the output MSD representation for m is sparse. A sparse MSD representation means 
that no two adjacent entries are nonzero. In [6], Morain and Olivos proposed two algorithms 
that used the concept of MSD to construct an addition-subtraction chain for speeding up the 
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multiplication operations on an elliptic curve. Their second algorithm is 11.11~0 faster than the 
ordinary binary algorithm due to the property that subtraction has the same cost as addition 
on an elliptic curve. In fact, their second algorithm is equivalent to WMA. Moraln and Olivos 
also concluded that it should be possible to combine the idea of addition-subtraction chain (MSD 
representation) with that of M-ary algorithm to speed up the computation of mP on E. However, 
it is not clear how to do that [6]. The goal of our first algorithm devotes to present a solution 
for the computation. Koyama and Tsuruoka also proposed a method which is a combination 
of MSD representation with that of M-ary, however, the MSD representation f their algorithm 
is not sparse. Hence, the required memories and additions in precomputation i  their scheme 
are both more than that of our algorithm (see Table 1). We then extend the first algorithm 
to the case of the computations of multi-multiplication  an elliptic curve E, i.e., compute Y 
such that Y = mlP1 +m2P2 + . - -+mtPt ,  where P1,P2 , . . . , P t  and Y are the points in E and 
ml,  m2 . . . .  , i t  are integers and t is a small integer. Cryptographic schemes on an elliptic curve 
using multi-multiplication with t = 2 can be found in [6] and with t = 3 in [10]. Our second 
algorithm combines the idea of vectorial addition-subtraction chains with the "sliding window" 
variant of the "M-ary method" [5]. Obviously, the computations of multi-multiplication  E 
can be calculated by the separate addition-subtraction chains followed by t - 1 addition or a 
modified version of YLL algorithm on E. However, our algorithm is substantially faster than the 
ordinary approach using separate multiplications and is also slightly faster than YLL algorithm. 
3. THE PROPOSED ALGORITHMS 
3.1. M-ary  Add i t ion -Subt ract ion  Chains  
In this section, we introduce how to combine the idea of addition-subtraction chains with 
the M-ary method for computing mP on ECK ). Let m be a positive integer, we first use the 
WMA [4] (or the second algorithm in [6]) to find the MSD representation with minimum weight, 
i.e., equation (4). Note that if m is expressed as MSD representation with minimum weight then 
the representation is sparse. A sparse MSD representation means that no two adjacent entries are 
nonzero. In this case, m is in the range of 2 r -dr_2  _< m < 2r +dr-2,  where dw = 2w +2w-2+ .. .  
(see [4, Lemma 2]). 
P roposed  a lgor i thm for comput ing  mP 
Step (a) Choose an appropriate window size w _< r + 1 and precompute all elements of the 
form dP such that -2  w < d < 2 w, d is odd and d is a sparse MSD representation. 
w--1 Step (b) Let t = r - w + 1 and let (n = ~-~j=o mt+J 23 be a span of w bits from m. Determine 
the largest integer s _> 0 and d such that rh = 2Sd. Set Y = 2sCdP) using one table 
look-up followed by s doubling in E. 
Step (c) Stop if t = 0. Otherwise, if mr-1 = 0 then replace t by t - 1 and y by 2y and repeat 
Step (c). 
Step (d) If t _> w, then replace t by t - w; otherwise, replace w by t and t = 0. 
Step (e) Compute rh, s and d as in Step C b) and replace y by Y = 2s (2w-sY  + dP)  using a 
total of w doubling, one table look-up and one addition. Go to Step (c). 
Run  t ime analysis  
At first glance it seems that a total of 2( 2w-1 - 1) elements have to be computed in Step (a). 
However, due to the fact that d is sparse and the property that if P = (x, y) then -P  = (x, -y ) ,  
the total number of elements needed to be computed can be reduced dramatically. Since d is 
sparse, the maximum d in Step (a) is 
dmax = dw-1  - 1 = (2  w-1  -t- 2 w-3  -}- • • • -1- 21)  - 1,  i f  w i s  even ,  
dmax = dw-1 = (2 w-1 +2 w-3 +""  +20 ) ,  i fw is odd. 
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Therefore, the total number of elements needed to be computed in Step (a) is [dmax/21, where rxl 
is the least integer larger than x. For w > 1, it can be computed by [dmax/21 - 1 additions after 
computation of one doubling 2P; for w = 1, no operation is needed as shown in [6]. Table 1 lists 
the number of additions needed in the precomputation f Step (a) for 2 _< w < 6. For comparison, 
Table 1 also lists the number of additions needed in the KT  algorithm. 
Table 1. The number of additions needed in the precomputation f Step (a) in the 
first algorithm for 2 < w < 6. 
Method \ Window W=2 W--3 W=4 W=5 W=6 
Our algorithm 0 3 5 11 21 
KT algorithm 1 3 7 15 31 
The total number of doublings in Steps (b), (c), and (e) is r -  w. The number of additions is at 
most [(r + 1)/w]. Step (c) is the sliding window method that has the possibility of temporari ly 
having a larger window size to reduce the addition. For the fixed window, if the bits in a window 
size are all zeros, i.e., d = 0, then the needed additions can be reduced at least one. Let Pw be 
the probability that d = 0 for the sparse MSD representation of d, then the average number of 
additions is [(r + 1)/w](1 - Pw). The probabilities p~, 1 < w < 5, are listed in Table 2. 
Table 2. The probabilities that all the bits in a window size are zeros in a sparse 
MSD representation. 
w 1 2 3 4 
2 1 1 1 
P~ 3 3 6 11 
5 
1 
22 
For w = 1, it is trivial that Pl = 2/3. If w -- 2, there are three types for the sparse MSD 
representation when d > 0, i.e., 00,01,10, so P2 = 1/3. (Note that due to the symmetric 
property we need only to consider for the case of d >_ 0.) For w = 3, the types for d >_ 0 are 
000,001,010, 10T, 100, 101. So, P3 -- 1/6. Similarly, P4 and P5 can be calculated by listing all 
types of d > 0. 
Table 3 shows the average performance of the M-ary addition-subtraction chains for 1 < w < 5 
and r -- 128, 256, and 512, respectively. Note that Table 3 includes the total doublings, i.e., r -w .  
If  w -- 1, then our algorithm is the same as the ordinary addition-subtraction chains proposed by 
Morain and Olivos [6]. From Table 3, the optimum window size is w = 4 for r = 128, and in this 
case the number of additions needed in computing mP is 7% faster than the ordinary addition- 
subtraction chains [6]. The simulation results also show that our method is slightly faster than 
the KT  algorithm [7]. The results of sliding window effect are obtained by computing the average 
number of additions when 100 random positive integers with 128, 256, and 512 bit-length are 
given, respectively. 
Table 3. Average performance of the M-ary addition-subtraction chains (including 
the doubling operations). 
Bits \ Window W=I  W=2 W=3 W=4 W=5 
Fixed window 170.1 168 163.1 157.6, 157.8 
128 
Sliding window 170.1 168 156.3 152.8, 154.2 
Fixed window 341 340 326.6 314.7 308.1, 
256 
Sliding window 341 340 313.2 305.6 302.6, 
Fixed window 682 680.1 650.7 628.9 615.3, 
512 
Sliding window 682 680 626.6 610.6 599.3* 
*: The optimal window size. 
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3.2. Mult i -Mult ipl lcat lon on an Elliptic Curve 
In this section, we extend the above algorithm to calculate the sum of a small number of 
multiplications while the separate multiplication results are not required. The similar algorithms 
can be found in [4,5] for computing the product of a small number of exponentiation (the so- 
called multiexponentiation). However, due to the property (iii) stated above, it enables us to 
combine the sparse MSD representations and the techniques in [5] for reducing the total number 
of additions in the computations of multi-multiplication  an elliptic curve. 
Given an elliptic curve E on K,  a small integer z > 1, positive integers ml,m2,. . .  ,mz and 
P1, P2, . . .  P~ in E(K), our algorithm for computing the point Y = mlP1 + m2P2 + ... + mzPz 
in E is listed step by step as follows. 
Proposed a lgor i thm for comput ing multi-mult ipl ication 
Step (a) Use the WMA to find the sparse MSD representations with minimum weight for all mi, 
1 < i < z. Let the sparse MSD representation for ms be mi = mir2r+ .- .+mi12+mio, 
where msj E {i, 0,1}, l < i<zand0<j<r .  
Step (b) Select an appropriate window size w < r + 1, and precompute all elements of the form 
z p _2 w 2 w ~--~S=l d~ ~ such that + 1 _ d~ < - 1 and at least one of the di is odd. 
w--1  Step (c) Let t = r - w + 1 and let rSi = ~~j=o mi(t+J) 23 be a span of w bits from the /th 
multiplicator, for i = 1, 2 , . . . ,  z. Determine the largest integer s > 0 such that 2 s 
divides ~fis for i = 1 ,2 , . . . , z ,  and compute ds with rSi = 2 s .  di. Compute Y = 
2s (~=l  dsPs) by using one table look-up followed by s doublings in E. 
Step (d) Stop if t = 0. Otherwise, if ms(t-l) -- 0 for i = 1, 2 , . . . ,  z, then replace t by t - 1 and 
Y by 2Y and repeat Step (d). 
Step (e) If t > w, then replace t by t - w; otherwise, replace w by t and t by 0. 
Step (f) Compute ~5~, s, and di as in Step (c), and replace Y by 28 [(2'v-BY)+ ~-,~=1 diPs] using 
a total of w squarings, one table look-up, and one multiplication. Go back to Step (d). 
Note that if all mi, 1 < i < z, are represented by binary representations, then our algorithm is 
the modified version of the YLL algorithm on an elliptic curve. 
Run t ime analysis 
Let Mw,z be the total number of elements needed to be actually computed in Step (b) for 
window size w and the number z of multiplications. By exhaustive search the values of Mw,z 
for some 1 _< w _< 5, 1 < z < 3, are listed in Table 4. The total number of elements needed to 
be precomputed in YLL algorithm is (2~) '~ - (2z) w-1 - z and we also list them in Table 4 for 
comparison. It is easy to see that the total number of elements needed to be precomputed in our 
algorithm is less than that in YLL algorithm for small w and z. 
Table 4. The total number of elements needed to be precomputed for some 1 < w < 5, 
2<z<3.  
M12 M22 M32 M42 M52 Mla /1423 Ms3 M43 
Our algorithm 2 6 46 158 702 10 46 602 3958 
YLL algorithm 1 10 46 190 766 7 53 445 3581 
The total number of doublings on E(K) in Step (c) and Step (f) is at most r - w. The total 
number of additions on E(K) is at most [(r + 1)/wJ. In this case, the mi(t- l)  in Step (d) are 
never simultaneously zero. For the fixed window, if all the bits of rni, 1 < i < z, in a window 
are zero, i.e., di = 0 in the window, 1 < i < z, then the needed additions can be reduced 
by at least one. The probability that all ds are equal to zero in the window, 1 < i < z, is 
g p~, where we assume that the distributions of p~ for each mi, 1 < i < z, are independent. 
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Therefore, the average number of additions needed in the algorithm for the case of fixed window 
is [(r + 1)/wJ (1 -p~).  To analyze the average number of additions in the case of sliding window 
is more difficult. So, we only give the simulation results here. The simulation results are obtained 
by computing the average number of additions from 100 random samples. Table 5 and Table 6 
list the average performance of the proposed algorithm for multi-multiplication E(K) with 
z = 2 and z = 3, respectively. For comparison, the average performances of the YLL algorithm 
for multi-multiplication are also included in Tables 5 and 6. From Tables 5 and 6, it is easy to 
see that our algorithm is always uperior to that of YLL algorithm when optimal window is used. 
Table 5. Average performance of the proposed algorithm for multi-multiplication on 
E(K) when z = 2 (including the doubling operations). 
Bits \ Window W=I  W- -2  
r Ours YLL Ours 
Fixed window 198.5 195.4, 188.3, 
128 
Sliding window 198.5 191.3, 184.6- 
Fixed window 398 385.4, 373.2, 
256 
Sliding window 398 374* 365.3* 
Fixed window 796 759.4 743 
512 
Sliding window 796 738.8 724.6 
*: The optimal window size, 
W=3 W=4 
YLL Ours 
212.5 211.9 
209.8 206.6 
382.5 381.4 
375.2 369.5 
722.5* 720.4* 
708.9* 695.6* 
YLL Ours 
345.4 313.4 
343.6 310.6 
505.2 473.2 
500.9 466.8 
825 792.5 
816.1 779.5 
Table 6. Average performance of the proposed algorithm for multi-multiplication 
E(K) when z = 3 (including the doubling operations). 
Bits \ Window 
r 
128 
256 
W=I  W=2 
Ours YLL Ours 
Fixed window 219.6- 244.6 236.6 
Sliding window 219.6, 240.6 231.6 
Fixed window 437.6 435.6 425.6* 
Sliding window 437.6 429.6 414.6, 
Fixed window 873.6 817.6 805.6* 
Sliding window 873.6 805.6 781.5, 
512 
,: The optimal window size. 
4. CONCLUSION 
We have proposed two methods for speeding up the computations over elliptic curves; one is 
used for the multiplication and the other is used for the multi-multiplication. The simulation 
results and theoretical analysis how that our proposed method is faster than other previous 
methods. 
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