ABSTRACT This paper introduces a real-time region growing segmentation algorithm, designed for graphics processing units (GPUs), which labels only a fraction of the input elements. Instead of searching locally around each element for strong similarity, like state-of-the-art segmentation and pre-segmentation methods do, the proposed algorithm searches both locally and remotely, using a unique ray tracing-based search strategy, which quickly covers the segmentation search space. The presented algorithm fully exploits the parallelism of the GPUs, sparsely segmenting high-resolution images (4K) in real-time on low range laptops and other mobile devices, approximately 5× times faster than the state-of-the-art simple linear iterative clustering (SLIC). While this paper demonstrates the results with images, the algorithm is trivially modifiable to work with input sets of any dimension. In contrast to the state-of-the-art real-time GPU methods, this algorithm doesn't require additional merging steps, as pre-segmentation methods do, and it produces complete segmentation. Additionally, post-segmentation optional stages for complete labeling and region merging on the GPU are also provided, although they are not always necessary.
I. INTRODUCTION
Segmentation algorithms play an important role in computer vision, partitioning sets into unique non-overlapping subsets, where each sub-set has similar elements. Segmentation methods are common building blocks for a large variety of algorithms and data processing pipelines, being used in many industries.
Due to segmentation being a critical step in a large number of problems, there is now a vast amount of research on this subject, with many different approaches: clustering and dual clustering [1] - [3] , histogram [11] , edge detection [7] , [11] , region growing [3] - [5] , graph partitioning [8] - [11] , watershed [11] , [26] , adaptive thresholds [6] , split and merge [7] , [11] , mean shift and mode seeking [10] , [13] , [24] , [31] , hierarchical [11] , [15] and active contours [11] , [17] , [18] .
Recent research has focused on trainable segmentation methods [11] , [19] - [22] and co-segmentation [11] , [16] using machine learning techniques to produce highly accurate
The associate editor coordinating the review of this manuscript and approving it for publication was Jiachen Yang. results, with weak supervision. Nevertheless, these methods do not present themselves as solutions to real-time segmentation, as their execution costs dwarf the computational budgets of non-specialized hardware, especially on consumer laptops and mobile hardware.
Since the computational cost is a critical aspect of algorithm usefulness, another recent trend is to exploit hardware parallelism in order to maximize speed. This has led to the development of quick iterative GPU segmentation methods [1] , [5] , [10] , [13] , [23] - [27] and pre-segmentation techniques. Pre-segmentation methods [2] , [6] , [7] , [13] , [28] - [33] create precise local micro clusters, based on local similarity, but afterwards require an expensive clustering process. Without the costly final clustering process, they produce the fastest local results out of all the segmentation methods. Still, even these fast methods require iterative processes.
It is worth noting that the aim of segmentation is to help in extracting information from the input set. In such processes a good enough solution is sufficient for a large majority of the encountered cases. In many industrial applications of real-time segmentation, an acceptable quality at a very high speed is particularly more useful than superior quality at a comparatively much lower speed. Low cost segmentation is essential for object tracking and recognition, navigation and perception for autonomous robots, perception enhancing devices or computer controlled medical tools. In this paper a novel segmentation algorithm is introduced, which sparsely labels input sets by growing regions with ray tracing, starting from initial seeds. It is designed to fully harness the parallelism of GPUs, and benefit from many ray tracing optimizations (packet tracing [32] , Digital Differential Analyzer (DDA) [33] ). Figure 1 shows how sparse segmentation looks like in 2D, on a classic segmentation test image, and how different levels of precision can be obtained with different sparsity settings. The sparsity, or the seed density, is parameter controlled. Even with a high sparsity the resulting segmentation is of sufficient quality for many real-time applications. In this paper, the algorithm is mostly discussed in 2D, but it can be implemented in any dimension.
Our sparse ray-traced segmentation includes the following contributions:
1) ray-traced based region growing, leading to sparse segmentation, prioritizing the fast space coverage of the set over exact local coverage; 2) a constant number of GPU passes, conducting to a constant execution speed, without affecting quality; 3) low bandwidth usage due to sparsity; 4) a complexity of O(N /tsize), where N is the number of elements from the input set (pixels) and tsize is the tile size for which a seed is generated (e.g. 16 × 16) . The state-of-the-art SLIC [28] , [29] and Really Quick Shift [13] methods have complexities of O(N ) and
where d is the dimensionality of the input set.
The purpose of the algorithm described in this paper is to provide a very fast low-level image segmentation on low power GPUs. This algorithm is suitable for applications which require a real-time processing of the environment images (navigation systems, robotics, automotive, surveillance), especially of depth images.
Our GPU sparse ray-traced segmentation has proven its usefulness in the Sound of Vision project [34] , where it was included in a real-time processing pipeline of an assistive system for visually impaired people.
The Sound of Vision system's goal is to scan the environment, extract information of interest from RGBD or depth images and send it to the user, codified through haptics and sounds. The codification of the information from the environment requires object recognition. In our system, the object recognition uses the result of the low-level segmentation described in this paper, which produces regions representing planar surfaces. The regions are merged into objects, which are then assigned to different semantic classes (ground, walls, ceiling, stairs, doors, generic static and dynamic objects), using regions adjacency, geometric heuristics and inter-frame consistency. Each detected object is described by its semantic label, 3D position and bounding box relative to the camera. The Sound of Vision processing pipeline is detailed in [35] and [38] . In the initial prototypes of the Sound of Vision system, a scan-line planar segmentation described in [36] was included in the pipeline. However, in the final prototype this segmentation was replaced with our GPU sparse ray-traced segmentation, leading to faster and more accurate results in detecting objects of interest in indoor environments.
II. RELATED WORK
Segmentation on GPUs is generally achieved through iterative methods, where a sizeable number of iterations is necessary to converge the labeling to a final state. GPU presegmentation methods follow a similar strategy, which leads to over-segmentation with high quality local labeling.
Most of the early GPU segmentation work was done with medical applications in mind, motivated by large tridimensional datasets which benefitted most from GPU acceleration. Schenke et al. [5] investigated early opportunities presented by parallel computation hardware and introduced a hybrid CPU-GPU segmentation algorithm, based on seeded region growing through dilate and erode operations. Hagan and Zhao [1] used an extended Lattice Boltzmann Model (LBM) to solve the level set equation, in an iterative approach which generates high quality labeling at the expense of a large number of iterations with CPU-GPU synchronization.
Vineet and Narayanan [10] adapted the maxflow/mincut algorithm to CUDA, in which graph cuts are used to partition an initially single labeled set into a multitude of independently non-overlapping labeled sets. A costly synchronization for the graph re-labeling stage is used between each of the many graph cut iterations. Roberts et al. [24] used a levelset based iterative algorithm with O(N · log (N )) complexity.
Körbes et al. [26] introduced an iterative parallel watershed algorithm, where an image is divided into 16 × 16 tiles, and each tile computes a small local watershed transformation, for each iteration of the algorithm. Collins et al. [25] mapped the co-segmentation problem to linear algebra operations, which were then solved with CUDA, offering a high-quality solution at a high computational cost. Ramírez et al. [27] segmented volumes with a GPU adaptation of GrabCut, a flow network algorithm designed to partition images. Like [10] , the pushrelabel algorithm is implemented in CUDA, requiring costly synchronizations.
Recent GPU segmentation investigations are based on trainable methods [11] , [19] - [22] , in which various weakly supervised machine learning algorithms are used to learn and detect information in datasets. Segmentation is thus performed with machine learning methods such as Support Vector Machines (SVM), Markov Random Fields (MRF), Conditional Random Fields (CRF) or Fully Convoluted Networks (FCN). However, most of these methods are not adequate for real-time segmentation yet.
Pre-segmentation algorithms solve the segmentation problem only locally, usually with gradient ascent strategies, where seeds are moved iteratively in local vicinities, labeling the image at a local level, in small clusters named superpixels. Pre-segmentation algorithms have the highest performance levels out of all segmentation methods. Because of their speed, the pre-segmentation methods are excellent candidates for real-time processing pipelines, as presegmentation methods can be combined with cheap region merging strategies. Thus, they are preferred over complete segmentation algorithms in performance critical applications. Fulkerson et al. [31] used conservative over-estimation of small regions to produce superpixels, which are not fixed in approximate size or number. Levinshtein et al. [30] introduced TurboPixels, which are superpixels computed with geometric flows, where initial seeds are iteratively perturbed to cover local vicinities. The algorithm has a complexity of O(N ), and it works as a series of dilation operations.
Fulkerson and Soatto [13] provide a CUDA compatible alteration of the quick shift algorithm, in which a fivedimensional feature-space is used to establish the connection strength between pixels and clusters. The implementation has O(d ·N 2 ) complexity, but it is very fast in practice as it is noniterative, its only obstruction being the weak control over the size and compactness of the resulting superpixels.
Achanta et al. [28] introduced SLIC superpixels, clustering pixels by color and similarity in an iterative fashion but limiting the search space to a region proportional to the superpixel size. The complexity of the algorithm is O(N ). Achanta et al. [29] improved upon [28] with a zero-parameter variant of the SLIC algorithm. Li et al. [7] improved the quality of SLIC segmentation by using an iterative splitand-merge strategy. For each iteration the superpixels are split with an edge-map and then are merged with the adjacent superpixel with the shortest Bhattacharyya distance. This method trades off execution speed for better quality.
Li and Chen [2] used linear spectral clustering to further increase the segmentation accuracy of SLIC, albeit at a large increase in computational costs.
Out of all segmentation and pre-segmentation methods discussed in this section, the ones that are the most pertinent towards real-time segmentation are Really Quick Shift [13] and SLIC [29] . Both methods use a local gradient ascent clustering strategy and they also offer good enough segmentation quality and the best time performance.
III. METHOD A. REGION GROWING STRATEGIES
K-dimensional segmentation is a partitioning problem in which a set S containing N K-dimensional elements needs to be partitioned into non-overlapping sub-sets, based on both local and global similarity between elements. This problem is solved by searching S for the non-overlapping sub-sets and picking the best solution, given a fitness function. Region growing or clustering methods determine this partitioning by iteratively trying to link elements outside the cluster, as shown in Fig. 2 . The blue object represents a current cluster and the red pixels represent the search space for potential new cluster elements. Traditional methods such as k-means [3] explore the entirety of the set, producing extremely large search spaces, which are expensive to explore. Pre-segmentation region growing methods like SLIC or other superpixel methods [28] , [29] limit the search space to only a small neighboring vicinity of the cluster, guaranteeing a quick search space exploration but also not being able to entirely detect very large segments. The strategy proposed by sparse ray-traced segmentation combines the best of both approaches: the small number of elements explored by the SLIC kernel approach and the large search space of the traditional methods, resulting in both fast execution speed and set-wide connection. Given the search space strategy, the proposed method leads to both small and large segments, in accordance to the particularities of the segmented space.
While the sparse ray-traced segmentation algorithm works identically on sets of any dimension, the algorithm is presented in the following sections in its 2D form. The output of the algorithm is a matrix with the resolution of the input image, containing the label for each pixel.
B. RAY TRACED REGION GROWING
The complete proposed algorithm is summarily depicted in Fig. 3 . This section covers all the stages besides the optional VOLUME 7, 2019 complete labeling and region merging: flux computation, seed generation, ray-traced search space exploration and connection of traced regions. All stages are parallelized on the GPU, using compute shaders (GLSL version 4.50). For each computation that runs in parallel, unidimensional or bi-dimensional workgroups of different size are used.
1) FLUX COMPUTATION
The flux represents the rate of change of the input set. It can be a simple adaptive gradient for color images, and it is thus extremely cheap to compute on the GPU.
In the Sound of Vision project, for depth images an exponential decay adaptive gradient (adjusted with the error of the acquisition device, Structure Sensor) was used. Depth images allow the reconstruction of the environment into 3D point clouds. Indoor environments are usually characterized by man-made planar surfaces, i.e., regions with the same normal in all their points. Therefore, for an indoor planar segmentation of depth images, the normal map [36] was also used in computing the flux. An example of flux generated based on a depth image is seen in Figure 3. 2.
In the Sound of Vision project [34], we used ((W + 7)/8, (H + 7)/8, 1) workgroups of size 8 × 8 for the normal estimation and flux computation, where W and H represent the width and the height of the image, respectively.
2) SEED GENERATION
The positions of the clustering seeds are first generated in a pseudo-random pattern across the entire set. For instance, any of the Sobol, van der Corput or Hammersly series can be used for an image.
After seed generation, the seeds use a gradient ascent strategy in order to distance themselves from high flux areas, using Pseudocode 1. flux ← getFlux(seedPos) 8: iterations ← iterations + 1 9: return seedPos Each seed is processed in parallel (in our implementation we used ((S + 31)/32, 1, 1) workgroups, each workgroup containing 32 threads, where S represents the number of seeds).
An example of the resulting seed distribution can be seen in Fig. 3 .3, colored with a Jenkins hash function applied over the seed index.
3) RAY-TRACED EXPLORATION AND CONNECTION OF SIMILAR REGIONS
After the seed positions have been generated, each seed traces multiple rays through the image in order to quickly cover the entire image, as illustrated in Figure 4 : on the left, the input image and its pixels are illustrated, with an object shown in gray. In the middle, the result of applying the algorithm to the input image is illustrated (for simplicity, we use two rays per seed, with maximum 7 iterations per ray and without conservative rasterization). On the right, the sparse segmentation result on a high-resolution input image is shown (after seeds of rays with similar properties were connected).
Each ray is processed in parallel with a thread. In our implementation, we used 8 rays per seed, leading to ((S + 31)/32 · 8, 1, 1) workgroups, each workgroup having 32 threads.
The rays have multiple termination cases, including: encountering a pixel where another ray with different properties was traced, encountering a high flux (edge) pixel or accumulating enough flux, as shown in Figure 5 .
The rays also support multiple reflection on the edges of the image and on high flux (edge) pixels, making them efficient explorers even for complicated tracing cases. The many traced rays are easily distributed over all available compute cores. The result of the traced but unconnected rays can be observed in Fig. 3.4 . Furthermore, direction scattering is used if the ray accumulates sufficient flux, in order to guide the ray from high flux to low flux areas, on the same principles as the watershed transform. The stochastic reflectance of rays towards low local flux deters the rays from choosing risky connections in high flux areas, as illustrated in Fig. 6 .
A forest structure is created over the seeds, linking all the starting seeds over the entire image. Initially all seeds start as separate trees, having themselves as parents, and with each ray connection the number of single sized trees in the forest decreases. In order to minimize the height of the trees, when two rays connect, only the greatest ancestor seeds are connected. Because GPU data synchronization can only be efficiently implemented with lockless programming (atomic operations), a relationship order needs to be defined between seeds on a successful connection. The proposed method uses the minimum of the indices of the potentially connecting seeds. The algorithm for connecting two seeds is described in Pseudocode 2. Conservative staircase tracing (conservative rasterization [37] ) is used if the ray direction does not perfectly align to the image axes in order to guarantee the detection of ray connections even in aliased tracing scenarios, such as the one showcased in Fig. 7 . Without conservative rasterization of rays some contact scenarios are lost (the two rays from the left image do not intersect themselves in any pixel).
Each ray maintains a set of properties about the traced input, including accumulated flux, average input value, variance and the average value for the last T traced pixels. The traced properties are written in an auxiliary buffer (the traced properties matrix TProps from Pseudocode 3). ConnectSeeds (seedId, seedNId)
Pseudocode 3 Ray tracing
The final pass updates each pixel to its greatest parent. The final parentless seeds, acting as roots in the forest constructed over the image, represent the unique sparse segmentation ids, as illustrated in Fig. 3 .5.
In our implementation, this final pass is done in parallel using ((W + 31)/32, (H + 31)/32, 1) workgroups of size 32 × 32.
The bandwidth of the presented method is low, as the number of memory operations is small. Packet tracing [32] can be used on the rays. Packing by seed leads to good results as each seed normally traces rays with comparable length and similar connections. The staircase tracing pattern can be improved upon by modifying the classic DDA [33] rasterization algorithm and making it conservative. This eliminates a sizeable number of unnecessary memory operations. Using predefined directions can also further decrease the tracing computational costs.
Many of the constants from Pseudocode 3 (MaxFlux, AccMaxFlux, etc.), were established experimentally in the Sound of Vision project [34] , for optimal results in segmenting depth maps of indoor environments. These constants represent a weakness of the approach, and we are currently researching ways to automatically parametrize the boundary exploration.
C. COMPLETE LABELING AND REGION MERGING
Sparse segmentation is sufficient for a large number of practical applications, but sometimes a full segmentation is desired. The complete labeling and region growing optional steps are presented for this purpose.
1) COMPLETE LABELING
After the initial sparse labeling described in the previous section, the unique segmentation ids can be considered as a sparse net over the image. Full labeling is implemented by connecting the pixels lacking labels to this net, in two stages. In the first stage the pixels are connected under the same principles of ray tracing connection, as used in the previous section. In the second stage the pixels are connected based on a similarity search inside a kernel.
The first stage of the complete labeling is described in Pseudocode 5. After the first stage, most of the pixels will be labeled. In the second stage, the unlabeled pixels which are not positioned on an edge (high flux) are processed in the following manner: for each pixel, the neighboring area is sampled with rays which intersect the regions inside the vicinity. The pixel will be assigned to the region with the most similar properties (with the minimum difference between the pixel's intensity and the average intensity inside the region).
Pseudocode 5
The complete labeling process is applied iteratively, until all the pixels are labeled. Experimentally we have reached the conclusion that a very small number of iterations (∼2-3) is required to fully label most segmentation cases.
2) REGION MERGING
Region merging is another optional process, which can lead to significant quality improvements, as showcased in Fig. 8 . It is used to combine similar regions which could not be united because of high flux variations. Like full labeling, it is an iterative multi-stage process.
In the first stage the fully labeled image is taken and each initial seed traces short rays to gather data and average properties of the local labeling. Then, in the second stage, the data that characterizes each initial seed (gathered in the first stage) is accumulated in the greatest parent of each initial seed, using atomic operations to synchronize the writes. Since this is an accumulation method, special care must be taken to protect against overflows. In the third stage a per-pixel method is ran which compares all potential neighbors in a kernel to the center pixel. If the properties match but the labeling is different, then the two labels are merged.
Similarly to the complete labeling process, we have determined experimentally that two or three iterations of region merging are enough for obtaining a high-quality segmentation, as can be observed in Fig. 8 .
Both full labeling and region merging increase the quality of the labeling, and the extra costs still lead to comparable overall processing times to those of the state-of-the-art (pre)segmentation methods, as shown in Table 1 .
IV. EVALUATION AND RESULTS
The evaluation methodology is to compare sparse ray-traced segmentation both qualitatively and speed-wise to the fastest state-of-the-art GPU segmentation methods, that is, with Really Quick Shift [13] and SLIC [29] . While these methods are pre-segmentation algorithms and require additional processing to produce full segmentation, they represent the only category of methods which are comparable in execution speed to the presented algorithm. We have also chosen these segmentation algorithms since they produce visual results which are comparable to our algorithm. Sparse ray-traced segmentation could also be used as a pre-segmenter, but it would produce super-pixel sized segments only in very textured areas and large segments in homogenous areas.
From a speed standpoint, sparse ray-traced segmentation has an O(N /tsize) complexity which makes it much faster than any full GPU segmentation algorithm, the fastest being O(N ). Results show that the proposed algorithm has good local quality results, as shown in Figure 9 , and exceptional speed results, as illustrated in Table 1 , making it ideal for real-time segmentation pipelines. Furthermore, the results demonstrate that the new method finds complete segmentations in less time than the state-of-the-art methods need to finish their local segmentations. Table 1 shows the computing times for the flux computation, the creation of the sparse net, the complete labeling step and the merging step, our full segmentation and our sparse segmentation, in comparison with the results of SLIC [29] and Really Quick Shift [13] .
All measurements were made on an NVIDIA GTX 960M graphics card. Table 2 simplifies the performance comparison between our sparse segmentation and the other two methods, as well as the performance assessment of our algorithm for different seed densities. We chose the most important computing times from Table 1 (full segmentation, sparse segmentation, SLIC and Really Quick Shift) and compared them by computing several ratios, which can be observed in Table 2 .
From the Ratio SLIC without connectivity/SPARSE (16 × 16) and the Ratio Really Quick Shift/SPARSE (16 × 16) we can conclude that our sparse ray-traced segmentation consistently has running times approximately 5× faster than SLIC and approximately 25× faster than Really Quick Shift.
The obtained results indicate that even the full variant of our segmentation method has a running time approximately equal to the computation of the fastest algorithm, SLIC without connectivity, which does not produce a complete segmentation, but only super-pixels ( Table 2 , Ratio SLIC without connectivity / Full (16 × 16)). Table 1 and 2 also show that the presented algorithm has a performance degradation which is sub-linear in the number of pixels, making it ideal for large and very large images.
Even if the algorithm is highly parallel, the overall complexity of the sparse ray-traced segmentation method is influenced by the number of threads, since the connection of seeds, described in Pseudocode 2, assumes that all the threads access the same array when updating the parent seed id. However, due to the spatial distribution of the rays, there are few cases when the atomicExchange() function delays the threads writing operations. Therefore, from the Ratio SPARSE (16 × 16)/ SPARSE (4 × 4) column in Table 2 we can observe that 16× more seeds only double the computing time. However, from the Ratio FULL (16×16) -FULL (4×4) we can conclude that the full segmentation is not affected by the number of seeds, since the gain obtained by the sparse segmentation with one seed per 16×16 pixels over the sparse segmentation with one seed per 4 × 4 pixels is lost by the additional time spent for the complete labeling and the merging steps. Figure 9 shows the qualitative results of sparse ray-traced segmentation, where different types of images are segmented and compared to the state-of-the-art results.
The qualitative testing includes both sparse and complete labeling variants of the presented algorithm, as well as different tile sizes, which directly affect the number of seeds. Therefore, the fourth column in Fig. 9 might require zooming, as it has results obtained with a very low sparsity (seed density) value.
Sparse ray-traced segmentation shows comparable perception-based quality to the state-of-the-art methods. Furthermore, the presented algorithm outputs complete segmentations, while both SLIC and Really Quick Shift need further region merging processing due to their over-segmentation strategies. In the first and third rows from Fig. 9 , the result of the segmentation with Really Quick Shift and SLIC is almost identical to the initial image, meaning that the algorithms produce an extremely large number of very small regions. Comparatively, our method produces a small number of homogenous regions, that can be observed in the third and fifth columns.
On the fourth row from Figure 9 , we can observe (also illustrated in the upper part of Figure 10 ) that, unlike sparse ray tracing segmentation, Really Quick Shift can produce false regions. On the fourth and fifth rows from Figure 9 and in Figure 10 we can also observe that besides oversegmentation, the Really Quick Shift algorithm produces regions that cover two separate objects (under-segmentation). Our algorithm can also lead to over-segmentation in some areas, due to light reflection or textured surfaces, as can be observed in the lower part of Figure 10 , but it separates correctly the surfaces of different objects (it does not lead to under-segmentation).
Sparse ray-traced segmentation is a flexible algorithm, where the tradeoff between quality and speed is controlled by a single sparsity parameter. It can even be used as an enhanced pre-segmentation method, as shown in Figure 11 . The resulting pre-segmentation preserves a large part of the local structure but still completely discovers and links the large segments, in comparison to the state-of-the-art presegmentation methods which partition such segments.
One limitation of our approach is that the flux required as input by the presented method can be parameter heavy, especially if a non-adaptive solution is used.
Because the algorithm sparsely explores space, it is especially prone to noise related errors, thus the flux needs to be conservative. Another limitation is that the algorithm was designed for usage in common scenarios (video tracking, important features detection, real-time usage) and is not the best choice for specialized segmentation cases where quality is much more important than speed, for example OCRs.
As previously mentioned, sparse ray-traced segmentation is already used in practical applications in the Sound of Vision project [34] , where it segments RGBD input in real-time, with the help of an adaptive exponential flux detector.
Because of the very small computational cost of the segmentation, it can be used in a long pipeline, together with signal filtering, normal computation, best free space analysis, feature tracking, object labeling and sonification [35] .
V. CONCLUSION
A GPU sparse segmentation was introduced in this article, which explores the search space with ray tracing. This strategy enables clustering at a high distance in feature space, while using the small number of searching queries specific to local cluster-size aware searches, such as those applied by pre-segmenters.
Both quality and speed results show that the presented method excels in real-time segmentation scenarios, and it has also proven its value in the Sound of Vision [34] project.
The computational load of the algorithm is handled through a ray tracing framework, which makes it easy to be efficiently implemented on GPUs, while also benefitting from numerous ray tracing specific optimizations. Because of this, the presented method can sparsely segment datasets on the GPU approximately 5× faster than the state-ofthe-art pre-segmentation methods, without even considering the additional region merging costs incurred by the latter methods.
The algorithm even runs in real-time on a 7-year-old NVIDIA 460MX graphics card. Furthermore, the algorithm is platform independent, being completely implementable in OpenGL 4.3.
The presented algorithm can trade off quality and speed with a single parameter, the segmentation sparsity. The algorithm runs in real-time even at very low sparsity values, where the majority of the set elements are labeled.
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