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Second-order self-force computations, which will be essential in modeling extreme-mass-ratio in-
spirals, involve two major new difficulties that were not present at first order. One is the problem
of large scales, discussed in [Phys. Rev. D 92, 104047 (2015)]. Here we discuss the second diffi-
culty, which occurs instead on small scales: if we expand the field equations in spherical harmonics,
then because the first-order field contains a singularity, we require an arbitrarily large number of
first-order modes to accurately compute even a single second-order mode. This is a generic feature
of nonlinear field equations containing singularities, allowing us to study it in the simple context of
a scalar toy model in flat space. Using that model, we illustrate the problem and demonstrate a
robust strategy for overcoming it.
I. INTRODUCTION AND SUMMARY
Gravitational self-force theory [1–3] has proven to be
an important tool in efforts to model compact binary
inspirals. It is currently the only viable method of
accurately modeling extreme-mass-ratio inspirals (EM-
RIs) [4, 5], it is a potentially powerful means of mod-
eling intermediate-mass-ratio inspirals, and by interfac-
ing with other methods, it can even be used to validate
and improve models of comparable-mass binaries [6–11].
However, the self-force model is based on an asymptotic
expansion in the limit m/M → 0, where m and M are
the two masses in the system. The model’s accuracy is
hence limited by the perturbative order at which it is
truncated. Unfortunately, although numerous concrete
self-force computations of binary dynamics have been
performed (see the reviews [1, 4, 12] and Refs. [13–19] for
some more recent examples), until now they have been re-
stricted to first perturbative order, limiting their capacity
to assist other models and rendering them insufficiently
accurate to model EMRIs [20].
In recent years, substantial effort has gone into over-
coming this limitation [2, 21–30]. The foundations of
second-order self-force theory are now established [2, 24–
26], the key analytical ingredients are in place [27], and
at least in some scenarios, practical formulations of the
second-order field equations have been developed [30–32].
However, concrete solutions to the field equations have
remained elusive.
There have been two major obstacles to finding these
solutions. The first is the problem of large scales, de-
scribed in Ref. [29], which manifests in spurious un-
bounded growth and ill-defined retarded integrals. As
demonstrated in a simple toy model in Ref. [29], this
obstacle can be overcome by utilizing multiscale and
matched-expansion techniques; full descriptions of these
techniques in the gravitational problem will be given in
future papers. The second major obstacle arises in the
opposite extreme: rather than a problem on large scales,
it is a problem on small ones.
To introduce the problem, we refer to the Einstein
equations through second order, which we can write as
δGµν [h
1] = 8piTµν , (1)
δGµν [h
2] = −δ2Gµν [h1, h1]. (2)
Here the metric has been expanded as gµν+(m/M)h
1
µν+
(m/M)2h2µν +O(m3); Tµν is the stress-energy of a point
particle, representing the leading approximation to the
smaller object m on the background gµν ; δGµν is the lin-
earized Einstein tensor (in some appropriate gauge [28]);
and δ2Gµν [h
1, h1] is the second-order Einstein tensor,
which has the schematic form h1∂2h1 + ∂h1∂h1. Be-
cause h1µν is singular at the particle, Eq. (2) is only valid
at points away from the particle’s worline [26], but that
suffices for our purposes here.
Equations (1)–(2) can in principle be solved in four
dimensions (4D). However, in practice it is desirable to
reduce their dimension by decomposing them into a ba-
sis of harmonics. For illustration let us use some basis
of tensor harmonics Y ilmµν ; here we use the notation of
Barack-Lousto-Sago [33, 34], with i = 1, . . . , 10, but the
particular choice of basis, whether spherical or spheroidal
(for example), is immaterial. We have
hnµν =
∑
ilm
hnilmY
ilm
µν (3)
and
δGilm[h
1] = 8piTilm, (4)
δGilm[h
2] = −δ2Gilm[h1, h1]. (5)
Now consider the source term δ2Gilm. Substituting the
expansion (3) into δ2Gµν leads to a mode-coupling for-
mula with the schematic form
δ2Gilm =
∑
i1l1m1
i2l2m2
D i1l1m1i2l2m2ilm [h
1
i1l1m1 , h
1
i2l2m2 ], (6)
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2where D i1l1m1i2l2m2ilm is a bilinear differential operator
(given explicitly in Ref. [30]). A single mode δ2Gilm is
an infinite sum over first-order modes h1ilm. If h
1
ilm falls
off sufficiently rapidly with l, then the summation poses
no problem. However, if h1ilm falls off slowly with l, then
the summation is potentially intractable. This is pre-
cisely the situation near the point-particle singularity in
Eq. (4). h1µν behaves approximately as a Coulomb field,
blowing up as ∼ 1/ρ, where ρ is a spatial distance from
the particle. The individual modes h1ilmY
ilm
µν , after sum-
ming over m, then go as ∼ l0 on the particle [4, 32], not
decaying at all; at points near the particle, the decay is
arbitrarily slow.
This behavior can be understood from the textbook
example of a Coulomb field ϕ in flat space. For a static
charged particle at radius r0, the field’s modes behave
as ϕlmYlm ∼ (r</r>)l, where r< := min(r0, r) and
r> := max(r0, r). On the particle, where r = r0, we
have ϕlmYlm ∼ l0. At any point r 6= r0, we have expo-
nential decay with l, but that decay is arbitrarily slow
when r ≈ r0. Extrapolating this behavior to the grav-
itational case (6), we can infer that unless the coupling
operator D i1l1m1i2l2m2ilm introduces rapid decay (which it
does not), we are faced with the following tenuous posi-
tion: to obtain a single mode of the second-order source
near the particle, we must sum over an arbitrarily large
number of first-order modes.
In this paper, we explicate this problem and present
a robust, broadly applicable method of surmounting it.
Rather than facing the challenge head-on in gravity, we
retreat to the same flat-space scalar toy model as was
used in Ref. [29]. In place of the gravitational field equa-
tions (4)–(5), we consider the field equations
ϕ1 = −4pi%, (7)
ϕ2 = tαβ∂αϕ1∂βϕ1 =: S. (8)
Here, in Cartesian coordinates (t, xi),  = −∂2t + ∂i∂i is
the flat-space d’Alembertian,
% :=
δ(xi − xip)
dt/dτ
(9)
is a point charge distribution moving on a worldline
xµp (t) = (t, x
i(t)) with proper time τ , and tµν :=
diag(1, 1, 1, 1). With our chosen source terms, the first-
order field ϕ1 mimics the behavior of h
1
µν , and the second-
order source S mimics the behavior of δ2Gilm.
Like Eq. (5), Eq. (8) is well defined only at points off
the worldline. To solve it globally, one would have to
rewrite it as ϕR2 = S − ϕP2 [29], where ϕP2 is an an-
alytically determined, singular “puncture” that guaran-
tees the total field has the correct physical behavior near
the particle, and ϕR2 := ϕ2−ϕP2 is the regular “residual”
difference between the total field and the puncture. How-
ever, here we only wish to address the preliminary ques-
tion: given the spherical harmonic modes of ϕ1, how can
we accurately compute the modes of S? Once that ques-
tion is answered, the same method can be carried over
directly to the gravitational case to compute the source
δ2Gilm, and Eq. (5) can then be solved via a puncture
scheme of the sort described in Refs. [31, 32] (see also
Ref. [29]).
Before describing the technical details of our computa-
tions, we summarize the problem, our strategy for over-
coming it, and our successful application of that strategy.
For simplicity, we fix the particle on a circular orbit of ra-
dius r0. The modes ϕ
ret
lm of the first-order retarded field
are then easily found; they are given by Eqs. (17) and
(18). (To streamline the notation, we shall omit the sub-
script 1 on first-order fields.) From those modes, one can
naively attempt to compute the modes Slm of the source
using an analog of Eq. (6), given explicitly by Eq. (31) be-
low. Figure 1 shows the failure of this direct computation
in the case of the monopole mode S00. The higher the
curve in the figure, the greater the number of first-order
modes included in the sum, up to a maximum l = lmax.
Although the convergence is rapid at points far from the
particle, it becomes arbitrarily slow near the particle’s
radial position r0. In principle, this obstacle could be
overcome with brute force, simply adding more modes
until we achieve some desired accuracy at some desired
nearest point to the particle. However, that relies on hav-
ing all the modes of the retarded field at hand; in most
applications of the self-force formalism, the retarded field
modes are found numerically, and the number of modes
is limited by practical computational demands. Hence,
we should rephrase the question from the previous para-
graph: given the spherical harmonic modes of ϕ1 up to
some maximum l = lmax, how can we accurately compute
the modes of S?
Our answer to this question is to utilize a 4D ap-
proximation to the point-particle singularity. As is well
known, the retarded field of a point particle can be split
into two pieces as ϕret = ϕS + ϕR [35], where ϕS is the
Detweiler-Whiting singular field, which is a particular
solution to Eq. (7), and ϕR is the corresponding regular
field, which is a smooth solution to φR = 0. The slow
falloff of ϕretlm with l is entirely isolated in the modes of
the singular field, ϕSlm; because ϕ
R is smooth, its modes
ϕRlm have a uniform exponential falloff with l. Gener-
ally, there is no way to obtain a closed-form expression
for ϕS , but we can easily obtain a local expansion of ϕS
in powers of distance from the particle. A truncation of
that expansion at some finite order provides a puncture,
of the sort alluded to above, which we denote by ϕP ; it
is given explicitly by Eq. (23) below. It defines a residual
field ϕR := ϕret − ϕP that approximates ϕR. We make
use of all this by writing the source in the suggestively
quadratic form S[ϕ,ϕ], and in some region near the par-
ticle, splitting the field into the two pieces ϕP +ϕR. An
lm mode of S can then be written as
Slm = Slm[ϕ
R, ϕR] + 2Slm[ϕR, ϕP ] + Slm[ϕP , ϕP ].
(10)
The first two terms, Slm[ϕ
R, ϕR] and Slm[ϕR, ϕP ], can
be computed from the modes of ϕR and ϕP using
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FIG. 1. The source mode S00[ϕ
ret, ϕret] as a function of
∆r := r − r0, with an orbital radius r0 = 10, as computed
from the mode-coupling formula (31). To assess the conver-
gence of the sum in Eq. (31), we truncate the first-order field
modes ϕlm at a maximum l value lmax, and we display the be-
havior of S00 for various values of lmax. The insets show that
far from the particle, the sum converges rapidly with lmax.
However, near the particle there is no evidence of numerical
convergence.
Eq. (31); for sufficiently smooth ϕR, the convergence will
be sufficiently rapid. The problem of slow convergence is
then isolated in the third term, Slm[ϕ
P , ϕP ]. This term
cannot be accurately computed from the modes of ϕP .
However, S[ϕP , ϕP ] can be computed in 4D using the 4D
expression for ϕP . Its modes Slm[ϕP , ϕP ] can then be
computed directly, without utilizing the mode-coupling
formula (31), simply by integrating the 4D expression
against a scalar harmonic.
Our strategy is hence summarized as follows:
1. compute the modes ϕPlm by direct integration of the
4D expression (40). From the result, and Eqs. (17)–
(18), compute the modes ϕRlm = ϕ
ret
lm − ϕPlm
2. evaluate Slm[ϕ
R, ϕR] and Slm[ϕR, ϕP ] using the
mode-coupling formula (31)
3. evaluate S[ϕP , ϕP ] in 4D, using Eq. (40), and ob-
tain its modes Slm[ϕ
P , ϕP ] by direct integration
4. combine these results in Eq. (10).
This strategy is to be applied in some region around r =
r0; outside that region, one may simply use the retarded
modes in Eq. (31) without difficulty.
Figure 2 displays a successful implementation of this
strategy. The true source mode S00, as computed via our
strategy, is shown in thick solid blue. The same mode S00
as computed via mode coupling from ϕretlm, with a finite
lmax, is shown in thin solid grey. As we can see, the
two results agree far from the particle, where the source
mode as computed via mode coupling has converged. But
near the particle, the results differ by an arbitrarily large
amount; the true source correctly diverges at r = r0, due
to the singularity in the first-order field, while the source
computed via mode coupling remains finite due to the
truncation at finite lmax.
In the remaining sections, we describe the technical de-
tails of our strategy, as well as the challenges that arise in
implementing it. Section II summarizes the various rele-
vant fields—retarded and advanced, singular and regular,
puncture and residual. Section III derives the coupling
formula that expresses a second-order source mode Slm
as a sum over first-order field modes. Section IV de-
tails the computation of Slm[ϕ
R, ϕR] and Slm[ϕR, ϕP ];
Sec. V, the computation of Slm[ϕ
P , ϕP ]. In Sec. VI, we
reiterate the outline of our strategy as it applies to the
gravitational case; the successful application to gravity,
recently reported in Ref. [36], will be detailed in a future
paper.
To avoid repetition, we state in advance that all plots
are for a particle at radius r0 = 10.
II. FIRST-ORDER FIELDS
A. Retarded and advanced solutions
To begin, we work in spherical polar coordinates
(t, r, θA), where θA := (θ, φ). We place the particle on
the equatorial circular orbit xµp (t) = (t, r0, pi/2,Ωt) with
normalized four-velocity uµ = (1 − r20Ω2)−1/2(1, 0, 0,Ω),
and we adopt a Keplerian frequency Ω =
√
1/r30. The
point source (9) can then be expanded in spherical and
frequency harmonics by rewriting it as
% =
δ(r − rp)
r2ut
∑
lm
Y ∗lm(θ
A
p )Ylm(θ
A) (11)
and using Y ∗lm(θ
A
p ) = e
−imΩtYlm(pi/2, 0). Here ut = dtdτ =
(1− r20Ω2)−1/2.
Most of the fields we are interested in can be con-
structed by integrating this source against a Green’s
function. The retarded and advanced Green’s functions
satisfying G(x, x′) = −4piδ4(x− x′) are given by
Gret/adv(x, x′) =
δ(t− t′ ∓ |~x− ~x′|)
|~x− ~x′| , (12)
where ~x is a Cartesian three-vector. The Fourier trans-
forms, G
ret/adv
ω =
∫
eiω(t−t
′)Gret/adv(x, x′)dt, are
Gret/advω =
e±iω|~x−~x
′|
|~x− ~x′| , (13)
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FIG. 2. The source mode S00[ϕ
ret, ϕret] and its two con-
tributions as functions of ∆r, as computed with the strategy
outlined in the text. The dot-dashed red curve shows the con-
tribution from S00[ϕ
R, ϕR] + 2S00[ϕR, ϕP ], the dashed black
curve shows the contribution from S00[ϕ
P , ϕP ], and the thick
solid blue curve shows their sum S00[ϕ
ret, ϕret], which diverges
at ∆r = 0. On the scale of the main plot, S00[ϕ
P , ϕP ] is in-
distinguishable from S00[ϕ
ret, ϕret]; the insets show that they
differ by a small, but distinguishable amount, which is made
up by S00[ϕ
R, ϕR] + 2S00[ϕR, ϕP ]. For comparison, the thin
grey curve displays the result for S00[ϕ
ret, ϕret] as computed
from the mode-coupling formula (31), which agrees with the
correct result far from the particle but differs strongly from
it near the particle. All curves were generated with r0 = 10,
all four orders in the puncture (23), and lmax = 20.
which can be expanded in spherical harmonics as
Gret/advω = ∓i
∑
lm
ωjl(ωr<)h
(1,2)
l (ωr>)Y
∗
lm(θ
A′)Ylm(θ
A).
(14)
Here the upper sign and h
(1)
l correspond to the retarded
solution, and the lower sign and h
(2)
l to the advanced.
h
(1)
l and h
(2)
l are the spherical Hankel functions of the
first and second kind, jl is the spherical Bessel function
of the first kind, and when used in the Green’s function,
r≶ := min/max(r, r′). In the static limit ω → 0, the
retarded and advanced Green’s functions both reduce to
Gret/adv =
1
|~x− ~x′| =
∑
lm
1
2l + 1
rl<
rl+1>
Y ∗lm(θ
A′)Ylm(θ
A).
(15)
Integrating against these Green’s functions, we find the
retarded and advanced solutions
ϕret/adv =
∑
lm
ϕ
ret/adv
lm (r)e
−imΩtYlm(θA), (16)
where
ϕ
ret/adv
lm = ±
4pii
ut
NlmmΩjl(mΩr<)h
(1,2)
l (mΩr>) (17)
for m 6= 0, and
ϕ
ret/adv
l0 =
4pi
ut
Nl0
2l + 1
rl<
rl+1>
(18)
for m = 0. Here Nlm := Ylm(pi/2, 0), and we have re-
verted to the previous notation r≶ := min/max(r, r0).
As discussed in the introduction, the large-l behavior
of these fields is the source of the infinite-coupling prob-
lem. Noting that Nl0 ∼ l0, we see that the stationary
modes in Eq. (18) behave as ϕl0 ∼ 1l
rl<
rl+1>
. Hence, ϕl0 de-
cays exponentially with l at points far from r = r0, still
exponentially but more slowly at points close to r = r0,
and as l−1 at r = r0. The oscillatory, m 6= 0 modes
exhibit similar behavior, although it is not obvious from
Eq. (17). After summing ϕlmYlm over m, the large-l be-
havior becomes ∼ l0 on the particle, with an exponential
but arbitrarily weak suppression at points slightly off the
particle. The quantitative consequences of this, already
displayed in Fig. 1, will be spelled out in later sections.
B. Singular and regular fields
In flat space, the Detweiler-Whiting singular field is
simply ϕS := 12 (ϕ
ret + ϕadv). Its four-dimensional form
can be written as
ϕS =
1
2
∫
[Gret(x, x′) +Gadv(x, x′)]%(x′)d4x′. (19)
Its modes are more easily found directly from Eqs. (17)
and (18). For m 6= 0,
ϕSlm =
4pi
ut
NlmmΩjl(mΩr<)yl(mΩr>), (20)
where yl is the spherical Bessel function of the second
kind. For m = 0, ϕSl0 = ϕ
ret/adv
l0 .
Correspondingly, in flat space the regular field is ϕR =
ϕret−ϕS = 12 (ϕret−ϕadv). Its four-dimensional form can
be written as an integral analogous to (19). Its modes
can be found straightforwardly from Eqs. (17) and (18).
For m 6= 0,
ϕRlm =
4pii
ut
NlmmΩjl(mΩr<)jl(mΩr>), (21)
and for m = 0, ϕRl0 = 0.
C. Puncture and residual fields
The puncture field ϕP is obtained in 4D by perform-
ing a local expansion of the integral representation (19)
5of the singular field. That procedure is common in the
literature, and so we do not belabor it here; instead we
refer the reader to, e.g., Ref. [37] for details, and give
here only the main results. Letting λ := 1 count powers
of distance from the particle, the covariant expansion of
the flat-space puncture to fourth-from-leading order in
distance is
ϕS(x;xp) =
1
s¯
+
σa
(
s¯2 − r¯2)
2s¯3
+
a2s¯2
(
r¯4 − 6r¯2s¯2 − 3s¯4)+ 9σ2a (r¯2 − s¯2)2 − 4r¯s¯2σa˙ (r¯2 − 3s¯2)
24s¯5
+
1
48s¯7
[
2r¯s¯4aαa˙α
(
r¯4 − 10r¯2s¯2 − 15s¯4)− 3a2s¯2σa (r¯6 − 5r¯4s¯2 + 15r¯2s¯4 + 5s¯6)
+ 4σaσa˙r¯s¯
2(3r¯4 − 10r¯2s¯2 + 15s¯4)− 15σ3a(r¯2 − s¯2)3 − 2σa¨s¯4(r¯4 − 6r¯2s¯2 − 3s¯4)
]
+O(λ3). (22)
where the terms are O(λ−1), O(λ0), O(λ1) and O(λ2),
respectively. Here, we follow the notation of Ref. [37]:
we make use of the compact notation of Haas and Pois-
son [38], σX := σαX
α for any vector Xα; the bi-scalar
σ(x, xp) is the Synge world function, equal to one half
of the squared geodesic distance between x and xp, and
σα :=
∂σ
∂xαp
; the vectors aα := uβ∇βuα, a˙α := uβ∇βaα
and a¨α := uβ∇β a˙α are the acceleration and its first
and second derivatives, respectively; and the quantities
r¯ := σαu
α and s¯ :=
√
(gαβ + uαuβ)σασβ are projected
components of the geodesic distance from the field point
to the reference point xp on the worldline. In our case,
gαβ is the metric of flat spacetime and∇α is the covariant
derivative compatible with it.
To facilitate the computation of spherical harmonic
modes, it is customary to express the field in a rotated
coordinate system in which the particle is momentarily
at the north pole. We label the angles in this system
αA
′
:= (α, β), such that at a given instant t, the particle
sits at α = 0. More details can be found in the Appendix.
As we describe there and in later sections, in our calcu-
lations this rotation introduces new complications and
loses some of its traditional advantages. Nevertheless, its
benefits outweigh its drawbacks.
In terms of the rotated angles αA
′
, a puncture satisfy-
ing ϕP = ϕS +O(λ3) can be obtained from a coordinate
expansion of Eq. (22). For the circular orbits we are in-
terested in here, this is given explicitly by
ϕP = λ−1ϕP(−1) + λ
0ϕP(0) + λϕ
P
(1) + λ
2ϕP(2), (23)
where
ϕP(−1) =
1
ρ
, (24a)
ϕP(0) = −
∆r
2r0ρχ
(1− 2v2s2)
+
∆r3
2r0χ0χρ3
(1− 2v2s2 + v4s2), (24b)
ϕP(1) =
3∆r6
8r20ρ
5χ20χ
2
(
1− 2v2s2 + v4s2)2
+
ρv2
24r20χ
2
0χ
2
[3v6s2 − 3(1 + s2)− 3v2(2− 7s2)
+ v4(1− 5s2 − 8s4)] + ∆r
2
24r20ρχ
2
0χ
2
[9
− 18v2(1 + s2)− 6v8s2(1− 4s2)
+ 3v4(5 + 8s2 + 8s4)− 2v6(1 + 4s2 + 22s4)]
+
∆r4
24r20ρ
3χ20χ
2
[−18 + 3v8s2(1− 9s2)
+ 3v2(7 + 19s2)− 3v4(1 + 21s2 + 20s4)
+ v6(1 + s2 + 88s4)], (24c)
ϕP(2) =
5∆r9
16r30ρ
7χ30χ
3
(1− 2v2s2 + v4s2)3
− ∆rρv
2
48r30χ
3
0χ
3
[6v10s4 + 3(1 + s2)
+ v8s2(7− 8s2 − 32s4) + 3v2(11− 14s2 + 2s4)
+ v4(13− 62s2 + 16s4)
− v6(1 + 50s2 − 124s4 + 16s6)]
− ∆r
7
16r30ρ
5χ30χ
3
[15− 3v12s4(1− 7s2)
− 3v2(6 + 25s2) + 3v4(1 + 33s2 + 46s4)
− v10s2(1− 8s2 + 112s4)
+ v8s2(2 + 65s2 + 188s4)
− v6(1 + 22s2 + 211s4 + 96s6)]
− ∆r
3
48r30ρχ
3
0χ
3
[15− 3v12s4(7− 16s2)
− 3v2(16 + 17s2)− v10s2(17− 13s2 + 128s4)
+ 3v4(11 + 61s2 + 14s4)
− v6(26 + 158s2 + 125s4 + 48s6)
+ v8(2 + 115s2 + 19s4 + 152s6)]
+
∆r5
48r30ρ
3χ30χ
3
[45− 6v12s4(4− 15s2)
− 3v2(33 + 61s2)− v10s2(13− 47s2 + 400s4)
6+ 3v4(23 + 131s2 + 94s4)
− 2v6(5 + 134s2 + 281s4 + 108s6)
+ v8(1 + 53s2 + 275s4 + 520s6)]. (24d)
Here v2 := r20Ω
2, s := sinβ, χ := 1−v2s2, χ0 := 1−v2 =
1/(ut)2, and
ρ :=
[2r20χ
χ0
(δ2 + 1− cosα)
]1/2
, (25)
with δ2 := χ0∆r
2
2r20χ
. Note that the only dependence of the
singular field on α appears through ρ, while β appears
through ρ, χ, and the explicit powers of s. Also note
that the above expression for ϕP(αA
′
) is valid only at
the instant when the particle is at the north pole of the
rotated coordinate system.
Given this choice of puncture field, the residual field is
defined implicitly by ϕR := ϕret − ϕP . Since we do not
have a closed-form expression for ϕret, we cannot write an
exact result for ϕR in 4D. However, we can compute its
modes from those of ϕret and ϕP using ϕRlm = ϕ
ret
lm−ϕPlm.
Before proceeding, note that in Eq. (23), we have kept
the first four orders from the local expansion of ϕS. We
refer to this as a fourth-order puncture; if in a partic-
ular calculation we include only the first three of them,
we refer to it as a third-order puncture, and so on. The
higher the order of the puncture, the smoother the resid-
ual field, and hence the more rapid the falloff of ϕRlm with
l. In the following sections we will explore how our strat-
egy of computing S is impacted by this, and we shall find
that the puncture must be of at least third order for our
strategy to succeed.
III. SECOND-ORDER SOURCE
We are now interested in how the modes of the fields
are coupled in the source S = tµν∂µϕ1∂νϕ1. For later
use, we derive the mode-coupling formula in both θA
and αA
′
coordinates. The method of derivation, and the
end result in θA coordinates, was previously presented in
Ref. [29], and so we omit some details here.
A. In θA coordinates
Written as a bilinear functional, S is given more ex-
plicitly by
S[ϕ(1), ϕ(2)] = ∂tϕ
(1)∂tϕ
(2) + ∂rϕ
(1)∂rϕ
(2) +
1
r2
ΩAB∂Aϕ
(1)∂Bϕ
(2), (26)
where ϕ(1) and ϕ(2) are any two differentiable fields, ΩAB = diag(1, sin
2 θ) is the metric of the unit sphere and ΩAB
is its inverse. Substituting ϕ(n) =
∑
lm ϕ
(n)
lm (r)e
−imΩtYlm, we get
S =
∑
l1m1
l2m2
e−i(m1+m2)Ωt
[(
∂rϕ
(1)
l1m1
∂rϕ
(2)
l2m2
−m1m2Ω2ϕ(1)l1m1ϕ
(2)
l2m2
)
Yl1m1Yl2m2 +
1
r2
ϕ
(1)
l1m1
ϕ
(2)
l2m2
∂AYl1m1∂AYl2m2
]
, (27)
where indices are raised with ΩAB .
To obtain the spherical-harmonic coefficient of Eq. (27), we first rewrite ∂AYlm in terms of spin-weighted harmonics
sYlm as
∂AY
`m =
1
2
√
`(`+ 1)
(
−1Y `mmA − 1Y `mm∗A
)
, (28)
where mA :=
(
1, isin θ
)
and its complex conjugate m∗A form a null basis on the unit sphere. This allows us to compute
Slm, which is an integral against Y
∗
lm = 0Y
∗
lm, by appealing to the general formula∮
sY
lm∗
s1Y
l1m1
s2Y
l2m2dΩ = Clmsl1m1s1l2m2s2 , (29)
where dΩ = sin θ dθ dφ and for s = s1 + s2,
Clmsl1m1s1l2m2s2 = (−1)m+s
√
(2l + 1)(2l1 + 1)(2l2 + 1)
4pi
(
l l1 l2
s −s1 −s2
)(
l l1 l2
−m m1 m2
)
. (30)
Here the arrays are 3j symbols. If s = s1 = s2 = 0, Eq. (29) reduces to the standard formula for the integral of three
ordinary spherical harmonics. We refer the reader to Ref. [29] for more details.
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Am∗A = 2, and Eq. (29), we find that Eq. (27) can be written as S =∑
lm Slm(r)e
−imΩtYlm, with modes given by
Slm[ϕ
(1), ϕ(2)] =
∑
l1m1
l2m2
[
Clm0l1m10l2m20
(
∂rϕ
(1)
l1m1
∂rϕ
(2)
l2m2
−m1m2Ω2ϕ(1)l1m1ϕ
(2)
l2m2
)
− 1
2r2
√
l1(l1 + 1)l2(l2 + 1)C
lm0
l1m1−1l2m21
(
ϕ
(1)
l1m1
ϕ
(2)
l2m2
+ ϕ
(2)
l1m1
ϕ
(1)
l2m2
)]
. (31)
We have used the freedom to relabel l1m1 ↔ l2m2 and
the symmetry Clmsl1m1s1l2m2s2 = C
lms
l2m2s2l1m1s1
to slightly
simplify this result. We note that the range of the sum
is restricted by the 3j symbols in Clmsl1m1s1l2m2s2 , which
enforce (i) m = m1 +m2 and (ii) the triangle inequality
|l1 − l2| ≤ l ≤ l1 + l2. The first of these restrictions has
been used to replace e−i(m1+m2)Ωt with e−imΩt, and it
can be further used to eliminate the sum over m2.
In our toy model, Eq. (31) plays the role of Eq. (6)
from the gravitational case. When we only have access
to a finite number of modes ϕ
(n)
lm up to l = lmax, then the
sum is truncated: explicitly, it becomes the partial sum
Slmaxlm :=
lmax∑
l1=0
lmax∑
l2=0
l1∑
m1=−l1
Sl1m1l2,m−m1lm , (32)
where we have eliminated the sum over m2, and for
brevity we have suppressed the functional arguments and
defined Sl1m1l2m2lm as the summand in Eq. (31). By ap-
pealing to the triangle inequality, we could write the sec-
ond sum even more explicitly as
∑min(lmax,l+l1)
l2=|l−l1| .
The slow convergence of the limit Slmaxlm → Slm was
illustrated in Fig. 1. Its behavior will be more carefully
analyzed in the following sections.
B. In αA
′
coordinates
Although Eq. (31) is the mode-coupling formula that
we will utilize in explicit computations, we will also make
use of the analogous formula in the rotated coordinates
αA
′
. Deriving that result additionally provides an oppor-
tunity to introduce the 4D form of S in these coordinates,
which will be essential in Sec. V.
Obtaining the source in the rotated coordinates in-
volves a new subtlety: the 4D expression for S involves
t derivatives, while our expression (23) for ϕP(αA
′
) is
intended to only be instantaneously valid at the instant
when the particle is at the north pole of the rotated coor-
dinate system. We discuss this subtlety in Appendix A.
In brief, we may treat the coordinates αA
′
as themselves
dependent on t, and appropriately account for that time
dependence when acting with t derivatives. The 4D ex-
pression for S is then given by Eq. (A4), which we repro-
duce here for convenience:
S[ϕ(1), ϕ(2)] = α˙A
′
∂A′ϕ
(1)α˙A
′
∂A′ϕ
(2) + ∂rϕ
(1)∂rϕ
(2)
+
1
r2
ΩA
′B′∂A′ϕ
(1)∂B′ϕ
(1), (33)
where ΩA
′B′ = diag(1, csc2 α) is the inverse metric on
the unit sphere in the rotated coordinates, and the time
derivatives in Eq. (26) now manifest in the quantity
α˙A
′
= Ω(− cosβ, cotα sinβ).
The modes of the source in the rotated coordinates are
given by
Slm′ =
∮
S(αA
′
)Y ∗lm′(α
A′)dΩ′. (34)
We will consistently use m′ to denote the azimuthal num-
ber in the rotated coordinates; because l is invariant un-
der rotations, it is the same in both sets of coordinates.
In Sec. V we will evaluate the integral (34) for
S[ϕP , ϕP ] without first decomposing ϕP into modes. But
generically, if we expand each ϕ(n) as
∑
lm′ ϕ
(n)
lm′Ylm′ ,
then we can evaluate the integral analytically in the same
way as we did for Slm. This is made possible by first writ-
ing α˙A
′
in terms of spin-weight ±1 harmonics as
α˙A
′
=
√
pi
3
Ω
[
(−1Y11+−1Y1,−1)mA
′
+(1Y11+1Y1,−1)m∗A
′]
.
(35)
Next, we use Eq. (28), which is covariant on the unit
sphere and hence also applies in αA
′
coordinates. Com-
bining these results, invoking Eqs. (29)-(30), and using
the properties of the 3j symbols to simplify, we find
α˙A
′
∂A′ϕ =
Ω
2
∑
lm′
(µ−lm′ϕl,m′+1 − µ+lm′ϕl,m′−1)Ylm′ , (36)
where µ±lm′ :=
√
(l ±m′)(l ∓m′ + 1).
Substituting Eq. (36) into Eq. (33) and following the
same procedure as in the previous section, we find
8Slm′ =
∑
l1m
′
1
l2m
′
2
{
Clm
′0
l1m′10l2m
′
20
[
∂rϕ
(1)
l1m′1
∂rϕ
(2)
l2m′2
+ 14Ω
2(µ−1 ϕ
(1)
l1,m′1+1
− µ+1 ϕl1,m′1−1)(µ−2 ϕl2,m′2+1 − µ+2 ϕl2,m′2−1)
]
− 1
2r2
√
l1(l1 + 1)l2(l2 + 1)C
lm′0
l1m′1−1l2m′21
(
ϕ
(1)
l1m′1
ϕ
(2)
l2m′2
+ ϕ
(2)
l1m′1
ϕ
(1)
l2m′2
)}
, (37)
where µ±i := µ
±
lim′i
. Note that unlike Eq. (31), which gave
the coefficient in
∑
lm Slm(r)e
−imΩtYlm(θA), Eq. (37)
gives the coefficient in
∑
lm Slm′(r)Ylm(α
A′), with no
phase factor; the time dependence is entirely contained
in the αA
′
dependence.
IV. COMPUTING Slm[ϕ
R, ϕR] AND Slm[ϕR, ϕP ]
Following the strategy outlined in the introduction,
we now compute Slm[ϕ
R, ϕR] and Slm[ϕR, ϕP ] from
the modes of ϕR and ϕP using the mode-coupling for-
mula (31). In Sec. V we will then complete our strategy
by computing Slm[ϕ
P , ϕP ] from the 4D expression for
ϕP .
A. Outline of strategy
As input for Slm[ϕ
R, ϕR] and Slm[ϕR, ϕP ] in Eq. (31),
we require the modes ϕPlm. We begin by computing the
modes
ϕPlm′ =
∮
ϕP(αA
′
)Y ∗lm′(α
A′)dΩ′ (38)
in the rotated coordinates αA
′
. The modes in the unro-
tated coordinates θA are then retrieved using
ϕPlm =
∑
m′
ϕPlm′D
l
mm′(pi, pi/2, pi/2), (39)
where Dlmm′ is a Wigner D matrix element. Equa-
tion (39) yields the modes in a coordinate system in
which the particle is on the equator at an azimuthal angle
φp = 0. An additional rotation brings it to its original
position φp = Ωt. The sole effect of that rotation is to
introduce the phase e−imΩt: ϕlm → ϕlme−imΩt.
Given the modes ϕPlm, the rest of the procedure is
straightforward. In summary, it involves four steps:1
1. Decompose the puncture field (23) into lm′ modes
using Eq. (38).
1 We could alternatively compute the modes Slm′ [ϕ
R, ϕR] and
Slm′ [ϕ
R, ϕP ] directly from ϕP
lm′ using Eq. (37). Slm[ϕ
R, ϕR]
and Slm[ϕ
R, ϕP ] would then be computed using the analogs of
Eq. (39).
2. Use Eq. (39) to obtain the lm modes ϕPlm.
3. Compute the residual-field modes ϕRlm = ϕ
ret
lm−ϕPlm
[with ϕretlm given in Eqs. (17) and (18)].
4. Use Eq. (31) to compute Slm[ϕ
R, ϕR] and
Slm[ϕ
R, ϕP ].
Section IV B describes the first three steps, and Sec. IV C
presents and discusses the results of the final step.
B. Calculation of φPlm
Concretely evaluating the integrals (38) is a nontrivial
task. But before addressing that topic, we make several
prefatory remarks.
First, we note that although integrals like (38) of lo-
cal expansions like (23) are common in the literature, in
our context they introduce a unique challenge. Typically,
integrals of this sort appear in mode-sum regularization
and puncture schemes [4, 12]. In those contexts, one’s
primary goal is to compute the Detweiler-Whiting regu-
lar field (or some finite number of its derivatives) on the
particle’s worldline. This gives one considerable leeway:
If one is interested in computing n derivatives of the reg-
ular field, for example, then so long as one preserves the
puncture through order λn, one can smoothly deform the
integrand in Eq. (38), and one can do so in a different way
for each lm′ mode. Similarly, one can evaluate the inte-
gral with a local expansion in the limit ∆r → 0, which
generally simplifies the integration. And since Ylm′ van-
ishes at α = 0 for m′ 6= 0, one need only evaluate the
m′ = 0 mode (or in the calculations in Ref. [32], the
m′ = 0,±1,±2 modes); traditionally, this restriction to
m′ = 0 has been a major advantage of using rotated
coordinates like αA
′
.
In our calculation, we have none of these luxuries. Be-
cause we compute Slm[ϕ
P , ϕP ] from the 4D expression
for ϕP while we compute Slm[ϕR, ϕP ] and Slm[ϕR, ϕR]
from the modes ϕPlm′ , the modes must correspond to an
exact evaluation of Eq. (38); otherwise, Slm[ϕ
P , ϕP ] +
2Slm[ϕ
R, ϕP ] + Slm[ϕR, ϕR] would not be equal to
Slm[ϕ
ret, ϕret]. This means that if we deform the inte-
grand in Eq. (38), then we must make an identical defor-
mation of the 4D expression for ϕP . Similarly, any ex-
pansion in powers of ∆r would have to be performed for
both the lm′ modes and the 4D expression; because we
must evaluate these quantities over a range of ∆r values,
9we cannot rely on eventually taking the limit ∆r → 0.
And finally, we cannot limit our computation to m′ = 0;
since we do not evaluate any quantities at α = 0, there
is no a priori limit to the number of m′ modes we must
compute. (If we only required S on the particle, then we
would only require the modes Sl0′ , but even these modes
depend on all m′ modes of ϕ.)
In brief, we must be exact. We must compute all lm′
modes of ϕP without introducing any approximations.
The lone exception to this, to be discussed in Sec. IV C 1,
is that in practice we can truncate the number of m′
modes at some |m′| = m′max. This is possible because
the modes fall rapidly with |m′|, allowing us to neglect
large-|m′| modes without introducing significant numer-
ical error.
We must address one more issue before detailing the
evaluation of Eq. (38). As discussed in Ref. [32], our
puncture ϕP is not smooth at all points off the particle.
The particle sits at the north pole α = 0 of the sphere
at ∆r = 0, and ϕP correctly diverges as 1/λ there. But
even away from the particle, for each fixed ∆r 6= 0, ϕP
has a directional discontinuity at the south pole α = pi,
inherited from a directional discontinuity in the quantity
ρ. This discontinuity is nonphysical. ϕP is originally de-
fined from a local expansion in the neighbourhood of the
particle, but in order to evaluate the integrals (38), it
must be extended over the entire sphere spanned by αA.
The particular discontinuity we face is a consequence of
the particular manner in which we have performed that
extension. Because the total field ϕP + ϕR is smooth at
all points off the particle, this singularity at α = pi must
be cancelled by one in ϕR. And because nonsmoothness
of a field leads to slow falloff with l, this discontinuity lim-
its the convergence rate of Slm[ϕ
R, ϕR] and Slm[ϕR, ϕR]
with lmax. Concretely, the discontinuity introduces terms
of the form (−1)
l
l into ϕ
R
lm′ for all m
′ 6= 0.
To eliminate the discontinuity, we must adopt a differ-
ent extension of ϕP over the sphere. Following Ref. [32],
we do so by introducing a regularizing factor:
ϕP(∆r, αA
′
)→Wnm(cosα)ϕP(∆r, αA
′
). (40)
Here the parameters n and m are chosen such that n ≥ k
and m ≥ m′max, where k is the order of the puncture
and m′max is the maximum value of |m′| we use. Wnm’s
dependence on these two parameters is dictated by the
required behavior at the two poles. To control the behav-
ior at the south pole, we choose a regularizing factor that
scales asWnm = O[(pi−α)m], which makesWnmϕP a Cm−1
function at α = pi. For an otherwise smooth function,
standard estimation methods [39] show that this degree
of smoothness ensures that the modes |ϕPlm′ |, and hence|ϕRlm′ |, fall off as . l−m±1; for sufficiently large m, this
nonspectral decay will be negligible compared to the slow
convergence coming from the singularity at the particle.
Now, at the same time as satisfying these conditions at
the south pole, we must keep control of the behavior at
the north pole. Specifically, Wnm must leave all k orders
intact in the kth-order puncture, implying that it must
behave as Wnm = 1 + O(αn) near α = 0. We satisfy the
requirements at both poles by choosing
Wnm := 1−
n
2
(
(m+ n− 2)/2
n/2
)
×B
(
1− cosα
2
;
n
2
,
m
2
)
, (41)
where
(
p
q
)
is the Binomial coefficient, and B(z; a, b) is
the incomplete Beta function.
This choice has the required properties at the poles
provided n and m are positive integers, and addition-
ally that m is even. This is not a significant restric-
tion; as discussed below, the β integrals ensure that
only even m′ need be considered in our circular-orbit toy
model, and even if this were not the case we could always
choose m to be the smallest even number greater than
m′max. With these restrictions on n and m, Wnm takes
the straightforward form of a polynomial in y := 1−cosα2 ,
whose coefficients and degree both depend on the par-
ticular choice of n and m. For example, in all our
computations we use n = 4 (equal to the highest or-
der of puncture we use) and m = 10 (equal to the
value of m′max we almost exclusively use), in which case
W410 = 1− 15y2 + 40y3 − 45y4 + 24y5 − 5y6.
Heeding the warnings above about our need for exact-
ness, we must apply this regularization consistently to the
4D puncture in all our calculations, not solely in evaluat-
ing the integrals (38). So henceforth, we will always use
Eq. (40) as our puncture, with fixed n and m independent
of the particular l,m′ mode being considered.
With our preparations out of the way, we now describe
our evaluation of the integrals (38). We use two methods
for computing the double integral (38), namely (i) eval-
uate the α integrals analytically and subsequently eval-
uate the β integrals as numerical elliptic-type integrals,
and (ii) evaluate both the α and β integrals entirely nu-
merically. The second method is computationally more
expensive than the first. However, we used both meth-
ods as an internal consistency check. We will describe
method (i) first and begin by explaining the steps in the
the analytical evaluation of the α integrals.
1. Integration over alpha
We first recall that all of the α dependence of the punc-
ture (24) is contained inside the quantity ρ. Hence, the
integral that we need to evaluate takes the general form∫ 1
−1
Wkm(x)Pm
′
l (x)ρ
n dx, (42)
where x = cosα, Pm
′
l (x) are the associated Legendre
polynomials, and n is an odd integer.
Furthermore, the simple form of Wnm as a power series
in 1−cosα2 means that we can use Eq. (25) to rewrite it
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as an even power series in ∆r and ρ. The integrals (42) can therefore all be written in the form∫ 1
−1
Pm
′
l (x)ρ
n dx (43)
for n an odd integer.
Concentrating first on the simplest case of m′ = 0, the
integration can be done analytically using
∫ 1
−1
(δ2+1− x)n/2P 0` (x) dx
=
(−1)n+12 (δ2 + 2)n2 +1[( 12)n+1
2
]2(
l − n2
)
n+2
2F1(−l, l + 1;−n2 ;− δ
2
2 )−
2 |δ| δn+1
n+ 2
2F1(−l, l + 1; n2 + 2;− δ
2
2 )
=
(−1)n+12 (δ2 + 2)n2 +1[( 12)n+1
2
]2(
l − n2
)
n+2
l∑
k=0
(−1)kδ2k(l − k + 1)2k
2kk!
(
n
2 − k + 1
)
k
− |δ| δn+1
l∑
k=0
δ2k(l − k + 1)2k
2kk!
(
n
2 + 1
)
k+1
. (44)
For any given odd integer n, this is merely a pair of even
polynomials of degree 2l in δ, one multiplying (δ2+2)
p
2+1
and the other multiplying |δ|δp+1.
Turning to the m′ 6= 0 case, these can now be writ-
ten in terms of the m′ = 0 result. Using the definition
for the associated Legendre polynomials in terms of the
Legendre polynomials,
Pml (x) = (−1)m(1− x2)m/2
dm
dxm
Pl(x), (45)
the integral (43) can be integrated by parts m′ times,
resulting in an integral of the form (44) along with a set
of m′ boundary terms. These boundary terms are given
by
m′−1∑
k=0
[
(−1)k d
kρn
dxk
dm
′−k−1
dxm′−k−1
Pl(x)
]x=1
x=−1
, (46)
and are therefore power series in δ of the same kind as in
Eq. (44). The integrals over β then have the same form
as for the m′ = 0 case.
2. Alternative method for evaluating α integrals
An alternative, but equivalent strategy for evaluating
the α integrals, Eq. (42), is based on expressing Wnm(x)
and Pm
′
l (x) as finite polynomials in (1 + x) and (1− x).
For example n = 4 and m = 10, Eq. (41) can be written
as
W410(x) =
3
16
(1 + x)5 − 5
64
(1 + x)6. (47)
Similarly, for m ≥ 0,
Pml (x) =
l∑
p=0
m∑
q=0
clmpq(1 + x)
p+q−m/2
× (1− x)l−p−q+m/2 , (48)
where clmpq are x-independent constants given by
clmpq =
(−1)m+l−p+q
2l
(
l
p
)2(
m
q
)
× (l − p)!
(l − p− q)!
p!
(p−m+ q)! . (49)
Equation (48) can be derived by using the standard rep-
resentation Pl(x) =
1
2l
∑l
p=0
(
l
p
)2
(x−1)l−p(x+1)p in the
formula Pml = (−1)m(1−x2)m/2 d
m
dxmPl(x) and appealing
to the Leibniz rule. The analogue of Eq. (48) for m < 0
follows from P−ml = (−1)m (l−m)!(l+m)!Pml ; but in practice we
need not evaluate the integrals (42) for m′ < 0, since for
real-valued ϕP we have ϕPl,−m′ = (−1)m
′
ϕP∗lm′
Substituting the polynomials (47) and (48) into (42)
yields a sum of integrals of the form Fabn(δ) :=
∫ 1
−1dx (1+
x)a/2(1 − x)b/2(δ2 + 1 − x)n/2, where a, b, n are posi-
tive integers. We write the α integral in Eq. (38) as a
linear combination of these integrals Fabn. Using Wol-
fram Mathematica, we tabulate analytical formulae for
all Fabn that appear in this linear combination for ϕ
P
lm′
to l = 200 and m′ = 10. Each of the tabulated formulae
is a finite polynomial in δ, and once tabulated, these for-
mulae allow us to almost instantaneously evaluate the α
integral.
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3. Integration over β
We next turn to computing the β integrals. The ex-
plicit β-dependent terms in the puncture, Eq. (24), ap-
pear in the form of positive, even powers of sinβ. The
other dependences on β in the integrand appear through
ρ (where they appear as powers of χ = 1− r20Ω2 sin2 β),
through χ itself, and through the factor of e−im
′β from
the spherical harmonic. With this in mind it can read-
ily be shown that odd-m′ modes vanish and all of the
non-vanishing modes are purely real.
Furthermore, following from this structure the net de-
pendence on β has two possible forms. The first term in
Eq. (44) above yields integrals of the form∫ 2pi
0
(
2 +
χ0∆r
2
2r20χ
)n
2 +1
χk/2dβ, (50)
where n is an odd integer. For n = −1 and k = −1 this
can be recognized as a complete elliptic integral of the
third kind, with arguments that depend on ∆r, r0, and Ω
(through χ0). All other values of n and k can be reduced
to this case by integrating by parts a sufficient number of
times. The second type of integral arises from the second
term in Eq. (44). This yields integrands involving χn
with n an integer; their integral is a polynomial involving
r0Ω. Combining these results, we can therefore compute
the integrals over β exactly and analytically (in terms of
elliptic integrals).
In practice we found it sufficiently efficient (and sim-
pler) to evaluate the β integral directly using numerical
integration, rather than manipulting it into elliptic inte-
gral form. In that case, we used the fact that the inte-
grand is symmetric in the sense that∫ 2pi
0
f(β)lm′dβ = 2
∫ pi
0
f(β)lm′dβ (51)
to reduce the computational cost. To compute the inte-
grals we used a C++ code employing a 15-point Gauss-
Kronrod rule.
4. Two-dimension numerical integration
As a check on our methods, we also evaluated Eq. (38)
by computing the double integral entirely numerically.
We used a C++ code employing a 25-point Clenshaw-
Curtis integration rule. As the azimuthal mode number
m′ increases, the β integrals become highly oscillatory,
resulting in loss of accuracy. We found that to improve
the accuracy of our results, it was necessary to split the β
integral, over the range [0, pi], into a sum of m′ separate
integrals, each over the range β ∈ [(i−1)/(m′pi), i/(m′pi)],
where i runs from 1 to m′. In all cases, this fully numer-
ical method agreed with the mixed analytical-numerical
method described above.
-0.00026
-0.00022
-0.00018
-0.00014
-0.00012
S
00
lmax
5
10
15
20
25
30
-0.1 0 0.1
-1.84e-4
-1.8e-4
-1.76e-4
-1.74e-4
-1 -0.75 -0.5 -0.25 0 0.25 0.5 0.75 1
∆r
5e-05
6e-05
7e-05
8e-05
S
00
lmax
2
4
6
8
-0.01 0 0.01
6.55e-05
6.56e-05
6.57e-05
6.58e-05
FIG. 3. Demonstration of rapid convergence of the sum (31)
for S00[ϕ
R, ϕP ] (top panel) and S00[ϕR, ϕR] (bottom panel).
The mode S00 is plotted as a function of ∆r for a range of
values of lmax. Here we use r0 = 10, m
′
max = 10, and all four
orders in the puncture (23).
C. Calculation of Slm[ϕ
R, ϕR] and Slm[ϕR, ϕP ]
After obtaining the modes of ϕP , we implement the
final three steps in the strategy outlined at the end
of Sec. IV A. The results are shown in Fig. 3 for the
monopole modes S00[ϕ
R, ϕP ] and S00[ϕR, ϕR]. We see
that unlike Slm[ϕ
ret, ϕret], Slm[ϕ
R, ϕP ] and Slm[ϕR, ϕR]
both converge rapidly with increasing lmax. On the scale
of the main plot, Slm[ϕ
R, ϕP ] has numerically converged
by lmax = 10 and Slm[ϕ
R, ϕR] by lmax = 6; the insets
show the small changes at larger lmax.
However, to make useful predictions about how our
strategy extends to gravitational fields, we must say more
than that it works; we must say something about how and
when it works. We do this by considering two important
convergence properties of Eq. (31):
1. How quickly do Slm[ϕ
R, ϕP ] and Slm[ϕR, ϕR] con-
verge as m′max →∞?
2. How does the convergence of Slm[ϕ
R, ϕP ] and
Slm[ϕ
R, ϕR] with lmax depend on the order of the
puncture ϕP? More pointedly, how high order must
the puncture be in order to guarantee convergence
with lmax?
The last of these is the most pertinent: as we shall discuss
below, if the puncture is of too low order, then our strat-
egy simply does not work. However, to elucidate that
issue, it will be useful to first determine the convergence
with m′max.
12
1 3 5 7 9
m ′max
1e-18
1e-16
1e-14
1e-12
1e-10
1e-8
1e-6
1e-4
 ∆
S
m
′ m
ax
0
0 2 4 6 8 10
m ′
1e-10
1e-8
1e-6
1e-4
φ
P `m
′
FIG. 4. Influence of m′ modes on Slm. The main plot
shows ∆S
m′max
00 [ϕ
R, ϕR], which is seen to fall off linearly on the
plot’s semilog scale, implying exponential decay with m′max.
The inset shows ϕPlm′ as a function of m
′ for l = 10 (open
blue circles), l = 20 (closed black circles), and l = 30 (open
red triangles). In all cases, the modes decay exponentially
with m′; this behavior carries over to ϕRlm′ and explains the
falloff of ∆S
m′max
lm . To obtain this data we used a fourth-order
puncture, lmax = 30, and ∆r = 10
−4.
1. Convergence with m′max
To assess the rate of convergence with m′max, we intro-
duce the finite difference
∆S
m′max
lm := S
m′max
lm − Sm
′
max−1
lm , (52)
where S
m′max
lm is given by Eq. (31) with ϕ
(1)
lm′ and ϕ
(2)
lm′
set to zero for |m′| > m′max. Concretely, this means
truncating the sum (39) at |m′| = m′max.
Figure 4 displays the quantity ∆S
m′max
00 [ϕ
R, ϕR] as a
function of m′max at a fixed value of lmax and ∆r. On the
semilogarithmic scale of the plot, ∆S
m′max
00 falls linearly,
indicating exponential decay. Although we do not display
it, the behavior of ∆S
m′max
00 [ϕ
R, ϕP ] is identical, and the
behavior is independent of ∆r. Given this rapid decay,
we conclude that in practice, we need include only a small
number of m′ modes; in all other figures in this paper,
we use m′max = 10.
Slm’s rapid convergence with m
′
max is a consequence
of ϕPlm′ ’s rapid falloff with m
′. As shown in the inset of
Fig. 4, this falloff is exponential, like that of ∆S
m′max
lm .
The exponential falloff naturally extends from ϕPlm′ to
ϕRlm′ , since ϕ
ret will never possess worse convergence
properties than ϕP , and from there it extends to the
convergence of the sum (39) and finally to Eq. (31).
We can best understand this behavior, and predict
its extension to the gravity case, by obtaining analyt-
ical estimates of ϕPlm′ ’s falloff. First consider the de-
composition into m′ modes, without the attendant de-
composition into l modes. An m′ mode is defined by
ϕPm′ =
∫ 2pi
0
e−im
′βϕPdβ. For all α 6= 0, we can integrate
by parts p times to express this as
ϕPm′ =
(−i
m′
)p ∫ 2pi
0
e−im
′β∂pβϕ
Pdβ. (53)
Hence,
|ϕPm′ | ≤
C(∆r, α)
|m′|p , (54)
where C(∆r, α) := 2pimaxβ |∂pβϕP | is independent of m′.
Since ϕP is a C∞ function of β at each fixed α 6= 0, pi, the
bound (54) holds for all integers p ≥ 0, and we can see
by induction that ϕPm′ falls faster than any inverse power
of |m′|. This rate is uniform in ∆r for each α 6= 0, pi; it
is not uniform in (∆r, α) because the divergence at the
particle implies supC(∆r, α) =∞.
Now consider the decomposition into lm′ modes, which
we may write as ϕPlm′ = Nlm′
∫ pi
0
ϕPm′P
m′
l (cosα) sinαdα,
where Nlm′ =
√
2l+1
4pi
(l−m′)!
(l+m′)! . Because the the exponen-
tial falloff of ϕm′ is nonuniform, we might worry that it
does not extend to ϕlm′ . However, we can quickly de-
duce that that is not the case. Using the bound [40]
|Nlm′Pm′l | ≤
√
2l+1
8pi and Eq. (53), we have
|ϕPlm′ | ≤
1
|m′|p
√
2l + 1
8pi
∫ pi
0
∫ 2pi
0
|∂pβϕP sinα|dα. (55)
Next we note that ∂pβϕ
P has the same behavior as ϕP :
it is finite except at ∆r = 0, where it diverges as ∼
1/α at small α; the derivatives with respect to β do not
alter this behavior. Hence, the lm′-independent integral∫ pi
0
∫ 2pi
0
|∂pβϕP sinα|dα exists for all integers p ≥ 0, and
we infer by induction that ϕPlm′ falls off faster than any
power of |m′|. Of course, we can only consider large m′ if
l is at least as large. But because the only l dependence
in the bound (55) is the factor
√
2l + 1, this consideration
does not affect our conclusion.
Of course, exponential convergence does not necessar-
ily mean usefully fast convergence. As we have seen, the
falloff of ϕPlm with l is exponentially fast at all points
away from ∆r = 0, but for practical purposes it is slow
for small ∆r. However, that is an artefact of the conver-
gence rate being nonuniform. Crucially, the convergence
with m′max is uniform in ∆r.
The (uniformly) rapid falloff of ∆S
m′max
lm [ϕ
R, ϕP ] and
∆S
m′max
lm [ϕ
R, ϕR] with m′max now follows directly from
the rapid falloff of ϕPlm′ . Because this conclusion relies
only on generic behavior of the puncture, it will also ap-
ply in the gravity case.
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FIG. 5. The impact of the puncture order k on Slm’s
convergence with lmax. ∆S
lmax
00 [ϕ
R, ϕP ] (top panel) and
∆Slmax00 [ϕ
R, ϕR] (bottom) are plotted as functions of lmax.
In both panels, results are shown for k = 1 (red crosses),
k = 2 (blue triangles), k = 3 (solid black circles), and k = 4
(open purple circles) and ∆r = 10−12. The straight lines show
the asymptotic behavior ∝ lpmax of the data. In the top panel,
listed from top to bottom, they are proportional to l0max, l
−1
max,
and l−3max; in the bottom panel, l
−1
max, l
−3
max, and l
−7
max.
2. Convergence with lmax
We now turn to the central issue of the convergence
rate with lmax. To assess that, we examine the finite
difference
∆Slmaxlm := S
lmax
lm − Slmax−1lm , (56)
where Slmaxlm is the partial sum in Eq. (32).
Figure 5 displays ∆Slmax00 [ϕ
R, ϕP ] and ∆Slmax00 [ϕ
R, ϕR]
at a point very near the particle (∆r = 10−12). We see
that when so close to the particle, the sum (31) exhibits
power law convergence. At large enough lmax, this will
morph into exponential convergence, as ϕlm’s slow expo-
nential decay with l eventually takes over. The further
we move from the particle, the less clean the power laws,
and the more quickly the exponential convergence domi-
nates.
The most important aspect of the power laws are
their dependence on the order of the puncture. As we
will discuss below, a subtle competition between power
laws makes determining the true asymptotics nontriv-
ial, and the numerical results can be misleading. Never-
theless, the numerics provide a useful frame for the dis-
cussion. For a kth-order puncture, Fig. 5 suggests that
S00[ϕ
R, ϕR] converges as
∆Slmax00 [ϕ
R, ϕR] ∼

l−1max if k = 1,
l−3max if k = 2,
l−7max if k = 3 or 4;
(57)
we will demonstrate below that for k = 3, this inferred
falloff is incorrect, and that one would have to go to much
larger values of lmax to see the true asymptotic behav-
ior. But the essential facts are unaltered by that: In
order for Slm to converge with lmax, ∆S
lmax
lm must fall
off at least as l−1−pmax with p > 0. Hence, to ensure nu-
merical convergence of S00[ϕ
R, ϕR], we must use at least
a second-order puncture. Although exponential conver-
gence would eventually manifest, in a concrete situation
where we have access to modes up to l = lmax, the ex-
ponential convergence would only assist us at distances
|∆r| ∼ r0 from the particle.
Because ϕP is singular, S00[ϕR, ϕP ] converges more
slowly than S00[ϕ
R, ϕR]. According to Fig. 5,
∆Slmax00 [ϕ
R, ϕP ] ∼

l0max if k = 1,
l−1max if k = 2,
l−3max if k = 3 or 4;
(58)
again, the inferred falloff for k = 3 is incorrect. But
again, we can nevertheless draw the essential conclusions:
Because they are slower than those of Eq. (57), the falloff
rates in Eq. (58) are the ultimate determiner of how high
order our puncture must be. To ensure numerical conver-
gence of S00[ϕ
R, ϕR] + 2S00[ϕR, ϕP ], and hence to allow
our overarching strategy to succeed, we must use at least
a third-order puncture.
All of the behavior we have just described is generic; it
is not particular to the monopole. We now argue, by way
of scaling estimates for arbitrary k, that it also extends to
the gravitational case. As a byproduct of our derivation,
we will also discover, as alluded to above, that the power
laws in Eqs. (57) and (58) are not the true asymptotic
falloffs for k = 3.
First let us continue to focus on S00. We will afterward
generalize to arbitrary lm. Although in practice we use
Eq. (31) to compute Slm, Eq. (37) will be more useful for
our argument. For l = 0, Eq. (30) simplifies to
C000l1m1s1l2m2s2 =
(−1)m1+s1√
4pi
δl1l2 δ
m1−m2δ
s1−s2 , (59)
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where δij is a Kronecker delta. Substituting this into
Eq. (37) and simplifying, we find
S00 =
1√
4pi
∑
lm′
[
∂rϕ
(1)
lm′∂rϕ
(2)∗
lm′ +
l(l + 1)
r2
ϕ
(1)
lm′ϕ
(2)∗
lm′
+
Ω2
4
(µ−lm′ϕ
(1)
l,m′+1 − µ+lm′ϕ(1)l,m′−1)
× (µ−lm′ϕ(2)∗l,m′+1 − µ+lm′ϕ(2)∗l,m′−1)
]
. (60)
Based on the result that ϕlm′ decays exponentially with
m′, we may disregard the sum over m′ for the purpose
of finding the scaling with lmax. We then obtain the
estimate
∆Slmax00 ∼ ∂rϕ(1)lmax0′∂rϕ
(2)
lmax0′ + l
2
maxϕ
(1)
lmax0′ϕ
(2)
lmax0′ . (61)
Note that the t derivatives in the original source sim-
ply contribute to the second term here. They appear in
Eq. (60) as the term proportional to Ω2, the dominant
piece of which is given by 12Ω
2l(l + 1)ϕ
(1)
l0′ ϕ
(2)
l0′ .
We now appeal to standard results for the large-l
behavior of ϕPl0′ and ϕ
R
l0′ [37]. It is well known that
when evaluated on the particle, (a) ∂nr ϕ
P
l0′Yl0′ ∼ ln and
∂nr ϕ
R
l0′Yl0′ ∼ ln−k for a kth-order puncture, and (b)
the odd negative powers of l in ∂nr ϕ
R
l0′Yl0′ identically
vanish. Noting that Yl0′(0, β) ∼ l1/2, we infer that
ϕPl0′ ∼ l−1/2, ∂rϕPl0′ ∼ l1/2, ϕRl0′ ∼ l−5/2−2b
k−1
2 c, and
∂rϕ
R
l0′ ∼ l−1/2−2b
k
2 c, where bsc denotes the largest inte-
ger less than or equal to s. These results hold at ∆r = 0;
at finite ∆r, they transition into exponential decay in
the now familiar manner. Substituting this behavior into
Eq. (61) yields
∆Slmax00 [ϕ
R, ϕR] ∼ l−1−4b k2 cmax + l−3−4b
k−1
2 c
max (62a)
∼ l1−2kmax (62b)
and
∆Slmax00 [ϕ
R, ϕP ] ∼ l−2b k2 cmax + l−1−2b
k−1
2 c
max (63a)
∼ l1−kmax. (63b)
In Eqs. (62a) and (63a), the first term arises from (∂rϕ)
2
and the second arises from (∂tϕ)
2+ 1r2 ∂Aϕ∂
Aϕ; these two
terms alternate in dominance from one k to the next.
To extend our estimates to generic lm modes, we note
that in Eq. (32), when l1 ∼ lmax  l, the triangle in-
equality also enforces l2 ∼ lmax  l. We can then appeal
to the approximation(
l l1 l2
m m1 m2
)
≈ (−1)l2+m2 d
l
m,l2−l1(γ)√
l1 + l2 + 1
∼ 1
l
1/2
max
(64)
for l l1, l2, where cos γ = (m1−m2)/(l1 + l2 +1). This
implies
Clmsl1m′s1l2m2s2 ∼ l0max. (65)
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FIG. 6. Comparison of two contributions to ∆Slmax00 [ϕ
R, ϕP ]
(top panel) and ∆Slmax00 [ϕ
R, ϕR] (bottom), using the same
parameters as in Fig. 5. Red symbols represent the contri-
bution from ∂rϕ
(1)∂rϕ
(2) in Eq. (26), and blue symbols, the
contribution from ∂tϕ
(1)∂tϕ
(2) + 1
r2
ΩAB∂Aϕ
(1)∂Bϕ
(2). For
the red symbols, crosses correspond to k = 1, solid triangles
to k = 2 and k = 3, and open circles to k = 4; for the blue
symbols, open triangles correspond to k = 1 and k = 2, and
solid circles to k = 3 and k = 4. The reference lines are pro-
portional to l0max, l
−1
max, l
−2
max, l
−3
max, and l
−4
max in the top panel,
and to l−1max, l
−3
max, l
−5
max, l
−7
max, and l
−9
max in the bottom panel.
For k = 1, the dominant contribution comes from the red
crosses; for k = 2, the open blue triangles; for k = 4, the solid
blue circles. For k = 3, the dominant contribution appears
to come from the solid blue circles, but because the solid red
triangles are falling more slowly, they will eventually become
dominant at sufficiently large lmax.
Given this, we can apply the same arguments as above
and find the same scaling estimates: ∆Slmaxlm [ϕ
R, ϕR] ∼
l1−2kmax and ∆S
lmax
lm [ϕ
R, ϕP ] ∼ l1−kmax. From this, we again
conclude that at least a third-order puncture is needed
to ensure convergence.
We now return to the numerically determined scalings
in Eqs. (57) and (58). Comparing them to Eqs. (62b) and
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(63b), we see that the numerical estimates agree with the
analytical ones except in the case of k = 3, as mentioned
previously. This discrepancy stems from Eqs. (62a) and
(63a). There we see that for a given k, two power laws
compete for dominance. In practice, we find that the
coefficients of these power laws can dramatically differ.
Let us focus on ∆Slmax00 [ϕ
R, ϕR] for concreteness. For
k = 3, the dominant power in Eq. (62a) is l−5max, and it
arises from (∂rϕ)
2; the subdominant power is l−7max, and it
arises from (∂tϕ)
2+ 1r2 ∂Aϕ∂
Aϕ. In our numerical results,
we only see the latter, subdominant behavior. Why?
Because it comes with an enormously larger numerical
coefficient. This is demonstrated in Fig. 6, which plots
the contributions from (∂rϕ)
2 and (∂tϕ)
2 + 1r2 ∂Aϕ∂
Aϕ
separately. Each of the separate terms is in agree-
ment with Eqs. (62a) and (63a), but we see that for
k = 3, ∆[(∂rϕ)
2]lmax00 is hugely suppressed relative to
∆[(∂tϕ)
2 + 1r2 ∂Aϕ∂
Aϕ]lmax00 , even though ∆[(∂rϕ)
2]lmax00 is
decaying more slowly. In fact, by fitting the curves, we
can estimate that for k = 3 and r0 = 10, the true asymp-
totic behavior would only become numerically apparent
at lmax > 450.
This competition between terms appears to be a ro-
bust feature of the model: numerical investigations show
that it is independent of l and m and largely independent
of r0, though it subsides at smaller values of r0. Further-
more, the underlying cause is not confined to k = 3, as
we find that the coefficients of various powers of 1/lmax
in ∆Slmaxlm often differ by factors of 10
4 or more. Indeed,
this is true not just in ∆Slmaxlm , but also within the in-
dividual contributions ∆[(∂rϕ)
2]lmaxlm , ∆[(∂tϕ)
2]lmaxlm , and
1
r2 [∂Aϕ∂
Aϕ]lmaxlm . We have no reason to believe that this
is particular to our model. Wildly disparate coefficients
of the powers of 1/lmax could very well occur in the grav-
itational case as well. Because of this, in principle, one
might encounter a situation in which one’s numerical re-
sults had appeared to converge, when in fact a divergent
power of 1/lmax was still waiting to emerge at larger lmax.
One can only eliminate this possibility by appealing to
analytical estimates of the sort in Eqs. (62b) and (63b).
With this additional impetus, we now extend our es-
timates to the gravitational case. Because δ2Gilm has
the same form as Slm, and because h
1R
ilm′ and h
1P
ilm′ have
the same behavior as ϕPlm′ and ϕ
R
lm′ , similar estimates
will apply. The only difference between the two cases is
that δ2G contains terms of the form h∂2h and terms that
mix t, r, θA derivatives. Assume we can account for these
changes by adopting a generic form
∆δ2Glmaxilm ∼ ∂rhjlmax0′∂rhklmax0′ + lmax2hjlmax0′hklmax0′
+ lmaxhjlmax0′∂rhklmax0′
+ hjlmax0′∂
2
rhklmax0′ (66)
in place of Eq. (61). Using ∂2rh
P
il0′ ∼ l3/2, ∂2rhRil0′ ∼ l1/2
for k = 1, ∂2rh
R
il0′ ∼ l−1/2−2b
k−1
2 c for k > 1, and the
scalings given above for the lower derivatives, we find that
∆δ2Glmaxilm [h
R, hP ] ∼ lmax1−k and ∆δ2Glmaxilm [hR, hR] ∼
lmax
−k−2b k−12 c. The first of these convergence rates is the
slower of the two, and it is identical to the scalar model.
Therefore, we conclude that like in the scalar model, for
our strategy to be effective in the gravitational case, it
requires at least a third-order puncture h1Pµν .
V. COMPUTING Slm[ϕ
P , ϕP ]
The only term that remains to be computed in Eq. (10)
is Slm[ϕ
P , ϕP ]. As we described in the outline of our
strategy, we calculate the modes of Slm[ϕ
P , ϕP ] by sub-
stituting the 4D expression (40) into the 4D expression
for S and then integrating against spherical harmonics
to obtain the modes.
More precisely, our procedure is summarized by the
following four steps:
1. Begin with the puncture field (40) in the rotated
coordinates αA
′
.
2. Construct the 4D expression S[ϕP , ϕP ] in αA
′
co-
ordinates using Eq. (33).
3. Decompose S[ϕP , ϕP ] into lm′ modes Slm′ [ϕP , ϕP ]
by evaluating the integrals (34).
4. Use Eq. (39) to obtain the lm modes Slm[ϕ
P , ϕP ].
The nontrivial step in this procedure is the evaluation
of the integrals (34). We perform that evaluation in the
same manner as we did the integrals in Sec. IV B. Again
we use two independent methods of evaluation: fully nu-
merical and mixed analytical-numerical. The only new
features of the integrals is that the integrand now con-
tains explicit factors of sinα and cosα as well as higher
powers, and even powers, of ρ in their denominator. Be-
cause Eq. (44) is defined only for odd n, the method de-
scribed in Sec. IV B 1 is not immediately applicable; an
even-n analog of Eq. (44) would be required. However,
the even powers of n are readily handled by the methods
described in Secs. IV B 2 and IV B 4.
After performing the integrals, we arrive at our
promised result displayed in Fig. 2. There we see that
near the particle, where Slm[ϕ
ret, ϕret] converges too
slowly with lmax to see any singularity at ∆r = 0,
our computed Slm correctly behaves as 1/(∆r)
2. Fur-
ther from the particle, where Slm[ϕ
ret, ϕret] rapidly con-
verges with lmax, our computed Slm correctly recovers
Slm[ϕ
ret, ϕret].
VI. CONCLUSION
We have now demonstrated that our strategy success-
fully circumvents the problem of slow convergence de-
scribed in the introduction. This success is encapsulated
by Fig. 2.
The core tools in our strategy are adopted from mode-
sum regularization and effective-source schemes, but our
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analysis has highlighted several unforeseen complications
in applying these standard methods. Specifically, we have
found that notable intricacies arise in computing mode
decompositions in rotated coordinates that place the par-
ticle at the north pole. Traditionally, the time depen-
dence of the rotation could be treated cavalierly, but in
the calculations described here, it must be handled with
care; traditionally, only one azimuthal mode (or a spe-
cific few [31, 32]) are required in the rotated coordinates,
but here a significant number must be computed; and
traditionally, the relevant Legendre integrals can often
be simplified by analyzing them in the limit r → r0, but
here they must be evaluated exactly in some finite range
of r around r0.
Although our implementation has been in a simple
scalar toy model, our strategy and computational tools
are not in any way specific to that model, and they can be
applied directly to the physically relevant gravitational
problem. For example, for a particle in a Schwarzschild
background, the steps involved in that calculation are as
follows:
1. Begin with two ingredients:
(a) numerically computed tensor-harmonic modes
h1ilm of the first-order retarded field in the un-
rotated coordinates (t, r, θA),
(b) a 4D expression for the puncture h1Pµν in the
rotated coordinates (t, r, αA
′
).
For a given numerical accuracy target, the higher
the order of the puncture, the fewer modes h1ilm
are required; correspondingly, the more modes of
h1ilm are computed, the lower the necessary order
of the puncture. However, following the discussion
in Sec. IV C, the puncture must be of at least third
order (counting the leading, one-over-distance term
as first order).
2. Using the coupling formula (6), given explicitly in
Ref. [30], compute the modes δ2Gilm[h
1, h1]. They
should be computed over the entire numerical do-
main except in a region R = [r0− a, r0 + b] around
the particle, choosing R such that it contains all
points at which the sums in Eq. (6) fail to numeri-
cally converge.
3. In the region R, compute the tensor-harmonic
modes h1Pilm′ in the rotated system and then use
Wigner D matrices to obtain the modes h1Pilm in the
unrotated system, as described in Sec. IV B. From
the result, compute the modes h1Rilm = h
1
ilm − h1Pilm
of the residual field.
4. Using the coupling formula (6), compute the modes
δ2Gilm[h
1P , h1R] and δ2Gilm[h1R, h1R] in R.
5. Following the treatment of time derivatives in the
Appendix, express δ2Gµν [h
1P , h1P ] in the rotated
coordinates (t, r, αA
′
). In R, compute the modes
δ2Gilm[h
1P , h1P ] in the same manner that one com-
puted h1Pilm.
6. Sum the results δ2Gilm[h
1P , h1P ] +
2δ2Gilm[h
1P , h1R] + δ2Gilm[h1R, h1R] to obtain
the complete δ2Gilm in the region R. Combined
with the result from step 2, this provides δ2Gilm
everywhere in the numerical domain.
This general procedure would also apply to any other
nonlinear perturbative problem containing localized sin-
gularities, so long as (i) one wished to decompose the
problem into harmonics (or some set of orthogonal
polynomials) and (ii) one had access to a local, non-
decomposed approximation to the singularity.
We recently reported [36] how the strategy presented
here has been combined with those developed in Refs. [29,
31, 32] to compute second-order self-force effects on qua-
sicircular orbits in Schwarzschild spacetime. A future
paper will describe that calculation in detail.
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Appendix A: Rotations
In Sec. V, we require a 4D representation of S =
tµν∂µϕ
P
1 ∂νϕ
P
1 , given only the expression (23) for ϕ
P
1 ,
an expression written in a coordinate system in which
the particle is instantaneously at the north pole. This is
nontrivial because there is no explicit time dependence
in Eq. (23),2 making it unclear how to evaluate the t
derivatives in S. Here we consider two ways of tackling
this problem: via a time-dependent rotation and via a
one-parameter family of rotations. We will refer to the
first as the 4D method, the second as the 2D method. To
assist the discussion, we split the unrotated coordinates
into xµ = (xa, θA), where xa = (t, r) and θA = (θ, φ),
thereby splitting the manifold into the Cartesian prod-
uct M2 × S2, where M2 is the xa plane and S2 is the
unit sphere.
2 This fact is specific to circular orbits. For noncircular orbits, even
in these rotated coordinates, ϕP1 would depend on time through
its dependence on the orbital radius rp(t).
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In the first approach, we would use a 4D coordinate
transformation xµ → xµ′ = (xa′ , αA′) given by xa′ = xa
and αA
′
= αA
′
(θA, t), where αA
′
= (α, β), such that at
each fixed t, the transformation would be a 2D rotation
that placed the particle at the north pole. In this case, all
tensors would transform in the usual 4D way, including
tensors tangent M2; the transformation mixes M2 with
S2. For example, for a dual vector wµ we would have
wt → wt′ = wt + θ˙AwA, wr → wr′ = wr, and wA →
wA′ = Ω
A
A′wA, where
θ˙A :=
∂θA
∂t′
, (A1)
ΩAA′ :=
∂θA
∂αA′
. (A2)
In the coordinates xµ
′
, the particle would be perma-
nently at the north pole, with four-velocity ua
′
= ua and
uA
′
= 0. [Since the coordinates are singular at the par-
ticle’s position at the north pole, uA
′
is not strictly well
defined. But if we introduce local Cartesian coordinates
xi
′
= (r0α cosβ, r0α sinβ), then we can establish u
i′ = 0,
allowing us to freely set uA
′
= 0.] In this method, all
components would be expressed in the primed coordinate
system, meaning the only time derivatives appearing in
S would be ∂t′φ
P
1 . For circular orbits, these derivatives
would trivially vanish because φP1 contains no explicit
dependence on t′; the t dependence would be entirely
encoded in the transformation law’s dependence on θ˙A.
Although the 4D method is practicable, we henceforth
adopt the second, 2D method, for reasons described be-
low. In this approach, instead of a 4D coordinate trans-
formation, we consider a different 2D rotation at each in-
stant of t. We may write this as αA
′
t = α
A′(θA, t). This is
superficially the same as the 4D method, but the time at
which the rotation is performed is now a parameter of the
rotation rather than a coordinate, and for each value of
the parameter, we have a different coordinate system; for
example, if the rotation is performed at time t0, it induces
a coordinate system (t, r, αA
′
t0 ). Because the transforma-
tion is restricted to S2, tensors tangent toM2 transform
as scalars and those tangent to S2 transform as tensors
on S2: for the same dual vector wµ mentioned above, we
now have wa → wa and wA → wA′ = ΩAA′wA. Unlike
in the 4D method, where the particle was permanently
at the north pole, here it is only there at the particular
instant at which the rotation is performed, with an in-
stantaneous four-velocity (ua, uA
′
) = (ua, uφ, 0) at that
time. [As above, this value of uA
′
comes from consider-
ation of the locally Cartesian components, which can be
established to be ui
′
= (r0u
φ, 0).] Time derivatives in
this method are evaluated as derivatives with respect to
the parameter t: ∂tφ
P
1 = α˙
A′∂A′φ
P
1 , where
α˙A
′
:=
∂αA
′
∂t
= −ΩA′Aθ˙A. (A3)
Here ΩA
′
A :=
∂θA
′
∂θA
= (ΩAA′)
−1 = ΩA
′B′ΩABΩ
B
B′ , and
the second equality in Eq. (A3) follows from the implicit
function theorem.
In our toy model, the above two methods both lead to
the result
S = (∂rϕ
P )2 + (r−2ΩA
′B′ + α˙A
′
α˙B
′
)∂A′ϕ
P∂B′ϕ
P . (A4)
However, in gravity the two methods would lead to quite
different calculations when performing decompositions
into tensor harmonics. Furthermore, only the 2D method
is immediately applicable to the decomposition strategy
of Ref. [32].3 Hence, the 2D method is preferred here.
All of the above is fairly general. When we specialize
to our particular case of circular orbits with frequency Ω,
the transformation is given by
θ = arccos(sinα sinβ), (A5)
φ = arccos{cosα/ sin[arccos(sinα sinβ)]}+ Ωt, (A6)
which implies (ua, uA
′
) = ut(1, 0,Ω, 0) and
θ˙A = (0,Ω), (A7)
α˙A
′
= Ω(− cosβ, cotα sinβ). (A8)
The final expression for S, used in our computations in
Sec. V, is given by Eq. (A4) with Eq. (A8).
3 To see this, consider δ2Gµν [h1P , h1P ]. In the strategy used in
Ref. [32], as in our 2D method described here, a quantity such as
δ2Gtt is treated as a scalar, that scalar is then written in terms
of the coordinates αA
′
, and it is decomposed into scalar harmon-
ics by integrating against Ylm(α
A′ ). Contrary to this, in the 4D
method, the scalar-harmonic decomposition of δ2Gtt would be
constructed from the scalar, vector, and tensor-harmonic decom-
positions of δ2Gt′t′ , δ
2Gt′A′ , and δ
2GA′B′ , using the transfor-
mation δ2Gtt = δ2Gt′t′ + 2α˙
A′δ2Gt′A′ + α˙
A′ α˙B
′
δ2GA′B′ .
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