Abstract. We shall discuss some recent results concerning Stanilov-TsankovVidev theory, conformal Osserman geometry, and Walker geometry which relate algebraic properties of the curvature operator to the underlying geometry of the manifold.
Introduction
In this article we shall survey just a few of the many recent developments in Differential Geometry which relate algebraic properties of various operators naturally associated with the curvature of a pseudo-Riemannian manifold to the underlying geometric properties of the manifolds involved.
We introduce the following notational conventions. Let M = (M, g) be a pseudoRiemannian manifold of signature (p, q) and dimension m = p + q. We say that M is Riemannian if p = 0, i.e. if g is positive definite. We say that M is Lorentzian if p = 1. Let Definition 1.1. Let M be a pseudo-Riemannian manifold.
(1) M is pointwise Osserman if J has constant eigenvalues on S + P (M) and on S − P (M) for every P ∈ M . (2) M is pointwise conformally Osserman if J W has constant eigenvalues on S + P (M) and on S − P (M) for every P ∈ M . We refer to [16] for a more complete discussion of Osserman geometry as that lies beyond the scope of our present endeavors.
Similarly, motivated by the seminal papers of Stanilov and Videv [26] , of Tsankov [27] , and of Videv [28] one studies the commutativity properties of these operators: In this brief note, we survey some recent results concerning these concepts; we refer to [16, 17, 18] for a discussion of some previous results in this area.
Our first task is to pass to the algebraic setting. Definition 1.3. Let ·, · be a non-degenerate bilinear form of signature (p, q) on a finite dimensional real vector space V . Let R ∈ ⊗ 4 V * be a 4-tensor. We say that M = (V, ·, · , R) is a model and that R is an algebraic curvature tensor if R satisfies the usual curvature identities for all x, y, z, and w:
R(x, y, z, w) = −R(y, x, z, w) = R(z, w, x, y), R(x, y, z, w) + R(y, z, x, w) + R(z, x, y, w) = 0 .
The associated algebraic curvature operator R is then defined by using the inner product to raise indices; this skew-symmetric operator is characterized by the identity:
R(x, y)z, w = R(x, y, z, w) . If P is a point of a pseudo-Riemannian manifold M, then the associated model is defined by M(M, P ) := (T P M, g P , R P ) .
We note that every model M is geometrically realizable; this means that given M, there is (M, P ) so M(M, P ) is isomorphic to M -see, for example, the discussion in [17] . One has the following examples of algebraic curvature tensors.
Example 1.4.
(1) If ψ is self-adjoint with respect to ·, · , one defines an algebraic curvature tensor R ψ (x, y, z, w) = ψx, w ψy, z − ψx, z ψy, w .
Taking ψ = id and rescaling yields the algebraic curvature tensor of constant sectional curvature c:
One says that a model M or a pseudo-Riemannian manifold M has constant sectional curvature c if R = R c for some constant c. (2) If φ is skew-adjoint with respect to ·, · , one defines an algebraic curvature tensor R φ (x, y, z, w) = φy, z φx, w − φx, z φy, w − 2 φx, y φz, w .
Remark 1.5. The space of algebraic curvature tensors is generated as a linear space by the tensors given in Example 1.4 (1) or in Example 1.4 (2) [13]
; we also refer to [12] .
Our first result is the equivalence of conditions (1) and (2) and of (4) and (5) (
Here is a brief outline to the remainder of this article. In Section 2, we study Jacobi-Tsankov models and manifolds. In Section 3, we study skew-Tsankov models and manifolds. In Section 4, we study Jacobi-Videv models and manifolds. In Section 5, we recall some general results concerning conformal Osserman geometry. In Section 6, we study these concepts in the context of Walker manifolds of signature (2,2).
Jacobi-Tsankov models and manifolds
We first turn to the Riemannian setting in the following result [9] :
Proof. We can sketch the proof as follows. Since {J (x)} x∈V form a family of commuting self-adjoint operators, we can simultaneously diagonalize these operators
Since O is dense and λ(·) is continuous, λ(x) = 0 for all x so J (x) = 0 for all x; the usual curvature symmetries now imply the full curvature tensor R vanishes. One has the following classification result [9] ; we also refer to a related result [27] if M is a hypersurface in R m+1 .
Theorem 2.3. 
Definition 2.4. We say that a model M or a pseudo-Riemannian manifold
for all x and y.
We say that M or M is orthogonally conformally Jacobi-Tsankov if one has that
for all vectors x and y with x ⊥ y.
Remark 2.5. These are conformal notions -if M is conformally equivalent to M 1 , then M is conformally Jacobi-Tsankov (resp orthogonally conformally JacobiTsankov) if and only if M 1 is conformally Jacobi Tsankov (resp. orthogonally conformally Jacobi-Tsankov). We refer to [3] for further details.
We have the following useful result: Proof. Let W be the associated Weyl conformal curvature operator. Then W is an algebraic curvature tensor which is orthogonally-Jacobi Tsankov. Thus Theorem 2.3 yields either that W = cR id or that W = cR Θ . Since the scalar curvature defined by the tensors R id and R Θ is non-zero, we may conclude c = 0.
There are non-trivial examples of Jacobi-Tsankov manifolds and models in the higher signature setting.
Definition 2.7. We say that a model M = (V, ·, · , R) is indecomposable if there is no non-trivial orthogonal decomposition
We refer to [7] for the proof of the following result: Adopt the notation of Example 1.4 (2) to define R φi . Then
is not Jacobi-Tsankov but satisfies J (x) 2 = 0 for all x.
We have the following example [7] that shows that the structure of Theorem 2.8 (3a) is geometrically realizable:
The restriction in Theorem 2.8 that dim(V ) < 14 is essential. We have the following [7] :
; R α2,α1,α1,β2,1 = R α3,α1,α1,β3,1 = R α3,α2,α2,β3,2 = 1 R α1,α2,α2,β1,2 = R α1,α3,α3,β1,1 = R α2,α3,α3,β2,2 = 1, R α1,α2,α3,β4,1 = R α1,α3,α2,β4,1 = R α2,α3,α1,β4,2 = R α2,α1,α3,β4,2 = − 
Then M has model M 6,8 and M is locally symmetric if and only if a 1,1 + a 2,2 + a 3,1 a 3,2 = 2, 3a 2,1 + 3a 3,1 + 3a 1,2 a 1,1 = 4, 3a 1,2 + 3a 3,2 + 3a 2,1 a 2,2 = 4.
We note that the relations of Example 2.12 have non-trivial solutions. One may take, for example, a 1,1 = a 2,2 = 1, a 1,2 = a 2,1 =
Skew-Tsankov models and manifolds
Riemannian skew-Tsankov models are completely classified [8] :
Proof. One has that {R(ξ, η)} ξ,η∈V is a collection of commuting skew-adjoint endomorphisms. As the inner product is definite, there exists an orthonormal decomposition of V so that each endomorphism R(ξ, η) decomposes as a direct sum of 2 × 2 blocks 0 a(ξ, η) −a(ξ, η) 0 .
The desired result then follows from the curvature symmetries.
The situation in the geometric context is less clear. We refer to [8] for the following 3-dimensional and 4-dimensional examples which generalize previous examples found in [27] . We say that M is an irreducible Riemannian manifold if there is no local product decomposition. In the higher signature setting, we note that Example 2.10 provides examples of neutral signature pseudo-Riemannian manifolds with R(x, y)R(z, w) = 0 for all x, y, z, w. There are, however, less trivial examples.
N . Then one has that M := (M, g M ) is an irreducible skew-Tsankov manifold with
τ M = t −2 (τ N − 1). (2) Let (x 1 , x 2 , x 3 , x 4 ) be the usual coordinates on R 4 . Let M β = (R 4 , g) where ds 2 = x 2 3 dx 2 1 +(x 3 +βx 4 ) 2 dx
Definition 3.3. We say M is 3-skew nilpotent if
(1) There exist ξ i with R(ξ 1 , ξ 2 )R(ξ 3 , ξ 4 ) = 0 and (2) For all ξ i , one has R(ξ 1 , ξ 2 )R(ξ 3 , ξ 4 )R(ξ 5 , ξ 6 ) = 0.
We refer to [14] for the proof of: 
Then M is skew-Tsankov and 3-skew nilpotent; it need not be Jacobi-Tsankov.
Jacobi-Videv models and manifolds
One says M is Einstein if ρ is a scalar multiple of the identity. More generally:
Definition 4.1. One says M is pseudo-Einstein if ρ either has a single real eigenvalue λ or has exactly two eigenvalues which are complex conjugate µ andμ.

It is immediate that pseudo-Einstein implies Einstein in the Riemannian setting as ρ is diagonalizable if the metric is positive definite.
We refer to [19] for the proof of the following result; see also [22] for related work in the 4-dimensional context. Proof. Let m := dim(V ). Let λ ∈ C have non-negative real part. Set
We then have the Jordan decomposition V = ⊕ λ V λ as an orthogonal direct sum of generalized eigenspaces of ρ. Since J (x) preserves this decomposition, it follows that J = ⊕ λ J λ . The curvature symmetries then imply that R = ⊕ λ R λ . Since M is assumed indecomposable, there is only one V λ = {0} and thus M is pseudoEinstein.
This yields, in the Riemannian setting, that an indecomposable model is JacobiVidev if and only if it is Einstein. The condition that M is pseudo-Einstein does not, however, imply that M is Jacobi-Videv in the higher signature setting as the following [20] shows:
Then M is a homogeneous Lorentz manifold. Furthermore, M is pseudo-Einstein with Rank(ρ) = 2, Rank(ρ 2 ) = 1, and Rank(ρ
We also have [20] Example 4.4. Let {x 1 , x 2 , x 3 , x 4 } be coordinates on R 4 . Let M = (R 4 , g) where 
yields a local symmetric space of signature (2, 2) which is Einstein. This manifold is Jacobi-Videv and skew-Tsankov. It is neither Jacobi-Tsankov, Osserman, nor conformal Osserman.
We can give a general ansatz which constructs such examples in the algebraic setting; we do not know if these examples are geometrically realizable in general: Example 4.6. Let M = (V, (·, ·), R) be a model. We complexify and let
We extend (·, ·) and R to be complex multi-linear. Let {e i } be an orthonormal basis for V . Let {e , e j , e k , e l ) . We refer to [20] for the proof of the following result: 
The operator J (π) is independent of the particular orthonormal basis chosen; we refer to [21, 24, 25] for a further discussion of this operator. If π = V , then J (π) = ρ. If π = Span(x) where x is a unit spacelike vector, then J (π) = J (x). Thus J (π) can be thought of as interpolating between the Jacobi operator and the Ricci operator. (
Conformal Osserman geometry
We refer to [1, 3] for the proof of the following result: 
Walker Geometry
One says M is a Walker manifold of signature (2, 2) if it admits a parallel totally isotropic 2-plane field; this implies [29, 30] that locally M is isometric to a metric on R 4 with
, ∂ x4 ) = g 44 . The geometry of Walker manifolds with g 34 = 0 has been studied in [11] . We impose a different condition by setting g 33 = g 44 = 0 so the non-zero components of the metric are given by:
By Theorem 5.2, M is conformally Osserman if and only if M is either self-dual or anti-self-dual. One has [5] that:
) where g is given by Equation (6.a).
(1) M is self-dual if and only if
We refer to [4] for the following results:
(1) The following conditions are equivalent:
The following conditions are equivalent:
A feature of these examples is that the warping functions are affine functions of x 1 and x 2 . We return to the general setting of Walker signature (2, 2) geometry. Let ∇ be a torsion free connection on a 2-dimensional manifold N . Let (x 3 , x 4 ) be local coordinates on N . We expand
to define the Christoffel symbols of ∇. Let ω = x 1 dx 3 + x 2 dx 4 ∈ T * N ; (x 1 , x 2 ) are the dual fiber coordinates. Let ξ = ξ ij (x 3 , x 4 ) ∈ C ∞ (S 2 (T * N )) be an auxiliary symmetric bilinear form. 1 ET. AL. Definition 6.3. The deformed Riemannian extension is the Walker metric on T * N defined by setting [15] g(∂ x1 , ∂ x3 ) = g(∂ x2 , ∂ x4 ) = 1, g(∂ x3 , ∂ x3 ) = −2x 1 Γ 33 3 (x 3 , x 4 ) − 2x 2 Γ 33 4 (x 3 , x 4 ) + ξ 33 (x 3 , x 4 ), g(∂ x3 , ∂ x4 ) = −2x 1 Γ 34 3 (x 3 , x 4 ) − 2x 2 Γ 34 4 (x 3 , x 4 ) + ξ 34 (x 3 , x 4 ), g(∂ x4 , ∂ x4 ) = −2x 1 Γ 44 3 (x 3 , x 4 ) − 2x 2 Γ 44 4 (x 3 , x 4 ) + ξ 44 (x 4 , x 4 ) . We refer to [4] for the proof of the following result: 
