Discrete event systems are presented as a powerful framework for a large number of robot control tasks. This paper presents a general description of the discrete event modelling and control synthesis for robot manipulation. Additionally, methods for the e ective monitoring of the process based on the detection and identi cation of discrete events are given. The e ectiveness and versatility of the approach are demonstrated through a wide variety of experiments. Applications are demonstrated in assembly, on-line training of robots, advanced perception capabilities, human-robot shared control, and the understanding of human manipulation skills.
Introduction and Motivation
A signi cant issue in robotics and automated systems is the increased level of complexity competing against the need for simple systems for technology transfer to practical settings. The decision making and intelligent control of robotic tasks are becoming less and less tractable, and so less appealing to those unfamiliar with the technology. Additionally, process monitoring using signal processing and sensory perception techniques further mysti es the process of robot control. Strong need exists for a framework which simpli es both the control and monitoring elements of robotics, yet is powerful enough to address complicated tasks such as assembly.
This work demonstrates the use of hybrid dynamic systems to simplify the monitoring, control, interfacing and analysis of constrained manipulation tasks. The overall strategy uses a discrete event system
This work has been supported in part by the Australian Research Council, Large Grants Program. framework providing a method for describing complex processes in a simple, yet formal, manner. Each discrete state encodes a continuous control law or decision maker. In this way, the complexity of control is simpli ed and tractable. Additionally, the process is monitored through the recognition of the discrete events, when the dynamics of the sensing signal is strongest, reducing the need for detailed discrete state monitoring. Moreover, the formal description enables performance analysis and veri cation through a variety of techniques.
Intuitively, a hybrid dynamic system consists of a discrete event system (DES) interacting with a continuous-time system. Usually, the discrete event system is a decision maker or controller and operates at an abstract level. The continuous-time system, therefore, is the actual plant executing the decisions of the DES. For our purposes, the continuous-time system will be the robot manipulator and its continuous controller. By contrast, then, the discrete event system will be a higher-level, abstract decisionmaker which issues commands to the continuous-time system.
Hybrid dynamic systems have been used in wideranging applications, most notably in manufacturing systems and network protocols. For example , 12] use Petri nets for the hierarchical analysis of manufacturing systems and 9] develops optimal dispatching policies for elevator control systems using hybrid dynamic systems. Most of the research work in the area has been concerned with developing and proving control-theoretic ideas for speci c classes of systems. Stiver and Antsaklis 33] and Gollu and Varaiya 13] have given general formulations for the modelling and analysis of hybrid dynamic systems. As well, Brockett 7] develops a general basis for the modelling of a wide range of motion control systems using hybrid dynamics. Several authors 19, 28, 32] have developed a number of techniques for the synthesis of hybrid dynamic controllers. It is on the strength of this, and other research, that we apply hybrid dynamic systems theory to the problem of robotic manipulation.
In this paper, we rst present the hybrid dynamic modelling of robotic manipulation tasks. The modelling framework sets the foundation for the process monitoring and control of the tasks. Both the monitoring and the control take advantage of the discrete event structure to simplify the process. Experimental results are then given of the basic operation of the system.
One of the de ciencies in the literature is the application of hybrid dynamic systems to physical systems. As such, several constraints relevant to practical implementation are overlooked. In our research, we have concentrated on implementation to physical systems to address this imbalance. As such, we present results for the on-line training of assembly lines using task-level adaptive control; for the control of advanced sensory perception; for the sharing of control between a human operator and an otherwise autonomous system; and for the acquisition of human skill. Each of these examples takes signi cant advantage from the hybrid dynamic systems framework.
Discrete Event Modelling of Constrained Manipulation
We will consider a constrained motion system which involves the motion of a polyhedral workpiece with possible constraints introduced by contact between the workpiece and a xed polyhedral environment. Systems of this type are typical of assembly processes. In a previous work, McCarragher 25] demonstrates that all possible states of contact between two polyhedral parts in Cartesian space can be described as combinations of edge-edge and surface-vertex contacts. Hybrid dynamic modelling is particularly appropriate for assembly processes as there are a small number of possible contact con gurations and, hence, we can dramatically reduce the complexity of the continuous time process by abstracting to a higher level. We will consider a speci c case of a hybrid dynamic system, consisting of a discrete event controller interfaced to a constrained motion system involving two polyhedral parts (as discussed above). The structure of the adopted hybrid dynamic model is as shown in Figure 1 . The system consists of three parts, which are the continuous time plant, the discrete event controller, and the interface. Each component is detailed below, with the description tailored to the restricted constrained motion systems that we consider. Mathematically, the continuous time plant will be de ned by a set of di erential equations describing the motion of the workpiece. The discrete event controller is modelled as an automaton describing task-level decision making, whereas the interface serves as the communication between the continuous manipulation process and the decision maker. In many cases the continuous plant and the interface are combined and described using one discrete event model 13].
The Continuous-Time System
Consider the general motion control of an object or workpiece. The equation of motion of the workpiece in free-space is given generally as _ x(t) = f (x(t); u(t)) (1) where x(t) is the continuous time state vector, and u(t) is the input vector. As the workpiece interacts with an inertially xed environment, the free-space dynamics of (1) become constrained. For each edgeedge or surface-vertex contact, this constraint may be written as g j (x(t)) = 0 (2) where g j is the constraint equation for the j th edgeedge or surface-vertex contact. Distance functions are ideal candidates for g j (e.g. the shortest distance between a surface and vertex). Note, equation (2) is only valid when the j th edge-edge or surface-vertex pair is actually in contact.
The Discrete Event System
The continuous time plant is controlled by a task-level, discrete event controller modelled as an automaton. The automaton is a quintuple, (S; E; C; ; ), where S is the nite set of states, E is the set of plant events, C is the set of controller events, : S E ! S is the state transition function, and : S ! C is the output function. Each state in S, denoted i , identi es a distinct state of contact between the workpiece and the environment. For this paper, the states will be taken as the possible combinations of edge-edge and surface-vertex contact as discussed above. Each controller event in C, denoted v k , is generated by the discrete event controller, whereas each plant event in E, denoted k , is generated by the conditions in the continuous plant. For our purposes, plant events are generated when the continuous-time system changes contact state. Thus, the de nition of each event includes the edge-edge or surface-vertex pair involved and the type of contact state change. The contact state changes are loss of contact, gain of contact, and over-force. The overforce condition occurs when the system attempts to move the workpiece through the environment.
The dynamics of the discrete event controller are given generally by k+1 = ( k ; k ) system is x, whereas is the state variable of the discrete event system and is dependent on x.
The Interface
The interface is responsible for the communication between the plant and the controller, since these components cannot communicate directly due to the different types of signals being used. The interface consists of two maps and . The rst map converts each controller event into a plant input as follows
where v k is the most recent controller event before time t. We require that u(t) be a piecewise constant plant input with possible discontinuities only when controller events occur. For synthesis purposes it is often easier to combine the control equations (4) and (5) such that the control input is directly a function of the discrete state u(t) = ( ( k )) t k t < t k+1 (6) The second map converts the state space of the plant into the set of plant events.
where the vector z is an observer and consists of the variables being used by the process monitor to observe the state of the plant. For example, in the planar case with force and changes in force being the variables of interest, z(t) = F x (t); F y (t); _ F x (t); _ F y (t)] T , where F x and F y denote the planar components of force. Note that equation (7) does not imply that k changes continuously as z(t) changes. The state space of the plant is partitioned into contiguous regions. The function generates a new plant event only when the state rst enters one of these regions. The map is called a process monitor.
Process Monitoring
Process monitoring is a key element of hybriddynamic systems. The process monitor corresponds to the map of the interface and transforms the plant state x(t) through the observer z(t) into a discrete state , as per equation (7). It uses the temporal patterns of the observer z(t) associated with process state transitions to recognise the transitions in real-time, which is required for e ective discreteevent control, error detection and error recovery. For example, in assembly tasks, a contact state transition can be characterised by patterns of variables representing the system state, such as the velocity of the object and the force acting on the object. In the following sections we present two complementary methods for process monitoring.
Rule-Based Process Monitor
Rule-based process monitoring exploits the sudden changes in the values of the observer z(t) associated with process state transitions. The temporal patterns of the observer z(t) associated with a process state transition are formulated as a set of rules which are then used to recognise the corresponding transition. Rule-based process monitoring overcomes several problems associated with approaches based on template matching and qualitative reasoning 21]. The rules are more general than templates which are based on the current value of the observer. Also, the rules are obtained by demonstration rather than qualitative reasoning methods which have the problem that consistent qualitative algebras are di cult to obtain 36].
The organisation of the process monitor within the hybrid-dynamic framework is shown in Figure 2 . The process monitor works in two steps. In the rst step, the process monitor samples the variable z and then quantises or discretises it into the variable z q . For example, in an assembly task, z q = F xq ; F yq ; _ F xq ; _ F yq ] t . The discretisation is performed using discriminant functions g c based on the current contact state c . The details of this step can be found in 30] .
The second step of the process monitor consists of using a rule-based system 3] to identify the process states and transitions based on a sequence of discre- Figure 3 that the frequency band is broad and occurs within a short time scale of the event.
A HMM is a doubly stochastic process. Each individual discrete event is represented by a hidden stochastic process which can not be observed directly but only through another observable stochastic process, see Figure 4 . The HMM is able to estimate the behaviour of the hidden process (discrete events) from the observable process. Motivated by Figure 3 , the force signals are mapped to the frequency-domain by the FFT algorithm and used as the observable stochastic process. The HMM approach to discrete event recognition is Observable stochastic process. Force/torque measurements.
Hidden stochastic process. Discrete events.
Hidden Markov Model
Estimate of hidden behaviour. given by three steps as shown in Figure 5 . The training of the HMMs is performed o -line. In real-time operation the probabilities of the measured forces matching the trained models are calculated. Finally, the discrete event with best match is chosen. 3. Recognition { The HMM with the largest score is chosen and the corresponding discrete event is sent to the discrete event controller, ie.
= k where k = argmax k P k (8) By comparing the individual HMM scores, a condence level of the recognised event is calculated. The con dence levels are useful when incorporating a sensory perception controller, see section 6.2. A con dence level of the nal decision can be de ned as follows.
where P k is the individual model score for HMM k and P k is the largest HMM model score. The stochastic model for the hidden process (for each individual discrete event) is shown in Figure  6 . Several left-to-right models have been proposed for describing dynamic signals, see for example 29] . Note that there are several internal states q i for each discrete event k . The states q i describe the internal behaviour of the discrete events. For example, if the force signals for event k are static, then it is likely that the state of k will be q 1 most of the time, ie. a 11 is large. On the other hand, if the force signals are dynamic for event k , it is likely that the hidden state will proceed from left-to-right in the model k , ie. a ii is small, where i = f1; 2; ; 7g. The estimation of the a ij parameters is exactly how the force signals are used to estimate the behaviour of the discrete events, as illustrated in Figure 4 . The internal behaviour of the discrete events is in uenced by for example friction between the workpiece and the environment, sensor noise and dynamics of the manipulator.
Evaluation
Both process monitoring techniques presented above require training examples of the force measurements arising from the contact between the workpiece and the environment. Training the process monitors on empirical data ensures that phenomena such as sensor noise and friction between the workpiece and the environment are accounted for. The rule-based monitor recognises a contact state transition in less than 1 ms of CPU time on a Motorola 68040-based processor. This is an advantage in real-time operation. However, the recognition rates are relatively low at 84 %. In contrast, the HMM monitor has relatively better event recognition at about 97 % but requires considerably more computational e ort. Thus, the two monitors are complimentary. By combining results from the two monitors, as shown in section 6.2, we obtain better event recognition rates than either monitor while the average processing cost is kept low.
Before we show the performance details of the two process monitors, we will discuss the control syntheses procedures.
Discrete Event Control Synthesis
The control commands are determined by rst establishing a desired event for each state. The desired event is selected to move to a state \closer" to the target state, that is, to move towards completion. The desired events may be determined manually or automatically, depending upon the application. For any given state, we use the desired event and geometric considerations of the workpiece and environment to establish conditions on the command to be executed.
Using the discrete event model of Section 2, we will develop a condition on the admissible velocity commands that will maintain a current contact, called the maintaining condition. Additionally, for nominal part locations, we will derive a necessary condition for a discrete event to occur, called the enabling condition, and we will derive a su cient condition for a discrete event not to occur, called the disabling condition.
Maintaining Condition
The motion of the system described by (1) is constrained by (2). The rst possible task of the controller is to ensure that the control commands satisfy this geometric constraint. To derive admissible velocities that satisfy the geometric constraint, we can di erentiate (2) to give @ @x g j (x)] d dt x(t) = 0 t k t < t k+1 (10) where g j is the constraint function for this contact. This can be rewritten as a T j _ x(t) = 0 t k t < t k+1 (11) where a j = @ @x g j (x) is a column vector with length equal to the number of degrees of freedom. Equation (11) is our maintaining condition in that it must be satis ed to maintain the contact or geometric constraint. When g j is a distance measure, equation (11) becomes a requirement that the distance between the points of contact remains zero (i.e. the points remain in contact).
Enabling Condition
In addition to determining motion that maintains a constraint, it is desired to determine the motion such that the workpiece encounters the next discrete state k+1 . Since the system is not in k+1 , the following must be true g j (x(t)) = K t k t < t k+1 (12) where, without loss of generality, K is a positive constant. In order to direct the system such that K ! 0, we require the time derivative to be negative.
a T j _ x(t) < 0 t k t < t k+1 (13) Equation (13) is our enabling condition. It is a necessary condition for discrete event k+1 to occur. When g j is a distance measure, equation (13) becomes a requirement that the distance decreases, that is, the intended points of contact move closer together.
Disabling Condition
The third condition, the disabling condition, is derived directly from the enabling condition. Since (13) is a necessary condition for a discrete event to occur, a su cient condition for a discrete event not to occur is obtained by changing the direction of the inequality.
a T j _ x(t) 0 t k t < t k+1 (14) where j indicates the discrete states (constraint equations) that are not desired to occur. Essentially, this disabling condition prevents K from decreasing in magnitude. When g j is a distance measure, equation (14) becomes a requirement that the distance between the possible points of contact does not decrease (i.e. the points stay apart).
Solving for the Control Command
The desired event determines which of the above conditions should be applied for each possible edge-edge or surface-vertex contact. The maintaining condition (11) is used when it is desired to maintain a contact. Note, when it is desired to immediately violate the current constraint by breaking the contact, the maintaining condition is not used. The enabling condition (13) is used to enable the loss or gain of a contact. The disabling condition (14) is used to prevent unwanted gains of contact. From the desired event, we now nd a set of constraints on the control command, one for each possible edge-edge or surface-vertex contact. The control command is now determined by satisfying this set of constraints. Any method for satisfying the set of constraints will yield an acceptable discrete event velocity command. One method 4], which uses a search technique to maximise the minimum distance to each constraint for maximum robustness, is suggested.
Experiments
The process monitoring methods and the discrete event control of assembly have been implemented and tested experimentally and the results are presented in the following subsections.
Process Monitoring 5.1.1 Rule-Based Process Monitor
The rule-based process monitor was tested on a task consisting of several contact states resulting from contact between a rectangular peg and a solid block. These contact states are illustrated in Figure 7 and are denoted by 1 , 2 and 3 . Figure 7 also shows the contact state network for the experimental setup, and the allowed transitions 1 6 between the contact states. The task used to test the process monitor consists of the sequence of contact states 1 
The task was demonstrated several times by a person and the data from three demonstrations was used to set up the rule-base of the process monitor described in Section 3.1. The process monitor was used to monitor the task described above and Figure 8 shows the output of the two stages of the process monitor. The topmost graph in Figure 8 shows _ F x , the derivative of the force acting tangential to the top surface of the solid block. The second graph shows the discretised variable _ F xq produced by the process monitor. Similarly, the third and fourth graphs relate to the force in the normal direction. The graph at the bottom of Figure 8 shows the discrete events recognised by the rule-based process monitor. For example, the graph indicates that the process monitor recognised the rst transition 1 from contact state 1 to 2 at t = 0:9s approximately. The performance of the contact monitor was measured by using it to monitor 25 demonstrations of the task described above. The percentage of transitions recognised correctly by the rule-based process monitor is summarised in Table 1. The Table shows the recognition accuracy for each individual transition for the task and also indicates the overall recognition accuracy. The rst set of numbers in Table 1 show the performance after initially training the rule-base using 3 demonstrations. However, note that the recognition accuracy of the process monitor for transition 2 from contact state 2 to 3 is very poor at 48 %. Closer examination of the data revealed that for several demonstrations, there were qualitative di erences in the data corresponding to this transition. The contact monitor was therefore changed by replacing one of the demonstrations in the training set Performance (%) and then obtaining a new set of rules for the rulebase. The second set of numbers in Table 1 show the recognition accuracy of the process monitor based on the new rule-base. The Table shows that the recognition accuracy of the process monitor for transition 2 improved to 72 % and the overall recognition accuracy also improved to 84.5 %. This demonstrates that the process monitoring system is very exible and changes can easily be made to improve performance.
HMM Process Monitor
The HMM process monitor was implemented for discrete event contact recognition of an L-shaped assembly. The experimental setup consists of a 5-DOF Eshed Scorbot, and a 6-axis JR3 force/torque sensor as shown in Figure 9 . For this particular assembly task we de ne 11 contact states as shown in Figure 10 . If all physically possible contact state transitions are considered, we get a total of 25 discrete events. Figure 11 shows the measured force/torque signals for a complete assembly. The training of the process monitor involves collecting several force/torque measurements, F x , F y and M z for each of the 25 discrete events. Figure 11 shows the force/torque measurements for a few of these discrete events. When Figure 12 shows how the successful recognition rate is a function of the training set size. Some of the contact state transitions are easy to recognise, for example 2 ! 3 . Even with a training set size of 4 examples, the HMM process monitor successfully recognises this discrete event every time. One of the most di cult transitions to recognise is 7 ! 9 . With a training set size as high as 20 examples, the recognition rate is only 85%. The average recognition rate, however, is as high as 97% with a training set size of 20 examples.
Control Experiments
In order to demonstrate the standard control operation, an industrial assembly was implemented. The industrial task was the assembly of a gear mechanism for a starter motor as shown in Figure 13 . The minimum tolerance for the assembly is 0:075mm. One of the goals of the work is to reduce the costs of the grippers and xturings through a simple control methodology that can accommodate and react to relatively large uncertainties. Thus, simple grippers were used with an uncertainty of 2:5mm. Due to the large uncertainty-to-tolerance ratio of 33, impedance control was unable to reliably execute the insertion task. However, a discrete event controller with force sensing was able to reliably execute the task. The robot was belt driven and was position controlled with force sensing. In addition to the uncertainty of the grippers, there was additional uncertainty due to the belts. The belt drives also generated signi cant noise on the force signal. For comparison, an impedance controller was also implemented. The impedance controller proved to be successful approximately 50% of the time. The discrete event controller proved to be highly successful, completing insertion approximately 90% of the time. An example force signal and the corresponding event trajectory are shown in Figure 14 . The nominated trajectory is 0 ? 5 , where 0 is no contact and 5 is the full assembly. However, the system travels through many di erent event trajectories, such as 1 ? 2 ? 3 ? 4 ? 5 , depending on the velocity commands and the uncertainties in the system. Nonetheless, due to the discrete event model and control structure, successful assembly is accomplished even for undesired event trajectories.
Advanced Applications
In addition to standard operation, the hybrid dynamic framework favours advanced applications within constrained robotic manipulation. The advanced applications covered in this paper include (1) the on-line training of robotic assembly lines using task level adaptive control; (2) advanced sensory perception using stochastic dynamic programming; (3) the human sharing of control and (4) the understanding of human motion and skill acquisition.
On-line Training of Assembly
Discrete event control o ers considerable advantages for assembly tasks including excellent error-recovery characteristics. However, despite determining a velocity command which satis es the constraint equations of Section 4, errors can still occur due to model inaccuracies, tracking control errors, or other unknowns. Unfortunately, the errors will result in a sub-optimal trajectory. In these situations, it is desired to have the system adjust to the new information and adapt the desired velocity commands. The ability to adapt is particularly important in an industrial setting where new products are frequently introduced and the assembly line needs to be \tuned" to the new tasks. The extra time, work and uncertainty involved a sub-optimal operation motivates the need for task-level adaptation of the discrete event controller.
An e ective means of task-level adaptation is to adjust the model so that the event conditions more accurately re ect the actual system. This method requires the altering of the a i vectors of Equations (11), (13) and (14) and then nding a velocity command which satis es the necessary inequality constraints. Clearly the advantage of such a system is the accurate knowledge of the system which can be gained. The disadvantage is the additional computation required to repeatedly solve a set of inequalities to nd a velocity command.
Before proceeding with the development of the adaptation laws, we will introduce some common terminology. The actual constraint will be denoted a, whereas the current best estimate of the constraint at the b th trial will be denotedâ b . We will call this the trial constraint. The estimate error isã b =â b ?a.
We also de ne
Intuitively, is a switching function determined by the error condition to be adapted. If we erroneously lost contact then = ?1, whereas = 1 if we recorded an over-force condition (a large increase in force). Also, if we gained an unwanted contact then = 1 and if we failed to gain a desired contact then = ?1. Two di erent adaptation laws are now presented. The rst o ers simplicity and low computational complexity with conditional convergence whilst the second has guaranteed convergence but higher computational costs. 
Direct Feedback Adaptation Law
An adaptation law needs to be selected such that the modelling error is reduced. We, propose an adaptation law based on intuitive reasoning about the vector spaces used for discrete event control as shown in Figure 15 . Consider the adaptation of a maintaining condition. Here, the estimate of the constraint vector a and the velocity vector _ x are orthogonal. Yet, the velocity vector is not orthogonal to the actual constraint vector a, indicating the need for adaptation.
By adding a portion of the velocity vector to the estimated constraint vector, the di erence between the estimated and the actual constraint vectors decreases. Hence, the following adaptation law is proposed a b+1 =â b ? _ x b (16) where > 0 is the adaptation rate, and _ x b is the velocity command vector for the b th trial. Given this adaptation law, two issues arise. The rst is demonstrating the convergence of the estimated model constraint to the actual parameters. The second is the selection of such that the adaptation remains stable. Both of these issues can be answered using Lyapunov theory. For the complete proof of Lyapunov stability, the reader is referred to 24]. The result of that proof is that stability, and hence convergence to zero modelling error, is guaranteed if the following condition on the adaptation rate is met.
Examination of how to satisfy equation (17) for each of the discrete event conditions yields the following requirements. For simplicity and to highlight the 
Satisfying (18), however, is di cult because the quantity a T _ x b is not exactly known. Only the sign is known from the detection of discrete events. Furthermore, as the modelling error decreases,ã b decreases and so the adaptation rate must also decrease in order to satisfy (17) . Speci cs for the actual adaptation rate will depend on implementation, such as the rate of force increase or how quickly contact is lost, indicating the size of modelling error that exists. Nonetheless, equation (18) and the guideline of a small and decreasing adaptation rate will su ce for now. To summarise, equation (16) gives an adaptation law for which the estimated model parameters converge to the actual model parameters provided equation (17) is satis ed. It has been shown that the condition for stability (17) is satis ed by the selection of the adaptation rate according to (18) or (19) for each case within discrete event control.
Bounding Adaptation Law
Motivated by the problems in determining a bound on for the Direct Feedback Adaptation Law, a second adaptation law is proposed. The Bounding Adaptation Law assumes that the actual constraint vector is known to be within some connected search region. This is a weak assumption as the search region can be made very large (even the entire set of possible constraint vectors). Successive experiments or trials are used to reduce the size of the search region, as shown in Figure 16 . (20) Using the trial constraint, a velocity command is determined and this command is tried experimentally in the next execution of the controller. If an error occurs during the execution of the velocity command and the state monitor recognises the unexpected event, we know which edge-edge or surface-vertex pair gained or lost contact or recorded an over-force condition. This information is contained in the de nition of the event. Thus, we can determine which of the maintaining, enabling or disabling conditions failed. For each type of failure a new bound upon the actual constraint may be determined. The bounded region is reduced in size using this new bound, as shown in Figure 16 . This process is repeated until the bounded region converges to a correct constraint value.
This adaptation procedure may be formally derived, for each type of error, resulting in (21) or (22), depending upon the type of failure, establishes a new bound upon a which reduces the size of the set R( (b)). Intuitively, the new bound states that a lies more (or less) in the direction of _ x b thanâ b .
Provided we select the trial constraint within an open subset of the search region the Bounding Adaptation Law converges to the correct constraint value. 27] presents the details of a formal proof of convergence, using Lyapunov stability theory. Note that the trial constraints may actually diverge from the actual constraints for some periods. An important feature of the bounding law is that it uses only the knowledge that one of the conditions has failed (and the direction of failure when a maintaining condition fails) to reduce the size of a search region in which the actual constraint vector is known to lie. The major drawback of the Bounding Adaptation Law is that it requires more computation than the Direct Feedback Adaptation Law. Under the Bounding Adaptation Law the trial constraintâ b must be found, such thatâ b 2 R( (b)). This requires the solution of the set of constraints (b). As in Section 4, we suggest a method 4], which uses a search technique to maximise the minimum distance to each constraint for maximum robustness.
Experiments
To demonstrate the e ectiveness and convergence characteristics of the adaptation process, we will consider the motion control of an automated planar assembly task as depicted in Figure 17 . The goal is to maintain contact between the corner of the workpiece and the horizontal surface, as shown in the gure. The estimated model parameters suggest that the surface is 10 o the horizontal as in Figure 17 . This condition easily arises during actual operation due to alignment errors on the incoming xtures (environments). The di culty is due to the transport and support mechanisms for the xtures, which are easily misaligned and often change during the course of a production run. As such, it is a good test case for adaptation.
For the Direct Feedback Adaptation Law, we need to determine values of to satisfy the convergence conditions. It has been shown that, in some cases, the bounds on are unknown. The experimental task demonstrated here is such a case and an empirical expression for has been developed using the basic assumption that the error decreases exponentially and so, should decay exponentially.
Convergence of the adaptation laws to the actual constraint vector is demonstrated for a number of cases in Figure 18 with considerable tracking errors (it was deliberately not calibrated). Figure 18 shows the performance of the Direct Feedback Adaptation Law with a high exponential decay rate, experimentally determined for fast convergence. Results are also presented with a smaller decay rate which leads to slower convergence. Also, Direct Feedback Adaptation Law 2 contains a state detection error (occurring at iteration 2), a feature of any practical work. This practical example demonstrates that the Direct Feedback Adaptation Law is able to recover from errors elsewhere in the system.
For the Bounding Adaptation Law these results
show that convergence to the correct constraint is achieved despite extremely poor initial information. Note that, in the periods when the trial constraint is diverging from the actual constraint the adaptation process is \searching" areas of the search region that are remote from the actual constraint. These regions are quickly eliminated and the trial constraints again converge to the correct constraint. A property of the Bounding Adaptation Law seems to be the periodic excursions away from the actual constraint (as occurred at iterations 1, 5 and 11). Simulated results for a smaller search region are also presented, highlighting the speed with which convergence may be achieved.
Evaluation
Two adaptation laws have been presented which successfully convergence to the correct constraint vectors. These adaptation laws have been tested by simulation and experiments and from these experiments, it can be seen that each adaptation law has its good and bad points. The Direct Feedback Adaptation Law allows the adjustment of the rate of convergence and error recovery properties but the proper selection of is not guaranteed. The great advantage of the Bounding Adaptation Law is its guaranteed convergence, assuming no state detection errors. However, state detection errors can lead to failure to converge. In most practical situations, the Direct Feedback Adaptation Law is probably best suited as empirical expressions for lead to good results. The Bounding Adaptation Law may be more appropriate in critical applications (e.g. medical applications), when coupled with a reliable state detection scheme.
Control of Sensory Perception
Reliable sensing is essential for successful control of plants in uncertain environments, as was just demonstrated in Section 6.1. Traditionally, control systems receive measurements from a xed sensing architecture where all the sensors are used all the time. Hence, the bandwidth of the overall control structure is limited by the slowest sensor. We present a new technique for the real-time control of sensory perception. Typically, only a few sensors are needed to verify nominal operation. When an anomaly develops, additional sensors are utilised. The bene ts of the proposed method are an increased reliability compared to individual sensors while the bandwidth is kept high.
The control of sensory perception is well suited to the hybrid dynamic framework. The process monitors provide feedback to the discrete event controller only when discrete events occur. Hence, processing time is available between events for use by the sensory perception controller. A block diagram of a discrete event control system with sensory perception capabilities is shown in Figure 19 .
The control structure in Figure 19 has been implemented for the discrete event control of a robotic assembly task, see Figure 9 . Three process monitoring techniques are available to the sensory perception controller.
Process Monitor 1 uses measurements of the manipulator's joint angles and the forward kinematics to nd the 3-DOF Cartesian positions P x , P y and . The recognition rate of the monitor is relatively low while the main advantage of the method is a low computational e ort. is a vector of symbolic process plant information, a is a command (or action) from the sensory perception controller and (k) is the nal output from the SPC. ments and qualitative template matching, and is similar the the monitor presented in section 3.1. The monitor has a reasonably high recognition rate and the computational e ort is low.
Process Monitor 3 is another force/torque based method. The planar forces F x , F y and M z are logged for approximately 0:5 seconds. With this substantial amount of force information, process monitor 3 is very reliable. However, the monitor requires a significant amount of computational e ort to analyse the information and hence is relatively slow. The method is described in more detail in section 3.2.
The method used for the dynamic sensory perception is based on stochastic dynamic programming and is described in detail in 15]. The method starts with an initial con dence level of zero and all monitors enabled. Then the sensory perception consists of two parts. First, an iterative dynamic programming (DP) algorithm evaluates all possible orderings of enabled process monitors by calculating the DP value function V . The dynamic programming model is formulated as an optimal stopping problem. At each iteration two actions are evaluated; a 1 { terminate the sensory perception, or a 2 { consult another process monitor. Second, a sensory perception controller (SPC) selects the ordering of enabled process monitors with the highest V . If the optimal action for this ordering is a 2 , then the rst monitor in the ordering is consulted. The con dence level output from the monitor is recorded. Next the monitor is disabled and the sensory perception problem is repeated with the new initial con dence level. The SPC terminates when the optimal action is a 1 or all monitors are disabled. The nal recognised discrete event is sent to the discrete event controller.
The performance of the SPC was evaluated from a sample set of 100 discrete events and compared with the individual process monitoring techniques.
The results are given in Table 2. The table shows the average successful recognition rates and the costs of the individual process monitors. With individual average recognition rates of 79%, 85% and 87% the average recognition rate of the sensor selection controller is as high as 97% which is better than any individual process monitor. The CPU time spent by the SPC depends on the number of monitors used for each event. The average CPU time for the sample set of 100 discrete events was found to be 0:38 seconds. These results clearly show the bene ts of fusing several sensing techniques for the process monitoring of robotic assembly.
The main advantage of the sensory perception control structure is an improved event recognition rate compared to individual event monitors while the total cost is kept low. For cases where it is too expensive to use all the event monitors simultaneously, the maximum total cost can be limited and hence the proposed solution is well suited for use in real-time control systems with bandwidth requirements.
One advantage of the dynamic programming approach to the control of sensory perception is the ease with which new process monitoring techniques can be added to the system. The dynamic programming model remains unchanged, while more iterations are required by the DP algorithm to evaluate the new monitoring techniques. Interesting additional monitoring techniques include vision, energy and other force based methods, for example 11, 34] .
The real-time sensory perception controller uses lookup tables generated by the dynamic programming algorithm. The lookup tables are generated o -line. The SPC does not require any heavy computations and uses only the lookup tables generated by the DP algorithm. Hence, the proposed method is well suited to fast real-time operation.
Human Sharing of Control
The integration of a human supervisor into control systems is of bene t as the abilities of the human greatly enhance the control system. These bene ts include decision making and fault recovery capabilities. Here a framework is presented which allows interactions of a human supervisor, modelled as a discrete event system, to be integrated into an autonomous process also modelled as a discrete event system. The discrete event formalism provides the means of modelling complex processes consisting of continuous and discrete components in an e cient and systematic manner. This is useful when modelling complex human interactions.
Framework
The integration of a discrete event model of human interactions with a discrete event model of an autonomous robotic system is considered. The combined structure consists of four separate subsystems, namely the Human Discrete Event System (HDES), the Autonomous Discrete Event System (ADES), an interface and the continuous plant 1] as shown in Figure 20 . The the continuous time system and the ADES have been described in Sections 2.1 and 2.2 respectively. The interface described in Section 2.3 is modi ed to allow for the integration of the HDES.
Human Discrete Event Model
The discrete event formalism adopted to model human interactions is ideal as we can directly model the continuous and discrete levels of the human's interaction with the autonomous control system. Aspects of the human which are required to interact with a discrete event control system are various types of input actions. These input actions are modelled as states of an automaton and include No Interaction, in which the autonomous system performs the desired task without human interaction; Continuous Interaction, where the human can input continuous commands such as velocity and acceleration; Discrete Interaction in which the human can force an event to occur or change the current state; and nally, Information Request where the human can request more information about the system such as position data, force data, current state etc. The HDES automaton modelling the four human input actions is shown in Figure 21 . Each discrete state, , is de ned as one of the four possible classes of human interventions. Each event (n) is generated by a human input, H, or a plant event such that (n) = H (H) + A (n) (23) where H is a function which maps human input to HDES events. Index n speci es the order of the discrete events in the HDES only. A (n) is a HDES event caused by plant events and is de ned by A (n) = H (z(t)) (24) where H is a mapping from the continuous state to discrete events of the HDES. Controller event (n) is generated by the HDES. The dynamics of the human discrete event controller are given by (n + 1) = H ( (n); (n)) (25) (n) = H ( (n)) (26) where H is the state transition function and H is the output function. The outputs of the HDES are the continuous command u H (t) (in this case velocity) due to human input and the discrete command issued by the human H (n).
The Interface of the Combined System
The interface must allow for communication between the HDES, ADES and the continuous system. Therefore the functionality of the interface is two fold. First, the interface must combine the continuous command from the human with the continuous command of the autonomous controller to generate a combined continuous command for the plant. Second, the interface must extract from plant events and human input, events for the ADES and HDES.
A combined continuous velocity command can be generated by adding the velocities from the ADES and the velocity input by the human via the HDES. u(t) = u A (t) + u H (t) t(k) t t(k + 1) (27) where u A (t) is the velocity command from the autonomous system, u H (t) is the velocity input by the human and u(t) is the combined continuous input vector to the plant.
Events, (k), for the ADES are derived via a map, A , from the plant state, z(t), (similar to Equation (7)) and from discrete human input, H (n), according to
Experiments Demonstrating Framework Operation
To demonstrate the operation of the above framework, a manoeuvring task with interference from a moving obstacle was implemented. The autonomous task of the system is to move the robot between Target A and Target B. The obstacle, a train, moves around the track asynchronously compared to the robot. The trajectory of the robot takes it across the train track and therefore an eventual collision is inevitable. The responsibility of the human is two fold. The human rst needs to recognise a potential collision and then take action in order to avoid the collision. The human was able to input continuous velocity commands and hence steer the robot to avoid the train. The autonomous task, controlled by the ADES, is modelled by three states as shown in Figure 22 The experimental data of a sample run is presented in Figure 23 . Figure 23 In this interval the measured x-velocity shows that the robot was moving with a constant velocity until Target B was reached which caused a change of state to 3 . Subsequently the _ x-direction changed, and the robot again moved until Target A was reached. For further investigation, the gure is separated into several stages of the experiment. Stages 1, 2 and 3 will be examined further.
In Stage 1, the time interval from t=10 to t=20, a continuous input from the human was recorded. Figure 24 (Stage 1) shows the sequence of the experiment taking place. At t 12 the human recognised that a collision would occur and moved the joystick upwards in order to allow the train to pass under the robot. The state change in the HDES from 1 to 3 generated event 3 . The measured velocity _ z clearly shows the human input a ecting the velocity of the robot. At t 14 the human then pushed down on the joystick to reduce the speed of the robot in the upward z direction. This was necessary as u A was not large enough to overcome the human input. This state continued until t 18, at which time the robot reached Target B. This event also caused the HDES to return to the state of no intervention, event 4 (a plant forced HDES event). Note that at t 16, the _ x-velocity returned to zero. This is be- cause the additional _ z-velocity caused the robot to move above the target, hence no extra movement in the y-direction was necessary. A small downward z motion was recorded, bringing the robot into the target area. After spending a small amount of time at Target B, the robot then moves back into free space.
In Stage 2, the time interval from t=20 to t=26, a continuous input followed by a discrete command occurred. Figure 24 (Stage 2) again shows the sequence of the experiment. Shortly after t 20, the human issued a command to move the robot in the negative ydirection. This interaction caused the robot to move away from the train and across the track in front of the train. The velocity change can be seen in Figure  23 (b), _ y H . This event is recorded as 3 , no intervention to continuous intervention, in the HDES. The velocity change is re ected by the change in _ y. The human issued a discrete input at t 23 which caused event 7 . This event caused the continuous input to be returned to zero as can be seen in _ y H . After the human input returns to zero, a negative velocity was generated by the ADES to bring the robot back to the Target A, shown by _ y. At t 25, Target A was reached. This returned the HDES to the state of no intervention, 1 (event 6 ).
In Stage 3 of the experiment, t=26 to t=31 seconds, a positive x-velocity was commanded by the human causing the robot to accelerate past the front of the train quickly. The sequence is shown in Figure  24 (Stage 3). In this stage the velocity command was cancelled by an ADES event when the robot reached the target. The human velocity was returned to zero at this time. Note that because of the acceleration in the x-direction, it took less time to move from Target A to Target B.
The experimental results demonstrate the interactions between the four subsystems, the ADES, HDES, the interface and the continuous system. The results show that integrating a human into an otherwise autonomous discrete event control systems is successful using our framework. The framework allowed the human supervisor to interact and share control with the autonomous system. Using this type of human integration it is also possible for the human to assist the autonomous robot in case of errors such as environment modelling errors. Additionally, the framework allowed each subsystem to be designed and analysed individually.
Human Skill Acquisition
Human operators are able to specify and perform constrained manipulation tasks easily. Therefore, an understanding of how people are able to learn and perform these tasks can be an important factor in the design of robot systems for such manipulation tasks. We present a new approach to task-level modelling of human manipulation skills using HMMs 18, 29] . The states of the hidden Markov model correspond to the contact states of the task. The skill is acquired from human demonstration of the task, and the observation symbols of the HMM are obtained from the position and velocity of the manipulated object recorded during the demonstration. The HMM, once learned, is used to control a robot performing the task. The observation symbols of the HMM now correspond to the reference commands for the robot controller. The approach is illustrated using a planar pegin-hole task characterised by the 5 contact states 1 5 shown in Figure 25 . Figure 26 shows the stochastic automaton of the HMM based on the contact state network for the task. The states 1 5 of this stochastic automaton correspond to the contact states 1 5 in Figure 25 . a ij represents the probability of the transition between contact states i and j . For a given task, each contact state will tend to have a preferred transition that will lead to successful completion, and this preference for a given transition is encoded in the probability a ij corresponding to that transition. The contact state network indicates that not all possible transitions are allowed and these transitions are assigned a probability of 0. Such transitions are not shown in Figure 26, The complete HMM model requires the observation symbols to be de ned for each state of the stochastic automaton. In our model of human skill, these symbols are provided by the position and velocity of the manipulated object. For a given task, each preferred transition from a given contact state can be characterised by a preferred velocity in that state. This preference is encoded in the probability distribution of the observation symbols associated with each state of the automaton. The state transition probabilities of the stochastic automaton and the observation symbol probability distributions associated with each automaton state are obtained from data generated by human demonstration of the task. Figure 27 shows the velocity of the peg recorded during a human demonstration of the peg-insertion task. The topmost graph shows the velocity in the horizontal direction, while the second graph shows the velocity of the peg tangential to the axis of the hole. We use discrete HMMs to model human skill and hence the observed velocity is discretised to obtain a sequence of observation symbols corresponding to each demonstration. The observed velocity As expected, the probability of transitions not allowed by the contact state network is 0, for example, a 25 . The diagonal terms have the largest probabilities, indicating that most of the time is spent in in a particular contact state and that the contact state transitions are fairly short-lived. Table 3 shows the probability distributions for the 8 observation symbols for each state of the stochastic automaton. As expected, there is a preferred velocity for each automaton state. For example, in state 2 , the most probable velocity is v 2 with a probability of 0:9, while v 4 , with a probability of 0:4, is the most probable velocity in state 5 . The peg-in-hole task can be speci ed as a sequence of desired contact states starting with the initial state 1 and ending in the nal state 4 . For any such sequence, we can use the HMM parameters identi ed above to obtain the probability of the state sequence as well as the sequence of velocity commands associated with the desired contact state sequence. Table 4 shows the velocities and the probabilities of 3 such sequences.
Sequence Velocities HMM Prob. From Table 4 we see that the most probable sequence from the initial state 1 to the nal state 4 is 1 ! 3 ! 4 . The corresponding sequence of discretised velocities is v 4 ! v 3 . The velocities for the most likely task sequence are used by the discrete event controller as input commands to the continuous plant (see Figure 1) . However, since the position of the hole is not precisely known, the desired event 1 ! 3 is very likely to cause the event 1 ! 2 .
When this situation occurs, the desired event trajectory is changed on-line by nding the new most likely trajectory from 2 to 4 . In this particular case, the new desired event trajectory will be 2 ! 3 ! 4 .
Thus, the HMM model e ectively captures the human skill required to accomplish the peg-in-hole task.
A signi cant advantage of our approach to skill acquisition is that the acquired skill is represented in terms of physically meaningful concepts. The HMM parameters can be directly identi ed with the most likely sequence of contact states and the corresponding velocity commands required to accomplish a task. This compares favourably with other parametric models, such as neural networks, where it may be di cult to interpret the parameters in physically meaningful terms.
Conclusion
The research work and experiments in this paper have demonstrated the power of the hybrid dynamic framework for the monitoring and control of robotic manipulation. Additionally, we have demonstrated several advanced techniques based on this framework such as shared control, the control of sensory perception and human skill acquisition. Although not discussed here, this work has been successful in an industrial setting as well as the laboratory setting. In applying the hybrid framework we were able to accomplish complex tasks with relatively simple ideas based on discrete events. Our research work continues with emphasis on advanced control and sensing, and new applications.
