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Abstract 
On-time delivery is essential in today’s dynamic conditions: if a company cannot produce and deliver on time, it has to make up for it by using 
high cost express delivery or faces customer dissatisfaction. One factor influencing the delivery reliability is the due date performance (DDP) 
within production. Although the significance of DDP has been established, the question of how to measure it remains. A review of existing 
literature shows the vast amount of different DDP measures (lateness, relative lateness, tardiness, schedule reliability, etc.). The purpose of this 
paper is to compare different DDP measures used in manufacturing in order to assess their interrelationship, so that companies are better able to 
understand the impact of their choice of measure. A review of DDP measures described in literature is performed, followed by statistical analysis 
of the relations between those measures computed on production feedback data from four real-world manufacturers. The results indicate that 
there exist differences across DDP measure groups. Further research is needed to assess the benefits of each measure in a given situation.  
© 2016 The Authors. Published by Elsevier B.V. 
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1. Introduction 
Economic complexity nowadays poses immense challenges 
to the majority of organizations in their pursuit of growth and 
profitability [1]. Therefore, outperforming competitors in the 
most significant competitive elements is crucial for any 
company. In a study by Deloitte & Touche that gathered input 
on how management officials rank competitive factors, 
delivery reliability, i.e. the percentage of orders delivered in a 
defined tolerance window, emerged as the most vital 
component [2]. But even though delivery reliability has such a 
strong impact on costs and expenses, many companies still 
struggle in reaching high delivery reliability levels, leaving 
substantial space for improvements [3].  
One of the factors impacting delivery reliability is the 
measured due date performance (DDP), also described as 
schedule reliability. This indicator assesses whether orders and 
jobs within production processes have been executed on time. 
When DDP is low and products are made available for transport 
later than planned, meeting targeted delivery dates becomes 
more difficult and the respective delivery reliability is likely to 
decrease as well [4]. While the significance of DDP has been 
established, the question of how to measure it remains. There 
is a vast amount of different approaches available in the 
literature leading to the core motivation of this research. 
Various authors seem to rely on different DDP measures and it 
seems that no single approach is established [5]. Different 
studies use different calculation methods, leading to results that 
are difficult to compare. Hence, it is not always clear which 
measure is the optimal one. Accordingly, one could 
hypothesize that depending on the situation different measures 
bring specific advantages and disadvantages. 
Hence, this paper aims at comparing existing DDP measures 
in order to assess their interrelationship. For this purpose, we 
use production feedback data from four real-world 
manufacturers in order to derive the various DDP measures. 
We then compare them by applying three statistical tests: 
Spearman’s correlation analysis, Friedman-Test and Wilcoxon 
signed rank test. The paper is structured as follows. Section two 
describes existing DDP measures. We present and interpret our 
results in section three. Finally, section four discusses the 
overall findings as well as provides a summary of the 
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investigation, its limitations and outlook for further research. 
2. Literature Review 
Seven of the most commonly used indicators found in 
literature are introduced: (1) Output Lateness, (2) Absolute 
Lateness, (3) Squared Lateness, (4) Tardiness, (5) Relative 
Lateness, (6) Binary Lateness, and (7) Schedule Unreliability. 
Four time points are at the core of the computation for each 
measure. Those are the actual (tstart) and planned (tstartplan) 
starting point of operation (i) as well as its actual (tend) and 
planned (tendplan) point of completion. The difference between 
end and starting point (planned or actual, respectively) yields 
the operation’s throughput time (TTP). 
The most basic DDP measure is output lateness, also 
sometimes denoted as job lateness [4, 6]. It describes the time 
difference between the planned and actual end date of an 
operation (i). Output lateness Li, out is defined as follows: 
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An operation’s lateness yields positive, while its earliness 
yields negative values. However, one of the main 
disadvantages of this DDP measure is the acceptance of early 
production finish dates as a positive case, whilst studies have 
suggested the negative impact of earliness such as higher 
inventory levels and associated costs [4]. Absolute lateness is 
an approach that addresses this issue. It considers absolute 
rather than positive and negative values [6, 7]: 
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For both, early and late completion, positive values are 
retrieved. Absolute lateness is regarded an accuracy indicator 
between predicted and real values [7].  
Moreover, derived from absolute lateness, squared lateness 
proposes another possibility of looking into due date 
performance and can be described as a precision indicator for 
the level of variability of lateness [7]: 
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This indicator penalizes higher extents of lateness more, as 
lateness is plotted in a quadratic function [6, 7, 8]. 
Furthermore, literature on due date assignment rules has 
been considering the measure tardiness [9, 10]. As the term 
suggests, tardiness only considers lateness of an operation (i): 
 
୧ ൌ ቊ
Ͳǡ୧ǡୣ୬ୢ ൑  ୧ǡୣ୬ୢ୮୪ୟ୬
୧ǡୣ୬ୢ െ ୧ǡୣ୬ୢ୮୪ୟ୬ǡ୧ǡୣ୬ୢ ൒  ୧ǡୣ୬ୢ୮୪ୟ୬ቋ                 (4)                                                
 
For all operations completed early or on time, the value zero 
is assigned. In all other cases, the actual delay is counted. 
Hence, the higher average tardiness, the more delay is present 
in the investigated system. 
So far, all lateness measures presented take into account the 
time deviation an operation has from the production schedule. 
However, the total output lateness of an operation comprises of 
two key elements – input lateness and TTP deviations. 
Subsequent operations are likely to be delayed in respect to 
total output lateness if they start with an input lateness [11]. 
TTP deviations mark the differences between planned and 
actual throughput time of an operation [4]. In the DDP context, 
these deviations are referred to as relative lateness and can be 
described as the difference between output and input lateness 
(Li, out and Li, in) [12]: 
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Equation 5 shows how to compute relative lateness, where 
positive values indicate lateness and negative values indicate 
earliness in operation completion time [11]. This measure 
represents the individual operation’s contribution to the overall 
order lateness and can help identify bottlenecks [13]. 
Another DDP school of thought has been utilizing DDP 
measures which assign values not directly correlating to the 
extent of lateness, but rather use a binary system of evaluating 
lateness.  
The first measure of this type is Binary Lateness [14]. In this 
case, values zero or one are assigned to all operations: 
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Zero marks all operations being completed early or on time, 
one indicates completion after the scheduled due date. Binary 
lateness is a concept with close connection to service levels and 
can be described as the percentage of tardy jobs and operations 
[5]. As operations get assigned the value 1 regardless of 
whether they are late by a few minutes, hours or days, the extent 
of lateness is not considered. 
The second measure of the binary type is schedule 
reliability. Schedule reliability defines the percentage of orders 
that were finished within a specific window of due date 
tolerance [4]. This tolerance covers the time frame in which the 
company considers a production being on-time and covers both 
early and late completion [11]. For the purpose of this research, 
schedule reliability was changed into schedule unreliability, as 
all measures before indicate increasing delay with increasing 
computed values [15]: 
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Equation (7) shows the mathematical formula behind the 
concept of schedule unreliability. For all orders completed 
within the tolerance window of size (a), we assign value 0, for 
all others 1 is set as a value. The magnitude of the tolerance 
window depends on factors such as the delivery buffers present 
and cost of lateness [16].  
Overall, one can observe that the presented DDP measure 
computations vary as they focus on different features. Three 
such features stand out: (1) extent of lateness, (2) assessment 
of early completion, and (3) consideration of input lateness. 
The two binary measures do not consider the extent of lateness 
of an operation and are therefore only insightful on a system 
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view, while all other measures can be used for individual 
operations [4]. However, tardiness can be seen as a border case 
as it works like the binary measurements for early completion 
of operations, but for late operations it follows non-binary 
computation guidelines. Secondly, three different approaches 
exist for the way early completion of an operation is handled. 
Lateness and relative lateness award early completion, Binary 
Lateness and Tardiness assign earliness a neutral value (0 in 
this case) and Absolute Lateness, Squared Lateness and 
Schedule Unreliability account for earliness as a negative 
factor and include it in the overall lateness [6, 11]. Lastly, while 
almost all measures consider the actual and planned end date, 
relative lateness is the only measure also including input 
lateness, allowing for identification of the specific machine 
causing lateness of an order [13]. 
Based on the differences and similarities mentioned above, 
Binary Lateness and Schedule Unreliability can be assigned to 
the group of binary measures. Secondly, Lateness, Absolute 
Lateness, Tardiness and Squared Lateness can be grouped 
together as a base group. Lastly, relative lateness remains in a 
group by itself as it considers different time elements compared 
to other DDP measures. However, one can apply the approach 
of relativeness to all other measures by introducing for example 
relative absolute lateness, relative schedule unreliability, etc.  
3. Findings 
3.1. Data Overview 
In the course of this research, production feedback data from 
four real-world manufacturers representing small to medium-
sized job-shop production systems is used. Four companies 
were selected as multiple data sets are needed in order to assess 
whether interrelationships between DDP measures are equal 
across different industries and company sizes. Each set of data 
includes (on a single operation basis) information on the 
machine or work system number, order ID, work content, as 
well as time points of planned and actual start and end of the 
operation, spanning a time frame of one year. To obtain 
meaningful data, only actual shop calendar days were included 
as weekends/ holidays would impact the overall lateness 
measures [15]. Further, to assure high levels of data quality a 
prior cleaning of the data sets is beneficial [17].  
The cleaned data is gathered on two basic levels for all four 
companies. One level focuses on lateness per work system or 
machine while the other one computes the average lateness of 
all orders completed in one week. 
After removing non-working days, operations (or orders, 
respectively) with zero or negative work content or TTP were 
removed from the analysis [15]. Work systems or time periods 
that consist of less than 30 measurement values were excluded 
from the analysis as the central limit theorem suggests 30 as the 
minimum sample size for analysis [18]. 
Table 1 summarizes the size and characteristics of the data 
sets of all four companies used for analysis. The values 
indicating number of work systems and weeks can be regarded 
as the sample size for later analysis while the Operations and 
Orders column give an overview of how many individual 
values the means used for each sample are made of.  
Table 1: Post-Cleaning Data Characteristics 
  
# of Work 
Stations 
# of 
Weeks Operations Orders 
Duration 
(days) 
Company A 34 50 21,737 3,321 292 
Company B 73 52 85,967 16,534 303 
Company C 44 40 13,450 3,844 272 
Company D 60 51 69,004 17,855 274 
3.2. Lateness Computations 
For each selected measure, actual and relative lateness 
values were computed. The actual values are computed as 
described in the equations of Section 2. For the relative 
measures, each formula is changed such that not the output 
lateness impacts the computed value, but the relative output 
lateness (Output Lateness – Input Lateness). This level of 
computations allows for assuring that the potentially high 
levels of input lateness are not impacting the results of the 
interrelationship analysis. The order level dimension includes 
only actual and not relative measures as it consists of multiple 
operations, making relative values impractical. 
For each company, the following three groups of DDP 
measures on both, an actual and relative level as well as work 
system and order level have been decided upon: 
1. Non-Binary Comparison: Lateness (L), Absolute 
Lateness (AL), Squared Lateness (SL), Tardiness (T) 
2. Complete Comparison: Lateness, Absolute Lateness, 
Squared Lateness, Tardiness, Binary Lateness (BL), 
SU (2 days) 
3. Schedule Unreliability comparisons: SU (2days), SU 
(1day), SU (1 day, 16 hours), SU (1 day, 8 hours), SU 
(16 hours), SU (8 hours) 
Each Schedule Unreliability (SU) measure has an indication 
of the selected tolerance window (a) (equation 7). Different 
tolerance windows are used as requirements on punctuality and 
average lead times differ across manufacturers. As a tolerance 
of ±1 day is suggested in literature, windows around this 
guiding point were chosen in steps of eight hours [3, 16].  
Table 2 summarizes the descriptive statistics of the lateness 
computations of the Complete Comparison group on a work 
system level for Company A. All non-binary measures indicate 
lateness in days. It becomes evident that all work systems had 
an average lateness between 1.8 (minimum) and 38.9 days 
(maximum). Further, every work system had on average 
between 91 and 100% of the operations completed more than 
two days early or late. Table 2 points at two conditions. Firstly, 
the means between the different DDP measures differ to a high 
extent. Secondly, the measures themselves change to a large 
extent when moving from actual to relative values, suggesting 
that input lateness and backlogs from prior work systems are 
responsible for a large share of the lateness. 
Table 3 summarizes the mean lateness values for all 
companies of the selected DDP measures of the Complete 
Comparison group, on a work system and weekly order level, 
for actual values. The first column indicates the company. One 
can see that there are significant differences between the four 
companies. This is important, as it is now possible to analyze 
whether the selected lateness measures are statistically 
different for all four instances. 
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Table 2: Descriptive Statistics of Company A - Work System Level (Actual) 
    Mean SD Min. Max. 
Actual Lateness 21,874 8,857 1,807 38,881 
 AL 30,171 4,636 21,336 40,360 
 SL 1400,960 358,163 802,040 2378,076 
 Tardiness 26,022 6,271 13,391 39,163 
 BL 0,836 0,110 0,591 0,993 
 SU (2days) 0,960 0,019 0,909 1,000 
Relative Lateness 0,175 0,868 -3,279 2,556 
 AL 0,657 0,788 0,040 3,318 
 SL 9,499 18,108 0,106 80,583 
 Tardiness 0,241 0,567 0,001 3,298 
 BL 0,366 0,246 0,002 0,998 
 SU (2days) 0,063 0,145 0,006 0,852 
 Table 3: Comparison of Mean Lateness Values (Actual) 
 Level L AL SL T BL 
SU 
(2days) 
A 
Machine 21,87 30,17 1400,96 26,02 0,84 0,96 
Order 16,09 23,95 981,45 20,02 0,76 0,93 
B 
Machine -1,41 1,59 16,93 0,09 0,13 0,21 
Order -2,03 2,19 26,94 0,08 0,16 0,16 
C 
Machine 2,95 17,64 561,42 10,30 0,64 0,90 
Order 11,47 14,90 389,88 13,19 0,85 0,92 
D 
Machine 2,82 7,91 136,95 5,37 0,65 0,77 
Order 1,13 5,46 83,49 3,30 0,58 0,65 
3.3. Interrelationship Analysis 
Having summarized the results of the lateness 
computations, normality is checked for all data sets in order to 
choose the right test for evaluating the DDP measures’ inter-
relationship. The Shapiro-Wilks test of normality revealed that 
the majority of data violates normality assumptions. In order to 
reach consistency throughout the analysis, this leads to the 
choice of using non-parametric tests [18]. 
Firstly, we conduct Spearman’s correlation analysis with the 
hypothesis that the different DDP measures are related. The 
Spearman’s correlation coefficient indicates the relationship 
between two non- parametric variables [18].  We conduct the 
analysis for all four companies considering all DDP measure 
pairs on both machine and order level and for both actual and 
relative values. In most of the cases, the measures of the 
Complete Comparison and the Schedule Unreliability group 
have medium (>0.3) to strong (>0.5) significant positive 
correlation [18]. This indicates that even though Table 3 
indicated differences in the actual means, the central tendencies 
in all performed analyses (across companies, work 
system/order level and actual/relative level) are similar. This 
means that the overall directions of the lateness indications are 
comparable. 
However, Table 4 shows the exceptional case of Company 
C’s actual work system values where the degree of correlation 
was lower and less significant. Further, the measure of Squared 
Lateness showed significant negative correlation to both 
Lateness and Binary Lateness. In this specific case, this 
suggests high levels of earliness for the respective work 
systems, as earliness is evaluated as ‘on-time’ for Lateness and 
Binary Lateness but as ‘late’ for Squared Lateness. For 
Company C this implies that a decision on whether to penalize 
or award earliness when choosing a DDP measure needs to be 
made. 
Secondly, we continue the interrelationship analysis by 
conducting the Friedman-Test. This is a non-parametric test 
based on ranked data that determines whether the means of 
several groups are significantly different [18]. However, as the 
different DDP measures are evaluated on largely differing 
scales (binary/ non-binary, absolute/non-absolute, 
squared/non-squared) it is to be expected that the means will 
differ. Consequentially, transformation of the variables is 
necessary to obtain valid test results. Using feature scaling, all 
data entries are scaled to a range between 0 and 1, with one 
indicating the smallest, and 1 the largest lateness [19]: 
ݔ௦௖௔௟௘ௗ ൌ  ௑ି௑೘೔೙௑೘ೌೣି௑೘೔೙                                                                (8)             
where X is the specific lateness value of one machine/ week, 
while Xmin and Xmax represent the minimum or maximum value 
obtained for the DDP measure in that company.  
Subsequently, the scaled results are used to perform the 
Friedman-Test, with the null hypothesis that there are no 
significant differences in the means between the DDP 
measures. If the significance value p is smaller than 0.05 we 
can assume that at least two of the chosen DDP measures have 
considerable differences. The analysis is conducted on four 
levels: (1) four companies, (2) relative vs. actual measures, (3) 
machine vs. order levels, and (4) on the three DDP measure 
groups (see section 3.2). As mentioned above, the difference  
Table 4: Correlation Matrix: Company C - Work System Level (Actual) 
  1 2 3 4 5 6 7 8 9 10 11 
1. Lateness 1,000           
2. Absolute Lateness -,259 1,000          
3. Tardiness ,895** ,093 1,000         
4. Squared Lateness -,409** ,964** -,068 1,000        
5. Binary Lateness ,934** -,290 ,871** -,435** 1,000       
6. SU - 2days -,074 ,563** ,173 ,458** -,042 1,000      
7. SU - 1day -,269 ,587** -,034 ,522** -,259 ,869** 1,000     
8. SU - 8hours -,240 ,388** -,132 ,360* -,286 ,540** ,673** 1,000    
9. SU - 16hours -,314* ,647** -,090 ,579** -,334* ,688** ,857** ,795** 1,000   
10. SU - 1day 8hours -,268 ,503** -,058 ,424** -,236 ,928** ,913** ,645** ,780** 1,000  
11. SU - 1day 16hours -,162 ,536** ,084 ,454** -,115 ,975** ,914** ,570** ,733** ,953** 1,000 
* p < 0.05,  ** p < 0.01 
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Table 5: Friedman-Test Results 
Machine 
Level   
Company A Company B 
Non-Binary  
A χ²(3)=35.7**; W=0.35 χ²(3)=173.9**; W=0.79 
R χ²(3)=71.2**; W=0.70 χ²(3)=131.4**; W=0.60 
Complete 
Comparison 
A χ²(5)=41.6**; W=0.25 χ²(5)=282.3**; W=0.77 
R χ²(5)=110.0**; W=0.65 χ²(5)=228.2**; W=0.63 
SU 
comparisons 
A χ²(5)=15.3**; W=0.09 χ²(5)=255.2**; W=0.70 
R χ²(5)=120.2**; W=0.71 χ²(5)=265.0**; W=0.73 
Order Level   Company A Company B 
Non-Binary  A χ²(3)=70.0**; W=0.47 χ²(3)=66.0**; W=0.42 
Complete 
Comparison 
A χ²(5)=77.1**; W=0.31 χ²(5)=98.3**; W=0.38 
SU 
comparisons 
A χ²(5)=152.1**; W=0.61 χ²(5)=201.8**; W=0.78 
    
Machine 
Level 
 Company C Company D 
Non-Binary  
A χ²(3)=45.4**; W=0.34 χ²(3)=121.5**; W=0.68 
R χ²(3)=73.3**; W=0.56 χ²(3)=126.3**; W=0.70 
Complete 
Comparison 
A χ²(5)=94.7**; W=0.43 χ²(5)=216.4**; W=0.72 
R χ²(5)=92.8**; W=0.42 χ²(5)=206.6**; W=0.69 
SU 
comparisons 
A χ²(5)=99.4**; W=0.45 χ²(5)=110.6**; W=0.37 
R χ²(5)=99.1**; W=0.45 χ²(5)=238.5**; W=0.80 
Order Level  Company C Company D 
Non-Binary  A χ²(3)=31.5**; W=0.26 χ²(3)=15.4**; W=0.10 
Complete 
Comparison 
A χ²(5)=71.0**; W=0.36 χ²(5)=105.7**; W=0.42 
SU 
comparisons 
A χ²(5)=147.2**; W=0.74 χ²(5)=211.5**; W=0.83 
* p < 0.05,  ** p < 0.01 
between actual and relative measures is only conducted on 
machine level. 
For all possible combinations between those four levels, the 
Friedman-Test results are reported in Table 5, with ‘A’ 
indicating actual, and ‘R’ relative values. For each conducted 
test, the χ² (Chi) value is reported with the respective degrees 
of freedom as well as the significance value p. Further, the 
indication of Kendall’s W (coefficient of concordance) is used 
as a measure of effect size [20]. Kendall’s W can take a value 
between 0 and 1 where values between 0 and 0.3 indicate a low, 
between 0.3 and 0.5 a medium, and anything larger a strong 
effect [20]. As seen in Table 5, every single p value is smaller 
than 0.05 showing that for all conducted tests, there are 
significant differences between at least two of the DDP 
measures of each group analyzed. Further, the majority of the 
effect sizes are medium to strong, leading to the assumption 
that the choice of DDP measure has a strong effect on the 
obtained lateness.  
As explained above, the data was scaled according to 
equation 8. This has implications on the interpretation of our 
test results. Through the feature scaling, each variable is 
transformed into a scale between its minimum and maximum 
sample value. Therefore, the value between 0 and 1 indicates 
how far away the inspected sample is from the minimum (0) 
and maximum (1) value. The non-parametric tests rank the 
different measures on each machine or week, and if the average 
ranks for each measure are equal, then it is assumed that there 
are no significant differences. As the test results indicated that 
there indeed are differences, it is implied that some measures 
indicate lateness closer to the minimum value and others closer 
to the maximum for the majority of cases. Concluding from this 
observation, the relative lateness distribution between all 
machines or weeks is not the same for all DDP measures. 
Hence, when ranking the machines/weeks in respect to their 
DDP, one would obtain different orders across DDP measures.  
In a next step, in order to also explore the interrelationship 
of specific pairs of measures a Wilcoxon signed-rank test is 
conducted. The Wilcoxon signed-rank test is the non-
parametric alternative of a dependent t-test and indicates 
whether the means of two variables with repeated measures are 
equal [18]. Conducting this analysis is crucial, as the Friedman-
Test assesses for entire groups whether at least two variables 
have significant differences in means, but does not indicate in 
which specific pairs the differences exist.  
Table 6: Wilcoxon signed-rank test results 
    Actual Relative 
 Level C1 C2 C1 C2 
A 
Work 
System 
z = -1.864,      
r = -0.226 
z = -1.090,    
r = -0.132 
z = -4.595**, 
r = -0.557 
z = -4.881**, 
r = -0.592 
Orders 
z = -3.914**,  
r = -0.391 
z = -0.150,    
r = -0.015 
  
B 
Work 
System 
z = -7.023**,  
r = -0.581 
z = -0.379,    
r = -0.031 
z = -4.905**, 
r = -0.406 
z = -5.957**, 
r = -0.493 
Orders 
z = -5.268** , 
r = -0.517 
z = -2.450*,  
r = -0.240 
    
C 
Work 
System 
z = -2.349*,    
r = -0.250 
z = -0.139,    
r = -0.015 
z = -5.180**, 
r = -0.552 
z = -1.879,     
r = -0.200 
Orders 
z = -1.035,      
r = -0.116 
z = -0.336,    
r = -0.038 
  
D 
Work 
System 
z = -5.737**,  
r = -0.524 
z = -4.053**,   
r = -0.370 
z = -6.284**, 
r = -0.574 
z = -6.322**, 
r = -0.577 
Orders 
z = -0.121,      
r = -0.012 
z = -3.796**,   
r = -0.376 
    
* p < 0.05,  ** p < 0.01 
Table 6 presents the results obtained from a sample analysis 
of Wilcoxon signed-rank tests performed on all of the 
companies and both, work system and order level. Pairs from 
the same category (binary/ non-binary) and pairs with similar 
computation mechanisms (Lateness/ Absolute Lateness) were 
included in the analysis in order to assess whether they are 
significantly different. ‘C1’ marks the comparison between 
Lateness and Absolute Lateness while ‘C2’ stands for the 
comparison between SU (2days) and Binary Lateness and the 
first column indicates the company observed. If p<0.05 we can 
assume that there is a significant difference between the two 
observed DDP measures. Further, r defines the effect size, 
where for positive and negative values a measurement of above 
±0.5 is considered a large effect [20].  
Observing the computations in Table 6, for each company 
there are cases where there seem to be no significant 
differences between the observed pairs as well as cases where 
there are significant differences. One can conclude that for 
specific variable pairs, differences could exist depending on the 
companies’ data structure but are not always present. 
Consequently, the choice of lateness measure between those 
variables would not always affect the resulting scaled lateness 
values. However, in the overall picture, it appears there are 
differences in DDP measure pairs. 
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4. Discussion and Conclusion 
Summarizing the results of the interrelationship analysis, 
one can observe significant differences in groups of DDP 
measures analyzed in the Friedman and Wilcoxon signed rank 
test. The relative lateness distribution between machines or 
weeks is not the same for the different DDP measures. This has 
significant consequences when aiming at reducing lateness. 
When limited resources have to be invested to improve 
performance of the critical machines with bad DDP, it is 
important to know which machines to target. Similarly to the 
limited capacity due to bottlenecks in production, those critical 
machines limit the performance of the entire system, as 
planning and the connected throughput does often not occur as 
indicated in the production schedule and operations and 
delivery are delayed as a result. Approaches in literature 
suggest a bottleneck control, where production focuses around 
the bottleneck machines and control WIP levels [4]. Applied to 
DDP, this method indicates a strong focus on the machines with 
high lateness values, in order to be in better control of the 
overall system lateness. However, the tests conducted in this 
paper show that different measures would yield different 
machines as the bottlenecks. Hence, the above 
countermeasures would be applied on different machines, 
leading to different improvement levels or even deterioration 
of the system performance. Hence, the choice of DDP measure 
has a strong impact on the evaluation of a system’s lateness.  
This leads to the conclusion that the choice of DDP 
measures matters and results will not be equal regardless of the 
choice made. Depending on the specific company situation, 
production planners need to decide upon the importance of 
lateness features (see section 2). For example, companies need 
to consider how they assess earliness in the system. They also 
have to choose between focusing on the extent or the share of 
late operations (select a binary or non-binary DDP measure). 
Finally, they have to decide whether they want to penalize high 
lateness levels more than low levels. Those decisions on 
specific lateness features directly impact the optimal selection 
of DDP measure as the features are evaluated differently 
among the measures. Considering the limitations of the 
research presented, one has to acknowledge the narrow number 
of sample companies, on the basis of which the results have 
been determined. Also, setting the results in the context of 
companies target values for each DDP measure would be a 
useful addition as well as a further investigation on the optimal 
choice of DDP measure depending on characteristics such as 
the product type or demand patterns. However, this is beyond 
the scope of this research. 
For further research, an in-detail pairwise analysis would be 
of interest in order to see which DDP measures are directly 
linked and which concrete differences they contain. Also, data 
from additional companies, as well as discrete event 
simulations on manufacturing systems and the inclusion of 
target values could be used for analysis in order to confirm this 
study’s findings. Generally, DDP measures are most often 
mentioned in scheduling, sequencing and production planning 
research where they are used as a performance measurement 
indicating the quality of planning methods [7, 9, 10]. For future 
research on those topics, the results of this paper imply that one 
should carefully consider which DDP measure to choose, as 
different indicators show different levels of planning quality.  
Lastly, one can derive implications for practice from the 
results presented. Referring back to the very beginning of the 
paper, high levels of delivery reliability are a key competitive 
factor for companies trying to succeed [2]. Due date 
performance can be a core element in achieving excellent 
delivery reliability scores. In order to do so, one needs to 
understand the current status and needs to identify potential 
room for improvement. This can be achieved through DDP 
measures as they indicate lateness of a system. As shown, not 
all measures compute the same output on equal data, especially 
when referring back to the issue of bottleneck identification. 
Therefore, the key implication for practice is that lateness 
should be assessed, but with a carefully chosen DDP measure 
that matches a company’s strategy and system. 
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