drop multiplexers (OADM's) can circumvent processing the bits and maneuvering them in the time domain, the granularity cannot be finer than a single wavelength. Therefore, the flexibility of such MAN's constructed with OXC's and OADM's is limited.
Promises of All-optical Packet switching
All-optical packet switching, while combining high throughput and packet level switching, appears to be a good candidate for MAN application. Although most of the past investigation was carried out in research institutions and we are still far from any definitive architectural design of an all-optical packet switching node, there are two common features that an all-optical packet switch should have:
a) The switching takes place in the optical domain without OEO conversion. Alloptical switching ensures higher throughput and less power consumption. b) The switch should be able to perform packet level switching. This is what differentiates an all-optical packet switch from an OXC. Theoretically, the switch fabric should also be able to switch with more coarse granularities such as wavelengths.
Although the architectures proposed by different research bodies vary to a certain extent, these two main features should remain the same. Fig. 2 shows a generalized illustration of an all-optical packet switching node.
The input stage is responsible for pre-amplification when necessary, reading the packet headers and packet alignment if so desired. Delay lines are used between the input stage and the switch unit to give enough time to the header-processing unit to configure the switch before the packets enter the switch unit. The header-processing unit reads the header and accordingly configures the switch. The switch unit, besides switching the packet to the desired port, also carries out contention resolutions. The output stage might perform header re-writing and power amplification if necessary.
Before we further discuss the issues involved in the all-optical packet switch architectures, it is important to first investigate what advantages could be obtained by incorporating all-optical packet switching into the future networks.
The ubiquity of IP routers today is an example that packet switching is more capable to adapt to the fast changing networks, because of its high flexibility. An IP network can carry connection-oriented (TCP) traffic as well as connection-less (UDP) traffic, and be built upon various lower layer technologies (ATM or SONET). Similarly, all-optical packet switched networks will be able to carry traffic from different upper layers. The limitations of IP include: a) the simple destination-based routing imposes limitations on the routing functionality and traffic engineering and b ) switching in the electronic domain is limited by the speed and the power consumption in the electronics. MPLS successfully solves the first issue by using exact-match forwarding algorithm and constraint-based routing. All-optical packet switching will further remove the OEO conversion bottleneck and offer a combination of high throughput, considerable flexibility and a rich set of routing functionality similar to that of MPLS.
The future MAN will be a very dynamic network, consisted of a large variety of users. Different users will have different service requirements. For example, the corporate clients are likely to have traffic mainly generated by IP, and therefore require high bandwidth, IP-based connectivity between major offices. High-end clients, such as financial institutions, will likely to request highly reliable, connection-oriented connectivity. Campus networks and local ISP's are likely to generate IP traffic mainly consisted of web traffic, therefore request best-effort IP-based connectivity. All-optical packet switching will be able to provide a large variety of services to meet these different needs, because of its capability to switch with different granularities. An all-optical packet switch, since it does not read the actual bits in the payload data, can stay in a given switching state for an arbitrary amount of time. This unique feature enables us to provide a large range of services. For example, for campus networks or low-end ISP's, we can provide best-effort service; for corporate clients we can provide reliable virtual circuit (similar to ATM) service; and for high-end clients we can provide a whole protected light path.
Another advantage of using all-optical packet switching for MAN is that we can use the existing protocol suites for routing and signaling. The on-going work at IETF is extending the MPLS protocol suite to build a seamlessly integrated network of IP routers running with OXC's [1] . It is possible that in the future the generalized MPLS will be running on both LSR's and OXC's. Since an all-optical packet-switch can function like both LSR and OXC, it will be easy to run the same protocols and integrate them with the existing equipment.
Internetwork interfaces
The aforementioned characteristics of all-optical packet switching make it an excellent candidate for MAN. But to complete the end-to-end connectivity, we also need to consider how the all-optical packet switched MAN interfaces with the rest of the networks. On the client side are the access networks and high-end users, whose networks may be built with IP routers or ATM switches. On the other side, the MAN will have one or more egress nodes, which are connected to the high-speed backbone WAN.
The client side of an all-optical packet switching node is depicted in Fig. 3 . The client interface should be able to process layer 3 or layer 2 traffic or, connection requests when a wavelength is requested, based on different protocols such as IP, ATM and SONET. In the case of IP packets, the client interface will first look at the IP header, assign an optical header to it according to the routing table, and transmit the packet to the next all-optical packet switching node. To be able to fully exploit the capacity of all-optical packet switching, the client interface should be a high performance edge label switch router-like device with optical interfaces in order to aggregate user traffic and switch it at optical line speed.
There are two options as to how to send packets from the all-optical packet switched MAN to the backbone WAN. The first option is to have the egress node perform OEO conversion, read the layer 3 or layer 2 headers, and then transmit the packets onto the established light paths through the backbone (Fig. 4a ). This is similar to the overlay model in MPλS, where the inside of the optical crossconnected network is opaque to the outside. The other option, as shown in Fig. 4b , is to utilize label stacking to deliver the packets to the desired all-optical packet switched node or LSR on the other side of the backbone. This will require the label binding information from several network segments to be propagated through the whole delivery path during the label switched path (LSP) setup period. In the example in Fig. 4b , a packet has to go from node X.1 to node Z.3. Network X and Z are all-optical packet switched MAN, while network Y is the optical crossconnected backbone. Network Y is assumed to be running MPλS and label binding information is implicit in the wavelength index b. D uring the LSP setup phase, both network Z and network Y will send the label binding information to node X.1. (In the context of all-optical packet switching we assume network segment-wide unique label because label swapping in optical domain is a nontrivial task, unlike in the electronic domain.) Node X.1 will stack the labels from all three networks (label a from network Z, label/wavelength index b from network Y and label c from network X), form an optical header and assign it to the packet. When the packet is leaving network X, the egress node will pop one label from the stack and the ingress node at network Y will use the next level label (b) to assign the wavelength. At the egress node of network Y the same label pop process will take place and the packet will eventually reach the desired egress node Z.3. If optical label swapping is applicable, it will not be necessary for the label binding information to be passed to the source node. The labels will be of local significance only.
Architectures for all-optical packet-switching 3.1 Slotted and unslotted networks
In general, all-optical packet-switched networks can be divided into two categories: slotted and unslotted.
In the slotted networks, the packets have fixed size and are placed in time slots. The size of slots is larger than the packet size to allow guard time before and after each packet. Since a particular node has input fibers from different upstream nodes, the slot boundaries on these fibers are not synchronized. There will be time variation of t hese boundaries due to different propagation distances and temperature changes. Certain synchronization mechanisms need to be implemented to align the slots before the packets enter the space switch. Such mechanism can be realized by using switched fiber delay lines of different lengths to create desired delays with limited resolution. Slotted networks have less contentions than unslotted networks because the packets are of the same size and are maneuvered in a joint manner. This is similar to the slotted A LOHA protocol in the carrier sense multiple access / collision detection (CSMA/CD) networks. Another motivation for slotted networks is that optical buffering can only be implemented with fiber delay lines, which are strict first-in-first-out ( FIFO) queues with fixed delays.
In the unslotted networks, packets can have variable sizes and are not aligned before they enter the switch. The switch has to switch every packet 'on the fly'. This type of networks have more contentions and, therefore, higher packet loss probability. The node architecture for unslotted networks can be simpler because there is no need for the synchronization stages. Furthermore, packet fragmentation and re-assembly are not necessary at the ingress and egress nodes, making such networks more suitable to switch native IP packets.
Contention resolutions
In an all-optical packet switched network, contention occurs at a node whenever two or more packets are trying to leave the switch from the same output port, on the same wavelength. H ow the contention is resolved has a significant effect on the network performance in terms of packet-loss ratio, average packet delay, average hop distance, and network utilization. In electrical packet-switched networks, contention is resolved with the s tore-and-forward technique, which requires the packets in contention to be stored in a memory bank and sent out at a later time when the desired output port is free. This is possible because of the availability of electronic random-access memory (RAM). There is no equivalent optical RAM available; therefore, different approaches have to be used. Meanwhile, WDM networks provide one new additional dimension, namely wavelength, for contention-resolution. Therefore, we are able to explore three dimensions of contention-resolution schemes: wavelength, time, and space.
Wavelength conversion is the most effective contention resolution without incurring additional latency while maintaining the shortest path or minimum hop distance. Wavelength converters are used to change the wavelength of the packets in contention, as a result multiple packets can be sent simultaneously to the same output port.
In time buffering, fiber delay lines are typically used, together with the switches, to delay the packets in contention and send them out at a later time. Since fiber delay lines are strict FIFO queues with fixed delays, they are far less efficient than electronic RAM. To be able to resolve contention effectively, a large number of fiber delay lines are usually required. Handling many fibers in a node can be a difficult task.
In space deflection, packets in contention are deflected to output ports other than the desired one. As a matter of fact, part of the network is used as 'buffers' to store these packets. Although packets are sent to a different node, this node should be able to route the packet toward its final destination. The disadvantage of deflection is that it introduces extra link propagation delays and causes packets arriving out of order.
One alternative approach to resolve contentions, other than the aforementioned schemes, is o ptical burst switching (OBS) [2] . The switch granularity in OBS is burst, which is a collection of multiple IP packets with several megabytes of data. In OBS, the source node first sends out a control packet to all the switches along the route the burst will be traveling on later. After a certain offset time, the burst is sent out without getting any acknowledgement from the switches. By the time that the burst arrives at the switches, the switches will have the necessary port reserved for the burst. After t he burst is transmitted through the switch, the port is released. By manipulating the amount of offset time between the control packet and the data burst, different class of service can be implemented. In OBS, small-sized IP packets (such as 40 byte IP packets corresponding to Internet control message protocol (ICMP) messages or 44 byte TCP acknowledgment packets) might be disfavored, since it will take numerous such packets to assemble the burst. The difference between OBS and all-optical packet switching is mainly in the switch control software, therefore an all-optical packet switching node can also be configured to carry out OBS.
Node architectures
There have been several proposed node architectures to carry out all-optical packet switching. One of the representative examples is the European KEOPS broadcast and select switch [3] . Although wavelength converters are used in this architecture, they are used, together with semiconductor amplifier gates, only to carry out the space switching and delay selection functions, instead of to resolve contentions. Contentions are resolved by fiber delay lines. Because of its broadcast-and-select nature, a large number of semiconductor amplifier gates (N×(N+K), where N is the number of switch input ports and K is the number of fiber delay lines) are used.
The WASPNET architecture developed at the University of Strathclyde, UK uses tunable wavelength converters, AWG's, and fiber delay lines to resolve contentions [4] . The switch is consisted of two stages. The first stage is responsible for contention resolution, while the second stage is responsible for space switching. This architecture requires a 2N×2N AWG's, 4N wavelength converters, an N×N space switch (where N is the number of switch input ports) and a number of fiber delay lines. Both the KEOPS and WASPNET architecture assume fixed packet size.
A hybrid contention resolution combining wavelength, time and space appears to outperform any single schemes [5] . Further more, the use of wavelength conversion and deflection routing will help reduce the number of fiber delay lines. Fig. 5(a) shows the node architecture currently under for contention resolution. The node has a rather simple configuration, with wavelength converters placed on the output ports of the space switch and a number of fiber delay lines. Our simulation results in [6] indicate that with four fiber delay lines, overall packet loss rate can be kept below 1% with transmitter load less than 30%. The network topology used in the simulation is shown in Fig. 6 (b) . We assumed unslotted operation with exponential packet size distribution.
For any all-optical packet-switch to be actually practical, the packet loss rate in a steady network state should be well below 1%, which is the upper limit for any realistic TCP connections [7] . Moreover, for the all-optical packet-switch to be competitive with the upcoming terabit high-speed IP routers or Label Switching Routers, it should operate beyond 10Gb/s per wavelength to actually take advantage of the optical transparency of the payload data. At 40Gb/s and up, regeneration will be necessary after the signals travels through various components in a number of switching nodes. All-optical regeneration solutions will have to be to be pursued if OEO conversion is to be avoided throughout the network.
Enabling technologies
The core of an all-optical packet-switching node is the switch fabric. To be able to switch on packet level at multi Gb/s speed, the switch must have nanosecond switching time. Micro electronic machine system ( MEMS) technology is not applicable here because the MEMS switches can only perform millisecond switching. Potential candidates include LiNbO 3 based switch elements and semiconductor optical amplifier (SOA) gate switch elements. An alternative is to use ultrafast tunable lasers; wavelength converters and static wavelength routing devices, such as AWG's, to construct a fast, large port count switch fabric. This approach can avoid concatenating multiple stages of 2x2 switch elements because of the large port-count of AWG devices.
Wavelength conversion remains one key technology in contention resolutions. Although the current stage of wavelength converters is not as mature as other devices, it is only a matter of time to have off-the-shelf wavelength converters. For example, Alcatel already has a packaged all-optical, active Mach-Zehnder structure-based wavelength converter operating at 10Ghz. Parametric wavelength conversion may be of special interest in all-optical packet switching because of its capability of converting multiple wavelengths simultaneously [8] .
The current research in optical RAM is still in an early stage, while there are some promising discoveries in laboratory level (e.g. the chiropticene molecular switch [9] and molecular transistor [10] ). Before optical RAM becomes available, we still need to rely on fiber delay lines as optical buffers.
On the software side, the all-optical packet-switched network can utilize the existing MPLS / MPλS protocols with necessary extension for signaling, and IP routing protocols for routing information distribution. There is no need to re-invent another protocol layer exclusively dedicated to all-optical packet switching.
Summary
As we continue to observe the exponential growth in data, especially IP, traffic, the metropolitan area network will have to manage a great variety of clients and meet different client requirements in terms of bandwidth provisioning and service qualities. All-optical packet switching appears to be a suitable candidate to b uild a flexible, high throughput and scalable MAN. Powered by the generalized MPLS protocols, such alloptical packet-switched networks can be able to provide different switching granularities, such as packets; bursts; and circuits, and support different user data formats. To be able to compete with high-speed IP routers and label switch routers (LSR's), the all-optical packet switch should operate beyond 10Gb/s. Optical regeneration will be necessary as the bit rate approaches 40Gb/s.
A simple node architecture employing wavelength conversion, optical buffering and deflection routing is presented and simulated on an irregular mesh network topology. With the current switching and buffering technology we still have to make a trade-off between packet loss rate, network utilization and node complexity. Fast, large port-count switch fabrics and wavelength converters remain as the key enabling technologies before there is a breakthrough in optical RAM.
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