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Initial estimates of macroeconomic variables based on incomplete source data can
be unreliable. Because of the methodology used by reporting agencies and the presence
of reporting errors in the survey data, I argue that initial-released output estimates tend to
be irrational and unreliable under uncertainty. Using U.S. nominal and real output real
time data from 1985 to 2014 and the Economic Policy Uncertainty (EPU) index proposed
by Baker et al. (2013), I investigate the impact of economic policy uncertainty on
aggregate output data revisions, modeling the output revisions, and the effect of output
data revision on inflation forecasts.
In Chapter 2, I find a strong evidence of asymmetric impact of the uncertainty on
rationality of the initial-released output data. Also, the results show that the magnitudes
of output data revisions tend to be larger when the uncertainty is greater. The out-ofsample predictions indicate that the ability of the EPU index on forecasting the revisions
is superior to that of business-cycle indicators suggested by previous study.
Chapter 3 analyzes the nature of the output data revisions by applying a common
factor model and a large set of information variables (approximately 200 macroeconomic
variables) suggested by Giannone, Reichlin, and Small (2008). The results show that the
common factors track the revisions quite well. In particular, these factors are able to
capture the huge downward revisions of aggregate output during the subprime mortgage

crisis in late 2008. Using the common factors as a robustness check for examining the
rationality of the initial-released output data, I find that the results in some of previous
studies are likely to have omitted-variable bias.
Chapter 4 applies the findings in Chapter 2 to literature examining the impact of
output data revision on inflation forecasts. The results show that the difference between
the forecasting performance of the use of fully revised output gap estimates and that of
the real-time output estimates tends to be greater during periods of high uncertainty. This
finding implies that previous empirical results on examining the inflation-output gap
relationship using unrevised data released during the periods of high uncertainty are
likely to be special cases that are not representative of all vintages of the data.
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CHAPTER 1
Introduction

The development of technology on collecting and analyzing data benefits us in
many ways. Today, the abundance of historical data enables economists to empirically
test models, to analyze economic theories, and to make forecasts. Some results are
published in academic journals and inform economists about the structure of the economy.
In many cases, however, instead of the fully revised data that should be used, only the
original unrevised data are available to economists at the time of analysis. The unrevised
data that have been used in these studies can contain substantial measurement errors and
may be unreliable. The focus of this dissertation is to detect and model the data revisions
in the U.S. aggregate output data generated by the Bureau of Economic Analysis (BEA).
Macroeconomists and policymakers have used the gross domestic product (GDP)
data very often. The historical GDP data that have been revised many times may be
reliable, but the quality of the initial-released GDP is questionable. There are many news
articles that can be found online that discuss the revisions in current quarters of GDP.
For example, in June 2013, an article in the Wall Street Journal titled “First-Quarter GDP
Growth Rate Revised Down to 1.8%” talks about a 0.6 % downward revision in the firstquarter GDP in 2013 because the growth of consumption revised downward from an
earlier estimate of 3.4% to 2.6%. In June 2015 in the same newspaper, another article
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titled “U.S. First-Quarter GDP Slowdown Less Severe than Previously Estimated”
reveals a 0.5% downward revision in the first-quarter GDP in 2015.
Due to the data revisions, the use of fully revised data may create puzzling
situations when analyzing past decisions of policymakers. For example, at the October
1992 Federal Open Market Committee (FOMC) meeting, the Board saw signs that the
country may be entering a recession. However, at first glance of the data there appears to
be no signs of an economic slowdown – in fact, the GDP increased by 3.3 points in 1992.
This begets the question: Why were policymakers so worried? Upon further inspection,
it becomes apparent that the data available at that time showed the economy in a much
weaker state than it actually was. In this case, economists that study monetary policy
reactions should use the unrevised data or, in other words, the real-time data. Real-time
data analysis specifically means any analyses using contemporary data available in the
past when the decisions/studies were made.
To facilitate real-time data analysis, Croushore and Stark (2001) construct a data
set for major macroeconomic variables, showing data available at any given date in the
past. They also use the terminology found in Swanson (1996): a series in each “vintage”
is the data set that were available at a given date, and a real-time data set is a collection of
the data in the vintages. In August 2008, the Federal Reserve Bank of Philadelphia’s
Research Department established the Real-Time Data Research Center. It is responsible
for the department’s research on real-time macroeconomic data, surveys of
macroeconomic forecasts, and macroeconomic modeling. The real-time data set in this
study is collected from their website.1

1
More details about the real-time data set can be found on the web at: https://www.philadelphiafed.org/research-and-data/realtime-center
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The framework of this dissertation is based on previous studies on data revisions
while attempting to complete the literature by introducing effects of uncertainty on the
revisions. In pioneering work on real-time data analysis, Mankiw et al. (1984) analyze
the nature of the revisions in relation to macroeconomic variables by determining two
characteristics of data revision: whether the first release is a noisy estimate and/or a
rational forecast of its final announcement such that the forecast errors are “news.” They
suggest that if the initial release is the final announcement measured with errors, then
revision is orthogonal to its final value, but correlated with the information available
when the estimate is made. On the other hand, if the preliminary estimate is a rational
forecast of its fully revised estimates, the revision should be correlated with its final
value, but uncorrelated with the available information.
Based on the framework provided by Mankiw et al. (1984), previous studies
examine the rationality of first-released aggregate output estimates by using an
information set consisting of business-cycle indicators, but the results are inconsistent.
For example, Mankiw and Shapiro (1986) regress the revisions of gross national product
(GNP) on an information set of the 3-month Treasury bills interest rate and the Standard
and Poor's Composite Stock Index and argue that real-time available information has no
significant impact on the revisions. Rathjens and Robins (1995) and Aruoba (2008)
conclude that the effects of real-time available information on output data revisions are
significant by using the preliminary estimate of industrial production (IP) and the realtime unemployment rate as the information variables, respectively.
There are two possible reasons for the inconsistency in the literature: either the
output data revisions are mainly not caused by the business-cycle fluctuations or the
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information variables chosen in the previous studies fail to identify the current stage of
business cycles. These reasons motivated this research to study the output data revisions.
I argue that the errors in the output data can be explained by the level of economic policy
uncertainty as well as the information sets that have been used to generate the data. The
uncertainty might lead to inaccuracy in the initial-estimated GDP because the releases are
made using only a sample of large firms (sampling errors) and because the estimates
contain incorrect information reported by the survey participants (non-sampling errors).
The sampling errors occur due to the firm-size-dependent effects of uncertainty on
investments (Ghosal and Loungani, 2000).

The non-sampling errors are cause by

inefficiency of survey participants in using available information under uncertainty.
Given that sampling and non-sampling errors exist in the source data, this study argues
that uncertainty, rather than the business-cycle indicators, could better capture the
revisions of the first-released U.S output estimates.
Chapter 2 examines the impact of the uncertainty on the rationality and reliability
(the magnitudes of revisions) of the first-released U.S. nominal and real output estimates
using the real-time data from 1985 to 2014. The economic uncertainty is measured by
the Economic Policy Uncertainty (EPU) index. The EPU index is a new metric of
uncertainty constructed by Baker et al. (2013), which covers various economic
uncertainties mainly observed from major newspapers.

I find that the impact of

uncertainty on the rationality of the first-released output data is asymmetric: by separately
analyzing periods of two different levels of uncertainty, the estimates are found be
rational if the level of uncertainty is low and irrational if the uncertain level is high.
When separating the periods into expansionary and recessionary economic phases, the
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business-cycle asymmetry of rationality cannot be found. The results also show that the
uncertainty has a significant impact on the magnitudes of the output revisions.
Furthermore, the out-of-sample predictions indicate that the ability of uncertainty in
forecasting the output revisions is superior to that of business-cycle indicators.
Chapter 3 discusses the inconsistency in previous studies with regards to the
selection of information set and the results about whether the initial-released output data
are rational estimates. I argue that any release may potentially reflect business-cycle
fluctuations and measurement errors in the first-released estimates. When the size of the
information set is too small, the result of the rationality test is unreliable. Using a
common factor model and a large set of information variables (approximately 200
macroeconomic variables) suggested by Giannone, Reichlin, and Small (2008), I find that
common factors are able to track the output revisions and the substantial downward
revisions during the subprime mortgage crisis in late 2008. When using the common
factors as a robustness check for the models suggested by previous studies, the results
show that the information variables chosen by some studies in the literature fail to
identify the revisions caused by the stages of business cycles.
Chapter 4 applies the findings in Chapter 2 to the impact of data revisions on
examining the generalized Phillips curve. Users of data should be wary of the impact of
uncertainty on the revisions only if the errors in the initial output estimates are large
enough to lead to incorrect conclusions.

By examining the predictive relationship

between inflation and output gap, the results indicate that the use of real-time data versus
fully revised estimates matters when the initial-released data are generated during highly
uncertain periods. This finding shows that the usefulness of the generalized Phillips
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curve has been overstated by previous studies that use unrevised output data. The last
chapter is a summary of this study. I discuss the main findings in this research and the
works that can be addressed in the future.
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CHAPTER 2
The Impact of Uncertainty on Data Revision

2.1

Introduction
The accuracy of preliminary announcements of macroeconomic variables has

attracted much attention from policymakers, as incorrect estimates have been shown to
have significant impacts on the outcome of a policy (Orphanides, 2001). In response,
previous studies have focused on both reliability and rationality of initial releases - that is,
how large are the errors of the first estimates [Dynan and Elmendorf (2001)], and
whether these releases are efficient estimates making use of all the available information
[Mankiw et al. (1984), Rathjens and Robins (1995), Swanson and van Dijk (2006), and
Aruoba (2008)].2 The rationality/ irrationality of preliminary estimates is originally
defined by Mankiw et al. (1984). They argue that for a rational estimate, its revision
should be correlated with the final value but uncorrelated with the data available when
the estimate is made. If the revision is correlated with the available information, then the
estimate is irrational. For a policymaker, however, the most important question should be:
under what circumstances do initial data tend to be unreliable and irrational? Intuitively,
the answer to this question seems obvious. When uncertainty about the current stage of

2
This paper studies both the reliability and rationality of initial releases in light of Dynan and Elmendorf’s (2001) findings: the
forecast errors in the initial estimates of aggregate output tend to be greater when actual output is accelerating and decelerating.
However, using additional information from contemporaneous data does not improve the quality of the forecasts. Their results imply
that the initial release can be unreliable even though the release is a rational estimate.
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business cycles is high, the possibility that the agencies miss the business cycle turning
points is high. That is, uncertainty could cause the agencies to miss their forecast.
Instead of using ex-post information, this paper investigates what causes
government agencies to miss turning points of the business cycle ex ante: the impact of
overall macroeconomic uncertainty on the reliability and rationality of the preliminary
estimates. A great example of the effect of uncertainty in the phase of business cycle on
data revision can be seen from the transcript of the FOMC meeting on November 13,
1990, just two weeks after the third quarter GNP growth was announced. During this
period of time, the available data showed that the economy was experiencing slow, but
positive growth. Growth rates of 1.7%, 0.4% and 1.8% were the estimates for the first
three quarters of 1990. After several revisions, the last vintage shows a deceleration of
the economy with growth rates of 5.1%, 0.9% and -0.7%. At the same time, in the
transcript of the meeting, the word “uncertainty” is mentioned seven times. The notion
“whether the economy is in a recession” is raised at least 10 times. All these facts
indicate that government agencies clearly miss the turning point of the business cycle
when the overall uncertainty is high.
Existing literature on testing the impact of uncertainty on macroeconomic activity
seems to support this argument. In particular, Ghosal and Loungani (2000) show that
uncertainty impacts investment differently for firms of different sizes. They argue that
small firms have less access to capital markets and uncertainty forces these firms to rely
on their own funds, whereas large firms may still be able to fund projects via outside
equity or bank borrowing. Their findings suggest that the first releases are unreliable
(less accurate) under uncertainty if the releases are made using only a sample of large
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firms.

For instance, the following entries “investment and private equipment and

software,” “change in private inventories,” and “nonfarm proprietors' income”, are
estimated using the Monthly Survey of Manufacturers’ Shipments, Inventories, and
Orders from the U.S. Census Bureau. This survey is made using reports from a sample of
large firms that have approximately 5,000 employees. As a result, the first releases of
U.S output data contains sampling errors because this sample does not accurately
represent the underlying population of firms’ investments under uncertainty.

Such

sampling errors could cause greater revisions when more comprehensive annual surveys
are finally available. Hence, the first releases could be unreliable during periods of high
uncertainty.
Surveys also contain non-sampling errors, such as incorrect information reported
by the survey participants, which could be caused by inefficiency in using available
information and lead to the irrationality of the first releases. Take the Monthly Survey of
Manufacturers’ Shipments, Inventories, and Orders as an example. This survey allows
firms to provide early estimates as forecasts of the actual data and resubmit it when the
actual data become available. These forecasts could be irrational for the reason that
market analysts underreact to available information and choose to keep their forecasts
closer to the consensus rather than updated information, as suggested by theories on
herding behavior [Trueman (1994) and Hong et al. (2000)]. Empirical findings also
agree that market analysts’ forecasts tend to be biased and inefficient during high
uncertainty periods [Elliot et al. (1995), Zhang (2006), and Amiram et al. (2013)]. From
this point of view, herding behavior would undermine firms’ forecasts when they report
the early estimates of data under uncertainty.

9

Given that the sampling and non-sampling errors exist in the source data, this
study argues that uncertainty, rather than the business cycles, could better explain the
unreliability and irrationality in the first releases of the U.S nominal and real output
estimates. The Economic Policy Uncertainty (EPU) index recently constructed by Baker
et al. (2013) facilitates my study of this issue.

The EPU index covers economic

uncertainty in major newspapers, uncertainty regarding the path that the federal tax code
will take in the future, and the disagreement among professional forecasters.
There are three reasons for choosing the EPU index in this study. First, even
though the index is not available in real time, all the information within the index is
available when the first releases of nominal and real GNP/GDP are made. Second, Baker
et al. (2013) show that the EPU index includes not only the uncertainty about the
condition of the economy (through the newspaper component) but also the policy-related
uncertainty that significantly impacts firms’ investment decisions as shown in their study.
Lastly, Baker et al. (2013) also find that the EPU index corresponds well to the frequency
of the word “uncertainty” within the FOMC Beige Book.3 During the FOMC meeting on
November 13, 1990, the EPU index increased by about 40% in comparison to the same
quarter of the previous year. I also find a significant correlation between the EPU index
and business cycle turning point uncertainty.4
The estimation period begins in the first quarter of 1985, the first period for which
the EPU index is available. As suggested by Swanson and van Dijk (2006), it takes
approximately three years to observe the final values of nominal and real GNP/GDP after
3

Baker et al. (2013) show that the correlation between the frequency of uncertainty arising in the Beige Book shows and the EPU
index is about 0.802.
4
During my estimation periods, the correlation between the periods of high economic policy uncertainty and that of business-cycle
turning point uncertainty is about 0.06 and significant at 5% level. The periods are considered to be of high uncertainty if the EPU
index is greater than that of the same quarter in the previous year. The Business cycle turning point uncertainty is measured using a
dummy equaling to 1 if the first-released and fully revised real GDP quarterly growth rates have opposite signs, and 0 otherwise. Note
that it is possible to have high policy uncertainty and large revisions without being near a business-cycle turning point.

10

the estimates were first released. Therefore, the estimation period ends in 2011:Q3, three
years prior to the last observation available at this point of time.
The results show that the rationality of the first-released real output growth
depends on the level of economic policy uncertainty rather than the business cycles. That
is, when separating the entire sample into high- and low-uncertainty periods, the first
releases of real output growth tend to be irrational during periods of high uncertainty and
rational when otherwise. However, the rationality of the first releases can be found
during both expansionary and contractionary periods when dividing the sample based on
the National Bureau of Economic Research (NBER)-dated business cycle peaks and
troughs. Furthermore, uncertainty has a significant and positive impact on the magnitude
of data revisions for U.S. nominal and real output growth rates, which suggests that the
first releases tend to be unreliable when uncertainty is greater.

The out-of-sample

prediction of the revision magnitudes also shows that the Root Mean Squared Error
(RMSE) estimated using the EPU index is smaller than that using the business-cycle
indicators. These results indicate that the reliability of the current-quarter initial releases
can be better forecasted using the EPU index.

2.2

Literature Review
This paper is based on two monumental literatures, the first of which concerns the

rationality and reliability in initial data, whereas the second pertains to the theory that
implies the impact of uncertainty on the irrationality and unreliability of initial data.
Previous research on testing the rationality of preliminary announcements is based
on the framework proposed by Mankiw, Runkle, and Shapiro (1984). They suggest that a
first release of data is a rational forecast of its final value if the release is made using all
11

the information available. By showing that the effect of the 3-month Treasury bill
interest rate and the Standard and Poor’s Stock Index on output data revisions are jointly
insignificant, Mankiw and Shapiro (1986) conclude that the initial-released output data
are rational estimates.
Following Mankiw, Runkle, and Shapiro’s (1984) and Mankiw and Shapiro’s
(1986) framework, subsequent studies apply the rationality test of initial releases to
various macroeconomic variables. Kavajecz and Collins (1995) show that initial releases
of seasonal adjusted money stock estimates are irrational forecasts of its final value.
Aruoba (2008) investigates the rationality of revisions to several major macroeconomic
variables in the United States. He argues that business cycles have an impact on the
rationality of the first-released data. To capture systematic patterns in the data revisions
due to the business cycles, he uses the quarterly change in the real-time unemployment
rate. His results show that a 1% change in the unemployment rate would cause a 1%
downward revision in the output growth rate on average. Swanson and van Dijk (2006)
find business-cycle asymmetry in the irrationality of first-released Industrial Production
(IP). In particular, Swanson and van Dijk (2006) explain their findings as a result of
government agencies possibly underreporting economic growth estimates to prevent the
economy from overheating during expansions.
Study also shows that the first release is not necessarily close to its final value
even when the release is rational. Dynan and Elmendorf (2001) suggest that, because
part of the data used for preliminary estimates are trend-based projections, first-released
estimates can be either over- or under-estimated depending on whether the movements of
the business cycles are accelerating or decelerating. If the available information fails to
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capture the business-cycle fluctuations, the revision magnitude can still be large even
when the estimate is a rational forecast. Dynan and Elmendorf (2001) show that changes
in the growth rate of aggregate output have significant impact on revisions of real
aggregate output data.
Nonetheless, Dynan and Elmendorf’s (2001) and Swanson and van Dijk’s (2006)
findings are based on using ex-post information to identify the realized behaviors of the
government agencies.

For example, Dynan and Elmendorf’s (2001) measures of

accelerations/decelerations in output are derived from data in the final available vintage.
Swanson and van Dijk (2006) use the business cycle turning points identified by the
NBER. The NBER-defined turning points are also not available to the government
reporting agencies when the initial estimates of the data were released.

From the

forecasting perspective, studies often suggest searching for more reliable business cycle
leading indicators, in an attempt to better identify the current stage of the business cycle.
Nevertheless, as concluded by Dynan and Elmendorf (2001), the improvement in the
quality of the initial release from including additional indicators appears to be quite small.
This is not surprising given the well-known difficulty in previous literature regarding the
forecast of the business cycles.
There is little empirical analysis regarding the rationality of initial data under
particular circumstances that is identified using ex-ante information.

Rathjens and

Robins (1995) find that agencies do not efficiently use publicly available information
disseminated by other agencies in quarters when the magnitude of change in preliminary
GNP estimates is large. Even though their findings can be used to forecast the rationality
of initial-released estimates, they fail to explain why the inefficient use of information
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occurs most frequently in those quarters. Swanson and van Dijk (2006) argue that early
releases are less reliable as overall economic uncertainty increases, but they do not test
this argument in their study.
Different from the previous studies, the aim of this paper is to identify the periods
of irrationality and unreliability in the unrevised output data using information available
in real time.

Ghosal and Loungani (2000) study the different impacts of profit

uncertainty on investment of small and large businesses. They argue that uncertainty can
have different impacts because the access to capital market is different across different
sizes of firms. Their results indicate that the negative impact of uncertainty is greater in
industries dominated by smaller firms. Given this relationship, their finding implies that
a sample survey using only large firms can underestimate the impact of uncertainty on
overall performance of industries.
Moreover, theory on herding behavior also shows that forecasters tend to not
utilize available updated information but rather conform closely to the consensus during
periods of high uncertainty (see Trueman, 1994; Graham, 1999; Hong, Kubik, and
Solomon, 2000). Graham (1999) suggests that under uncertainty, agents choose to mimic
the predictions of others instead of using their privately sourced information efficiently.
Based on this argument, irrationality in initial data could be found under uncertainty
because firms report their forecasts of actual data when it is not available.
Prior empirical findings seem to support the theory of herding behavior and
indicate that market analysts' forecasts tend to be biased and inefficient during more
uncertain periods [Elliott, Philbrick, and Weidman (1995), Zhang (2006), Amiram,
Landsman, Owens and Stubben (2013)]. Amiram, Landsman, Owens and Stubben (2013)
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study forecasts of equity analysts during periods of high uncertainty by using the average
daily Market Volatility Index (VIX) as a measure of uncertainty. Their results show that
analysts tend to underreact to news due to herding behavior under uncertainty. Their
findings indicate that uncertainty has an impact on forecast accuracy in both up and down
markets.

This implies that the impact of uncertainty on forecast ability could be

independent to the business cycles.
This paper loosely follows the approach of Swanson and van Dijk (2006) and
Dynan and Elmendorf (2001). Furthermore, I examine the rationality and reliability in
initial data under uncertainty.

Given that uncertainty might have an impact on

measurement errors in first-released data, this study assumes the presence of a link
between the quality of initial data and overall macroeconomic uncertainty. Specifically,
this study examines the impact of uncertainty using the Economic Policy Uncertainty
(EPU) index from Baker et al. (2013), which is a broad measure of uncertainty that
captures not only policy-related economic uncertainty but also business-cycle uncertainty.
Most importantly, this index is available at the time of initial releases, which is essential
for this study.

2.3

Data and Models
U.S. real-time nominal and real output data are collected from the Federal

Reserve Bank of Philadelphia. The sample contains both GNP and GDP because the
Bureau of Economic Analysis (BEA) switched from reporting GNP to GDP as the
measure of output after December 1991. On the vintage date of each month, the BEA
reports the historical data and any revisions if applicable.
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The BEA releases preliminary estimates of the data about 45 days after the end of
a quarter. For example, nominal and real GNP in 1984:Q4 was first released in the
middle of February 1985. Therefore, the quarterly observations of the first releases are
from the second month of each quarter. The first vintage used is February 1985, to be
consistent with the uncertainty data used in this paper. The last vintage available when
this paper was written is November 2014, which is assumed to contain the final, fully
revised data for nominal and real GNP/GDP from 1984:Q4 to 2011:Q3. Swanson and
van Dijk (2006) suggest that the vintage three years after its initial release can be
considered “fully revised.” Therefore, we assume that the “true” value of the thirdquarter nominal and real GDP in 2011 is first observed in November 2014. Initialreleased data after 2011:Q3 are still subject to revisions and therefore are not used in our
analysis.5
Some data revisions are benchmark revisions caused by changes to methodology,
definition, or statistical changes such as changes in base years.

These benchmark

revisions do not reflect the rationality of the agents and can cause bias in my analysis.
Using the growth rates rather than the levels of the output estimates should eliminate
most of the effects due to benchmark revisions. In addition, I follow Aruoba’s (2008)
suggestion and argue that it is unlikely for a revision happening 20 years after the first
release to contain new information on the data. Therefore, such revisions are most likely
benchmark revisions and are removed.

5
Swanson and van Dijk (2006) also follow Keane and Runkle’s (1990) suggestion and use the vintage available immediately
before benchmark revisions as their “final data.” Their findings remain unchanged when using this alternative measure of final data.
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2.3.1

Test of Rationality
To estimate the impact of uncertainty on revisions of initial releases of data, this

study uses the following notation. Let 𝑋! denote the U.S. nominal or real GDP growth
!

rate at time t, 𝑋!!!! the first release of 𝑋! , and 𝑋! the final, fully revised 𝑋! . For example,
if 𝑋! is U.S. nominal GDP growth rate in 2011:Q3, then 𝑋!!!! is released in the middle of
!

November in 2011, and 𝑋! is assumed to be observed in November of 2014, the last
vintage available at this time. To test the rationality of the first releases, this study
follows the theoretical framework proposed by Mankiw, Runkle, and Shapiro (1984) and
Mankiw and Shapiro (1986). Their setup aims to test whether the initial release, 𝑋!!!! , is
!

a rational forecast of 𝑋! by running the following regression:
!

!

𝑋! − 𝑋!!!! = 𝛼 + 𝛽𝑋!!!! + 𝑊 !!! 𝛾 + 𝜀 !!!

(2-1)

where 𝑊 !!! ′ is the information set available at the time of the first release, which is
assumed to be omitted by the reporting agents as 𝑋!!!! contains all available information
!

!

that is used.6 If 𝑋!!!! is a rational forecast of 𝑋! , the total revision, 𝑋! − 𝑋!!!! , is
orthogonal to all the information available, including 𝑋!!!! and 𝑊 !!! ′. That is, the total
revision only contains news that is not available at the time of the first release (𝜀 !!! ). It
is very important to note that all explanatory variables must be known when 𝑋!!!! is
made so that Equation (2-1) can be a feasible forecasting exercise.
The information variables used in this paper are contemporaneous values of the
quarterly change in the unemployment rate, the index of consumer sentiment from the
University of Michigan’s Survey Research Center, the 3-month Treasury bill interest rate,
6
For example, Rathjens and Robins (1995) argue that agencies fail to use publicly available information disseminated by other
agencies when measuring real GNP, so they include the Federal Reserve’s preliminary industrial production (IP) in the information set
of their model.
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the 10-year Treasury note interest rate, and the percentage change in Standard and Poor’s
index of 500 stock prices. These variables are commonly used as the business-cycle
indicators in previous studies [e.g., Mankiw et al. (1984), Rathjens and Robins (1995),
Dynan and Elmendorf (2001), Swanson and van Dijk (2006), and Aruoba (2008)]. All of
the information variables are available when the preliminary estimates for a given quarter
are prepared.
To examine under what circumstances do initial data tend to be irrational, I use
the following equation suggested by Swanson and van Dijk (2006):
!

𝑋! − 𝑋!!!! = 𝛼! + 𝛽! 𝑋!!!! + 𝑊 !!! ′𝛾! 𝐼 𝑠! = 1 +
𝛼! + 𝛽! 𝑋!!!! + 𝑊 !!! ′𝛾! 𝐼 𝑠! = 0 + 𝜀 !!!

(2-2)

where 𝑠! = 1 (or 0) if calendar month t is part of an expansion (recession), and where 𝐼 ∙
is an indicator variable of 𝑠! , which is equal to 1 if its argument is true and 0 otherwise.
Given 𝑠! = 1, the null hypothesis of rationality is 𝛼! = 𝛽! = 𝛾! = 0. To test whether
rationality varies across business cycle, Swanson and van Dijk (2006) set 𝑠! = 1 (𝑠! = 0)
using the NBER-defined expansions (recessions). In this paper, I also examine the
rationality by setting 𝑠! = 1 (or 0) if calendar month t is part of a period of high (low)
uncertainty. The period is considered to be high- (or low-) uncertainty if its level of the
EPU index is greater (less) than that in the same quarter of the previous year.
2.3.2

Test of Reliability
Another task of this paper is to test the impact of uncertainty on reliability in the

first-released output estimates. In this study, the reliability of a release is defined by the
difference between the first release and its final value. That is, the closer the first release
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to its final value, the more reliable the release is. The reliability of the first estimates of
the data can be examined by the following equation:
!

𝑙𝑜𝑔 𝑋! − 𝑋!!!!

= 𝛿! + 𝐹 !!! ′𝛿 + 𝜈 !!!

(2-3)

!

where 𝑋! − 𝑋!!!! is the absolute value of the total revision and 𝐹 !!! ′ is a set of
variables that indicate fluctuations of the data. 𝛿 is expected to be positive and
significant if first releases tend to be unreliable under circumstances given by the
information set, 𝐹 !!! ′. In order to evaluate the reliability of the first release using the
information available in real time, this paper uses the aforementioned business-cycle
indicators in the information set, 𝑊 !!! ′, from Equation (2-1) to capture the fluctuations.
Beside these indicators, this paper includes uncertainty in the information set as
uncertainty might lead to greater sampling errors.
A similar model is used by Dynan and Elmendorf (2001) to test the accuracy of
the first releases. However, in the information set, 𝐹 !!! ′, they use the final estimates of
output growth that cannot be observed before the data are fully revised. Furthermore,
!

!

they use the revisions (𝑋! − 𝑋!!!! ) instead of the revision magnitudes ( 𝑋! − 𝑋!!!! ) as
the dependent variable in their model. This set up might lead to difficulty interpreting the
results. For example, if the revisions are increasing from negative to zero when the
growth of output is accelerating, we will observe positive impact of accelerations on the
revisions when the first releases are actually more reliable during accelerations. It is also
possible that uncertainty could lead to both over- and under-estimations in the first
releases if the survey participants underreact to both of “good news” and “bad news”
under uncertainty. As a result, the impact of uncertainty on the revisions could be
insignificant even when the first releases are more unreliable under greater uncertainty.
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In these cases, the reliability in the first releases could be better measured by Equation (23).
As for uncertainty, I use the Economic Policy Uncertainty (EPU) index
constructed by Baker et al. (2013). This monthly index covers the periods from January
1985 to date and consists of four components. The core component is a news-based
index that quantifies newspaper coverage of policy-related economic uncertainty. The
second component reflects the level of uncertainty regarding the path that the federal tax
code will take in the future.

The third and the fourth components measure the

disagreement among professional forecasters about future levels of the Consumer Price
Index and government expenditures, respectively. The EPU index has been widely
adopted by many studies to examine the impact of uncertainty on financial markets,
economic activity, and business cycles. This paper is the first to utilize the EPU index to
the study of real-time data.
Table 2.1 shows the summary statistics for each variable, including the four
components of the EPU index. The final revision is the difference between the growth
rate in the first GNP/GDP estimates and their final values with benchmark revisions
being removed. The first column of the first and third rows indicates that the mean of
total revision for nominal and real output growth rates are 0.055 and 0.003, respectively,
which implies that, on average, the final values are greater than the initial announcements.
The second column shows high volatility in the nominal and real output revisions. The
standard deviations of the final revisions are five times larger than the mean of the
revisions for both nominal and real output. The last column reports the correlations of all
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Table 2.1: Summary Statistics
Mean Std. Dev.

Min.

Max. Corr. With EPU

Quarterly Growth Rate of
Nominal GDP
!

Final revision (𝑋! − 𝑋!!!! ) a.
First release (𝑋!!!! )

0.055
1.177

0.32
0.529

-0.984 0.759
-1.034 2.315

-0.161
-0.410

0.003
0.617

0.337
0.496

-1.001 0.967
-1.585 1.728

-0.045
-0.404

1.051

0.305

0.593 1.979

1.000

0.016
0.555
4.065
6.01
4.469
103
12

0.319
3.857
2.345
2.036
0.152

-0.7
1.3
-20.4
12
0.02 8.65
2.15 11.43
4.054 4.718

0.341
-0.146
-0.415
-0.207
-0.681

Quarterly Growth Rate of
Real GDP
!

Final revision (𝑋! − 𝑋!!!! )
First release (𝑋!!!! )
Measure of Uncertainty
EPU index b.
Business Cycle Indicators
Unemployment c. (%)
S&P 500 (%)
3-month Treasury Interest Rate (%)
10-year Treasury Interest Rate (%)
Log of Consumer Sentiment index
Total number of observation
Number of Recessions (NBER) d.
!

Note: a. “Final revision (𝑋! − 𝑋!!!! )” is the difference between the final value and first
releases of nominal and real GNP/GDP growth after removing the benchmark revisions.
(𝑋!!!! ) is the first release of the quarterly growth rates of nominal and real GNP/GDP
over the period 1984:Q4-2011:Q3 based on data vintages for February 1985 to November
2014. b. The EPU index is the Economic Policy Uncertainty (EPU) index from Baker et
al. (2013.). c. Unemployment is the quarterly change in real- time unemployment rate. For
example, the quarterly change in the unemployment rate observed in 1986:01 is estimated
by the unemployment rate in 1985:12 minus the unemployment in 1985:10, which are all
observed in 1985:12. d. The number of recessions is defined according to the National
Bureau of Economic Research (NBER) business cycle turning points.
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variables with the EPU index. The correlation between the final revision of nominal
output growth rate and the EPU index is -0.161 and the correlation between the revision
of real output growth rate and the EPU index is -0.045. This implies that, on average,
there is a downward revision during the periods of high uncertainty.

2.4

Empirical Results

2.4.1

Testing the Rationality and Reliability
Tables 2.2 and 2.3 report the results using Equations (2-1) and (2-2) for nominal

and real GNP/GDP, respectively. In order to remove the impact of trend and seasonal
components, the dependent variables are the residuals observed by regressing the final
revisions of nominal and real output growth rate on a time trend and three quarterly
dummies. The Wald statistic tests the null hypothesis of rationality, i.e., 𝛼 = 𝛽 = 𝛾 = 0.
In other words, if the first releases are rational forecast of their final value, the BEA used
all of the available information so that the information variables have no impact on the
revisions.
The first columns in Tables 2.2 and 2.3 show the results of Equation (2-1). The
Wald test indicates that, for both nominal and real output data, the information variables
are jointly insignificant at 5% level. This suggests that the first releases are rational
forecasts of their final values.
To find out under what circumstances do initial data tend to be irrational, this
study tests the rationality of the first releases during different sample periods using
Equation (2-2). The second and third columns in Tables 2.2 and 2.3 report the results for
nominal and real GNP/GDP, respectively. In the second column of each table, the 𝑠! = 1
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Table 2.2: Rationality Test (U.S. Nominal GNP/GDP Growth Rate)
Symmetric
First release
Unemployment
S&P 500
3-month Treasury
10-year Treasury
Consumer Sentiment

S=1 if expansion

S=1 if high
uncertainty a.

-1.400
(0.263)
-2.801
(0.341)
-0.074
(0.368)
0.215
(0.290)
-0.033
(0.801)
0.006
(0.528)
-0.049
(0.088)
0.030
(0.314)
0.339
(0.231)
0.180
(0.576)
0.029
(0.055)
-0.155
(0.414)
0.242
(0.272)
0.421
(0.542)

-2.095
(0.191)
-0.882
(0.604)
0.009
(0.929)
-0.061
(0.585)
-0.026
(0.873)
0.024
(0.006)
-0.083
(0.073)
0.083
(0.079)
0.434
(0.227)
-0.159
(0.339)
-0.026
(0.118)
-0.018
(0.600)
0.008
(0.832)
0.227
(0.556)

-0.017
(0.831)
-0.070
(0.448)
0.012
(0.092)
-0.048
(0.050)
0.035
(0.214)
0.369
(0.035)

Asymmetric
α1
α2
First release (St = 1)
First release (St = 0)
Unemployment (St = 1)
S&P 500 (St = 1)
3-month Treasury (St = 1)
10-year Treasury (St = 1)
Consumer Sentiment (St = 1)
Unemployment (St = 0)
S&P500 (St = 0)
3-month Treasury (St = 0)
10-year Treasury (St = 0)
Consumer Sentiment (St = 0)
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Table 2.2—Continued
Constant

-1.647
(0.037)
0.096

Wald test (α = β = γ = 0)
Wald test (α1 = β1 = γ1 = 0)
0.605
0.090
Wald test (α2 = β2 = γ2 = 0)
0.172
0.709
Root MSE
0.290
0.289
0.287
Note: Table 2.2 contains the impact of the business cycle indicator and uncertainty on the
final revisions of U.S. nominal GNP/GDP growth. The numbers in the parentheses are –
values. A P-value of 0.000 indicates that the P-value is nonzero, but smaller than 0.0005.
a.
EPU is the Economic Policy Uncertainty index.
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Table 2.3: Rationality Test (U.S. Real GNP/GDP Growth Rate)
Symmetric
First release
Unemployment
S&P 500
3-month Treasury
10-year Treasury
Consumer Sentiment

S=1 if expansion

S=1 if high
uncertainty a.

-0.288
(0.840)
-0.861
(0.785)
4.76E-04
(0.996)
0.295
(0.298)
-0.106
(0.450)
0.011
(0.306)
-0.035
(0.260)
0.036
(0.257)
0.044
(0.894)
0.335
(0.414)
0.047
(0.007)
-0.469
(0.022)
0.566
(0.021)
-0.178
(0.813)

-1.325
(0.440)
0.032
(0.987)
0.027
(0.814)
-0.013
(0.921)
0.152
(0.390)
0.030
(0.002)
-0.102
(0.033)
0.106
(0.038)
0.249
(0.521)
-0.286
(0.107)
-0.020
(0.239)
-0.010
(0.809)
0.021
(0.586)
0.029
(0.948)

-0.064
(0.542)
-0.015
(0.900)
0.017
(0.262)
-0.054
(0.052)
0.049
(0.073)
0.148
(0.586)

Asymmetric
α1
α2
First release (St = 1)
First release (St = 0)
Unemployment (St = 1)
S&P 500 (St = 1)
3-month Treasury (St = 1)
10-year Treasury (St = 1)
Consumer Sentiment (St = 1)
Unemployment (St = 0)
S&P500 (St = 0)
3-month Treasury (St = 0)
10-year Treasury (St = 0)
Consumer Sentiment (St = 0)
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Table 2.3—Continued
Constant

-0.709
(0.540)
0.244

Wald test (α = β = γ = 0)
Wald test (α1 = β1 = γ1 = 0)
0.850
0.029
Wald test (α2 = β2 = γ2 = 0)
0.065
0.717
Root MSE
0.313
0.311
0.306
Note: Table 2.3 contains the impact of the business cycle indicator and uncertainty on the
final revisions of U.S. real GNP/GDP growth. The numbers in the square brackets are Pvalues. A P-value of 0.000 indicates that the P-value is nonzero, but smaller than 0.0005.
a.
EPU is the Economic Policy Uncertainty index.
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(𝑠! = 0) indicates that the sample periods are part of expansions (recessions). In the third
column of each table, 𝑠! = 1 (𝑠! = 0) indicates the sample periods are part of high
uncertainty periods (low uncertainty periods). The sample periods are considered to be
high (low) uncertainty if EPU index is greater (smaller) than that in the same quarter of
the previous year.
The results show that the first releases of nominal and real output growth rate tend
to be rational during both expansions and recessions: the Wald tests show that the all the
coefficients are jointly insignificant at 5% level for both of the recessions and the
expansions.

These results do not support the argument that the reporting agents’

rationality varies with business cycle.
When testing the rationality during the periods of high and low uncertainty, the
third column in Tables 2.2 and 2.3 show that none of the coefficients are significant at
5% level for both nominal and real GNP/GDP during the periods of low uncertainty. The
Wald test also shows that the impact of uncertainty on the rationality of the first-released
real GNP/GDP estimates is asymmetric (the coefficients are jointly significant at 5%
level during the periods of high uncertainty but jointly insignificant during the periods of
low uncertainty).

This indicates that the irrationality in the first releases of real

GNP/GDP can be better explained by uncertainty rather than the business cycles.
Tables 2.4 and 2.5 report the results of the reliability test for nominal and real
GNP/GDP respectively using Equation (2-3) with various sets of variables included in the
information set, 𝐹 !!! . The first column in Tables 2.4 and 2.5 show the impact of the five
business-cycle indicators on the revision magnitudes. The results indicate none of the
coefficients are significant for both nominal and real GNP/GDP, suggesting the business-
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Table 2.4: Reliability Test (Magnitude of Revisions in U.S. Nominal GNP/GDP Growth
Rate)
[3].
-0.139
Unemployment
(0.691)
-0.025
S&P 500
(0.340)
0.073
3-month Treasury
(0.461)
-0.033
10-year Treasury
(0.748)
-0.488
Consumer Sentiment
(0.627)
0.753
0.777
Uncertainty
(0.019)
(0.093)
5.797
-0.791
1.285
Constant
(0.140)
(0.024)
(0.785)
Adjusted R2
-0.004
0.042
0.014
Root MSE
1.021
0.997
1.012
Note: Table 2.4 contains the impact of the business cycle indicator and uncertainty on the
revision magnitudes of U.S. nominal GNP/GDP growth. The numbers in the square
brackets are P values. A P-value of 0.000 indicates that the P-value is nonzero, but
smaller than 0.0005. Uncertainty is measured using the natural logarithm of the
Economic Policy Uncertainty (EPU) index.
[1]
-0.072
(0.836)
-0.028
(0.286)
0.028
(0.770)
0.014
(0.890)
-1.338
(0.130)

[2]
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Table 2.5: Reliability Test (Magnitude of Revisions in U.S. Nominal GNP/GDP Growth
Rate)
[3].
0.616
Unemployment
(0.159)
-0.021
S&P 500
(0.514)
-0.087
3-month Treasury
(0.479)
0.071
10-year Treasury
(0.584)
2.109
Consumer Sentiment
(0.094)
1.020
1.298
Uncertainty
(0.012)
(0.025)
-3.323
-1.072
-10.86
Constant
(0.500)
(0.016)
(0.066)
Adjusted R2
0.003
0.049
0.042
Root MSE
1.287
1.256
1.261
Note: Table 2.5 contains the impact of the business cycle indicator and uncertainty on the
revision magnitudes of U.S. real GNP/GDP growth. The numbers in the square brackets
are P values. A P-value of 0.000 indicates that the P-value is nonzero, but smaller than
0.0005. Uncertainty is measured using the natural logarithm of the Economic Policy
Uncertainty (EPU) index.
[1]
0.727
(0.101)
-0.026
(0.423)
-0.162
(0.182)
0.149
(0.240)
0.691
(0.533)

[2]
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cycle indicators cannot explain the measurement errors in the first releases of the output
estimates.
The second column in Tables 2.4 and 2.5 reports the results after replacing all of
the business-cycle indicators with the EPU index. The results show that uncertainty has
positive and significant impact on the revision magnitudes for both of nominal and real
GNP/GDP. Furthermore, the last column in Tables 2.4 and 2.5 show that the impact of
the EPU index on the revisions of real GNP/GDP remains significant at 5% level after
including the business-cycle indicators. These findings suggest that uncertainty leads to
over- or/and under-estimations of the first estimates of the real aggregate output data.
2.4.2

Out-of-Sample Prediction on the Reliability of Revisions
In the previous section, I have shown that uncertainty leads to the irrationality and

greater revision magnitudes for both nominal and real GNP/GDP. I now consider the
usefulness of the EPU index in forecasting the reliability of the first release ex ante. In
particular, I compare the predictive information content of the uncertainty index to that of
business cycles.

There are three basic ex ante exercises the study considers, each

differing by using the business-cycle indicators or the uncertainty index. The first two
use recursive and rolling estimates of forecasting model. For the recursive estimates, the
sample is enlarged by one observation at a time and the model is re-estimated with each
new observation and used to produce out-of sample forecasts. The smallest sample used
for regression estimation is 1985:01-1995:02. For the rolling estimates, the sample size
is fixed to 10 years and the model is re-estimated when the oldest observation is dropped
as a new observation is added. In the third exercises, I separate the full sample into two
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sub-samples and estimate the model by using the first sub-sample to produce out-ofsample forecasts for the second sub-sample.
One challenge of using these three forecasting exercises is that the revisions,
!

!

!
𝑋!!! − 𝑋!!!
, cannot be used to forecast 𝑋! − 𝑋!!!! in real-time because the former is not

realized until the last period. To solve this problem, I assume that the difference of 3
years between the calendar data and the date of the vintage is sufficient for it to be
considered as “fully revised”, that is, the final revision of the data in 1985:01 is
!"##:!"
!"#$:!"
𝑋!"#$:!"
− 𝑋!"#$:!"
.

Then, for the recursive and rolling estimates, I first estimate

Equation (2-3) over the period 1985:01 through 1995:02:
𝑙𝑜𝑔 𝑋!!!!" − 𝑋!!!!

= 𝛿! + 𝐹 !!! ′𝛿 + 𝜈 !!! , 𝑡 ≤1995:02

(2-4)

The forecasted final revisions in 1998:02 from Equation (2-3) are then constructed from
the estimated coefficients as:
!""#:!"
!""#:!"
𝑙𝑜𝑔 𝑋!""#:!!
− 𝑋!""#:!"

= 𝛿! + 𝐹!""#:!" ′𝛿

(2-5)

For the third exercises, I estimate the Equation (2-3) over the period 1985:01
through 1997:05 and use the vintage of 2000:05 as the “fully revised” data for this subsample:
𝑙𝑜𝑔 𝑋!!""":!" − 𝑋!!!!

= 𝛿! + 𝐹 !!! ′𝛿 + 𝜈 !!! , 𝑡 ≤1997:05

(2-6)

Then, I use the vintage of 2014:11 as the “fully revised” data for the period 2000:05
through 2011:11.

The forecasted final revisions of the second sub-sample is then

estimated by the estimated coefficients:
𝑙𝑜𝑔 𝑋!!"#$:!! − 𝑋!!!!

= 𝛿! + 𝐹 !!! ′𝛿
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(2-7)

Table 2.6: Root Mean Square Forecast Errors of Revisions of Nominal GNP/GDP
Growth Rate
B. C. Indicators

Uncertainty

B. C. Indicator &
Uncertainty

(A) Recursive Estimates
First estimated sample
1.287
1.287
1.307
period:
1985:01–1995:02
(B) Rolling Estimates:
First estimated sample
2.065
1.842
2.345
period:
1985:01–1995:02
(C) Fixed-sample estimates:
Estimated sample period:
1.962
1.881
1.715
1985:01–1997:05
Note: Table 2.6 reports the Root Mean Square Forecast Errors using the first estimated
sample period indicated under the three different estimates.

Table 2.7: Root Mean Square Forecast Errors of Revisions of Real GNP/GDP Growth
Rate
B. C. Indicators

Uncertainty

B. C. Indicator &
Uncertainty

(A) Recursive Estimates
First estimated sample
1.964
1.744
1.883
period:
1985:01–1995:02
(B) Rolling Estimates:
First estimated sample
2.699
2.264
2.673
period:
1985:01–1995:02
(C) Fixed-sample estimates:
Estimated sample period:
3.044
2.410
2.079
1985:01–1997:05
Note: Table 2.7 reports the Root Mean Square Forecast Errors using the first estimated
sample period indicated under the three different estimates.
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Tables 2.6 and 2.7 report the results of the RMSEs from these estimates for
nominal and real GNP/GDP respectively. The first and second columns show that, for all
three estimates, the RMSEs estimated using only the EPU index tend to be smaller than
those estimated using the business-cycle indicators for both nominal and real GNP/GDP.
For the real output estimates, using both business-cycle indicators and EPU index
produces better forecasts than with only the former.
In summary, the results of the out-of sample prediction show that the reliability in
the first releases of nominal and real GNP/GDP can be better forecasted using the EPU
index than the business-cycle indicators. These findings suggest that uncertainty could
be used to evaluate the quality of the first releases in the current period.

2.5

Conclusion

One of the most important questions that policymakers want to know is: are current
estimates of GDP reliable? Previous literature suggests that business cycle variations are
responsible for the irrationality and unreliability in the first releases of macroeconomic
data, including nominal and real output. The argument is based on the assumption that
reporting agencies tend to underreport output estimates to prevent the economy from
overheating during expansions.

By further investigating in methodologies used to

generate the data, however, the statistical procedures are found to be consistent during
expansionary and recessionary economic phases. Instead of the BEA attempting to
underreport the estimates, the reporting procedure itself contains sampling and nonsampling errors that are likely to be greater during periods of high uncertainty.
This study analyzes influences of uncertainty on the quality of the first-released U.S.
nominal and real GNP/GDP from 1984:Q4 to 2011:Q3. Using the EPU index from
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Baker et al. (2013) as the measure of economic policy uncertainty, I find an uncertainty
asymmetry in the rationality of the first-released real output data. The first releases of the
real GNP/GDP estimates tend to be irrational during periods of high uncertainty but
rational during periods of low uncertainty. When examining the rationality by separating
the sample into periods of recessions and expansions, the results suggest no evidence of
business-cycle asymmetry in the rationality.
I also find that the economic policy uncertainty has a significant impact on
revision magnitudes for both nominal and real GNP/GDP. These results indicate that the
first releases tend to be unreliable under greater uncertainty.

The out-of-sample

predictions further show that the EPU index better predicts the revision magnitudes than
the business-cycle indictors. This implies that policymakers should use first releases with
caution when under greater uncertainty.
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CHAPTER 3
Nowcasting Data Revision in a Data-rich Environment

3.1

Introduction
This chapter examines the quality of first-released U.S. nominal and real

aggregate output using a common factor model and a large set of macroeconomic
variables (approximately 200 variables) suggested by Giannone, Reichlin, and Small
(2008).

Giannone, Reichlin, and Small (2008) provide a framework for modeling

current-quarter forecasts (“nowcasts”) of real gross domestic product (GDP). They use
the word “nowcasts” not only to distinguish forecasts made for current- quarter estimates
from those made for future data, but also to emphasize that the nowcasts are made using
only real-time data. I adopt their definition of nowcast for the forecasts of current-quarter
output data revisions.
This study focuses on nowcasting revisions in aggregate output instead of
nowcasting aggregate output itself, because incorrect output estimates have been shown
to have significant impacts on the outcome of a policy (Orphanides, 2001). As the data
becomes first available to the public, policymakers want to evaluate the reliability of the
initial estimates rather than nowcast the data. Considering the importance of the quality
of initial-released estimates, many researches investigate in revisions of first-released
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output estimates.

This study is the first in the literature to use real-time available

information from a large set of macroeconomic variables.
Using a large number of data releases is crucial, because any release may
potentially reflect measurement errors in the initial estimates of aggregate output due to
the way that government agencies generate the data.

According to Concepts and

Methods of the U.S. National Income and Product Accounts from the Bureau of
Economic Analysis (BEA), about 24 percent of the data used for the first output estimates
are trend-based projections because source data are incomplete when the release is made.7
As a result, the accuracy of the first release depends on whether these projections
correctly estimate the movements of the business cycles. Dynan and Elmendorf (2001)
find that the initial estimates of aggregate output generally do not fully capture
accelerations (decelerations) of trend during expansions (recessions), resulting in an
upward (downward) revision later.8
To study the revisions of aggregate output, many studies often suggest searching
for more reliable business cycle leading indicators. These previous works either use expost information to identify the current stage of business cycles or make an arbitrary
decision to choose a small set of macroeconomic variables as the indicators. For instance,
the largest information set utilized in previous studies of revisions in real GDP is by
Dynan and Elmendorf (2001), which contains five variables.9 In these studies, there is a

7
These trend-based projections are estimated by using previous estimates and trends, moving averages of various lengths,
regressions, and judgment by BEA economists. Please see the box “Source Data and Key Assumptions for the Advance Estimates of
GDP for the Second Quarter of 2012” from the Concepts and Methods of the U.S. National Income and Product Accounts (p. 3-8) for
more details of the trend-based projections.
8
Dynan and Elmendorf (2001) define the accelerations (decelerations) of output growth trend as the increases (decreases) in the
growth rate of real output between the previous and current quarters. It should be noted that their estimations of the accelerations
(decelerations) are made from the final values of real output growth, which are not available in real-time.
9
The five variables used in Dynan and Elmendorf (2001) are the contemporaneous values of the unemployment rate, the index of
consumer sentiment from the University of Michigan's Survey Research Center, the 3-month Treasury bill interest rate, the 10-year
Treasury note interest rate, and the change in Standard and Poor’s index of 500 stock prices.
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lack of consensus about which variables should be used, and the various results about
whether the initial-released data are rational estimates do not agree with each other.10
The reason of the inconsistency in choosing the variables is obvious: any release
may potentially reflect the business-cycle fluctuations and the measurement errors in the
first-released estimates. From the goal of forecasting, there is no reason to throw away
any information, but the loss of forecasting power and efficiency when using a large
number of variables should be addressed. Therefore, the information variables must be
specified in a parsimonious manner in order to be used in nowcasting the revisions.
Giannone, Reichlin, and Small (2008) propose a formal forecasting model to
address the issue that arises when using a large number of variables. The idea of their
model is to produce a few common factors from a set of information variables using a
dynamic factor model and “bridge” these factors with current economic conditions. They
use about 200 macroeconomic variables to obtain four common factors. Their results
indicate that these factors are able to capture movements in the business cycles. In this
study, I adopt their model and variables for the nowcasting of the revisions in U.S.
aggregate output.

These variables include real-time industrial production and

employment, financial variables, prices, wages, money and credit aggregates, and
surveys.11
Besides the use of common factors, I include economic policy uncertainty in the
model to capture the revisions that is independent to the business cycles. As shown in
Chapter 2, the economic policy uncertainty has a significant impact on the revisions of
output data because sample surveys used in the initial estimates are made by the reports
10 Mankiw et al. (1984) is the first that conducts a test of rationality of first-released output data. They argue that if an initialreleased output estimate is a rational estimate, its revision should be correlated with the final value but uncorrelated with the data
available when the estimate is made. When the revision is correlated with the available information, the estimate is irrational.
11 The details of these variables can be found in the appendix from Giannone, Reichlin, and Small (2008).
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from only a sample of large firms, which fail to represent the underlying population of
firms’ investments during periods of high uncertainty. As a result, high uncertainty leads
to large revision magnitudes that cannot be explained by business-cycle fluctuations.
Without incorporating the impact of uncertainty, the model can subject to omitted
variable bias. Following the previous chapter, I use the Economic Policy Uncertainty
(EPU) index constructed by Baker et al. (2013) as the measure of economic policy
uncertainty.
The estimation period of the revisions of U.S. nominal and real aggregate output
begins in the first quarter of 1985, the first period for which the EPU index is available.
Because it takes approximately three years to observe the final values of nominal and real
GNP/GDP after the first releases, the estimation period ends in 2010:Q2, three years prior
to the last observation available at this point of time.
The results show that the common factors track the revisions quite well.
Especially, these factors well capture the huge downward revisions during the subprime
mortgage crisis in late 2008. When comparing the goodness of fit of the common factor
model with that of the model suggested by previous studies, the common factor model
produces the lowest Root Mean Square Errors. The results also show that changing the
information set leads to different results about rejecting or accepting the null hypothesis
of rationality of the initial-released output estimates. Using the common factor model as
a robustness check for the rationality test, I find that only the result of Dynan and
Elmendorf’s (2001) model is consistent with that of the CF model. In both cases, the null
hypothesis is rejected.

I also apply an out-of-sample prediction to compare the

nowcasting ability of the common factor model with Dynan and Elmendorf’s (2001)
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model. The Root Mean Square Forecast Errors (RMSFEs) tend to be smaller in the
common factor model than that in Dynan and Elmendorf’s (2001) model, but the
differences are insignificant.

3.2

Literature Review
Empirical studies of data revision have focused on whether revisions could be

forecasted using the information available at the time when initial releases are made.
Within this literature, Mankiw, Runkle, and Shapiro (1984) and Mankiw and Shapiro
(1986) are well known as pioneers in the field. Mankiw and Shapiro (1986) regress the
revisions of gross national product (GNP) on the 3-month Treasury bills interest rate and
the Standard and Poor's Composite Stock Index and find statistical insignificance of these
variables. Their decision of choosing these two variables is based on the availability of
these variables in real-time and their ability to capture the strength of the economy. By
using these two variables, Mankiw and Shapiro (1986) conclude that the revisions of
aggregate output cannot be forecasted.
Following by Mankiw and Shapiro’s suggestion however, other studies, such as
Rathjens and Robins (1995) and Aruoba (2008), make different decisions about choosing
the information variables. Rathjens and Robins (1995) use the preliminary estimate of
industrial production (IP) for their study of revisions in GNP. Aruoba (2008) suggests
using the quarterly change in the unemployment rate released in current vintage to
capture the systematic patterns in revisions of real output growth. Unlike Mankiw and
Shapiro, these two studies conclude that the business cycles have significant impacts on
the revisions.
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There is a clear trend that later studies have been looking for a larger set of
information variables to better capture the business-cycle fluctuations. For example,
Kavajecz and Collins (1995) use the yield on the 3-month Treasury bill, the New York
Stock Exchange index (NYSE 5000), and the spread between yields on the 30-year
Treasury bond and the 3-month Treasury bill, to capture the strength of the economy.
Dynan and Elmendorf (2001) utilize the contemporaneous values of the unemployment
rate, the index of consumer sentiment from the University of Michigan's Survey Research
Center, the 3-month Treasury bill interest rate, the 10-year Treasury note interest rate,
and the change in Standard and Poor’s index of 500 stock prices as information variables
in their study. To study revisions of IP, Swanson and van Dijk (2006) use the 3-month
Treasury bill rate, the spread between yields on 10-year Treasury bonds and 3-month Tbills, the spread between Baa and Aaa rated corporate bonds, the monthly change in
logged crude oil prices, and the monthly dividend reinvested return on the S&P500.
Due to the fact that different variables are chosen as measures of the businesscycle indicators, these studies achieve different conclusions about the impact of the
business cycles on data revision. Kavajecz and Collins (1995) find significant impacts of
their variables on the revisions. Swanson and van Dijk (2008) show that their variables
only have significant impacts on data revision during the expansionary periods of the
business cycles defined by the National Bureau of Economic Research (NBER). Dynan
and Elmendorf (2001) find that the improvement in the quality of the initial release from
including their indicators appears to be quite small. Only the accelerations/decelerations
in the growth rate of real output measured from the last available vintage have significant
impacts on real output revisions.

They argue that the significant impacts of the
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accelerations/decelerations indicate that the first-released real output estimates made
from trend-based projections fail to capture the business-cycle fluctuations.
This article adds to the literature on utilizing a large number of information
variables in the study of data revision. I argue that any release might potentially contain
information about the movements of business cycles, and there is no point to throw away
any of such information. In order to use the information efficiently, Giannone, Reichlin,
and Small (2008) suggest using a dynamic factor model to produce a few common factors
from a large number of releases and “bridge” these factors with current economic
conditions. They show that these common factors are able to nowcast current economic
conditions. Brave and Butters (2014) also use a similar method and find that the business
cycles can be well captured using a large number of variables. This paper is the first that
applies their method of nowcasting in the literature of data revision.

3.3

Data and Models
U.S. real-time nominal and real output data are collected from the Federal

Reserve Bank of Philadelphia. The sample contains both GNP and GDP because the
Bureau of Economic Analysis (BEA) switched from reporting GNP to GDP as the
measure of output after December 1991. On the vintage date of each month, the BEA
reports the historical data and any revisions if applicable.
The BEA releases preliminary estimates of the data about 45 days after the end of
a quarter. For example, nominal GNP for 1984:Q4 was first released in the middle of
February 1985. Therefore, the quarterly observations of the first releases are from the
second month of each quarter. The first vintage used is February 1985 for which my
measure of uncertainty is available. The last vintage available when this study was
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written is August 2013, which is assumed to contain the final, fully revised data for
nominal GNP/GDP from 1984:Q4 to 2010:Q2. Swanson and van Dijk (2006) suggest
that the vintage three years after its initial release can be considered “fully revised.”
Therefore, I assume that the “true” value of the second-quarter nominal and real GDP in
2010 is first observed in August 2013. Initially released data after 2010:Q2 are still
subject to revisions and therefore are not used in my analysis.
I focus on modeling revisions in the quarterly growth rate of nominal and real
GNP/GDP because the revisions caused by changes in base years cannot be forecasted.
The benchmark revisions caused by changes to methodology, definition, or statistical
changes are also unpredictable and beyond the scope of this study. Aruoba (2008) argues
that it is unlikely for a revision happening 20 years after the first release to contain new
information on the data. Therefore, I follow Aruoba (2008) and remove the revisions to
historical data more than twenty years ago.
To nowcast the final revisions of the initial releases, this study uses the common
factor model proposed by Giannone, Reichlin, and Small (2008) and the following
notation. Let 𝑋! denote U.S. nominal/real GDP growth rate at time t, 𝑋!!!! the first
!

release of 𝑋! , and 𝑋! the final, fully revised 𝑋! . For example, if 𝑋! , is U.S. nominal GDP
!

growth in 2010:Q2, then 𝑋!!!! is released in the middle of August in 2010, and 𝑋! is
assumed to be observed in August of 2013, the last vintage of the data. At the time when
!

the initial data are released, the final revisions of GDP growth, 𝑋! − 𝑋!!!! , is not
available, but can be estimated using relevant information variables that are available in
real time. The nowcast of revision can be computed using the expected value of the total
revision based on the available information:
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!

!

𝑋! − 𝑋!!!! = 𝐸 𝑋! − 𝑋!!!! |Ω!!!! ; ℳ

(3-1)

where Ω!!!! is the information set composed of n variables that are available at t+1 and
ℳ is denotes the underlying model following by the expectation that is taken. At the
time initial data are released, I have the nowcasts of total revision from this equation.
!!!
Let 𝑍!,!
denote the generic stationary monthly indicator i, which is available at
!!!
the vintage t+1. Assuming 𝑍!,!
is driven by r factors and idiosyncratic components 𝜉! :
!!!
𝑍!,!
= 𝜇! + 𝜆!! 𝑓!! + ⋯ + 𝜆!" 𝑓!" + 𝜉!

(3-2)

where r<n. To write in matrix notation, the above equation becomes:
𝑍!!!! = 𝜇 + Λ𝐹! + 𝜉!

(3-3)

!!!
!!!
where 𝑍!!!! = 𝑍!,!
, ⋯ , 𝑍!,!
′, 𝐹! = 𝑓!,! , ⋯ , 𝑓!,! ′, 𝜉! = 𝜉!,! , ⋯ , 𝜉!,! ′, and Λ is a 𝑛×𝑟

matrix of the factor loading with generic parameter 𝜆!" .
The dynamic factor model of Equation (3-3) can be written in state-space form
using 𝐹! as state vector in the following way:
𝐹! = 𝐴𝐹!!! + 𝐵𝑢! ;

𝑢! ~𝑊𝑁(0, 𝐼! )

(3-4)

where 𝐵 is a 𝑟×𝑞 matrix of full rank 𝑞, 𝐴 is a a 𝑟×𝑟 matrix, and 𝑢! is the 𝑞 dimensional
white noise process of the shocks to the common factor. Assuming that:
𝐸 𝜉! 𝜉!! = 𝜓! = 𝑑𝑖𝑎𝑔(𝜓!! , ⋯ , 𝜓!" )

(3-5)

!
𝐸 𝜉! 𝜉!!!
= 0, 𝑠 > 0 for all 𝑖

(3-6)

and 𝜉! is orthogonal to the common shock 𝑢! :
!
𝐸 𝜉! 𝑢!!!
= 0, for all 𝑠, 𝑖

(3-7)
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𝐹! can be estimated using Kalman filtering techniques, where the Kalman
smoother is used to compute the expected value of the common factor recursively.12
Following by Giannone, Reichlin, and Small (2008), I generate four common factors
according to the characteristics of the indicators: the GDP components factor, the
aggregate price factor, the monetary factor, and the financial factor.
The GDP components factor captures fluctuations in real aggregate output. This
factor is generated from data that are used to estimate GDP, which includes measures of
personal consumption expenditures, investment, change in private inventories, net
exports of goods and services, and government consumption expenditures. The impact of
the GDP components factor on the revisions of GDP is expected to be insignificant
because this factor summarizes all the information used in the estimation of initialreleased output estimates. The aggregate price factor is generated from multivariate price
index, such as consumer price index (CPI), Producer Price index (PPI), and personal
consumption expenditures price index (PCE). This factor is assumed to be capable of
capturing movements of business cycle because shifts in aggregate demand and supply
curve lead to changes in price. For example, an increase in aggregate demand causes a
rise in price level.

The monetary factor is estimated from different money stock

estimates and monetary base, which includes contemporaneous values of M1, M2, M3,
and monetary base. This factor captures business-cycle fluctuations through reactions of
aggregate demand to monetary policy. For example, the aggregate demand curve shifts
to the right as a result of monetary expansion. The financial factor is generated from
financial variables, such as multivariate interest rates, bond yields, loans and securities,

!!!
The Kalman smoother estimates the factors from weighting the innovations of 𝑍!,!
based on the common shocks 𝑢! to the
idiosyncratic components 𝜉!,! ratio. The detail of this procedure is described in the Appendix of Giannone, Reichlin, and Small (2008).
12
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and Standard and Poor’s index. This factor captures business-cycle movements because
interest rate responds to changes in investment. A rightward shift in the aggregate
demand curve that is caused by greater capital expenditure implies an increase in interest
rate. As a result, interest rates tend to rise during expansions and fall during contractions.
Let 𝜃 be a set of all parameters in Equation (3-3) and (3-4), the common factors
can be estimated using model ℳ! :
𝐹! = 𝐸[𝐹! |Ω! ; ℳ! ]

(3-8)

where 𝜃 is a set of consistent estimates of all parameters. Then the accuracy of the
estimated common factors is measured by:
!

𝑉! = 𝐸[ 𝐹! − 𝐹! 𝐹! − 𝐹! ; ℳ! ].

(3-9)

After obtaining the estimates of the common factors, the nowcast of total revision can be
estimated by the errors-in-variables regression:13
!

𝑋! − 𝑋!!!! = 𝜌! + 𝜌! ′𝐹!!! + 𝜌! ′𝑈𝑛𝑐!!!
(3-10)
where 𝑈𝑛𝑐!!! denotes economic policy uncertainty at time t+1. As shown in Chapter 2,
economic policy uncertainty has an impact on revisions of initial output estimates and the
impact is independent to the business cycles. Therefore, a measure of uncertainty is
included in this model.
After observing the estimated revisions, the in-sample forecast accuracy of the
estimates can be computed by:
𝑅𝑀𝑆𝐸 =

13

!"#":!!
!"#$:!! (𝑉! ! !!!!!! )

(3-11)

!

The errors-in-variables regression is preferred in this study because the estimated common factors are measured with errors.
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where
𝑉! ! !! !!! = 𝜌′𝑉! 𝜌 + 𝑉𝑎𝑟(𝑒! )
!

(3-12)

!

!

!

where 𝑒! = 𝑋! − 𝑋!!!! − (𝑋! − 𝑋!!!! ).
I also test the ability of nowcasting revisions using out-of-sample prediction.
Following Chapter 2, I assume that the difference of 3 years between the calendar data
and the date of this vintage is sufficient to consider as “fully revised”, that is, the final
!"##:!"
!"#$:!"
revision of the output estimate in 1985:01 is measured by 𝑋!"#$:!"
− 𝑋!"#$:!"
. I estimate

Equation (3-10) over the period 1985:01 through 1997:05 and use the vintage of 2000:05
as the “fully revised” data for this sub-sample:
𝑋!!""":!" − 𝑋!!!! = 𝜌! + 𝜌!! 𝐹!!! + 𝜌!! 𝑈𝑛𝑐!!! + 𝜐!!! , 𝑡 ≤ 1997: 05.

(3-13)

Then, I use the vintage of 2013:08 as the “fully revised” data for the period 2000:05
through 2011:08.

The forecasted final revisions of the second sub-sample is then

estimated by the estimated coefficients:
𝑋!!"#$:!" − 𝑋!!!! = 𝜌! + 𝜌!! 𝐹!!! + 𝜌!! 𝑈𝑛𝑐!!!

(3-14)

The out-of-sample forecast accuracy is measured by the Root Mean Square
Forecast Error (RMSFE).

To compare the out-of sample forecast accuracy of the

common factor model with that of the model suggested by Dynan and Elmendorf (2001),
I use the RMSE-F statistic proposed by Clark and McCracken (2001):
𝑅𝑀𝑆𝐸 − 𝐹 =

!(!"#$%! !!"#$%! )

(3-15)

!"#$%!

where P is the number of forecasts, 𝑅𝑀𝑆𝐹𝐸! is the RMSFE estimated from Dynan and
Elmendorf's (2001) model (the restricted model) and 𝑅𝑀𝑆𝐹𝐸! is the RMSFE estimated
from the common factor model (the unrestricted model). In the null hypothesis, the
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RMSFE of these two are equal. The distribution of the statistic is estimated by a
bootstrap experiment with 2000 replications.
Table 3.1 provides the summary statistics for each variable. The final revision,
!

𝑋! − 𝑋!!!! , is the difference between the first release and its final values after the
benchmark revisions are removed. The first column in Table 3.1 reports the mean of the
initial-released nominal and real GNP/GDP data and their revisions. This shows that the
mean of final revisions for both nominal and real GNP/GDP are positive, which implies
that, on average, the final value is larger than the initial announcement. The second
column reports the standard deviation. It shows that the volatility of initial-released
nominal GNP/GDP is slightly larger than that of real GNP/GDP due to the volatility of
price level. The third and forth columns in Table 3.1 reports the minimum and maximum
value for each variable. It indicates that the ranges of final revisions for nominal and real
GNP/GDP are quite large. For example, the final revision of nominal GNP/GDP growth
fluctuates between -1.02% and 0.73%.

3.4

Empirical Results
Figures 3.1 and 3.2 plot the revisions and the fitted value of the revisions

estimated using Equation (3-10) for nominal and real GNP/GDP, respectively. Both of
the two graphs show that the common factors track the revisions quite well. In particular,
the common factors are able to capture the huge downward revisions during the subprime
mortgage crisis in late 2008.
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Table 3.1: Summary Statistics of Final Revisions and Initial Releases
Mean

Std. Dev.

Min

Max

Final revision (X!! − X!!!! )a.

0.024

0.310

-1.015

0.726

Initial release (X!!!! )

1.179

0.549

-1.034

2.315

Final revision (X!! − X!!!! )a.

0.014

0.345

-1.041

0.963

Initial release (X!!!! )

0.619

0.508

-1.585

1.728

Quarterly Growth rate of Nominal
GNP/GDP

Quarterly Growth rate of Real
GNP/GDP

Total number of observations

103

Note: a. “Final revision (X!! − X!!!! )” is the difference between the final value and first
releases of nominal and real GNP/GDP growth after removing the benchmark revisions.
X!!!! is the first release of the quarterly growth rates of nominal and real GNP/GDP over
the period 1984:Q4-2010:Q2 based on data vintages for February 1985 to August 2013.

49

Figure 3.1: Realized Nominal GNP/GDP Revision versus Nowcast Nominal GNP/GDP
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Note: The dashed line shows the fitted values (nowcasted revisions of nominal GNP/GDP)
that are estimated using Equation (3-10). The Solid line represents the realized Nominal
GNP/GDP Revision.

Figure 3.2: Realized Real GNP/GDP Revision versus Nowcast Real GNP/GDP Revision
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Note: The dashed line shows the fitted values (nowcasted revisions of real GNP/GDP)
that are estimated using Equation (3-10). The Solid line represents the realized real
GNP/GDP Revision.
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Tables 3.2 and 3.3 show the in-sample forecasts of the revisions for nominal and
real GNP/GDP, respectively. The forecast accuracy is estimated by the Root Mean
Square Error (RMSE). Besides the common factor model (henceforth CF), the results of
models suggested by previous studies are also reported in the tables. These models are
from Aruoba (2008), Mankiw and Shapiro (1986, henceforth MS) and Dynan and
Elmendorf (2001, henceforth DE), which differ by the information variables chosen in
their studies. The three information sets are the information set of the real-time quarterly
change in the unemployment rate (Aruoba), the information set of the 3-month Treasury
bills interest rate and the Standard and Poor's (S&P) Composite Stock Index (MS), and
the set of the unemployment rate, the index of consumer sentiment, the 3-month Treasury
interest rate, the 10-year Treasury note interest rate, and the S&P index (DE). The
columns headed “Aruoba,” “MS,” “DE,” and “CF” in Table 3.2 and 3.3 report the results
estimated using the information sets of Aruoba, MS, DE, and the four common factors,
respectively.
The results show that the DE model generates lower RMSE than Aruoba’s and the
MS models. Within the four models, however, the CF model has the lowest RMSE for
both nominal and real output data revisions, which suggests that the in-sample
forecasting ability of the CF model is superior to that of the models suggested by the
previous studies.

In Aruoba’s and the MS models, none of the coefficients of the

information variables are significant at 5% level. The DE model shows that the 10-year
Treasury note interest rate is the only variable that has a significant impact on both
nominal and real output data revisions.
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The forecasting ability of the CF model comes from the price and the financial
factors. The impacts of price and financial factors on the revisions of nominal and real
output data are significant at 5% level, which indicates that the BEA does not use the
information efficiently. In both Tables 3.2 and 3.3, the GDP component factor has no
significant impact on the revisions. This finding indicates that the GDP factor is capable
to summarize the information used by the BEA. The impact of the monetary factor being
insignificant suggests that the reactions of business cycles to money stocks and money
base were taken account by the BEA when estimating first-released output data.
Tables 3.2 and 3.3 also show that changing the information set leads to different
results about rejecting or accepting the null hypothesis of rationality of the initial-released
output estimates.

As mentioned in Chapter 2, Mankiw et al. (1984) suggests that

revisions of rational estimates should be correlated with its final values but uncorrelated
with the data available when the estimates are made. The rationality can be examined by
the Wald statistic that tests whether all of the coefficients are jointly insignificant. As
shown in Table 3.2, the coefficients in the DE model are jointly significant at 5% level,
suggesting that the first-released nominal output estimates are irrational forecasts of its
fully revised value. The results of Aruoba’s and the MS model, however, suggest that the
nominal output data are rational estimates. For the real GNP/GDP estimates, only the
Aruoba’s model has all the coefficients jointly insignificant.
Because the results of the rationality test depend on the information variables used
in the model, using different information set leads to the lack of consensus in the impact
of the business cycles on the revisions across the previous studies. Considering that any
release might potentially reflect the movement in the business cycles, the results of some
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Table 3.2: Dependent Variable – Revisions of Nominal GDP Quarterly Growth Rate
Aruoba

MS

DE

CF

Constant

0.046
[0.615]

-0.115
[0.173]

-2.902
[0.032]

0.345
[0.000]

First release

-0.035
[0.623]

-0.007
[0.909]

-0.105
[0.153]

-0.248
[0.001]

Unemployment

-0.208
[0.089]

-0.09
[0.468]

3 month Treasury

0.028
[0.080]

-0.046
[0.122]

S&P 500

0.011
[0.178]

0.008
[0.305]

10 year Treasury

0.083
[0.009]

Consumer Sentiment

0.604
[0.046]

GDP factor

-0.006
[0.309]

Price factor

-0.026
[0.000]

Monetary factory

0.003
[0.588]

Financial factor

0.016
[0.044]

Wald test (𝜌=0)

0.089

0.060

0.006

0.000

Root MSE

0.325

0.322

0.309

0.267

Note: Table 3.2 contains the impact of four different sets of the business cycle indicators
on the final revisions of U.S. nominal GNP/GDP growth. The first column headed
“Aruoba” reports the results using the quarterly change in the unemployment rate as the
independent variable suggested by Aruoba (2008). The second column headed “MS”
reports the results using the variables chosen by Mankiw and Shapiro (1986). The third
column headed “DE” reports the results using the variables chosen by Dynan and
Elmendorf (2001). The last column headed “CF” reports the results using the four
common factors as the independent variables. The null hypothesis of the Wald test is that
all of the coefficients are jointly insignificant. The numbers in the square brackets are P
values. A P-value of 0.000 indicates that the P-value is nonzero, but smaller than 0.0005.
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Table 3.3: Dependent Variable – Revisions of Real GDP Quarterly Growth Rate
Aruoba

MS

DE

CF

Constant

0.083
[0.380]

-0.048
[0.579]

-1.297
[0.345]

0.28
[0.011]

First release

-0.069
[0.354]

-0.074
[0.263]

-0.121
[0.110]

-0.207
[0.012]

Unemployment

-0.111
[0.386]

-0.041
[0.751]

3 month Treasury

0.03
[0.066]

-0.051
[0.090]

S&P 500

0.015
[0.076]

0.016
[0.062]

10 year Treasury

0.104
[0.001]

Consumer Sentiment

0.226
[0.464]

GDP factor

-0.006
[0.431]

Price factor

-0.016
[0.004]

Monetary factory

0.004
[0.563]

Financial factor

0.020
[0.032]

Wald test (𝜌 =0)

0.386

0.023

0.003

0.000

Root MSE

0.340

0.331

0.318

0.310

Note: Table 3.3 contains the impact of four different sets of the business cycle indicators
on the final revisions of U.S. real GNP/GDP growth. The first column headed “Aruoba”
reports the results using the quarterly change in the unemployment rate as the
independent variable suggested by Aruoba (2008). The second column headed “MS”
reports the results using the variables chosen by Mankiw and Shapiro (1986). The third
column headed “DE” reports the results using the variables chosen by Dynan and
Elmendorf (2001). The last column headed “CF” reports the results using the four
common factors as the independent variables. The null hypothesis of the Wald test is that
all of the coefficients are jointly insignificant. The numbers in the square brackets are P
values. A P-value of 0.000 indicates that the P-value is nonzero, but smaller than 0.0005.
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of the previous studies might subject to omitted-variable bias. A similar issue was
brought up by Bernanke and Boivin (2003) in the literature of monetary policy.
Bernanke and Boivin (2003) argue that within most empirical analysis frameworks of
monetary policy, it is assumed that the Federal Reserve utilizes a small number of
information variables, even though it is common knowledge that thousands are thousands
of economic time series are available at the Fed's disposal. They suggest that estimations
of policy reaction functions for the Fed have to take into account its data-rich
environment. By applying a dynamic common factor model proposed by Stock and
Watson (1999), Bernanke and Boivin (2003) take all potentially relevant factors into
account and estimate policy reaction functions using about 200 variables.
As suggested by Bernanke and Boivin (2003), the CF model is less likely to have
the omitted variable problem because the common factors are constructed using the large
set of information variables. Therefore, the CF model can be used as a “robustness test”
for the previous studies.

It shows that the DE model is preferred for testing the

rationality of the initial releases, and that both the nominal and real output estimates are
irrational forecasts of their fully revised values.
To further compare the nowcasting ability of the DE model with the common
factors, the out-of-sample predictions are applied in the next exercise. Table 3.4 reports
the Root Mean Square Forecast Errors (RMSFEs) for nominal and real GNP/GDP. The
first column in Table 3.4 shows the RMSFEs using the DE model, the second column
reports the results using the CF model, and the last column reports the p-values estimated
from Equation (3-15).
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Table 3.4: Mean Square Forecast Errors of Final Revisions in Nominal and Real
GNP/GDP
DE

CF

P-value

0.438

0.316

0.672

0.490

0.421

0.861

Nominal GNP/GDP
First estimated sample period: 1985:01–1997:5
Real GNP/GDP
First estimated sample period: 1985:01–1997:5

Note: Table 3.4 reports the Mean Square Forecast Errors for nominal and real GNP/GDP
using the sample periods from 1985:Q1 to 2010:Q2.
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The results show that, for both nominal and real GNP/GDP, the RMSFEs of the
model tend to be smaller than that of the DE model. However, the differences of the
RMSFEs are insignificant. This finding indicates that the information set suggested by
Dynan and Elmendorf (2001) are capable of capturing the business-cycle patterns in the
revisions as well as the CF model.

3.5

Conclusion
This paper has addressed an issue that has been widely ignored by the literature of

data revision: which variables should be chosen as information variables when examining
the revisions of aggregate output. Previous studies suggest that a valid variable should be
able to capture the movements in the business cycles and has to be available in real-time.
However, any macroeconomic variable can potentially meet this requirement. As a result,
in the previous studies, there is a lack of consensus about which variables should be
chosen, and the various results about the impact of the business cycles on the revisions of
aggregate output do not agree with each other.
This study adds to the literature by providing an information set that could be
used to model revisions of aggregate output estimates. I also show that the varied results
in previous literature about the impact of business cycles on data revisions can be
explained by the information set used in the studies. Using about 200 macroeconomic
variables from 1984:Q4 to 2010:Q2, I find that the revisions of U.S. nominal and real
GNP/GDP can be better explained by the common factors than the information variables
used in the previous studies. Furthermore, these factors are able to capture the huge
downward revisions for both nominal and real aggregate output during the subprime
mortgage crisis in late 2008 and track the revisions quite well.
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The out-of-sample prediction shows that the Root Mean Square Forecast Errors
(RMSFEs) estimated from common factors is smaller than the RMSFEs estimated from
the model suggested by Dynan and Elmendorf (2001). The differences of the RMSFEs,
however, are not significant for both nominal and real output estimates. This finding
suggests that the information set suggested by Dynan and Elmendorf (2001) is adequate
for studying the irrationality of initial-released output estimates caused by the businesscycle fluctuations.
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CHAPTER 4
The Impact of Uncertainty on Inflation Forecasts Using
Real-time Output Gap Estimates
4.1

Introduction
In the study of macroeconomics, the output gap is normally defined as the

deviation of real output from the natural level (potential output). The output gap is hard
to measure accurately not only because of the unobservability of the nature rate of output
but also because of revisions in source data.

As a result, empirical results from

examining theories about the output gap can be misleading.14 For example, Orphanides
and van Norden (2005) use different measures of the output gap to forecast one-yearahead inflation and find the use of fully revised output gap estimates do not perform well
as opposed to the use of real-time data.
This study argues that the difference of the forecasting performance as shown by
Orphanides and van Norden (2005) depends on levels of economic policy uncertainty
when the initial-released output data are estimated. As shown in Chapter 2, economic
policy uncertainty affects the investments of large and small firms differently due to the
accessibility of firms to the financial market. Under the effects of uncertainty, the initial
releases of output data estimated only from samples of large firms will undergo greater
revisions when more comprehensive annual census data become available. As a result,
14

For example, Orphanides (1998) states that an under or over-estimation of the output gap may harm to
the real economy as the inaccurate estimation can lead to unnecessarily tight or loose monetary conditions.
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the magnitudes of revisions in the first-released real output growth tend to be greater
(smaller) if economic policy uncertainty is high (low), which implies that the difference
of the forecasting performance of fully revised data and that of the real-time data can also
be greater (smaller).
Based on the findings in Chapter 2, I argue that economic policy uncertainty can
be used as an indicator for periods when forecast performance of real-time data set
approaches that of fully revised data. The uncertainty has an impact on the difference of
forecasting performances if the revisions of both initial-released output estimates and
partially-revised output data are greater under uncertainty. To test the usefulness of
uncertainty for indicating the forecasting performance difference, I focus on the
prediction of the CPI inflation rate using two predictors besides lags of the inflation rate:
the growth rate of real output and output gap estimates suggested by Orphanides and van
Norden (2005) and St-Amant and van Norden (1998).15 The fully revised output data is
estimated from the last vintage date available at the time of writing (2014:Q2).
The simulated real-time output data are generated using the preliminary and
partial revised output estimates. After the data are released, the Bureau of Economic
Analysis (BEA) revises the data at each month. Only the second month of each quarter
contains the unrevised data. In the third and the first month, all of the data have been
revised at least once or more. Considering the fact that the revisions tend to be greater
for the first-released data, I only examine the forecasting performance of real-time data
released in the second month of each quarter. The estimation period begins in the third
quarter of 1965, which is the first vintage for which the real-time data is available.
15

One concern is that the CPI inflation might be subject to revisions. As Bernanke and Boivin (2003)
point out price indices, such as CPI or PPI, are rarely revised. For example, in January 2013, the average of
revisions of CPI from 2008:01 to 2012:12 is about -0.0018.
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Swanson and van Dijk (2008) suggest that it takes about three years for the data to be
fully revised. Therefore, the sample period ends in 2011:Q2, three years prior to the last
vintage date available at this point in time.
This study adopts the news-based Economic Policy Uncertainty (EPU) index,
constructed by Baker et al. (2013), as the measure of uncertainty. The news-based EPU
index is the main component of the EPU index, which is constructed by month-by-month
searches of each paper in major newspapers for terms related to economic and policy
uncertainty.

Even though the EPU index is a more comprehensive measure of

uncertainty, the news-based EPU index is preferred in this study because it covers earlier
periods more than the EPU index. Several studies such as Baker et al. (2012), Kang, Lee
and Ratti (2014), and Olds (2014) show that the news-based EPU index has significant
impacts on firms’ investment decisions, which might lead to greater magnitudes of
revisions in the simulated real-time aggregate output data.
The results show that the changes in the Root Mean Square Error (RMSE) from
the fully revised data to the real-time estimates during periods of high uncertainty are
about twice as large as those during periods of low uncertainty. Also, the RMSE tend to
be higher during high-uncertainty periods for both fully revised and real-time estimates.
These results imply that economists have to consider the impact of data revision on
empirical results when using data from vintages that have high economic policy
uncertainty.
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4.2

Literature Review
This paper is based on two monumental literatures. The first focuses on inflation

forecasting using output gap estimates, whereas the second pertains to the impact of
uncertainty on the difference between real-time and fully revised output data.
Previous literature on examining the inflation dynamics is based on the Phillips
curve, which has been used to describe the unemployment-inflation relationship. The
Phillips curve is commonly applied to forecasting future inflation [Rudebusch and
Svensson (1999), Galí, Gertler, and López-Salido (2001)]. Although the Phillips curve
usually reflects the deviation of unemployment from its normal rate, it can also be
generalized as a relationship between inflation and aggregate real activity, which
describes adjustments of real activity and prices in response to changes in aggregate
demand [Friedman (1968); Phelps (1967); Lucas (1972); Taylor (1980)].
A vast literature has emerged recently on examining a Phillips curve in the form
of a model relating inflation to the output gap. For example, Stock and Watson (1999)
compare the forecasting performance of the conventional unemployment rate Phillips
curve to Phillips curves using three detrended real activity variables as a measure of
output gap. Razzak (2002) investigates forecasting inflation with output gap and the
models that do not rely on the output gap as the main explanatory variable of inflation.
Kamada (2005) quantifies the seriousness of the effects of output-gap uncertainty on
inflation forecasting.
Recent literatures on data revision lead to skepticism about the previous results of
examining the Phillips curve using the output gap. Croushore and Stark (2003) argue that
using a real-time data set that were available to economists instead of the final, fully
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revised data may be misleading to the results of empirical studies.

Diebold and

Rudebusch (1991) show that when economists predict aggregate economic activity, the
final revised value of the composite leading index (CLI) overstates the usefulness of the
CLI that is actually available historically. Orphanides and van Norden (2005) find that
the ex-ante measures of output growth have better forecasting ability than the ex-post
estimates for predicting inflation.

They also evaluate the usefulness of output gap

measured using multivariate estimates from different vintages for predicting inflation and
find that the forecast performance is weakened by the use of fully revised output growth
and output gap rather than the output data that were available in real time. They conclude
that the revisions in output data contain some information about future inflation. In a
recent study on forecasting aggregate economic activity, Bouwman and Jacobs (2011)
construct the US leading economic index (LEI) and show that the forecasting
performance of the fully revised LEI is significantly better than that of the real-time LEI.
Several studies have also examined the difference of forecasting performance
between the use of fully revised data and that of real-time available estimates, but the
results are inconsistent with the aforementioned findings. Bernanke and Boivin (2003)
compare the forecasting ability of fully revised and real-time data for predicting oneyear-ahead inflation, industrial production, and unemployment and conclude that
forecasting accuracy seems to not depend on whether the final revised data or real-time
data are used. Schumacher and Breitung (2008) also show that data revisions have only a
small impact on the forecasting performance when predicting German GDP. This paper
argues that these contradicting results can be explained by differences in the vintages
used in the studies.
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Previous empirical evidence seems to support this argument. Several studies have
examined the robustness of macroeconomic studies across alternative data vintages and
found their results to be substantially different. For example, Faust, Rogers, and Wright
(2003) study the forecasting ability of exchange rates and find that the forecasting
performance of money stock and output varies over different vintage dates. Croushore
and Stark (2003) find Blanchard and Quah’s (1989) results change significantly when
they use alternative vintage dates to examine the impact of a demand shock on aggregate
output. Unlike these studies, the aim of this paper is to find out which vintages are likely
to produce different results in comparison to fully revised data.
Some studies find that the statistical properties of the revisions can be different
depending on the circumstances in the vintages. For example, Swanson and van Dijk
(2008) show that the volatility of revisions in industrial production (IP) increases during
tougher economic times and suggest that early releases of the data are less reliable during
contractionary phases of the business cycle. In Chapter 2, I find that the magnitudes of
the revisions of nominal and real output tend to be greater during the periods of high
uncertainty. When the uncertainty is high, sample surveys made from only a sample of
large firms fail to represent the underlying population in terms of firms’ investments
under uncertainty.
This paper adds to the literature by introducing the impact of uncertainty on data
revisions into real-time forecasts. I examine the forecasting performance using fully
revised and real-time data under different level of uncertainty. By comparing the results
produced from data of different vintages, this study hopes to provide an answer to the
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conflicting results in the previous studies about the impact of output data revisions on the
forecasts of inflation rate.

4.3

Real-time Data and the Measure of Uncertainty
In this study, the real-time output gap estimates are the U.S. real output data

collected from the Federal Reserve Bank of Philadelphia. The sample contains both GNP
and GDP because the Bureau of Economic Analysis (BEA) switched from reporting GNP
to GDP as the measure of output after December 1991. On the vintage date of each
month, the BEA reports the historical data and any revisions if applicable.

The

estimation period begins in November 1965, which is the first vintage available in the
real time data.
The BEA releases the first estimates of the data about 45 days after the end of a
quarter. The quarterly observations of the first releases are from the second month of
each quarter. This study only considers the inflation forecasts made using the output data
contain first-released estimates because the estimates are more likely to be revised
substantially. The simulated real-time data of output growth are estimated using the
historical data released at each vintage date, which are the last vintage available for
forecasters at each quarter.
Swanson and van Dijk (2006) suggest that the vintage three years after its initial
release can be considered “fully revised.” The last vintage available at the time of
writing is November 2014, which is assumed to contain the final, fully revised real
GNP/GDP data. Initially released data after 2011:Q2 are still subject to revisions and
therefore are not used in this analysis.
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The measure of uncertainty used in this study is the news-based Economic Policy
Uncertainty (EPU) index constructed by Baker et al. (2012). This series is constructed by
quantifying newspaper coverage of policy-related economic uncertainty, which covers
the periods from January 1990 to the most recent period and its update is ongoing. Baker
et al. (2012) show that the news-based EPU index has significant impacts on firm-level
investment and employment, which suggests that this index is a suitable measure of
uncertainty for this study.

4.4

Empirical Model
The output gap in this study is defined as the difference between the actual output

and an unobserved trend that output reverts toward in the case without business cycle
fluctuations (the potential output). The output gap can be measured by:
𝑦! = 𝜇! + 𝐺𝑎𝑝!

(4-1)

where 𝑦! denotes the (natural logarithm of) actual output during quarter t, 𝜇! denotes its
trend, and 𝐺𝑎𝑝! denotes the output gap defined as the residual.

There are several

methods to estimate the trend 𝜇! and the cyclical component 𝐺𝑎𝑝! .

The detrending

methods used in this study assume that the trend in output is a deterministic function of
time. I consider two detrending methods: the linear trend and the quadratic trend. The
first method is the oldest and simplest of these models, and the second one is a popular
extension of the first method.
To test the impact of economic policy uncertainty on the difference in forecasting
performance when economists use fully revised estimate as oppose to real-time estimate,
I follow the theoretical framework suggested by Orphanides and van Norden (2005). Let
𝜋!! = 𝑙𝑜𝑔𝑃! − 𝑙𝑜𝑔𝑃!!! denote the CPI inflation rate over h quarters ending in quarter t.
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This study examines forecasts of inflation at one-year (h=4) horizon. A simple linear
forecasting model using the final revised data as predictors can be shown by:
!
𝜋!!!
=𝛼+

!
!
!!! 𝛽! 𝜋!!!

!
!
!!! 𝛾! 𝐺𝑎𝑝!!!!!

+

!
!
!!! 𝛾! 𝐺𝑟𝑜𝑤𝑡ℎ!!!!!

+

+ 𝑒!!!

(4-2)

where 𝐺𝑟𝑜𝑤𝑡ℎ!! and 𝐺𝑎𝑝!! is the fully-revised annul growth rate of output and the output
gap estimate at time t, respectively. And n and m denote the number of lags of inflation
and the fully revised output estimates in the equation, respectively.
For the simulated real-time forecasts, the forecasting performance can be tested
by:
!
𝜋!!!
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!
!
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!,!!!
!
!!! 𝛾! 𝐺𝑎𝑝!!!!!
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!
!!! 𝛾! 𝐺𝑟𝑜𝑤𝑡ℎ!!!!!

+ 𝑒!!!

+
(4-3)

where 𝐺𝑟𝑜𝑤𝑡ℎ!!,!!! and 𝐺𝑎𝑝!!,!!! are the real-time annul growth rate of output and the
real-time output gap estimate for quarter t-1 that are observed at time t, respectively. A
new regression is estimated for each quarter, in which the output data vector will have
one more element than the previous release. Note that the historical data in each quarter
might change due to revisions. The coefficients are estimated by ordinary least squares.
The lag selection is based on the Bayesian Information Criterion (BIC). This study
examines the forecasting performance of the fully revised and the real-time output growth
separately, for which the Root Mean Squared Error (RMSE) is estimated to compare
forecast quality.
Table 4.1 contains the summary statistics for the fully revised and the firstreleased real output growth, the two measures of output gap estimates, and the CPI
inflation rate. This table shows the results for three different sample periods: full-sample
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Table 4.1: Summary Statistics of Fully Revised and Real-time Output Data
All Sample
Fully revised output growth a.
First-released output growth
Fully revised output gap:
Linear trend
Quadratic trend
First-revised output gap:
Linear trend
Quadratic trend
CPI inflation (%)
High Uncertainty b. (Obs.=99)
Fully revised output growth
First-released output growth
Fully revised output gap:
Linear trend
Quadratic trend
First-revised output gap:
Linear trend
Quadratic trend
CPI inflation (%)

Mean

Std. Dev.

Unit root d.

2.897
2.582

2.257
2.306

0.000

0.016
0.003

0.058
0.034

0.894
0.216

-0.051
-0.004
4.105

0.048
0.034
2.691

0.005

2.596
2.320

2.348
2.352

0.017
0.005

0.061
0.035

-0.049
-0.005
4.356

0.051
0.036
2.695

Low Uncertainty c. (Obs.=98)
Fully revised output growth
3.200
2.129
First-released output growth
2.847
2.239
Fully revised output gap:
Linear trend
0.016
0.054
Quadratic trend
0.001
0.033
First-revised output gap:
Linear trend
-0.053
0.044
Quadratic trend
-0.002
0.033
CPI inflation (%)
3.851
2.676
a.
Note: The fully revised output growth is estimated by real GNP/GDP data from
1965:Q3 to 2011:Q3 using the vintage date in November 2014. b. The periods are
considered to be highly uncertain if the value of the EPU index is greater than its oneyear recursive average plus one standard deviation. c. The period is considered to be high(or low-) uncertainty if its level of the EPU index is greater (less) than that in the same
quarter of the previous year. d. The unit root test applied in this study is the Augmented
Dickey–Fuller test with 3 lags. Except the output gap estimates, all the variables are
assumed having a time trend. The null hypothesis is that the variable has a unit root. The
results are shown by p-value.
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periods, high-uncertainty periods only, and low-uncertainty periods only. The period is
considered to be high- (or low-) uncertainty if its level of the EPU index is greater (less)
than that in the same quarter of the previous year. The first column reports the mean, the
second column reports the standard deviation and the last column reports the results of
the Augmented Dickey-Fuller test for unit root.
The results show a tendency of the first-released output estimates to
underestimate the fully revised data. The means of all the fully revised estimates are
larger than that of the first-released data. The variances of the first-released output
growth and output gap estimates during periods of high uncertainty are greater than the
variances during periods of low uncertainty. As the volatility of intial-released output
growth and output gap increases, the difference between the fully revised and real-time
output estimates is likely to increase. The null hypothesis of the unit root test is that the
variables exhibit a unit root. I estimate the fully revised output growth and the CPI
inflation with a time trend and 3 lags. The two output gap estimates are examined with 3
lags, for which the trend is not included. The results in the last column show that we
reject the null hypothesis of a unit root at 1% level for the fully revised output growth
estimate and the CPI inflation rate. We cannot reject the null hypothesis that the two
output gap estimates exhibit a unit root. The results of the unit root test indicate that the
cointegration between these variables does not exist.

4.5

Empirical Results
The difference of forecasting performance matters for inflation forecasting if the

impacts of real output growth and the output gap estimates on the future inflation are
jointly significant.

Therefore, before examining the impact of uncertainty on the
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between the fully revised and real-time data, I test the causality between the fully revised
output estimates and one-year-ahead CPI inflation. Table 4.2 contains the coefficients of
the fully revised output estimates using Equation (4-2). The first column reports the
results using the linear trend output gap estimate and the second column reports the
results using the quadratic trend output gap estimate. The Wald statistic tests the null
hypothesis that the CPI inflation follows an autoregressive (AR) process and the output
estimates have no impact on the future inflation rate.

The results show that the

coefficients of the output variables are jointly significant at 5% level for both output gap
estimates. This indicates that the output estimates should be included in the forecasting
model.
Table 4.3 presents the results of the Root Mean Square Errors (RMSE) from the
out-of-sample prediction for forecasting the CPI inflation rate using Equations (4-2) and
(4-3). RMSE is shown multiplied by 100. In the first part of Table 4.3, the output gap is
estimated using the linear trend method and in the second part of the table, the output gap
estimate is measured using the quadratic trend method. The first column in Table 4.3
reports the RMSE using the fully revised data and the second column reports the result
generated from the real-time estimates. The last column reports the change in RMSE
from the fully revised data to the real-time estimates (%).
For each part in Table 4.3, the first row presents the RMSE estimated using the
entire sample while the second and the third rows report the RMSE estimated using
periods of high and low uncertainty, respectively. The period is considered to be high(or low-) uncertainty if its level of the EPU index is greater (less) than that in the same
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Table 4.2: The Impact of Fully Revised Output Gap on One-Year-Ahead Inflation
[1]
Linear trend

[2]
Quadratic trend

0.014
[0.027]

0.016
[0.010]

Inflation (𝜋!! )

0.913
[0.000]

0.875
[0.000]

!
Inflation (𝜋!!!
)

-0.182
[0.472]

-0.184
[0.464]

0.001
[0.585]

0.001
[0.519]

!
Output Growth (𝐺𝑟𝑜𝑤𝑡ℎ!!!
)

-0.236
[0.189]

-0.179
[0.326]

Output Gap (𝐺𝑎𝑝!! )

0.218
[0.387]

0.252
[0.318]

!
Output Gap (𝐺𝑎𝑝!!!
)

0.001
[0.623]

0.001
[0.725]

Wald Test

0.005

0.002

Adjusted R2

0.637

0.641

Constant

Output Growth

(𝐺𝑟𝑜𝑤𝑡ℎ!! )

Note: Table 4.2 contains the impact of the output growth and the output gap estimates on
one-year-ahead CPI inflation rate using the fully revised data estimated based on
Equation (2). The first column reports the results using the linear trend output gap
estimate and the second column reports that using the quadratic trend output gap estimate.
!
The numbers in the square brackets are p-values. 𝜋!!!
denotes the inflation rate with q
!
!
lags. 𝐺𝑟𝑜𝑤𝑡ℎ!!! and 𝐺𝑎𝑝!!! denote the annual output growth rate and the output gap
estimates with q lags, respectively.
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Table 4.3: Root Mean Square Errors
Fully
revised data

Real-time
data

Change in
RMSE (%)

Full sample periods

2.095

2.026

0.033

High uncertainty periods

2.185

2.094

0.042

Low uncertainty periods

2.010

1.962

0.024

Full sample periods

2.282

2.223

0.026

High uncertainty periods

2.310

2.240

0.030

Low uncertainty periods

2.256

2.207

0.022

Linear trend

Quadratic trend

Note: Table 4.3 contains the Root Mean Square Errors (RMSE) for CPI inflation
estimated from the fully revised output data and the real-time output estimates. RMSEs
are shown multiplied by 100. The first part of Table 4.3 contains the results estimated
using the output gap estimate based on the linear trend and the second part contains the
results using the output gap estimate measured using the quadratic trend. The last
column reports the changes in the RMSEs from the fully revised data to the real-time
estimates.
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quarter of the previous year. In the sample, there are 99 high-uncertainty periods and 98
low-uncertainty periods.
It becomes readily apparent in Table 4.3 that the forecasting performances of all
the real-time estimates are better than that of the fully revised data. This finding is
consistent with Orphanides and van Norden (2005). This result may be due to the fact
that policymakers are more likely to make their decisions based on real-time data instead
of fully revised estimates. For example, when the real-time data show that the economy
is booming, policymakers may wish to adopt monetary policies that restrict an expected
acceleration in prices. Similarly, a decrease in aggregate demand indicated by the realtime data may prompt policymakers to implement expansionary policies. As a result, the
forecasting performance of the fully revised data deteriorates when the difference
between the fully revised and real-time data is larger during high-uncertainty periods.
After separating the sample periods into the periods of high and low uncertainty,
the results show that the difference of the Root Mean Square Error (RMSE) between the
fully revised data and the real-time estimates during the periods of high uncertainty are
about twice as large as those during periods of low uncertainty. For the linear trend
output gap measure, the results show that the use of the real time data improves the
inflation forecasts by about 0.042% if the real-time data are released during the periods of
high uncertainty. The improvement of forecasting performance decreases to 0.024% for
the real-time data released during the periods of low uncertainty. For example, assuming
one-year-ahead inflation rate is 1% and the inflation forecast using the fully revised data
is 3%. The inflation forecast using the real-time data during a period of high uncertainty
would be 2.91% and the inflation forecast using the real-time data during a period of low
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uncertainty would be 2.95%. Similar results are found for the quadratic trend output gap
estimates but the difference of forecasting performance during highly uncertain periods
decreases to 0.03%.
These results also indicate that the RMSE tend to be higher during highuncertainty periods for both fully revised and real-time estimates. This can be explained
by the impact of uncertainty on future data revision that leads to greater inflation
volatility in the future. Orphanides (1998) argues that the economic volatility increases if
monetary policymakers ignore the presence of measurement error in economic indicators.
An increase in the economic volatility caused by greater revisions in the output data
makes inflation become more volatile in the future and harder to predict.

4.6

Conclusion
This paper investigates whether economic policy uncertainty has an impact on the

forecasting performance of fully revised and real-time data through its effect on data
revision. The results show that when using the output growth and an output gap estimate
to forecast the CPI inflation rate, the difference in forecasting quality between the uses of
fully revised data and that of real-time output estimates is greater during periods of high
uncertainty.

These findings suggest that economic policy uncertainty leads to the

difference between the forecasting performance of fully revised data and that of the realtime estimates.
Croushore and Stark (2003) state that,“ In practice, economists run thousands of
empirical exercises each date, some of which get reported in academic journals and
influence economists thoughts about the structure of the economy […] But when
empirical results are sensitive to the vintage of the data, economists should be more
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cautious about accepting those particular results or perhaps about accepting the empirical
methods that led to those results ” (p. 616). This paper shows that empirical results
estimated using historical data released during high-uncertainty periods might be special
cases that do not hold up across alternative vintages of the data. Researchers should be
aware the impacts of uncertainty on predictive performance of predictor variables when
they observe their empirical results based on data from a high-uncertainty vintage.
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CHAPTER 5
CONCLUSION

Real-time data give economists snapshots of the data available to a researcher,
policymaker, or forecaster at any given vintage date. Furthermore, the data highlight a
pitfall that has been ignored by many data users: the data revision can lead to biases in
empirical results and their conclusions about the validity of theories. This dissertation
contributes to the literature of real-time data analysis by examining the impact of the
Economic Policy Uncertainty (EPU) index on the quality of the first-released GNP/GDP
estimates as well as the difference in forecasting outcomes due to data revision. My
findings show that, because of the statistical procedures for generating GNP/GDP,
economic uncertainty leads to greater sampling and non-sampling errors in the firstestimated GNP/GDP data.
Chapter 2 analyzes the nature of the data revisions by examining the impact of
uncertainty on the rationality of initial-released output data and on the magnitudes of the
revisions. For the rationality test, I apply the asymmetric rationality model suggested by
Swanson and van Dijk (2006).

They argue that business cycles could have an

asymmetric impact on the rationality of the initial-released output data. By separating the
sample periods into expansions and recessions based on the NBER-defined business
cycles, however, the results suggest no evidence of the business-cycle asymmetric
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rationality for both nominal and real GNP/GDP estimates. Instead, the asymmetry in the
rationality of real output data is found depending on the level of uncertainty: the output
estimates are found be rational if the level of uncertainty is low and irrational if the level
of uncertainty is high. These results suggest that during periods of high economic policy
uncertainty, the first-released real GNP/GDP data are not efficient estimates generated
using all the information available.
To examine whether the initial-released output estimates are likely to be
inaccurate under uncertainty, I further test the impact of the EPU index on the reliability
of the initial-released estimates. The reliability of a release is defined by the magnitudes
of the revisions. That is, the closer the first release is to its final value, the more reliable
the release is.

The overall findings of this analysis suggest that the uncertainty

undermines the reliability of both nominal and real output estimates. The increase in the
magnitudes of revisions cannot be explained with business-cycle indicators as suggested
by previous studies. I also examine the out-of-sample predictive ability of uncertainty
using three estimates: the recursive estimate, rolling estimate, and fix-sample estimate.
The results indicate that the forecasting ability of uncertainty dominates that of the
business-cycle indicators. I conclude that the EPU index can be used as an indicator for
the quality of the first-estimated output data.
Chapter 3 is motivated by a problem encountered in Chapter 2: the difficulty in
selecting the appropriate business cycle indicators when analyzing the rationality of the
initial-released estimates. In this chapter, I focus on modeling the output revisions using
a large data set of macroeconomic variables. I argue that any release may potentially
reflect the business-cycle fluctuations and therefore, have an impact on the measurement
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errors in the first-released estimates. Using a common factor model and a large set of
information variables (approximately 200 macroeconomic variables) suggested by
Giannone, Reichlin, and Small (2008), I generate four common factors based on the
characteristics of the variables.

These factors are the GDP components factor, the

aggregate price factor, the monetary factor, and the financial factor. To avoid omitted
variable bias, I also include the EPU index in the information set. The results show that
the ability of the common factors in conjunction with the EPU index in modeling the
output revisions is quite impressive: the huge downward revisions of aggregate output
during the subprime mortgage crisis in late 2008 are well captured by the four factors and
the EPU index.

To solve the problem of choosing the appropriate business cycle

indicators, I use the common factors as a robustness check for three different information
sets suggested by previous studies. By comparing the results of the rationality test, I find
that only the results estimated using the information variables from Dynan and Elmendorf
(2001) are consistent with that using the common factors.

Furthermore, the

out-of-sample predictions suggest that the ability of Dynan and Elmendorf’s (2001)
information variables are as good as the common factors in identifying business cycle
patterns in the output data revisions.
Chapter 4 is an application of the findings in Chapter 2. This chapter examines
the impact of data revisions on the generalized Phillips curve during periods of high and
low economic policy uncertainty. The generalized Phillips curve describes a predictive
relationship between inflation rate and output gap. I separate the sample periods based
on two levels of uncertainty and compare the forecasting ability of real-time output gap
estimates to that of the fully revised output gap estimates. The results indicate that the
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revisions in the output data have an impact on the ability to forecast inflation especially
when the initial-released data are generated during highly uncertain periods. This finding
implies that the usefulness of the generalized Phillips curve has been overstated by
previous studies that use the unrevised output data generated under uncertainty.
In short, the key conclusions of this dissertation can be summarized as follows: (1)
The BEA fails to incorporate the impact of economic policy uncertainty on the
measurement errors when the agency first estimates the output data, which results in
greater sampling and non-sampling errors in the first releases. (2) The previous studies
on examining the rationality of initial-estimated data can be biased because of the
existence of asymmetric rationality in the estimates that is caused by economic policy
uncertainty. (3) The output revisions can be modeled using a large data set of available
information. Using only one or two variables fails to capture the patterns of business
cycles in the output revisions. (4) Due to the impact of economic policy uncertainty on
the initial releases, the forecasting ability of unrevised data deviates from that of fully
revised estimates. When the fully revised data are not available yet, researchers and
policymakers should be aware of the impact of uncertainty on the errors of the unrevised
data when interpreting the empirical results.
What can we learn from these results? Obviously, it is impossible to eliminate
sampling errors in the initial-estimated GDP because surveying every single firm in the
U.S. will take too much time and require too much effort. However, it is possible for the
BEA to distribute the survey to firms of many different sizes especially when the
economic policy uncertainty is high. Until the BEA takes the findings in this research
into consideration, potential users of data should be aware of the inaccuracy of unrevised
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data caused by uncertainty. In practice, researchers want to use as many observations or
data points as possible when conducting empirical exercises. There is always a trade off
between efficiency and unbiasedness. When some of the data points are unrevised,
discarding data would be an overreaction, but the impact of economic policy uncertainty
should be addressed.
This research also benefits policymakers by providing a real-time available
indicator for the reliability of recently released GDP estimates. Take for instance, the
GDP revision in October 1992 as discussed previously in the introduction.

The

policymakers were concerned that the economy was backing into recession when the
economy was actually in expansion. Looking back on the level of economic policy
uncertainty during that time, the EPU index shows that in October, the uncertainty
reaches a peak value of 138.5 for the year of 1992, a significantly higher value than the
same month in 1991, which is about 105.5. If by that time the policymakers realized that
the GDP data is unreliable because of the impact of uncertainty, they could have made
better policy decisions.
The work and results described within this dissertation is just the tip of the iceberg
for more complex issues and opportunities for further investigation. The measure of
uncertainty is able to forecast the magnitudes of the output revisions but not the direction
of the revisions. That is, the uncertainty index cannot tell us whether the first-released
data are going to be revised downward or upward. Finding variables that are able to
indicate the direction of the revisions is the next step forward. Just like the construction
of the EPU index, indices across various fields in various fields are likely to be presented
to researchers in the near future, which may help us pursue this goal.

82

It is also

worthwhile to examine the impact of the uncertainty on the measurement errors of other
data sets. For example, does uncertainty also have an impact on the revisions of the
unemployment rate? Can uncertainty detect errors in different kinds of data besides firstreleased estimates? By implementing my findings in various applications, I hope this
dissertation can have significant contributions to the researchers and policymakers
working with data, as well as the general public.
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