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ABSTRACT
Numerical results of a vertical slot fishway study are presented. The Saint–Venant equations are solved using TELEMAC-2D. Turbulence modelling
uses the classical two equations k–1 closure model. A comparison with velocity measurements performed at the Laboratoire d’Etudes Ae´rodynamiques
of University of Poitiers, France, using particle image velocimetry and acoustic Doppler velocimetry permitted to validate numerical results. Turbulence
modelling is required not only to have a fish-friendly flow but, more remarkably, by the fact that taking a constant eddy viscosity model gives incorrect
mean flow patterns. Three longitudinal slopes were tested. The validity of the k–1 closure model is discussed. Special attention was paid to the
calculated turbulent kinetic energy and the energy dissipation rate. This last parameter is of great interest because its spatial distribution significantly
affects the progress relative to fish passage efficiency.
Keywords: 2D free surface modelling, energy dissipation, finite-element model, turbulence model, vertical slot fishway
1 Introduction
A vertical slot fishway (VSF) consists of a sequence of pools
connected by narrow vertical slots (Rajaratnam et al. 1986,
1992, Clay 1995). To prevent fish from excessive velocities,
the total hydraulic drop is partitioned into limited water falls
localized at each slot, the water fall equalling the product of
the longitudinal slope times pool length. The main VSF
characteristics are quasi-insensitivity of flow to discharge vari-
ation, and flow depth varying about linearly with discharge (Wu
et al. 1999).
To satisfy the European directive requiring the extension of
fish passes efficiency to any fish species and particularly to
small fish at horizon 2015, a better knowledge of the flow struc-
ture is required (Baumgartner and Harris 2007, Heimerl et al.
2008). To optimize the internal VSF geometry, Alvarez-
Vazquez et al. (2008a,b) formulated and solved an optimal control
problemwith an original approach. Their cost function reflects the
need of rest areas for fish and of a flow velocity suitable for fish
swimming capabilities, based upon a mix of maximum velocity
and vorticity intensities. However, this understanding should
not be limited to mean values but must be extended to velocity
fluctuations to locate areas of high turbulence level, to which
fish is highly sensitive (Pavlov et al. 2000, Odeh et al. 2002,
Nikora et al. 2003, Rodriguez et al. 2006).
The nature of VSF free surface flows, induced by dissymme-
trical confined jets in successive pools, appears to be highly
complex. Nevertheless, despite the strong three-dimensional
(3D) local velocity gradient in the slot zone at water fall location,
flows in the major part of the pool are quasi two-dimensional
(2D) with small vertical velocities relative to the horizontal
(Wu et al. 1999, Liu et al. 2006). The 3D effects increase with
the longitudinal slope if eddies, flow separations, vortices, up-
and down-wellings are amplified.
Until recently, this flow complexity implied the exclusive use
of expensive scale models to control and guarantee flow charac-
teristics in accordance with fish capacities (Liu 2004, Pena et al.
2004, Puertas et al. 2004, Liu et al. 2006, Rodriguez et al. 2006).
Recent extensive experiments performed at the Laboratoire
d’Etudes Ae´rodynamiques (LEA) using particle image veloci-
metry (PIV) and acoustic Doppler velocimetry (ADV) tests by
Tarrade et al. (2008) include a valued database for the flow top-
ology and turbulence properties such as root mean squared vel-
ocity fluctuations, vortex length scales, and turbulent kinetic
energy k. These strongly influence fish passage (Clay 1995,
Nikora et al. 2003, Guiny et al. 2005, Cheong et al. 2006).
Currently, fully operational 2D free surface codes are available
providing average flow characteristics at each mesh node,
including water surface elevation, velocity components,
dynamic pressure, local vorticity, k, and energy dissipation
rate. Cea et al. (2007a) applied a finite volume code solving
the depth averaged Saint-Venant equations to model a VSF and
compared several 2D turbulence models.
TELEMAC-2D (Hervouet 2000) was used herein, an
unsteady 2D free surface hydrodynamics finite-element code,
similar to that of Cea et al. (2007a). They cited experimental
studies by Rajaratnam et al. (1986, 1992), Pena et al. (2004),
and Puertas et al. (2004), indicating that the mean velocity
field in the pool is quasi-2D, that is, the vertical velocity magni-
tude being much smaller than the horizontal. The 2D shallow-
water modelling used in the TELEMAC-2D code is a priori
applicable except for the slot region, where the hydrostatic
pressure assumption does not apply.
After a definition of the tested VSF geometry and the descrip-
tion of the main flow characteristics obtained from the exper-
iments, the numerical model, its parameters, and the boundary
conditions are described. The validation of TELEMAC-2D
results involves a comparison with LEA measurements and the
turbulence modelling will be discussed prior to the application
of the numerical results to fishway analysis.
2 Vertical slot fishway design
The fishpass geometry is shown in Fig. 1. Main dimensions are
slot width b0 ¼ 0.3 m, basin length L ¼ 3 m, and two tested
widths W ¼ 2 m or 2.70 m. Length and width proportions are
L/b0 ¼ 10 and W/b0 ¼ 6.6 or 9, respectively. These standard
values are issued from current VSF designs (Rajaratnam et al.
1992, Clay 1995) and used for recent experimental studies
(Stuart and Mallen-Cooper 1999, Wu et al. 1999, Stuart and
Berghuis 2002, Liu 2004, Pena et al. 2004, Puertas et al. 2004,
Liu et al. 2006, Rodriguez et al. 2006). The baffle design results
from numerous laboratory and in situ studies (Rajaratnam et al.
1992, Clay 1995, Larinier and Marmulla 2003). This internal
design promotes fish migration of salmon, shad, and sea trout.
3 Experimental setup
Experimentation was made in LEA using a 1 : 4 scale model
(Tarrade 2007), relating to Froude similitude. The VSF model
consisted of five pools of internal geometry similar to Fig. 1.
The walls and the floor were made of Plexiglas to allow for
flow visualization and laser operation (Fig. 2). The tilting
channel allowed for slope variations from 5 to 15%. The discharge
was measured via an electromagnetic flowmeter to +0.5%. The
tailwater was controlled by an adjustable plate weir to reach
uniform flow for a given slope, discharge, and width.
A discharge of Q ¼ 23 ls21, that is, 0.735 m3s21 at prototype
scale, was considered. The tests were taken in the third pool to
ensure uniform flow as the gravity is balanced by dissipation.
The x- and y-axis correspond to the longitudinal and transversal
directions. Velocity measurements were taken using PIV (Lloyd
et al. 1995, Fujita et al. 1998) between two planes located at z/b0
¼ 0.26 and 2 above the bottom. The acquisition and post-proces-
sing PIV system were composed of laser light illuminating the
flow section, a camera system, and a synchronization unit. The
correlator Flowmap PIV 2000 Processor (Dantecw) allowed to
synchronize the laser system and the cameras. A laser Nd-Yag
double cavity Spectra-Physics (2 × 200 mJ) was used to
Figure 1 Fish pass geometry, with dimensions expressed in metres.
illuminate a flow section seeded by 11 mm dye particles. The fre-
quency of each cavity is 10 Hz and the wavelength 532 nm.
The beams originating from the two cavities were then conveyed
using a telescopic arm towards a system of double lens system to
produce a narrow laser sheet of 1.5 mm thickness. To record
successive flow snapshots, two CCD cameras FlowIntensew
were used with objectives of 28 mm placed in parallel to visual-
ize the entire pool. Their resolution is 1376 × 1040 pixels2,
coded on 12 bits. The cameras acquire two successive flow
images separated between 3000 and 4000 ms, generated
between the two laser cavities. The FlowManager software
(Dantecw) controls the PIV system, computes cross-correlations
between the successive images, and post-processes the calcu-
lated data. An initial interrogation area of 64 × 64 pixels2, a
final interrogation area of 32 × 32 pixels2 with an overlap of
50%, and window deformation were used to compute cross-cor-
relation. For each camera, five bursts of 175 image acquisitions,
separated by 200 ms allow to capture 875 instantaneous velocity
fields to be averaged. The two mean velocity fields calculated are
combined to provide the complete mean velocity field and
additional characteristics as streamlines. The accuracy of this
PIV technique was relatively low due to the large field recorded
(0.75 × 0.65 m2), the small displacements measured, the pres-
ence of background noise, the window size, and post-processing
which reduced the amplitudes of velocity gradients.
To complete the PIV measurements and to obtain a full 3D
pattern of local velocity components, ADV measurements
were performed by Tarrade (2007) along various vertical profiles
using a micro ADV Sontekw 3D-probe. This metrology, based
upon the analysis of the Doppler shift frequency generated by
echoes backscattered by solid particles or micro bubbles,
allows to measure 3D-velocity components (Blanckaert and
Lemmin 2006). The maximum sampling frequency was 50 Hz
and the sample volume extension was 0.09 cm3. The signal-to-
noise is around 25–30 dB with a signal correlation between 70
and 100%. The recording time is 120 s. Due to the presence of
parasite echoes because of wall reflection and noise artefacts,
several filtering methods are applied to correct values
corresponding to low correlated echoes (Nikora et al. 1998,
Wahl 2000, Goring and Nikora 2002, Cea et al. 2007b). The
accuracy is not simple to define, but is always linked to the orig-
inal signal and the correlation between the three receivers. To
compare between PIV and ADV measurements, differences
between the measurement volume, recording time (frequency
and total time), and signal filtering after acquisition explain
differences in velocity fluctuations.
4 Flow characteristics in vertical-slot pools
As previously mentioned, VSF pools have been explored on scale
models. Most experimental setups had similar slot width ratios of
W/b0 ¼ 6.7, L/b0 ¼ 10, and only differed by the shape and
orientation of baffles. Tested slopes range typically between So
¼ 5 and 10%. The highest VSF velocities always occur at com-
municating slots due to the water fall, a strong jet core and path
with significant momentum, jet decay with swirling zones, recir-
culation zones, and flow reattachment. The difference with a
plane jet structure was discussed by Liu et al. (2006) with “the
growth rate of the jet in the pool being larger than that of a
plane turbulent jet”. The main flow features are as follows:
– Quasi-invariance of flow characteristics from the third pool
because of equilibrium between slope and energy dissipation;
– Quasi-independence of velocity magnitude relative to dis-
charge because its value results from the water fall at each slot;
– Flow depth in pools varying almost linearly with discharge for
a given slope (Wu et al. 1999).
For So ≤ 5%, 2D flows were normally recorded, except for
the slot zone with the impinging jet. For the same discharge
and So ¼ 5 and 10%, two distinct flow patterns were described
by Wu et al. (1999) and by stream traces extracted from LEA
(Fig. 3).
For So ¼ 5%, the jet issuing from the slot crosses the pool
axially towards the slot outlet, two large recirculation zones
expanding on each side. For So ¼ 10%, the upper zone is filled
Figure 2 (a) Downstream view of test flume at LEA and (b) pool detail
with the left hand jet side and quasi disappears. The jet has
enough intensity to impact the downstream wall. A recirculation
zone, characterized by small velocities, appeared alongside the
short baffles (Liu 2004).
5 The numerical model
5.1 Model description
TELEMAC-2D (Hervouet and Petitjean 1999, Hervouet and
Jankowski 2000, Hervouet 2003) provides hydrodynamic vari-
ables such as flow depth, depth-integrated velocity vector k,
eddy viscosity, and energy dissipation rate at each node of an
unstructured triangular mesh. Most results presented below
relate to a pool width of W ¼ 2 m corresponding to L/W ¼
1.5, yet some runs were made for wider pools with W ¼
2.7 m, the pool width modifying the flow topology as shown
by LEA tests. For Q ¼ 0.735 m3s21, three values of So ¼5, 10
and 15 % were tested to observe their effect on the flow. The
last value stands beyond the commonly accepted upper limit
for VSF applications, but is considered interesting for modelling
purposes. The numerical modelling was carried out using a con-
figuration consistent with LEA tests, namely an inlet pool, five
operating pools, and an outlet pool (Fig. 4). The selected
number of pools was shown to be sufficient to obtain fully devel-
oped pseudo-uniform flow past the central basins and to elimin-
ate the possible effect of fishway inlet and outlet boundary
conditions (Heimerl et al. 2005). The results and comparisons
focus on the third pool, the so called “test pool”.
The 2D triangular unstructured grid must not have a too
coarse mesh size at slot locations where large flow depths and
velocity gradients occur. The slots are hydraulic control sections
governing the discharge in relation to the pool water level.
Several mesh size distributions were tested, including large
density in the slot zones and coarser elsewhere or with a grid
size decreasing in the high gradient zones for a grid size of d
≥ 0.03 m, based on preliminary results. About 10 nodes were
located across each slot, in zones corresponding to the highest
velocity gradients, near pool entrances, and exits, where the
active flow is concentrated. After several tests, the preferred
grid size, offering the optimum ratio between quality of results
and computing time, was an uniform grid size of d ¼ 0.03 m
in the “central” pools, paired with a 0.05 m size in the up- and
downstream pools (Fig. 5). The total number of nodes used to
model 5 fishway pools varies from about 20,000 to 30,000,
depending on the pool width.
5.2 Boundary and initial conditions
The boundary conditions used were a prescribed constant dis-
charge at the model inlet and a depth-discharge relation at the
outlet. Imposed values correspond to the experimental settings.
At each time step, the outflow was calculated from the depth
values at the outlet nodes using a rating curve relation. The
Figure 5 Uniform mesh size 0.03 m in central pools , and 0.05 m
in pools and
Figure 3 Flow patterns by stream traces from PIV for So ¼ (a) 5% and
(b) 10% (LEA)
Figure 4 Perspective view of fishway model (five operating pools)
outlet velocity distribution was considered uniform. The main
benefit of this outlet prescription resides in its continuous self
adjustment, which has a significant acceleration effect on the
numerical convergence.
Concerning the wall velocity boundary condition, the usual
adherence condition leads to use a very dense mesh, particularly
near the walls. This method strongly increased the grid density
and therefore was abandoned. Following Gorski et al. (1985)
and Bazilevs et al. (2007) who suggest to apply a weak wall
condition instead of the classical no slip prescription, a free
slip condition dV/dn ¼ 0 was imposed. For 2D depth-integrated
equations, it must be verified that bottom friction is dominant
relative to lateral wall friction. This fact results from the flow
structure, dominated by recirculation zones with observed vel-
ocity intensities along the walls normally weak, except along
the slot sides. Herein, this weak condition works fine and flow
depths fit with experiments.
5.3 Computational parameters
When starting from a rest state of constant water elevation and
null velocity, the computational time steps allowing stability
and convergence of the calculus finally ranged from 0.005 to
0.05 s, and the overall time of simulation to reach a steady
state with a difference between inlet and outlet discharges of
less than 1026m3s21 was 200 s. The friction factor was mod-
elled with Manning’s coefficient n ¼ 0.0105 m21/3s corre-
sponding to the smooth flume boundaries of Plexiglas. This
parameter is not significant because bed friction does not play
an important role for this flow type. Cea et al. (2007a) found
no differences for Manning coefficients ranging between n ¼ 0
(no friction) and 0.03 m21/3s.
6 Comparison with measurements at LEA
6.1 Test case
Knowing that a fish-friendly flow analysis lies upon full scale
values (based on fish length for example), it is suitable to
express flow depths, velocity magnitudes, and dissipated
energy at full scale values. Preliminary runs were made
running TELEMAC-2D consecutively at 1 : 4 scale and full
scale using the same computational grid. The close agreement
of results proved that no scale effects were noticeable. This is
due to the fact that the internal pool geometry is important for
flow structure. The results for So ¼ 10% and Q ¼ 0.735 m3s21
will be presented therefore at full scale.
The measured axial flow depth was 1.12 m and this value was
used to fix the discharge level prescribed as downstream bound-
ary condition. The depth-averaged computed values in the refer-
ence pool are compared with the upper PIV plane with z ¼ 2 ×
0.3 ¼ 0.6 m, located approximately at the mid height of flow.
6.2 Effect of turbulence model closure
A customary method for turbulence model closure consists in
using a constant value for the eddy viscosity yT for the entire
computational domain. This practice, frequent in river engineer-
ing, gives satisfactory results in the majority of studies (Wilson
et al. 2002, Vionnet et al. 2004). The depth-integrated velocity
vector field calculated with TELEMAC-2D was compared
with PIV measurement results for z ¼ 0.60 m. Figure 6 shows
the results obtained using yT ¼ 2 × 1023 m2s21. The slot-
issuing jet deviates directly towards the downstream baffle
instead of a trajectory towards the left pool bank, as shown by
PIV results.
An essential result for flow with swirling zones is that a con-
stant eddy viscosity is quite irrelevant to obtain the mean flow
topology. Because of strong hydraulic gradients, particular atten-
tion must be paid to turbulence modelling even if only average
velocity maps are reproduced.
6.3 Comparison of results
Using the k–1 model, the computed depth-integrated mean
velocity field matches observations well in the mid-depth plane
Figure 6 Streamtraces computed for So ¼ 10% and (a) yT ¼ 2 ×
1023, (b) PIV
(Fig. 7a). The agreement between the two main recirculating
zones is good. The larger is located at about x ¼ 1.3 m, y ¼
0.65 m, and corresponds to the right bank baffle wake, the
smaller resides at the upper left pool corner at x  0.3 m, y 
1.75 m. The impinging jet trajectory is correct but predicted
too low in the upper zone beyond mid-pool length. The com-
puted flow decelerates too much before encountering the down-
stream baffle wall. As a consequence, the model does not
reproduce the separation zone at the deflector wall (Fig. 7b). It
seems also that the energy diffusion is too strong in the upper
(stagnation) zone due to overestimation of eddy viscosity.
For the pool of width W ¼ 2.70 m, velocity maps are com-
pared with measurements in Fig. 8. A good agreement is
observed between velocity vectors for y ≤ 2 m, but a discre-
pancy corresponding with underestimated values is seen in the
upper zone and along the north wall. Both recirculation zones
are quasi identical. The upper wall effect on the flow structure
is well reproduced by the k–1 model.
Figure 9 shows the computed transverse velocity components
(U, V) and k profiles at transverse planes x ¼ 0.3 m to 1.5 m for
W ¼ 2 m. Good agreement for the U component appears
between the experiment and the TELEMAC results, but differ-
ences occur for the V component data issued from ADV and
PIV at x ¼ 1.5m (Fig. 9e). This bias is mainly due to the poor
PIV resolution for small dynamics which is absent for the jet
zone (Fig. 9b). To reduce the 3D effect, short time intervals
between two laser pulses were used and induced small particle
displacements. The accuracy of this technique is then poor and
explains these differences. ADV measurements seem to be
more reliable.
Significant differences occur relative to the transverse vel-
ocity component and to k. In Fig. 9(c)–(f) relating to k, note
that despite the 2D assumption, the computed TELEMAC-2D
k variable from the k–1 turbulence closure model does corre-
spond to a 3D k variable. The comparison with experiments
has to be made after applying a correction to plane 2D PIV, to
avoid an underestimation of experimental k values. They were
Figure 8 (a) TELEMAC-2D velocity field versus (b) PIV velocity
vectors at plane z ¼ 60 cm for w ¼ 2.70 m, So ¼ 10% and Q ¼
0.735 m3s21 with (filled square) recirculation zones
Figure 7 (a) TELEMAC-2D velocity field versus (b) PIV velocity
vectors at plane z ¼ 60 cm for W ¼ 2 m, So ¼ 10%, Q ¼
0.735 m3s21 with (filled square) centres of recirculation zones, (filled
circle) separation zone
corrected by the factor 1.33, originating from an isotropic
assumption on the fluctuation amplitude, as confirmed by local
ADV measurements. Hence, TELEMAC values are compared
with ADV and PIV data. Keep in mind that applying the same
factor to the entire flow domain is not pertinent and possibly
introduces biases at those shown in Fig. 9(c).
Discrepancies between ADV and PIV measurements can be
explained by the smoothing effect induced by post-processing
and by the low spatial resolution of an interrogation window in
PIV. The ADV measurements take into account the three dimen-
sionality of flow with a large effect across the jet (Tarrade 2007).
Under-estimation on the one hand (Fig. 9c) and over-estimation
on the other (Fig. 9f) explain these differences for the turbulent
kinetic energy.
It appears that the longitudinal component U at x ¼ 1.5 m
obtained with TELEMAC-2D is quite conform to measurements,
particularly with ADV, for y , 1.4 m (Fig. 9d). The fact that
intensities are correct even in the recirculation zone (negative
values) is emphasized. However, U velocities are too much
damped, as previously mentioned. TELEMAC-2D results are
generally located between ADVand PIV data. Further compari-
son is made relative to k. In the jet zone, the calculated values
have a similar evolution to ADV, but the 3D effects are
damped (Fig. 9c). At x ¼ 1.50 m, the computed values are in
agreement with ADV data (Fig. 9f). Concerning the dissipation
rate, no comparison is available with LEA measurements.
7 Discussion of k–1 model
Despite the fact that the k–1models permit to deal with complex
flows and that reasonably accurate solutions have been obtained
for a wide range of industrially relevant flows (Jones et al. 2001),
its classical default is its poor performance under non-isotropic
flow conditions or if strong instabilities develop. Moreover, the
stagnation and near-wall regions are not properly solved by
most models and often require ad hoc damping functions
(Durbin 1996).
Cea et al. (2007a) tested three turbulence models for a similar
fishway configuration: mixing-length model (MLM), k–1, and
Figure 9 (a), (b) TELEMAC-PIV-ADV velocity components U and V, (c) turbulent kinetic energy at x ¼ 0.30 m and (d), (e) U and V, (f) turbulent
kinetic energy at x ¼ 1.50 m for w ¼ 2 m
algebraic Reynolds–Stress model (ARSM) (Rodi 1984). They
demonstrated the poor prediction of MLM, but observed that
the k–1 and the ARSM models reproduced fairly well the size
of recirculating regions. However, turbulence field values were
less accurate than mean velocity if using the Reynolds-averaged
Navier Stokes (RANS) models. In the region located down-
stream the slot inlet, the flow has a strong swirl, with the appear-
ance of separation and reattachment zones within a short
distance, which was reported to be far beyond the capabilities
of eddy viscosity turbulence models (Cea et al. 2007). Their
ARSM model gave a better prediction of the turbulence field,
the largest differences appearing downstream the slot inlet. The
excessively large turbulence level originating from the k–1
method was reported to be due to the turbulent strain caused
by large velocity gradients (up to 20 s21 in their simulations).
The main k–1 model limitations particularly result from the
Boussinesq hypothesis implying that Reynolds stresses are
aligned with velocity gradient as expressed by the Reynolds
stress expression:
u′iu
′
j =
2
3
k∂ij − 2yTSij (1)
The eddy viscosity yT and the rate of strain tensor Sij with i,j ¼
indices corresponding to x,y components, u′i ¼ turbulent
velocities fluctuations, k ¼ turbulent kinetic energy and dij ¼
Kronecker symbol are given by
yT = Cm k
2
1
(Cm = 0.09) (2)
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The anisotropy tensor defined by
aij =
u′iu
′
j
k
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3
∂ij (4)
can be evaluated using Eq. (1) as
aij = −2 yT
k
Sij (5)
The physical limitations are (Wallin and Johansson 2002)
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In 2D depth-integrated cases, the three coefficients are:
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(9)
a22 = −2 yT
k
∂V
∂y
= −a11 (10)
The coefficients calculated from the results obtained with
TELEMAC k–1 modelling show that the above-mentioned
limits are respected except for wall nodes, and that numerical
results a priori do not present physically unrealistic features
(Fig. 10). This is not a validity proof of the model closure, but
a necessary control (Johansson 2002). Moreover, the computed
anisotropy tensor aij has quasi-identical values for So ¼ 5, 10
and 15%. This characteristic confirms that the 2D horizontal
flow structure is quasi invariant with slope. Note that velocity
field departures such as observed at the upstream part “nozzle”
of the baffle correspond to zones having a strong level of
anisotropy.
8 Application to fishway analysis
8.1 Turbulent kinetic energy
To observe the effect of longitudinal slope on k, a reference vel-
ocity taking the slope into account was defined equal to the
maximum velocity given by
Vref =
NameMeNameMeNameMeNameMeNameMeNameMeNameMe
2gDH
√
=
NameMeNameMeNameMeNameMeNameMeNameMe
2gSL
√
(11)
The turbulent kinetic energy per unit volume is normalized by
0.5V2ref corresponding to the maximum mean flow kinetic
energy at the pool inlet. Results are reported in Fig. 11.
Note the good agreement between slopes of 10 and 15%,
whereas the dimensionless isolines differ from the case of 5%.
Figure 10 Isotropy tensor coefficients maps from TELEMAC-2D
results for So ¼ 15%. Results for So ¼5 and 10% are not presented
for clarity reasons, but are quasi identical
Its relative turbulent level spreads farther in the upper part of the
pool corresponding to the jet zone as compared with the larger
slopes. This fact may result from a smaller down-welling jet for
So ¼ 5% (corresponding to the smallest water drop) and from a
longer jet core, therefore. In the lower part, that is, the main recir-
culation zone, the decay of turbulence is more pronounced than
for So ¼10 and 15%. The maximum values exist at the pool
inlets, yet restricted to 30% of the maximum kinetic energy.
8.2 Energy dissipation rate
As previously mentioned, the spatial distribution of energy dis-
sipation rate is of major importance to evaluate fish adaptability
to hydrodynamics. Liu et al. (2006) conducted ADV measure-
ments in a VSF and used the Inertial Dissipation Method
(IDM) to estimate the dissipation rate 1 from the inertial range
zone of the power spectrum. The global dissipated power per
unit volume P/Vp (W/m
3) with r ¼ 1000 kg/m3, g ¼
9.81 ms22, DH ¼ drop height, L ¼ pool length, and Vp ¼
water volume may be computed from
P
Vp
= @gQDH
Vp
= @gQSL
Vp
(12)
Liu et al. (2006) compared the average dissipation rate in a pool
issued from the IDM method to global P/Vp values indicating a
discrepancy of some 8% for So ¼ 10.52 and 50% for So ¼
5.06%. The flow geometry, baffle geometry, and the test
discharge were too dissimilar from the present to allow for a
full comparison. Numerical modelling gives directly the k–1
field values, but limitations inherent to the Saint–Venant 2D
depth-integrated equations prevent to accept local dissipation
rate values without a global preliminary control. Results
obtained for all three slopes and two widths of W ¼ 2 m and
2.7 m are compared with the globally dissipated power values
in the reference pool. The spatial integral E of TELEMAC-2D
1 value is compared with the global P/Vp value. The dimensional
values for Q ¼ 0.735 m3s21 are summarized in Table 1. Differ-
ences are significant but not excessive compared with other
works, especially forW ¼ 2.7 m, if considering that 1 is difficult
to estimate from velocity measurements by IDM (Liu et al. 2006)
and that the present 2D model is based on simplified hypotheses.
As an illustration of results for a fish-friendly flow, Fig. 12
shows isolines of r1 normalized by the maximum value of 200
(Wm23) commonly adopted for salmon in VSFs (Rodriguez
et al. 2006), for Q ¼ 0.735 m3s21 and all three slopes. For
example, a 0.5 isoline value corresponds to a local dissipation
rate of 0.5 × 200¼ 100 Wm23. The isolines range from 0.05
(10 Wm23) to 1 (200 Wm23). Upper values are not significant
and correspond to the burst fish capacity speed (Liu 2004)
used to pass through the slots. Percentages of the pool area
exposed to a local dissipation less than a given fish-compatible
level are reported in Table 2 for the three slopes.
Observe that for So ¼ 15% the decreasing magnitude of the
fish-friendly area is more important than for smaller slopes.
This point confirms that this slope is too steep for fishway
application.
Figure 11 Dimensionless k isoline maps for So ¼ 5, 10 and 15%
Table 1 Comparison of global P/V with calculated E for So ¼5, 10, 15% and W ¼ 2 m, 2.7 m
W (m) So (%) DH (m) H (m) P/Vp (Wm
23) E (Wm23) %
2 5 0.15 1.56 116 90 223
2 10 0.30 1.20 301 220 227
2 15 0.45 1.10 492 340 231
2.7 5 0.15 1.6 84 70 217
2.7 10 0.30 1.25 212 173 218
2.7 15 0.45 1.13 355 299 216
Figure 12 Dissipation rate normalized by Pref [Wm
23] for So ¼ 5, 10
and 15%
9 Conclusions
A 2D depth-averaged model that is able to perform free surface
flow modelling such as TELEMAC-2D appears to be fitted to
reproduce correctly the dominant mean velocity and turbulence
level fields for mainly 2D flow patterns encountered in a VSF.
Tests revealed that a second-order k–1 turbulence closure
model is necessary for such flows to reproduce at least the
mean velocity flow pattern. Concerning turbulent flow character-
istics such as the dissipation rate, which is a major criterion relat-
ing to fish adaptation, the k–1 turbulence closure model
overestimates turbulence intensity mainly in the slot dependence
zone where intense velocity gradients are encountered and corre-
spond to locations where the fish travels upstream through the
water fall at burst speed, which is only sustainable for short
periods. Nevertheless, the simulated results in the pool have
the same order of magnitude as these measured, the values of
which lack accuracy due to the strong spatial flow variability.
Eddy viscosity turbulence modelling limitations appear,
however, in the jet and stagnation zones.
Although the local dissipation rate is a variable, the value of
which remains difficult to obtain both from measurement and
calculus, this work established limitations but also methods to
apply in practice. It demonstrates that a 2D industrial free
surface code such as TELEMAC-2D enables to obtain correct
flow characteristics in a VSF at low computational cost. This
capability allows performing extensive tests on various configur-
ations to minimize experimental tests on scale models, which
remain necessary to optimize VSFs and expand their fish-
friendly aptitude to small species. Optimizing the design of
these fish passes would satisfy the 2015 European directive
extending their relevance to small size fish passage.
Notation
b0 ¼ width of slot (m)
d ¼ grid size (m)
H ¼ water height (m)
k ¼ local turbulent kinetic energy (m2s22)
L ¼ pool length (m)
n ¼ Manning’s roughness coefficient (m21/3s)
P ¼ global energy dissipation (Wm23)
Q ¼ discharge (m3s21)
Sij ¼ rate of strain tensor (s21)
So ¼ longitudinal slope (–)
U ¼ mean streamwise velocity component (ms21)
u′i ¼ fluctuating velocity component (ms21)
V ¼ mean transverse velocity component (ms21)
Vp ¼ pool water volume (m3)
Vref ¼ reference water fall velocity (ms21)
W ¼ pool width (m)
x ¼ streamwise coordinate (m)
y ¼ transverse coordinate (m)
z ¼ vertical coordinate (m)
DH ¼ water fall between two consecutive pools (m)
dij ¼ Kronecker symbol (–)
1 ¼ local energy dissipation rate (m2s23)
l ¼ model scale (–)
yT ¼ eddy viscosity (m2s21)
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