It is proved that if the length of a commutative matrix subalgebra is maximal then this subalgebra is maximal under inclusion. The examples are given showing that the converse does not hold. To establish this result, we prove several fundamental properties of the length function.
Introduction
A ring A, which is a vector space over a field F, is called an algebra over F or F-algebra, if for any λ ∈ F and arbitrary a, b ∈ A it is true that λ(ab) = (λa)b = a(λb). The algebra is called finite-dimensional if the corresponding vector space has a finite dimension over F. The algebra is called finitely generated if all its elements can be represented as finite linear combinations with coefficients from the field F of finite products of some finite set of its elements. This system is called a system of generators. It is easy to see, that any finite-dimensional algebra is generated by its basis, i.e., it is finitely generated. Let us denote by S = {a 1 , . . . , a k } a finite system of generators in algebra A. The length of the algebra of 3 × 3-matrices was firstly studied by Spencer and Rivlin [15, 16] in connections with the possible applications in mechanics. The following bounds for the length of the matrix algebra are due to Paz and Pappacena. Theorem 1.11 [12, Theorem 1, Remark 1] . Let F be an arbitrary field. Then l(M n (F)) (n 2 + 2)/3 . Theorem 1.12 [11, Corollary 3.2] . Let F be an arbitrary field. Then l(M n (F)) < n 2n 2 /(n − 1) + 1/4 + n/2 − 2.
It was proved by Paz, see [12] , that the upper bound for the length of a commutative matrix subalgebra in M n (C) is equal to n − 1, here C denotes the field of complex numbers.
In Sections 2-5 we give some basic algebraic properties of the length function, which are necessary for the further investigations of the length of commutative matrix subalgebras. In particular, in Section 2 we show, that the length of a generating system is invariant with respect to invertible linear transformations of this system. In Section 3 we prove that, the length of an algebra is not changed under the adjunction of identity element. In Section 4 we obtain upper and lower bounds for the length of a direct sum of several matrix algebras and block-triangular matrix algebras. As a corollary the upper bounds for the lengths of subalgebras of the triangular matrix algebra are found. In Section 5 the length behavior under the ground field extensions is investigated, in particular, we study the case of the algebraic closure of a given field. In Section 6 we generalize the result by Paz on the length of commutative matrix algebras to the case of an arbitrary ground field. In Section 7 we characterize the class of algebras over an algebraically closed field, for which this bound is achieved, namely, it is shown that such algebras are maximal under the inclusion and are generated by a nonderogatory matrix. In Section 8 it is demonstrated that there are maximal commutative subalgebras of nonmaximal length. Also in Section 7 the length of an arbitrary finite-dimensional local algebra is estimated by a linear function in the nilpotency index of its Jacobson radical.
In this work we assume that all algebras under consideration are associative and finite dimensional. Also, since in Section 3 we prove that the length does not change under the adjunction of the identity element, starting from Section 4 we assume that the algebra A contains the unity element 1 A ∈ A, 1 A / = 0. 
Transforming systems of generators
i.e. the set
is a system of generators for the algebra A and l(S c ) = l(S).
Proof. Let us prove the equality L n (S) = L n (S c ) by the induction on n.
The base: n = 1. By the definition we have that for any
Since the matrix C is nonsingular, there exists the matrix D := C −1 . We denote the elements of this matrix by d ij , i.e., D = (d ij ). Then by (1)
according to the definition of linear span. Therefore,
The step. Let us assume that n > 1 and the statement of the proposition holds for all m < n. Therefore, 
is a generating system of the algebra A and l(S 1 ) = l(S).
Proof. As in the previous statement, we prove the equality L n (S) = L n (S 1 ) for all n by the induction on n.
The step. Let us assume that n > 1 and the statement is true for all m < n. Then by the equality
the result follows.
Proposition 2.3. Let F be an arbitrary field, A be a finite-dimensional F-algebra without unity and let S = {a 1 , . . . , a k } be a system of generators for the algebra A. Then there exists a generating system S for A such that the following conditions hold:
Proof. By definition for any generating system we have L 0 (S) = 0 and L 1 (S) = S . Consider those elements a i 1 , . . . , a i m , in S that form a basis of S . Then we define S = {a i 1 , . . . , a i m }. Therefore, conditions 1 and 2 hold. As in the previous statement, we prove the equality L n (S) = L n (S ) for all n by the induction on n.
The base.
The step. Let us assume that n > 1 and the statement is true for all r < n. Then by the equality
and the condition 3 follows. 
Proof. By definition for any generating system we have
Successively removing those elements of S 1 that are linearly dependent with the elements with smaller indices we obtain a set
Hence, conditions 1-3 hold. As in the previous statement, we prove the equality L n (S) = L n (S ) for all n by the induction on n.
The base follows from Eq. (2). The step. Let us assume that n > 1 and the statement is true for all r < n. Then by the equality
and the condition 4 follows. 
Then A 1 is a finite-dimensional F-algebra with the unity (0, 1) and
Proof. It is straightforward to check that A 1 is an F-algebra.
The element (0, 1) is unity in the algebra A 1 , since for any a ∈ A, f ∈ F we have
Let us prove now the equality l(A) = l(A 1 ).
At first we show that l(A 1 ) l(A).
To do this we take a system of generators
Without loss of generality by Proposition 2.4 we can assume that 1
Then by the proposition 2.2 the set S 0 = {(a 1 , 0), . . . , (a k , 0)} is a system of generators for A 1 , and for this set it holds that
and dim
It follows that all the elements a 1 , . . . , a k are linearly independent in A. Let us denote S = {a 1 , . . . , a k }. We have that for any m 1
By the definition of S 0 we have
Since
By Eq. (3) we have that for
Therefore the set S is a generating system for A and
Let us prove the opposite inequality, l(A) l(A 1 ).
To do this we take a generating sys-
Moreover, for any m 1 the generating systems S and S 0 satisfy the conditions (4)- (6) .
Therefore the set S 0 is a generating system for A 1 and
Corollary 3.2. Let F be an arbitrary field and A be a subalgebra in
Therefore, without loss of generality we can further assume that all algebras which we consider contain the unit element.
The length of the direct sum of algebras
Let A and B be finite-dimensional algebras over a field F. By A ⊕ B we denote the algebra of pairs (a, b), a ∈ A, b ∈ B with the addition, multiplication and multiplication by scalars defined coordinate-wise in the following way:
The following bounds for the direct sum of algebras are proved in [9, Theorem 2] . We plan to apply them several times to prove our results and therefore we include the proof here for completeness. 
Proof. Let us denote p = l A , q = l B . To prove the lower bound we consider two generating systems {a 1 , . . . , a k } and {b 1 , . . . , b m } for algebras A and B, correspondingly, with the lengths p and q, correspondingly. Then the set {(
. . , (0, b m )} will be a generating system in A ⊕ B of the length max{p, q}. Let us consider an algebra A ⊕ B and take the arbitrary generating system
We are going to prove that any word in elements from S of the length p + q + 2 is reducible.
Since the length of A is equal to p, the word c i 1 
Therefore the word v can be represented as a linear combination of the words of smaller length. Since v is chosen arbitrary, we get l(A ⊕ B) p + q + 1.
There are examples showing that both bounds are sharp, see [9, Examples 4, 5] .
Corollary 4.2 [9, Corollary 3]. Let A be a subalgebra in the algebra of block-triangular matrices, i.e., all matrices in A have the form
where 
As a direct consequence we have the following result:
Corollary 4.3. Let F be an arbitrary field and A be an arbitrary subalgebra in
Proof. Any subalgebra of the triangular matrix algebra is a block-triangular algebra, where all blocks are 1 by 1. Since l(F) = 0, we have an estimate
In [9, theorem 1] it was proved that if A = T n (F), then this bound is achieved.
The length function and field extensions
Consider a field F which is not algebraically closed. Let A F be a finite-dimensional unitary F-algebra. Let us define the algebra A F in the following way:
That is, the following rule defines multiplication by elements of F in F-algebra B F = A F ⊗ F F: for a ∈ B F , f ∈ F the product is defined f · a = (1 ⊗ f ) · a. Here ⊗ denotes the tensor product, see [13, §9] for the details.
Proof. Denote l = l(A F ). By the definition of the length of an algebra there exists a generating system for A F of the length l, denote it S = {a 1 , . . . , a k }. We then prove that S = {a 1 ⊗ 1 F , . . . , a k ⊗ 1 F } is a generating system for A F of the length greater than or equal to l.
The set S is a generating system for the algebra AF by the construction of the coefficient field extension of an algebra. Let us prove, that l(S) l(S ). Since l(S) = l, then there exists a word
However, by the definition of the generating system S any word
m, since the word v was taken to be irreducible in L l (S). Therefore v is irreducible in L l (S ).

Hence, l = l(S) l(S ), which means that l(A F ) l(A).
In order to show that this inequality may be sharp let us compute the length of the diagonal matrix algebra over different fields. That is, if we consider a generating system S = {A}, then l(S) = n − 1.
but |F 2 | = ∞, and hence by Theorem 5.
Thus the length of an algebra can increase while passing from a field to its closure.
The upper bound for the length of commutative subalgebras in M n (F)
In his paper [12] Paz obtained, that the length of any commutative subalgebra in M n (C) is less or equal to n − 1. In this section we generalize this bound to the case of an arbitrary field.
Theorem 6.1. Let F be an arbitrary field and A be a commutative subalgebra in M n (F). Then l(A) n − 1.
Proof. It can be checked directly that the proof of [12, Theorem 2] uses only the fact that the ground field is algebraically closed, but not any other properties of the field of complex numbers. Consequently, the theorem holds true for an arbitrary algebraically closed field. Hence, for any given field F it follows from Proposition 5.1 that l(A) l(A F ) n − 1. Lemma 6.3 provides the sharpness of the bound in Theorem 6.1 and is based on the following result of Gerstenhaber. 
Lemma 6.3. Let F be an arbitrary field and let A be a commutative subalgebra in M n (F). If there exists a nonderogatory matrix A ∈ A then
A is a subalgebra generated by A, and l(A) = n − 1. 
Proof. Let us first prove that
Commutative matrix subalgebras of the maximal length
The investigation of commutative subalgebras in matrix algebra is a classical subject of research and dates back to the work of Schur, [14] . Further results can be found in [14, [1] [2] [3] 6, 7, 17, 18] . In this section we show, that the length of a commutative subalgebra is equal to the maximal possible its value, n − 1, if and only if this subalgebra is generated by a nonderogatory matrix. As a consequence in Corollary 7.10 we prove that commutative subalgebras of the maximal length in M n (F) are maximal under inclusion. Note that not all maximal commutative subalgebras are generated by nonderogatory matrices, i.e., are of the maximal length, consider for example, Schur's algebra (see Example 8.1).
Remark 7.1. Assume that C is a nonderogatory matrix. Then it can be checked directly that C + αI is also a nonderogatory matrix for any α ∈ F. Therefore, an algebra A without a unit is generated by a nonderogatory matrix if and only if the unitary algebra A 1 = I, A| A ∈ A is generated by a nonderogatory matrix. Thus the fact that an algebra is generated by a nonderogatory matrix does not depend on the existence of a unit element in this algebra, and without the loss of generality we can assume that I ∈ A.
Lemma 7.2. Let F be an arbitrary field and let A ⊆ M n (F) be a commutative block-diagonal matrix subalgebra with blocks
Proof. The commutativity of A implies that all A i are also commutative. Hence for any i = 1, . . . , k it holds that l(A i ) n i − 1. Suppose there exist such a number i 0 ∈ {1, . . . , k} that l(A i 0 ) < n i 0 − 1. Then it follows from Corollary 4.2 that
This contradiction proves the lemma.
Proposition 7.3. Let F be an arbitrary field. A commutative subalgebra A in M 2 (F) is of the maximal length if and only if it is generated by a nonderogatory matrix.
Proof. Let A ∈ A be an arbitrary matrix. If the matrix A is not nonderogatory (is derogatory), i.e. dim( I, A ) = 1, then A = aI, a ∈ F. That is, if there exists A ∈ A, A / = aI , then A is generated by a nonderogatory matrix A. In this case l(A) = 1. And subalgebra generated by the identity matrix is of the length 0. The following two notions are actual for our further considerations, see for example [13, §4] for the more details. [13, §4.4] . In particular, the Jacobson's radical J of a finite-dimensional algebra is nilpotent.
In order to deal with Theorem 7.9 the following lemma is important. Also this lemma will be helpful to deal with Examples 8.1-8.3 in Section 8. Proof. Let us show that any word of length N is reducible in A, which means that the length of any generating system is less than N .
Consider N elements a 1 , . . . , a N in the algebra A. Up to the permutation of indices we would assume that the elements a 1 , . . . , a k are invertible, and elements a k+1 , . . . , a N ∈ J (A). Let 1 A denote the unit of the algebra A. By the main theorem on equivalence of different definitions of local rings, see [13, §5.2] , there exist such
by the definition of the index of nilpotency of an ideal. Expanding this expression and carrying all summands, but first, to the right side of the equality, we obtain that either a 1 · · · a N = 0, or Proof. Sufficiency follows from Lemma 6.3.
Assume l(A) = n − 1. Let us show that in this case A is generated by a nonderogatory matrix. We use the induction on n to prove the theorem.
The base. For n = 1 any unitary subalgebra A of M 1 (F) coincides with M 1 (F) = F and is generated by the nonderogatory element 1. For n = 2 the statement follows from Proposition 7.3.
The step. Assume that for commutative subalgebras in M k (F), k < n, the theorem is valid. Our proof is divided into two cases:
1. Assume there exists a matrix A in A, which has at least two different eigenvalues. Let λ be an eigenvalue of A of multiplicity s. Hence 0 < s < n by the assumptions of this case. We denote the minimal polynomial of A by μ A (t) = (t − λ) m g(t), where g(λ) / = 0, m s < n. Then it follows from the Theorem on Jordan normal form that there exists such an invertible matrix V ∈ M n (F)
, where A s ∈ M s (F) is a Jordan matrix, corresponding to λ, and A n−s ∈ M n−s (F) is a Jordan matrix, corresponding to other eigenvalues of A. By the Theorem on the general form of matrix commuting with a given matrix, see [8, §16.6] , we obtain that all matrices commuting with A 0 are also block-diagonal and consist of two blocks.
We introduce the algebra A V = V −1 AV = {V −1 AV |A ∈ A}. It is straightforward that l(A) = l(A V ), and A is generated by a nonderogatory matrix if and only if A V is generated by a nonderogatory matrix. Let us show that the algebra A V is a block-diagonal algebra, i.e., a direct sum of certain s × s and (n − s) × (n − s) matrix subalgebras.
Let us consider the matrices
From Lemma 7.2 we obtain that blocks of A V are of lengths s − 1 and n − s − 1, correspondingly. Then by the induction hypothesis the blocks are generated by nonderogatory matrices. Hence, there are matrices
are nonderogatory matrices generating the corresponding subalgebras. Let C(α) = C 1 + C 2 + αE n−s . Let us show that there exists α ∈ F such that the eigenvalues of the matrices C 1 and C 2 + αE n−s are distinct, consequently, the matrix C 1 + C 2 + αE n−s is nonderogatory. Denote by X ⊆ F the set of all solutions x of one of the equations 4 . Since F is infinite, then there exists α 0 ∈ F, α 0 / ∈ X. In this case the set of the eigenvalues of the matrix C 1 does not intersect the set of the eigenvalues of the matrix (t) and the matrix C(α 0 ) ∈ A V is nonderogatory. Therefore, the algebra A is generated by a nonderogatory matrix V C(α 0 )V −1 .
2. Assume any matrix in A has a unique eigenvalue of multiplicity n. Since any finite set of commuting matrices over an algebraically closed field has a common eigenvector (see [ i,i+m are equal to products of some of c (1) i,i+1 = c i,i+1 / = 0. Thus no one of I, C, . . . , C n−1 is a linear combination of the others, i.e., they are linearly independent. Therefore the matrix C is nonderogatory, and both A V and A are generated by nonderogatory matrices.
Suppose there exists l ∈ {1, . . . , n − 1} such that for any B = {b ij } ∈ J it holds that b l,l+1 = 0. Let B k = {b Proof. It follows from Theorem 7.9 that if l(A) = n − 1, then A is generated by a nonderogatory matrix. Consequently, from Gerstenhaber's Theorem (Theorem 6.2 of this paper) we obtain that A is a maximal under inclusion commutative subalgebra. Remark 7.11. Theorem 7.9 and Corollary 7.10 are valid over an arbitrary field. The detailed proof will appear elsewhere.
Examples
In this section we show that there are maximal commutative subalgebras of nonmaximal length, including some classical algebras. [14] ). This is a commutative subalgebra in M n (F) of the maximal possible dimension. Let n = k + m, k, m ∈ N and |k − m| 1. Let A S ⊆ M n (F) be the following commutative subalgebra: Example 8.3 (Courter's algebra [2] ). This is a famous maximal commutative subalgebra in M 14 (F). The dimension dim(A C ) = 13. And it was found by Courter in order to disprove the Gerstenhaber's conjecture that the dimension of a maximal commutative subalgebra in M n (F) is always greater than or equal to n, see [1, 2, 3] . Let us note that it is the minimal such example. Consider the set J consisting of all matrices of order 14 of the following form: 14, 10 and the identity matrix. Each of these matrices has zeros in the lower left corner (the elements from the intersection of the 13-th and 14-th rows with the first and second columns). Hence, L 1 (S) / = A C . But those elements can be obtained on the second step for example as follows: E 13,1 = X 11 Z 11 , E 13,2 = X 11 Z 12 , E 14,1 = X 21 Z 11 and E 14,2 = X 22 Z 22 . Consequently, S is a generating system for A C and l(S) = 2. Hence, l(A C ) = 2.
Corollary 8.4. These examples also show that the bound obtained in Lemma 7.8 is sharp.
