New microscopy imaging techniques have enabled the acquisition of cellular and sub-cellular information with unprecedented accuracy and specificity. Fluorescence techniques have enabled labeling of numerous, previously inaccessible, molecules and organelles, while Raman spectrographic techniques, for example, have enabled label free acquisition. Together with the development of high throughput techniques, these technologies now allow for the acquisition of a significant amount of information about cellular processes and have enabled high throughput and high content screening. Beyond image formation and acquisition, computational techniques comprise an important part of the process of obtaining biological understanding from such experiments. Here we review the pros and cons of the main approaches that have been used to extract information from digital images of cells. In addition, we also offer an overview of modern computational techniques that beyond allowing for discrimination between two hypothesis, also allow for modeling, visualization, and understanding of biological phenomena.
INTRODUCTION
For centuries, and dating back to the discovery of cells by Hooke in the 1600s [1] , microscopy imaging techniques have served as an important experimental technique for biological discovery. In the past few decades, several technological advances have coalesced into elaborate imaging modalities that are able to access high resolution spatiatemporal information about cellular processes with unprecedented accuracy and specificity. Fluorescence molecules can be used to allow scientists to obtain information regarding the spatial arrangement and organization of numerous molecules, proteins, and organelles in live and fixed cells [2] . Combined with digital detectors such as photomultiplier tubes (PMTs), and charge coupled devices (CCDs), as well as intricate optical instrumentation, high resolution digital spatiotemporal imaging in 2 and 3 dimensions became possible [3] . Confocal fluorescence techniques, for example, are routinely used for live cell imaging experiments for a variety of applications, including dynamic aspects of sperm cells during fertilization [4] , as well as the dynamic sub cellular localization of chlaritin during endocytosis [5] for examples.
In addition to providing means for visualizing the location of different molecules and proteins inside cells, the quantitative nature of photon counting detectors (PMTs, CCDs) has also given rise to imaging techniques that enable the quantitative study of dynamic molecule behavior, as well as the colocalization of multiple molecules. Fluorescence (Froster) resonance energy transfer techniques, for example, have emerged as an important technique to study changes in molecular proximity, and have been used, in conjunction with live cell imaging techniques, to study the role of different proteins (Rac1, Cdc42, and others) in glioblastoma cell invasion experiments [6] , for example.
In addition, an important technological contribution has been the development of ultra fast, hight throughput, imaging methods capable of imaging and analyzing millions of particles in a relatively short period of time [7] . These have the potential to revolutionize diagnoses of pathologies through rare event (single cell) detection. Finally, we mention that beyond precise quantification of cellular processes through fluorescence techniques, techniques for label free microscopic imaging using Raman spectroscopy techniques have been developed [8] , with the major benefit that these technologies could pave the way for in vivo imaging and diagnosis.
Given the widespread capability for acquiring high resolution information from large quantities of images of cells, computational tools have gained importance and are often integrated into comprehensive imaging 'pipelines' to more fully characterize the biological processes being investigated. The purpose of this paper is to provide an overview of the main computational techniques that play crucial roles in the field of image-based cytometry. Rather than a comprehensive and exhaustive review, emphasis will be placed on highlighting the main ideas in current use as well as describe important emerging tools.
COMPUTATIONAL TOOLS FOR QUANTITATIVE IMAGE-BASED CYTOMETRY
As described above, microscopic images of cells can be varied in signal source (e.g. fluorescence vs. bright light), resolution, dimension (2D vs 3D), etc. Ultimately, however modern devices produce digital images which are stored in computers as a collection of pixel measurements. For large images of high spatial resolution, numerous pixels are available. For most modern history, when conducting scientific experiments based on imaging assays, microscopic images were visually analyzed to determine the presence or absence of a certain morphological signature in a group of cells that were subjected to a specific controllable effect (e.g. drug, RNA interference, mechanical manipulation, etc.) in comparison to control cells. The morphological signature is normally reflected as a change (presence or absence) of a fluorescence signal, or changes in overall shape or appearance of the cells, in the acquired images. While the human visual system is capable of astounding tasks, it is well known that it has certain limits as far as precise quantification of phenomena, comparing large numbers of morphological exemplars (cells), and finding co variations amongst several factors [9] , for example. As well known, for a scientifically oriented person to obtain confidence As far as computational imaging pipelines for cytometry, before quantitative properties of individual cells can be analyzed, the individual cells must first be segmented from raw digital images when their field of view is large enough to contain many cells. Once properly segmented, certain of their properties are computed, based on which hypothesis can be statistically assessed using pattern recognition algorithms. Figure 1 contains a schematic of a common image cytometry pipeline.
Image segmentation
A wide variety of algorithms for segmenting cells are currently available for segmenting cells and sub cellular structures from diverse types of microscopy images [10] . This is not a trivial task, primarily due to the different appearance cells can have due to the variety of existing cell types, experimental imaging assays, as well as different microscopic imaging modalities (2D, 3D, fluorescence stains, etc.). Algorithms targeted towards segmenting certain cell types imaged using a particular modality tend not to perform as well for different cell types or different signal targets or imaging modalities. To deal with such large heterogeneity, algorithms that can automatically (or semi automatically) 'tune' themselves to a given application are poised to gain in significance. Figure 2 shows an example of such an algorithm [11] that utilizes hand annotated data to 'calibrate' itself so that it can accurately segment nuclei from cells in tissue stained with Hematoxylin and Eosin. Note that this method, as many modern algorithms, is able to accurately capture borders of individual nuclei as well as cells in clustered environments, and can be easily adapted (by providing annotated images) to various imaging modalities [11] .
Feature-based methods for hypothesis testing
Once cells have been segmented, groups of cells can be analyzed for differences in control versus effect experiments by calculating relevant 'features' from each cell, and analyzing the measurements in multi dimensional 'feature space.' The idea is exemplified in Figure  1 . A wide variety of features have been used over the past decades to quantify differences in shape and appearance of cells in digital images. These can be broadly divided into features that aim to characterize shape or texture. Examples of shape related features include the perimeter and area of a cell (when measured in 2D images), as well as average curvature, etc. Example of texture features include Fourier and wavelet-like decompositions, Haralick texture features, as well as others. Once numerical features are computed from two sets (classes) of cells, the statistical significance of hypothesis (e.g. differences of means) can be computed. In addition, other pattern recognition tasks, such as automated classification, can also be computed. Altogether, these can give the experimental scientist the necessary evidence to conclude whether a significant effect has been observed in contrast to a control population of cells.
This approach has been in use for several decades [12] . More recently it has been used in drug discovery experiments [13] , as well in automated digital pathology [14] , for examples. However, a few limitations are apparent. First, the task of deciding which features are relevant for a particular problem is not trivial. Algorithms for sifting through a large number of features, and, given labeled training data, can attempt to select the most relevant features for a given problem. In addition, a researcher who wishes to find meaning, or biological understanding, from the feature space analysis is left with few direct options, though indirect approaches exist [15] .
Explicit modeling methods for parameter extraction
While the approach above attempts only to describe the differences between two sets of cells, explicit parametric modeling approaches can be used to extract biologically relevant information by fitting the model being used to the image data available. This approach has been used in cytometry to model cellular and nuclear shapes, as well as other organelles [16] . Figure 3 shows how a modeling method [17] can be used to estimate the number and lengths of microtubule from 3D confocal fluorescence images of fixed cells, even though the size of such filaments is well below the optical resolution limit of these instruments, and therefore, in many regions, individual microtubules cannot be discerned by the human eye. Naturally, as all measurements from noisy data, these have errors associated with them. However, these errors have been well characterized and have found not to interfere with ones ability to obtain useful information from experiments involving real cells.
Implicit modeling for understanding and visualization
An emerging manner through which to mine information from sets of images of cells utilizes mathematical distances that measure the similarity between two or more images directly without the aid of pre conceived numerical features, nor physiological models. The advantage of such methods is that the can be more impartial to pre conceived notions regarding the known biology of the problem, but rather seek to utilize simple mathematical rules to automatically extract relevant information to both discriminate between two or more sets of cells (e.g. control vs. effect), and, as importantly, to visualize and understand what are the principal differences between them. The idea is demonstrated in Figure 4 where the approach developed in [18] [19] was used to visualize the most significant (according to the p value for difference of means) difference between nuclear chromatin configuration in cells obtained from normal patients and patients diagnosed with fetal-type hepatoblastoma. It is clear that, aside from nuclear size differences, how much chromatin is placed in the interior of each nucleus as opposed to along its boundary is the major discriminant factor. It is clear from this figure that cancerous cells have a tendency to have its chromatin more evenly distributed throughout the nuclear envelope. This is consistent with the fact that cancerous cells divide faster than their normal counterparts, and that the phenotype associated with nuclei just before cell division is one where nuclear chromatin is more evenly distributed. Finally, we mention that one can use this technique to visualize, in a completely automated fashion, the most significant differences between two or more sets of cell measurements, but also that the differences found through this method have been used to successfully classify cancerous versus normal patients [20] .
SUMMARY AND DISCUSSION
Computational image analysis methods have become an important part of cytometry technology. The field has evolved tremendously since its early days [12] . It is now possible to obtain information from cellular images beyond abstract numerical features. Explicit parametric modeling techniques can and have been used to extract meaningful biological information such as detecting microtubules, which are well below the optical resolution used to acquire such images, for example. In addition, modern approaches for measuring distances between cellular shapes [21] and molecules and protein distributions [20, 18] have enabled direct visualization and biological understanding of the main variations within a signal dataset, or of the differences between two classes of cells. Looking forward, better integration of such modern techniques for analyzing cell images with experiments in biology and pathology should further facilitate more complete characterization of important biological processes. Fig. 1 . An overview of a typical quantitative image cytometry pipeline. Fig. 3 . Microtubule organization modeling and parameter extraction. The left pane shows three confocal images of real cells and their counterpart simulated images (computed through the modeling approach described in [17] ). The histogram on the right shows the number of microtubules extracted using this modeling approach for each cell is a set of 50 fixed cells. Fig. 4 . Differences in chromatin organization between normal and cancerous (fetal-type hepatoblastoma) cells computed using the implicit approach described in [18, 20] . Each bar in the histogram shows the relative number of cells that had their phenotype most closely associated with the nuclear chromatin image displayed directly below it. The p value for differences of means shows the trend is highly significant.
