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Abstract-Path planning is an essential task for the
navigation and motion control of autonomous robot
manipulators. This NP-complete problem is difficult to
solve, especially in a dynamic environment where the
optimal path needs to be rerouted in real-time when a
new obstacle appears.
The ACO (Ant Colony Optimization) algorithm is an
optimization

technique

based on swarm intelligence.

This paper investigates the application of ACO to robot
path planning in a dynamic environment. Two different
pheromone re-initialization schemes are compared and
computer simulation results are presented.
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I.

INTRODUCTION

Path planning is an important issue for the
navigation and motion control of autonomous robot
manipulators. In computational complexity theory,
path planning is classified as an NP (nondeterministic
polynomial time) complete problem [2]. That is, the
computational time that is required to solve such
problem increases dramatically (usually in an
exponential rate) when the size (or dimension) of the
problem increases.
Let robot A be a single rigid object moving in a
two- or three-dimensional Euclidean space (called
work space W); and let obstacles B be rigid objects
distributed in W. Assume there is no kinematic
constrains that limit the motion of A (Le., A is a "free
flying" object), then a path planning problem can be
formulated as the following ([1]):
Given an initial position and its orientation, a goal
position and its orientation of A in W, generate a path
that specify a sequence of positions and orientations of
A avoiding contact with B, starting from the initial
position and terminating at the goal position. Report
failure if no such path exists.
The studies of path planning started in late 60's ([1])
and many different algorithms have been proposed,
including the roadmap approach, cell decomposition,

978-1-4244-7164-51$26.00 © 2010 IEEE

potential fields, and mathematical programming, etc.
([2]). It has been found that the above methods are
either inefficient, due to the high computational cost;
or inaccurate, due to the trapping in local minima ([2]).
To overcome these limitations, many heuristic
approaches have been developed, such as the
application of artificial neural networks. One of the
major advantages of heuristic algorithms is that it can
produce an acceptable solution very quickly, which is
especially suitable for solving NP-complete problems.
The ant colony optimization (ACO) algorithm is a
meta-heuristic approach inspired by the behavior of
the biological ants in real world. It is one of the most
successful examples of swarm intelligent systems and
has been applied to solve many different types of
problems, such as optimizing nonlinear objective
functions and network routing in telecommunication
networks.
In this research, the application of the ant colony
optimization algorithm for robot path planning is
investigated. The goal is to find the shortest and
collision-free route (if exists) between a starting point
and a destination point in a grid network. To simulate a
dynamic environment, obstacles with different shapes
and sizes are added after the optimal path is founded in
the original (obstacle free) network. Two different
pheromone re-initialization schemes (Le., the local
initialization and the global initialization) are discussed
and compared. Computer simulation results are
presented to demonstrate the effectiveness of the ACO
algorithm.
II.

THE ANT COLONY OPTIMIZATION ALGORITHM

It is well known that the biological ants in real
world are able to utilize swarm intelligence to find the
shortest route to nutrients. Ant Colony Optimization
(ACO) algorithms have been developed to mimic the
behavior of real ants to provide heuristic solutions for
optimization problems. It was first proposed by M.
Dorigo in 1992 in his Ph. D. dissertation.
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When searching for food, biological ants exhibit
complex social behavior based on the hormones they
deposited (called pheromones). Pheromones attract
other ants and outline a path to the food source that
other ants can follow. As more ants walk along the
path, more pheromone is laid, and the chance that
more ants will take the path increases. The shortest
path to the food builds up the most pheromones
because more ants can travel it in less amount of time.
This phenomenon was first observed in the famous
Double Bridge experiment [2]: when given the choice
between a short path and a long path to a food source,
the ants consistently found the shortest path after a
period of time. To prevent establishing a suboptimal
path (when the solution is trapped into a local
minimum), the pheromone also evaporates over time
[4], thus reducing the change for other ants to take the
path. On the other hand, the pheromone levels on the
shortest path remain high because in this case, the
pheromone deposit speed is faster than its evaporation
speed.
Consider a network where ants can travel between
different nodes. Using pheromone deposits, the
probability that an ant k located in node i will choose
to go to another node} in the network is given by ([4]):

(r; t(17; r
p; = I(r t(17i r

(1)
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o

where pheromone levels are denoted by

r; ; as with

real ants, the more pheromone on a path, the more
possibility that the ant will take the path. The
summation in the denominator takes into account all
the possible choices (or neighboring nodes) in the set

Nik when the ant is at node i. Both

a,

usually application dependent; where

, and

17;

17;

are

represents

the heuristic information, and the values of a and
weigh the importance of the pheromone and heuristic
values. When

=

0,

(17; r

=

1, then the probability

only depends on the pheromone levels; on the other
0, the probability only depends on
hand, when a
heuristic values - that is, the node that is the closest
one to the current node has the highest probability of
being selected.
=

The pheromone levels of the path (from node i to i),
can evaporate with a percentage p (also called the
evaporation rate):

rij f-(l-p)rij

(2)

where ° :::; p < 1. After pheromone evaporation occurs,
the new pheromone levels are updated with the
additional pheromone laid by the antes) that just
crossed the path:
(3)
(4)

Ck

is the associated cost or reward of ant k for
where
choosing this path.
III. ROBOT

DYNAMIC PATH PLANNING BASED ON ANT
COLONY ALGORITHM

In this section, the proposed ant colony optimization
algorithm is applied for robot path planning in a grid
network. Since our goal is to find the shortest path
between the starting and ending positions, the total path
length is chosen to be the cost or reward associated
with each possible solution. The simulation is coded in
Python and implemented on a Macintosh Powerbook
G4 computer with a 1.5GHz processor.
In the simulation, three different sizes of grid
network are considered, i.e., 20X20, 30X30, and
40X40. It is assumed that one ant can only occupy one
node and moves to one of its adjacent nodes at a time
in four different directions, i.e., up, down, left, and
right. All the nodes are evenly distributed in the
network; and the distance between any two adjacent
nodes is normalized to 1 (or 1 unit block). Thus, the
path length is represented in terms of the number of
(unit) blocks.
The simulation starts with a "clean" environment;
i.e., there is no obstacle in the original network. The
upper-left comer is chosen to be the starting point and
the lower-right comer is chosen to be the destination.
All the pheromones are initialized as 0.1. The ant
colony algorithm is then applied to find the shortest
path and pheromones are deposited. A computational
flow chart is shown in Fig. 1. Fig. 2 illustrates the path
found by ACO algorithm in a 20X20 grid network
convergences to its optimal value, where y-axis
represents the path length (in number of blocks/grids)
and x-axis represents the simulation run-time (in
seconds).
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Fig. 3. The Optimal path found by ACO (with obstacles) in a
40X40 grid network

ACO algorithm for the shortest path

Figure 1. Computational flow chart of ACO
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Figure 4. The flow chart of ACO in a dynamic environment
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Figure 2. Optimal path found by ACO in a grid network

To simulate a dynamic environment, barriers
(obstacles) are added after the algorithm converges (for
a fair comparison, the sizes of obstacles are
proportional to the sizes of networks). Fig. 3 illustrates
such an example, where the two darker areas inside the
40X40 grid represent two arbitrary obstacles added at
the positions that are randomly chosen. The ACO
algorithm must be called again in order to find the
shortest path in this new network with obstacles. The
flow chart is shown in Fig. 4.

Pheromone initialization plays an important role in
ACO algorithm. In this research, after the obstacles are
added, the pheromones in the network are re-initialized.
Two different re-initialization schemes, namely, the
global initialization and the local initialization are
tested and their performances are compared. In global
initialization, all the pheromones in the entire network
are uniformly reset back to the original pheromone
level, which is 0.1. With local initialization, a
"gradient" of pheromones is initialized around the
object. The value of half the highest pheromone levels
in the network is applied directly to the points that are
next to the object. The pheromone levels are then
decreased by a fraction (e.g., 50%) as the points move
outward in a "circle" around the object. Fig. 3 shows
the optimal path found in a 40X40 grid with obstacles
using the local initialization method.
The performance of the two different initialization
approaches are summarized in Table 1 (for local
initialization) and Table 2 (for global initialization),
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based on the additional number of iterations needed to
find the optimal path after obstacles are added, as well
as the length of the final optimal path. From the data,
we can conclude that the local initialization
outperforms the global initialization. For a 20X20 grid
network, though they eventually found the optimal path
with the same length, the numbers of additional
iterations requested using the two methods are different.
It only takes 122 additional iterations for the local
initialization method while 151 iterations are needed
for the global initialization method (an increase of
23.8%). The advantage of using local initialization is
even more significant for larger networks. In a 40X40
grid network, the additional number of iterations
needed by local initialization is 69 while the additional
number of iterations needed by global initialization is
more than doubled (i.e., 148). Even with more
iterations, the path length found by local initialization
is 7.8% shorter (128 blocks) than its counter algorithm
(138 blocks).
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Fig. 5. The Optimal path found by ACO (with another obstacle) in a
40X40 grid network
(a) The result of the first iteration after the obstacle is added
(b) The path resulted after 1000th iterations

Table 2. The additional number of iterations and the optimal path
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IV. CONCLUSIONS

Fig. 5 demonstrates another simulation with three
obstacles in different shapes and sizes. In (a), ACO
algorithm is implemented for only 1 iteration after
these obstacles are added. Obviously, the path shown in
(a) is not optimal; thus more iterations are needed. The
much improved result is shown in (b), which is
obtained after the ACO algorithm runs for 1000
iterations.

In this research, the ant colony optimization (ACO)
algorithm is applied to find the shortest and collision
free route in a grid network for robot path planning.
Obstacles with various shapes and sizes are considered
to simulate a dynamic environment. Computer
simulation results demonstrate that the ACO algorithm
can successfully re-route the optimal path for the new
network after obstacles are added. Future works may
include the investigation on different ACO algorithms,
such as the Elitist Ant System (EAS), the Rank-Based
Ant System, and the MAX-MIN Ant System (MMAS).
Also, simulation works can be performed with more
complicated networks and obstacles.
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