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Stochastic complexity is treated as a tool of classification, i.e., of inferring the
number of classes, the class descriptions, and the class memberships for a given
data set of binary vectors. The stochastic complexity is evaluated with respect to the
family of statistical models defined by finite mixtures of multivariate Bernoulli
distributions obtained by the principle of maximum entropy. It is shown that
stochastic complexity is asymptotically related to the classification maximum
likelihood estimate. The formulae for stochastic complexity have an interpretation
as minimum code lengths for certain universal source codes for storing the binary
data vectors and their assignments into the classes in a classification. There is also
a decomposition of the classification uncertainty in a sum of an intraclass uncer-
tainty, an interclass uncertainty, and a special parsimony term. It is shown that
minimizing the stochastic complexity amounts to maximizing the information con-
tent of the classification. An algorithm of alternating minimization of stochastic
complexity is given. We discuss the relation of the method to the AUTOCLASS
system of Bayesian classification. The application of classification by stochastic
complexity to an extensive data base of strains of Enterobacteriaceae is described.
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1. INTRODUCTION
Classification has an essential function in many parts of science. The
importance of classification is manifold. First, classification has a descrip-
tive function. By grouping items into classes, one implies that members of
the same group are similar in certain respects. Second, a good classification
should be predictive in the sense that knowing the class membership of an
item one should be able to make nontrivial inductive statements about the
properties of the item. Classification can also be viewed as a means of storing
and compressing information, as well as of rational organization of data-
bases [43]. Without any classification, every item in the population under
consideration is treated individually and, as the size of the population
grows, the amount of data to be handled rapidly grows beyond tractability.
There are of course no objective criteria for the ‘‘best’’ or even a ‘‘good’’
classification. Which classification one employs is a choice which to a large
extent is determined by the features one wants to describe. One has to
employ different classifications for different purposes [22]. The three
aspects of classification mentioned above are in fact closely related and
each of them gives a clue as to how the items should be classified.
The descriptive aspect of taxonomy is based on the rather vague idea
that a good classification should show small variations within a class but
large interclass variation. The two trivial classifications where either all
items are lumped into the same class or each item forms its own singleton
class are in general nondescriptive or contain too much detail, respectively.
The ‘‘optimal’’ classification has to be found somewhere between these two
extremes.
The predictive power of a classification is an important property of
taxonomy. Gilmour [21] held the view that the more predictions there are
that can be made regarding an item on the basis of its class membership
the more natural the classification is. Gower [23, 24] made this idea both
taxonomically and mathematically precise by constructing for any
classification into k classes a list of values (class predictors) that he used
to predict the properties of any individual belonging to a given class.
His maximal predictive criterion selected that partition into k classes
which maximizes the number of correct predictions. In general the trivial
classification consisting of only one class is completely nonpredictive,
whereas the other extreme with each item forming its own class yields
perfect prediction. But the latter classification is too complex and it therefore
serves no useful identification purposenew previously unknown organisms
will always form a new group and cannot be identified with already
established taxa.
The third aspect of classification is information theoretical in spirit. Here
one looks upon classification as a method of encoding information about
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the items in the population and the ultimate goal is to achieve the briefest
possible recording of information. This point of view was introduced into
taxonomic studies by Wallace and Boulton [50] and will be pursued in the
present paper.
Our motivation comes primarily from numerical taxonomy of bacteria.
A bacterium can be characterized by a binary vector, the components of
which are the binary (0 or 1) outcome of a usually large number d of tests.
From a mathematical point of view classification thus amounts to parti-
tioning the d-dimensional binary hypercube Bd into disjoint sets. It should
be noted that the number of classes is not given in advance but is to
be determined by the classification algorithm. Bacterial classification is
surveyed in [8, 49, 53]. We stress that our results apply to classification of
binary vectors in general and include statistical (latent class) analysis of
multivariate binary data [1, 2, 9].
According to Rissanen [46] the best model to explain a given set of data
is the one that minimizes the sum of (1) the length in bits of the description
of the model, and (2) the length in bits of the description of the data within
the model. The relevant mathematical quantity describing the minimum
number of bits is that of stochastic complexity [46]. In order to apply
Rissanen’s principle we first have to single out a family of statistical models
for classifications. In view of the subjectivity of classifications alluded to
above, a certain arbitrariness is involved here and it has been considered
legitimate to introduce a variety of ad hoc rules for classification procedures
for various purposes. Despite the fact that it is meaningless to speak about
the ‘‘true’’ classification of a collection it seems desirable to found a
classification on more fundamental principles that are independent of the
collection under consideration. One such attempt was made by Gyllenberg
and Koski [32] who used the principle of maximum entropy to show that,
according to that principle, the multivariate Bernoulli distribution is the
best statistical description of a class, given the relative frequencies of binary
characters within the class. A classification (or taxonomy) is thus described
by a finite mixture of multivariate Bernoulli distributions.
The statistical theory of clustering provides a standard interpretation
of this kind of families of class-conditional probability distributions. The
interpretation is given in terms of a model for obtaining data, where
the observed collection of binary vectors is seen as random samples of the
respective random variables distributed under one given (‘‘true’’) finite
mixture of multivariate Bernoulli distributions as a marginal. However,
finite mixtures of multivariate Bernoulli distributions are statistically non-
identifiable, as was proved in [33]; see also [30]. This makes the notion
of a true statistical model ambiguous. In particular, the problem estimating
the parameters in the mixture using a random sample from the mixture
lacks a unique solution. The present work rests on the insight that no
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mixture or a class-conditional distribution in it should be regarded as the
‘‘true’’ model, which we are expected to identify. As a matter of fact, there
is no reason to regard for instance phenetic bacterial data as random
samples of some probability distribution. The finite mixtures of multivariate
Bernoulli distributions should more appropriately be viewed as (well-
chosen) vehicles to express properties of the data Xt. They are probability
models assigned to the data for the purposes of storing, compact represen-
tation and prediction. In [29] we used the methods developed in the
present paper to classify an extensive collection of data vectors representing
bacterial strains belonging to the family Enterobacteriaceae. We found that
the optimal classification obtained by minimization of stochastic com-
plexity produced a microbiologically reasonable taxonomy. Thus stochastic
complexity has added to our understanding of the data and will possibly
lead to further investigations of the material underlying the data.
In Section 2 we briefly recall the maximum entropy result. The multi-
variate Bernoulli distribution was introduced in an ad hoc manner for
bacterial taxonomy in [16]. In Section 3 we define stochastic complexity
and show how it is to be evaluated for the purpose of classification. This
gives the precise formulation of classification by minimization of stochastic
complexity. In Section 4 we first give an asymptotic expansion for the
stochastic complexity using a result in [48]. Then we obtain an explicit
formula for stochastic complexity using a uniform prior distribution on the
parameters in the mixture.
In Section 5 we define in precise terms the method of classification by
minimization of stochastic complexity. A multivariate Bernoulli distribu-
tion has, as shown in Section 5, a representation which combined with the
result in Section 3 suggests classification of binary vectors algorithmically
by an alternating minimization procedure. We give such an algorithm for
classification by stochastic complexity and prove the convergence of this
algorithm to a local minimum.
In the rest of the paper we give various conceptual extensions and inter-
pretations of the results obtained in the preceding sections. In Section 6
stochastic complexity is discussed in terms of a definition of the informa-
tion content of a taxonomy. First we use the asymptotic expansion to
rewrite the stochastic complexity in terms of various formal expressions of
Shannon’s entropy. This shows that the algorithm in Section 5 results in an
entropy minimization. As entropy is a measure of uncertainty, then this
shows that the uncertainty in a classification consists of two components,
to be called the intraclass uncertainty and the interclass uncertainty,
respectively. There is an additional term reflecting what is called the
parsimony of the number of classes. We show that in a certain precise sense
our modelling amounts to maximizing the information content of the
classification. This conforms to the prevailing paradigm in phenetic,
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numerical taxonomy [43, 49], but to the best of our knowledge this aspect
of taxonomy has not been treated mathematically rigorously before.
The essence of our method can be summarized as follows. Stochastic
complexity is a function of both the data and the taxonomy. A good
taxonomy in this sense is one that gives the least stochastic complexity (or
maximizes the information content). This desired taxonomy is searched
algorithmically by using an alternation between two necessary conditions
for minimization of stochastic complexity. Repeating this for different
numbers of classes in a taxonomy and choosing that number of classes
which corresponds the least stochastic complexity yields the ultimate
optimal taxonomy for the data at hand.
We close the paper by showing that stochastic complexity can be inter-
preted in terms of minimum description length of certain universal codes
and by discussing the relation between our classification procedure and
methods used by other authors. We also briefly indicate the results
obtained when applying minimization of stochastic complexity to an exten-
sive microbiological material.
2. A STATISTICAL MODEL FOR A TAXONOMY
Consider a collection Xt=[x(l )]tl=1 of t elements of the binary hyper-
cube
Bd :=[x | x=(xi)di=1 , xi # [0, 1]].
By a taxonomy of Xt we understand a partition [cj]kj=1 of X
t into k classes
with the property that if two vectors in Xt are identical then they belong
to the same class cj .
Let tj be the number of vectors in class cj , j=1, ..., k, and let tij be the
number of vectors in the j th class with the ith component equal to 1. The
relative frequency of the positive (1) character for the i th attribute in
the j th class if then given by
tij tj , i=1, ..., d ; j=1, ..., k. (2.1)
Next we represent the class cj by a probability distribution pj . Since the
relative frequencies of positive binary attributes are known through (2.1),
it seems natural to require that the marginal probability of the i th attribute
being positive is a given number %ij , i=1, ..., d. For the sake of simplicity
we assume that 0<%ij<1. This assumption means that we disregard
monothetic attributes, that is, attributes shared by all or none of the
elements in a class.
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The probability distribution best describing the class cj in the sense of
the principle of maximum entropy is the distribution pj on Bd that maxi-
mizes Shannon’s entropy,
& :
x # Bd
pj (x) log pj (x), (2.2)
in the simplex
:
x # Bd
pj (x)=1, pj (x)0, (2.3)
under the constraints
pj (xi=1)= :
x # Bd, xi=1
pj (x)=%ij , i=1, ..., d. (2.4)
The marginal probabilities %ij are estimated by the relative frequencies
given in (2.1). It is, however, important to keep the %ij ’s and their estimates
apart, and in the sequel we shall therefore regard the %ij ’s as variable
parameters to be determined by the classification algorithm. For con-
venience of writing we set
%j :=(%1j , %2j , ..., %dj)T. (2.5)
In [32] we showed that the multivariate Bernoulli distribution pj (x),
pj (x)#p(x | %j) := ‘
d
i=1
(1&%ij)(1&xi) (%ij)xi, (2.6)
is the unique discrete probability distribution on the binary hypercube Bd
that maximizes the entropy (2.2) under the constraints (2.4). The maximum
entropy assertion is a special case of the independence bound on entropy
(see [10, Theorem 2.6.6, p. 28]).
The Shannon entropy for Xt is maximized if the vectors x(l ) are modelled
as (outcomes of ) statistically independent random variables by another
application of the same independence bound on entropy. Hence, we can
and will include the independence in the description of the family of models
for evaluating stochastic complexity for Xt.
In view of the preceding the statistical model for taxonomies of Xt with
k classes [cj]kj=1 is a finite mixture of k multivariate Bernoulli distribu-
tions,
Pk(x | 3, *) := :
k
j=1
*jp(x | %j), x # Bd, (2.7)
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where the mixing distribution is
* :=(*1 , *2 , ..., *k)
and
3 :=(%j)
k
j=1=(%ij)
d, k
i=1, j=1 , (2.8)
an array known in microbial taxonomy as the reference matrix or the
identification matrix [8, 17, 36, 53].
The family Mk of statistical models corresponding to taxonomies for X t
with k classes is thus given by
Mk :=[Pk(x | 3, *) ; 6(3, *)], (2.9)
where 6(3, *) designates the a priori distributions on 3, *. Consequently,
the domain of families of models considered in classification of Xt is
[Mk]min(2
d, t)
k=1 .
3. STOCHASTIC COMPLEXITY FOR TAXONOMIES
Consider any family M of statistical models determined by the prior dis-
tribution 6(%) of the parameter % and the probability P(x | %) of any
binary vector of data. The stochastic complexity of any x relative to M is
defined by
I(x | M ) :=&log2 L(x),
where
L(x) :=| P(x | %) 6(d%). (3.1)
The function L is called the generalized likelihood function relative to M.
For a concise discussion of the rationale for this definition we refer to [14,
4547].
Next we derive expressions for the stochastic complexity of a given set
Xt=[x(l )]tl=1 of length t relative to Mk . This stochastic complexity will be
denoted by SCk , or in formal terms
SCk=I(X t | Mk).
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To evaluate the corresponding generalized likelihood function we have
to deal with the mixture Pk(x | 3, *) in a special manner. We first intro-
duce an auxiliary variable, or label, u (l )j defined by
u(l )j :={1, if x
(l ) is sampled from pj ,
0, otherwise.
(3.2)
Statistical sampling from a finite mixture means that the labels u (l )1 , ..., u
(l )
k
are drawn at random and x(l ) is drawn from the parent distribution
indicated by the observed nonzero value in (u (l )1 , ..., u
(l )
k ). We may there-
fore interpret x(l ) as a partial or indirect observation of the vector
(x(l ), u (l )1 , ..., u
(l )
k ). Thus, as soon as we treat x
(l ) as a fixed observed sample
there corresponds to x(l ) a fixed unobserved value of the labels
(u (l )1 , ..., u
(l )
k ). Hence the joint probability of (x
(l ), u (l )1 , ..., u
(l )
k )
t
l=1 equals
Pk(Xt, Ut | 3, *) := ‘
t
l=1
‘
k
j=1
(*jp(x (l ) | %j))uj
(l )
. (3.3)
The matrix Ut=[u (l )j ]
k, t
j=1, l=1 having the labels as elements is called
the membership matrix. Classifying of Xt is equivalent to determining a
membership matrix.
Formula (3.3) combined with (3.1) shows that the generalized likelihood
function can be viewed as a function of both Xt and Ut:
Lk(Xt, U t)=| Pk(Xt, Ut | 3, *) 6(d3, d*). (3.4)
As a consequence,
SCk=I(X t | Mk)=&log2 Lk(Xt, U t), (3.5)
The function Lk(Xt, U t) is a joint probability of Xt and U t given k. For
given Xt and U t the function Lk of the discrete variable k is the generalized
likelihood of Mk , where the only free parameter is k (notice that k influ-
ences the structure of Ut).
4. EVALUATION OF STOCHASTIC COMPLEXITY
In this section we derive useful formulas for the stochastic complexity
under different simplifying assumptions. In our first proposition we assume
that the prior distributions for different models in the family M do not
interact and that the set Xt to be classified is large. The second formula
depends on the assumption that the prior distribution 6(3, *) is uniform.
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We first notice that the numbers tj and tij , introduced in Section 2, can also
be expressed using Ut; one has
tj := :
[l : uj
(l )=1]
1, (4.1)
tij := :
[l : uj
(l )=1]
x (l )i . (4.2)
Proposition 4.1. Assume that the prior distribution on the statistical
parameters is factorized as
6(d3, d*)= ‘
k
j=1
6(d%j , d*j). (4.3)
Then the stochastic complexity of Xt with respect to the model family (2.9)
is given by
SCk=min
3, * _&log ‘
t
l=1
‘
k
j=1
(*jp(x(l ) | %j))uj
(l )&
+
d
2
:
k
j=1
log max(1, tj)+R(t), (4.4)
where the remainder R(t) is bounded in t and is of the order R(t)=O(kd ).
Proof. By the statistical independence of (x(l ), u (l )1 , ..., u
(l )
k ) for different
l and by (3.3) we can rearrange Pk(Xt, Ut | 3, *) as products of blocks of
the type
‘
[l : uj
(l )=1]
*jp(x(l ) | %j) for j=1, ..., k.
By this we have
&log Lk(Xt, Ut)= :
k
j=1
&log | ‘
[l : uj
(l )=1]
*jp(x (l ) | %j) 6(d%j , d*j). (4.5)
Let us now consider those classes with tj1; otherwise there are no
terms involving %j , *j for this j and we may proceed to the next nonempty
class. The pertinent block of distributions can clearly be reorganized as
‘
[l : uj
(l )=1]
*jp(x(l ) | %j)
= ‘
[l : uj
(l )=1]
exp \x(l ) } sj+log \*j } ‘
d
i=1
(1&%ij)++ , (4.6)
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where x(l ) } sj denotes the Euclidean scalar product between the binary
d-vector x(l ) and
sj :=\log \
%1j
1&%1j+ , ..., log \
%dj
1&%dj++
T
. (4.7)
But each of the factors in (4.6) is of the exponential family type [2]. In this
context sj is known as the canonical parameter. This means that we are in
a situation such that the result in [48] is directly applicable for each of the
terms in the right-hand side of (4.5) and yields
&log | ‘
[l : uj
(l )=1]
*jp(x(l ) | %j) 6(d%j , d*j)
=min
%j , *j _&log ‘
[l : uj
(l )=1]
(*jp(x(l ) | %j))u1
(l )&+d2 log tj+Rj (t),
since the canonical parameter defined by (4.7) lies evidently in a d-dimen-
sional Euclidean space. Here Rj (tj) is of the order Rj (tj)=O(d ) (see [48]).
Thus the remainder Rj (tj) is proportional to d, but is bounded in tj . Inserting
this into (4.5) and rearranging using (3.3) again we obtain (4.4) as
claimed. K
For large values of t the remainder R(t) is negligible compared with the
two former terms on the right-hand side of (4.4).
If the prior distribution 6(3, *) is uniform, in a sense to be made precise
below, we obtain an explicit exact expression for the stochastic complexity.
Proposition 4.2. Assume that the prior distribution 6(3, *) is uniform.
Then the stochastic complexity of X t relative to Mk is given by
SCk=log2 \t+k&1t ++log2 \
t!
t1! } } } tk !+
+ :
k
j=1
:
d
i=1
log2 \
(tj+1)!
tij ! (tj&tij)!+ , (4.8)
where tj and tij are given by (4.1) and (4.2), respectively.
Proof. Using the same arrangement into blocks as in the proof of the
preceding proposition we may proceed as follows. In view of the fact that
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the prior distribution for 3 is a product of uniform distributions on
[0, 1]k_d it suffices to evaluate the multiple integral
|
[0, 1]d
‘
[l : u1
(l )=1]
p(x(l ) | %j) d%1j d%2j } } } d%dj .
Since pj is a multivariate Bernoulli distribution this integral can, as is well
known, be evaluated in a closed form. A straightforward calculation yields
|
[0, 1]d
‘
[l : u1
(l )=1]
p(x (l ) | %j) d%1j d%2j } } } d%dj= ‘
d
i=1
tij ! (tj&tij)!
(tj+1)!
(see [15, Problem 11, p. 83]). Performing the same calculation for each j
one obtains, in view of (3.3),
| Pk(Xt, U t | 3, *) 6(d3, d*)
= ‘
k
j=1
‘
d
i=1
tij ! (tj&tij)!
(tj+1)! |S(*) ‘
k
j=1
*tjj V(d*), (4.9)
where the domain of integration is S(*) :=[* |  *j=1] and V(*)
designates the uniform density over this simplex. We have
|
S(*)
‘
k
j=1
*tjj V(d*)=(t+k&1)
&1 }
t1 ! } } } tk !
t!
(4.10)
(see [35, p. 116, or 5, p. 276]). Clearly (3.5), (3.4), (4.9), and (4.10) yield
(4.8), as claimed. K
5. AN ALTERNATION PROCEDURE FOR MINIMIZATION
OF STOCHASTIC COMPLEXITY
Since the total number of taxonomies of a finite set is finite, albeit
extremely large even for a moderately sized set, there exists at least one
taxonomy that minimizes the stochastic complexity. It is of course practi-
cally impossible to do an exhaustive search of all possible taxonomies to
find the optimal one. Therefore algorithmic methods to approximate the
optimal taxonomy have to be developed. One such algorithm for minimiza-
tion of stochastic complexity is directly suggested by Proposition 4.1 and,
in particular, the representation (4.4).
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We start by defining the most typical organism aj* of the class cj by
a*ij={1, if
1
2<%ij<1,
0, if 0<%ij 12.
In microbial taxonomy the vector aj* is called hypothetical mean organism
of class cj ; see [24]. Next we define a pseudometric \j on Bd by
\j (x, y)= :
d
i=1
|xi& yi | log :ij for x, y # Bd,
where
:ij :={
1&%ij
%ij
, if 0<%ij
1
2
,
%ij
1&%ij
, if
1
2
%ij<1.
Notice that \j is a metric if and only if %ij { 12 for all i. It was proved in
[32] that
&log p(x | %j)=\j (x, aj*)&log pj (aj*). (5.1)
Since \j (x, aj*) is the distance from x to the most typical organism of class
cj it measures in absolute terms how atypical x is for the class cj . Formula
(5.1) immediately yields the following lemma.
Lemma 5.1. Given 3 and * the function
& :
t
l=1
:
k
j=1
u (l )j log p(x
(l ) | %j)& :
t
l=1
:
k
j=1
u (l )j log *j
is minimized by selecting for each l
1, if &log p(x(l ) | %j)&log *j&log p(x(l ) | %p)&log *p
u(l )j :={ for j{ p, (5.2)0, otherwise.
This lemma defines the classes as
cj=[x(l ) # Xt | u (l )j =1],
where the numbers u (l )j are given by (5.2).
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It is useful to introduce some auxiliary notation. First we set
cmlk :=cmlk(Xt, Ut, 3) :=& :
t
l=1
:
k
j=1
u (l )j log p(x
(l ) | %j) (5.3)
and call cmlk the classification loglikelihood. In addition we write
Ik(U t, (3, *)) :=cmlk(Xt, U t, 3)& :
t
l=1
:
k
j=1
u (l )j log *j ,
where Xt, which is a constant with regard to the process of finding the best
taxonomy for a given k, has been suppressed on the left-hand side. Using
(2.6) and changing the order of summation we obtain from (5.3)
cmlk=cmlk(Xt, U t, 3)
=& :
k
j=1
:
d
i=1 \ :
t
l=1
u (l )j x
(l )
i log %ij+ :
t
l=1
u (l )j (1&x
(l )
i ) log(1&%ij)+ .
Using the formulas (4.1)(4.2) the classification loglikelihood can be
written as
cmlk=& :
k
j=1
tj :
d
i=1 \
tij
tj
log %ij+\1&
tij
tj+ log(1&%ij)+ .
Similarly,
:
t
l=1
:
k
j=1
u (l )j log *j= :
k
j=1
tj log *j .
From this we obtain the following lemma.
Lemma 5.2. Given Ut and Xt the classification loglikelihood cmlk is
minimized by choosing
%ij=
tij
tj
for i=1, ..., d, = j=1, ..., k, (5.4)
and
&t :
t
l=1
:
k
j=1
u(l )
t
log *j (5.5)
is minimized by
*j=
tj
t
for j=1, ..., k. (5.6)
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Proof. By the remarks preceding the lemma both assertions follow
immediately by convexity [10, Theorem 2.7.1, p. 29]. K
Lemmas 5.1 and 5.2 give us an algorithm for finding an approximation
of the minimum of SCk for a given value of k.
The steps of the alternating procedure for the minimization of the
stochastic complexity are given below. We fix k # [1, ..., min(2d, t)].
Algorithm for Minimization of Stochastic Complexity.
1. Initialization. Take a membership matrix U t0 determining a parti-
tion of Xt into k classes. Set n=1.
2. Parameter estimation. Given U tn&1 , set
(3n , *n)=arg min
(3, *)
Ik(U tn&1, (3, *)).
3. Re-identification. Find the new assignments,
Utn=arg min
Ut
Ik(Ut, (3n , *n)).
Here the standard tie-breaking rule [25, p. 182], viz.,
s1 :=c1
s2 = c2"s1
(5.7)
b
sk = ck> .
k&1
j=1
sj ,
is imposed.
4. If U tn=U
t
n&1 , compute SCk ; otherwise increase n by 1 and go to
step 2.
We can run this algorithm for all kmin(t, 2d). Using the numbers
calculated in step 4 we infer that the optimal value of k is given by
k =arg min
k
SCk ,
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and that the optimal classification is the one determined by the corres-
ponding membership matrix Ut
*
. The obvious way of evaluating SCk in
step 4 is
SCk=Ik(U tn , (3n *n))+
d
2
:
k
j=1
log(1, tj). (5.8)
The algorithm may at any iteration create empty classes, that is, tj=0, or
classes with tj {0 and tij=0 for some i. If tj becomes zero during an itera-
tion, the class will automatically be lost and the number of classes in the
process will in fact be reduced by one (the empty cell problem). Since the
ultimate goal is to find the taxonomy with the least stochastic complexity,
the possible loss of classes creates no problem. The optimal number of
nonempty classes may of course be less than k .
Convergence and ultimate termination of the algorithm for minimizing
stochastic complexity is connected to a fixed point problem. Writing Step 2
and Step 3 symbolically as
(3n , *n)=S(U tn&1)
and
U tn=Cl(3n , *n),
respectively, the algorithm can be written in the form
Utn=Cl(S(U
t
n&1)).
By a fixed point of the algorithm we understand a membership matrix Ut
*
such that
Ut
*
=Cl(S(U t
*
)
(see [25]). The best one could hope for is the existence of a unique fixed
point, toward which the algorithm would converge for all initial matrices
Ut0 . This is, however, not true but we have the following sufficiently
satisfactory result.
Proposition 5.3. For any fixed k, there is a fixed point U t
*
of the algo-
rithm and the corresponding statistics (3*, **) such that
Ik(U tn , (3n , *n))Ik(U
t
*
, (3*, **)) (5.9)
for n=1, 2, . . . and such that the algorithm will converge to U t
*
in a finite
number of steps.
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Proof. Since there is only a finite number of vectors in Xt and different
partitions of Xt into k sets, there can only be a finite number of possible
values of the vector (3, *) # [0, 1]k_d_[0, 1]k. Hence the sequence
(3n , *n) is uniformly bounded and contains a convergent subsequence as
n A +. Let us denote the limit of such a convergent sequence by (3*, **).
A limit point must obviously satisfy (3*, **)=S(Cl(3*, **)). As the set of
possible values of (3, *) is finite, the stated convergence has to mean
(3m , *m)=(3*, **) for some m. But this implies that (3n , *n)=(3*, **)
for all nm, as Cl(3, *) gives a unique clustering given the tie-breaking
rule (5.7). But then U tn=Cl(S(U
t
n)) for all nm and the loop in the
stochastic complexity minimization algorithm returns to step 2 only a finite
number of times. In view of Lemma 5.1 and Lemma 5.2 the value of
Ik(U t, (3, *)) is decreasing at each step of the alternation except the final
and this establishes (5.9). K
It is clear that the limit of the algorithm is dependent on the initializa-
tion of the membership matrix U t0 , and is in this sense ‘‘a local minimum,’’
as it does not necessarily yield the global minimum of Ik for the given
training set. It is even conceivable, although very unlikely, that the iterates
converge to a saddle point.
6. ENTROPY AND INFORMATION CONTENT OF A TAXONOMY
Good classifications in biological systematics are constructed for their
high content of information [49]. Hence, it is natural to rephrase and
interpret the formulas given in the preceding sections in terms of the
information content of the taxonomy.
Information content is related to entropy. We therefore start by deriving
a formula for the stochastic complexity using the Shannon entropy. With
the choice (5.4) of %j , the classification loglikelihood (5.3) becomes
cmlk= :
k
j=1
tj :
d
i=1
h \
tij
tj+ ,
where h is the binary entropy function, h(x) :=&x log x&(1&x)
log(1&x). Inserting (5.6) into (5.5) we obtain the Shannon entropy for the
class frequencies,
Hk \t1t , ...,
tk
t + := & :
k
j=1
tj
t
log \
tj
t+ .
From Proposition 4.1 and Lemma 5.2 we now get the following result.
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Proposition 6.1. For a given membership matrix Ut, the stochastic com-
plexity of the training set Xt with respect to the model family (2.9) is for
large t given by
SCk= :
k
j=1
tj :
d
i=1
h \
tij
tj++t } Hk \
t1
t
, ...,
tk
t +
+
d
2
:
k
j=1
log max(1, tj)+R(t), (6.1)
where h is the binary entropy function, h(x) :=&x log x&(1&x)
log(1&x), Hk is the Shannon’s entropy of the frequency vector (t1t, ..., tkt),
and the remainder term R(t) is bounded in t.
Entropy is a measure of uncertainty. Hence (6.1) shows that the uncer-
tainty in a taxonomy consists of two components. The sum of binary
entropy terms h(tij tj) expresses the intraclass uncertainties and Hk gives an
interclass uncertainty. The parsimony term for the number of classes is
reflected in the term (d2) kj=1 log max(1, tj).
Now we use the entropy expressions in the preceding to give a definition
of the information content of a taxonomy. To this end we say, following
[37, 52], that the information content IC( p) of a source that generates a
binary vector in Bd is
IC( p) :=d log 2&H( p), (6.2)
where H( p) is the Shannon’s entropy of the distribution p modeling the source.
Some of the information is contained in the statistical model and is
measured by H( p). The rest is inherent in the observation of d source bits
and is given by the term d log 2. Hence, if the distribution p is uniform,
then IC( p)=0, that is, the information content of the source is zero. If
H( p) is zero, the model gives all of the information and there is none in a
single string of d. Thus maximum entropy modeling amounts to selecting
the statistical model for the source that makes the given binary vectors x
in a data set responsible for as large a part of the information content as
possible.
Next we introduce the intraclass information,
I (1)k =td log 2& :
k
j=1
tj :
d
i=1
h \
tij
tj+ , (6.3)
and the interclass information,
I (2)k =t log k&t } Hk \t1t , ...,
tk
t + . (6.4)
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The sum
ICk(U t ; Xt)=I (1)k +I
(2)
k (6.5)
of the intraclass and interclass information is the information content of the
taxonomy Xt with the number of classes k given in advance. Considering
the maximum feasible value of the parsimony term we set
PCk(U t ; Xt) :=min \2d&1 d, d2+ log t&
d
2
:
k
j=1
log max(1, tj),
which is the contribution to the information content by the number of
classes in the taxonomy. Hence, the taxonomy that minimizes SCk for a
given k is the taxonomy that maximizes ICk(Ut ; X t)+PCk(U t ; Xt).
In order to check if this notion makes any sense let us first consider
lumping all of Xt into one class. Here the interclass information I (2)1 in (6.4)
equals zero, since t log 1=0. If we assume a high intraclass uncertainty
for the single class, then IC1(Ut, X t)r0 in (6.5). Analogously to the
interpretation of (6.2) we say that the information content of this
taxonomy is completely given by Xt and that U t contributes nothing. The
same conclusion holds for a taxonomy with k classes, when all frequency
ratios tij tj=0.5 and tkt=1k.
Next, suppose that each vector in Xt, t2d, forms its own singleton
class. Then the intraclass information I (1)t in (6.3) is td log 2 and the inter-
class information equals 0 and thus ICt(Ut, X t)=td log 2. This is, by a
standard interpretation, the number of bits needed to ascertain to which of
the t classes the vectors in Xt belong. Hence the information content in the
taxonomy is in Ut and Xt contains none.
Next we consider cumulative classification proposed in [28, 26, 27] and
mathematically analyzed in [30]. In cumulative classification a taxonomy
is not fixed after a training period but is continuously updated as new items
are added. This is a frequently occurring situation in microbial identifica-
tion; see [17]. In the present context this means that the number of classes
based on the training set Xt can later be augmented when new attribute
vectors [x(l )]t+tk+1l=t+1 are accrued. The possibility for this emerges if a data
vector is not necessarily identified, that is, put into an already existing
class, but it can be regarded as sufficiently different (according to some
well-defined threshold criterion; see [53]) from all established classes to
form a new class of its own. We formulate the result as proposition.
Proposition 6.2. Suppose that tk+1 additional feature vectors are all
assigned to a single new cluster ck+1 , given U t, Xt. The increment in the
information content is
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ICk+1([Ut | Utk+1] ; Xt+tk+1)&ICk(Ut ; X t)
=tk+1 _d log 2& :
d
i=1
h \tik+1tk+1+&+(tk+1+t) _log 2&h \
t
t+tk+1+&
+_(tk+1+1) log \k+12 +&t log k& , (6.6)
where [Ut | U tk+1] designates the augmented membership matrix and Xt+tk+1
designates the corresponding training set.
Proof. We evaluate the change in the terms in (6.1). By the grouping
properties of Shannon’s entropy [3, p. 8]
(t+tk+1) } Hk+1 \ t1t+tk+1 , ...,
tk
t+tk+1
,
tk+1
t+tk+1+=A1+A2 , (6.7)
where
A1 :=(t+tk+1) } H2 \ :
k
j=1
tj
t+tk+1
,
tk+1
t+tk+1+ (6.8)
and
A2 :=(t+tk+1) :
k
j=1
tj
t+tk+1
} Hk \
t1
t+tk+1
:
k
j=1
tj
t+tk+1
, ...,
tk
t+tk+1
:
k
j=1
tj
t+tk+1+ . (6.9)
There is in general a third term in the grouping expansion [3], which,
however, vanishes in the present case. Note that H2 equals h.
The information content of the augmented taxonomy, here denoted by
IC(aug)k+1 , is, according to (6.5) and (6.7)(6.9),
IC(aug)k+1 =(t+tk+1) d log 2& :
k+1
j=1
tj :
d
i=1
h \
tij
tj+
+(t+tk+1) log(k+1)&(t+tk+1) h \ tt+tk+1+
&t } Hk \t1t , ...,
tk
t + .
Simple reorganization yields (6.6) as claimed. K
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The first term on the right-hand side of (6.6) is the information content
of the new class; see (6.2). The next term is the content, in the sense of
(6.2), of the distribution for sampling from either the established classifica-
tion or the augmenting class. The last term is an effect related to the added
complexity of the taxonomy.
Let us consider the effect of a merger of two classes, say cp and cr , 1p,
rk. It is intuitively clear that the merging of two classes increases the
intraclass uncertainty and decreases the interclass uncertainty. In fact, it
follows immediately from the grouping property of Shannon’s entropy [3]
that
Hk \t1t , ...,
tk
t +Hk&1 \
t1
t
, ...,
tp+tr
t
, ...,
tk
t + . (6.10)
On the other hand, by the concavity of h one has
(tp+tr) } :
d
i=1
h \
tip+tir
tp+tr +tp } :
d
i=1
h \
tip
tp++tr } :
d
i=1
h \tirtr+ . (6.11)
Inequality (6.11) shows that the first term in (6.1) increases while (6.10)
shows that the second term in (6.1) decreases as the result of merging two
classes. Hence, it is in general not possible to decide whether the stochastic
complexity increases or decreases when merging or splitting clusters. This
shows explicitly that we are dealing neither with a divisive, nor with an
agglomerative, method of classification in the sense of [43].
7. DISCUSSION AND CONCLUDING REMARKS
We can now rediscuss in a more explicit fashion some of the properties
of stochastic complexity given above. The coding interpretation of stochastic
complexity is perhaps most naturally discussed within the context of
expression (4.8). To interpret the first two terms in (4.8) we consider selec-
tion a sequence of t symbols from an alphabet of size k. The relative
frequency of the j th symbol in such a sequence is (denoted by) tj t. The
expression t!(t1 ! } } } tk !) is the number of sequences that have the same
frequency vector (t1 t, ..., tk t) or, alternatively, the number of different
sequences, where the number of occurrences of each of the k symbols is
fixed in advance. It is readily seen that ( t+k&1t ) is the total number of
different frequency vectors that correspond to all possible sequences of
length t with elements chosen among k symbols. Hence, a fixed taxonomy
for Xt can be digitally stored by a codeword, whose first part (prefix) iden-
tifies the frequency vector of the classes [cj]kj=1 in the training set and the
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second part (suffix) identifies the labels in Xt among all possible sequences
of t vectors with one of k labels having the frequency vector pointed out
by the prefix. The term
log2 \t+k&1t ++log2
t!
t1! } } } tk !
is a lower bound of the minimum length (rounded off to its ceiling Wlog2 X)
of the number of bits needed to write the described binary code, which is
a known universal source code [18, 19] (see also [5]). Looking in the
same way on the sum over j and i in (4.8), the terms log2((tj+1)!(tij ! (tj
&tij !)) are seen to be but special cases of the first term for k=2, as they
can be written
log2 \tj+2&1tj ++log2 \
tj !
tij ! (tj&tij)!+ . (7.1)
By the preceding the terms in (7.1) represent a lower bound for the mini-
mum length of the number of bits in a digital message describing a
sequence of length tj with symbols selected from the alphabet [0, 1] (for
instance, selecting the ith bit in a binary vector assigned to cj).
The summation over i gives us the minimum length of a codeword with
the prefix identifying the frequency vector %j in (2.5), if we quite naturally
take %ij=tij tj , and the suffix identifying the actual sequence of symbols
amongst all those that have the given frequency vector.
Proposition 4.1 shows that the stochastic complexity with large t
corresponds to the model in Mk which gives maximal probability to the
observed attributes of the strains in the data base, since
SCk=min
3 \& :
t
l=1
:
k
j=1
u (l )j log p(x
(l ) | %j)+
+min
* \& :
t
l=1
:
k
j=1
u (l )j log *j+
+
d
2
:
k
j=1
log max(1, tj). (7.2)
Minimization of the first term
cmlk(Xt, U t, 3) :=& :
t
l=1
:
k
j=1
u (l )j log p(x
(l ) | %j)
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is an instance of the classification maximum likelihood estimation [7, 6, 9].
In simulations using data sampled from the distribution (2.7) with known
k, minimization of SCk usually finds the ‘‘true’’ number value of k. This is
interesting, as classification maximum likelihood is known to have a bias
as an estimator of the mixture parameters [7].
The algorithm minimizing SCk is similar to the alternating minimization
for estimation of finite mixtures of multivariate Bernoulli distributions
presented in [9]. This type of scheme of alternation is standard as well as
frequently applicable in optimization if a wide class of clustering criteria
[6, 54]. A comprehensive mathematical treatment for this type of algo-
rithm is given in [13].
The measure of parsimony for the number of classes in (7.2) or (6.1)
appears evidently as an additive penalty, punishing for an excessive number
of classes. In this respect the expression for SCk resembles the loss func-
tions for determining the number of clusters [44]. Of course, the point is
that loss functions are in general not derived from any fundamental prin-
ciples. Techniques for determination of the number of classes using the
ideas of vector quantization [20] have been proposed and analyzed in
[24, 44]. Gower’s work [24] is specialized to binary data. Both Gower
and Peck et al. [44] determine the number of classes by adding a suitable
penalty term to a distortion criterion. The paper [39] is a comprehensive
survey and evaluation of the techniques for determination of the number of
classes in a wide range of applications.
A relevant development not reviewed in [39] is the AUTOCLASS
project, whose principal investigator is P. Cheeseman and which is
documented in, e.g., [11, 12, 34]. AUTOCLASS is an unsupervised
Bayesian classification system that seeks the taxonomy with maximum
posterior probability. The system determines, amongst other things, the
number of classes automatically for both discrete and real valued data (see
[4]). The output of the system consists of class descriptions and partial
class memberships. AUTOCLASS, as well as several other Bayesian learning
techniques in artificial intelligence and neural computation, is based on the
Bayesian theory as established by Jeffreys [35]. A concise review of this is
found in [38]. The posterior probability for each class of models is evaluated
by the ‘‘best fit likelihood’’ multiplied by the Occam factor multiplied by the
prior probability of the class of models. The Occam factor is a product of
the prior distribution of the parameters in Mk and of the Hessian of
&log Pk(X t, U t | 3, *) from (3.3) in a neighborhood of the most probable
parameters, 3 , * . In view of (7.2) the Occam factor should correspond closely
to the parsimony term in the case we are considering [41]. The Occam factor
controls the complexity of the optimal Bayesian solution.
The algorithms in AUTOCLASS are based on finite mixtures as statistical
model classes [4, 11, 12, 34]. The EM-algorithm evoked by Cheeseman’s
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group for classification using the Bayesian theory is another instance of the
alternation algorithms [13] and it is thus in principle similar to the algo-
rithm used by us for minimization of stochastic complexity. The
AUTOCLASS concept is inspired by the information theory notions (mini-
mum message length) in [42, 50, 51]; see [11].
There seem to be significant differences, too. The AUTOCLASS system
finds the best model in the complete domain of models, which is not split
into parallel searches within families Mk . Stochastic complexity implements
a global likelihood principle, where the minimization of stochastic com-
plexity is done at the first level by finding the best model in a model family
Mk with fixed k and then at the second level using the generalized
likelihood function,
&log Lk(X t, U t*), (7.3)
as a function of k to infer that value of k which is most supported by the
data. At the second level the individual items x(l ) exert influence only
through tj ’s and tij ’s. The AUTOCLASS system searches over the domain
of all feasible models [42] without splitting it into separate model families,
and it uses the Occam factor to rank the a posterior probability of each
and every one of the models. Hence the AUTOCLASS and minimization
of stochastic complexity are in general expected to give different results,
despite the similarities at the level of model estimation.
We have applied the algorithm for minimization of stochastic complexity
presented in Section 5 to classify a collection of t=5313 isolates of bacteria
belonging to the family of Enterobacteriaceae. The vectors describing the
isolates had d=47 attributes reflecting the outcome of biochemical tests.
The same material has previously been classified in [17] using both
genotypic and phenotypic methods, e.g., probabilistic numerical identifica-
tion in the spirit of [16, 36, 53]. The taxonomy in [17] divided the isolates
of Enterobacteriaceae into 104 species or related biogroups. The taxonomy
that minimized the stochastic complexity consisted of 69 classes. We also
applied the AUTOCLASS program to the same material and this resulted
in a taxonomy comprising 63 classes. The values of stochastic complexity
were 21.421, 21.463, 23.124 bits per isolate for the optimal SC-classification,
the AUTOCLASS classification and the taxonomy of [17], respectively.
The optimal SC-classification and the AUTOCLASS-classification had a
similar structure. The optimal SC-classification confirmed some of the
established species, whereas the species of some genera were lumped
together and the species Escherichia coli was subdivided into 12 classes.
For a detailed description of the results and their microbiological relevance
we refer to [29].
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In summary, the stochastic complexity can be interpreted in terms of
coding length. This interpretation is explicit (7.1) and makes taxonomic
sense. The generalized likelihood function (7.3) has an immediate inter-
pretation as an entropy, a notion directly related to stochastic complexity
and minimum description length. Using the entropy form of stochastic
complexity we have given a quantitative definition of the information con-
tent of a taxonomy, which is a central notion of systematics. Our results in
[29] concerning the Enterobacteriaceae data base show the practical
significance of minimization of stochastic complexity as a taxonomical tool.
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