ABSTRACT In services-oriented computing networks, packets in the process of routing to a data center must wait for a sufficient amount of data before service aggregation to reduce the network transmission load. However, packets must be uploaded to the data center as soon as possible to reduce delay. With the exponential growth in the number of IoT connected devices, the wait time for packets is longer at routers due to massive amounts of data, which causes a large queuing delay. If this queuing time can be utilized for service aggregation in a service-oriented computing network, the network performance will be substantially improved. Therefore, a queuing delay utilization scheme for on-path service aggregation (SAQD) is proposed in this paper. This scheme has the following innovations: 1) SAQD fully utilizes the queuing delay of packets for service aggregation, which can effectively reduce the transmission volume and communication overhead. Based on the proposed service aggregation algorithm, packets are divided into forwarding packets and aggregating packets, and the service aggregation of aggregating packets is completed by utilizing the transmission time of forwarding packets to ensure that the transmission volume and communication overhead are effectively reduced without additional latency. 2) SAQD can effectively alleviate the traffic pressure of the data center and balance the workload of routers. By the service aggregation and intranet cache of routers, some requests for the data center can be handled by routers, which reduces the traffic pressure of the data center, especially in the peak period. Compared with conventional schemes, the experimental results demonstrate that SAQD reduces the workload of the data center by 55.8%-66.26% and provides users with a better quality of experience by reducing the request response delay by 31.33%∼51.41%.
I. INTRODUCTION
Due to the rapid development of mobile devices [1] - [5] and wireless technologies [6] , [7] , a vast number of mobile devices, such as smart phones [4] , [5] , [8] - [11] , wireless sensors [12] - [17] , and devices in vehicles [5] , [8] , [18] , [23] , have an increasingly important role in our daily lives and are profoundly changing the current network structure and
The associate editor coordinating the review of this manuscript and approving it for publication was Wenbing Zhao. computing model [19] - [23] . The focus of network architecture shifts from the network center to the network edge [2] , [8] , [24] - [27] . Numerous devices connected to the Internet and various sensing devices considerably expand the ability of humans to perceive the world and acquire data [28] , which enables the implementation of many applications that were previously unfeasible [29] - [31] . According to [32] , since 2011, the number of objects connected to the Internet of Things (IoT) worldwide-9 billion-has exceeded the total global population. By 2020, the number of devices connected to the Internet is estimated to be 24 billion [32] . Due to the combination of big data [33] and current artificial intelligence technologies such as deep learning [28] , [34] , many applications have been developed. For example, WeatherLah is an application that is based on meteorological data collection [30] , and Waze is an application of real-time traffic information [31] . In addition, the computing power of these mobile devices has been qualitatively developed. With the vast potential of the computing resources of mobile devices on the edge of a network, applications and data begin to be placed on the network edge instead of being concentrated at the network center [2] , [35] - [37] . Edge computing is the result of this shift in computing mode [3] , [25] , [38] . (2) Service computing is an emerging model for network computing and serves as a bridge among systems, man, and cybernetics. Service computing encompasses the science and technology of connecting the gap between business and IT services and has attracted an increasing amount of attention from both industry and academia [4] , [25] , [39] , [40] . The number of mobile devices on the network edge is immense and their computing power is considerably greater than the computing power of personal computers 10 years ago due to the development of micro processing technology; thus, a substantial amount of computing can be conducted on the network edge [3] , [7] , [25] . Especially with the development of the Software Define Network (SDN) [5] , [16] , [18] , [28] , mobile devices have more functions by recompiling new programs, which have a broad application prospect [5] , [16] . The combination of data, computing power and the SDN forms the material and technical foundation for the service computing mode [2] , [4] , [35] , [41] , [42] . What's more, the network based on data transmission encounters many difficulties, which accelerate the transformation of the service computing mode. A report from Cisco indicates that the data traffic generated by the IoT accounted for 69% of the total Internet traffic in 2014, which is 30 times the data traffic in 2000, and the data traffic is exponentially increasing [32] . The unprecedented growth of mobile devices and data traffic has caused a sharp increase in network congestion and delay, leading to a sharp deterioration in the Quality of Services (QoS) and a poor Quality of Experience (QoE), which causes the networks based on data transmission to face challenges [35] - [37] . Therefore, some researchers propose the Orchestrating Data as Service Networking (ODSN) framework [36] . In ODSN, the data center distributes software to network devices at different layers, and then devices orchestrate big data to services to implement a network model that is centered on service computing instead of data computing [36] , [38] .
According to [2] and [39] , services of IoT are defined as software artifacts that are self-described, reusable, and highly portable, which are synthesized from collected data. These services are basic units that can form larger services or applications by integrating with services or data on other devices. Thus, mobile service computing enables us to provide and access services anytime and anywhere, which substantially facilitates our life, work, and studies. However, the application of mobile service computing has challenges. The main goal of service computing is to change the overload of the conventional data-based network caused by the transmission of raw sensing data [39] , [40] . Service-oriented networks face similar challenges. Although service-oriented networks can reduce network traffic by orders of magnitude, mobile devices and emerging new applications are also growing at an order of magnitude. Therefore, ways to effectively reduce the load of network transmission and delay in routing remains a challenging issue. In previous studies, we proposed a service aggregation scheme that enables services with the same attributes to be transmitted along the same route and aggregated with other data over the route, which reduces network traffic [40] . However, this research does not consider additional delays caused by service aggregation. For routing in the services computing mode, it has a unique particularity. In the service computing mode, during the process of transmitting packets to a data center, devices at different levels are orchestrated into services with smaller capacities and stronger functions. Devices simultaneously cache services locally, which enables services to be satisfied locally when requested by users, which considerably reduces the latency of service requests. To minimize the data transmission load, devices wait as long as possible for sufficient packets to perform unified integration, which minimizes the traffic that needs to be transmitted. However, time is required to wait for more data and to perform service aggregation. Therefore, reducing the amount of data that is transmitted at the same time ensuring network latency is a key problem to be solved in service computing networks.
We note that mobile devices and data are exploding in the context of IoT and big data, and the data processing capabilities of network devices such as routers are limited. Therefore, the data load of routers is increasing, which causes the packets to remain in the queue for a longer period in the process of being transmitted to the data center, which forms a large queuing delay. The wait time of packets in the queue can be utilized for data processing and service aggregation. In this way, the lengthy queue delay is reasonably utilized, the extra time required for service aggregation is omitted, and the amount of data that is transferred is considerably reduced.
Based on this idea, a queuing delay utilization scheme for on-path service aggregation (SAQD) is proposed in this paper, which is especially suitable for services-oriented computing networks with intensive data. Compared with previous schemes, SAQD has the following innovations:
(1) SAQD fully utilizes the queuing delay of packets for service aggregation. When the queue length attains the aggregation threshold, packets are classified as aggregating packets and forwarding packets based on the service aggregation algorithm, and forwarding packets are sent to the next hop with the principle of First In First Out (FIFO). Aggregating packets are synthesized at the router as a reusable service by utilizing the data transmission time of forwarding packets. After the service aggregation is completed, aggregating packets are converted into forwarding packets in the next round of aggregation and are sent to the next hop in accordance with the normal queue order, which enables effective use of queuing delay. For transmission delay and propagation delay, we propose a dynamic relay selection algorithm that can guarantee the total delay of packets.
(2) SAQD effectively reduces the transmission data amount and communication overhead by service aggregation. Each time a packet passes through a router, it will be aggregated with other packets received by the router. As the number of aggregations increases, the amount of transmitted data gradually decreases, which indirectly reduces the delay due to the amount of transmitted data that affects the transmission delay. Multiple packets are aggregated into a high-quality service that is cached locally at routers. When the stored service is requested by users, it can be directly returned from the router, which avoids lengthy network routing and reduces the transmission overhead of routers.
(3) SAQD substantially relieves the traffic pressure of the data center and balances the workload of routers. By orchestrating data packets into services and caching them in routers, some requests of the data center can be replaced by routers, especially when the traffic peaks, the traffic pressure of the data center can be substantially alleviated. Moreover, returning services from routers realizes the near access of data and improves the QoE of users. In addition, under the shortest queue priority relay selection algorithm, the relay selection of each hop is dynamic and flexible, which ensures that the data volume of routers is more balanced.
(4) The experimental results demonstrate that for the same network conditions, the SAQD scheme outperforms the conventional FSR scheme, which is a scheme that adopts the shortest distance route and the same queue scheduling method as in this paper without service aggregation. Compared with FSR, SAQD improves the request response delay by 31.33%∼51.41%, balances the data load of routers nearly doubled, and guarantees the delay.
The remainder of this paper is organized as follows: In Section II, a literature review is presented. The system model is presented in Section III. In Section IV, we introduce the SAQD scheme. The experimental results of SAQD are presented in Section V. Section VI provides the conclusions.
II. RELATED RESEARCH
In the context of services-oriented computing networks with big data, the main challenges faced by a network are (1) how to disperse the workload of the data center and balance the traffic load of routers. (2) How to respond to users' requests more quickly and provide users with a better Quality of Experience.
A. RESEARCH ON LATENCY
Latency is the time required to transfer packets to a data center, including propagation delay, transmission delay and queuing delay [43] . Propagation delay is determined by distance and propagation speed. Therefore, many researchers attempt to reduce the single-hop propagation delay using the shortest route; thus, the node closest to the sending node is prioritized when selecting the next relay. Although the shortest route algorithm can guarantee the age of information of the packets while minimizing the single hop delay, it will increase the total number of transmission hops, and each hop relay selection may require additional time. Conversely, packets are sent from the source node to the data center via multiple routers. The farther each router can transmit, the smaller is the total number of relay hops, and the end-toend propagation delay may be reduced. Based on this idea, Papadopoulos et al. proposes a MobiDisc scheme in [44] to reduce the total propagation delay by maximizing the singlehop transmission distance.
Transmission delay is related to packet size and transmission bandwidth. Data fusion is the technology that is employed to reduce the amount of data. In all data collectionbased networks, packets that are generated at the same time or in the same space tend to have a strong correlation, and data fusion can effectively reduce the amount of data transmitted by removing redundant data between multiple packets. In [45] , Aparecido Villas et al. propose a local information fusion strategy that aggregates different packets in a small area onto a routing path, and packets are merged at each node on the path.
Data fusion is generally applied in sensing networks, while service aggregation is a more efficient way to reduce the amount of data that is transferred in cloud computing or fog computing systems. The concept of service aggregation was introduced by Ding et al. [39] in a paper on services networks. Service aggregation refers to the fusion of multiple packets, which are encapsulated into a service packet; the encapsulated service is directly returned when the data is requested without data reprocessing. In general, a service is attributed to data processing; thus, its capacity is considerably smaller than the original data.
Although increasing the transmission bandwidth is an effective way to reduce the transmission delay, it is limited by the network environment and space area, and the increase in bandwidth requires immense network costs.
Queuing delay refers to the time that packets remain in the forwarding queue. If a data packet is sent to an overloaded relay node, a large waiting delay is generated, and simultaneously, other idle nodes are not effectively utilized. In previous studies, a queue length threshold or timer is usually set to schedule the queue. When the queue length attained the threshold or the waiting time arrived, the data dequeues.
Li et al. [46] propose an AAR aggregation routing algorithm. In the routing policy, the sender dynamically selects the next node according to the length of its queue. Packets are preferentially assigned to the node with the longest queue length; thus, the queue can attain the length threshold as soon as possible to reduce the data waiting time. Angrisani et al. [43] consider the processing and queuing delays of open-source routers and propose a measurement method that can distinguish the time interval between packets that remain in the input and output queues and characterize the effective routing process of the packets.
B. RESEARCH ON REQUEST RESPONSE DELAY
Request response delay refers to the time from the instant that a request is sent to the time that a response is received. Caching is a method that is often used to improve users' QoE. Caching uses on-path routers to cache its forwarded packets and return them to users when packets are requested again, which avoids lengthy routes and reduces the request response time.
The most primitive caching methods, such as the cache and replacement algorithm of [47] , consider less overhead. Under this caching algorithm, each router needs to maintain an information table and other nodes. Some researches suggests that only local neighbor information needs to be maintained but only in a hierarchical network topology. In fact, it is effective to maintain the cache information of the global network at data center, and when data are requested, query it directly from data center, so that the communication overhead is smaller, and can implement global data integration [48] .
To improve the speed of data lookup and service return, the storage mechanism of cached content is often considered. The cache mechanism based on content popularity is effective. By storing the content packets with high request frequency at routers closest to users, the nearest acquisition of data and the minimum request response time can be achieved. This mechanism has been adopted in [49] and is especially suitable for multimedia networks with large data volumes.
Luo et al. [50] consider energy consumption and service delay of IDC in the context of a sharp rise in demand for cloud computing services. In this paper, a novel two-stage design and eco-IDC algorithm are proposed to dynamically schedule the workload using the time diversity of the electricity price and execute it on the IDC server via input queues. The evaluation results show that this method can significantly reduce the energy of IDC and guarantee the request response delay.
Shen et al. [51] use a geographically distributed cloud to minimize the service latency and incorporate privacy protection. In this system, the resource allocation scheme enables the distributed cloud server to cooperatively allocate servers to users under load balancing, which minimizes the request response delay.
C. RESEARCH ON LOAD BALANCING
A data center is the data processing center of the entire network. Similar to the sink node in a wireless sensor network, the data center has a very heavy workload. By improving the network architecture, data can be localized as much as possible, which can effectively reduce the workload of the data center. For example, extend the network architecture from cloud computing to a multilayered edge network. Mobile edge computing are excellent computing paradigms that enable users to access services anytime and anywhere [52] . The main idea is to transfer the data calculation from the network center to the edge and use the IoT devices at the edge to store services, which reduces the delay and overhead caused by long-distance requests to the network center.
III. SYSTEM MODEL AND PROBLEM STATEMENT A. NETWORK ARCHITECTURE
The network architecture of this paper is illustrated in Figure 1 , and the network roles involved in this system include data center servers, content routers, base stations, gateways and underlying data gathering devices. According to the division of various equipment and the data interaction between devices, the entire network can be divided into three layers, namely, data acquisition layer, backbone network layer and data center layer.
The data acquisition layer constructs a network basic information system, which is composed of numerous IoT devices that are distributed in real-life scenarios, including various industrial and civilian monitoring and sensing devices, such as smart phones, smart cars, laptops, and monitoring probes [5] , [9] , [52] . These data gathering devices are referred to Big Data Collectors (BDCs) in the cloud network and entities in the Cyber Physical System (CPS). When these BDCs obtain data from the surrounding environment, they report data to the Data Center (DC) via multi hop routes. Previously, these data sensing devices primarily consisted of sensor nodes deployed at specific locations. With the rapid development of the IoT, an increasing number of mobile terminals and smart devices are employed for data gathering.
The backbone network layer is the transport intermediary between IoT devices and DC, which consists of content routers with certain storage and computing power [14] , [28] , [52] . These content routers not only complete data routing but also perform temporary data caching and simple data calculations when necessary. The data processing rate of these devices substantially affects the delay and throughput of the entire network.
The data center layer is located at the top of the network. All packets are eventually aggregated into the data center, analyzed and processed by the data center servers, and placed in storage. Devices in this layer are large devices with vast storage capacity and powerful computing capabilities deployed by the Service Provider (SP) [39] . These devices orchestrate data as services and provide to users in response to service requests. In the background of big data, the speed, capacity and type of network data are exponentially increasing, while data center hosts all data processing and service routes in the network; thus, its workload is very heavy, which causes network performance indicators, such as delay, jitter, packet loss rate, reliability, and throughput, to deteriorate [39] , [40] .
The standardized description of the network can be defined as a directed graph G = {R, L}, where R is the set of all routers, and L is an ordered set of two-tuple groups of elements in R. Assume N routers in the network, R = 
B. SERVICE AGGREGATION MODEL
Service aggregation refers to the process of filtering erroneous, redundant and invalid information from the raw data, aggregating the valid information of multiple packets, and encapsulating this information into services that can be directly applied by users [39] . Therefore, service aggregation is similar to data fusion, that is, the higher is the correlation between data, the higher is the aggregation rate. The classic lossless step-by-step multi hop aggregation model is adopted in this paper [38] , [40] . Assuming that the set of data packets to be aggregated of router r i is C r i , C r i = K , the j-th data packet in C r i is D j r i , and the aggregation rate is E, then the aggregation result of the K packets is
Request Response Delay (RRD) is a direct reflection of the computing and processing abilities of the network and an important indicator that affects users' Quality of Experience (QoE). RRD is associated with the working efficiency of data center servers, the total amount of data stored in the network, and the location of storage. In general, the higher is the processing rate of servers, the smaller is the total amount of storage data, and the closer is the storage location to users, the smaller is the RRD. Dividing the network life cycle into K time slots, the number of requests in a time slot is M (M is different for different slots), and the response delay of the j-th request in the i-th time slot is d j i . Minimize the request response delay as
2) REDUCE THE DATA AMOUNT TO BE TRANSMITTED
For routers, the amount of data transmitted is the sum of the data that it forwards. For the data center, the data amount is the sum of the data that it receives. In general, the larger is the amount of data that is transmitted in the network, the more extensive is the data content, the richer are the data types, and the greater is the transmission consumption. Therefore, in big data networks, the key is to improve the data quality, that is, reduce the proportion of redundant data. Assuming that the set of routers is R, R = {r 1 , r 2 , . . . , r N } , |R| = N , the total data amount transmitted by r i is i tot , and the effective data amount is i . The reduced transmission data amount is
3) BALANCE NETWORK LOAD Network load refers to the traffic inherited by network relays and the number of users hosted by the data center. Thus, balancing the network load refers to avoiding the extreme situation of overloading a device by distributing tasks to many devices. Assuming that there are N routers in the network, the data amount assumed by r i is R i and the average data amount of routers is R avg , then balance network load can be expressed as:
Therefore, the research objectives are expressed as follows:
IV. DESIGN OF SAQD
In this section, a detailed description of the SAQD scheme is provided. First, we introduce the terms involved in SAQD. Second, the idea of the scheme is described. Last, we present specific implementation algorithms. The terms used in SAQD are as described as follows:
The forwarding queue refers to the queue used by routers to temporarily store packets that need to be forwarded. If a router receives a new data packet during the process of sending data packets, the new packet is placed in the forwarding queue first.
Queuing delay refers to the time that a packet remains in the forwarding queue. The time starts from the time when the packet enters the queue and ends when the packet is forwarded from the queue.
The differentiating threshold is a mark that is used in the forwarding queue to distinguish between forwarding packets and aggregating packets. In the forwarding queue, packets before the differentiating threshold are forwarding packets, and packets after the threshold are aggregating packets.
The ending mark, which is applied in the forwarding queue to mark the last aggregated packet in the queue, is utilized to distinguish between the aggregated packets and the packets to be aggregated.
The main idea of the scheme is to perform the service aggregation using the queuing delays of packets while ensuring a normal enqueue and dequeue order of the forwarding queue. When the packet is waiting to be sent out in the queue, we merge it with other packets in the queue, remove their invalid data, and encapsulate the valid data into a service stored in the router's local storage. In this case, the queuing delays of packets are reasonably employed for data processing but the amount of data transmitted is reduced.
The complete routing and computing of packets in the backbone network layer are investigated in SAQD, including relay selection between two-hop routes, determination of the differentiating threshold, and specific service aggregation considerations.
A. RELAY SELECTION AND PACKETS ASSIGNMENT
In previous schemes, routers typically select the node that is closest to them as the next hop, which minimizes the propagation delay of a single hop; however, the queue length of the selected relay node is unknown. Especially in dataintensive networks, numerous packets may be waiting to be processed; thus, the total latency may not be minimal. Unlike previous studies, in this paper we determine the next hop based on the forwarding queue length of the relay node.
In this paper, we select the node with the smallest queue length as the next hop and consider the distance as the second basis. Assuming that router r i needs to send data, r i selects the next hop from the set Q F . Q F is a relay candidate set formed by nodes within the communication scope of r i ; the nodes in the set are sorted according to the queue length. Nodes with a smaller queue length are arranged in the preceding traversal position in the set. When the queue length is equal, the node closer to r i is arranged in front. Q F is constantly updated, and when a node is assigned a packet, its queue length is increased by 1. Conversely, if a node sends a packet, its queue length is reduced by 1. Selecting a relay node based on the minimum queue length can minimize the queuing delay. However, for the case in which the queue length of the selected node may be small but the node is located far from the current node, the propagation delay may increase at this point. For this case, we set the distance threshold φ d . If the distance between the selected node and the current node exceeds φ d , a large propagation delay may be generated, then a new node is reselected from Q F . The φ d of different routers may not be the same, which is related to the launch radius and channel quality. When selecting a relay node, we choose the node with the smallest queue length within the φ d range of the current node.
Assume that the sending node is R sd , the distance threshold is φ d , the candidate set of relay nodes is Q F , and the total number of nodes in the set is |Q F |. If the maximum length of the forwarding queue is L o , the current queue length is , the distance to R sd is γ sd i , and the selected relay node is R re , then the selection algorithm of R re can be illustrated by Algorithm 1.
Algorithm 1
Let R i to be the relay node R re 6: Ix_rel = i 7:
Dequeue packet and send to R re 8: For the set Q F , which consists of candidate nodes that have been sorted by queue length, R sd traverses the first node in the set when selecting the relay node, that is, the node with the smallest queue length. As long as the distance of the node is within φ d , it is selected as the relay node. After the relay node is selected, the queue length of the sending node and the receiving node is updated, and the relay node is prioritized and relocated in the correct position in the set according to the updated queue length. Therefore, the complexity of the relay node selection algorithm is very small. Since Q F is a well-ordered set, as long as the distance satisfies the requirements, generally the first node (the worst case may traverse to 2 or 3) is the relay node, and the complexity at this time is constant and can be disregarded. The main overhead of Algorithm 1 is the position movement of nodes whose queue length is less than the selected relay node. Assuming that M nodes exist before the relay node, the overhead of this part is O (M). M is very small because the relay node is selected from nodes in front of the set and its queue length is only increased by 1 after updating the queue length. Thus, the relay node generally only moves a few locations based on the existing position, that is, only a small number of nodes behind it need to move. Therefore, the time and space complexity of Algorithm 1 is small.
As shown in Figure 2 , assuming that the current node is Router S, the three data packets D1, D2, and D3 exist in the forwarding queue of Router S, where D1 is the packet to be sent, and Router S requires the distance of the relay node to be limited to 100 m. Four nodes exist in the communication range of Router S, namely, Router A, Router B, Router F and Router G, and the length of their forwarding queues are 2, 4, 4, and 5. These four nodes construct the relay candidate set Q F of Router S and are prioritized by the queue length from small to large. When Router S wants to send D1, it traverses Q F first and then finds Router A. Since Router A is within the allowed distance from Router S (the distance between them is 70 m), Router A is selected as the receiving node of D1. After D1 is sent from the forwarding queue of Router S, the queue length of Router S is decremented by 1, while the queue length of Router A is increased by 1. When Router S sends the second packet D2, Router B is traversed first. Although Router F and Router B have the same queue length, Router F is farther than Router B. Therefore, Router F is placed after Router B. Similarly, after confirming that the distance of Router B is within the allowable range, D2 is sent to Router B. Router S sends D3, at which point Router F is traversed first. Because its distance from the current node exceeds the maximum distance of 100 m, so the data transfer to Router F may cause a larger propagation delay. We discard Router F and reselect a new node from Q F . This relay selection method makes packets that have a smaller queuing delay. Since the node receives one packet each time, its queue length is increased, which prevents individual or part nodes from frequently receiving packets. This packets assignment is fairly balanced.
B. DETERMINATION OF DIFFERENTIATING THRESHOLD
Routers use the First Come First Serve (FCFS) queue scheduling method. Service aggregation is performed at each hop by utilizing the dequeue time of packets. Before the aggregation, the differentiated threshold is continuously adjusted and determined according to the number of packets in the queue. Based on the differentiated threshold, packets in the queue are classified, forwarding packets are located before the threshold, and aggregating packets are placed after the differentiating threshold. The ending mark is the location of the last aggregating packet.
Assume that the number of packets in a service aggregation is N tot , the data transmission rate of routers is i tr , the data aggregation rate is ag ( i tr < ag ), the data amount of each aggregating packet is i raw , the data amount of each forwarding packet is i fow ( i fow < i raw ), and the differentiating threshold is established to satisfy the following equation:
where ϑ is an allowable difference between the forwarding time and the aggregation time. Since the differentiating threshold is the boundary of the forwarding packets and aggregating packets, the total data transmission time of all forwarding packets in one aggregation must be greater than the service aggregation time of aggregating packets. Thus, aggregating packets can be forwarded from the queue in accordance with normal order. Assume that the current queue length is N tot , the data transmission rate of routers is tr , the data aggregation rate is ag , the data amount of each forwarding packet is i fow , the data amount of each aggregating packet is j raw , the ending mark is E , and the differentiating threshold algorithm can be described by Algorithm 2. End else 26: End while 27: Output: the differentiating threshold F The determination process is described as follows: according to the current queue length, half of the queue length is set to the initial value of the differentiating threshold. If the queue length is odd, the differentiating threshold is set to the smaller integer. Based on the differentiating threshold, packets before it are classified as forwarding packets, and the total forwarding time required to transmit these packets is computed. Packets after the differentiating threshold are classified as aggregating packets, the total amount of raw data of these packets are calculated, and the total aggregation time required to aggregate these packets is computed according to the data aggregation rate of routers. If the data forwarding time is sufficient for support service aggregation with the initial differentiating threshold, then the initial value is the differentiating threshold of this aggregation. If the data forwarding time is less than the required service aggregation time, the differentiating threshold is adjusted based on the initial value. When adjusting, increase the value of the differentiation threshold, reduce the number of aggregating packets, increase the number of forwarding packets, and calculate the new data forwarding time and service aggregation time after adjustment until the time requirement is satisfied.
Continuously reduce the number of aggregating packets. When the number of aggregating packets is less than 2, service aggregation cannot be completed. In this case, we adjust the total number of packets, that is, some packets in the current aggregation are reserved for the next aggregation. Repeat this process after adjusting the total number of packets until the value of the differentiation threshold is determined. When the network data are small (e.g., the total number of packets is less than 3 due to at least one forwarding packet and two aggregating packets), or the differentiating threshold is adjusted to be less than the ending mark, then the service aggregation condition is not satisfied. Therefore, we end the algorithm and set the value of the differentiating threshold to 0. In Algorithm 2, if the value of the differentiating threshold is 0, no aggregation occurs. Otherwise, the corresponding threshold value of the aggregation is output.
In Algorithm 2, the intermediate value of the queue length is established as the initial value of the differentiating threshold. Assuming that the current queue length is N, in the best case, the value of the differentiating threshold is determined as the initial value, and the data lookup overhead is O (1). The forwarding time and aggregation time for this initial value should be calculated. Thus, each packet in the queue needs to be traversed, the overhead for this part is O (N), and the complexity in the best case is O (1) * O (N) = O (N). In the general case, the value of the differentiating threshold is continuously increased to reduce the aggregating packets. The differentiating threshold is gradually increased from the initial value to the N-1th packet, and the data lookup overhead at this time is O N 2 − 1 . Similarly, the forwarding time and aggregating time are calculated for each value, the cost of this part is O (N), and the complexity in the general case is O N 2 − 1 * O (N) = O N 2 . In the worst case, the total number of packets is adjusted. Meanwhile, the process of setting the initial value is repeated, and in the least ideal case, it is necessary to adjust the number of aggregating packets again based on the initial value. When the number of total packets is adjusted to three, the overhead is maximized, coupled with the overhead of calculating the forwarding time and aggregation time, the complexity in the worst case is
Although the complexity of Algorithm 2 is cubic, its actual cost and complexity are not high because the value of N is not large. Routers in a data sparse network have fewer packets, the value of N is small. In a data-intensive network, the queue length of routers is limited, and the value of N has an upper bound. What' more, the worst case in Algorithm 2 is an extreme case; thus, we can consider that the time complexity of Algorithm 2 is quartered.
C. ON-PATH SERVICE AGGREGATION
Service aggregation begins after determining the differentiating threshold. Service aggregation is a recently proposed new technology that relies on proposed data cleansing and data fusion technologies [38] , [45] , [46] . As shown in Figure 3 , the first step in service aggregation is similar to data filtering: remove redundant data from multiple packets and invalid data in a single packet, and then retain the valid data in original packets for subsequent data forwarding and data fusion. As a result, the number of packets that are transferred in the network does not decrease after the service is aggregated but the data amount per packet and the total amount of data that is transferred are reduced. The second step in service aggregation is to correlate the valid data retained by multiple packets and fuse the data, which is similar to data fusion. The final step in service aggregation is to encapsulate the merged data in the form of a service and store the service packet in the local storage.
When cached locally, the service packet is divided into multiple content chunks, chunks of the same service are stored in consecutive units, and chunks of different services are stored in different units [48] , [49] . However, compared with the data center, the storage capacity of routers is limited. When the storage space is full, the Least Recently Unused (LRU) replacement algorithm is employed. The stored services have a storage record table in the data center and the corresponding router. The difference is that the data center has a global service storage mapping table, which is used to record the mapping between the service and the corresponding storage router. The storage record table at each router is used to record the mapping between services and chunks. We focus on the study of queuing delay utilization in this paper, and for specific implementations of caching, please refer to one of our other papers [40] .
The previous idea can be briefly described by Figure 4 . As shown in Figure 4 , the router has a forwarding queue and local storage, where the forwarding queue is used to store data to be forwarded, and the local storage is used to store service packets obtained by service aggregation. Both the queue length and the storage capacity are limited. The forwarding queue of the router has a total of 7 packets. The data transmission time of the first three forwarding packets is sufficient for the aggregation of the subsequent four aggregating packets according to Algorithm 2. Thus, the value of the differentiating threshold is set to 3, and the ending mark is marked after D7. The first three forwarding packets are sent according to the FCFS rules, and subsequent D4, D5, D6, and D7 perform service aggregation, with the remaining empty queue for data reception. After the four data packets are aggregated, service packet S is obtained, service S is stored in the local storage of the router, and the record is added to the storage mapping table of the router and the data center. In the router's storage, S1, S2,. . . are stored. If the new service packet S is too large, or the storage space is full, the service with sufficient storage space and the most recently unused service will be replaced by S.
After D1-D3 are sent and D4-D7 are aggregated, processed D4-D7 are obtained and named D4 -D7 . D4 is transmitted to the next hop, and D5 -D7 locate in front of the forwarding queue. As shown in Figure 5 , the data transmission time of D5 , D6 , and D7 are only sufficient for aggregating D8, D9, and D10, and D11 is left for the next aggregation. In the SAQD scheme, the queuing delay and processing packets are different each time, which is determined according to the actual queue length and the queuing situation. As shown in Figure 5 , D8, D9, and D10 are aggregated to obtain S , and S is stored locally.
Since the data correlation of different packets differs, the degree of aggregation and the time required for aggregation may vary. In a network with a suitable channel quality and high transmission bandwidth, the data transmission time will be shorter. As a result, in some cases, forwarding data packets has been transferred but service aggregation remains in process. As shown in Figure 6 , the last packet of forwarding data has dequeued but D11 continues to aggregate with D12 and D13. In response to this situation, we introduce the allowed waiting time λ, that is, we tolerate a λ waiting time if the forwarding data are sent but the service aggregation is not completed. If the service aggregation can be completed within λ, then transmit D11 after the aggregation. If the service aggregation is underway after the λ time, then the aggregation is canceled, and D11 is sent with the form of a raw data packet.
In two cases, the raw packets are directly sent without service aggregation, as shown in Figure 7 . When the queue is empty, the new enqueue packets are directly sent without waiting for subsequent packets. In Figure 7 (a), after D14 dequeues, the queue is empty, at which point the D15 is directly sent to the next route. At this time, no service aggregation occurs. As shown in Figure 7 (b) , D16 , D17, and D18 exist in the queue, and the transmission time of D16 is not sufficient for supporting aggregation of D17 and D18. From another perspective, if D16 and D17 are employed as forwarding packets, D18 cannot be aggregated because it is a single packet. When the queue packets are few and cannot be divided into forwarding packets and aggregation packets, we directly send original packets as in other solutions.
Assume that the current queue length is N tot , the ending mark is E , the differentiating threshold is F , the allowable waiting time is λ, the current waiting time is ϒ w , the set of forwarding packets is C for , and the set of aggregating packets is C agg ; then the service aggregation algorithm can be described by Algorithm 3. When the queue length attains a certain value (N i tot − E ≥ ), the service aggregation is started. The differentiating threshold is determined according to Algorithm 2, forwarding packets and aggregating packets are divided by the differentiating threshold, and forwarding packets are sent according to Algorithm 1; alternatively, aggregating packets are sent after the service aggregation and their data amount is reduced, which are based on Algorithm 1. When the aggregation fails or no aggregation occurs, the original packets are sent. The complexity of Algorithm 3 depends on Algorithm 1 and Algorithm 2.
Algorithm 3 Service Aggregation With Queuing Delay
Compute F use Algorithm 2 5:
If F ! =0 Do 6:
Add packets before F to C for 7:
Add packets after F to C agg 8:
Loop1: For each packet in C for Do 9:
Select the receive node use Algorithm 1 10:
Dequeue packet and remove it from C for 11:
End for 12:
For packets in C agg Do 13:
Perform service aggregation 14:
Let C agg = null 15:
End for 16:
If C for =null and C agg ! =null Do 17:
Wait time λ for service aggregation 18:
End if 19:
If C agg ! =null and ϒ w ≥ λ Do 20:
Stop service aggregation 21:
Move original data packets in C agg to C for 22:
Goto Loop1 23:
End if 24:
Add processing data packets in C agg to C for 26:
Goto Loop1 27:
Update
V. PERFORMANCE ANALYSIS AND EXPERIMENT RESULTS

A. EXPERIMENT SETUP
In this section, the effectiveness of SAQD is analyzed from the aspects of data volume, delay, power consumption and response time. The FSR scheme is selected as the experimental comparison scheme. The FSR scheme is a classic network communication scheme. In this FSR scheme, routers act as transmission relays to transfer original packets to the data center, and packets are not processed or cached during the transmission. In queue scheduling, routers in the FSR scheme use the FCFS principle while enqueuing and dequeuing packets. The experimental scenario is a 1000 m * 1000 m planar network, with 1 data center and 56 content routers that are randomly deployed in the network, and the launch radius of routers is 100 m. Similar to [36] and [40] , the network parameters are set as follows: (1) Data size of each packet ranges from 10 KB-20 KB. When the data volume is less than 10 KB, the data packet is merged with other data packets. When the data volume is larger than 20 KB, the data packet is split into multiple small packets. ( 2) The network has three different data generation frequencies. In general, the network produces 20,000 packets per second. For comparison, we also consider the data frequency of 50,000 packets per second and 100,000 packets per second. The network medium has a data transfer rate of 10 Mbps. (3) SAQD and FSR adopt different routing strategies, SAQD adopts the shortest queue length priority strategy, and FSR adopts the shortest distance first algorithm. (4) The maximum queue length of routers is 10, and the storage capacity is 10.45 MB. When the storage space reaches the upper limit, the Least Recently Unused (LRU) replacement algorithm is employed. The specific parameter values are given in Table 1 . Figures 8-11 show the data load of routers for different data frequencies. When 20,000 packets are generated in the network per second and the data volume of each packet ranges from 10 KB-20 KB, the amount of data carried by part routers with SAQD and FSR is depicted in Figure 8 . A comparison of the two schemes reveals that the data volume of routers in the SAQD scheme is more balanced and maintained between 9000 KB and 10500 KB. In the FSR scheme, the maximum data volume of routers is approximately 11000 KB, the minimum data volume of routers is approximately 8000 KB, and the data volume gap between routers is significantly larger than that of SAQD. This finding is attributed to the data allocation mechanism of the two schemes. In the SAQD scheme, routers preferentially select nodes with smaller queue length as relays, and nodes with smaller queue lengths receive less data. In addition, the queue lengths of nodes are constantly updated. Therefore, nodes in this routing strategy will not receive data frequently, which avoids an unbalanced amount of data. The FSR scheme selects the relay node based on the shortest distance. Because the deployment of routing nodes in the network is often static, the selected relay node for the same router in different times tends to be fixed in this routing algorithm, which causes nodes that deploy in more dense areas to carry more data forwarding volume. A comparison of the different types of data within the same scheme in Figure 8 indicates that forwarding data are significantly less than the received data in the SAQD scheme. SAQD enables routers to locally aggregate data for services, which eliminates some invalid information in packets and reduces the amount of data. In the FSR scheme, routers forward original data packets to the next hop without data processing; thus, the amount of data remains unchanged.
B. DATA AMOUNT
Select three different data frequencies-20,000 packets, 50,000 packets and 100,000 packets per second-and randomly choose 11 routers distributed in different regions; the number of received packets of these 11 routers with SAQD and FSR is shown in Table 2 . The distribution of packets is consistent with the amount of data in Figure 8 . In the SAQD scheme, the number of packets of each router is similar, and the data load of routers is relatively balanced. As the data frequency increases, an increasing difference exists in the packets of routers with the FSR scheme, and the number of packets of the most heavily loaded router is 34.96% more than the number of packets of the lighter router. Figure 9 shows the amount of received data and forwarded data of routers with an increase in time. The amount of data linearly increases with time, and the higher is the data frequency, the faster is the growth. A comparison of the SAQD and FSR schemes reveals that the difference in the receiving data is minimal. In the SAQD scheme, however, the transmission data redundancy is reduced after service aggregation. Thus, the amount of forwarding data is less than the amount of receiving data, which indicates that the on-path service aggregation can effectively reduce the amount of data that is forwarded. Figure 10 shows a growth comparison of the total data amount for the SAQD and FSR schemes. Using three different data frequencies, the total data volume for SAQD is less than 7.28% of the total data volume for FSR, especially with an increase in data frequency; the total data of the two schemes is significantly different. Figure 11 shows the variance of the data amount of routers in the SAQD and FSR schemes. Compared with the FSR scheme, the variance of the data amount in the SAQD scheme is very small. When the data frequency is 20,000 packets/s, the variance of the received data of SAQD is only 10.32% of the FSR, and the variance of the transmitted data is 9.87% of the FSR. With an increase in data frequency, the variance difference is more distinct. When the data frequency is 30,000 packets/s, the variance of the received data of SAQD is 5.3% of FSR, and the variance of the transmitted data is 5.05% of FSR.
Figures 12-13 describe the data load of the data center. Figure 12 shows the amount of data that is received, processed and stored by the data center. The amount of received data and stored data in the SAQD and FSR schemes are similar. However, the amount of data processed by the data center for the SAQD scheme is substantially less than that of the FSR scheme. In the SAQD scheme, data processing and partial requests can be directly processed by routers without being sent to the data center, which reduces the workload of the data center. As intuitively demonstrated in Figure 13 , compared with the FSR scheme, the amount of data processed by the data center in the SAQD scheme is reduced from 55.8%-66.26%.
Based on Figures 8-13 , compared with the conventional FSR scheme, the SAQD scheme proposed in this paper is effective in balancing the data volume of routers and reducing the workload of the data center.
C. DELAY
Assume that the SAQD and FSR schemes are applied in the same network environment, that is, the propagation speed and the transmission bandwidth are equivalent, the data transmission rate is 2.5 KB/ms, and the data aggregation rate is 3.5 KB/ms. The delay of the two schemes is shown in Figures 14-18 . Figure 14 shows the propagation delay for the two schemes. Since the propagation delay of each hop is related to the transmission distance, as shown in Figure 14 , the single hop propagation delay in the FSR scheme is significantly lower than that in SAQD because the FSR scheme employs the shortest distance routing algorithm. Although the singlehop propagation delay of the FSR is smaller than that of SAQD, the number of routing hops of FSR is substantially greater than that of SAQD. As shown in the experimental example in Figure 14 , the packet is transmitted to the data center at the 21st hop in SAQD, while that packet is transferred to the data center after 34 hops in FSR. For the total propagation delay, the difference between SAQD and FSR is minimal.
The transmission delay of SAQD and FSR is illustrated in Figure 15 . Unlike the propagation delay, the transmission delay is affected by the transmission bandwidth and the amount of data. When the transmission bandwidths are equivalent, the transmission delay is primarily related to the data amount. With the SAQD scheme, data are aggregated once per route; thus, the amount of data decreases as the number of aggregations increases. Therefore, the one-hop transmission delay in the SAQD scheme is smaller than that in the FSR scheme. In addition, the transmission delay is closely related to the number of route hops. Since the FSR scheme has a larger number of relay hops, the total transmission delay is much higher than that in SAQD. Figure 16 depicts the queuing delay. In the SAQD scheme, we apply the shortest queue-first algorithm to select the relay node; thus, the queuing delay of nodes is small. The shortest distance is applied in the FSR scheme but the current node does not know the queue length of the next hop. Therefore, the queue delay of each hop in the FSR scheme is uncertain. For the queuing delay, whether it is single-hop delay or end-to-end delay, the SAQD scheme is better than the FSR scheme.
The delay includes propagation delay, transmission delay and queuing delay. Figure 17 shows the total delay at different distances from the data center. First, the data transmission delay increases with the distance from the data center, with smaller latency closer to data center and larger latency farther from the data center. Second, compared with the FSR scheme, the total delay of the SAQD scheme in this paper decreases as the transmission distance increases. SAQD has substantial advantages in transmission delay and queuing delay. The average delay of SAQD and FSR is compared in Figure 18 . The results show that the average propagation delay of SAQD is 30.92% higher than that of FSR, whereas the average transmission delay of SAQD is 25.81% lower than that of FSR, and the queuing delay is 53.4% lower than that of FSR. The delay of SAQD is 9.15% lower than that of FSR.
D. POWER CONSUMPTION
In this experimental scenario, we set the data transfer consumption of routers to 1 mW/KB, the data storage consumption to 0.1 mW/KB, the service aggregation consumption to 0.5 mW/KB, the data storage consumption of the data center to 0.1 mW/KB, and the data processing consumption of the data center to 0.5 mW/KB. Simultaneously, 20,000 packets are produced per second, and the time elapsed from the generation of these 20,000 packets to receipt by the data center is a time slot.
In the SAQD scheme, the consumption of routers includes the consumption of data transmission, the consumption of data storage and the consumption of service aggregation. The power consumption of these three parts is shown in Figure 19 , in which the consumption of data transmission is the most substantial, the consumption of service aggregation is ranked second, and the power consumption of data storage is relatively small. The consumption of routers increases in proportion to the number of data packets. Figure 20 shows the total consumption of routers in the SAQD and FSR schemes. In the FSR scheme, routers only have data transmission consumption. Since the data are processed by each hop in the SAQD scheme, the amount of data transmitted is continuously reduced. As a result, the transmission consumption in the SAQD scheme is considerably lower than that of the FSR scheme. Considering the overhead of data storage and data aggregation, the total power consumption in the SAQD scheme is higher than that in the FSR.
Although Figure 20 shows that the total consumption in SAQD is higher than that in FSR, as shown in Figure 21 , the power consumption of routers in SAQD is more balanced, and the gap between maximum consumption and minimum consumption is small. In the FSR scheme, the consumption of routers varies substantially, and the maximum power consumption is several times the minimum. Figure 23 illustrate the power consumption of the data center for the SAQD and FSR schemes. The power consumption of the data center includes data storage overhead and request response consumption. Figure 22 shows the data storage and requests processing overhead of the two schemes. The difference in data storage overhead between SAQD and FSR is minimal, and SAQD is slightly smaller than FSR. In terms of request processing, the overhead of SAQD is considerably smaller than that of FSR because some requests in SAQD can be satisfied by routers locally, and all requests in the FSR scheme must be processed by the data center. Figure 23 shows the total power consumption of the data center. The power consumption of the data center with SAQD is 48.52%-69.72% lower than that of the FSR scheme. This finding indicates that SAQD can reduce the load of the data center by the local aggregation and storage of routers.
E. REQUEST RESPONSE DELAY
In this experimental scenario, 10,000 requests are sent by users per second. The requested data volume ranges from 10-20 KB, 40-60 KB, and 80-100 KB. Routers return data if the requested data are cached in their local storage in the SAQD scheme; otherwise, the data are returned from the data center. In the FSR scheme, all requests are handled by the data center. Figure 24 illustrates the request response time for different requested data volumes. A comparison of the two schemes, for the same requested data volume, the response delay for the SAQD scheme is lower than that of the FSR scheme. As the amount of requested data increases, the delay difference between the two schemes is larger. In the SAQD scheme, as the proportion of data returned by routers increases, the response delay gradually decreases, which indicates that returning data from routers has a lower delay than the returning data from the data center.
As the amount of requested data increases, the response latency also increases, as shown in Figure 25 . In the FSR scheme, each request needs to be sent to the data center via a lengthy route, and the data are returned to users again via the same lengthy route. Therefore, the larger is the amount of data that is requested, the higher is the delay. In the SAQD scheme, routers disperse the data processing pressure of the data center, and the delay growth becomes moderate. The average delay in the SAQD scheme is approximately 34.55%∼47.28% of the FSR scheme. Figure 26 shows the average request response delay. Compared with the FSR scheme, when the requested data volume ranges from 10-20 KB, the SAQD scheme reduces the request response delay by 33.33%. When the requested data volume ranges from 40-60 KB, the SAQD scheme reduces the request delay by 46.08%. When the requested data volume ranges from 80-100 KB, the SAQD scheme reduces the request delay by 51.41%.
VI. CONCLUSIONS
In this paper, we propose a queuing delay utilization scheme for on-path service aggregation (SAQD), which can be applied to service-oriented computing networks to reduce the data amount and improve users' Quality of Experience. This study is the first attempt by researchers to exploit the queuing delay of packets to improve network performance. A service aggregation algorithm is provided in the scheme, which distinguishes forwarding packets and aggregating packets according to the real-time queue length, processes aggregating packets by utilizing the transmitting time of forwarding packets, and caches the services obtained after service aggregation in the local storage of routers. A queue-length-based relay selection and data assignment algorithm is proposed to ensure the load balancing of routers. The experimental results demonstrate that SAQD has distinct advantages in service-oriented networks with an immense volume of data traffic, especially in reducing request response delay and load balancing.
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