In the past two decades, great efforts have been devoted to extract the dependence and interplay between structure and functions in biological networks because they have strong relevance to biological processes. In this article, we reviewed the recent development in the biological network analysis. In detail, we first reviewed the interactome topological properties of biological networks, the methods for structure and functional patterns.
INTRODUCTION
Discovering the functional interdependencies among molecular components is critical because it sheds light on the structure-function relationships. Generally, most important biological activities are not the result of a single molecule but depend on the coordinated effects of multiple molecules interacting with others. This is confirmed by the fact that the polygenic disorders are resulted from various biological processes that interact in a complex network, rather than from an abnormality in a single effector gene product [1] [2] [3] . Thus, studying biology under the context of networks is very essential and promising.
Molecular interaction data are increasing exponentially largely due to the biologically related technologies including the mass spectrometry [4, 5] , chromatin immunoprecipitation [6] , yeast twohybrid assay [7, 8] , reversed genetic screens [9] and data mining techniques [10] . Therefore, a great deal of interaction networks for most model species has become available [4] [5] [6] [7] [8] [9] [10] [11] .
The availability of interaction data has led to the recent popularity of the study of biological interaction networks. Among them, how to develop novel computational and theoretical frameworks to filter, interpret and organize the interaction networks available is a major challenge. Compared with the sequence data, the analysis for networks is much more difficult because of the complexity [11] and noise [12] . In addition to the difficulties, the emerging interaction networks simultaneously provide an exciting opportunity for understanding the cellular biology. Network-based approaches for biology have extensive applications. For example, analyzing the disease networks can lead to a better understanding of disease mechanisms by identifying the disease-causing genes and pathways, which, in return, offer targets for drug development [13] .
Here, we present an overview of the analysis for biological interaction networks. We first review the topological properties of biological interaction networks. Then, the computational methods for structure and functional patterns are reviewed.
INTERACTOME AND TOPOLOGICAL PROPERTIES
From the view of graph theory, a network consists of a set of nodes representing biological entries, whereas the edges denote relationships between node pairs. For example, in protein-protein interaction (PPI) networks, nodes are proteins and edges are physical interactions [7, 8] ; in gene regulatory networks, nodes are genes and edges are regulatory manners [14] ; in metabolic networks, nodes are metabolites and edges are links for these metabolites participating in the same biochemical reactions [15, 16] .
The topological structure is the basic and direct information available for networks, which is the reason why the structure analysis is one of the focuses of researchers. The first step to investigate interaction networks is to answer what we should do. A basic assumption is that the biological systems in nature are nonrandom but follow a series of organizing manners in their structure and evolution that distinguish them from random networks.
We category the structural behaviors of biological networks into three classes: individual behaviors, collective behaviors and subnetwork behaviors. The typical individual behaviors are topological properties associated with only one node, including the degree and centrality of a node associating the essentiality. For example, hubs (nodes with high degree) correspond to disease-causing genes [1, 4, 8] and bottlenecks (high centrality nodes) tends to correlate with essentiality [17] . Compared with the individual behaviors, the collective ones involve all the vertices in networks, including the famous 'small-world' [18] and 'scale-free' phenomena [19] . The small-world indicates that the average node-to-node length in the network is short (for connected networks), whereas the scale-free phenomena means that the degree distribution of nodes follows the power-law distribution. Some behaviors involve part of the network rather than the whole network, we call them subnetwork behaviors containing motifs [20] and modules [21] . Motifs are subgraphs that appear more frequently than expected, whereas modules are subgraphs with a high degree of clustering. There are various well-known topological properties of biological networks unaddressed because they are beyond the scope of this review.
STATIC-BASED STRUCTURE AND FUNCTIONAL PATTERNS DISCOVERY
It is well known that the topological structure is associated with biological functions. For example, protein complexes correspond to dense subgraphs in PPI networks (Figures 1 and 2 in [9] ), and the feed-forward loop corresponds to a motif in biological networks ( Figure 3 in [20] ). Associating the topological structure with biological knowledge provides a promising tool to understand the biological mechanisms of species.
Subnetwork-Based Functional Patterns Discovery
Functional Motifs Discovery Network motifs were first introduced by Milo et al. [20] as basic building blocks and designing patterns of complex networks. They are associated with biological functions, i.e. in transcriptional regulatory networks, motifs correspond to gene regulatory relationships [20, [22] [23] [24] [25] . As a subnetwork behavior, the motifs correspond to small statistically significant overrepresented subgraphs in networks. With this notion, the motifs discovery is transformed into subgraph-finding problem, consisting of two tasks: (1) counting the frequency of subgraphs of a given topology and (2) calculating the statistically significance of the subgraphs and determining the network motifs.
In motifs discovery problem, the biggest issue is to define significant motifs, which is the main difference among various algorithms. Berg et al. [26] built a statistical model for the consensus motifs. It is easy to obtain significant motifs by increasing the sizes of motifs because large motifs are more likely to be significant than smaller ones. To get rid off this issue, Jiang et al. [27] developed a finite mixture model for stochastic networks and designed an expectation-maximization algorithm for them. Its drawback is that the performance depends on the way to construct network for comparison. More algorithms can be referred to the refs. [28, 29] . A complete summary about the network motifs and their functions can be referred to refs. [30, 31] .
Functional Modules Discovery
Compared with the motifs, the modules are much larger in size even though both of them are subnetwork behavior. Usually, most motifs have three, four and five nodes [20, 32] , whereas size of a module may exceed 100 [20] . From the aspect of network perspective, the modules correspond to the dense subgraphs in networks.
Complex cellular processes are modular and accomplished by the concerted action of functional modules [33] [34] [35] [36] . Identification of functional modules in biological networks is important in understanding the organization and dynamics of cell functions [37, 38] . Up to now, there are many methods for functional module detection in protein interaction networks [39] and metabolic networks [40] . They are clustering-, graph-and alignment-based methods [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] . All these algorithms mainly differ in the way that a dense subgraph is defined and the procedure to extract them.
Biological Network Alignment
In many cases, to comprehensively align the difference between multiple networks is essential in understanding the structure and function of complex biological networks in evolutionary and systems biology [54, 55] . We refer the network alignment as a collective behavior because it involves the whole networks.
The alignment approaches can be divided into the global-and local-based ones according to the principle used in methods. The GNA (global network alignment) methods, in contrast, provide a unique alignment from a protein in one network to only one protein in another network. The aim of GNA algorithms is to seek the best overall consistent alignment across all nodes simultaneously. There are several GNA algorithms, including IsoRank [56] , Graemlin [57] , IsoRankN [58] , GRAAL [59] , MI-GRAAL [60] , C-GRAAL [61] , function-based alignment [62] , GA [63] and MHA [64] . From a computational point of view, the GNA approaches are arguably more difficult because they endeavor to search the global optimal solution among all possible global matchings. To solve the time issue, the LNA (local network alignment) approaches aim to find local small regions of isomorphic graphs corresponding to conserved pathways and protein complexes. The existing LNA approaches include PathBLAST [65] , NetworkBLAST [55] , NetAlign [66] , MaWISh [67] , IQP [68] and Graemlin [63] .
Disease Gene Analysis
Based on the observation that similar mutational phenotypes arise from functionally related genes [69] [70] [71] , there are many computational methods associating the topological structure with the disease functions in various biological networks, including the DNN (direct network neighbor) method [72] , module-based methods [70, [73] [74] [75] , network flow-based method [76] [77] [78] [79] , classification-based method [80] [81] [82] , alignment-based method [83] and others [84] [85] [86] [87] .
The principle of computational methods for disease gene prediction is to define the topological behavior of genes for the same or similar diseases. The DNN algorithm assumes that genes causing the same or similar diseases interacted with one another directly in the PPI network. Oti etal. [72] supposed that disease genes share the loci and interaction information. Lage et al. [73] assumed that different proteins comprised in the same protein module may cause the same or similar disease phenotypes when their mutations occurred respectively or together. Wu et al. [75] held the conception that two genes closer to each other in a molecular interaction network may often lead to more similar phenotypes. Similarly, Sun et al. [74] proposed a module-based method to predict disease-related clusters. Kohler et al. [78] emphasized that global network-similarity measures are better suited to capture relationships between disease proteins than algorithms based on direct interactions or shortest paths. There are many others [76, 77, 80, 82, 83] . In the following section, we will review the dynamic structure and patterns instead of static ones.
DYNAMIC-BASED STRUCTURE AND FUNCTIONAL PATTERNS
Different from the static patterns, the dynamic ones associate the topological structure with biological functions under the condition of time series, for example the dynamic module analysis discovered the evolution of breast cancer (Figure 3 in [88] ).
Dynamic Module Analysis
Dynamic modules are subnetwork behaviors because they are the evolution of modules in various networks. To understand how cellular behavior emerges form the interaction in time, it is important to bridge network module to dynamics [89] . All these algorithms for the dynamic module analysis differ greatly on the underlying assumption. Vespignani [90] suggested that specific interaction substructures are highly conserved across species, and there are functional modules used in the evolutionary process. In [91] , static modules are defined as constitutively co-expressed clusters of proteins, whereas dynamic modules are dynamically co-regulated proteins clusters, which are mainly responsible for conditiondependent regulation of cell behaviors. Wang et al.
[92] constructed a gene-module level analysis. Kovács et al. [93] proposed a framework, named by ModuLand, which predicted network dynamic patterns as well as determined key nodes. A dynamical hierarchical stochastic block model was proposed in ref. [94] . In addition to the PPI networks and gene expression data, dynamic patterns in gene regulatory networks are also investigated [95] . Furthermore, there are other analysis tasks of cellular networks, such as studying the stability, the controllability and the steady-state behavior and the transient responses of biological networks under different environmental perturbations [96] .
Relating Dynamic Analysis with Diseases
Disease is not static, but dynamic from the aspect of the networks perturbations. Specific perturbations lead to the malfunctioning of cellular networks and develop specific diseases [97] . The network view affects the field of drug design, and network can be used as bio-markers and drug targets [98] .
Tomlins et al. [99] generated an integrative model of prostate cancer progression using the molecular concepts that demarcate critical transitions in progression. Edelman et al. [93] modeled cancer progression. Tyson et al. [100] delivered their view of dynamic model for estrogen signaling and cell fate in breast cancer cells. In [101] , a cancer metastasis network is built, in which nodes represent the primary cancer sites, connected by links that measure the strength of co-occurrence, and then an approach for predicting the progression patterns was proposed. In [102] , a Phenotypic Disease Network (PDN) is constructed to analyze the origin of devolution of human diseases. Dynamic structure of the humanprotein interaction network can be used to predict the probability of survival of patients with breast cancer, which helps doctors to find more effective therapeutic strategy [88] .
FUTURE RESEARCH DIRECTIONS
Exploiting the structure of biological networks, one can have a better understanding about the biological functions and structures. Despite the recent advances, the field of biological network analysis is still very young. There are a lot of critical problems unsolved:
Large-scale data: The number of ways to measure the properties and the behavior of biological systems is multiplying rapidly. In particular, the high-content screening can easily generate more than one Terabyte in primary images and metadata per run. How to mine these large-scale data is a major challenge because traditional algorithms, such as matrix factorization, classification, are not practiced for large-scale data. Even though great efforts have been devoted to this issue [12, [103] [104] [105] [106] [107] [108] , there is still a long way to go.
Data integration: Various experimental technologies measure different aspects of a system, differing in depth and breadth. Furthermore, high-throughput assays have inherently high false-positive and false-negative rates. Thus, integration of various data to deliver useful information about the system of interest is critical need. Many evidences demonstrated that data integration can improve the accuracy of prediction [109] . The HumanNet [110] shows that it is better to construct more complete and accurate networks in predicting human disease causing genes. The ref. [111] suggested that the integration of all interactions/modifications along with their dynamics will reveal the ultimate description of how complex biological processes such as cell proliferation and development occur and can be controlled.
Dynamics of biological networks: The interactions between molecular are not static because the connections are not active all the time. To this end, Przytycka and Slonim [112] assert that a 'shift from static to dynamic network analysis is essential for further understanding of the interactome'. Despite great efforts have been devoted to dynamics analysis of networks, such as the dynamics in protein interaction networks [113] , gene regulatory networks [114, 115] , metabolism networks [116] and disease networks [98] , it is still on the initial stage because there are many basic problems unsolved.
In summary, network structure analysis is the first and critical step in bioinformatics by providing the means to understand the structure-function in biological systems. Recent emerging advances in this field demonstrate its power in inferring biological organization, function and evolution.
Key Points
We reviewed the biological interactome and relevant topological properties such as 'small-world' and 'scale-free' networks. To understand the structure and function units, we reviewed the computational methods for discovering the static structure and patterns in biological networks. To investigate the organization and evolution of biology systems, we reviewed the algorithms for discovering the dynamic patterns in biological networks, particularly in disease networks.
