Reionisation & Cosmic Dawn Astrophysics from the Square Kilometre Array:
  Impact of Observing Strategies by Greig, Bradley et al.
Mon. Not. R. Astron. Soc. 000, 000–000 (0000) Printed 20 June 2019 (MN LATEX style file v2.2)
Reionisation & Cosmic Dawn Astrophysics from the
Square Kilometre Array: Impact of Observing Strategies
Bradley Greig1,2?, Andrei Mesinger3, & Le´on V. E. Koopmans4
1ARC Centre of Excellence for All-Sky Astrophysics in 3 Dimensions (ASTRO 3D), University of Melbourne, VIC 3010, Australia
2School of Physics, University of Melbourne, Parkville, VIC 3010, Australia
3Scuola Normale Superiore, Piazza dei Cavalieri 7, I-56126 Pisa, Italy
4Kapteyn Astronomical Institute, University of Groningen, PO Box 800, 9700 AV Groningen, The Netherlands
20 June 2019
ABSTRACT
Interferometry of the cosmic 21-cm signal is set to revolutionise our understanding
of the Epoch of Reionisation (EoR) and the Cosmic Dawn (CD). The culmination
of ongoing efforts will be the upcoming Square Kilometre Array (SKA), which will
provide tomography of the 21-cm signal from the first billion years of our Universe.
Using a galaxy formation model informed by high-z luminosity functions, here we
forecast the accuracy with which the first phase of SKA-low (SKA1-low) can constrain
the properties of the unseen galaxies driving the astrophysics of the EoR and CD. We
consider three observing strategies: (i) deep (1000h on a single field); (ii) medium-deep
(100hr on 10 independent fields); and (iii) shallow (10hr on 100 independent fields).
Using the 21-cm power spectrum as a summary statistic, and conservatively only using
the 21-cm signal above the foreground wedge, we predict that all three observing
strategies should recover astrophysical parameters to a fractional precision of ∼ 0.1 –
10 per cent. The reionisation history is recovered to an uncertainty of ∆z ∼< 0.1 (1σ) for
the bulk of its duration. The medium-deep strategy, balancing thermal noise against
cosmic variance, results in the tightest constraints, slightly outperforming the deep
strategy. The shallow observational strategy performs the worst, with up to a ∼ 10 –
60 per cent increase in the recovered uncertainty. We note, however, that non-Gaussian
summary statistics, tomography, as well as unbiased foreground removal would likely
favour the deep strategy.
Key words: cosmology: theory – dark ages, reionisation, first stars – diffuse radiation
– early Universe – galaxies: high-redshift – intergalactic medium
1 INTRODUCTION
Observing the growth of astrophysical objects (e.g. stars and
galaxies) in the first billion years of cosmic history remains
elusive. The ubiquity of neutral hydrogen following recom-
bination enshrouds the early Universe in a pervasive, fog
rendering it opaque to ultra-violet (UV) light. Over time,
these primordial galaxies become more abundant and clus-
ter together around high-density peaks until their cumula-
tive output of ionising radiation ionises local (H II) patches
of the intergalactic medium (IGM). Percolation of these H II
regions through continual star-formation and galaxy growth
eventually succeeds in ionising the IGM, referred to as the
Epoch of Reionisation (EoR). Unfortunately, the dominant
population of sources responsible for reionisation will likely
? E-mail: greigb@unimelb.edu.au
be too faint even for the forthcoming space-based telescopes
such as the James Webb Space Telescope (JWST) (Gardner
et al. 2006; Bouwens et al. 2015a; Mitra et al. 2015).
It is not all doom and gloom though. Prior to the com-
pletion of reionisation, the sheer abundance of neutral hy-
drogen will allow us to detect the IGM using the 21-cm
spin-flip transition, causing emission or absorption against
the Cosmic Microwave Background (see e.g. Gnedin & Os-
triker 1997; Madau et al. 1997; Shaver et al. 1999; Tozzi et al.
2000; Gnedin & Shaver 2004; Furlanetto et al. 2006; Morales
& Wyithe 2010; Pritchard & Loeb 2012). This spatial and
frequency (hence also redshift and cosmic time) dependent
signal reveals a full three dimensional movie of the IGM
during the early Universe. As it is sensitive to the thermal
and ionisation state of the cosmic gas, the 21-cm signal will
allow us to infer the typical UV and X-ray properties of the
c© 0000 RAS
ar
X
iv
:1
90
6.
07
91
0v
1 
 [a
str
o-
ph
.C
O]
  1
9 J
un
 20
19
2 B. Greig et al.
(unseen) galaxy population driving astrophysical processes
during the EoR and CD.
However, observing the cosmic 21-cm signal is chal-
lenging. It is extremely faint, buried roughly five orders
of magnitude below bright astrophysical foregrounds. Nev-
ertheless over the previous decade numerous experiments
have sought to statistically detect the signal. These can
be broken down into two general categories: (i) large-scale
interferometric experiments seeking a measurement of the
spatial fluctuations, such as the Murchison Wide Field Ar-
ray (MWA; Tingay et al. 2013), the Low-Frequency Ar-
ray (LOFAR; van Haarlem et al. 2013; Yatawatta et al.
2013) and the Precision Array for Probing the Epoch of
Reionisation (PAPER; Parsons et al. 2010) and (ii) all-
sky averaged global signal experiments, such as the Exper-
iment to Detect the Global EoR Signature (EDGES; Bow-
man & Rogers 2010), the Sonda Cosmolo´gica de las Islas
para la Deteccio´n de Hidro´geno Neutro (SCI-HI; Voytek
et al. 2014), the Shaped Antenna measurement of the back-
ground RAdio Spectrum (SARAS; Patra et al. 2015), Broad-
band Instrument for Global HydrOgen ReioNisation Signal
(BIGHORNS; Sokolowski et al. 2015), the Large Aperture
Experiment to detect the Dark Ages (LEDA; Greenhill &
Bernardi 2012; Bernardi et al. 2016), Probing Radio Inten-
sity at high-Z from Marion (PRIZM; Philip et al. 2019) and
the Netherlands-China Low-Frequency Explorer (NCLE1).
Aside from an absorption feature in the global signal
near z ≈ 17 reported by EDGES (Bowman et al. 2018a),
whose interpretation continues to be controversial (see e.g.
Hills et al. 2018; Draine & Miralda-Escude´ 2018; Bowman
et al. 2018b; Bradley et al. 2019), existing experiments have
thus far only been able to achieve upper-limits on the 21-cm
signal (Paciga et al. 2013; Dillon et al. 2015; Jacobs et al.
2015; Beardsley et al. 2016; Patil et al. 2017; Barry et al.,
in prep).
Next-generation interferometric experiments, such as
the Square Kilometre Array (SKA; Mellema et al. 2013) and
the Hydrogen Epoch of Reionization Array (HERA; DeBoer
et al. 2017), on the other hand, should be able to achieve
higher signal-to-noise measurements of the spatial fluctu-
ations across a broader frequency (redshift) range. More-
over, the SKA will provide the first three-dimensional to-
mographic image-cubes of the EoR and CD.
In this work, we forecast astrophysical constraints
achievable with the SKA1-low2. In doing so, we explore
several observing strategies, quantifying which one results
in the best EoR/CD parameter recovery.3 As with any
1 https://www.isispace.nl/projects/ncle-the-netherlands-china-
low-frequency-explorer/
2 See DeBoer et al. (2017) or Park et al. (2019) for parameter
forecasts for HERA.
3 In this work, we use the 21-cm power spectrum (PS) as a sum-
mary statistic when we compute the likelihood of a given set
of parameters; however, we note that the sensitivity of the SKA
should enable other, non-Gaussian probes of the cosmic 21-cm sig-
nal to be detectable (e.g. Watkinson & Pritchard 2014; Yoshiura
et al. 2015; Kubota et al. 2016; Shimabukuro et al. 2016; Kakiichi
et al. 2017; Shimabukuro et al. 2017; Giri et al. 2018a,b; Majum-
dar et al. 2018; Gorce & Pritchard 2019; Watkinson et al. 2019)
which should further improve our understanding of the astrophys-
ical processes.
“beam-steering” instrument, different observing strategies
vary the trade-off between deep/narrow vs shallow/wide ob-
servations. These change the relative balance between the
two sources of 21-cm signal measurement errors: (i) cosmic
(sample) variance on large spatial scales and (ii) intrinsic de-
tector (thermal) noise on small spatial scales. Sensitivity on
large spatial scales can be improved by increasing the survey
volume, while the sensitivity on small scales can be improved
by increasing the integration time on a single patch of sky.
What is the optimal trade-off between the two for a
fixed amount of observing time? The conventional approach
of judging observing (and foreground removal) strategies
by their ability to recover the inputed cosmic 21-cm PS
through an integrated signal to noise, assumes that astro-
physical insight is encoded in 21-cm fluctuations equally on
all scales. This however, is not the case. Indeed, moderately-
large scales (k ∼ 0.1 Mpc−1) seem more sensitive to the
properties of the underlying galaxies, compared to small
scales (e.g. McQuinn et al. 2007; Greig & Mesinger 2015).
The remainder of this paper is set up as follows. In Sec-
tion 2 we summarise the astrophysical model used in this
analysis as well as the treatment of the instrumental noise
and observing strategies. In Section 3, we discuss our main
finding and in Section 4, we provide our conclusions. Unless
stated otherwise, we quote all quantities in co-moving units
and adopt the cosmological parameters: (ΩΛ, ΩM, Ωb, n, σ8,
H0) = (0.69, 0.31, 0.048, 0.97, 0.81, 68 km s
−1 Mpc−1), con-
sistent with recent results from the Planck mission (Planck
Collaboration XIII 2016).
2 METHODOLOGY
2.1 Simulating the 21-cm signal
We simulate the cosmic 21-cm signal using the semi-
numerical simulation code 21cmFAST4(Mesinger & Furlan-
etto 2007; Mesinger et al. 2011). In particular, we use the
most up-to-date astrophysical parameterisation (Park et al.
2019), which explicitly connects the star-formation rates and
ionising escape fraction to the masses of the host dark matter
haloes. This step enables 21cmFAST, through some simple
conversions, to be able to produce UV luminosity functions
(LFs) which can be compared to observed high-z galaxy LFs.
Below we briefly summarise 21cmFAST and the astrophys-
ical parameterisation, and refer the reader to these afore-
mentioned works for more details.
2.1.1 Galaxy UV properties
We assume that the typical stellar mass of a galaxy, M∗, can
be related to its host halo mass, Mh (e.g. Kuhlen & Faucher-
Gigue`re 2012; Dayal et al. 2014; Behroozi & Silk 2015; Mitra
et al. 2015; Mutch et al. 2016; Sun & Furlanetto 2016; Yue
et al. 2016):
M∗(Mh) = f∗
(
Ωb
Ωm
)
Mh, (1)
4 https://github.com/andreimesinger/21cmFAST
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where f∗ is the fraction of galactic gas in stars which is
expressed as a power-law in halo mass,
f∗ = f∗,10
(
Mh
1010 M
)α∗
, (2)
with f∗,10 being the fraction of galactic gas in stars nor-
malised to a dark matter halo of mass 1010 M and α∗ is
the power-law index.
Next, the star-formation rate (SFR) is estimated by di-
viding the stellar mass by a characteristic time-scale,
M˙∗(Mh, z) =
M∗
t∗H−1(z)
, (3)
where H−1(z) is the Hubble time and t∗ is a free parameter
allowed to vary between zero and unity.
The UV ionising escape fraction, fesc, is similarly al-
lowed to vary with halo mass,
fesc = fesc,10
(
Mh
1010 M
)αesc
, (4)
with fesc,10 being normalised to a halo of mass 10
10 M.
Finally, we characterise the inability of small mass halos
to host active, star-forming galaxies (because of inefficient
cooling and/or feedback), through a duty-cycle:
fduty = exp
(
−Mturn
Mh
)
. (5)
In other words, a fraction (1 − fduty) of dark matter halos
of a mass Mh are unable to host star-forming galaxies, with
Mturn corresponding to the characteristic scale for this sup-
pression (e.g. Shapiro et al. 1994; Giroux et al. 1994; Hui
& Gnedin 1997; Barkana & Loeb 2001; Springel & Hern-
quist 2003; Mesinger & Dijkstra 2008; Okamoto et al. 2008;
Sobacchi & Mesinger 2013a,b).
2.1.2 Galaxy X-ray properties
X-rays from stellar remnants in the first galaxies likely domi-
nate the heating of the IGM, prior to reionisation. To include
the impact of X-ray heating, 21cmFAST computes a cell-by-
cell angle-averaged specific X-ray intensity, J(x, E, z), (in
erg s−1 keV−1 cm−2 sr−1), by integrating the co-moving
X-ray specific emissivity, X(x, Ee, z
′) back along the light-
cone:
J(x, E, z) =
(1 + z)3
4pi
∫ ∞
z
dz′
cdt
dz′
Xe
−τ , (6)
where e−τ accounts for attenuation by the IGM. The co-
moving specific emissivity, evaluated in the emitted frame,
Ee = E(1 + z
′)/(1 + z), is,
X(x, Ee, z
′) =
LX
SFR
[
(1 + δ¯nl)
∫ ∞
0
dMh
dn
dMh
fdutyM˙∗
]
,
(7)
where δ¯nl is the mean, non-linear density in a shell around
(x, z) and the quantity in square brackets is the SFR density
along the light-cone.
The normalisation, LX/SFR (erg s
−1 keV−1 M−1 yr),
is the specific X-ray luminosity per unit star formation es-
caping the host galaxies. It is assumed that the specific in-
tensify follows a power-law with respect to photon energy,
LX ∝ E−αX , with photons below a threshold energy, E0, be-
ing absorbed inside the host galaxy5. This specific luminos-
ity is then normalised to the integrated soft-band (< 2 keV)
luminosity per SFR (in erg s−1 M−1 yr), which we take to
be a free parameter:
LX<2 keV/SFR =
∫ 2 keV
E0
dEe LX/SFR . (8)
This limit of 2 keV equates to roughly the Hubble length at
high redshifts, implying that harder photons do not heat the
IGM (e.g. McQuinn 2012).
2.1.3 Computing the 21-cm signal
The 21-cm signal is commonly expressed in terms of a
brightness temperature contrast with respect to the Cos-
mic Microwave Background (CMB) temperature, TCMB (e.g.
Furlanetto et al. 2006):
δTb(ν) =
TS − TCMB(z)
1 + z
(
1− e−τν0 ) mK, (9)
where τν0 is the optical depth of the 21-cm line, which is:
τν0 ∝ (1 + δnl)(1 + z)3/2
xH I
TS
(
H
dvr/dr +H
)
(10)
Here, xH I is the neutral hydrogen fraction, δnl ≡ ρ/ρ¯− 1 is
the gas over-density, H(z) is the Hubble parameter, dvr/dr
is the gradient of the line-of-sight component of the veloc-
ity and TS is the gas spin temperature. All quantities are
evaluated at redshift z = ν0/ν − 1, where ν0 is the 21-cm
frequency and we drop the spatial dependence for brevity.
21cmFAST generates evolved density and velocity fields
using second-order Lagrange perturbation theory (e.g Scoc-
cimarro 1998) from high resolution Gaussian initial condi-
tions. Reionisation is computed from the evolved density
field by comparing the cumulative number of ionising pho-
tons to the number of neutral hydrogen atoms plus cumula-
tive recombinations in spheres of decreasing radii. At each
cell, ionisation occurs when,
nion(x, z|R, δR) ≥ (1 + n¯rec)(1− x¯e), (11)
where n¯rec is the cumulative number of recombinations (e.g.
Sobacchi & Mesinger 2014) and nion is the cumulative num-
ber of IGM ionising photons per baryon inside a spherical
region of size, R and corresponding overdensity, δR,
nion = ρ¯
−1
b
∫ ∞
0
dMh
dn(Mh, z|R, δR)
dMh
fdutyM˙∗fescNγ/b, (12)
where ρb is the mean baryon density and Nγ/b is the num-
ber of ionising photons per stellar baryon6. The final term
of Equation 11, (1− x¯e), corresponds to the number of ion-
isations by X-rays, expected to contribute at a level of less
than ∼ 10 per cent (e.g. Ricotti & Ostriker 2004; Mesinger
et al. 2013; Madau & Fragos 2017; Ross et al. 2017; Eide
et al. 2018)
5 For this work, we assume a fixed power-law slope of αX = 1
consistent with observations of high-mass X-ray binaries (Mineo
et al. 2012; Fragos et al. 2013; Pacucci et al. 2014).
6 We take this number to be 5000, corresponding to a Salpeter
initial mass function (Salpeter 1955); however this is highly de-
generate with f∗
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The temperature and the level of partial ionisation
of the neutral IGM is tracked in each cell, accounting
for adiabatic heating/cooling, Compton heating/cooling,
heating through partial ionisations, as well as the heat-
ing/ionisations from X-rays (discussed in the previous sec-
tion). The spin temperature is then computed as a weighted
mean between the gas and CMB temperatures, depending
on the density and local Lyman-α intensity impinging on
each cell (Wouthuysen 1952; Field 1958).
Finally, we combine all the cosmological fields to com-
pute the cosmic 21-cm signal, as outlined in Equation 9.
Additionally, we include the impact of redshift space distor-
tions along the line-of-sight as outlined in Mao et al. (2012);
Jensen et al. (2013); Greig & Mesinger (2018).
2.2 Astrophysical parameter set
Under the assumption of this astrophysical model, we are
left with eight free parameters, which we summarise below.
We adopt the same fiducial model and allowed parameter
ranges from Park et al. (2019). This model is summarised in
Table 1, and its parameters are:
(i) f∗,10: normalisation for the fraction of galactic gas in
stars evaluated at a halo mass of 1010 M. We adopt a
fiducial model of f∗,10 = 0.05 and vary the log quantity as
log10(f∗,10) ∈ [−3, 0].
(ii) α∗: power-law index for the star-formation as a function
of halo mass. We adopt a fiducial value of α∗ = 0.5, allowing
it to vary in the range α∗ ∈ [−0.5, 1].
(iii) fesc,10: normalisation for the ionising UV escape frac-
tion evaluated at a halo mass of 1010 M. We adopt fesc,10 =
0.1 to be our fiducial value, allowing it to vary in the range
fesc,10 ∈ [−3, 0].
(iv) αesc: power-law index for the ionising UV escape frac-
tion as a function of halo mass. We adopt a fiducial value of
α∗ = −0.5, allowing it to vary in the range α∗ ∈ [−1, 0.5].
(v) t∗: the star-formation time scale as a fraction of the
Hubble time. Fiducially, we adopt t∗ = 0.5 allowing it to
vary in the range t∗ ∈ (0, 1].
(vi) Mturn: halo mass turn-over below which the abundance
of active star-forming galaxies is exponentially suppressed
by the adopted duty cycle. We adopt Mturn = 5 × 108 M
to be our fiducial choice, with it being allowed to vary within
the range log10(Mturn) ∈ [8, 10].
(vii) E0: the minimum energy threshold for X-ray photons
capable of escaping their host galaxy. We adopt a fiducial
value of E0 = 0.5 keV allowing it to vary within the range
E0 ∈ [0.2, 1.5] keV. For reference, this corresponds of a in-
tegrated column density of log10(NH I/cm
2) ∈ [19.3, 23.0].
(viii) LX<2 keV/SFR: the normalisation for the soft-band X-
ray luminosity per unit star-formation determined over the
E0 − 2 keV energy band. Fiducially we adopt a value of
log10(LX<2 keV/SFR) = 40.5, and allow it to vary in the
range log10(LX<2 keV/SFR) ∈ [38, 42].
2.3 Modelling the astrophysical noise
As we aim to explore the performance of a variety of ob-
serving strategies for the SKA1–low, we must be able to
model the expected instrumental noise. Since we focus on
the 21-cm PS, we use the publicly available Python module
21cmSense7(Pober et al. 2013, 2014) and briefly summarise
the method below.
The thermal noise PS is estimated by gridding the uv-
visibilities according to (e.g. Morales 2005; McQuinn et al.
2006; Pober et al. 2014),
∆2N(k) ≈ X2Y k
3
2pi2
Ω′
2t
T 2sys, (13)
where X2Y converts between observing bandwidth, fre-
quency and co-moving distance, Ω′ is a beam-dependent fac-
tor derived in Parsons et al. (2014), t is the total time spent
by all baselines within a particular k-mode and Tsys is the
system temperature, the sum of the receiver temperature,
Trec, and the sky temperature Tsky. We model Tsky using
the frequency dependent scaling Tsky = 60
(
ν
300 MHz
)−2.55
K
(Thompson et al. 2007).
The sample (cosmic) variance contribution to the error
on the inferred PS is estimated from a cosmological 21 cm PS
(i.e. our fiducial mock observation of the 21-cm PS, ∆221(k)
2)
and is combined with the thermal noise using an inverse-
weighted summation over all the individual modes (Pober
et al. 2013). This results in a total noise power, δ∆2T+S(k),
at a given Fourier mode, k,
δ∆2T+S(k) =
(∑
i
1
(∆2N,i(k) + ∆
2
21(k))
2
)− 1
2
. (14)
Inherently, this assumes Gaussian errors for the cosmic-
variance term, which for most scales is a relatively good
approximation (though see Mondal et al. 2015; Shaw et al.
2019 for more detailed discussions).
Finally, we adopt the conservative “moderate” fore-
ground treatment from Pober et al. (2014). This constitutes
foreground avoidance, where we restrict the computation of
the 21-cm PS to modes outside of the contaminated fore-
ground “wedge”.
2.4 SKA design and observing strategies
We estimate the SKA1–low sensitivity curves using the an-
tennae station layout according to the recent SKA System
Baseline Design document8. This consists of 512 35m an-
tennae stations randomly distributed within a 500m core
radius. The total system temperature is modelled as Tsys =
1.1Tsky + 40 K. SKA1–low is a phase-tracking experiment,
for which we assume that we can conservatively perform a
single six-hour track per night.
In this work, we want to explore the performance of
various observing strategies for SKA. To do this, we assume
a fixed survey footprint, corresponding to a total integra-
tion time of 1000hr. In principle, with the multi-beaming
capabilities of the SKA one could obtain two fields per ob-
servation (i.e. 2 independent 1000hr fields for the total time
cost of 1000hr), however, we restrict our analysis to a single
pointing for simplicity9. With 1000hrs of integration time,
we consider three possible observing strategies:
7 https://github.com/jpober/21cmSense
8 http://astronomers.skatelescope.org/wp-
content/uploads/2016/09/SKA-TEL-SKO-
0000422 02 SKA1 LowConfigurationCoordinates-1.pdf
9 In practise, the nominal planned survey for the SKA (the deep
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(i) deep (1000hr) : A single, deep 1000hr integration of
a ∼ 20 deg2 (at 150 MHz) cold patch of sky. The SKA
is primarily an imaging experiment for the EoR, thus to
perform a tomographic study of the 21-cm signal the thermal
noise must be minimised at the expense of cosmic variance.
Thus, this strategy will be most sensitive to small spatial
scales (large k-modes).
(ii) medium-deep (10 × 100hr): A balance between cosmic
variance and thermal noise. We observe 10 independent
patches of the sky for an intermediate 100hrs.
(iii) Shallow (100 × 10hr): A shallow, but wide survey ob-
serving 100 independent patches of the sky. Minimises the
cosmic variance, reducing the noise on large scales (small k).
We note that the transformative power of the SKA will
be in performing 21-cm tomography (i.e. direct imaging of
the 21-cm signal) of the first billion years. For this mea-
surement, it is important to have a good uv-coverage, and a
high signal-to-noise. Thus, regardless of its performance in
parameter recovery using the PS, the deep field observation
will be optimal for imaging of the 21-cm signal. This will also
allow us to characterise the cosmic signal with non-Gaussian
statistics (something we do not investigate here).
2.5 21CMMC setup
21CMMC is a massively parallel Monte-Carlo Markov Chain
(MCMC) sampler of 3D semi-numerical reionisation sim-
ulations (Greig & Mesinger 2015, 2017, 2018; Park et al.
2019). It is based off the Python module CosmoHammer
(Akeret et al. 2013) which uses the Emcee Python module
(Foreman-Mackey et al. 2013), an affine invariant ensemble
sampler from Goodman & Weare (2010). At each proposal
step, 21CMMC performs an independent 3D realisation of
the 21-cm signal using 21cmFAST to obtain a sampled 21-cm
PS. A likelihood is then estimated by comparing this sam-
pled PS against a mock (input) PS. We calculate this like-
lihood over a limited k-space range of k = 0.1− 1.0 Mpc−1,
where the lower limit is set by noise from astrophysical fore-
grounds while the upper limit is set by shot noise from the
resolution of the simulations, respectively.
In addition to instrumental noise, we include two other
sources of uncertainty. First, we adopt an uncorrelated, mul-
tiplicative modelling uncertainty of 20 per cent applied to
the sampled 21-cm PS. This is motivated by approximations
adopted in semi-numerical simulations relative to radiative-
transfer simulations (e.g. Zahn et al. 2011; Ghara et al. 2018;
Hutter 2018). Second, we include Poisson errors on the sam-
pled PS roughly consistent with sample variance on these
scales. These two sources of uncertainty are then combined
with the total noise PS from Equation 14 by summing in
quadrature.
In order to provide our astrophysical parameter fore-
casts we must construct a mock observation from which we
aim to recover the input parameter values. Using the fidu-
cial parameters outlined in Section 2.2 we construct a mock
21-cm light-cone, with a transverse scale of 500 Mpc and
256 voxels per side length. For the MCMC itself, we then
survey) will cover ∼ 100 deg2 requiring 2500 hr on sky in dual-
beam mode (Koopmans et al. 2015).
sample 3D realisations of the 21-cm light-cone with a trans-
verse scale of 250 Mpc and 128 voxels per side length. To
perform the likelihood calculation, we split the 21-cm light-
cone into equal 250 Mpc comoving-volume depths within
which we calculate the 3D spherically averaged 21-cm PS.
This results in twelve 21-cm PS which span the SKA1–low
frequency bandwidth, z ∼ 6− 27 (50–200 MHz).
In combination with the 21-cm PS from our mock ob-
servation, we additionally include priors from high redshift
galaxy LFs. Following Park et al. (2019) we use the z ∼ 6 LF
from Bouwens et al. (2017), z ∼ 7 − 8 from Bouwens et al.
(2015b) and z ∼ 10 from Oesch et al. (2018). Including these
priors enables us to improve the constraining power on the
astrophysical parameterisation used in this work because it
breaks degeneracies amongst parameters less sensitive to the
21-cm signal (e.g. the star-formation time scale, t∗, see Park
et al. 2019 for more in-depth discussions).
3 OBSERVING-STRATEGY FORECASTS
In Figure 1, we present the recovered one and two dimen-
sional marginalised constraints for our input astrophysical
model as well as the recovered UV LFs and the global evo-
lution of the IGM neutral fraction, x¯H I. Additionally, in Ta-
ble 1 we provide the marginalised 68th percentiles for each
astrophysical parameter. These correspond to the main re-
sults of this work. For reference we additionally include the
astrophysical parameter constraints for a 1000hr observation
with HERA from Park et al. (2019).
3.1 Comparing observing strategies
Surprisingly, for the majority of the astrophysical parame-
ters, all three observing strategies perform equally well. Note
that for the X-ray parameters, there is no distinguishable
difference between the strategies. However, for αesc, Mturn
and t∗ the largest differences occur. Thus, the observing
strategies have the largest impact on the galaxy UV prop-
erties. Firstly, it is immediately obvious that the shallow
(100×10 hr) survey incurs the largest errors. This is equally
reflected in the broader recovered UV LFs and reionisation
history. Clearly, by focussing on the largest scales (smallest
k-modes), constraining information is lost from the interme-
diate to smaller scales (larger k-modes) where thermal noise
dominates. Note though that we restrict our likelihood fit-
ting to k = 0.1 − 1.0 Mpc−1. If this lower bound could
be reduced (requiring observing into the foreground wedge)
the relative performance of the shallow survey would be im-
proved as it is most sensitive to modes within the foreground
‘wedge’.
On the other hand, the deep (1000hr) and medium-
deep (10× 100 hr) surveys result in comparable constraints.
To highlight these similarities, we cast the 68th percentiles
as approximate 1σ uncertainties. In doing so, we find
[log10(f∗,10), α∗, log10(fesc,10), αesc, t∗, log10(Mturn), E0,
log10(LX<2 keV/SFR)] = (11.6, 12.2, 12.0, 19.7, 28.4, 1.9, 0.1,
6.1) per cent for the deep scenario and (11.4, 12.3, 12.4, 24.0,
27.3, 2.0, 0.1, 9.8) per cent for the medium-deep scenario.
For the star-formation timescale, t∗, the medium-deep
strategy recovers notably tighter constraints as highlighted
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Figure 1. Recovered one and two dimensional marginalised contours for the astrophysical parameters for our three different observing
strategies with the SKA: (i) 1000hr (deep) – red (ii) 10× 100 hr (medium-deep) – blue and (iii) 100× 10 hr (shallow) – cyan. For all, we
include the 20 per cent modelling uncertainty. Black dotted lines correspond to the input fiducial model parameters. Top right panels
are the recovered 95 percentiles on the UV LFs at several redshifts compared to the input observed LFs (used as observational priors
and represented by the orange and pink data points). Middle right corresponds to the global evolution of the IGM neutral fraction, x¯H I.
log10(f∗,10) α∗ log10(fesc,10) αesc t∗ log10(Mturn) log10
(
LX<2keV
SFR
)
E0
[M] [erg s−1 M−1 yr] [keV]
Mock Obs. −1.30 0.50 −1.00 −0.50 0.5 8.7 40.50 0.50
HERA 331 (1000hr) −1.20+0.14−0.14 0.47
+0.06
−0.06 −1.10
+0.16
−0.18 −0.48
+0.14
−0.18 0.56
+0.21
−0.16 8.76
+0.19
−0.23 40.49
+0.05
−0.06 0.50
+0.03
−0.03
SKA (1000hr) −1.12+0.11−0.15 0.49
+0.06
−0.06 −1.21
+0.16
−0.13 −0.61
+0.11
−0.13 0.67
+0.19
−0.19 8.77
+0.15
−0.19 40.48
+0.04
−0.04 0.49
+0.03
−0.03
SKA (10x100hr) −1.14+0.11−0.15 0.48
+0.06
−0.06 −1.17
+0.16
−0.13 −0.56
+0.12
−0.15 0.64
+0.17
−0.18 8.79
+0.17
−0.19 40.50
+0.06
−0.06 0.51
+0.06
−0.04
SKA (100x10hr) −1.14+0.12−0.18 0.50
+0.06
−0.07 −1.18
+0.20
−0.16 −0.56
+0.21
−0.22 0.66
+0.21
−0.22 8.71
+0.28
−0.30 40.49
+0.09
−0.09 0.49
+0.04
−0.04
No Modelling Uncertainty
SKA (10x100hr) −1.23+0.09−0.11 0.47
+0.05
−0.06 −1.11
+0.12
−0.11 −0.56
+0.09
−0.12 0.56
+0.15
−0.15 8.72
+0.14
−0.15 40.48
+0.05
−0.05 0.49
+0.05
−0.04
Table 1. Summary of the recovered precision (68 percentiles) for all the astrophysical parameters considered in this work. These include
recovery of the 21-cm PS from a mock observation (parameters in top row) with observed UV LFs as an input prior. For comparison,
we include the expected constraints for HERA as generated in Park et al. (2019).
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by the one-dimensional marginalised histogram for t∗. How-
ever, the deep survey strategy recovers marginally tighter
UV LFs and reionisation history. These differences arise
mostly from the degeneracies between t∗–fesc,10 and t∗–
f∗,10. Notably, for the deep survey all three quantities are
slightly offset from their expected fiducial value unlike that
for the medium-deep strategy. This slight offset in these
parameters from the deep survey in combination with the
tighter t∗ constraints for the medium-deep scenario indi-
cates that the medium-deep strategy is the preferred ob-
serving strategy. The source of this slight offset likely arises
from two correlated sources: (i) how the sensitivity for each
strategy is distributed over k-space for the 21-cm PS and
(ii) that the fiducial galaxy UV parameters were not a pri-
ori selected to be an exact match to the input observational
priors (UV LFs). For the former, the deep strategy prefers
the smallest scales (large k-modes), whereas the medium-
deep scenario pushes further into the large-scale modes. We
anticipate the largest scales to be the most sensitive to the
astrophysical information, thus a more uniform distribution
of noise from the medium-deep strategy over k-space will im-
prove the astrophysical parameter recovery. For the latter,
the best recovered UV parameters from the UV LFs alone
differ from those recovered from the 21-cm PS. Coupling
this with differences in the sensitivity per k-mode will cause
slight offsets when the 21-cm PS recovery is less sensitive as
shown in Park et al. (2019).
It is important to remember here that we only use
the 21-cm PS to compute the likelihood. Additionally in-
cluding non-Gaussian statistics (e.g. Watkinson & Pritchard
2014; Yoshiura et al. 2015; Kubota et al. 2016; Shimabukuro
et al. 2016; Kakiichi et al. 2017; Shimabukuro et al. 2017;
Shimabukuro & Semelin 2017; La Plante & Ntampaka 2018;
Majumdar et al. 2018; Giri et al. 2018a,b; Gillet et al. 2019;
Gorce & Pritchard 2019; Hassan et al. 2019; Watkinson et al.
2019) would improve the relative performance of the deep
survey, as it has the largest signal-to-noise for higher order
statistics.
3.2 Comparison to HERA
Finally, in Table 1, we compare the astrophysical forecasts
from SKA to those for a 1000hr observation from HERA
explored in Park et al. (2019). Note, in both instances we
only use the PS space above the wedge. Again, we caution
that this is not a direct like-for-like comparison as HERA
is a drift scan observation compared to the tracked scan-
ning to be performed by the SKA. Thus, HERA will have
better sensitivity on larger scales owing to reduced sample
variance (i.e. more independent observing fields) at the ex-
pense of small-scale sensitivity owing to increased thermal
noise. Nevertheless, we find that the medium-deep observ-
ing strategy marginally outperforms HERA as evidenced by
the slightly reduced fractional errors on the recovered astro-
physical parameters. We note, however, that SKA aims to
remove the foregrounds (Koopmans et al. 2015) and utilise
the full PS space inside the wedge as well, potentially signif-
icantly increasing its power to recover astrophysical param-
eters (DeBoer et al. 2017). Approximating these percentiles
as 1σ fractional errors we find [log10(f∗,10), α∗, log10(fesc,10),
αesc, t∗, log10(Mturn), E0, log10(LX<2 keV/SFR)] = (11.4,
12.3, 12.4, 24.0, 27.3, 2.0, 0.1, 9.8) per cent for the SKA and
(11.7, 12.8, 15.5, 33.3, 33.0, 2.4, 0.1, 6.0) for HERA. Note
again though that offsets arise in the median recovered as-
trophysical parameters relative to the fiducial parameters.
However, these again can be attributed to the combined ef-
fect of the instrumental sensitivity on different k-scales and
the chosen input UV LFs not preferring the same fiducial
galaxy UV parameters as the mock observation.
3.3 Impact of modelling uncertainty
Throughout this work we have included an additional 20
per cent modelling uncertainty to our estimation of the like-
lihood. However, it is useful to explore the idealised case
that modelling errors can be efficiently characterised and
accounted for. Thus in Figure 2 and summarised at the bot-
tom of Table 1, we compare our best-performing observing
strategy, the medium-deep survey, with and without this
modelling uncertainty.
Approximating the marginalised PDFs to
obtain simplified 1σ fractional errors, we find
[log10(f∗,10), α∗, log10(fesc,10), αesc, t∗, log10(Mturn),
E0, log10(LX<2 keV/SFR)] = (11.4, 12.3, 12.4, 24.0, 27.3,
2.0, 0.1, 9.8) per cent for the medium-deep scenario with the
modelling uncertainty compared to (8.1, 11.7, 10.4, 18.8,
26.8, 1.7, 0.1, 9.2) without the modelling uncertainty. Thus,
including a 20 per cent modelling uncertainty increases the
fractional uncertainties by (40.7, 5.1, 19.2, 27.7, 1.9, 18.0,
20.0, 6.5) per cent. The largest improvement in the recovery
is for the star-formation time-scale parameter. However, in
general, assuming no modelling error does not improve the
recovery dramatically, suggesting that it is not the largest
source of uncertainty, for this mock observation.
4 CONCLUSION
The ultimate goal for current and future reionisation ex-
periments is to recover a full three-dimensional view of the
early Universe through detection of the 21-cm signal of neu-
tral hydrogen. In doing so, we will be able to obtain insights
into the formation and nature of the first stars and galaxies
along with their growth over the first billion years.
The most ambitious upcoming 21-cm telescope is the
SKA. Here we provide EoR/CD astrophysical parameter
forecasts achievable with SKA1-low under some very con-
servative assumptions: (i) that only the EoR window above
the foreground wedge is used and (ii) 20 per cent modelling
uncertainties are included. We use a physically-motivated
galaxy formation model which allows us to make use of ob-
served LFs of high-z galaxies, in addition to mock SKA 21-
cm PS measurements.
We consider three different SKA observing strategies,
quantifying the trade-off between minimising the errors as-
sociated with cosmic (sample) variance and instrumental
(thermal) noise. For a fixed total integration time, we con-
sidered: (i) a deep 1000hr observation of a single patch of
sky (ii) a medium-deep 100hr observation of 10 independent
fields and (iii) a shallow 10hr observation of 100 indepen-
dent fields. We note that the SKA aims to observe about
five times this volume (Koopmans et al. 2015).
Under the above assumptions, we find that the deep and
medium-deep observing strategies perform almost equally
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Figure 2. Same as Figure 1 except now we compare the impact of the modelling uncertainty on the 10×100 hr (medium-deep) observing
strategy: (i) 20 per cent modelling uncertainty – blue and (ii) no modelling uncertainty – yellow.
well, both yielding tighter parameter constraints compared
with the shallow strategy. Approximated as 1σ uncertainties
the medium-deep survey recovers the following constraints:
[log10(f∗,10), α∗, log10(fesc,10), αesc, t∗, log10(Mturn), E0,
log10(LX<2 keV/SFR)] = (11.4, 12.3, 12.4, 24.0, 27.3, 2.0,
0.1, 9.8) per cent.
Additionally, we explore the impact of our chosen 20
per cent modelling uncertainty on our recovered astrophysi-
cal parameters. We find that an optimistic scenario in which
the modelling error can be completely corrected for, only
modestly improves parameter constraints (at most tens of
per cent). Thus, a modelling error at the level of a few tens
of per cent does not strongly degrade the accuracy of param-
eter recovery, for our galaxy formation model. With SKA1-
low we therefore will be able to recover the astrophysics of
reionisation and the CD at the level of ∼ 10 per cent, or
better.
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