ABSTRACT An integrated radar and communication system can cooperatively form a radar-communication network with significantly enhanced efficiency and considerably less occupied hardware resources. Such a system exhibits great advantages compared with traditional individual radar and communication modes. Numerous papers have proposed achieving the integrated functions based on phased array radar, whereas the channel modeling and channel estimation problems concerning communications are seldom discussed in the literature. In this paper, we propose a ray-cluster-based spatial channel model and a sounding channel estimation scheme realized on the existing hardware of phased array radar. Considering the correlation, we model the channel by comparing the difference between adjacent antennas, and we present the response vector of the antenna array. We analyze the number of beams that are needed to cover the space, and we present the sequence of directional beamforming vectors when sounding the channel. Redundant dictionary matrices are utilized to present the channel as a sparse signal recovery problem, in which the spatial sparsity is leveraged for performance enhancement. A sparsity adaptive matching pursuit (SAMP)-based compressed sensing tool is exploited for the sparse recovery problem and compared with the conventional least squares (LS) algorithm. The experimental results demonstrate that our proposed scheme can effectively solve the channel estimation problem in the integrated radar and communication system with reduced complexity, and it outperforms LS by 25% when considering mean square error (MSE) performance in general.
I. INTRODUCTION
Wireless communication and radar sensing are two of the most important applications of radio technology, and these applications have previously been designed and developed in different manners. However, due to the high similarity of transceiver structures, the integration of these two applications is feasible, which means that they can somehow be combined to share hardware resources, and related processing work is needed in signal generation and separation [1] - [3] . There is no doubt that a successfully integrated system could provide many advantages, such as structure simplification, cost reduction and interference mitigation [4] . Furthermore, transceivers that perform both radar and communication functions can cooperatively form a radar-communication network, which will significantly enhance the work efficiency of the entire system [5] , [6] . Accordingly, the integration of radar and communication with multi-functional capabilities can dramatically enhance the system efficiency, and it has attracted substantial attention from academic researchers.
Over the past several decades, the Office of Naval Research has been engaged in this field, and they launched a program called the Advanced Multifunction Radio Frequency Concept (AMRFC) in 1996, which aimed to share a common broadband antenna array to achieve multi-task capabilities of radar and communication [7] . However, the preceding program only presented a conceptual introduction to the integrated system and did not investigate the technical issues concerning communication. Recently, numerous works have proposed realizing communication functions by sharing the existing radar hardware, particularly the widely used phased array radar [8] , [9] . Phased array radar enjoys a large antenna aperture, which can emit signals with power gain and strong directivity. However, in phased array radar-based integrated radar-communication systems, reasonable channel modeling and accurate channel estimation are essential for guaranteeing the system performance, although few studies have addressed these issues in detail. Reference [10] proposed a burst single-carrier frequency-domain equalization scheme for data transmission, but its channel model was still based on the traditional independently distributed Rayleigh fading channel, which was not in accordance with practical scenarios. Reference [11] used antennas of phased array radar to transmit signals, but they ignored the effect of beamforming processing in array radar mode. Our previous work [2] realized the channel estimation processing based on radar mode, but did not illustrate the channel model we chose. Therefore, in a phased array radar-based integrated radar and communication system, which type of channel model is suitable and how the compulsory channel estimation scheme is performed are worth investigating.
With respect to the channel model and the channel estimation scheme based on radar hardware, there are three main issues. First, in phased array radar, the antenna spacing is half the length of the carrier wave, which results in a correlation between array antennas in general [12] . This means that directly adopting the Rayleigh or Rice fading model is no longer accurate; therefore, the channel model should take the correlation between antennas into consideration. Second, there is only a single radio frequency (RF) chain in phased array radar (a sub-array structure where each RF chain is connected with each sub-array is not included); therefore, only one signal can be radiated at one time regardless of how many antennas are equipped in the radar array. Moreover, the phase shifters located with each antenna control the signal direction by forming a narrow beam in a specific direction [12] , [13] . In radar mode, we can only transmit one signal at one time and in one direction, which indicates that the channel estimation scheme should be conducted by time and by direction successively. Third, integrated radar and communication systems are typically used in the open air regardless of airborne, shipboard or ground applications, where limited scatterers and reflectors are located within transmission space [14] . Consequently, the channel presents spatial sparsity characteristics, which can be leveraged for improving performance and simplifying calculations. Accordingly, in phased array radarbased integrated radar and communication systems, the above three issues should be taken into account for the channel model and channel estimation scheme.
In the remainder of this paper, based on phased array radar, we consider a ray-cluster-based spatial channel model and propose a sounding channel estimation scheme for the integrated radar and communication systems. First, considering the correlation between antennas, we model the difference in the response between adjacent antennas and provide the steering vector of an essentially located antenna array. The channel is modeled by physical multipaths between the transmitter and receiver, each with an attenuation and AOA (angle of arrival)/AOD (angle of departure). Second, due to the limited resolvability in the angular domain of the antenna array, we analyze the number of beams required to cover the space when sounding the channel. The above two points are not fully explained in the previous work [2] . Third, considering that the channel sounding is conducted by direction and by time successively, we provide a sequence of beamforming vectors to probe the channel, and the corresponding outputs are collected as the observations. Fourth, we leverage the compressive sensing-based redundant dictionary matrix to present the channel as a sparse signal recovery problem, and we solve it using the same sparsity adaptive matching pursuit (SAMP)-based algorithm in [2] . The experimental results show that our proposed method can solve the channel estimation problem effectively with reduced complexity, and it outperforms the LS algorithm by 25% in general.
The remainder of this paper is organized as follows. Section II presents the ray-cluster channel model that is suitable for integrated radar and communication systems. The resolvability in the angular domain, beamforming processing and channel sounding-based scheme are presented in Section III. The compressed sensing-based redundant dictionary channel transformation and SAMP-based channel estimation algorithm are formulated in Section IV. The experimental results of the proposed algorithm compared with the traditional LS algorithm are presented in Section V. Finally, the conclusions are drawn in Section VI.
Notations: Bold uppercase A is used to denote matrices while lowercase a is used to denote a vector. Superscripts A * , A T , A H , A −1 , A † are used to denote the conjugate, transport, the conjugate transport, the inverse and the pseudo-inverse of the matrix A, resp. A F is the Frobenius norm. I N denotes the N × N identity matrix and E(A) means the expectation operator. Moreover, c ∼ CN (µ, σ 2 ) indicates c is complex Gaussian distributed with mean µ and variance σ 2 .
II. CHANNEL MODELING OF INTEGRATED RADAR AND COMMUNICATION SYSTEMS
In this section, we would like to obtain some insights regarding the phased array radar-based wireless channel model. A narrowband channel representation is considered in the following. are evenly spaced on a straight line. The number of receive antennas is N . Let λ c denotes the antenna spacing, where λ c is the carrier wavelength and is the normalized antenna spacing, which is normalized to the carrier wavelength. In a phased array radar system, is primarily set as 1 2 . Note that the dimension of the antenna array is supposed to be considerably smaller than the distance between the signal generator and the receiver. The impulse response h k (τ ) from the transmitter to the kth receive antenna is
where c is the speed of light, d k is the distance between the signal generator and the kth receive antenna, and β is the attenuation of the transmission path, which is supposed to be the same for all the receive antennas. Suppose that d k /c 1/W , where W is the signal bandwidth. According to [15] , the channel gain can be written in another form as
where f c is the carrier frequency. Since the distance between the signal generator and the receiver is much larger than the size of the antenna array, the paths to each of the receive antennas are approximately equal to its first order:
where d is the distance from the signal generator to the first (or nearest) receive antenna and θ is the incident angle to the receive antenna array. Accordingly, the vector of channel
which indicates that the channel responses of serial receive antennas vary in phase by 2π sin θ due to the time delay.
Here, we define a response vector of the channel as
In fact, the channel response of the transmit antennas is reciprocal to that of the receive antennas, just replacing the corresponding departure angle and the number of antennas.
B. LINE-OF-SIGHT CHANNEL MODEL OF UNIFORM LINEAR ARRAY
Now consider the wireless channel with uniform linear array antennas on both sides. Suppose that there is only one direct line-of-sight path between the antennas, as shown in Fig. 1.(b) . The normalized antenna spacings are t and r of the transmitter and the receiver, respectively, and are set to be 1 2 in phased array radar. The channel gain between the ith transmit antenna and the kth receive antenna is
where d ik is the distance between the corresponding antennas and β is the path attenuation, which is assumed to be identical for all antenna pairs. Similar to (3), the distance d ik can be approximated to its first order as follows:
where d is the distance between transmit antenna 1 and receive antenna 1 (also the nearest pair) and θ t and θ r are the angles of arrival and departure of the path on the transmit and receive antenna arrays, respectively. By replacing (6) with (7), the channel gain can be rewritten as
Accordingly, the channel matrix of the uniform linear antenna array on both sides can be written as
where N t and N r are the numbers of antennas of the transmitter and receiver, respectively, and a r (θ r ) and a t (θ t ) are defined in (5).
C. RAY-CLUSTER-BASED SPATIAL CHANNEL MODEL
Now suppose that there is an arbitrary number of physical paths that may pass through the scatterers and reflectors between the transmitter and the receiver. With the lth path having an attenuation of β l , an angle θ l t of the transmit antenna and an angle θ l r of the receive antenna array, the channel matrix H of the uniform linear antenna array is written as
where
additionally, N p is the total number of paths, and d l is the distance between transmit antenna 1 and receive antenna 1 (or the nearest pair) along path l. a t (θ) and a r (θ) are the response vectors of the transmit and receive antenna arrays, respectively. In fact, one incident signal passing through one scatterer may generate more than one outgoing signal in different directions, and a more accurate channel model is based on a ray cluster [16] , where N c denotes the number of clusters and N r denotes the number of rays in one specific cluster. We illustrate this model in Fig. 3.(c) . The channel can be written as
where α c,r , θ c,r t and θ c,r r denote the complex gain, AOA and AOD of ray r in cluster c, respectively, and a t and a r denote the array response vectors for the transmit and receive antenna arrays, respectively.
The channel model that we discussed above is restricted to uniform linear antenna arrays; for other geometrical structures of antenna arrays, the major difference is that the response vectors vary due to the different delay responses of the antennas. By simply replacing the antenna response vectors, one can obtain the channel models of other array structures (more details are explained in [17] ). More importantly, the scheme and estimation that we subsequently present are applicable to any array structure.
III. PHASED ARRAY RADAR-BASED CHANNEL SOUNDING SCHEME
In this section, we still adopt a uniform linear antenna array as an example. First, the numbers of transmit and receive beams that are needed are illustrated in terms of the resolvability of the antenna array in the angular domain. Then, we present the beamforming processing in radar mode. Finally, the channel sounding scheme based on phased array radar is described.
A. RESOLVABILITY OF THE ANTENNA ARRAY IN THE ANGULAR DOMAIN
In this section, we illustrate the resolvability of the antenna array in the angular domain. Only consider the twodimensional plane. Let L t := N t t and L r := N r r denote the normalized lengths of the transmit and receive antenna arrays, respectively. The paths arrive from different directions, and the parameter 1/L r (1/L t is the same) can be viewed as a measure of resolvability from the perspective of the angular domain [17] . Similar to the role that the bandwidth W plays in the wireless channel, the parameter 1/W measures the resolvability of the signals in the time domain, and multipaths that arrive at time intervals that are much less than 1/W cannot be distinguished by the receiver; signals that arrive within an angle that is much less than 1/L r cannot be distinguished by the receive antenna either ( [15] is recommended for further explanation). Specifically, take the receiver as an example, and let θ r1 and θ r2 denote two different arrival directions; if
then the paths of these two directions cannot be distinguished by the receive antenna array, and they are aggregated to be viewed as one path. All of the above suggest that we should 'sample' the channel in the space angular domain at a fixed angular interval of 1/L t at the transmitter and at a fixed angular interval of 1/L r at the receiver. Let the angle θ vary from [− π 2 , π 2 ]; accordingly, the angular value sinθ ranges from -1 to 1, and the entire angular scope is 2. Therefore, the numbers of resolvable bins are as follows:
where t and r are normalized antenna spacings and are set to be 1 2 . Accordingly, to sound the channel and cover the space VOLUME 5, 2017
completely, every resolvable bin should transmit or receive a beam. This means that the number of transmit beams should equal the number of resolvable bins at the transmitter and the number of receive beams should equal the number of resolvable bins at the receiver. The mathematical formulation of the above conclusion is as follows:
where M t and M r denote the numbers of beams to be transmitted and received, respectively.
B. BEAMFORMING PROCESSING OF PHASED ARRAY RADAR
Radars perform beamforming to achieve long-range detection and tracking. Communication operations should follow the typical radar mode since the integration of radar and communication is based on existing radar hardware. Specifically, there are some basic principles of phased array radar as follows. First, through beamforming processing, the radiated signals from individual antennas are coherently stacked to form a beam in a given direction. Then, by adjusting the value of the phase shifter located with every antenna, phased array radar can generate the directional narrow beams that it needs. Moreover, because only a single RF chain is connected to an antenna array (a sub-array structure where each RF chain is connected to a specific sub-array is not included), even though there are a multitude of antennas in the array, all the antennas can only transmit the same signal (could still have different phase shifts) at one time. All of the above indicate that based on radar hardware, the communication operation is conducted by time and by direction sequentially. Consider the ULA antenna array at the transceivers; the beamforming processing of radar is shown in Fig. 2 . The radiation function of φ-angle from the array boresight is
where φ is the target orientation, φ b is the beam transmitting direction of the array, N is the number of antennas, and is the normalized antenna spacing, which equals 1 2 [12] . From (20) , we observe that when φ b = φ, the radiation function obtains the maximum. In other words, to form a φ-direction beam, the antenna array beamforming vector b(φ) ∈ N ×1 is as shown below:
where ϕ = 2π sin φ is the corresponding phase shift from element to element along the antenna array. Let M denote the number of generated beam patterns, and consider that the entire radiation direction varies from − 
C. BEAM SOUNDING SCHEME FOR CHANNEL ESTIMATION
Consider a point-to-point communication situation based on the phased array radar shown in Fig. 3 , where the transmitter and the receiver are equipped with N t and N r antennas, respectively. During the beam sounding period for channel estimation, the transmitter and the receiver successively radiate and receive the non-overlapped directional beams. Since both the transmitter and the receiver have only a single RF chain, they can generate only one sounding beam at one time. We assume that the channel changes slowly, and the transceiver could exploit the channel reciprocity. To sound the space of the channel, the transmitter adopts M t beamforming patterns denoted as (21) . Since there are N t and N r resolvable bins in the angular domain at the transmitter and the receiver, respectively, the number of sounding beams should equal the number of antennas, which is the conclusion that we reached in the previous section. 
where γ is the transmit power, H ∈ C N r ×N t is the channel matrix that is to be estimated, s m t is the transmitted pilot associated with the beamforming pattern b m t t , and n m r ,m t is the interference noise with respect to CN (0, σ 2 ). Collecting y m r ,m t for m r ∈ {1, . . . , M r } and m t ∈ {1, . . . , M t }, we obtain
and N ∈ C M r ×M t . S is a diagonal matrix with M t transmitted pilots s m t , where m t = 1, . . . , M t on its diagonal. Due to the distinction in the direction of the sounding beams, the transmitted pilots can be equal, i.e., S = I M t , and therefore, (23) can be written as
By sounding the space in beams, we have collected the channel information that we need up to now. The next step is to estimate the channel values that we obtained.
IV. SPARSE CHANNEL REPRESENTATION AND SAMP-BASED CHANNEL ESTIMATION ALGORITHM
In this section, we first use the dictionary matrix to transform the channel into a sparse one. Then, we adopt the SAMPbased algorithm to estimate the channel. Finally, the computational complexity of SAMP compared with LS is analyzed.
A. SPARSITY REPRESENTATION OF THE CHANNEL
Although the channel form in (14) is the practical physical model, it can be written in a more compact way as follows:
Considering the transmission environment where limited scatterers are located, the channel model in the integrated radar-communication system is low rank, which is explicitly reflected in the sparse nature of the channel matrix H. Next, we need to use the general redundant dictionary matrices to represent the channel in its sparse way. Now let AOAs/AODs be taken from a uniform grid of angle in terms of size G, i.e., θ π G }, with G N p to achieve the desired resolution. Define the array response matrices whose columns are the array response vectors corresponding to the candidate angles in the grid, as A t , A r . Specifically,
Using these grid matrices, the channel matrix H in (25) can be approximated with an N p -sparse matrix H b ∈ C G×G , i.e., H ≈ A r H b A H t . Note that while H a ∈ C N p ×N p is diagonal, H b is not a diagonal but a sparse matrix. There is grid error in the above approximation since the actual AOAs/AODs do not necessarily fall into the uniform grid of the angles. Moreover, this error could be mitigated or even neglected along with the increase in the number of the grid G. Ignoring the error, the channel matrix can be written as follows:
Here, we obtain the sparse representation of the channel. A t and A r are also called dictionary matrices (also a type of transform base) in compressed sensing theory [18] , which could transform the matrix into its sparse counterpart. Since A t and A r are determined in advance, the unknown variable is only H b when estimating H.
B. SAMP-BASED SPARSE CHANNEL ESTIMATION ALGORITHM
Here, we obtain the observation result Y of channel H and the dictionary matrices A t and A r ; the next step is to estimate the sparse H b . To address this estimation problem, we first vectorize the matrix Y. Using y to denote the vec(Y), (24) is rewritten as
where this equality comes from the identity vec(ABC)
Given (27), a common approach to compute vec(H) is to use the conventional LS estimator, which solves the problem by computing vec(H) = (P H P) −1 P H y and only requires M t M r ≥ N t N r . However, directly adopting the LS algorithm could lead to prohibitive computational operations, which is unacceptable in real systems. Hence, exploiting the spatial sparsity properties of the physical channel is quite essential. By transforming to the sparse channel form, we propose a compressed sensing-based channel estimation algorithm, which can significantly reduce the complexity while maintaining satisfactory performance.
Rewrite (27) in terms of the transformed sparse channel coefficients as
where this equality follows from (A ⊗ B)
can be recovered using the sensing matrix P. CS tools can be leveraged to solve this problem. The compressed sensing theory-based optimization expression for the sparse channel estimation is as follows [19] :
(29) VOLUME 5, 2017 Since realistic channel characteristics are unknown to the transceivers before estimation, we need to select an appropriate sparse recovery method. The classic SAMP algorithm can solve the sparse recovery problem because it reconstructs the signals without the need for prior information about the sparsity level [2] , [20] , [21] . The processing using the SAMP algorithm to recover the channel gains is shown below.
1: Input: Observation vector y, sensing matrix P and termination condition ε. 2: Parameter initialization: i=1, k=1, t=1 and r 0 = y. % i,k,t,r denote the iteration index, stage index,step size and residue, respectively.
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= = = = ∅; = t. % , are the supporting sets, denotes the sparsity level of the current stage. 4: repeat 5 :
t maximum value, record the corresponding row index in P, and form the set . 6 :
% make candidate elements.
7:
% choose the t maximum value, record the corresponding row index in P † i , and form the set . if r 2 2 < ε, then 10: quit the iteration. k=k+1; = j × t. % update the estimation stage. -sparsity level, steps 5 and 7 choose the t maximum value, record the corresponding row indices, and form a new set; step 6 presents the candidate list; and step 8 ∼ 11 computes the corresponding residual, and if the termination threshold is met, the algorithm is stopped. Otherwise, it updates the parameters and starts a new stage of calculation in steps 12 ∼ 17. Once we obtain the estimated output H b and we already know the dictionary matrices (A t and A r ) that transformed the channel, the corresponding result of the estimated channel, denoted as H, is written as
C. COMPLEXITY ANALYSIS
In this section, we compare the computational complexity of the SAMP and the LS. The computation load of LS algorithm mainly comes from calculating pseudo inverse of matrix contains pseudo inverse operations in step 8, but note that not all the elements in P but just some selected rows are involved in this operation, which means the computational complexity in this step is negligible. Therefore, for the SAMP based method, the computational complexity in each iteration mainly depends on the multiplication of P H and r i−1 with O(G 2 M t M r ) complexity. Still take the total number of iterations T into consideration, the computational complexity of SAMP is O(TG 2 M t M r ).
V. SIMULATION RESULTS
This section presents the simulation results of the proposed channel sounding scheme and the channel estimation algorithm of integrated radar and communication systems. The simulation parameters are set as follows. Both the transmitters and the receivers are equipped with uniform linear In Fig. 4 , we present the average mean square error (MSE) of channel estimation for both the SAMP algorithm and the LS algorithm, where the MSE is defined as (E[ H − H 2 2 / H 2 2 ]). The configurations in which both the transmitter and the receivers are equipped with N t = N r = 16, 32 and 48 antennas are compared. The parameter of gird size G is 96. The channel model is set to be 4 clusters, each with 1 ray. As shown in Fig. 4 , for all numbers of antennas, the MSE performances of SAMP are all better than those of LS, as expected, which is essentially because SAMP enjoys the sparse properties of the channel. Specifically, the proposed SAMP algorithm is 24.7% better than the LS estimator when SNR=16 dB. Moreover, the MSE decreases as the number of antennas increases. Take SNR=16 dB as an example; the MSE of 48 antennas is 39.6% better than that of 32 antennas, and it is 76.5% better than 16 antennas. This result is because more antennas can provide higher accuracy of spatial resolution and bring better estimation results.
In Fig. 5 , we present the convergence speed of the SAMP algorithm by computing the normalized residual error (NRE) at the ith iteration, which is defined as NRE i = r i 2 2 / y 2 2 . The number of antennas on both sides is set to be N t = N r = 32 with grid size G=64, and the observation result NRE is evaluated at SNR=5 dB, 15 dB and 25 dB. The channel model is set to be 4 clusters, each with 1 ray. As shown in Fig. 5 , the algorithm outputs a sufficiently small residual after 20∼30 iterations and reaches a steady state, which means that the total number of iterations T approximately equals this order of magnitude. Specifically, for N t = N r = 32 and G = 64, the computational complexity of SAMP is 1.04e 8 , and that of LS is 1.07e 9 . Fig. 6 depicts the distribution of the SAMP-based reconstructed distinct energy clusters of the sparse channel representation H b with different SNRs. The channel model is built as 4 clusters, each with 1 ray. The number of antennas of both sides is N t = N r = 32. The results presented in Fig. 6 validate that the dictionary matrices A t and A r indeed transform the channel to its sparse counterpart and can be leveraged for the subsequent estimation procedure. Specifically, for an N p = 4 multipath physical channel, the corresponding H b exhibits four distinct clusters with varying SNRs. As shown, when SNR=5 dB, the clusters are slightly decentralized with small fluctuations outside. However, thanks to the mitigation of noise interference, the clusters are sharpened with little channel energy distributed outside when SNR=25 dB. This figure shows that there are powerful multipaths of different directions in transmission space. These results can be leveraged to form a space division multiplexing transmission system and improve the efficiency of the communication, which will be discussed in our future work. Fig. 7 shows the MSE performance of SAMP compared with LS along with different sparsity levels. The simulation is performed with SNR=5 dB, 15 dB and 25 dB. The number of antennas of both sides is N t = N r = 32. In the channel model, the number of clusters is varied, but each with only one ray. The parameter of gird size G is 64. As shown in Fig. 7 , as the sparsity level increases, the performance of LS changes quite slightly, whereas the performance of SAMP exhibits a large difference. Specifically, we observe that when SNR=25 dB, the performance of a sparsity level of 50 is much worse than that of a sparsity level of 4 in the SAMP-based results, whereas the LS's results remain steady. This is because the LS algorithm is based on a matrix inversion method, whereas SAMP is a compressed sensing solution whose performance relies greatly on the sparsity level of the system. Moreover, we observe that along with increasing SNR, the performances of SAMP and LS are both much better, and this result is evidently due to the lower noise interference. Furthermore, when comparing the results of SAMP with different SNRs, we observe that with high SNRs, the MSE performance is much different along with the sparsity level. This is because the sparsity parameter does not make a difference in the MSE when the SNR is low enough, which means that both the SNR and the sparsity level determine the system performance.
In Fig. 8 , we compare the performance difference of two generation modes of multipaths. One channel model is that the number of clusters is 4, with 3 rays in each, and the other is with 12 clusters and 1 ray in each. Both models have the same sparsity level. The number of antennas of both sides is N t = N r = 32. The parameter of gird size G is 64. In the simulation, we observe that the performances of the two modes are almost identical whether based on the SAMP algorithm or the LS algorithm. The curves in the figure produced by SAMP and LS are nearly overlapped with each other. This result indicates that the two modes of multipath generation do not impact the system performance as long as they share the same sparsity level. Fig. 9 presents the influence of the grid size G on MSE performance in the SAMP algorithm. The parameter of the number of antennas is N t = N r = 32. The channel model used is 4 clusters, each with 1 ray. The observation results are evaluated at SNR=5 dB, 15 dB and 25 dB. As shown in this figure, the MSE performances are first improving as the SNR increases. Moreover, for each curve in the figure, when G becomes larger, the MSE decreases. This result occurs because a larger G could mitigate angle error when estimating the channel. Note that for N t = N r = 32, the MSE performance stabilizes when G≥64, and increasing G could not further reduce the estimation error. This result means that we do not need to choose an infinite G to obtain satisfactory results; rather, we can just choose the smallest G that begins to make the results stable. Additionally, this is the reason why we choose G=64 for the other simulations when the antenna number is N t = N r = 32.
VI. CONCLUSION
In this paper, based on phased array radar, we proposed a raycluster-based spatial channel model and a sounding channel estimation scheme for integrated radar and communication systems. The channel was modeled by physical multipaths between the transmitter and receiver, each with an attenuation and AOA/AOD. The number of beams needed to cover the space was analyzed in terms of resolvability in the angular domain. The directional beamforming vectors were presented to probe the channel. Redundant dictionary matrices were utilized to present the channel as a sparse signal recovery problem, and the SAMP-based algorithm was leveraged to solve this problem. The experimental results show that the proposed method could solve the channel estimation problem with reduced complexity and outperform the LS algorithm by 25% in general. Future work will focus on the space division multiplexing transmission problem based on our channel estimation results of integrated radar and communication systems.
