Abstract: Given an ordering of the vertices of a graph one can construct a maximal stable set of that graph applying a simple greedy algorithm. By investigating certain conditions on the orderings of the vertices, N.V.R. Mahadev and B.A. Reed [5] characterized a class of graphs for which a maximum stable set -and hence also the stability number -can be computed in polynomial time in this way. In this paper we give a partial answer to a question raised by them in [5] by characterizing all triangle-free graphs for which vertex orderings satisfying a certain condition yield a maximum stable set in polynomial time.
Introduction
We consider simple and finite graphs G = (V (G), E(G)) with vertex set V (G) and edge set E(G). The neighbourhood and the degree of a vertex v ∈ V (G) in the graph G are denoted by N (v, G) and d (v, G) . P n and C n denote the chordless path and the chordless cycle on n vertices, respectively. K n,m denotes the complete bipartite graph on partite sets with cardinalities n and m. G [V ] denotes the subgraph of G that is induced by a set V ⊆ V (G). A graph is trianglefree, if it does not contain C 3 as an induced subgraph. A connected graph is a tree, if it contains no cycles and a cactus, if no two cycles in the graph share an edge. (Equivalently, all blocks of a cactus are either induced cycles or P 2 's or isolated vertices.)
A set S ⊆ V (G) of pairwise non-adjacent vertices in a graph G is called stable. A set S is maximal (maximum) stable in the graph G, if G contains no stable set S = S with S ⊂ S (|S| < |S |). The stability number α(G) of a graph G is the cardinality of a maximum stable set.
Given an ordering v 1 ...v n of the vertices V (G) = {v 1 , ..., v n } of a graph G, the application of the following greedy algorithm yields a maximal stable set of G.
Greedy Algorithm Scan the vertices in the given order and put v i in S only if no vertex v j in S with j < i is adjacent to it.
The cardinality of the stable set that arises in this way will be denoted by α(G; v 1 ...v n ). If α(G) = α(G; v 1 ...v n ), then we call the ordering v 1 ...v n an α-ordering. Note that every graph has an α-ordering. As the determination of a maximum stable set is NP-hard [2] , the determination of an α-ordering for a given graph is also NP-hard.
In [5] , Mahadev and Reed considered the above approach and studied the following two types of orderings In fact, they gave a complete characterization of the graphs that have Property 1 in terms of 6 forbidden induced subgraphs. Their characterization generalizes results of Hertz [3] and Mahadev [4] concerning classes of graphs for which the stability number can be computed in polynomial time. They mentioned that a complete characterization of graphs having Property 2 remains open and proved that trees have that property (see Proposition 3.1 in [5] ).
In this paper we will give a partial answer to their question by proving a complete characterization of all triangle-free graphs that have Property 2 in terms of an infinite number of forbidden induced subgraphs.
Whenever greedy algorithms for NP-hard problems are used, the choice of the ordering of the vertices to which they are applied is crucial for their performance. Hence the study of simple conditions on such orderings is a natural approach to deal with these problems. Orderings similar to those above have, for instance, been studied in the context of vertex colorings (see for instance [1] , [6] , [7] and [8] ).
As a motivation for the orderings of Types 1 and 2, we want to point out that it seems intuitively good for the performance of the greedy algorithm if vertices which are chosen at an early stage of the algorithm eliminate only few of the vertices which are still to be scanned. In view of this remark, orderings of Type 2 seem to be superiour to orderings of Type 1.
Results
We now define three classes of graph which contain the forbidden induced subgraphs we use in our main results. We will write Figure 2 .) Figure 2 Definition 3 A graph G belongs to C 3 if and only if
the only edges of G that do not have both endpoints in either
X or Y or Z are x 1 z 1 and y 1 z 2k +1 for some k, k ≥ 2 and k ≥ 1. (The case k = 2, k = 3 and k = 2 is displayed in Figure 3.) u u u u u u u u u u u u u u u u u r r r r r r¨ẍ 1 z 1 z 2 z 5 y 1
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For C = C 1 ∪ C 2 ∪ C 3 we have the following lemma.
Lemma 1 No graph G ∈ C has Property 2.
Proof: We indicate the orderings v 1 ...v n of the vertices of the graphs G ∈ C of Type 2 that yield
and use the notation of the above definitions to denote the vertices.
The remaining simple verifications are left to the reader. 2
Our main result is the following characterization whose proof will be given later.
Theorem 1 A triangle-free graph G has Property 2 if and only it contains no graph in C as an induced subgraph.
Note that no graph G ∈ C contains a graph G ∈ C with G = G as an induced subgraph. Hence the list C is minimal. Instead of proving Theorem 1 directly, we will prove the following structural result which will imply Theorem 1.
Theorem 2 Let G be a connected, triangle-free graph. If G does not contain any graph in C as an induced subgraph, then one of the following four conditions holds.
1. G is an even cycle.
G is a complete bipartite graph
for some k ≥ 3.
G belongs to the class K of graphs (defined below).
Before we prove Theorem 2, we have to define the class K appearing in the theorem which is a class of certain cacti. We do this in two steps, first defining a class K 0 .
Definition 4 A graph G belongs to K 0 if and only if it can be constructed in the following way.
1. Let C 1 , ..., C l for some l ≥ 0 be odd cycles of length ≥ 5. 
Let
Note that every tree and odd cycle of length ≥ 5 belongs to K 0 (just choose l = 0 for the trees and l = 1 and T 0 , T 1 = P 1 for the cycles). The graphs G i for i = 2, 3, 4 in Figure 5 give examples of graphs constructed as in 'i. Figure 5 Lemma 2 Every graph in K has Property 2.
Proof: Since the class K is closed under taking induced subgraphs, it is enough to prove that α(G; v 1 ...v n ) = α(G) for a graph G ∈ K and an ordering v 1 ...v n of the vertices of G that is of Type 2. We will prove the lemma only for a graph that is as in 1, 2 or 3 of Definition 5. For graphs as in 4 of Definition 5 the straightforward and tedious proof works along exactly the same lines and is left to the reader.
Let v 1 ...v n be an ordering of the vertices of G of Type 2 and let S be the output of the greedy algorithm applied to that ordering. Let V C be the vertices of G that belong to some cycle of G and let T 1 , ..., T ν be the components of G[V (G) \ V C ]. Note that the ordering v 1 ...v n will first repeatedly 'cut off' vertices of degree 1 which eliminates all but at most two vertices in V (G) \ V C . Therefore the restriction of the ordering v 1 ...v n to the vertex set of T i for some 1 ≤ i ≤ ν is an ordering of the vertices of T i that is of Type 2.
Let C 1 , ..., C µ be the cycles of G. Since each of the cycles C i for 1 ≤ i ≤ µ has at most two vertices of degree ≥ 3 and such vertices are at distance two in the cycle, we have that
We have that
First, we assume that i < j for all v i ∈ V (G) \ V C and v j ∈ V C . In this case, we have that α(T i ) = |S ∩ V (T i )| for 1 ≤ i ≤ ν, since trees have Property 2 by the result of Mahadev and Reed [5] . This implies
Hence there is a vertex v i ∈ V (G) \ V C and a vertex v j ∈ V C such that j < i which implies that there is a path whose endvertices belong to V C that contains a vertex of V (G) \ V C . This implies that G is as in 2 of Definition 5. Let a 1 and a 2 be the center-vertices of the two stars K 1,n 1 and
First, we assume that a 2 ∈ V C . Let a 1 , a 2 ∈ V (T 1 ) and let a 1 = v j 1 and a 2 = v j 2 with j 1 < j 2 . It is easy to see that
contains no neighbour of a 1 or a 2 . This implies that α(T 1 ) = |S ∩ V (T 1 )| and we conclude as above. Secondly, if a 2 ∈ V C , then a similar reasoning yields
Now, we proceed to the proofs of Theorems 1 and 2.
Proof of Theorem 2:
We assume that G satisfies the assumptions of the theorem but is not as in 1,2 or 3 of the theorem. We will show that G belongs to K. If G is a tree, then we are done. Hence we assume that G contains a chordless cycle. We abbreviate the argument "G does not contain any graph in C as an induced subgraph" as "( * )". For any chordless cycle C of G, we have
Claim 1 G contains no even chordless cycle
C : x 1 ...x 2k , i.e. V (C) = {x 1 , ..., x 2k } and E(C) = {x 1 x 2k , x i x i+1 |1 ≤ i ≤ 2k − 1}.
Proof of Claim 1:
Inductively, using different 4-cycles, we obtain that G is K n 1 ,n 2 with n 1 ≥ n 2 ≥ 2 which is a contradiction. Hence k ≥ 3. As ( * ), no vertex in N (C) has only one neighbour in V (C). Claim 1.1 Every vertex in N (C) has exactly two neighbours in V (C) which are at odd distance in C, i.e. a path in C between these neighbours has an odd number of edges.
Proof of Claim 1.1: Assume that there is a vertex y ∈ N (C) with two neighbours in C which are at even distance in C.
Without loss of generality we assume that x 1 , x 2a+1 ∈ N (y, C) for some 1 ≤ a ≤ k − 1 and If N (y, G) ∩ {x 2 , ..., x 2a } = ∅, then  G[{x 1 , x 2 , ..., x 2a+1 , y, x 2k }] ∈ C 1 . Hence, by the choice of x 1 and x 2a+1 , we have x 2b ∈ N (y, C) for some 2 ≤ b ≤ a − 1 and without loss of generality
Hence all neighbours in V (C) of vertices in N (C) are at odd distance in C. This also implies that no vertex in N (C) has more than two neighbours in V (C). 2
Proof of Claim 1.2: We assume that there are two vertices y, z ∈ N (C). By Claim 1.1, we may assume that N (y,
If y and z are not adjacent, then
Hence assume that y and z are adjacent . If j is even, then G[{x 1 , y, z, x j , . .., x 2k , x 2 }] ∈ C 1 and if j is odd, then i = 2a (since G is triangle-free), i is even and G[{x 1 , y, z, x j , ..., x 2k , x 2a , x 
Assume now that 1 = i < 2a ≤ j ≤ 2k. The vertices y and z are not adjacent (G is triangle-free) and
Hence we can assume that 1 < i < 2a < j ≤ 2k. As G is not a tree, let C : x 1 ...x 2k+1 be an odd chordless cycle in G.
Claim 2 Every vertex y ∈ N (C) has only one neighbour in V (C).
Proof of Claim 2:
If |N (y, C)| ≥ 2 for y ∈ N (C), then we can assume without loss of generality that
which is a contradiction and Claim 2 is proved. 2
There is no path in G joining y ∈ N (C) to a vertex in V (C) − {x 1 } that avoids the edge yx 1 .
Proof of Claim 3:
Let P : y = y 1 ...y l be a shortest path in G joining y ∈ N (C) to a vertex in V (C) − {x 1 } that avoids the edge yx 1 , i.e. V (P ) = {y 1 , y 2 , ..., y l }, y = y 1 and an even chordless cycle. This is a contradiction. 2
The above claims imply that G is a cactus-graph, in which all cycles have odd length ≥ 5. Furthermore, as ( * ), in every cycle there are at most two vertices of degree ≥ 3 and if there are two such vertices, then they are at distance two in the cycle.
We assume now that there is a cycle C such that the graph G which arises from G by deleting all edges in C, has at least two components H 1 and H 2 each containing a cycle C 1 and C 2 , respectively. There are shortest paths P 1 : x 1 ...x l 1 for some l 1 ≥ 1 and P 2 : y 1 ...y l 2 for some l 2 ≥ 1 in G such that x 1 , y 1 ∈ V (C), x l 1 ∈ V (C 1 ) and y l 2 ∈ V (C 2 ). The vertices x 1 and y 1 are at distance two in C. Without loss of generality we may assume l 1 ≥ l 2 . By Claim 1 and as the vertices of degree ≥ 3 in any cycle are at distance two in the cycle, the paths P 1 and P 2 are induced.
If (l 1 , l 2 ) = (2, 1) or if l 1 , l 2 ≥ 2, then G contains a induced subgraph in C 3 . Hence (l 1 , l 2 ) = (1, 1) for all such paths and this implies that G is as in 3 of Definition 5. Now we assume that for every cycle C the graph G defined as above has at most one component containing a cycle. If G contains only one cycle, then clearly G ∈ K 0 and we are done. Hence there are at least two cycles in G. Choose two cycles C 1 and C 2 of G such that
is maximum (dist G (u, v) denotes the distance of the vertices u and v in the graph G). Let P : x 1 ...x l be a path in G such that x 1 ∈ V (C 1 ) and x l ∈ V (C 2 ). P is an induced path. If l ≤ 4, then G is as in 2 of Definition 5. If l is odd, then l ≥ 5, as ( * ). Hence l ≥ 6 and l is even. As the vertices x 1 and x l belong to cycles, we obtain that G is as in 4 of Definition 5. Hence, G ∈ K and the proof is complete. 2 k ≥ 3 with V (H k ) = {x} ∪ {y 1 , ..., y k } ∪ {z 1 , ..., z k }, N (x, H k ) = {y 1 , ..., y k }, {y 1 , . .., y k } induces a stable set, {z 1 , ..., z k } induces a complete graph and y i z j ∈ E(H k ) for 1 ≤ i, j ≤ k. Clearly, every ordering v 1 ...v n that is of Type 1 or 2 has v 1 = x and hence α(H k ; v 1 ...v n ) = 2 whereas α(H k ) = k.
Finally, it is natural to ask what performance guarantees can be given for the described approach to "approximate" the stability number of a graph. In this vein, it is, for instance, easy to see that in a claw-free graph G (a 'claw' is the complete bipartite graph K 1,3 ) every maximal stable set S in G satisfies α(G) ≤ 2|S|. We think that the cardinality of the maximal stable sets constructed by the greedy algorithm using vertex orderings that are of Type 2 are closer to α (G) . To be precise, we pose the following conjecture. 
