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Abstract
Mitral regurgitation is one of the most prevalent valvular heart disease. Proper evaluation of its severity is
necessary to choose appropriate treatment. The PISA method, based on Color Doppler echocardiography, is
widely used in the clinical setting to estimate various relevant quantities related to the severity of the disease.
In this paper, the use of a pipeline to quickly generate image-based numerical simulation of intracardiac
hemodynamics is investigated. The pipeline capabilities are evaluated on a database of twelve volunteers. Full
pre-processing is achieved completely automatically in 55 minutes, on average, with small registration errors
compared to the image spatial resolution. This pipeline is then used to study the intracardiac hemodynamics
in the presence of diseased mitral valve. A strong variability among the simulated cases, mainly due to
the valve geometry and regurgitation specifics, is found. The results from those numerical simulations is
used to assess the potential limitations of the PISA method with respect to different MR types. While the
PISA method provides reasonable estimates in the case of a simple circular regurgitation, it is shown that
unsatisfying estimates are obtained in the case of non-circular leakage. Moreover, it is shown that the choice
of high aliasing velocities can lead to difficulties in quantifying MR.
Keywords: Patient-specific, Numerical simulation, Mitral regurgitation
1. Introduction
Mitral regurgitation (MR), resulting from pathologies affecting the mitral valve complex [31], is one of
the most prevalent valvular heart disease [28, 1]. MR is classified using the Carpentier classification in Type
1 (normal leaflets motion), Type 2 (excessive leaflet motion) and Type 3 (restrictive leaflet motion) [9]. The
current clinical guidelines recommend integrating specific, supportive and quantitative features to provide
the best MR severity assessment [19, 41, 35]. In that regard, echocardiography plays a significant role in
the evaluation of the severity of the MR [35]. Using this imaging technique, effective regurgitant orifice
area (EROA), regurgitant volume (RV) and regurgitant fraction (RF) can be estimated using the proximal
isovelocity surface area (PISA) method [5]. Although easy to apply, the PISA method suffers from an
important number of limitations, due to oversimplifiying assumptions and to the fact that echocardiography
is highly physician dependent [32, 41, 19]. We believe that numerical simulation could provide a better
insight about the heterogeneous hemodynamics resulting from the different types of MR and help assess the
limitations of the current clinical evaluation tools, in particular the PISA technique.
A strong trend in the cardiac modeling community is to personalize models using patient-specific data,
geometry and dynamics derived from imaging devices such as computed tomography [12, 25, 23, 17], magnetic
resonance imaging [40, 38] or echocardiography [6, 38]. The reasons behind this trend is multi-fold. First,
by exploiting the patient-specific hemodynamics, relevant clinical information can be obtained [14]. For
example, local informations that cannot be directly obtained on the images, such as the pressures, can be
obtained from the simulation results. Moreover, if the predictive power of the models are good enough,
medical interventions can be simulated in advance to predict their outcomes and provide tailored care to
patients. Finally, by building a big database of in silico cases based on real patients, the medical community
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can build a statistical description of the population hemodynamics. Personalizing models, however, brings
several additional layers of complexity.
Focusing on intracardiac hemodynamics, several steps are usually required to personalize 3D CFD models
based on patient-specific images. The cardiac cavities are first segmented in order to extract the cardiac
geometry and dynamics. While this step is nowadays mainly automated, thanks to robust image processing
algorithms, the resulting segmented surfaces usually need to go through a serie of operations including
mesh cleaning, valve insertion, volumetric mesh generation, surface labeling, inlet and outlet extrusions
and refinement of region of interest. Finally, the cardiac dynamics also need to be extracted before being
used as boundary condition of the numerical simulations [14]. Recent review of patient-specific cardiac flow
simulations report that those pre-processing steps are time-consuming, with an order of magnitude of several
hours [27, 14].
The objective of this paper is to investigate the use of a pre-processing pipeline [36] designed to speed-
up the personalization of 3D CFD models. Twelve Real-Time 3D Echocardiography (RT3DE) sequences of
healthy volunteers are used to highlight the benefits and limitations of the proposed pipeline. The capabilities
of the pipeline to quickly generate realistic CFD simulations are then leveraged to study the intracardiac
hemodynamic variability in the presence of diseased mitral valve. Finally, the results from those numerical
simulations are used to assess the potential limitations of the PISA method with respect to different MR
types.
2. Image-based CFD modeling
In this section, the strategy considered to generate image-based CFD simulations is detailed. First, a
generic geometry of the left heart and a mathematical model of the intracardiac hemodynamics are presented.
The strategy used to automatically adapt this generic model to RT3DE sequences is then described.
2.1. Generic geometry description
The computational domain has been created based on the Zygote 3D Human Heart Model1, a geometrical
model based on Computed Tomography and Magnetic Resonance Imaging of a healthy, middle-aged, Cau-
casian male. From this geometry, the inner layer of cardiac tissue, i.e. the layer in contact with the blood,
was extracted. The two right cavities were discarded and the left ventricle and left atrium inner surfaces
were used as a basis of the so-called generic geometry. Manual edition of the surface mesh, using the software
Materialise 3-Matic V11.0 2 , was performed to add the atrial septum. Surface smoothing was performed to
ensure that the surface was free of artifacts. A portion of the ascending aorta was also included in the fluid
domain in order to model a short section of blood after the aortic valve location. The resulting fluid domain
is shown on Figure 1a.
The mathematical model of the valve, described in Section 2.2, requires inclusion of the valve geometri-
cal surfaces in open and/or closed configuration. The mitral valve was designed, both in open and closed
configuration, using the computer aided design (CAD) software SALOME V7.7.1 3. Carpentier’s functional
classification of MV diseases [9] was used to design three different MV closed-state geometries (Appendix Ap-
pendix A) to allow the modeling of Type 1, Type 2 and Type 3 MR. On the other hand, the closed aortic valve
could be taken directly from the Zygote 3D Human Heart Model and the aortic valve in open-configuration
was not included. The valve surfaces were inserted in the full geometrical domain, as illustrated on Figure 1b.
2.2. Mathematical modeling of the cardiac hemodynamics
Consider the domain Ω ⊂ R3 in which the fluid is described. The solid layer of tissue surrounding the fluid
is denoted by ∂Ωs. This boundary can be decomposed into the atrium endocardium ∂Ωs,at, the ventricular
endocardium ∂Ωs,v, and the aorta walls ∂Ωs,ao : ∂Ωs = ∂Ωs,at∪∂Ωs,v∪∂Ωs,ao. The valve surfaces are denoted
by Σao,c (aortic valve in closed configuration), Σmv,o (mitral valve in open configuration) and Σmv,c (mitral
1Zygote Media Group, Inc. (UT, USA), https://www.zygote.com/cad-models (last accessed 03 Dec 2018)
2https://www.materialise.com/fr/software/3-matic (last accessed 03 Dec 2018)
3https://www.salome-platform.org/ (last accessed 03 Dec 2018)
2
(a) (b)
Figure 1: (a) Fluid domain and (b) immersed valves. On each figure, the Zygote 3D Human Heart Model is displayed in
transparency for illustration purpose.
valve in closed configuration). The fluid inlets, cross-section of the four pulmonary veins, are denoted ∂Ωpv.
The fluid outlet, cross-section of the aorta, is denoted ∂Ωao.
The blood is modeled as an homogeneous, incompressible, single-phase Newtonian fluid using the Navier-
Stokes equations. The fluid is described by its velocity u and its pressure p. The Cauchy stress tensor
σ(u, p) = −pI + 2µε(u) is defined to characterize the modeled fluid. In this Cauchy stress tensor, µ is the




is the symmetric strain rate tensor.
The valves are modeled using the Resistive Immersed Surface (RIS) model originally proposed to model
flow through a porous interface [18] and further extended to model the heart valves [4]. The RIS model
consists of introducing dissipative surface terms in the N-S momentum equation at the leaflet locations. This
model is chosen to allow a 3D representation of the heart valve while keeping the numerical complexity of
the model reasonable compared to FSI. We denote by δΣi the Dirac measure on the immersed surface Σi
and by RΣi(t) the associated scalar resistance. In the limit RΣi → ∞, this model is equivalent to imposing
no-slip boundary condition on the immersed surface. In order to model valve regurgitation, the original scalar
resistance term RΣi(t) was redefined as a scalar field RΣi(x, t) to locally control the porous behavior of the
valve and allow blood to pass through at specific locations.
The ALE formulation was considered to alleviate the difficulties arising from the large deformation of the
cardiac cavities. An arbitrary mapping A is defined to map the reference domain Ω into the current spatial
domain Ω(t) at each time instant.
A : Ω× R+ → Ω(t)
(χ, t) → x










Provided a boundary displacement d(x, t) on Γ ⊂ ∂Ωs, the displacement of the fluid domain is obtained
using an arbitrary lifting operator L and the fluid domain velocity w can then be recovered. One of the
main difficulties of the ALE method is to handle very large deformation of the domain. In that regard, the
strategy described by Landajuela et al. [22] was used: the lifted displacements are computed by solving a
linear elasticity problem incrementally to enhance the robustness with respect to large deformations. Ad-
ditionally, the Lam parameters are defined element-wise in such a way that small elements are stiffer than
large elements [33].
The complete mathematical model therefore reads :
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1. Find the domain velocity w : Ω× R+ → R3 such that, given an arbitrary chosen lifting operator L, a









2. Find the velocity u : Ω× R+ → R3 and the pressure p : Ω× R+ → R such that, under a certain set of









−∇ · σ(u, p) +
∑
i
δΣiRΣi(x, t) (u−w) = f in Ω(t) (3)
∇ · u = 0 in Ω(t) (4)
2.3. Time and space discretization
In what follows, we denote by τ the time-step length. The time discretization of (3)-(4) is performed via
a semi-implicit backward Euler scheme. As regards the discretization in space, a stabilized finite element
method is considered. To this purpose, we consider a family of triangulations {Th}0<h<1 of the reference
fluid domain Ω which are fitted to the (reference) valve surfaces Σi. The discrete space for the velocity
Vh ⊂ [H1(Ω)]3 is the standard Lagrange finite element space of continuous piecewise affine functions. The
pressure space Qh ⊂ L2(Ω) is also made of piecewise affine functions which are globally continuous except








































fn · vh −
∫
∂Ωnpv
Pnpvn · vh −
∫
∂Ωnao
Pnaon · vh (5)
for all (v̂h, q̂h) ∈ Vh ×Qh with v̂h|∂Ωs = 0.
In (5), we have considered the discrete Navier-Stokes tri-linear form
afΩn,h
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δh (ρ (zh ·∇)uh + ∇ph) · (ρ (zh · ∇)vh + ∇qh) ,
where the last term stands for the SUPG/PSPG stabilization (see, e.g., [34]).
Remark: In (5), the fluid integrals in the deformed configurations has to be evaluated by composition
with the corresponding discrete ALE map. For example, for the the second term we have∫
Ωn






−1 · v̂h ◦ (Anh)−1.
4
2.4. Initial and boundary conditions
The fluid is initially considered at rest (6). On the solid surfaces, it is assumed that the fluid has zero
velocity relative to the solid boundary ∂Ωs (7) (i.e. no-slip BC). At the inlet (pulmonary vein cross-sections),
a normal stress is applied to impose a constant static pressure Ppv (8). Finally, a normal stress was also
applied at the outlet of the domain (9). As it was shown that proper choice of outlet boundary condition
is critical to obtain realistic physiological behavior [39], a Windkessel RCR lumped parameter model was
therefore chosen to represent the afterload of the heart related to the arterial system (10). A backflow
stabilization based on a local regularization of the fluid velocity is applied at the aortic outlet [16], eventually
modifying (9). In (10), the proximal resistance Rp, distal resistance Rd, capacitance C and distal pressure
Pd(t) are parameters of the model that must be chosen appropriately.
u|t=0 = 0 in Ω(0), (6)
u|∂Ωs = w on ∂Ωs(t), (7)
σ(u, p) · n = −Ppvn on ∂Ωpv(t), (8)











2.5. Automated patient-specific pipeline
In this section, a strategy to combine patient-specific data with the hemodynamical model is described.
Using the software QLab, 3DQAdvanced Plugin (Philips, Andover, MA), Real-Time 3D echocardiographic
images can be processed to obtain sequences of surfaces that depicts the LV surface and its dynamics. Instead
of manually processing the segmented surfaces, a methodology is proposed to minimize the amount of pre-
processing work. The basic idea is to morph the generic mesh to produce a personalized geometry, an idea
borrowed from the field of bone mechanics [13, 8] and previously introduced in [36]. The main steps of the
pipeline are now presented.
2.5.1. Generic mesh registration
A reference frame of the RT3DE sequence is chosen and its associated segmented mesh is considered. The
generic mesh, described in Section 2.1, and the segmented mesh exhibit different local geometries. Moreover,
their position in space, topology and size are different. As no atrium and aorta exist in the segmented mesh,
those two elements will not be used to drive the registration process. Formally, the objective a the registration
process is to find a spatial transformation Φ that maps an object A onto another object B. This amounts to
minimize the distance between Φ(A) and B under some appropriately chosen norm.
As the two LV surfaces exhibit positioning differences as well as local surface differences, a two-step
strategy is proposed to handle this registration process. First, an initial affine transformation Φ1 will be used
to register the main anatomical parts of the generic ventricle to the patient-specific surface. A deformable
transformation Φ2 will then be used to deform this coarsely registered generic surface to fit patient-specific
surface. The goal of this two-phase strategy is to use as much a priori information as possible in the first phase
to simplify the requirements of the deformable registration phase, usually more computationally intensive.
The following assumptions are considered:
• The apex position is known for each LV mesh;
• The aorta outlet position is known for each LV mesh;
• The base to apex distance is known for each LV mesh.
Using those assumptions, the following transformation are computed:
1. Translation of the apex of the generic mesh onto the apex of the segmentation(transformation Φ1,t);
2. Rotation of the generic mesh to align its long axis with the long axis of the segmented ventricle
(transformation Φ1,la));
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3. Rotation of the generic mesh to align its aortic out-tract with the segmented ventricle aortic out-
tract(transformation Φ1,ao));
4. Scaling of the generic mesh so that its base to apex distance is equal to the base to apex distance of
the segmented ventricle (transformation Φ1,s);
The total affine transformation Φ1 of the generic surface is the composition of all the above transformation:
Φ1 = Φ1,s ◦ Φ1,ao ◦ Φ1,la ◦ Φ1,t
As a result of this first registration step, the two ventricle surfaces are considered superimposed with
their main anatomical features positioned at approximately the same location. The objective of the second
registration step is to obtain a transformation Φ2 which fits the surface of the generic mesh onto the image
segmentation. In order to maintain the original generic mesh integrity, several constraints are imposed:
the deformable registration should not change the mesh connectivity, and mesh triangle elements should
not be degenerated by the transformation. For those reasons, a special interest was given to the group of
diffeomorphisms, a special class of maps which enforces those constraints. In this work, the Large Deformation
Diffeomorphic Metric Mapping (LDDMM) framework [2, 20, 15] implemented in the open-source software
Deformetrica [15] was used.
In this software, ncp control points (qi)i=1,··· ,ncp are positioned in the ambient R3 space. These control
points are associated with a set of vectors (µi(t))i=1,··· ,ncp called momenta where t ∈ (0, 1) is a pseudo-time
representing the evolution of the transformation. A dense velocity vector field V is defined in the ambient










is a Gaussian kernel of width σ. This velocity vector field is integrated






It was shown that point trajectories are entirely determined by the initial control point positions qi(0) and
by the time-varying momentas µi(t) [15]. It was also shown that such deformation belongs to the class of
diffeomorphisms [26]. The registration algorithm aims to find a set of momenta µi(t) such that a similarity
criterion is minimized. As such set may not be unique, the set which minimizes the deformation kinetic energy
is chosen. Using Deformetrica, the transformation Φ2, parameterized by
{
(qi(0))i=1,··· ,ncp , (µi(t))i=1,··· ,ncp
}
is obtained.
The total deformation of space is obtained by composition of the affine transformation with the deformable
transformation: Φ = Φ2 ◦ Φ1. As both Φ1 and Φ2 are maps defined on the entire Euclidean space R3, the
composition Φ is too. The map Φ can therefore be applied on the original generic mesh which includes
the aorta and the atrium. As a result, the full generic mesh is deformed and its ventricular surface fits the
patient-specific ventricular surface. Moreover, this method choice ensures that the resulting map Φ is smooth
and non-degenerate, thus preserving mesh topology, triangle orientation and global quality of the surface.
2.5.2. Transfer of the dynamics
Even though a patient-specific geometry can be obtained using the previously computed map Φ, the LV
dynamics from the RT3DE sequence cannot be directly applied as simulation boundary conditions for several
reasons. First, the time-resolution of the RT3DE sequence depends on several physical factors and is therefore
limited. The CFD simulations usually requires a time resolution (≈ 1000 Hz) that is two orders of magnitude
higher than the usual RT3DE time resolution (≈ 30 Hz). As a result, temporal interpolation of the dynamics
is required. Moreover, as the deformable registration is a result of minimizing a global energy functional, the
two registered ventricular surfaces are not ensured to be exactly matching. This nonconformity of the two
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surfaces is accentuated by the fact that the resolution of the two surface mesh might also differ. Therefore,
a spatial interpolation strategy is also required.
The position of the vertices of the patient-specific ventricular surface is first interpolated in time using cu-
bic splines. The appropriate discrete displacement field is produced by sampling the continuous spline curves
using a time discretization fitting the required simulation time-steps. dstn→tn+1(xi) denotes the displacement
vector of the i-th vertex of the segmented mesh s at time tn to its position at time tn+1. The dynamics of
the patient-specific ventricle is then transferred spatially onto the deformed generic mesh vertices using the








, with di = ‖x− xi‖ . (13)
In (13), the superscript g indicates that the displacement field is defined on the generic mesh vertices.
Note that the RBF’s only need to be computed once for each pair of vertices and can be reused for all time
steps. The shape of the Gaussian basis function results in a quick decay of the weighting coefficient allowing
to prioritize the closest nodes in the interpolation. The mean edge length of the patient-specific ventricular
surface is used as the smoothing parameter σ ensuring that each surface vertex is covering a large enough
region. Differentiability of the resulting interpolated displacement field is ensured by the choice of Gaussian
RBF. The boundary displacement dgtn→tn+1(x) is used as the boundary condition of (2).
3. Application to a database of 12 cases and assessment of the PISA method for MR quantifi-
cation
The image-based CFD model presented in the previous section is applied to a database of twelve volun-
teers. Accuracy and computational effort is shortly investigated. The capabilities of such methodology is
then leveraged to study the hemodynamic variability of heart with diseased mitral valve. Finally, results of
those numerical simulations are used to assess the potential limitations of the PISA technique.
3.1. Database description
Echocardiographic images of twelve healthy volunteers were acquired using an IE33 ultrasound system
(Philips, Andover, MA) equipped with a 1-5 MHz transthoracic matrix array transducer (xMATRIX x5-1).
RT3DE images were reconstructed as volumes over one cardiac cycle from acquisitions of sub-volumes over
four cardiac cycles. An example of such data is depicted on Figure 2a. Using the software QLab, 3DQAdvanced
Plugin (Philips, Andover, MA), segmentation and tracking of the left ventricle was automatically performed.
As a result, sequences of meshed surfaces depicting the left ventricle surface and dynamics were obtained.
Each segmented surfaces are described by a triangular surface mesh that is composed of a constant number
of 795 vertices and 1584 triangles. Examples of the resulting mesh in end-diastolic and end-systolic phases
are depicted on Figure 2b.
The sequences averaged 25 frames per cardiac cycle, ranging from 15 to 38. Computing the volume curve
of each individual segmented sequence using the algorithm described in [10], the end-systolic volume ranged
from 27.92 mL to 61.96 mL while the end-diastolic volume ranged from 47.81 mL to 130.27 mL across the
database.
3.2. Pipeline analysis on the database cases
The pipeline was applied on all twelve cases. Regarding the computational effort, all the calculations
were done on a computed using a Intel Core i7-4810MQ cadenced at 2.8 GHz, 16MB of RAM and a NVIDIA
Quadro K4100M graphic card. Table 1 reports the computational time required for the pre-processing
(i.e. automatic segmentation, registration and dynamics transfer) of the image sequences. To provide the
best possible estimation, no other task were launched at the same time on the computer. An average time of
55 minutes was dedicated to the automatic registration and dynamics transfer. The deformable registration
was the most time-consuming task as it represented around 77 % of the total pre-processing time. The
second most time-consuming task was the spatial interpolation of the data, and more specifically the writing
of the data files for all the time steps. Writing 1600 individual velocity files (two cardiac cycles) accounted
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(a) (b)
Figure 2: (a) Transthoracic RT3DE. In the figure, the top part depicts the heart tissue in 3D while the two bottom images depict
the tissue information on two orthogonal planes. (b) C12 H end-diastolic (top) and end-systolic (bottom) LV segmentation
for around 22 % of the total time. The affine registration, time interpolation and distance map generation
accounted for less than 1 % of the total computational time. After this pre-processing step, the numerical
simulations could be performed without any additional manual intervention.
The discrete symmetrical haussdorf distance dm,s(S, S
′) [3] was computed for all cases and is reported
in Table 1 alongside simple statistics, in order to quantify the two-step registration accuracy. The mean
symmetric distance between the patient-specific mesh and the registered generic mesh averaged 1.33 mm
(σ =0.08 mm). Direct comparison with the image spatial resolution is difficult as the voxel size of 3D
echocardiography are not homogeneous within the image domain. While longitudinal distance between
samples is constant, typically 0.5 mm in the RT3DE sequences used, the azimuth and elevation are described
by angular shifts, therefore resulting in lower spatial resolution as the voxel distance to the probe increases.
In the available RT3DE sequence, the azimutal voxel size was on the order of 2.15 mm and the elevation voxel
size was on the order of 3.15 mm in the center of the acquired volumes. The registration distance is therefore
small compared to the spatial resolution of the RT3DE images.
3.3. Synthetic pathological cases generation
Several synthetic MR cases were produced by combining a RT3DE sequence, a generic mesh including a
pathological valve and an arbitrary MR marking strategy. For example, using the RT3DE sequence of patient
C01 with a standard flat MV geometry marked by a circular MR region, a Type 1 MR case referred to as
C01 T1 was produced. A total of 11 MR cases were designed, including four Type 1, four Type 2 and three
Type 3 cases, in order to reproduce MR variability. Four cases were designed for T1 MR as it includes a lot
of different geometrical subclasses. Moreover, four cases were designed for T2 MR as it is highly prevalent
among the different MR types [1]. Specifics about the different synthetic pathological cases can be found in
Table 2.
3.4. Numerical simulations of the pathological cases
Using the deformed generic meshes as the computational domain and the patient-specific LV dynamics
as the boundary conditions dn applied on the LV surface, the mathematical model was used to compute the
hemodynamics of all the cases with the model parameters available in Appendix Appendix B. Simulations
were carried out for one cardiac cycle. The RV and RF was computed for each synthetic pathological cases
and can be found in Table 3. A strong variability in the fraction of blood regurgitated was observed as it
ranged from approximately 17 % for case C02 T3 to approximately 82 % for case C07 T1. This reflects the
variability of the designed synthetic regurgitant cases. The RF was positively correlated with the area of the
hole (Figure 3), which is coherent with the current philosophy of assessing MR severity by estimating the
EROA as a surrogate value.
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Case ID pre-processing (s) dm,s (S, S
′) (mm)
C01 H 3912 1.3229
C02 H 3970 1.3775
C03 H 3271 1.3079
C04 H 2627 1.1953
C05 H 2865 1.4080
C06 H 3631 1.1588
C07 H 3522 1.3792
C08 H 2828 1.4564
C09 H 3457 1.2877
C10 H 3575 1.3229
C11 H 3136 1.3325
C12 H 2812 1.3583





Table 1: Computation time and symmetric haussdorf distance for all cases and associated statistics
Case ID RV (mL) RF (%)
C01 T1 22.07 62.27
C01 T3 7.60 21.46
C02 T3 7.72 16.95
C04 T2 10.91 36.02
C05 T1 29.75 63.58
C05 T2 8.33 17.80
C07 T1 34.28 81.96
C09 T3 7.84 22.26
C10 T2 12.34 29.76
C11 T1 31.77 78.83
C12 T2 11.91 27.46
Table 3: RV and RF resulting of the numerical
simulations for all pathological cases.







Figure 3: RF plotted as a function of the regurgitation area for the eleven
pathological cases. Linear regression (red curve) highlights the positive cor-
relation between the two quantities.
In all the simulated cases, the major features of the diastolic blood flow were similar. As a result of a
drop in ventricular pressure, caused by the dilation of the ventricular cavity, a backflow closes the aortic
valve. Nearly simultaneously, the MV opens and blood flows from the LA into the LV. Due to the viscosity
of the blood and the difference between the mitral inflow velocity and the LV blood velocity, a vortex ring
appears at the tip of the MV leaflets. Due to the assymetry of the valve leaflets and their opening angle, the
blood entering the LV is directed towards the LV posterior wall. As the vortical structure propagates within
the ventricle and reaches the posterior wall, the posterior side of the vortex gets squished whereas the most
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Case MR Type Comments Marked area (cm2) Case ID
C01 1 Circular hole 0.40 C01 T1
3 Anterior leaflet restriction 0.23 C01 T3
C02 3 Anterior leaflet restriction 0.22 C02 T3
C04 2 P2 Prolapse 0.28 C04 T2
C05 1 Two small holes 0.66 C05 T1
2 P2 Prolapse 0.20 C05 T2
C07 1 Wide slit hole 0.77 C07 T1
C09 3 Anterior leaflet restriction 0.20 C09 T3
C10 2 P2 Prolapse 0.30 C10 T2
C11 1 Wide slit hole 0.39 C11 T1
C12 2 P2 Prolapse 0.14 C12 T2
Table 2: Synthetic pathological cases description
anterior side fully develops.
Due to the variability of the designed MR, both in term of valve morphology or in term of region marking,
the hemodynamics during systole was, however, quite different from case to case. To highlight some of the
differences between all those simulations, the blood flow is investigated at mid-systole for all pathological
cases and grouped in several categories.
Case C01 T1 was produced by considering the standard MV geometry with a circular hole. As a result,
while part of the blood pushed by the LV endocardium is ejected towards the aorta as expected during
systole, part of the blood is also directed towards the MV hole and creates a jet of blood with high velocities
directed towards the posterior-mid atrium wall (Figure 4a). The isovelocity surfaces of the converging blood
are hemispherically shaped, as depicted on Figure 4b.
(a)
(b)
Figure 4: (a) Blood flow during systole for case C01 T1 and (b) associated isovelocity surface in the convergence region, at an
aliasing velocity of 35 cm s−1, represented as a point cloud.
Cases C07 T1 and C11 T1 were produced by considering the standard MV geometry with elongated slit
holes. As a result of this geometry, the isovelocity surfaces of the converging blood are not hemispherically
shaped anymore, they are elongated hemiellipsoids as can be seen on Figure 5 for case C11 T1.
10
Figure 5: Blood flow during systole for case C11 T1
Case C05 T1 was produced by considering the standard MV geometry and two small holes located at the
antero-lateral and postero-medial commissure. Instead of converging towards a single hole, the blood flow
splits and part of it passes through one hole while part of it passes through the other. This very specific
behavior results in two separate hemispherical isovelocity surfaces (Figure 6).
(a)
(b)
Figure 6: (a) Blood flow during systole for case C05 T1 and (b) associated isovelocity surface in the convergence region, at an
aliasing velocity of 35 cm s−1, represented as a point cloud.
Cases C04 T2, C05 T2, C10 T2 and C12 T2 were produced considering the Type 2 MV geometry which
included a prolapsed valve with flail posterior leaflets. Contrary to the previously described cases, the
resulting MR is highly asymmetric. The blood passes through the MV and the posterior leaflet flail channels
the blood flow tangentially with respect to the mitral valve plane. Even though the opening through the
MV is rather circular, the isovelocity surfaces are partial hemispheres that are restricted on one side by the




Figure 7: (a) Blood flow during systole for case C12 T2 and (b) associated isovelocity surface in the convergence region, at an
aliasing velocity of 35 cm s−1, represented as a point cloud.
Cases C01 T3, C02 T3 and C09 T3 were produced by considering the Type 3 MV geometry which included
a restriction of the anterior leaflet. Similarly to the Type 2 cases described above, the valve configuration is
asymmetrical. As the anterior MV leaflet is restricted, a channel orients the flow towards the posterior-inferior
atrium wall. As a result of the slit orifice, the isovelocity surfaces are elongated hemiellipsoids, similarly to
cases C07 T1 and C11 T1 (Figure 8).
(a) (b)
Figure 8: (a) Blood flow during systole for case C09 T3 and (b) associated isovelocity surface in the convergence region, at an
aliasing velocity of 25 cm s−1, represented as a point cloud.
The hemodynamics during systole is therefore highly dependent on the underlying MR pathology, MV
geometry and orifice. This variability was partly highlighted by the differences of the isovelocity surfaces in
the flow convergence region. Indeed, while the circular orifice resulted in an hemispherical isovelocity surface,
elongated orifices resulted in hemisellipsoidal isosurfaces, prolapsed valves resulted in partial hemispherical
shapes and collection of small regurgitation orifice resulted in a flow convergence region composed of sev-
eral small isosurfaces. As the PISA method is based on the assumption that the isovelocity surfaces are
hemispheric, questions can be raised about potential inaccuracies of the PISA method.
3.5. Assessment of the PISA method
It is proposed to assess the accuracy and some of the limitations of the PISA method. We first shortly
describe the usual PISA method. Using 2D Color Doppler echocardiography, the physician choses a frame
during systole in which the MR is visible and fully developed. He selects a first landmark L1 at the MR
center and then chooses an aliasing velocity, denoted valias, usually ranging from 20 to 60 cm s
−1 [21, 19, 7, 11].
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Under the some simplifying assumptions, blood is converging towards the regurgitation and the isovalues of
this aliasing velocity are hemispherically distributed around the MR center in the convergence region. The
physician chooses a second landmark L2 located on this isovelocity surface and the distance ralias between
the two selected landmarks is computed. The physician computes the area of an hemisphere of radius ralias
and multiplies it with the velocity valias to obtain the flow rate at the isovelocity surface level. By dividing
this flow rate by the maximal velocity of the regurgitation vmax, the physician obtains the EROA. Using the
velocity time integral (VTI), the integral of the velocity magnitude at the valve level with respect to time
during the MR, the total RV can also be estimated.
To apply the PISA technique, in-silico, the numerical simulations of the pathological cases were processed
as follows. The isosurface tool of the Ensight4 software was used to generate 3D isosurfaces at different
aliasing velocities ranging from 20 to 60 cm s−1 using increments of 10 cm s−1. A frame of the sequence was
chosen, during systole, in which the isovelocity surfaces were fully developed. The landmark L1, representing
the MR center, was defined as the spatial average of five to ten user-defined landmarks to account for some
user variability. Since the assumption of hemispherical isovelocities is only valid when the hole is round
and the valve is flat, as reported in previous studies [29, 37], there is no unique distance between the MR
center and the computed isosurface for the complex MR geometries such as the one presented in this study.
Therefore, to imitate the fact that the physician chooses a specific landmark L2 on the isovelocity surface,
the methodology described in the following paragraph is adopted. For each aliasing velocity, the distances
between the MR center and the triangle centers of the discretized 3D isovelocity surface have been used to
produce RV estimates using the PISA method. Those different RV estimates were aggregated into weighted
histograms where each estimated value was weighted by the area of its associated triangle to account for
non-uniform discretization of the surface. Each sample of this histogram can be thought as one possible
choice of landmark L2 by the physician.
The resulting histogram is therefore a probabilistic evaluation of the RV, for which one assumes a uniform
probability of picking any landmark L2 on the isosurface. Modes in this histogram represents the fact that
a specific RV has a higher probability of being the one estimated by the physician given the shape of the
isovelocity surface. The RV estimates of all aliasing velocities can also be aggregated into one single histogram.
Both possibilities (either one histogram per aliasing velocity or an aggregated histogram combining all aliasing
velocities) was considered. A red vertical line depicting the ground truth RV that needs to be estimated (as
reported in Table 3) was added to the figures depicting the histograms to provide an indication on how
successful the PISA method would be at assessing MR in each cases. All the histograms can be found in
Appendix C. Representative examples are now detailed.
Figure 9 depicts the histogram combining all aliasing velocities for case C01 T1. While the RV estimates
are a little bit spread, a strong mode is visible, corresponding roughly to the RV that needs to be estimated.
This mode is representative of a nearly hemispherical isovelocity surface. As the case C01 T1 regurgitation
results of a circular hole on a nearly flat valve, the PISA method therefore provides a reasonable RV estimate
in this case.
4https://www.ensight.com/ (last accessed 10 Apr 2019)
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Figure 9: Case C01 T1: Aggregated histogram of all RV estimates at aliasing velocities ranging between 20 to 60 cm s−1 by
increments of 10 cm s−1. The ground-truth RV is overlapping the main mode of the histogram.
Figure 10 depicts the histogram combining all aliasing velocities for case C07 T1. The histogram is
dominated by a main mode but one can observe a strong tail of high RV estimates. This is a result of the
hemiellipsoid isovelocity surfaces resulting a the slit hole. In this case, the ground truth RV does not overlap
the main mode of the histogram revealing the difficulty for the physician to properly quantify MR using the
PISA method.















Figure 10: Case 07 T1: Aggregated histogram of all RV estimates at aliasing velocities ranging between 20 to 60 cm s−1 by
increments of 10 cm s−1. The ground-truth RV is greater than the main mode of the histogram.
Figure 11 depicts the histogram combining all aliasing velocities for case C05 T1. Note that C05 T1 is
composed of two small regurgitation and, therefore, defining the landmark L1, the MR center, was difficult
and had to be chosen among one of the two holes. For this reason, the resulting histogram is difficult to
investigate. The histogram is quite uniform in terms of the representativeness of the estimates and one can
barely distinguish two modes that might be the result of including the isosurfaces of both regurgitation at
the same time. It is difficult to see a relationship between the actual RV and the provided RV estimates.
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Figure 11: Case C05 T1: Aggregated histogram of all RV estimates at aliasing velocities ranging between 20 to 60 cm s−1 by
increments of 10 cm s−1. Two modes are observed in the histogram The ground-truth RV doesn’t math any of those modes.
Figure 12 depict both the histogram combining all aliasing velocities for case C05 T2 and the histogram
specific to one aliasing velocity (40 cm s−1). A strong mode, relatively representative of the ground truth
RV, is visible on Figure 12a. However, one can observe that at specific aliasing velocity, this mode is difficult
to observe (Figure 12b). Inspection of the individual histograms associated with specific aliasing velocities
(Appendix C) reveals that at low aliasing velocities, the RV might be overestimated. At higher aliasing
velocities, this overestimation is less and less pronounced. This result indicates that in some cases, it might
not be sufficient enough to use a single aliasing velocity to estimate the MR severity.





































C05_T2 at aliasing vel = 40cm/s
(b)
Figure 12: Case C05 T2: (a) Aggregated histogram of all RV estimates at aliasing velocities ranging between 20 to 60 cm s−1
by increments of 10 cm s−1 and (b) specific histogram for an aliasing velocity of 40 cm s−1
Finally, Figure 13 depicts the histogram combining all aliasing velocities for case C09 T3. Conclusion
similar to the Type 1 MR with slit holes can be reached: due to the elongated hole resulting of the anterior
leaflet restriction, the histogram contains a main mode with a long tail of high RV estimates. Moreover, the
ground truth does not overlap the main mode of the histogram.
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Figure 13: Case C09 T3: Aggregated histogram of all RV estimates at aliasing velocities ranging between 20 to 60 cm s−1 by
increments of 10 cm s−1.
Looking at the spread of the RV estimates across the range of aliasing velocities reveals that lower aliasing
velocity leads to a lower spread of the potential RV estimates case-wise. As an example, Figure 14 depicts the
histograms of the case C01 T1 placed side by side as a color-coded image. While the RV estimates range from
5 mL to 50 mL at an aliasing velocity of 20 cm s−1, the RV estimates produced using an aliasing velocity of
60 cm s−1 range from 5 mL to 100 mL. Even though this observation advocates for the use of a small aliasing
velocity, one needs to remember that isovelocity surfaces resulting from small aliasing velocities might be
disturbed by the aortic outflow. It is therefore important to carefully choose adequate aliasing velocity.
Figure 14: Side by side C01 T1 RV estimates histograms for aliasing velocities ranging from 20 to 60 cm s−1. The estimates are
more spread in the histograms resulting from high aliasing velocities compared to the histograms resulting from small aliasing
velocities.
4. Conclusion
In this paper, the use of a pipeline to automatically prepare personalized numerical simulations based on
RT3DE image sequences was investigated. This pipeline combines of rigid and deformable registration to
morph predefined generic meshes to fit patient-specific LV geometries. Spatio-temporal interpolation of the
US data produces appropriate LV surface dynamics on the vertices of the deformed generic meshes.
This pipeline was applied on twelve different RT3DE image sequences. Even though the RT3DE sequences
exhibited a strong variability in shape and dynamics of the ventricle, the combination of an affine registration
step followed with a deformable registration step allowed to produce patient-specific ventricular surfaces in
all cases. Moreover, as specific constraints on the registration were specified, the resulting meshes were all
suited for numerical simulations (i.e. no mesh defect were observed in any of the cases). The transfer of
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the LV dynamics was also successful in providing a smooth velocity field of the deformed generic ventricular
surface. Regarding the computational effort, the fully automated pre-processing step averaged 55 minutes
for the tested database. This is a huge progress compared to the methodology usually reported in the
literature. Indeed, we recall here that recent reviews of patient-specific cardiac flow simulations claimed that
the pre-processing step usually accounted for more than 20 hours of human effort [27, 14].
Eleven synthetic pathological cases were designed to model various Type 1, Type 2 and Type 3 MR.
Investigation of the hemodynamics in those cases revealed heterogeneous systolic blood flow resulting of
the underlying pathology and MV geometry. Even though the obtained blood velocity was physiologically
coherent, the shortcomings of directly using the RT3DE images as BC for the LV motion is that one strongly
relies on the image quality and segmentation artifacts (e.g., non monotonous volume curves during systole
or diastole).
Several additional limitations limit the simulation of a fully patient-specific blood flow. First, due to
the acquisition process, the atrium is not available in the RT3DE sequences. As a result, the same generic
atrium was used for all cases. Moreover, due to image quality, there is no clear definition of internal LV
structures such as the trabeculae, papillary muscles or chordae. As a result, smooth ventricular geometry, a
strong simplification of reality, was used. Indeed, it has been shown in the past that the papillary muscles [23],
trabeculae [23] and chordae [24] have an influence on the intracardiac hemodynamics. Finally, as it is difficult
to obtain personalized pressure curves for the pulmonary veins inlet and aortic outlet in a clinical setting,
population-derived pressure BC was used.
In this paper, it was shown that the valve shape has strong impact on the blood flow. Therefore, dynamic
changes of the valve geometry either during closing of the valve or during systole might introduce additional
hemodynamic variability. While the presented work included dynamic motion of the ventricle walls, the
MV dynamics was not considered and this might be an oversimplification of the model in some cases. In
particular, it is known that the regurgitation and MV dynamics can be highly dynamic in MR caused by mitral
prolapse [30]. Additional work should be pursued to further characterize the influence of valve dynamics.
Regarding the evaluation of the PISA method, good agreement between the estimated RV using PISA
technique and the simulated value was found in the case of a circular hole on a flat mitral valve. However,
the PISA method did not offer satisfying estimates for other types of regurgitation. It was also noticed
that choosing higher aliasing velocities led to a wider range of potential RV estimates. Those observations
highlight the difficulties of properly quantifying MR in a clinical setting. In the presented work, the PISA
estimates were obtained using the velocity field of the different numerical simulations. However, in the
clinical setting, US Doppler images only provide the component of the velocity field that is aligned with the
US beams. Moreover, additional measurements artifacts such as aliasing can perturb the US images. As
such, using unaltered velocities coming from simulations might limit the scope of the findings. Nevertheless,
this choice allowed to remove the bias of having to choose a specific probe positioning and using unaltered
velocities allowed to draw conclusion in a best case scenario.
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H., Vavuranakis, M., Temesvári, A., Gudnason, T., Mylotte, D., Kuperstein, R., Indolfi, C., Pya, Y.,
Bajraktari, G., Kerimkulova, A., Rudzitis, A., Mizariene, V., Lebrun, F., Demarco, D.C., Oukerraj, L.,
Bouma, B.J., Steigen, T.K., Komar, M., De Moura Branco, L.M., Popescu, B.A., Uspenskiy, V., Foscoli,
M., Jovovic, L., Simkova, I., Bunc, M., de Prada, J.A.V., Stagmo, M., Kaufmann, B.A., Mahdhaoui,
A., Bozkurt, E., Nesukay, E., Brecker, S.J.D., 2017. 2017 ESC/EACTS Guidelines for the management
of valvular heart disease. European Heart Journal 38, 2739–2791. URL: https://academic.oup.com/
eurheartj/article/38/36/2739/4095039, doi:10.1093/eurheartj/ehx391.
[6] Bavo, A.M., Pouch, A.M., Degroote, J., Vierendeels, J., Gorman, J.H., Gorman, R.C., Segers,
P., 2016. Patient-specific CFD simulation of intraventricular haemodynamics based on 3D ultra-
sound imaging. BioMedical Engineering OnLine 15, 107. URL: http://dx.doi.org/10.1186/
s12938-016-0231-9http://biomedical-engineering-online.biomedcentral.com/articles/10.
1186/s12938-016-0231-9, doi:10.1186/s12938-016-0231-9.
[7] Biner, S., Rafique, A., Rafii, F., Tolstrup, K., Noorani, O., Shiota, T., Gurudevan, S., Siegel, R.J.,
2010. Reproducibility of Proximal Isovelocity Surface Area, Vena Contracta, and Regurgitant Jet Area
for Assessment of Mitral Regurgitation Severity. JACC: Cardiovascular Imaging 3, 235–243. URL:
http://dx.doi.org/10.1016/j.jcmg.2009.09.029, doi:10.1016/j.jcmg.2009.09.029.
[8] Bucki, M., Lobos, C., Payan, Y., 2010. A fast and robust patient specific Finite Element mesh registration
technique: Application to 60 clinical cases. Medical Image Analysis 14, 303–317. doi:10.1016/j.media.
2010.02.003, arXiv:arXiv:1006.2285v1.
[9] Carpentier, A., 1983. Cardiac valve surgery: The ’French correction’. The Journal of thoracic and
cardiovascular surgery 86, 323–337.
[10] Cha Zhang, Tsuhan Chen, 2001. Efficient feature extraction for 2D/3D objects in mesh representation,
in: Proceedings 2001 International Conference on Image Processing (Cat. No.01CH37205), IEEE. pp.
935–938. URL: http://ieeexplore.ieee.org/document/958278/, doi:10.1109/ICIP.2001.958278.
[11] Chandra, S., Salgo, I.S., Sugeng, L., Weinert, L., Settlemier, S.H., Mor-Avi, V., Lang, R.M., 2011. A
three-dimensional insight into the complexity of flow convergence in mitral regurgitation: adjunctive
benefit of anatomic regurgitant orifice area. American journal of physiology. Heart and circulatory
physiology 301, H1015–H1024. doi:10.1152/ajpheart.00275.2011.
18
[12] Chnafa, C., Mendez, S., Nicoud, F., 2014. Image-based large-eddy simulation in a realistic left heart.
Comput Fluids 94, 173–187. URL: http://dx.doi.org/10.1016/j.compfluid.2014.01.030, doi:10.
1016/j.compfluid.2014.01.030.
[13] Couteau, B., Payan, Y., Lavallée, S., 2000. The mesh-matching algorithm: an automatic 3D mesh gen-
erator for finite element structures. Journal of Biomechanics 33, 1005–1009. URL: http://linkinghub.
elsevier.com/retrieve/pii/S0021929000000555, doi:10.1016/S0021-9290(00)00055-5.
[14] Doost, S.N., Ghista, D., Su, B., Zhong, L., Morsi, Y.S., 2016. Heart blood flow simulation: a perspective
review. Biomedical engineering online 15, 101. URL: http://www.ncbi.nlm.nih.gov/pubmed/
27562639{%}5Cnhttp://www.pubmedcentral.nih.gov/articlerender.fcgi?artid=PMC5000510,
doi:10.1186/s12938-016-0224-8.
[15] Durrleman, S., Prastawa, M., Charon, N., Korenberg, J.R., Joshi, S., Gerig, G., Trouvé, A., 2014.
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Appendix A. Pathological closed-state MV geometries
Figure A.15: Mitral valve closed-state geometry for Type 1, Type 2 and Type 3 MR. Top and bottom rows of the figures
represent different views of the same surface and the black arrows represent potential blood flow resulting the different valve
geometries.
Appendix B. Model parameters
Type Parameter Value
Blood parameters ρ 1.06 g cm−3
µ 0.04 g cm−1 s−1
f 0
Ppv 1.5× 104 dyn cm−2 (≈ 11 mmHg)
Windkessel parameters Pao|t=0 9× 104 dyn cm−2 (≈ 68 mmHg)
Rp 150 dyn s/cm
5
Rd 2300 dyn s/cm
5
C 0.9 cm5/dyn
Pd 0 dyn cm
−2




Time discretization τ 10−3 s
Table B.4: Model parameters (CGS units)
Appendix C. In-silico PISA histograms
Appendix C.1. Type 1
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Figure C.16: PISA Estimates histogram for Type 1 cases
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Appendix C.2. Type 2
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Figure C.17: PISA Estimates histogram for Type 2 cases
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Appendix C.3. Type 3
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Figure C.18: PISA Estimates histogram for Type 3 cases
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