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A B S T R A C T
In a paper written by by Vanhoucke et al. (2016), an overview of artiﬁcial and empirical project databases has
been given for integrated project management and control. These databases are collections of the most well-
known and widespread data instances available in literature for the construction of a baseline schedule, the
analysis of schedule risk or the use for project control. The current paper serves as a follow-up study to further
elaborate on the use of these data instances, and to give researchers an incentive to use these datasets for their
research on the development and validation of new algorithms for project scheduling. Therefore, unlike the
general focus of the previous paper on baseline scheduling, schedule risk analysis and project control, the focus
on the current paper is restricted to resource-constrained project scheduling.
The intention of this follow-up overview is fourfold. First and foremost, a procedure is proposed to facilitate
the reporting of best known solutions for the well-known single- and multi-mode resource-constrained project
scheduling problem to minimize the project makespan. Secondly, the paper reports our best known solutions we
obtained so far, and reﬂects on the network and resource parameters that increase the project complexity. In
doing so, areas to focus on for future research are detected, and an attempt to deﬁne hard problem instances is
given. Thirdly, a new dataset is presented for the resource-constrained project scheduling problem that is much
more diverse in both the network topology and resource scarceness and will enable the future researcher to
develop algorithms to solve a wider range of project problems. Finally, the paper also adds some links to tutorials
and other relevant information to stimulate researchers to download the data and update best known solutions
once available.
1. Introduction
The use of project data for research purposes has been discussed
widely in literature, and has resulted in various standard datasets and
data generators designed to create artiﬁcial project data under a strict
design. The growing attention to the structured design of project ﬁnds
roots in papers written by e.g. Patterson (1976) – who proposed the ﬁrst
and for decades the most widely used dataset in the project scheduling
community – and Elmaghraby and Herroelen (1980) – who drew at-
tention to the need for project datasets that span the full range of
problem complexity. However, the search to a structured project data
design took momentum after the study done by Kolisch, Sprecher, and
Drexl (1995) who wrote the following words in their abstract that are
still highly relevant today:
The strong impact of the chosen parametric characterization of the
problems is shown via an in depth computational study. The results
provided demonstrate that the classical benchmark instances used by
several researchers over decades belong to the subset of the very easy
ones. In addition it is shown that hard instances being far more smaller in
size than presumed in the literature may not be solved to optimality even
within a huge amount of computational time.
Ever since this study, researchers realised that a standardised use of
project data is key for comparing and benchmarking new results with
the state-of-the-art knowledge, and after the presentation of the most
widely known dataset – known as the PSPLIB library (Kolisch &
Sprecher, 1996) – researchers were able to easily measure their im-
provements in comparison with the literature. Moreover, these authors
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not only presented a standard dataset, but were one of the ﬁrst to
propose a standardized testing approach using a strict stop criterion.
Since then, a never-ending stream of excellent research papers have
been presented with new algorithms and extended problem formula-
tions, each time tested and validated on one and the same PSPLIB da-
taset. Thanks to its popularity, alternative project data generators and
new datasets have been presented aiming to oﬀer an alternative to the
standard PSPLIB dataset, but none of them have been able to compete
with the widespread use of the PSPLIB dataset. In a recent paper by
Vanhoucke, Coelho, and Batselier (2016), an overview is given of the
most well-known data generators and datasets available for researchers
active in the ﬁeld of resource-constrained project scheduling. The paper
is accompanied by a website that contains a wide range of project in-
stances for the resource-constrained project scheduling problem. In the
data paper of Vanhoucke et al. (2016), the focus was primarily put of
providing an overview of the existing project data used by researchers
for comparing and benchmarking new solution procedures. Therefore,
the focus was restricted to a discussion of the design of the existing
datasets (measured by network and resource parameters) and on de-
scribing how the data have been collected (for empirical project data)
or generated (for artiﬁcial project data). The major purpose of that
paper was to provide a clear overview of the various sets currently
available in order to bring clarity in the widespread availability of data
in the literature.
The current paper is the results of a study done in the period be-
tween 2016 and 2017 – more than 20 years after the publication of the
seminal paper of Kolisch et al. (1995) – and aims at demonstrating that
despite the huge computational advances of the current IT infra-
structure and the availability of a growing number of datasets, most
algorithms are still not able to solve instances that are much bigger in
size than the ones presented at that time. It will be shown that despite
the excellent advances made in the past decades, researchers can and
should still spend their eﬀort on solving project instances of relatively
small sizes (e.g. 30-activity projects), but they should steer their search
and aim at detecting subsets of well-known datasets (PSPLIB and others
available sets) that cannot be solved today. Such a search to hard
project instances should be done using project network and resource
indicators that are widely available in the literature, and should enable
researchers to focus on those instances that are currently not solved by
state-of-the-art algorithms. It is important to note that the current paper
does not present novel algorithms to solve currently unsolved problems,
but instead provides a tool to quickly analyse results for diﬀerent sets of
problems, such that researchers can focus on the hardest problems in
literature. In doing so, it is hoped that the future research will focus on
ﬁnding completely new search strategies to solve unsolved problem
instances of a relatively small size, rather than only presenting faster
heuristic algorithms that aim at solving large-sized instances to near-
optimality, without creating additional insights into the main drivers of
problem complexity.
The focus of this paper is restricted to resource-constrained project
scheduling problems with a project duration minimization objective,
and the main goal is to provide a way to present best known solutions
obtained from the best performing procedures in literature and to
highlight promising areas of future research. The aim of the current
paper is to set up a system for uploading solution for alternative project
data similar to the excellent and well maintained PSPLIB uploading
system. Therefore, in the current paper, the system is explained for all
datasets mentioned in Vanhoucke et al. (2016). For the datasets for
which an uploading system already exists (i.e. the PSPLIB and MMLIB
datasets), new solutions can be uploaded on the existing system and
easily incorporated in our newly proposed system. As a consequence,
the system proposed in the current paper aims at helping researchers to
easily upload and download solutions for the most used datasets in the
literature, but does not aim at replacing the existing and well-known
upload systems that are currently in use in the literature. To that pur-
pose, the outline of this paper is as follows. Section 2 brieﬂy reviews the
problem statement and deﬁnes the two variants of resource-constrained
project scheduling problems which are the topic of this paper. This
section also discusses the availability of project data and updates the
summary paper of Vanhoucke et al. (2016) with a new dataset. Section
3 proposes a new and easy-to-use tool available to researchers to upload
newly obtained solutions. Section 4 describes a huge computational
experiment to obtain best known solutions and gives an overview of the
current status of solutions. This sections also aims to bring some clarity
into the use of parameters that might describe the complexity of the
data instance. In Section 5, conclusions are drawn and paths for future
research are proposed.
2. Resource-constrained project scheduling
In this section, an overview is given on the current status of the
research for the resource-constrained project scheduling problem. The
section brieﬂy reviews the problem descriptions used in this paper, and
presents a summary of the existing data and proposes a new dataset to
be used for future research purposes.
2.1. Problem description
This paper is restricted to a discussion of project data that can be
used to solve the well-known resource-constrained project scheduling
problems where the total project duration, often referred to as the
project makespan, is minimized. The makespan is the total length of the
schedule (that is, when all the activities have ﬁnished), and should be
minimized within the precedence relations between project activities
and the limited availability of renewable resources. The discussion will
be split up into two versions of this well known problem. The ﬁrst is the
basic problem formulation and is known as the resource-constrained
project scheduling problem (RCPSP). The second version is an exten-
sion and requires multiple time/resource combinations for each ac-
tivity, known as the multi-mode resource-constrained project sche-
duling problem (MMRCPSP). Fig. 1 displays an example network to
illustrate the two versions of the resource-constrained project sche-
duling problem. The project network is taken from a paper written by
Kolisch and Drexl (1997). The numbers below each node display the
duration, the demand for the single renewable resource and the demand
for the single non-renewable resource. When multiple lines are dis-
played, it means that this activity has diﬀerent possibilities (referred to
as modes) of time/resource combinations, from which one has to be
chosen. The project schedule on the top right displays the optimal
schedule for the RCPSP with a minimum makespan of 9 time units,
assuming that each activity is executed in its ﬁrst mode. The y-axis
shows the limited availability of the renewable resource that is set to 4
units, which can never be exceeded. The MMRCPSP assumes multiple
modes for each activity, and requires a selection of exactly one mode for
each activity, resulting in the optimal schedule displayed at the bottom
right of the picture. The MMRCPSP also assumes that a non-renewable
constraint is available, which is set to 8 units in the example. The sum
of the non-renewable resource demand of all activities in the schedule is
equal to 3+0+2+0+3=8 and therefore does not exceed its
availability. Note that the non-renewable resource constraint is not
used for the RCPSP.
2.1.1. Project data
The datasets used and discussed in this paper contain network and
resource data to solve the RCPSP and MMRCPSP under strict assump-
tions. Although numerous extensions are possible and have been pro-
posed in literature, the data features are restricted as follows:
• Network: The precedence relations are minimum ﬁnish-to-start re-
lations with zero time-lags, and hence, no extensions to start-to-
start, ﬁnish-to-ﬁnish or start-to-ﬁnish relations, nor to the presence
of maximum time-lags have been taken into account. These
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extensions are known in the literature under diﬀerent names, but
are mostly referred to as generalized precedence relations
(Elmaghraby & Kamburowski, 1982). Moreover, all the minimum
ﬁnish-to-start relation are AND relations, and indicate that a suc-
cessor activity can only start once all the predecessor activities have
been ﬁnished. No bi-directional relations nor OR relations have been
taken into account (Vanhoucke & Coelho, 2016).
• Resources: The use of resources is restricted to renewable resources
with limited availability (for the RCPSP) and renewable and non-
renewable for the MMRCPSP, and hence, no other types of resources
(e.g. doubly-constrained resources) have been taken into account.
• Modes: An activity mode is a combination of an activity duration
and a corresponding (renewable and/or non-renewable) resource
use. In this paper, a single mode problem (RCPSP) has only one
mode per activity, while the multi-mode version has for each ac-
tivity multiple modes, from which traditionally one has to be
chosen.
2.1.2. Project schedules
The construction of a feasible project schedule (further referred to
as solutions to the RCPSP or MMRCPSP) involves the assignment of
activity starting times such that all precedence relations and renewable
and non-renewable resource constraints are satisﬁed. Obviously, the
two problems can be solved in various ways, optimizing diﬀerent ob-
jectives, adding all kinds of additional activity assumptions on activities
and much more. These additional assumptions are not inherent to the
project data, and hence, the data can be used to solve various problems
under various assumptions. However, in this paper (and on the web-
site), solutions are reported for the RCPSP and MMRCPSP with the
following assumptions:
• No activity preemption is allowed, and hence, once an activity has
begun, it can not be split in separate parts, and should be ﬁnished
completely
• Each duration/resource use combination of each activity is assumed
to follow a ﬁxed durationmode, which assumes that the duration and
resource use of an activity cannot be changed, and can therefore not
be replaced by its corresponding work content.
• While the project data can be easily used to optimize diﬀerent ob-
jectives, all solutions reported in this paper aimed at minimizing the
project makespan. Hence, no extensions to net present value
maximization, resource levelling, or any other objective has been
made.
2.1.3. Literature
The research on resource-constrained project scheduling has a long
history which has resulted in various overview papers. In order to avoid
misinterpretations in the features and deﬁnitions of the problem de-
scriptions, two classiﬁcation schemes have been proposed to un-
ambiguously deﬁne the problem. The RCPSP can be represented as
m cpm C,1| | max using the classiﬁcation scheme of Herroelen,
Demeulemeester, and De Reyck (1999) or as PS prec C| | max following the
classiﬁcation scheme of Brucker, Drexl, Möhring, Neumann, and Pesch
(1999). Likewise, the MMRCPSP can be represented as
m T cpm disc mu C,1 | , , | max or as MPS prec C| | max following the two previously
mentioned classiﬁcation schemes. At the end of the previous century,
the overwhelming amount of research on the RCPSP has been sum-
marized in various summary papers written by Brucker et al. (1999),
Herroelen, De Reyck, and Demeulemeester (1998), Icmeli, Erengüç, and
Zappe (1993), Kolisch and Padman (2001), and Özdamar and Ulusoy
(1995). An overview of the multi-mode version (MMRCPSP) can be
found in Van Peteghem and Vanhoucke (2014). An overview of various
resource-constrained project scheduling problems is given in books
written by Demeulemeester and Herroelen (2002) and Vanhoucke
(2012), while some empirical results and an overview of past experi-
ences is given in Vanhoucke (2013). A summary of data-driven project
management techniques, including scheduling resources, is summar-
ized in a business novel written by Vanhoucke (2018). Finally, since
both problems have been extended with a rich set of features such as
setup times, logical constraints, and much more, to make the problem
description more realistic, an excellent overview is given in Hartmann
and Briskorn (2010).
2.1.4. Relevance
While the resource-constrained project scheduling problem has been
the most widely investigated problem in the project scheduling litera-
ture, most, if not all, of the real-life projects cannot simply be scheduled
using the algorithms proposed in literature. Indeed, reality is often
more rich and diverse than the strict problems deﬁned in the academic
literature, and therefore, it is tempting to conclude that the academic
research adds little to nothing to the real project management com-
munity. However, we believe that the investigation of the RCPSP and
Fig. 1. An example network for the RCPSP and MMRCPSP.
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the development of algorithms for this complex problem has been re-
levant in the past and will still be relevant for the future for a couple of
reasons that will be brieﬂy outlined in this paragraph. First and fore-
most, the popularity of this basic problem type has resulted in many
algorithms that can eﬃciently solve a wide range of project instances,
including instances with much more realistic features than the ones
embedded in the basic formulation. However, many of these realistic
extensions build further on the foundation laid during the development
of exact and meta-heuristic procedures for the RCPSP. It is mainly
thanks to the ability to compare and benchmark newly obtained results
for a basic problem type such as the RCPSP, and the presence of data
such as the PSPLIB, that the research has grown incredibly fast in the
last decades. Secondly, the basic RCPSP, and its extension to the
MMRCPSP, focus on the limited availability of renewable (in case of the
RCPSP) and non-renewable (in case of the MMRCPSP) resource con-
straints, and most commercial software tools are built around the op-
timization of these resources for projects. Renewable resources are used
to refer to resources that can be renewed at each time period, with
human beings the classical example, while non-renewable resources are
restricted over the complete project horizon (rather than per period)
and the limited budget is probably the most straightforward one.
Hence, it speaks for itself that the presence of these two types of re-
sources are a matter of degree in any real-life project, and therefore
deserves research attention by academics. Finally, despite the huge
amount of eﬃcient procedures to solve the two problems, there is still a
lot of room for improvement to solve project instances more eﬃciently.
More precisely, it will be shown in this paper that the current algo-
rithms can still not always solve big project instances, or cannot solve
instances with a diﬀerent network and/or resource structure than
usually used in the academic literature. Therefore, new algorithms will
be necessary to solve other project instances, and new comparisons and
benchmark datasets will therefore be necessary to stimulate the de-
velopment of such algorithms.
2.1.5. Contribution
Given the relevance of the two problem formulations, and the ne-
cessity to carry out more research in the future, we believe that the
contribution of our paper is fourfold. First, an upload tool to report the
best known solutions for resource constrained project scheduling pro-
blems through publicly available databases is presented. Second, a
computer-based system to generate/check/conﬁrm the best known so-
lutions is presented to facilitate future comparison of current and newly
created solutions. Third, a new dataset of RCPSP is presented with
higher degree of diversity in terms of resource scarceness and network
topology. Finally, we report best known solutions for a variety of da-
tasets that researchers can use for benchmarking their own procedures.
We believe that this contribution will help and stimulate future re-
searchers not only to easily compare their solutions with the current
existing ones, but also will enable them to extend the problem for-
mulations with other real-life features relevant for practice. The soft-
ware tool and system is made is such a way that it can be easily used for
other problem formulations beyond the classic RCPSP and MMRCPSP,
and can therefore include problem formulations that do not restrict
their focus solely on time minimization but extend their objective to
e.g. cost minimization or quality maximization. Despite these con-
tributions, one could ask why new project data and a new software tool
to analyze new solutions is still relevant and necessary to carry out
research in the future. We believe that the search for optimal solutions
for benchmark problem types has three advantages, as will be described
in the following lines. First, the search for optimal solutions for complex
problems is an academic search done out of academic curiosity. Indeed,
being able to solve NP-hard problems to optimality is a academic
challenge and requires the development of solution procedures with
new features and novel extensions. In the past, it has resulted in quick-
and-easy algorithms (such as priority rules), elegant nature-inspired
and near-optimal solution approaches (such as meta-heuristics) as well
as advanced exact algorithms (such as branch-and-bound procedures).
A second reason why optimal solutions are relevant and interesting is
that they can be used as standard solutions for comparison purposes.
Heuristic solutions are less good for comparing algorithms or testing the
impact of parameters on the solution quality, since two solutions of a
diﬀerent quality (i.e. with a diﬀerent deviation from the optimal solu-
tion) are hard – if not impossible – to compare. Finally, while it is
known that the availability of the optimal project schedule is not as
important in reality as it is in the academic world, best known or op-
timal solutions are still very relevant, even from a practical point-of-
view. As a project manager, having access to a good project schedule is
of course important, since it is used to analyse risk and monitor the
project performance. While it is not crucial to have the optimal (i.e. best
possible) schedule, the project manager should have at least an idea of
how good the schedule is. Judging how close the schedule lies to the
optimal one requires knowledge about the impact of project parameters
on the solution quality, the availability of lower bounds (to measure the
maximum deviation from the optimal schedule) and much more.
Academic research provides insights into this process by comparing
best known solutions and testing the hardness of projects based on their
input parameters.
2.2. Problem data
An extensive overview of the most commonly used datasets for the
RCPSP and MMRCPSP is given in Vanhoucke et al. (2016) and will not
be repeated here. Instead, this section is intended to provide an update
with changes and corrections to this previous project data paper, as well
as to present some additional project data. More precisely, one addi-
tional artiﬁcial dataset will be added that might be useful in the re-
source-constrained project scheduling research with single modes.
2.2.1. Number of modes
The average number of modes for the MMRCPSP instances ob-
viously determines the problem complexity, and is therefore an im-
portant factor for consideration. The MMLIB dataset contains instances
with 3 modes (MMLIB50 and MMLIB100) and instances with 3, 6 or 9
modes (MMLIB+), and none of these modes can be removed without
changing the data. For the PSPLIB dataset however, the number of
modes is always equal to 3 but some of these modes can easily be re-
moved since they are not realistic for a number of reasons. This has
been explained in the so-called preprocessing rules of Sprecher,
Hartmann, and Drexl (1997) to remove some of the activity duration/
resource combinations (modes) for the following three reasons:
• Ineﬃcient modes: an activity mode with a lower duration and a
higher requirement for both the renewable and non-renewable re-
sources than another mode for the same activity is called ineﬃcient
and can therefore be omitted.
• Renewable resource infeasibility: An activity with a renewable re-
source demand that exceeds its availability is non-executable and
can therefore be omitted.
• Non-renewable resource infeasibility: If the non-renewable resource
demand of a particular activity plus the sum of the non-renewable
demand of all other activities set to the lowest value exceeds the
total availability of the non-renewable resource, then the mode of
this activity is non-executable and it can therefore be omitted.
In the previous data paper (Vanhoucke et al., 2016), not all pre-
processing rules have been applied to the multi-mode RCPSP instances,
leading to an overestimation of the real number of modes in the dataset.
In Table 1, the average reduction of modes using all the three pre-
processing rules individually, and collaboratively, it is shown that the
number of modes reduces even further. Although the reduction is small,
it is now correct and updated in the tables on the website. The reader
should realize that this sometimes means that the number of modes is
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reduced from 3 to 1.3 (which is the case for data instance j1051 which
almost boils down to a single mode RCPSP problem). The table also
shows that the MS Excel ﬁle of Vanhoucke et al. (2016) slightly over-
estimated the real number of modes. Given these shortcomings, the
MMLIB dataset has been generated such that ineﬃcient or non-execu-
table modes never occur, and hence, the MMLIB data does not require
the use of preprocessing. Despite this eﬀort to avoid the generation of
ineﬃcient modes, some of the instances in the MMLIB set still contain
renewable resources that are not constraining the problem instance.
More precisely, when the sum of the resource demand for an activity
and the resource demand of all activities parallel to this activity does
not exceed the resource availability, and this can be said for all activ-
ities in the network, then the renewable resource can be deleted
without changing the scarceness of the project instance. This has been
done for 57 instances in the MMLIB+ set, which is 1.76% of the in-
stances of this set.
2.2.2. New artiﬁcial dataset
Despite the large amount of datasets available in the literature for
the RCPSP, we felt the need for proposing an additional set to better
capture the needs of researchers. The main reason why a new dataset
might be useful follows from the computational experiments of the
paper (presented in Section 4) that show that the network structure and
resource availability are major important factors to determine the
complexity of ﬁnding a good schedule. It has been shown in previous
research that the data instances of the PSPLIB dataset not always cap-
ture the full range of complexity (e.g. in papers written by Vanhoucke,
Coelho, Debels, Maenhout, & Tavares (2008), Van Peteghem &
Vanhoucke (2014)). To that purpose, a new set should be available with
a wider range of values for both the network structure and the resource
constraints. The new dataset should be able to span the full range of
complexity (a concept proposed in Elmaghraby & Herroelen (1980))
much better than the current existing ones, and we hope that the new
dataset will enable researchers to ﬁnd algorithms to solve the complex
instances with newly developed algorithms. The way the new dataset is
constructed is unique and new in literature, and provides the future
researchers with a large degree of ﬂexibility to assemble project data
instances with a chosen value for the network topology and resource
scarceness, as summarized along the following lines.
2.2.2.1. Network structure. The network structure can be controlled
using diﬀerent network parameters, leading to a large and diverse set of
projects with a diﬀerent network topology. We have chosen not to
generate new network data, since the MT set discussed in the previous
data paper (Vanhoucke et al., 2016) is known to be a very diverse set of
networks generated under diﬀerent values for the network structure.
The network structure has been controlled using the serial/parallel (SP)
indicator, the activity distribution (AD) indicator, the topological ﬂoat
(TF) indicator and the length of arcs (LA) indicator, as proposed in
Vanhoucke et al. (2008). The set has been originally generated by
Vanhoucke (2010) for a project control study with the lack of resources.
This set contains 4 subsets containing 4100 data instances in total, each
having 30 project activities and no renewable resources. It is suggested
that researchers can select projects from this large set, which should
then be combined with the newly generated resource scarceness set
discussed next, in order to obtain resource-constrained project
scheduling data instances.
2.2.2.2. Resource scarceness. In order to control the scarceness of the
renewable resources in a project, we have chosen to generate a large
number of resource data instances that can be combined with the
previously discussed network instances. The resource availability for
each resource and the resource demand of the activities have been
generated using two well-known resource indicators, known as the
resource constrainedness (RC, Patterson (1976)) and the resource use
(RU, Vanhoucke et al. (2008)). Each resource ﬁle contains resource data
for exactly 30 activities, such that they can be combined with the
network instances. The number of resources varies between minimum 2
to maximum 10. The resource database is split up in 4 subsets, each
containing a variable number of data instances, and is further referred
to as the ResSet dataset.
In order to obtain project data instances with both network and
resource data, the two separate subsets, MT and ResSet, should be
combined to create a database of project instances. Such a combination
leads to a new dataset discussed here, and is further referred to as the
NetRes dataset. Fig. 2 graphically displays how the two separate (net-
work and resource) subsets can be merged into 16 possible datasets,
hereby allowing the researchers to have access to the desired settings of
network and resource parameters relevant for his/her analysis. Out of
these 16 possible sets, we haven chosen to select 7 new sets for various
reasons as discussed hereafter. The ﬁrst four sets are combinations of
each MT set with the basic resource set (set 1), resulting in sets MT(SP)
(540,000 instances), MT(AD) (480,000 instances), MT(LA) (720,000
instances) and MT(TF) (720,000 instances) with a very wide range of
topological structure. The three other sets have selected parts of the
ﬁrst MT set (set 1, with only the values for SP equal to 0.2, 0.5 and 0.8)
and combine these instances with the three remaining resource sets
(sets 2, 3 and 4). This results in a set of projects with a diverse range of
resource parameters, labelled as MT(RC) (540,000 instances), MT(RU)
(270,000 instances) and MT(VAR) (540,000 instances). A summary of
the detailed settings for both sets is given in Appendix A.1 (the MT set)
and Appendix A.2 (the ResSet). Both sets can be downloaded from our
Table 1
Average number of modes per activity after preprocessing (PSPLIB).
J10 J12 J14 J16 J18 J20 J30
No preprocessing 3 3 3 3 3 3 3
Renewable infeasibility 2.949 2.954 2.965 2.984 2.986 2.984 2.998
Non-renewable
infeasibility
2.978 2.998 3 3 3 3 3
Ineﬃcient modes 2.874 2.879 2.884 2.883 2.885 2.885 2.883
All rules 2.801 2.832 2.849 2.865 2.871 2.869 2.883
Excel ﬁle (Vanhoucke
et al., 2016)
2.949 2.954 2.965 2.984 2.986 2.984 2.998
Fig. 2. The construction of 16 possible new project sets based on 4 network and 4 resource sets.
M. Vanhoucke, J. Coelho Computers & Industrial Engineering 118 (2018) 251–265
255
project database website mentioned in these appendices.
These seven sets (and any other combination of the 16 possible sets)
can be used by researchers in diﬀerent ways serving diﬀerent purposes.
Since each set contains a lot of instances (up to 720,000), only parts of
the set can be used for some research studies, while the complete set
might be used for other research purposes. An illustrative re-
commendation of how to use these sets for diﬀerent research purposes
is given along the following lines:
• Training set: Using test instances to train procedures for parameter
ﬁne-tuning should ideally be done on test instances not used for
evaluating the performance of the newly developed algorithm.
Moreover, parameter ﬁne-tuning should not necessarily be done on
a huge amount of data, but instead on a small number of instances
that are as diverse as possible. It is recommended to use as many sets
as possible (all the seven sets as proposed earlier or even the 16
possible sets) but only selecting a very small number of instances
from each set, e.g. selecting the instances in steps of e.g. 10,000. In
doing so, priority is given on diversity of test instances rather than
the amount of instances used, hereby avoiding over-ﬁtting when
tuning the algorithmic parameters. As an example, this means that
only 54 instances should be chosen from the MT(SP), and a similar
calculation can be done for the others sets.
• Exact algorithms: Exact algorithms are used to solve instances to
optimality. While the obvious drawback of this approach is the ex-
tensive burden on the computer time, the advantage is that these
studies aim at reporting optimal solutions as benchmark solutions
for a wide set of projects to be used for future research purposes.
Therefore, instances could (and should) be selected in steps of 1000,
resulting in e.g. 540 for the MT(SP) dataset, without loosing any
value for the network and/or resource indicator.
• Priority rules/lower bounds: The calculations of heuristic solutions
using priority rules or the calculations of lower bounds should be
done in fractions of milliseconds, and can serve as a basis for com-
parison with other solutions procedures. Thanks to their easy and
quick solution process, it is recommended to use all instances for a
particular chosen dataset.
• Meta-heuristic procedures: Meta-heuristics procedures aim at com-
bining speed and quality and therefore hold the middle between the
approach of exact algorithms and the easy and quick priority rules.
When instances are selected in steps of 100, part of the solutions can
be compared with the optimal solutions (every 1000 instance), and
no network and/or resource indicator is skipped. For the MT(SP) set,
this would result in 5400 instances, which is reasonable for quick
procedures.
3. Uploading solutions
Given the huge amount of project data, both the existing ones as
described in Vanhoucke et al. (2016) as the new one of Section 2.2.2,
the main purpose of these dataﬁles is that they facilitate researchers to
develop better algorithms and search processes to better solve real-life
instances. However, it is often the case that researchers cannot compare
solutions because they are not available, or because they are not tested
in the same way. A well-known exception is the PSPLIB set that has
become the standard for comparison. This section presents a new and
simple way to share solutions between researchers and to analyse and
benchmark solutions of all datasets available in the literature. In the
next subsections, both the tool and the way solutions are shared is
discussed, and more details can be found in Appendix B.
3.1. The tool
This section gives a brief summary of the tool called
“SolutionsUpdate” that can be used by researchers to upload new da-
tasets and/or new solutions for (existing) datasets for the RCPSP and
MMRCPSP, and how this tool can be easily used for various research
purposes to facilitate the development of new and improved solution
procedures in the future. The speciﬁc details on how the tool must be
used, including command line syntax and formats for downloading and
uploading the various required ﬁles is obviously outside the scope of
this paper, and these details are outlined in a tutorial that can be
downloaded from the website. Instead, this section is limited to a brief
overview of the main inputs and outputs relevant for researchers and
the main advantages the tool oﬀers for future research.
The new tool is integrated in a system involving three roles, re-
presented in Fig. 3 by the creator, the maintainer and the user. The
creator is a researcher who wants to upload a new dataset and share it
Fig. 3. SolutionsUpdate: The tool to analyse results, create data and upload new solutions.
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on the website with other researcher. The user has a similar role, but
now acts as a researcher who wishes to upload improved solutions for
an existing or new (when the user is also the creator) dataset. The
maintainer is one of the authors of this paper who maintains the
website and guarantees that new solutions are easy accessible to re-
searchers via the data website. In order to maintain and update the
existing state-of-the-art solutions for project datasets, only three types
of ﬁles must be created and updated, as brieﬂy described along the
following lines:
• Instance ﬁles: A database with problem instances generated by a
network generator or collected from various sources in a pre-spe-
ciﬁed format such as the Patterson or PSPLIB (or any other) format.
Since a lot of datasets are now available for the RCPSP and
MMRCPSP (cf. Vanhoucke et al. (2016)), there is currently no need
for additional data, but that might change in the future.
• Dataset ﬁle: A summary ﬁle with the main characteristics of the
instance ﬁles, as well as with some automatically calculated network
and resource parameters for each instance ﬁle from the set. These
automatic calculations are performed by the new tool and also in-
clude some preprocessing rules to exclude ineﬃcient modes, un-
constrained resources and others, and also present some easy lower
and upper bound calculations. Upon creation of the dataset ﬁle (i.e.
when a new instance data set is created) no lower and upper bounds
are available, and the tool will automatically calculate the lower
bound as the maximum of the critical path based lower bound and
the resource based lower bound. The upper bound is set as the sum
of the processing times of all activities. Obviously, these simple
lower and upper bounds should be improved by algorithms and
uploaded in the results ﬁle discussed hereafter. Each set of instance
ﬁles contains exactly one dataset ﬁle, and this dataset ﬁle will be
updated each time new solutions are found for some of the data
instances in the set (as discussed by the results ﬁles hereafter).
• Results ﬁles: The results ﬁle includes newly obtained solutions
(lower bounds and/or upper bounds) after running a newly devel-
oped procedure on (part of the) project data. While the dataset ﬁle
must be unique for each dataset, it might be useful to generate
multiple results ﬁles for a dataset. Each results ﬁle can contain re-
sults from a diﬀerent procedure, or from the same procedure but
used under diﬀerent settings (e.g. a heuristic procedure truncated
after 5000 schedules will result in other results than when it is
truncated after 500,000 schedules). Each results ﬁle can therefore be
used by researchers who want to follow the same settings to un-
ambiguously compare their solutions with state-of-the-art solutions.
When the results ﬁle is approved by the maintainer, the dataset ﬁle
will be automatically updated with best known solutions (both
lower bound and upper bounds) and in case improvements are
found, the author of the results ﬁle will be added to the dataset ﬁle
for the instances where improvements have been detected.
The new tool aims at keeping the interaction between researchers
and maintainers to a minimum. The dataset ﬁle should be created only
once for each newly created dataset, and from that point on will be
automatically updated each time new results are available. New results
are sent in a new results ﬁle to the maintainer, and the tool auto-
matically updates the dataset ﬁle with only the solutions that outper-
form the current best ones. Therefore, it is believed that the main ad-
vantages of the new tool can be summarized as follows:
• The tool oﬀers an easy access to solutions and other characteristics
of existing databases, and it provides an easy process of adding new
data to be shared by the community. Given the overwhelming
amount of data already available, the selection of subsets of an ex-
isting dataset is straightforward, and user can easily perform their
test experiments on only a selection of a dataset (e.g. only on the
problems for which no optimal solution has been reported) and
update the dataset ﬁle by providing one single results ﬁle to the
maintainer with only results for a subset of the existing dataset.
• The tool oﬀers an easy maintenance of results. Results of newly
obtained solutions must not be uploaded for each instance sepa-
rately (i.e. one by one) as is the case for some of the existing web-
sites, but rather by a single results ﬁle containing solutions for all, or
for only a part of the instances in the set. The tool will automatically
select the solutions that improve the current best known ones and
update the dataset ﬁle. Updating the best known solutions (in the
dataset ﬁle) also includes automatic checks of the feasibility of the
solution, contains some preprocessing rules and allows the re-
searchers to access the solutions from the website (i.e. obtaining the
start and ﬁnishing times of the activities rather then only the ob-
jective function).
• It is believed that the new tool can and will be primarily used as a
research tool. Indeed, the easy selection of instances with speciﬁc
characteristics (e.g. only the instances without optimal solution, i.e.
the so-called open instances) will allow the researcher to focus on
the most complex problem instances, or the most promising areas
for future research (e.g. for which the gap between the lower and
upper bounds is still large and optimality could not be proven),
thereby stimulating and enabling to focus on problem characteristics
that deserve attention.
• Thanks to the new dataset NetRes and the possibility of creating and
uploading new data, researchers will be stimulated to focus on areas
of improvement to solve diﬀerent project instances, rather than on
testing algorithms on benchmark data aiming solely at solving
bigger project instances.
3.2. The solutions
In order to allow researchers to test the quality of their procedures
for solving the two project scheduling problems discussed in this paper,
they should have access to existing solutions, and should be able to
upload improved solutions. This section explains how the newly ob-
tained solutions will be put into the previously discussed ﬁles using the
new tool. A distinction is made between the single-mode variant of the
problem (RCPSP) and the multi-mode version (MMRCPSP).
3.2.1. Upload solutions
First, the approach for uploading solutions will be explained. It is
known that many attempts to gather data and update new results fail
simply because the owners of the website cannot longer maintain the
incoming stream of results due to a lack of interest and a too time-
consuming updating approach. Therefore, we have decided to present
the simple tool of previous section to upload and analyze new obtained
solutions. All solutions are automatically tested against possible ﬂaws
(violations of precedence relations and/or resource constraints) and
reported when passing these tests. The upload process for new solutions
for the RCPSP obtained on the rich amount of possible data instances
has been made easy and fast, and requires only a few simple inter-
ventions by the researchers who wish to upload their best known so-
lutions. The new tool is available on the website as a small programme
(an executable for windows or an application for mac) that reads all the
solutions for a particular set, immediately performs all the tests and
reports the improved upper bounds with the name of the researcher.
This ﬁle can then be uploaded to the website, accompanied by the so-
lution ﬁles, and the website will be updated accordingly. It is not ne-
cessary that all instances of a dataset has new solutions, nor is it re-
quired that the obtained solutions must be better than the currently best
known solutions (the application will check whether improvements
have been found). The only requirement is that the solutions are made
available in a simple but predeﬁned format consisting of the activity
starting time in the schedule. The solutions for the MMRCPSP also
contain the selected modes for each activity but is otherwise similar to
the RCPSP solutions. New solutions can be uploaded once for each
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dataset (or a subset of the dataset) rather then requiring to upload so-
lutions for each project instance.
3.2.2. Lower bounds
Secondly, the use of lower bounds should be explained. Although
lower bounds do not provide any feasible solution to the problem, they
are interesting for comparing them with the current best known solu-
tions (upper bounds). Often times, solutions can be proven to be op-
timal when the best found lower bound is equal to the best known
upper bound found by heuristic solutions. Therefore, uploading im-
proved lower bounds for the RCPSP and the MMRCPSP is important to
solve more project instances to optimality, and will therefore be re-
ported on the website when newly obtained lower bounds are found.
However, uploading new lower bounds also has some disadvantages.
First, it is not easy to check whether a new value for a lower bound is
indeed correct to act as a lower bound, as is the case for new upper
bounds. Secondly, since solutions are often reported as average devia-
tions from the known lower bounds, it is not desirable to update the
lower bounds with new values, making a comparison between averages
useless. Based on these two observations, the following system for
providing lower bounds is proposed. First, all ﬁles will contain the
easiest lower bound that can be found, i.e. the critical path based lower
bound (which is trivial for the RCPSP and which is equal to the longest
path when the mode with the shortest duration is selected for each
activity of the MMRCPSP). It is recommended to benchmark new so-
lutions against this simple lower bound when reporting average solu-
tions values, despite the often weak values of this lower bound since
they are ﬁxed and allow therefore a fair comparison. Obviously, the
better lower bounds can be used to measure the gap between upper
bounds and known lower bounds and to detect project instances that
potentially can be improved (or in case LB=UB, proven to be solved to
optimality). When a new upper bound value is found (and checked
against feasibility) with a lower value than the best known lower
bound, the lower bound was ﬂawed and should therefore be removed.
In that case, all lower bound values uploaded by the author of the
ﬂawed lower bound will be removed from the ﬁle of the dataset.
Currently, the best lower bounds reported on the website are the lower
bounds found by a set of procedures discussed in the literature. While it
should be obvious to report the critical path as the lower bound for the
RCPSP, they can often be improved by the more stronger lower bounds
calculations reported in the paper by Klein and Scholl (1999). For the
MMRCPSP, the best lower bounds are equal to the maximum of the
critical path, and the resource based lower bound with each mode set to
the lowest work content for the activity. Obviously, stronger lower
bounds should be uploaded once found to stimulated the search to
optimal values for more project instances.
3.2.3. Upper bounds
Finally, the best known solutions for each data instance are upper
bounds and must be uploaded by the researcher. Upper bounds contain
feasible project schedules that can be optimal or not. When the upper
bound is obtained by an exact algorithm, then the solution is known
and proven to be optimal, otherwise, it can only be considered as a best
known solution. In the latter case, a comparison with the current best
known lower bound is interesting, and when the LB is equal to the UB,
the solution is proven to be optimal. Solutions will be available for all
RCPSP datasets discussed in Vanhoucke et al. (2016) being the RG300,
RG30, DC1 and DC2 datasets, as well as for a new NetRes dataset pre-
sented in Section 2.2.2. For the MMRCPSP, solutions are given for the
three MMLIB datasets (MMLIB50, MMLIB100 and MMLIB+) and for
the PSPLIB dataset. Our system will therefore also report the best
known solutions for the PSPLIB dataset (both for RCPSP and
MMRCPSP) without aiming to replace the current excellent and well-
known uploading system at www.om-db.wi.tum.de/psplib.
4. Experiments
This section presents results of an enormously huge computer ex-
periment using the STEVIN supercomputer infrastructure of Ghent
University. The purpose of these experiments is twofold. First, the
current best known solutions for all project datasets should be known to
researchers and made available online, such that future researchers can
easily use the current state-of-the-art solutions. For some of the data-
sets, we have started with the current known status (such as the
PSPLIB), while for others, we started completely from scratch. In a
second section, we have brieﬂy analysed the impact of network and
resource parameters on the complexity of solving the instances, to de-
fend the need of the previously discussed NetRes project dataset.
4.1. Current status
In this section, we give an overview of the current best known so-
lutions and how they have been obtained. This section obviously can be
outdated from the moment new solutions have been uploaded, and the
reader is therefore advised to check the website for the latest updates.
In order to present the results and give a summary of the current best
known solutions as well as to show the way they have been obtained
and how they potentially could be improved, the following indicators
will be used in the upcoming tables:
• #Instances: The number of instances available in each dataset.
• #Open: The number of problems for which no optimal solution
could be obtained. Optimal solution can only be obtained by exact
procedures when they run without early truncation, and meta-
heuristic procedures can only proof to have found an optimal so-
lution if their solution (upper bound) is equal to a known lower
bound.
• %CPM: The average percentage deviation from the critical path for
all instances
• Gap: The average deviation between the best known lower bound
and the best known upper bound, measured only for the open in-
stances. This indicator gives an idea about the hardness of the
problem instance, with larger gaps denoting more complex in-
stances.
• Greatest runs: This indicator reports the last run executed before the
search for better solutions is stopped. All experiments have been
carried out on the STEVIN Supercomputer Infrastructure at Ghent
University and truncated after a well-deﬁned stop criterion. The stop
criterion used for the meta-heuristic procedures in all the experi-
ments has been set as #runs×#sched with #runs the number of
runs that are performed, each run started with a diﬀerent seed
value, and #sched the number of generated schedules used as the
stop criterion for each run. Since all experiments have been ran on a
very fast computer that can process a large number of runs in par-
allel, the aim was to ﬁnd the best possible solutions for each dataset
to upload them to the new upload system. Therefore, computer time
was not a big problem and multiple runs are performed for each
dataset with stop criteria sequentially set to #runs×#sched values
of 10×5000; 10×50,000; 10× 500,000; 100×500,000 and ﬁ-
nally 1000×500,000. Each time, the runs are only performed on
the open instances. When possible, exact solutions have been re-
ported by running an exact algorithm truncated after 1 s, 1 min and
1 h.
• Last run: This indicator gives some relevant information about the
last run. In case the last run could not ﬁnd any improvements
compared to the previous run, it is assumed that the instance could
not be improved much more by the currently available procedures.
Otherwise, when the last run could still ﬁnd some improvements,
computer time prevented us to searching for more improvements.
Hence, despite the possibility that more improvement can be found
for these instances, they cannot be found in a reasonable time, and
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other search process should be developed in the academic literature
to solve these instances.
4.1.1. RCPSP
Heuristic solutions for the RCPSP have been obtained by running
the metaheuristic search procedure of Debels and Vanhoucke (2007)
since it is known to be one of the best performing heuristics to date,
truncated after the previously mentioned stop criteria (up to a max-
imum of 1000 runs with 500,000 generated schedules). When possible,
exact solutions have been reported by running the branch-and-bound
procedure of Demeulemeester and Herroelen (1992), known as one of
the best procedures in literature, truncated after maximum 1 h. Table 2
displays results for the RG30, RG300, DC1 and DC2 datasets proposed
in Vanhoucke et al. (2016), as well as for the new NetRes dataset pre-
sented in Section 2.2.2. The table also contains the results for the well-
known PSPLIB dataset.
The table shows that the DC1 set, the smallest set of the DC2
(npv25) and the PSPLIB (J30) set could be solved to optimality with
ease, since these instances contain project with maximum 30 activities.
Obviously, other sets with a larger number of activities for the projects
(e.g. the RG300 set, the J60, J90 and J120 of PSPLIB and the npv50,
npv75 and npv100 of DC2) could not be solved to optimality and still
show quite a number of open instances. For these datasets, it is often the
case that the last run of the meta-heuristic procedure could ﬁnd a po-
sitive number of improvements, but due to the extensive search (often
100×500,000 schedules, sometimes even 1000× 500,000 schedules)
we decided not to search for more improvements due to the ever in-
creasing need for extra computer power. Maybe the most interesting
result can be found for the RG30 and all the NetRes instances. These
datasets all contain projects with only 30 activities, similar to the J30
set that could be solved easily to optimality. However, both the RG30
and the NetRes sets contain a huge number of open instances, even after
heavy computational runs (up to 1 h with the exact procedure and
100× 500,000 for the meta-heuristic search). This results clearly de-
monstrates that future solution approaches should not necessarily focus
on trying to solve bigger instances, but instead, should focus on char-
acteristics (network structure, resource scarceness, or others) that de-
termine the complexity of the project instance. The NetRes datasets in
particular contain a lot of promising open instances which diﬀer fun-
damentally in structure from the well-known J30 instances, but cannot
be solved to optimality. Future researcher should focus on these open
instances and direct their newly developed search procedures on these
instances to ﬁnd new ways to solve moderate sized project problems.
In short, the table shows that there is still room for improvements
and development of new and better search procedures that are able to
solve relatively small (30-activity) project instances (which are some-
times assumed to be easy but are not always as easy as one might think)
to optimality.
4.1.2. MMRCPSP
A similar table has been constructed for the multi-mode instances
(Table 3), but due to the lack of a fast and eﬃcient exact algorithm,
only 2 meta-heuristic solutions procedures (Van Peteghem &
Vanhoucke (2014) and Coelho & Vanhoucke (2011)) have been used to
solve these instances, truncated as discussed earlier. The newly found
results are compared to the currently best known ones. For the MMLIB
dataset, these BKS have been found by 21 procedures from the litera-
ture as discussed in Van Peteghem and Vanhoucke (2014), while the
Table 2
Best known results for the RCPSP (August 2017).
Dataset #Instances #Open %CPM Gap Greatest runs Last run
RG30 1800 195 39.33% 7.2 LB; DH 1 h; 100×500k No improvements found
RG300 480 379 956.71% 38.0 LB; DH 1 h; 100×500k 14 new UBs found
DC1 1800 0 26.57% 0.0 DH 1m 1.1 s on the hardest instance
DC2 npv25 180 0 124.12% 0.0 DH 1m 9.3 s on the hardest instance
npv50 180 47 225.18% 7.6 LB; DH 1 h; 100×500k 2 new UBs found
npv75 180 94 331.08% 10.8 LB; DH 1 h; 100×500k 5 new UBs found
npv100 180 107 416.46% 15.0 LB; DH 1 h; 100×500k 9 new UBs found
PSPLIB J30 480 0 13.37% 0.0 DH 1m 2.7 s on the hardest instance
J60 480 53 10.37% 5.9 LB; DH 1 h; 1000×500k No improvements found
J90 480 80 9.44% 7.5 LB; DH 1 h; 1000×500k No improvements found
J120 600 308 29.11% 8.5 LB; DH 1 h; 1000×500k 3 new UBs found
NetRes NetRes(SP) 540,000 25,577 78.75% 5.3 LB; DH 1m; 10× 500k 121 new UBs found
NetRes(AD) 480,000 44,829 98.79% 5.6 LB; DH 1m; 10× 500k 278 new UBs found
NetRes(LA) 720,000 246 58.41% 4.6 LB; DH 1 h; 10× 500k No improvements found
NetRes(TF) 720,000 23,544 68.27% 6.4 LB; DH 1m; 10× 500k 139 new UBs found
NetRes(RC) 540,000 10,333 66.27% 6.0 LB; DH 1m; 10× 500k 65 new UBs found
NetRes(RU) 270,000 3761 73.63% 9.3 LB; DH 1m; 10× 500k 35 new UBs found
NetRes(VAR) 540,000 4722 87.27% 4.3 LB; DH 1 h; 10× 500k 2 new UBs found
Table 3
Best known results for the MMRCPSP (August 2017).
Dataset #Instances #Open %CPM Gap Greatest runs Last run
PSPLIB J10 536 0 32.24% 0.0
J12 547 0 27.57% 0.0
J14 551 0 23.59% 0.0
J16 550 0 18.67% 0.0
J18 552 0 18.32% 0.0
J20 554 0 17.00% 0.0
J30 552 245 12.28% 6.5 100×500k No improvements found
Boctor Boct50 120 120 22.74% 52.6 100×500k No improvements found
Boct100 120 120 22.91% 103.6 100×500k 3 new UBs found
MMLIB MMLIB50 540 310 22.33% 9.3 100×500k No improvements found
MMLIB100 540 275 21.56% 10.8 10× 500k No improvements found
MMLIB+ 3240 2811 79.46% 37.2 10× 500k 4 new UBs found
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BKS for the PSPLIB are the ones reported on the website. Optimality of
some of the instances could be proven when the best found solution is
equal to a known lower bound. In this study, we have used the critical
path lower bound (setting each activity to its lowest duration) and the
resource based lower bound (setting each activity to its smallest work
content), which surprisingly resulted in quite a number of instances that
could be proven to be optimal (cf. column “#Open”). The results in the
table clearly show that size of the project matters, since all datasets
with 30 or more activities contain quite a number of open instances,
with the biggest set (MMLIB+) having almost 3000 open instances. No
doubt that there is still room for huge improvements, and focusing of 30
activity projects still might be enough to ﬁnd new directions for new
solution procedures.
4.1.3. New solutions
Table 4 shows the number of improvements found compared to the
best known solutions available in the literature. For most of the datasets
used, no known solutions were available until now, and hence, no
improvements could be reported. Only for the PSPLIB instances (both
for the RCPSP and the MMRCPSP) and the MMLIB instances (for the
MMRCPSP), best known solutions were available on their website
(www.om-db.wi.tum.de/psplib and www.mmlib.eu, respectively). For
all other instances of the other datasets shown in Tables 2 and 3, but not
displayed in Table 4, best known solutions are now available to re-
searchers from www.projectmanagement.ugent.be/research/data to be
used for future comparison and improvements. The table shows the
number of newly found lower bounds (new LB), the number of newly
found solutions (new BKS) and the number of newly found optimal
solutions (new OPT).
4.2. Problem complexity
In this section, a short overview is given of the main parameters that
determine the complexity of the network instance. While a lot of re-
search has been done on the development of (meta-) heuristic search
procedures to solve larger data instances, little to nothing has been
done to ﬁnd out why some of the (small) instances are still not solvable
in reasonable time. The previous analysis of Table 2 has shown that
even projects with only 30 activities can still not be solved to optimality
(particularly for the new NetRes set), and hence, size is certainly not the
only complexity parameter. Since a detailed search for drivers to pro-
blem complexity is outside the scope of this paper and should be the
subject of a separate study, this section brieﬂy shows the impact of
network and resource complexity indicators on the solution quality,
using the open instances of the NetRes datasets. The impact of the in-
dicators has been discussed earlier in various other papers, initiated by
the phase transitions research of Herroelen and De Reyck (1999), but
recently little has been done to investigate why some problem instances
are easier to solve than others. We hope that the summary in this sec-
tion on the datasets used in this paper might trigger future researchers
to start up the search to drivers of problem complexity. The section is
split up into two parts. In Section 4.2.1, a branch-and-bound procedure
is used, truncated after 1 s and the percentage of instances solved to
optimality is displayed. In Section 4.2.2, some of the most well-known
priority rules are used to obtain solutions and the quality of the solu-
tions is reported for each parameter. We have used all the instances of
the NetRes set which contains in total 3.81 million instances.
4.2.1. Truncated branch-and-bound
In this section, the experiment are done using the exact procedure of
Demeulemeester and Herroelen (1992), truncated after 1 s, and we
have reported the percentage of instances that cannot be solved to
optimality. Since this procedure is known to be able to solve 30-activity
instances to optimality in a very small amount of time (using the J30 set
of PSPLIB), the aim of the experiment is to illustrate that a diverse range
of topological values for projects with 30 activities (as is the case for the
NetRes) can lead to new interesting results and unsolvable instances.
The results are summarized in two tables. Table 5 show the impact
of the network indicators and resource parameters on the problem
complexity. Five network indicators are used, known as the Serial/
Parallel (SP) indicator, the Activity Distribution (AD) indicator, the
Length of Arc (LA) indicator, the Topological Float (TF) and the Order
Strength (OS). The resource parameters used are the Resource Con-
strainedness (RC) and the Resource Strength (RS). Table 6 shows the
impact of the Serial/Parallel (SP) indicator and also illustrates its re-
lation with the three other network topology indicators LA, AD and TF.
The values of the indicators are shown as intervals rather than as ﬁxed
Table 4
Number of improvements found (LB, BKS and OPT).
New LB New BKS New OPT
RCPSP PSPLIB J30 0 0 0
J60 6 0 4
J90 7 16 0
J120 3 21 0
MMRCPSP PSPLIB J30 55 0 0
MMLIB MMLIB50 77 8 0
MMLIB100 90 17 0
MMLIB+ 1046 94 0
Table 5
Impact of 5 network and 2 resource indicators (Percentage of instances not solved by the
Demeulemeester and Herroelen (1992) procedure, truncated after 1 s).
Network Resources
SP AD LA TF OS RC RS
[0;0.1[ 54.0% – 4.9% 0.4% 59.3% 0.0% 7.4%
[0.1;0.3[ 13.4% 1.5% 0.3% 0.5% 30.5% 9.1% 7.2%
[0.3;0.5[ 0.2% 4.5% 0.1% 2.8% 1.3% 4.9% 1.3%
[0.5;0.7[ 0.0% 12.9% 0.1% 8.0% 0.4% 3.8% 0.5%
[0.7;0.9[ 0.0% 4.9% 0.0% 16.5% 0.0% 1.8% 0.1%
[0.9;1] – 1.9% – 23.5% 0.0% 1.4% 0.0%
Table 6
Impact of the SP indicator and its relation with three other network indicators
(Percentage of instances not solved by the Demeulemeester and Herroelen (1992) pro-
cedure, truncated after 1 s).
SP
[0;0.1[ [0.1;0.3[ [0.3;0.5[ [0.5;0.7[ [0.7;0.9[
AD [0;0.1[ – – – – –
[0.1;0.3[ 36.0% 1.0% 0.0% – –
[0.3;0.5[ 55.9% 7.1% 0.0% 0.0% –
[0.5;0.7[ 65.5% 32.4% 0.2% 0.0% –
[0.7;0.9[ 66.3% 50.4% 1.4% 0.0% 0.0%
[0.9;1] – – – 0.0% 0.0%
LA [0;0.1[ 57.3% 25.6% 0.3% 0.0% 0.0%
[0.1;0.3[ 39.2% 1.3% 0.0% 0.0% 0.0%
[0.3;0.5[ – 2.2% 0.0% – 0.0%
[0.5;0.7[ – 1.6% 0.0% – 0.0%
[0.7;0.9[ – 0.6% 0.0% – 0.0%
[0.9;1] – – – – –
TF [0;0.1[ – 1.3% 0.0% 0.0% 0.0%
[0.1;0.3[ 33.7% 0.4% 0.0% 0.0% 0.0%
[0.3;0.5[ 52.0% 4.4% 0.0% 0.0% 0.0%
[0.5;0.7[ 63.3% 18.1% 0.0% 0.0% 0.0%
[0.7;0.9[ 66.0% 44.3% 0.5% 0.0% 0.0%
[0.9;1] – 52.1% 2.1% – 0.0%
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values since exact values could not always be used. As an example, an
SP value of 0.1 for a 30-activity network does not exist, and can only lie
close to this value (more speciﬁcally, the SP value will be equal to ei-
ther 0.0689 or 0.1034 and the 0.1 value displayed in Appendix A.1 is a
rounded value of these values). The tables only display results when
more than 10,000 instances were available in the NetRes set for the
speciﬁc values of the indicators to assure that the results can be used to
draw general conclusions.
• General conclusions: Table 5 shows that all the network and re-
source parameters have an impact on the problem complexity, each
in a diﬀerent way. Some of these have been studied in the literature,
and are well known, such as the results of the RC that show an easy/
hard/easy transition, conﬁrming the results of the phase transitions
study of Herroelen and De Reyck (1999). Others are new and have
not been investigated in the literature, but the results nevertheless
show that areas exist for which the truncated branch-and-bound
procedure cannot ﬁnd an optimal solution in a short time (1 s), even
for relatively small project instances with only 30 activities. An in-
teresting results is the observation that most network indicators
have their hardest instances at extreme values, close to 0 or 1.
• SP versus AD: Project instances high AD values and low to medium
SP values cannot be solved to optimality, as can be seen in Table 6.
The reason here is that low AD values result in project instances
with a clear peak in the resource demand at a certain moment in
time, while the other time periods have less resource over-alloca-
tions. Hence, once these resource conﬂicts have been solved, the
remaining part of the scheduling process is relatively easy. However,
AD values closer to one means that the resource conﬂicts are spread
all over the project horizon, and each time a resource conﬂict has
been solved, a diﬀerent one will occur at a later time instance,
leading to a much extensive search to the optimal baseline schedule.
• SP versus LA: Project instances with low values for the SP indicator,
certainly when combined with low values for the LA indicator,
cannot be easily solved, and up to 57% of the instances could not
report an optimal solution with the time limit of 1 s. Projects with
low SP values have many activities in parallel, and therefore, more
resource conﬂicts occur at diﬀerent stages of the project, leading to
a more advanced search towards a resource feasible schedule. The
impact of the low LA values on the project complexity stems from
the number of stages in the project. Low values of the LA indicator
means that the precedence relations between two activities span
multiple levels in the network, and hence, activities can be shifted
much more easier throughout the network. This also means that this
high degree of ﬂexibility means that resource conﬂicts can occur at
diﬀerent stages of the project network, and leads to a more ad-
vanced search to optimality. High LA values, however, are much
easier to solve. These project typically consist of phased projects
where each activity of one phase must be ﬁnished before a second
phase can start, and where many activities within one phase can be
done in parallel (cf. an example in Fig. 4). These project network
structures are found in many sectors and are relatively easier to
solve to optimality due to the little freedom to shift in the schedule.
• SP versus TF: When the TF values have medium to high values (and
SP still has low to medium values), a growing number of project
instances could not be solved to optimality. The reason is similar to
the reason explained why low LA values are harder to solve. High
values for the TF indicator means that the network has a lot of
freedom and activities can easily be shifted in the network without
changing the number of stages (similar to a low LA value). Low TF
values are networks where the progressive and regressive level of
each activity is almost the same, leading to little or no scheduling
freedom and hence, much easier to solve due to a lower number of
resource conﬂicts.
4.2.2. Priority rules
In this section, a number of well-known priority rules have been
used to solve all the NetRes instances, and the average deviation from
the best found solution has been reported. Below, a summary of the
most commonly used priority rules is given for each of the ﬁrst four
classes. It should be noted that this is certainly an incomplete list of
priority rules, and many others have been presented in the literature.
For an overview of priority rule based scheduling, the reader is referred
to the papers written by e.g. Kolisch (1996a), Rand (2000), Kolisch
(1996b), Hartmann and Kolisch (2000) and Kolisch and Hartmann
(2006).
• Activity information: The easiest priority rules simply take activity
information into account, and the two rules used in the experiments
are the Shortest Processing Time (SPT) and the Longest Processing
Time (LPT) rules.
• Network information: The construction of an activity list is based on
a priority rule taking the logic of the network structure into account,
i.e. the set of activities and the precedence relations between them.
Example priority rules used in the study are the Most Immediate
Successors (MIS), the Most Total Successors (MTS), the Least Non-
Related Jobs (LNRJ) and the Greatest Rank Positional Weight
(GRPW).
• Scheduling information: Priority rules are used to construct feasible
project schedules with resource constraints. However, simple sche-
duling techniques that ignore these resource constraints, such as the
critical path method, can also be used to deﬁne new priority rules.
Example priority rules used in the experiments are the Earliest Start
Time (EST), the Earliest Finish Time (EFT), the Latest Start Time
(LST), the Latest Finish Time (LFT), and the Minimum Slack (MSLK).
• Resource information: The construction of an activity list is based on
a priority rule taking the logic of the network structure as well as
information from the resource constraints into account. The re-
source work content is here deﬁned as the product of the duration of
the activity and the resource requirements. The two example
priority rules that are use in the study are known as the Greatest
Resource Work Content (GRWC) and the Greatest Cumulative
Fig. 4. An example network with a low SP and high LA (showing project phases with activities in parallel).
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Resource Work Content (GCRWC).
The results for the priority rules are shown in Table 7. The table
consists of three blocks, and each time shows the number of instances
for which the 13 priority rules provide the same value (row“Equal”) or
for which they provide diﬀerent values (row “Diﬀerent”). Furthermore,
the table is split into two columns, one for the open instances (for which
currently no optimal solution is known to be found) and one for the
closed instances (for which a solution is known to be optimal). The top
part of the table displays the total number of (open or closed) instances
(# Ins), which is in total equal to the 3.81 million instances used in the
set. The middle part displays the percentage of solutions found by the
priority rules equal to the best known solution (% BKS). Note that this
best known solution is equal to the optimal solution for the closed in-
stances. The bottom part shown the average percentage deviation of the
solutions found by the priority rules compared to the best known so-
lutions (% Dev). The table illustrates that in case all the priority rules
provide the same solution value, they are almost always report the
optimal solution (99.1%), and hence, for these instances, there is no
need to use advanced meta-heuristics or exact branch-and-bound pro-
cedures to solve these instances. In case the priority values show dif-
ferent values, somewhat more than 50% of the closed instances could
be optimally solved by the priority rules too, with average deviations of
only 3.4%. For the open instances, the priority rules could provide best
known solutions for only 1.2% of the instances. This last observation
clearly illustrates that there exist still a signiﬁcant amount of instances
(113,008) that cannot be solved to optimality (open instances), and the
priority rules provide very weak solutions (with average deviations of
more than 13%). Hence, more advanced procedures should be devel-
oped for solving these instances to optimality.
5. Summary and conclusion
This paper serves as a follow-up paper of the data paper “An over-
view of project data for integrated project management and control”
(Vanhoucke et al., 2016) and has added extra features to improve the
use of project data for research in resource-constrained project sche-
duling. Rather than focusing on the design of artiﬁcial data and col-
lection process of empirical data, this paper focuses on the best known
solutions for the resource-constrained project scheduling problem with
single modes (RCPSP) and multiple modes (MMRCPSP). This paper has
made three important contributions to further facilitate future research
in this challenging project scheduling research domain.
New dataset: A new dataset with 4 subsets of resource instances
generated under a controlled design has been generated and made
publicly available. These ﬁles can be combined with an existing
network dataset, aiming at creating resource-constrained networks with
a better design for both the network structure and the scarceness of
renewable resources. We believe that this new dataset will enable re-
searchers to search for procedures to solve project problems that could
not be solved earlier. It will also enable them to detect why some
project instances cannot be solved by the current fast and eﬃcient so-
lutions procedures in literature.
Available solutions: A simple yet eﬃcient upload approach for
newly obtained solutions has been proposed for both the RCPSP and the
MMRCPSP. Solutions are upper bounds on the project makespan, and
can only be proven to be optimal if they either have been solved to
optimality by an exact procedure, or when the upper bound is equal to
the best known lower bound. Lower bounds are also available for the
RCPSP, and can also be uploaded in the system.
New tool: An easy tool to upload new datasets and new solutions or
to download existing best known solutions is proposed that will sti-
mulate researchers to focus on project data instances that can be im-
proved. Rather than restricting the focus on solving existing project
instances quicker or developing algorithms to solver larger instances,
researchers will be stimulated to focus their research time on instances,
though small and often assumed to be solvable, in order to present new
and fundamentally diﬀerent solution procedures that can solve a wider
range of projects. It should be noted that the purpose of this paper is not
to take over other excellent upload tools available in literature, but
instead, to oﬀer an additional tool to facilitate comparisons between
solutions and to upload new solutions to put them available to the
public. It is therefore crucial to mention that researchers who test their
algorithms on the well-known PSPLIB can easily use our tool to analyse
results of their experiments, but they still should upload their solutions
to the PSPLIB website which will contain the latest best known solu-
tions. The PSPLIB upload process has shown to be very relevant in the
past, and has resulted in a very eﬃcient comparison between algo-
rithms, and we do not see any reason to change this process for the
future. however, for other datasets, no such alternative like the PSPLIB
exists in the literature, and researchers should upload it to our website,
as explained in this paper.
For our future research intentions to further stimulate the use of
artiﬁcial and empirical data for project scheduling research, we aim at
providing solutions for the problem extensions brieﬂy discussed in the
solution assumptions of Section 2. More precisely, best known solutions
for the RCPSP with net present value maximization, as well as solutions
for the RCPSP with AND and OR relations, and activity preemption with
setup times, will be discussed and added to the website http://www.
projectmanagement.ugent.be/research/data.
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Appendix A. New artiﬁcial dataset
This appendix brieﬂy describes the settings for the new NetRes (i.e. network and resources) dataset, containing two separate sets. First, the
network set is proposed in Vanhoucke et al. (2008) and has been called the MT set in Vanhoucke et al. (2016). It contains 4 subsets with diverse
settings for the network structure. The second set called ResSet is completely new and contains 4 subsets with only resource information. These ResSet
iinstances should be combined with the MT sets to construct the so-called NetRes data instances that can be used for solving resource-constrained
Table 7
Priority rules: General performance.
Open Closed
# Ins Diﬀerent 113,008 2,613,081
Equal 4 1,083,907
% BKS Diﬀerent 1.2% 50.7%
Equal 50.0% 99.1%
% Dev Diﬀerent 13.6% 3.4%
Equal 1.0% 0.0%
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project scheduling problems.
A.1. Network data
In Vanhoucke et al. (2016), it has been shown that the MT set contains 4 subsets to diversify the network structure as much as possible. The set
does not contain resources and has been used for project control studies in which the use of resources is completely ignored. The four subsets contain
in total 4100 networks for which the network indicator settings are summarized along the following lines. Each network contains exactly 30
activities.
Set 1: Network indicator: serial or parallel network (SP)
SP= 0.1; 0.2; 0.3; 0.4; 0.5; 0.6; 0.7; 0.8; 0.9 and AD, LA and TF random from interval [0, 1]
→ Using 100 instances for each setting, 900 project network instances have been generated.
Set 2: Activity indicator: activity distribution (AD)
Set 2.1: AD=0.2; 0.4; 0.6; 0.8, SP= 0.2 and LA and TF random from interval [0, 1]
Set 2.2: AD=0.2; 0.4; 0.6; 0.8, SP= 0.5 and LA and TF random from interval [0, 1]
→ Using 100 instances for each setting, 2 ∗ 400=800 project network instances have been generated for this subset.
Set 3: Precedence relations indicator: length of arcs (LA)
Set 3.1: LA=0.2; 0.4; 0.6; 0.8, SP=0.2 and AD and TF random from interval [0, 1]
Set 3.2: LA=0.2; 0.4; 0.6; 0.8, SP=0.5 and AD and TF random from interval [0, 1]
Set 3.3: LA=0.2; 0.4; 0.6; 0.8, SP=0.8 and AD and TF random from interval [0, 1]
→ Using 100 instances for each setting, 3 ∗ 400=1200 project network instances have been generated for this subset.
Set 4: Float indicator: topological ﬂoat (TF)
Set 4.1: TF=0.2; 0.4; 0.6; 0.8, SP=0.2 and AD and LA random from interval [0, 1]
Set 4.2: TF=0.2; 0.4; 0.6; 0.8, SP=0.5 and AD and LA random from interval [0, 1]
Set 4.3: TF=0.2; 0.4; 0.6; 0.8, SP=0.8 and AD and LA random from interval [0, 1]
→ Using 100 instances for each setting, 3 ∗ 400=1200 project network instances have been generated for this subset.
A.2. Resource data
The generation of resources to create the ResSet has been done in such a way that enough data instances are available that can be combined with
the network instances to test the impact of resources in detail. The set contains 4 subsets. The resource availability has been generated for a varying
number of resources (NR). The resource demand have been generated for each activity, with a total of 30 activities such that the resource data can be
combined with the network instances of the MT set (which has 30 activities too). The demand has been generated to satisfy varying values for the
resource use (RU) and the resource constrainedness (RC). The RC values are ﬁxed values for each resource, except for the fourth set where the RC
values diﬀer for each resource, and the average RC value is controlled.
Set 1: Basic R4 Set
NR=4
RU=2; 4
RC=0.25; 0.50; 0.75 (ﬁxed values for each resource)
→ Using 100 instances for each setting, 600 resource ﬁles have been generated.
Set 2: R4 Set with extended RC values
NR=4
RU=2; 4
RC=0.1; 0.2; 0.3; 0.4; 0.5; 0.6; 0.7; 0.8; 0.9 (ﬁxed values for each resource)
→ Using 100 instances for each setting, 1800 resource ﬁles have been generated.
Set 3: R10 Set with extended RU values
NR=10
RU=2; 6; 10
RC=0.25; 0.50; 0.75 (ﬁxed values for each resource)
→ Using 100 instances for each setting, 900 resource ﬁles have been generated.
Set 4: R10 Set with variable RC values
NR=10
RU=2; 6; 10
RC=0.25; 0.50; 0.75, varying for each resource in a predeﬁned interval, as follows:
Average RC=0.25: [0.12, 0.63] or [0.10, 0.90]
Average RC=0.50: [0.25, 0.75] or [0.10, 0.90]
Average RC=0.75: [0.37, 0.88] or [0.10, 0.90]
→ Using 100 instances for each setting, 1800 resource ﬁles have been generated.
A.3. Uploading new best known solutions
The combination of all network ﬁles (Appendix A.1) and resource ﬁles (Appendix A.2) leads to 4 ∗ 4=16 possible new datasets that can be used
for solving the RCPSP, for which 7 subsets have been selected as being interesting to share with the community. On top of these datasets, various
other existing datasets are also available (as summarized in Vanhoucke et al. (2016)) for which new best known solutions (BKS) can be generated by
researchers. Due to the overwhelming amount of available datasets, the uploading process has been streamlined as explained in the paper and
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summarized in Table 8. Note that for some on the datasets, other upload websites are available and used widely by researchers. This is particularly
true for the PSPLIB dataset (both for RCPSP and MMRCPSP) and for the MMLIB dataset (although this website is currently less known). The website
for downloading the artiﬁcial and empirical project data, as well as all sorts of other related information is http://www.projectmanagement.ugent.
be/research/data. From this page, links are given to the relevant pages related to the project data research, and the researchers are stimulated to
upload their new BKS for the resource-constrained project scheduling problems discussed in the current paper using the now tool, for which a
summary is given in the next appendix.
Appendix B. Using the new tool
In order to guarantee that users download the diﬀerent datasets for their research and upload new solutions, the users must be able to read and
write the three diﬀerent ﬁles (cf. the dataset ﬁles, instance ﬁles and results ﬁles of Fig. 3) as well as using the new tool (called “SolutionsUpdate”
available as a command line tool and GUI version) to process the data of these ﬁles. Therefore, the diﬀerent formats that should be used are brieﬂy
explained along the following lines, as well as an overview on the basic commands for reading/writing these ﬁles using the new tool. The “Solu-
tionsUpdate” tool as well as a tutorial to use the new tool can be downloaded from http://www.projectmanagement.ugent.be/research/data/.
B.1. File format
While the format of the three ﬁles in Fig. 3 (dataset ﬁle, results ﬁle and instance ﬁle) are easy and can be simply understood by opening these csv
ﬁles in MS Excel, the tutorial explains the ﬁle format to read and write these ﬁles. This tutorial is written in the well-known Backus Normal Form
(BNF) format for which an easy overview can be found at https://en.wikipedia.org/wiki/Backus-Naur_form. This tutorial also shows the syntax (the
commands) that can be used for the new tool in the same BNF format, but more details about the syntax of the tool is available in the next part of the
tutorial.
B.2. Using the tool
A basic description on how to use the new tool “SolutionsUpdate” is available and consists of two main sections, as follows:
• GUI version of SolutionsUpdate: An explanation of the ﬁve menus of the GUI version is given (and demonstration movies are available).
• Command line version of SolutionsUpdate:
– Use of dataset ﬁle. Since the dataﬁle must be uniquely deﬁned for each dataset, this dataset ﬁle plays a central role in analysing results, and
updating new solutions. The main statistical data can be checked using simple command lines, and a summary of the current best known
solutions and lower bounds can be easily retrieved.
– Update new results. The command lines to upload upper bounds (UB), lower bounds (LB) or even new optimal solutions and to upload the
dataset ﬁle are given.
– Generate instance ﬁles. The instance ﬁles can be easily generated for each dataset ﬁle, without irrelevant data such as superﬂuous modes or
unconstrained resources using simple command lines.
– Generate sub-dataset ﬁle. The syntax on how to create a (part of) a known dataset (e.g. only the open instances) is easy with the new tool. To
that purpose, a new temporary dataset ﬁle should be created which contains only a subset of the instances from the original dataset ﬁle, and
researchers can then easily focus on a smaller set of the instances, and upload new solutions easily for this part of the dataset. In doing so, a
researcher must not use all computer power to solve all the instances of a set, but only has to solve those instances that are relevant to the
research study.
B.3. Generating NetRes instances
The tutorial also explains how the user can easily generate the instances of the NetRes dataset easily without downloading gigabytes of dataset
from the website. Downloading a complete set would result in too many instances (e.g. set NetRes(LA) set has 720,000 instances) and therefore, the
user should be able to only generate the instances of a particular set that he/she needs (e.g. only the open instances, cf. Table 2). Therefore,
researchers can easily generate any part of the 7 sets described earlier, or any other set (since is has been shown that 16 combined sets were possible),
without the need to generate all instances of any particular set. The only requirement is that the user has all the 4100 MT ﬁles and 4 ResSet ﬁles
available on his/her computer, and has access to a dataset ﬁle (i.e. an MS Excel) containing a summary of the ﬁles that should be created. For each of
Table 8
Uploading best known solutions.
PSPLIB MMLIB This paper
Problem RCPSP/
MMRCPSP
MMRCPSP RCPSP/MMRCPSP
Datasets PSPLIB MMLIB RG30, RG300, DC1, DC2, MT
PSPLIB, MMLIB and NetRes
Reference Kolisch and
Sprecher
(1996)
Van Peteghem and
Vanhoucke (2014)
Vanhoucke et al. (2016)
Approach Send solutions Upload instance
per instance
Analyse and send complete
set
Website www.om-db.
wi.tum.de/
psplib
www.mmlib.eu www.projectmanagement.
ugent.be/research/data
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the 7 standard datasets discussed earlier (i.e. NetRes(SP), NetRes(AD), NetRes(LA), NetRes(TF), NetRes(RC), NetRes(RU), NetRes(VAR)), such a
dataset ﬁle is available, while for any other not-yet-existing combination of MT and ResSet ﬁle, such a dataset ﬁle should be manually constructed
(cf. “Generate sub-dataset ﬁle” discussed in the previous tutorial). Once the dataset ﬁle is available, using the SolutionsUpdate tool then boil downs
to using some basic commands to generate the ﬁle instances relevant to the researcher.
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