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Abstract
This paper is concerned with the boundary value problems y′′ + λ(yp − yq ) = 0 and y(−1) =
y(1)= 0, where p > q >−1 and λ > 0 is a positive parameter. We discuss the existence of positive
solutions and give a complete study.
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1. Introduction and main results
The exact number of positive solutions to boundary value problems{
y ′′ + λf (y)= 0, t ∈ (a, b),
y(a)= y(b)= 0,
where λ > 0 is a positive parameter, is usually difficult to establish. In recent years,
some results have been obtained under different assumptions on f [1,2,4,5,7], and similar
problems have also been considered for elliptic equations [3,6,8,9].
If f : [0,∞) → (−∞,∞) is monotonically increasing and concave (f ′′ < 0) with
f (0) < 0 (semipositone) and f (t) > 0 for some t > 0, Castro et al. [1] established the exact
geometry of the positive solution curves and hence the exact number of positive solutions.
For the case of f ∈ C2(0,∞) ∩ C[0,∞) which satisfies f (y) > 0 for y  0,
limy→+∞ f (y)/y =m∞, where 0 <m∞ ∞, f ′′(y) < 0 for 0 < y < C, and f ′′(y) > 0
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Wang and Long [7] determined the exact number of positive solutions.
Recently, in [4,5], Liu and Zhang considered the cases of f (y)= yp + yq and f (y)=
yp + yq + ky , where p > 1 > q > 0 and k  0.
In this paper we discuss the case of f (y)= yp − yq , i.e., the boundary value problem{
y ′′ + λ(yp − yq)= 0, t ∈ (−1,1),
y(−1)= y(1)= 0, (1.1)
where λ > 0 is a positive parameter and p > q >−1. For p > q and 1 > q >−1, let λ1 be
given by
λ1 =
(
1+ q
2
)(
1+ p
1+ q
)(1−q)/(p−q)( 1∫
0
dt
[t1+q(1− tp−q )]1/2
)2
. (1.2)
The main results of this paper are as follows.
Theorem 1.1. If p > q  1, then (1.1) has exactly one positive solution for any λ > 0.
Theorem 1.2. If p > 1 > q > −1, then (1.1) has exactly one positive solution for λ ∈
(0, λ1] and none for λ > λ1.
Theorem 1.3. If 1 = p > q > −1, then (1.1) has exactly one positive solution for λ ∈
(π2/4,π2/(1− q)2] and none for λ ∈ (0,π2/4] ∪ (π2/(1− q)2,+∞).
Theorem 1.4. Assume that 1 >p > q >−1. Put
θ(p, q)=
1∫
0
(1− p)dt
[t1+q(1− tp−q )]1/2 −
1∫
0
(p− q)(1− t1+q ) dt
[t1+q(1− tp−q)]3/2 . (1.3)
(1) If θ(p, q) 0, then (1.1) has exactly one positive solution for λ ∈ [λ1,+∞) and none
for λ ∈ (0, λ1).
(2) If θ(p, q) < 0, then there exists λ0 ∈ (0, λ1) such that (1.1) has exactly two positive
solutions for λ ∈ (λ0, λ1], exactly one for λ ∈ (λ1,+∞) or λ = λ0, and none for
λ ∈ (0, λ0).
Remark 1.1. If 1 >p > q −1/3, then it follows that
1∫
0
(1−p)dt
[t1+q(1− tp−q )]1/2 <+∞ and
1∫
0
(p− q)(1− t1+q ) dt
[t1+q(1− tp−q )]3/2 =+∞.
This means θ(p, q)=−∞, in particular, θ(p, q) < 0.
Remark 1.2. If p > q and q −1, then it can be proved that (1.1) has no positive solutions
for any λ > 0. Hence, the complete results have been given by Theorems 1.1–1.4 for the
problem (1.1) with p > q .
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u′′ +µ(up −Cuq)= 0, s ∈ (a, b), u(a)= u(b)= 0,
and
u′′ + up −Cuq = 0, s ∈ (−L,L), u(−L)= u(L)= 0,
respectively, where C > 0, µ> 0 and L> 0 are positive parameters.
The proofs of Theorems 1.1–1.3 will be conducted in the next section and some lemmas
will be given for the case of p > q >−1. In Section 3, we deal with the particular case of
1 >p > q >−1 and give the proof of Theorem 1.4.
We now give an example to illustrate the above theorems. Consider the problem{
y ′′ + λ(y2µ−1 − yµ−1)= 0, t ∈ (−1,1),
y(−1)= y(1)= 0, (1.4)
where µ> 0. Let p = 2µ− 1 and q = µ− 1. Since 1+ q = p− q = µ,
1∫
0
dt
[tµ(1− tµ)]1/2 =
1
µ
B
(
1
µ
− 1
2
,
1
2
)
(1.5)
for µ ∈ (0,2) and
1∫
0
µ(1− tµ) dt
[tµ(1− tµ)]3/2 = B
(
1
µ
− 3
2
,
1
2
)
= 2− 2µ
2− 3µB
(
1
µ
− 1
2
,
1
2
)
(1.6)
for µ ∈ (0,2/3), where B denotes the Beta function, by (1.2) and (1.3) we have that
λ1 = 2
(2−2µ)/µ
µ
[
B
(
1
µ
− 1
2
,
1
2
)]2
= φ(µ) (1.7)
for µ ∈ (0,2) and
θ(2µ− 1,µ− 1)= (2− 2µ)(2− 4µ)
µ(2− 3µ) B
(
1
µ
− 1
2
,
1
2
)
(1.8)
for µ ∈ (0,2/3).
Example 1.1. Assume that φ(µ) is given by (1.7) for µ ∈ (0,2). From Theorems 1.1–1.4,
Remark 1.1, and (1.8) we have the following results.
(1) If µ 2, then (1.4) has exactly one positive solution for any λ > 0.
(2) If µ ∈ (1,2), then (1.4) has exactly one positive solution for λ ∈ (0, φ(µ)] and none
for λ > φ(µ).
(3) If µ= 1, then (1.4) has exactly one positive solution for λ ∈ (π2/4,π2] and none for
λ ∈ (0,π2/4] ∪ (π2,+∞).
(4) If µ ∈ (1/2,1), then there exists ψ(µ) ∈ (0, φ(µ)) such that (1.4) has exactly two
positive solutions for λ ∈ (ψ(µ),φ(µ)], exactly one for λ ∈ (φ(µ),+∞) or λ=ψ(µ),
and none for λ ∈ (0,ψ(µ)).
(5) If µ ∈ (0,1/2], then (1.4) has exactly one positive solution for λ ∈ [φ(µ),+∞) and
none for λ ∈ (0, φ(µ)).
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In this section we always assume that p > q >−1. Denote by
β =
[
1+ p
1+ q
]1/(p−q)
, (2.1)
E = (β,+∞) for q  1 and E = [β,+∞) for q < 1. (2.2)
For a  β and t ∈ (0,1), let
P(a, t)=
a∫
at
zp dz, Q(a, t)=
a∫
at
zq dz. (2.3)
Define a function T :E→ (0,+∞) as
T (a)=
a∫
0
[
2
a∫
v
[zp − zq ]dz
]−1/2
dv for a ∈E. (2.4)
Remark 2.1. It is clear that
∫ β
0 (z
p− zq) dz= 0, ap− aq > 0 for a  β , and ∫ a0 [2 ∫ av (zp−
zq) dz]−1/2 dv <∞ if and only if a ∈E.
Now we give some lemmas which will be useful in our argument. Lemma 2.1 shows
that to study the number of positive solutions of (1.1) is equivalent to study the shape of
the map T (a) on E. Lemmas 2.2–2.4 consider the behavior of T (a).
Lemma 2.1. Let u(a, t) be the unique solution of the problem
0 u(t) a,
a∫
u(t)
[
2
a∫
v
[zp − zq ]dz
]−1/2
dv = T (a)t, t ∈ [0,1], (2.5)
where a ∈E.
(1) If λ > 0 and y is a positive solution of (1.1), then y(0) ∈E, T (y(0))=√λ, and y(t)=
u(y(0), |t|) for t ∈ [−1,1].
(2) If a ∈ E and T (a) = √λ, then y(t) = u(a, |t|) is a positive solution of (1.1) with
y(0)= a.
Proof. (1) Assume that λ > 0 and y is a positive solution of (1.1). Let τ ∈ (−1,1) satisfy
y(τ)=maxt∈[−1,1] y(t)= a. It follows from y ′(τ )= 0 that
[
y ′(s)
]2 =
s∫
τ
2y ′′(η)y ′(η) dη= 2λ
a∫
(zp − zq) dz, s ∈ (−1,1). (2.6)y(s)
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obtain
y ′(s) > 0 for s ∈ (−1, τ ) and y ′(s) < 0 for s ∈ (τ,1). (2.7)
Thus, we have that
y ′(s)
[
2
a∫
y(s)
(zp − zq) dz
]−1/2
=√λ, s ∈ (−1, τ ), (2.8)
and
−y ′(s)
[
2
a∫
y(s)
(zp − zq) dz
]−1/2
=√λ, s ∈ (τ,1). (2.9)
It follows that
a∫
y(t)
[
2
a∫
v
(zp − zq) dz
]−1/2
dv = (τ − t)√λ, t ∈ [−1, τ ], (2.10)
a∫
y(t)
[
2
a∫
v
(zp − zq) dz
]−1/2
dv = (t − τ )√λ, t ∈ [τ,1], (2.11)
and
(1− τ )√λ=
a∫
0
[
2
a∫
v
(zp − zq) dz
]−1/2
dv = (τ + 1)√λ. (2.12)
From (2.12) and a  β we have that τ = 0. Combine (2.10) and (2.11) to obtain the
result (1) of this theorem.
(2) Since u(a,0)= a > 0 and u(a, t) is a positive solution of the boundary value prob-
lem {
u′′ + [T (a)]2(up − uq)= 0, t ∈ (0,1),
u′(0)= 0, u(1)= 0, (2.13)
we have that y(t)= u(a, |t|) is a positive solution of (1.1). ✷
Lemma 2.2. T is differentiable on (β,∞), and
T (a)= 1
4
√
2
1∫
0
H0(a, t) dt, a > β, (2.14)
T ′(a)= 1
4
√
2
1∫
H1(a, t) dt, a > β, (2.15)0
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H0(a, t)= 4a
[
P(a, t)−Q(a, t)]−1/2, (2.16)
H1(a, t)= 2
[
P(a, t)−Q(a, t)]−3/2[(1− p)P(a, t)− (1− q)Q(a, t)]. (2.17)
Proof. (2.14) can be obtained by (2.4), immediately. From
∂P (a, t)
∂a
= a−1(1+ p)P(a, t), ∂Q(a, t)
∂a
= a−1(1+ q)Q(a, t), (2.18)
we have that
∂H0(a, t)
∂a
= 4(P −Q)−1/2 − 2(P −Q)−3/2[(1+ p)P − (1+ q)Q]
= 2(P −Q)−3/2[(1− p)P − (1− q)Q]=H1(a, t).
It follows from (2.14) that T is differentiable on (β,∞) and (2.15) is true. ✷
Lemma 2.3.
lim
a→β T (a)=
{+∞, q  1,
T (β)=√λ1, q < 1. (2.19)
Proof. From
lim
a→β
a∫
β
dv√
2
∫ a
v (z
p − zq) dz
= 0
and the Lebesgue theorem we have that
lim
a→β T (a)= lima→β
β∫
0
dv√
2
∫ a
v (z
p − zq) dz
=
β∫
0
dv√
2
∫ β
v
(zp − zq) dz
.
On the other hand, from
β∫
0
(zp − zq) dz= 0 and (1+ q)βp−q = (1+ p),
we can obtain that
β∫
0
dv√
2
∫ β
v (z
p − zq) dz
=
β∫
0
dv√
2
∫ v
0 (z
q − zp) dz
=
(
1+ q
2
)1/2
β(1−q)/2
1∫
0
dt√
t1+q (1− tp−q ) .
This completes the proof of Lemma 2.3. ✷
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lim
a→+∞T (a)=
{0, p > 1,
π/2, p = 1,
+∞, p < 1.
(2.20)
Proof. From
lim
a→+∞
Q(a, t)
P (a, t)
= lim
a→+∞
(1+ p)a1+q(1− t1+q)
(1+ q)a1+p(1− t1+p) = 0
we have that
lim
a→+∞
a√
P(a, t)−Q(a, t) = lima→+∞
a√
P(a, t)
= lim
a→+∞
a
√
1+ p√
a1+p(1− t1+p)
for t ∈ (0,1). It follows that
lim
a→+∞a
[
P(a, t)−Q(a, t)]−1/2 = 0 if p > 1,
lim
a→+∞a
[
P(a, t)−Q(a, t)]−1/2 =√2/(1− t2) if p = 1,
and
lim
a→+∞a
[
P(a, t)−Q(a, t)]−1/2 =+∞ if p < 1.
From Lemma 2.2 and the Lebesgue theorem we can obtain the results of this lemma. ✷
Lemma 2.5. For a  β and t ∈ (0,1)
1+ q
1+ pa
p−q <
P(a, t)
Q(a, t)
< ap−q . (2.21)
Proof. Denote by k(t)= (p− q)t1+p − (1+ p)tp−q + q + 1. From k(1)= 0 and
k′(t)= (p− q)(1+p)tp(1− t−(1+q)) < 0, t ∈ (0,1),
we have that k(t) > 0 for t ∈ (0,1). It follows that
∂
∂t
P (a, t)
Q(a, t)
= (1+ q)a
p−qtq
(1+ p)(1− t1+q )2 k(t) > 0, t ∈ (0,1).
Combining
lim
t→0
P(a, t)
Q(a, t)
= 1+ q
1+ pa
p−q and lim
t→1
P(a, t)
Q(a, t)
= ap−q,
we have the results of this lemma. ✷
Proof of Theorem 1.1. From Lemma 2.5 we have that
P(a, t)
>
(1+ q)
ap−q >
1+ q
βp−q = 1, a > β, t ∈ (0,1).Q(a, t) (1+ p) 1+ p
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(1− p)P(a, t)− (1− q)Q(a, t)= (1− p)Q(a, t)
[
P(a, t)
Q(a, t)
− 1− q
1− p
]
< 0
for a > β , t ∈ (0,1). Thus, Lemma 2.2 implies that T ′(a) < 0 for a > β . By Lemmas 2.1,
2.3, and 2.4 we have the results of this theorem. ✷
Proof of Theorem 1.2. From p > 1, (1 − p)/(1 − q) < 0 and Lemma 2.2 we have
that T ′(a) < 0 for a > β . It follows from Lemmas 2.1, 2.3, and 2.4 that the results of
Theorem 1.2 hold. ✷
Proof of Theorem 1.3. From p = 1, 1 − q > 0 and Lemma 2.2 we have that T ′(a) < 0
for a > β . On the other hand, from (1.2) and
1∫
0
dt√
t1+q (1− t1−q ) =
1
1− q
1∫
0
ds√
s(1− s) =
π
1− q
we have that λ1 = π2/(1 − q)2 for this case, and so Lemmas 2.1, 2.3, and 2.4 imply the
results of Theorem 1.3. ✷
3. The proof of Theorem 1.4
In this section we always assume that 1>p > q >−1. Denote
n= 1− q
1− p , m=
1+ q
1+ p , (3.1)
S(a, t)= P(a, t)
Q(a, t)
, a  β, t ∈ (0,1), (3.2)
h1(s)= (s − 1)(s − n), s ∈ (−∞,∞), (3.3)
and
h2(s)=−3(s −m)(s − n)+ 2(s − 1)(s −mn), s ∈ (−∞,∞), (3.4)
where P(a, t),Q(a, t) and β are given by (2.1) and (2.3). From Lemma 2.5 we have that
map−q < S(a, t) < ap−q, a > β, t ∈ (0,1). (3.5)
Remark 3.1. From 1 > p > q >−1, (2.1) and (3.1), it is obvious that: (i) m ∈ (0,1) and
n > 1; (ii) a > β if and only if ap−q > 1/m.
Lemma 3.1. For 1 >p > q >−1
lim
a→β T
′(a)= 1
2
√
2
(
β1+q
1+ q
)−1/2
θ(p, q). (3.6)
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2
√
2T ′(a)=
1∫
0
(1− p)P(a, t)− (1− q)Q(a, t)
[P(a, t)−Q(a, t)]3/2 dt
=
1∫
0
(1− p)dt
[P(a, t)−Q(a, t)]1/2 −
1∫
0
(p− q)Q(a, t) dt
[P(a, t)−Q(a, t)]3/2
and so
2
√
2T ′(a)=
1∫
0
(1− p)dt
[P(a, t)−Q(a, t)]1/2 −
a1+q
1+ q
1∫
0
(p− q)(1− t1+q) dt
[P(a, t)−Q(a, t)]3/2 . (3.7)
Since P(a, t)−Q(a, t) > 0 and
∂
∂a
[
P(a, t)−Q(a, t)]= a−1(1+ p)[P(a, t)−mQ(a, t)]
> a−1(1+ p)[P(a, t)−Q(a, t)]> 0
for a  β and t ∈ (0,1), it follows from the Lebesgue theorem that
lim
a→β
1∫
0
(1− p)dt
[P(a, t)−Q(a, t)]1/2 =
1∫
0
(1− p)dt
[P(β, t)−Q(β, t)]1/2 (3.8)
and
lim
a→β
a1+q
1+ q
1∫
0
(p− q)(1− t1+q) dt
[P(a, t)−Q(a, t)]3/2 =
β1+q
1+ q
1∫
0
(p− q)(1− t1+q) dt
[P(β, t)−Q(β, t)]3/2 . (3.9)
Finally,
∫ β
0 (z
p − zq) dz= 0 and βp−q(1+ q)/(1+ p)= 1 imply that
P(β, t)−Q(β, t)=−
βt∫
0
(zp − zq) dz= β
1+qt1+q (1− tp−q )
1+ q . (3.10)
Combine (3.7)–(3.10) to complete the proof of this lemma. ✷
Lemma 3.2. T (a) has continuous derivatives up to second order on (β,∞):
T ′(a)= 1− p
2
√
2
1∫
0
G(a, t)h1
(
S(a, t)
)
dt, a > β, (3.11)
and
T ′′(a)= 1− p
2
4a
√
2
1∫
G(a, t)h2
(
S(a, t)
)
dt, a > β, (3.12)0
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G(a, t)= [S(a, t)− 1]−5/2[Q(a, t)]−1/2.
Proof. (3.11) can be obtained by
H1(a, t)= 2
[
P(a, t)−Q(a, t)]−3/2[(1− p)P(a, t)− (1− q)Q(a, t)]
= 2(1− p)G(a, t)h1
(
S(a, t)
)
and Lemma 2.2, immediately. From (2.18) we have that
a
∂H1(a, t)
∂a
=−3(P −Q)−5/2[(1+ p)P − (1+ q)Q][(1−p)P − (1− q)Q]
+ 2(P −Q)−3/2[(1− p2)P − (1− q2)Q]
= (1−p2)G(a, t)h2
(
S(a, t)
)
,
and so (3.12) holds. ✷
Lemma 3.3. There exist δ(p, q) > 0 and η(p,q) > 0 such that
T ′′(a)+ δ(p, q)T ′(a)1+ p
2a
> η(p,q)a−(3+5p−4q)/2 for a > β. (3.13)
Proof. Since
h1
(
1+ n
2
)
=− (n− 1)
2
4
< 0
and
min
s∈[1,n]h2(s)=min
{
h2(1), h2(n)
}= (1−m)(n− 1)min{3,2n}> 2(1−m)(n− 1),
let δ(p, q) > 0 satisfy
min
s∈[1,n]
[
h2(s)+ δ(p, q)h1(s)
]= 2(1−m)(n− 1). (3.14)
Denote by
h(s)= h2(s)+ δ(p, q)h1(s), s ∈ (−∞,∞). (3.15)
Then from
h(s)= (δ− 1)s2 + (3n+ 3m− 2mn− 2− δn− δ)s −mn+ δn
and
min
s∈[1,n]h(s)= 2(1−m)(n− 1) < (1−m)(n− 1)min{3,2n}
=min{h2(1), h2(n)}=min{h(1), h(n)}
we have that δ(p, q)− 1 > 0 and
h(s) min h(s)= 2(1−m)(n− 1), s ∈ (−∞,∞). (3.16)
s∈[1,n]
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0 <Q(a, t) <
a1+q
1+ q
and
0 <map−q − 1 < S(a, t)− 1 < S(a, t) < ap−q
for a > β and t ∈ (0,1). This means that
G(a, t)= [S(a, t)− 1]−5/2[Q(a, t)]−1/2 > a−(1+5p−4q)/2√1+ q (3.17)
for a > β and t ∈ (0,1). It follows from Lemma 3.2 and (3.15) that
T ′′(a)+ δ(p, q)T ′(a)1+ p
2a
= 1− p
2
4a
√
2
1∫
0
G(a, t)h
(
S(a, t)
)
dt. (3.18)
Now, from (3.16)–(3.18) we have (3.13), where
η(p,q)= (1− p
2)(1−m)(n− 1)√1+ q
2
√
2
. ✷ (3.19)
Lemma 3.4. If θ(p, q)  0, then T ′(a) > 0 for a > β . If θ(p, q) < 0, then there exists
a∗ > β such that T ′(a) < 0 for a ∈ (β, a∗) and T ′(a) > 0 for a > a∗.
Proof. It follows from Lemma 3.3 that
if T ′(a)= 0, then T ′′(a) > 0, (3.20)
and that
T ′(a) has at most one zero in (β,∞). (3.21)
By (3.3), (3.5), and (3.11) we can obtain that
T ′(a) > 0 for ap−q > n/m. (3.22)
If θ(p, q) = 0, then from Lemma 3.1 and (3.20)–(3.22) we have the results of this lemma,
immediately. If θ(p, q) = 0, then by Lemmas 3.1 and 3.3 we have that T ′′(a) > 0 for a
near β , and so T ′(a) > 0 for a near β . Thus, it follows from (3.20)–(3.22) that T ′(a) > 0
for a > β . ✷
Proof of Theorem 1.4. From Lemmas 2.1, 2.3, 2.4, and 3.4, we can obtain the results of
Theorem 1.4, immediately. ✷
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