The extrapolation technique of Savin [J. Chem. Phys. 140, 18A509 (2014)], which was initially applied to range-separated ground-state-density-functional Hamiltonians, is adapted in this work to ghost-interactioncorrected (GIC) range-separated ensemble density-functional theory (eDFT) for excited states. While standard extrapolations rely on energies that decay as µ −2 in the large range-separation-parameter µ limit, we show analytically that (approximate) range-separated GIC ensemble energies converge more rapidly (as µ −3 ) towards their pure wavefunction theory values (µ → +∞ limit), thus requiring a different extrapolation correction. The purpose of such a correction is to further improve on the convergence and, consequently, to obtain more accurate excitation energies for a finite (and, in practice, relatively small) µ value. As a proof of concept, we apply the extrapolation method to He and small molecular systems (viz. H 2 , HeH + and LiH), thus considering different types of excitations like Rydberg, charge transfer and double excitations. Potential energy profiles of the first three and four singlet Σ + excitation energies in HeH + and H 2 , respectively, are studied with a particular focus on avoided crossings for the latter. Finally, the extraction of individual state energies from the ensemble energy is discussed in the context of range-separated eDFT, as a perspective.
I. INTRODUCTION
Electronic excitation energies in atoms, molecules and solids can in principle be obtained from densityfunctional theory (DFT) 1,2 by using either timedependent 3-6 or time-independent 7-16 approaches. The Hohenberg-Kohn (HK) theorem states that the (timeindependent) ground-state density carries all the information about the system and hence excitation energies can, in principle, be extracted from it. While the ground-state energy can be obtained variationally from the ground-state density, the HK variational principle has no trivial extension to the excited states. This is one of the reason why the standard approach for computing excitation energies is nowadays linear response time-dependent DFT (TD-DFT). Despite its success and the significant efforts put into its development over the last two decades, TD-DFT still suffers from some limitations e.g. the inability to account for multiconfigurational effects 17 (which is inherited from standard KohnSham DFT), the poor description 18, 19 of charge-transfer and Rydberg states with semi-local functionals and the absence of double excitations 20 from its spectra. These limitations are associated with mainly three aspects of the theory: its single-determinantal nature, the wrong asymptotic behavior of approximate density-functional a) Also at Department of Chemistry, Universitetet i Tromsø; Electronic mail: mehboob.cu@gmail.com exchange-correlation potentials and the adiabatic approximation (i.e. the use of a frequency-independent exchange-correlation kernel in the response equations).
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Some of these limitations can be overcome by the use of Savin's idea of range separation [21] [22] [23] and double-hybrid kernels.
24
The need for time-independent alternatives to TD-DFT for modeling excited states has attracted increasing attention over the years [25] [26] [27] [28] [29] [30] [31] [32] [33] . In this work we focus on one of them, namely ensemble DFT (eDFT), which is an in-principle-exact approach for the calculation of excitation energies. It was first formulated by Theophilou et al. 11, 34 and then developed further by Gross, Oliveira and Kohn.
12-14 Since, in eDFT, the basic variable is the ensemble density (i.e. the weighted sum of groundand excited-state densities), the approach is in principle well suited for modelling multiconfigurational problems (like bond dissociations) or multiple excitations.
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A quasi-local-density approximation and an ensemble exchange potential was developed respectively by Kohn 35 and Nagy, 36, 37 but no further attempt was taken to develop density-functional approximations for ensembles. An ensemble is characterized by weights that are attributed to the states belonging to the ensemble. The exchange-correlation ensemble-density-functional energy depends in principle on these weights. It still remains a challenge to model this weight-dependence which actually plays a crucial role in the calculation of excitation energies 13, 30, 32, 33, 38, 39 . The recent resurgence of eDFT in the literature is partly arXiv:1708.03478v2 [physics.chem-ph] 16 Oct 2017 due to the fact that, when combined with wavefunction theory by means of range separation for example 31, 32 , it leads to a rigorous state-averaged multiconfigurational DFT. Like in conventional Kohn-Sham-eDFT, the weight-dependence of the complementary short-range exchange-correlation density functional should be modelled 32 , which is of course not trivial. A standard approximation consists in using (weight-independent) groundstate short-range functionals 31 , thus leading to weightdependent excitation energies 40 . This problem can be fixed either by using the ensemble weights as parameters 31 or by performing a linear interpolation between equiensemble energies 40 . Using ground-state functionals induces also so-called ghost-interaction errors 16, 36, 41, 42 . The latter are induced by the (short-range) Hartree energy that is quadratic in the ensemble density, hence the unphysical coupling terms between two different state densities. In the context of range-separated eDFT, this error can be removed either by constructing individual state energies 31, 43 or by introducing an alternative separation of ensemble exchange and correlation short-range energies 44 . The latter approach has the advantage of making approximate range-separated ensemble energies essentially linear with respect to the ensemble weights. It also gave very encouraging results for the description of charge-transfer and double excitations 44 . Finally, while using a relatively small range separation parameter µ value (typically µ = 0.4-0.5 45, 46 up to 1.0 a.u. 31 ) is preferable in terms of computational cost, since a significant part of the two-electron repulsion (including the Coulomb hole 47 ) is modelled by a density functional in this case, excitation energies might be underestimated, essentially because (weight-independent) short-range local or semi-local density functional approximations are used 48 . As initially shown by Savin 49 in the context of ground-state range-separated DFT, the Taylor expansion of the energy around the pure wavefunction theory limit (i.e. µ → +∞) can be used for improving the energy at a given (finite) µ value. This approach, known as extrapolation technique, has been extended to excited states by considering the (µ-dependent) individual excited-state energies of a ground-state-densityfunctional long-range-interacting Hamiltonian 50 . An extension to range-separated eDFT has been recently proposed by Senjean et al. 48 One drawback of the latter approach is that it does not incorporate ghost interaction corrections. The purpose of this work is to show how these corrections can be combined with extrapolation techniques in order to obtain accurate excitation energies. The paper is organized as follows. After an introduction to range-separated eDFT (Sec. II A) and the ghostinteraction error (Sec. II B), the calculation of excitation energies by linear interpolation (Sec. II C) will be briefly reviewed. The central result of this paper, which is the combination of extrapolation techniques with ghostinteraction corrections, is presented in Sec. II D. Higherorder extrapolation corrections will also be introduced in Sec. II E. Sec. III contains the computational details. The results are discussed in Sec. IV followed by a perspective section (Sec. V) on the construction of individual state energies in range-separated eDFT. Conclusions are given in Sec. VI.
II. THEORY
A. Range-separated ensemble DFT for excited states LetĤ =T +Ŵ ee + dr v ne (r)n(r) be the electronic Hamiltonian with nuclear potential v ne (r) wherê T ,Ŵ ee , andn(r) are the kinetic energy, two-electron repulsion and density operators, respectively. In the following, we consider the ensemble {Ψ k } 0≤k≤M −1 of eigenfunctions associated to the M lowest eigenvalues
(1)
The ensemble energy
which is the weighted sum of ground-and excited-state energies, is a functional of the ensemble density [12] [13] [14] nΓ w (r) =
where Tr denotes the trace andΓ w = M −1 k=0 w k |Ψ k Ψ k |, and it can be obtained variationally as follows,
where
is the ensemble Levy-Lieb (LL) functional. Note that the minimization in Eq. (5) is restricted to trial ensemble density matrix operatorsγ
A rigorous combination of wavefunction-based and eDFT methods can be obtained from the separation of the two-electron interaction into long-and short-range parts [21] [22] [23] 
where erf is the error function, erfc(µr) = 1 − erf(µr) and µ is the range-separation parameter in [0, +∞[. As a consequence of Eq. (7), the ensemble LL functional in Eq. (5) can be rewritten as follows,
is the long-range ensemble LL functional and, by definition, E sr,µ,w
is the complementary short-range ensemble Hartree-exchange-correlation (Hxc) functional, which is both w and µ dependent. Note that the minimizing ensemble density matrix operator Γ µ,w [n] in Eq. (9) is the long-range-interacting one with density n. The short-range ensemble Hxc functional is usually decomposed as follows 31, 32 ,
is the w-independent but µ-dependent short-range Hartree functional and E sr,µ,w xc
[n] is the complementary ensemble short-range xc functional. Since, according to the first line of Eq. (9), the following inequality is fulfilled for any trial ensemble density matrix operatorγ w , 
whereV ne = dr v ne (r)n(r), we finally obtain an exact range-separated variational expression for the ensemble energy where the minimization is performed over all possible density matrix operators (without any density constraint), Note that the minimizing long-range-interacting ensemble density matrix operator
in Eq. (15) reproduces the exact ensemble density of the physical (fully interacting) system, Tr Γ µ,wn (r) = nΓ µ,w (r) = nΓ w (r), (17) and that the (multideterminantal) wavefunctions {Ψ µ,w k } 0≤k≤M −1 are solutions of the self-consistent equation 31, 40 T +Ŵ lr,µ ee +V ne + dr δE sr,µ,w
from which the standard Schrödinger and Kohn-Sham (KS) eDFT 13 equations are recovered in the µ → +∞ and µ → 0 limits, respectively.
In practice, long-range-interacting wavefunctions are usually computed (self-consistently) at the configuration interaction (CI) level 31, 40, 43 within the weightindependent density functional approximation (WIDFA), which simply consists in substituting in Eqs. (15) and (18) the ground-state (w 0 = 1) short-range xc functional E sr,µ xc [n] (which is approximated by a local or semi-local functional 51, 52 ) for the ensemble one. The (approximate) WIDFA range-separated ensemble energy reads
where E sr,µ
The minimizing ensemble density matrix operatorγ 
Let us finally mention that, in case of near degeneracies, a state-averaged multiconfigurational self-consistent field is preferable to CI for the description of long-range correlation effects. Work is currently in progress in this direction.
B. Ghost interaction correction
As readily seen from Eqs. (10), (11), (15), (16) , and (17), the short-range Hartree density-functional contribution to the exact range-separated ensemble energy can be written as follows,
where the individual-state contributions (first term on the right-hand side of Eq. (21)) are quadratic in the ensemble weights, while the exact total ensemble energy is of course linear (see Eq. (2)), and the second term describes the unphysical interaction, known as ghost interaction (GI) 41 , between two different states belonging to the ensemble. Both errors should of course be compensated by the exact ensemble short-range xc functional but, in practice (i.e. when WIDFA is applied), this is not the case 40, 44, 48 . In order to correct for GI errors, one can either construct individual state energies 31, 43 or use an alternative separation of short-range ensemble exchange and correlation energies, as proposed recently by some of the authors 44 . The first approach will be discussed further in Sec. V. For now we focus on the second one which relies on the following exact decomposition of the ensemble short-range xc functional,
is the analog for ensembles of the ground-state multideterminantal [hence the subscript 'md' in the functionals of Eq. (22)] short-range exact exchange functional introduced by Toulouse et al. 53 , and E sr,µ,w c,md [n] is the complementary short-range ensemble correlation functional adapted to the multi-determinantal definition of the short-range ensemble exchange energy. Combining Eqs. (15), (22) and (23) leads to the following exact ensemble energy expression 44 ,
where, as readily seen, the GI error arising from the short-range Hartree energy has been removed. Note that the energy expression in Eq. (24) is not variational with respect to the ensemble density matrix operator. A straight minimization over all possible density matrix operators would lead to a fully interacting solution and therefore to double counting problems since the exact solutionΓ µ,w is long-range-interacting only. In practice, we use the WIDFA solutionγ µ,w introduced in Eq. (19) in conjunction with the complementary ground-state functional E sr,µ c,md [n], for which a local density-functional approximation has been developed by Paziani et al. 54 , thus leading to the approximate GI corrected (GIC) rangeseparated energy 44 ,
which is in principle both µ and weight dependent. Note thatẼ µ,w GIC converges towards the exact ensemble energy when µ → +∞.
C. Extraction of excitation energies by linear interpolation
Following the seminal work of Gross et al. 13 , we consider an ensemble consisting of the (I + 1) lowest multiplets in energy. This ensemble contains M I states in total (degeneracy is included) and is characterized by the following weights,
where g K is the degeneracy of the Kth multiplet with energy E K and . Consequently, the ensemble energy becomes a function of w and reads, according to Eq. (2),
The Ith excitation energy ω I = E I −E 0 can be extracted from E w I and the lower excitation energies as follows 13, 40 ,
or, alternatively,
where we used the linearity of the ensemble energy in w and the equality E equals the groundstate energy E 0 . While the first expression in Eq. (28) involves the derivative of the ensemble energy, the second expression in Eq. (29) uses the linear interpolation between equiensemble energies. In the exact theory, both expressions are of course equivalent. However, as soon as approximate wavefunctions and functionals are used, this is not the case anymore. For example, at the WIDFA level, approximate range-separated ensemble energies exhibit curvature with respect to the ensemble weight 40 . Consequently, Eq. (28) will provide weight-dependent excitation energies which means that the ensemble weight must be used as a parameter, in addition to the range separation one. On the other hand, the linear interpolation method (LIM) sketched in Eq. (29) gives, by construction, weight-independent approximate excitation energies, which is preferable. Let us stress that, even when approximate ensemble energies are used, the two expressions in Eq. (29) remain equivalent. Note also that LIM applies to any approximate ensemble energies (WIDFA or GIC, with or without range separation 44 ). Let us finally mention that other approaches can be used for extracting excitation energies from an ensemble, in particular by making another choice for the ensemble weights and by using derivatives of the ensemble energy for a direct extraction 30 . In the latter case, weight dependence of the xc functional must be introduced, which is not trivial. Even though LIM is not direct, in a sense that two equiensemble calculations are necessary to obtain the excitation energy of interest (in addition to the ground-state calculation), standard (weight-independent) ground-state density-functional approximations can be used 40 . In Sec. IV, LIM will be applied to non-degenerate states. In the latter case, the excitation energy expression in Eq. (29) can be simplified as follows,
D. Range-separated GIC ensemble energy in the large µ limit and extrapolation technique
Following the seminal work of Savin 49 , Senjean et al. 48 have shown that, when µ → +∞, the approximate rangeseparated WIDFA ensemble energy (see Eq. (19)) converges towards the exact ensemble energy E w as follows,
thus leading tõ
and the corresponding expansion for the combined WIDFA/LIM (just referred to as LIM in the following) approximate and µ-dependent Ith excitation energy,
since, according to Eq. (29), the latter is a linear combination of WIDFA (equi-) ensemble energies. As a result, the deviation of the extrapolated LIM (ELIM) excitation energy 48 ,ω
from the exact result ω I varies as µ −3 while, according to Eq. (31), it varies as µ −2 in the case of LIM. Therefore, in practice, the extrapolation correction (second term on the right-hand side of Eq. (34)) will make LIM converge faster in µ towards the pure wavefunction theory (µ → +∞) result 48 . Let us now consider the approximate range-separated GIC ensemble energy in Eq. (25) which is also µ-dependent. As shown in the Appendix, it varies as follows for large µ values,
and therefore converges faster in µ than the WIDFA ensemble energy, thus leading tõ
and, for the combined GIC-LIM approximate excitation energy,
Eqs. (36) and (37) are the central result of the paper. As readily seen, the standard extrapolation correction in Eq. (34) is not relevant anymore when ghost-interaction errors are removed. The factor 1/2 should be replaced by 1/3, thus leading to the extrapolated GIC-LIM (EGIC-LIM) excitation energy expression,
which converges as µ −4 towards the pure wavefunction theory result while GIC-LIM converges as µ −3 , as expected from Eqs. (29) and (35) , and illustrated in Fig. 1 for He, H 2 (R = 1.4a 0 ) and HeH + (R = 8.0a 0 ).
E. Higher-order extrapolation corrections
As pointed out in Ref. 55 , higher-order energy derivatives can be used in the extrapolation correction in order to further improve on the convergence of ELIM and EGIC-LIM excitation energies towards the FCI results in the large µ limit. From the Taylor expansion of the WIDFA ensemble energy through third order
we obtaiñ 
. See text for further details.
thus leading, after linear interpolation, to the following second-order ELIM (ELIM2) excitation energy expression,ω
which is exact through third order in 1/µ, like the EGIC-LIM excitation energy. Similarly, from the Taylor expansion of the GIC ensemble energy through fourth order (see the Appendix),
thus leading to the second-order EGIC-LIM (EGIC-LIM2) excitation energy expression,
which is exact through fourth order in 1/µ. The long-range-interacting wavefunctions have been calculated using full CI (FCI) level of theory in combination with the spin-independent ground-state short-range local density approximation of Toulouse et al. 51, 58 . The short-range multideterminantal correlation functional of Paziani et al. 54 has been used for calculating GIC rangeseparated ensemble energies and GIC-LIM excitation energies. For all systems but LiH, aug-cc-pVQZ basis sets 59, 60 have been used. For LiH, aug-cc-pVTZ basis set with frozen 1s orbital has been used. For calculating the first excitation energy a two-state ensemble is considered in all the cases whereas for the higher excitation energies larger ensembles (three-, four-and five-state ensembles), consisting of singlet states only, are considered. 
IV. RESULTS AND DISCUSSION
A. Basis set convergence in He The performance of LIM and GIC-LIM (with and without extrapolation) has already been discussed for He in Ref. 44 The purpose of this section is to extend the discussion of Franck et al. 47 on the basis set convergence of range-separated ground-state energies to ensembles. In Fig. 2 , the convergence of WIDFA/GIC ground-state (w=0) and equiensemble (w=1/2) range-separated energies obtained with aug-cc-pVnZ (n=2,3,4,5) basis sets are shown for the two-state ensemble {1 1 S, 2 1 S} in He with the range-separation parameter set to the typical values. In comparison to the FCI values, the WIDFA/GIC range-separated energies show faster convergence, especially the ground-state ones. The latter converge at the same rate with both methods whereas, for the equiensemble energies, WIDFA values converge faster than GIC values (which are actually relatively close to the FCI ones). The µ dependence is not the same for the two energies. Equiensemble energies are less sensitive to the range-separation parameter µ than the ground-state energy. In fact, the GIC equiensemble energies for the two µ values overlap. The difference between WIDFA and GIC equiensemble energies as well as their slower convergence with the basis set (when comparison is made with the ground-state energy) are due to the facts that (i) long-range correlation effects are negligible in the ground state but significant in the equiensemble because of the Rydberg character of the excited state and (ii) the GIC energy is less densitydependent than the WIDFA one. Indeed, in the former case, short-range correlation effects only are described by a density functional. The effect of extrapolation on the two-state ensemble energy of LiH in the large-w region is shown in Fig. 3 for µ = 0.4a
(top panel) and 1.0a
(bottom panel). It is obvious from these plots that the WIDFA energy and its extrapolation are slightly curved, which is more visible for µ = 0.4a −1 0 , and that they deviate significantly from the CI straight line This is a consequence of using an approximate (weight-independent) ground-state local short-range xc functional, as discussed in Sec. II B and Ref. 40, 48 On going from µ = 0.4a
0 , although curvature is reduced, the WIDFA energies (with or without extrapolation) still differ from the CI result. In a previous work 44 , we have shown that the GIC scheme could almost restore the linearity of the ensemble energy, which is also reflected in Fig. 3 . Note that, for µ = 0.4a −1 0 , the extrapolation enlarges the deviation of the WIDFA ensemble energy from the accurate CI result. It only leads to an improvement when the larger µ = 1.0a In Fig. 4 , we show the variation of the first Σ + singlet excitation energy of LiH with the inter-atomic distance, for µ = 0.5 and 1.0a The performance of the extrapolation scheme is now investigated at the fixed inter-atomic distance R = 3a 0 when varying the range-separation parameter. Results are shown in Fig. 5 . One can easily see that EGIC-LIM exhibits the fastest convergence in µ towards the CI result, as expected. While GIC-LIM and ELIM excitation energies are almost converged at about µ = 2.0a We show in Fig. 6 
D. Convergence in µ of higher-order extrapolation schemes
The variation with µ of the excitation energies obtained for He and HeH + with second-order extrapolation schemes (see Eqs. (41) and (44) ) are shown in Fig. 8 . As expected, ELIM2 and EGIC-LIM decay similarly in the large µ limit. Nevertheless, the GIC still ensures a faster convergence in µ towards the FCI result. Regarding the GIC-LIM results, we observe a systematic improvement on the excitation energies when adding higher-order extrapolation corrections in the typical range 0.4 ≤ µ ≤ 1.0. Note that EGIC-LIM2 reaches the FCI result for µ ∼ 0.9a
0 , which is remarkable. This clearly demonstrates that GIC ensemble energies can give very accurate excitation energies after extrapolation for relatively small range-separation parameter values. Since EGIC-LIM is already accurate for typical µ values, second-order extrapolation corrections will not be considered in the rest of the discussion.
E. H2
Excitation energies have been computed for the first and second (see Fig. 9 ) as well as third and fourth (see Fig. 10 Let us now focus on the avoided crossing between the first and second excited states at ∼ 3.5a 0 . Beyond this distance the first excited state corresponds to a double excitation. This is the reason why, in contrast to any eDFT-based method, standard (adiabatic) TD-LDA does not exhibit any avoided crossing 61 . We note that, for µ = 0.4a 
V. PERSPECTIVE: EXTRACTING INDIVIDUAL STATE ENERGIES FROM RANGE-SEPARATED ENSEMBLE ENERGIES
Having access to state energies rather than ensemble energies or excitation energies is important for modeling properties like equilibrium structures in the excited states. While the extraction of individual energies from the ensemble energy is trivial in pure wavefunction theory 62 , it is still unclear how this can be achieved rigorously and efficiently (in terms of computational cost) in the context of eDFT. As readily seen from Eq. (29), the individual state energy E I can be obtained (in principle exactly) from two equiensemble energies,
the two equiensembles containing up to and including the multiplets with energies E I and E I−1 , respectively.
The disadvantage of such a formulation is that it is not straightforward to calculate the energy of any state belonging to the ensemble of interest. Following the idea of Levy and Zahariev 63 , we propose to rewrite the exact range-separated density-functional ensemble energy in Eq. (15) as a weighted sum of individual long-range interacting energies. This can be achieved by introducing a density-functional shift
to the ensemble short-range potential in Eq. (18), thus leading to the "shifted" eigenvalue equation 
where (48) so that, according to Eqs. (15), (18) and (46), the exact range-separated ensemble energy can be rewritten as follows,
It then becomes natural to interpret each (weight-and µ-dependent) individual shifted energy E µ,w k as an approximation to the exact individual state energy E k which is actually recovered for any ensemble weight when µ → +∞. If we now expand the short-range Hxc energy and potential around each individual state density through first order in δn
where we used the fact that both ensemble and individual densities integrate to the number of electrons, according to the normalization condition in Eq. (1). Interestingly, when the WIDFA approximation is used, the individual state energy expression proposed by Pastorczak et al.
31
for computing approximate excitation energies is recovered from Eq. (50) through first order in δn µ,w k . In the latter case, the use of individual densities automatically removes ghost interaction errors 43 . The implementation and calibration of the first line of Eq. (50) within WIDFA is currently in progress and will be presented in a separate paper.
VI. CONCLUSION
The extrapolation technique introduced by Savin 49 in the context of ground-state range-separated DFT has been extended to ghost-interaction-corrected (GIC) ensemble energies of ground and excited states. While the standard extrapolation correction relies on a Taylor expansion of the range-separated energy that decays as µ −2 in the µ → +∞ limit, where µ is the range-separation parameter, the GIC ensemble energy was shown to decay more rapidly as µ −3 , thus requiring a different extrapolation correction. The approach has been combined with a linear interpolation (between equiensembles) method in order to compute excitation energies. Promising results have been obtained for singlet excitations (including charge transfer and double excitations) on a small test set consisting of He, H 2 , HeH + and LiH. In particular, avoided crossings could be described accurately in H 2 by setting the range-separation parameter to µ = 1.0a
0 , which is a typical value in range-separated eDFT calculations 31, 43 . Interestingly, convergence towards the pure wavefunction theory result (µ → +∞ limit) is essentially reached for µ = 1.0a −1 0 thanks to both ghost-interaction and extrapolation corrections. As expected, the results can be further improved for smaller µ values with higherorder extrapolation corrections. The method is currently applied to the modeling of conical intersections, which is still challenging for TD-DFT. Finally, the extraction of individual state energies from range-separated ensemble energies has been discussed as a perspective. Approximate energies have been constructed by introducing an ensemble-density-functional shift in the exchangecorrelation potential. We could show that, by expanding these energies around the individual densities, the ghost-interaction-free expressions of Pastorczak et al. 31 are recovered through first order. The implementation and development of this approach, for the calculation of excited-state molecular gradients, for example, is left for future work. (bottom panels).
