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Abstract
The aim of this work is to obtain scalar representations of set-valued optimization problems without
any convexity assumption. Using a criterion of solution introduced by Kuroiwa [D. Kuroiwa, Some duality
theorems of set-valued optimization with natural criteria, in: Proceedings of the International Conference
on Nonlinear Analysis and Convex Analysis, World Scientific, River Edge, NJ, 1999, pp. 221–228], which
is based on ordered relations between sets, we characterize this type of solutions by means of nonlinear
scalarization. The scalarizing function is a generalization of the Gerstewitz’s nonconvex separation function.
As applications of our results we give two existence theorems for set-valued optimization problems.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In the last decade, optimization problems with set-valued maps have received an increasing
attention due to its extensive application in many fields such as economics, optimal control,
differential inclusions, see [2,3,9].
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cone K ⊂ Y . Let X be a nonempty set and F :X → 2Y be a set-valued map with domain X
(F(x) = ∅ for each x ∈ X). The general optimization problem with set-valued maps is formalized
as follows:
(P)
{Optimize F(x)
subject to x ∈ X.
Nevertheless there are two types of criteria of solutions for the above problem, the vectorial cri-
terion and the set optimization criterion. The first criterion consists of looking for efficient points
of the set F(X) =⋃x∈X F(x). That is, a point x0 ∈ X is an efficient solution of problem (P)
if there exists y0 ∈ F(x0) such that y0 is an efficient point of the set F(X). Thus, problem (P)
is treated as a vector optimization problem and is usually called set-valued vector optimization
problem or vector optimization problem with set-valued maps. This criterion has been widely
known and used, see, for instance, [5,8,14,15]. It appears to be overwhelmingly popular.
In 1997, Kuroiwa introduced the second criterion of solution for problem (P) called “set op-
timization criterion.” The first appearance in the English literature of that criterion appears in
1999 [10]. This criterion is defined by an appropriate ordering relation on 2Y and is based on
comparisons among values of F , i.e., whole image F(x). So, this criterion consists of looking
for efficient sets which seems to be more natural for set-valued optimization problems. These
types of solutions have been scarcely investigated, see [1,8,10–13]. However, in neither of these
papers has been shown any comparison between both criteria of solutions.
In this paper we give relationships between both criteria of solutions, considering the set op-
timization criterion, obtain scalar representations for the optimization problem (P) by means of
a nonconvex separation function [6]. In order to achieve this aim, in Section 2 we establish nota-
tions, introduce some definitions and recall the Gerstewitz’s function. Section 3 is devoted to the
scalarizing function whose properties characterize some set-relations and topological properties
of a set. Scalar representations for a nonconvex set-valued map are given in Section 4. The paper
concludes with some existence theorems for set-valued and vector optimization problems.
2. Notations and preliminaries results
Throughout the paper Y denotes a real topological linear space ordered by a convex closed and
pointed cone K ⊂ Y with nonempty topological interior. Let ℘0(Y ) be the family of all nonempty
subsets of Y . Given a set A ∈ ℘0(Y ) we denote by int(A), cl(A) and ∂(A) the topological interior,
the topological closure and the topological boundary of A, respectively.
Let us recall first some definitions in the theory of vector optimization. It is known that the
cone K induces the following ordering relationships in Y . For y , y′ ∈ Y we write y  y′ if
y′ − y ∈ K and y 
 y′ if y′ − y ∈ int(K).
Let a ∈ A, we say that a is a minimal (respectively maximal) point of A with respect to
K and we write a ∈ MinA (respectively a ∈ MaxA) if A ∩ (a − K) = {a} (respectively A ∩
(a + K) = {a}). We say that a is a weak minimal (respectively weak maximal) point of A with
respect to K and we write a ∈ WMinA (respectively a ∈ WMaxA) if A ∩ (a − int(K)) = ∅
(respectively A∩ (a + int(K)) = ∅).
Clearly, MinA ⊂ WMinA and MaxA ⊂ WMaxA.
It is said that A is K-closed if A + K is a closed set, K-bounded if for each neighborhood
U of zero in Y there is some positive number t such that A ⊂ tU + K and K-compact if any
cover of A of the form {Uα +K: Uα are open} admits a finite subcover. Every K-compact set is
K-closed and K-bounded (see [15, Proposition 3.3, p. 14]).
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some property of sets in Y , we say that F is “N”-valued on X if F(x) has the property “N” for
every x ∈ X.
We preserve notation (P) for the set-valued vector optimization problem, that is, considering
the vectorial criterion of solutions. It is said that an element x0 ∈ X is a minimal (respectively
maximal) solution of (P) if there exists y0 ∈ F(x0) such that
y0 ∈ MinF(X)
(
respectively y0 ∈ MaxF(X)
)
.
In the same way, it is said that an element x0 ∈ X is a weak minimal (respectively weak
maximal) solution of (P) if there exists y0 ∈ F(x0) such that
y0 ∈ WMinF(X)
(
respectively y0 ∈ WMaxF(X)
)
.
Following the notation used in [10], let A,B ∈ ℘0(Y ) we denote byl the following reflexive
and transitive relation on ℘0(Y ),
Al B ⇔ B ⊂ A+K.
It is easy to check that the set-relation ∼l defined below is an equivalence relation on ℘0(Y ).
So, we can consider an order on the family of equivalence classes which are denoted by [·]l .
A ∼l B ⇔ Al B and B l A.
Obviously, A ∈ [B]l if and only if A + K = B + K . For more details about l , ∼l and other
set-relations on ℘0(Y ) see [8,11,12].
Using the set-relation l , Kuroiwa in [10, Definition 2.1] introduced the following concepts
of efficient set.
Definition 2.1. Let S ⊂ ℘0(Y ). It is said that
(i) A ∈ S is an l-minimal set of S if for any B ∈ S such that B l A implies Al B . The family
of l-minimal sets of S is denoted by l − MinS .
(ii) A ∈ S is an l-maximal set of S if for any B ∈ S such that A l B implies B l A. The
family of l-maximal sets of S is denoted by l − MaxS .
Remark 2.2. It is clear that if A ∈ S is an l-minimal (respectively l-maximal) set of S and B ∈ S
satisfies B ∈ [A]l then B is also an l-minimal (respectively l-maximal) set of S .
The optimization problem associated to the optimization problem (P) using the above efficient
sets is denoted as follows:
(l-P)
{
l-Optimize F(x)
subject to x ∈ X.
We denote by F the family of all image sets under F , that is, {F(x)}x∈X. We say that x0 is
an l-minimal (respectively l-maximal) solution of (l-P) if F(x0) is an l-minimal (respectively
l-maximal) set of F .
Remark 2.3. Note that the notion of l-minimal set generalizes the notion of minimal point con-
sidering the ordering cone K . Thus, in the case where F is a vector valued function the concepts
l-minimal solution and minimal solution are the same.
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introduce the concepts of efficient sets of weak type which are associated to the set-relation l .
Let A,B ∈ ℘0(Y ), we denote
A 
l B ⇔ B ⊂ A+ int(K).
Definition 2.4. Let S ⊂ ℘0(Y ). It is said that
(i) A ∈ S is a weak l-minimal set of S if for any B ∈ S such that B 
l A implies A 
l B . The
family of weak l-minimal sets of S is denoted by l − WMinS .
(ii) A ∈ S is a weak l-maximal set of S if for any B ∈ S such that A 
l B implies B 
l A. The
family of weak l-maximal sets of S is denoted by l − WMaxS .
Example 2.5. (1) Let R2 ordered by R2+ and let S = {Ax : x ∈ [0,∞)} be the family of subsets
of R2 defined by
Ax =
{ {(0,0)} if x = 0,[
(0,0),
(−x, 1
x
)]
if x = 0.
It is easy to check that there are not l-minimal sets of S . However each Ax with x ∈ [0,∞) is a
weak l-minimal set of S . Similarly, l − MaxS = ∅ and l − WMaxS = S .
(2) Let R2 ordered by R2+ and let S = {Ax : x ∈ [−2,0]} be the family of subsets of R2 defined
by
Ax =
{ [(−2,−2), (0,0)] if x = 0,
[(x,0), (x,−x2)] if x = 0.
Then l − MinS = {A−2}, l − WMinS = {A−2,A0} and l − MaxS = l − WMaxS = ∅.
The following lemma is easy to prove.
Lemma 2.6. Let S ⊂ ℘0(Y ) and A ∈ S be a set with WMinA = ∅ (WMaxA = ∅). Then A is
weak l-minimal (weak l-maximal) set of S if and only if there is not a set B ∈ S such that B 
l A
(A 
l B).
The above concepts are well defined because each l-minimal (respectively l-maximal) set is
also a weak l-minimal (respectively weak l-maximal) set.
Proposition 2.7. Let S ⊂ ℘0(Y ) and A ∈ S . The following statements hold:
(i) If A is an l-minimal set of S then A is a weak l-minimal set of S .
(ii) If A is an l-maximal set of S then A is a weak l-maximal set of S .
Proof. (i) Suppose A ∈ l − MinS . If B ∈ S and B 
l A, i.e.,
A ⊂ B + int(K) (1)
then B l A. Consequently, since A ∈ l − MinS , we have Al B , i.e.,
B ⊂ A+K (2)
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A+K = B +K. (3)
From (1) and taking into account (2) we obtain
B ⊂ A+K ⊂ B + int(K). (4)
On the other hand, adding int(K) to equality (3) we have
A+ int(K) = B + int(K)
and from this and (4) we conclude that B ⊂ A+ int(K), i.e., A 
l B . Therefore A ∈ l−WMinS .
(ii) We can proceed analogously to the proof of (i). 
Definition 2.8. We say that x0 ∈ X is a weak l-minimal (respectively weak l-maximal) solution
of problem (l-P) if F(x0) is a weak l-minimal (respectively weak l-maximal) set of F .
Remark 2.9. Again, if A ∈ S is a weak l-minimal (respectively weak l-maximal) of S and B ∈ S
satisfies B ∈ [A]l then B is also a weak l-minimal (respectively weak l-maximal) of S .
The relationship between weak minimal solutions of (P) and weak l-minimal solutions of
(l-P) is given in the next proposition.
Proposition 2.10. If x0 is a weak minimal solution of (P) then x0 is also a weak l-minimal
solution of (l-P).
Proof. Let x0 ∈ X be a weak minimal solution of (P), then there exists y0 ∈ F(x0) such that
y0 ∈ WMinF(X). Suppose that x0 is not a weak l-minimal solution of (l-P), then there exists
x′ ∈ X such that F(x′) 
l F (x0), that is,
F(x0) ∈ F(x′)+ int(K).
In particular y0 ∈ F(x′)+ int(K) which contradicts the assumption y0 ∈ WMinF(X). 
However, it easy to see that x0 ∈ X can be an l-minimal solution of (l-P) but not be a minimal
solution of (P).
As a consequence of the following relationships between the solutions of (P) and (l-P)
Min ⇒ WMin ⇒ l − WMin
each necessary condition for the existence of weak l-minimal solutions is also a necessary condi-
tion for the existence of weak minimal solutions. And each sufficient condition for the existence
of weak minimal solutions is also a sufficient condition for the existence of weak l-minimal
solutions.
Remark 2.11. In general, it is easy to check that if x0 is a weak maximal solution of (P), then
x0 is not a weak l-maximal solution of (l-P). However, if we consider the concept of u-maximal
set of (l-P) [10, Definition 2.1(ii)] replacing K by int(K), we can introduce the concept of weak
u-maximal of (l-P). So, we may obtain that each weak maximal solution of problem (P) is a weak
u-maximal solution of (l-P).
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Definition 2.12. A given function f :Y → R it is said to be
(i) decreasing (increasing) on Y if
y  y′ ⇒ f (y′) f (y) (f (y) f (y′));
(ii) strictly decreasing (increasing) on Y if
y 
 y′ ⇒ f (y′) < f (y) (f (y) < f (y′)).
Definition 2.13. Let S ⊂ ℘0(Y ). A given function T :℘0(Y ) → R is said to be
(i) l-decreasing (l-increasing) on S if
A,B ∈ S, Al B ⇒ T (B) T (A) (T (A) T (B)).
In particular if A ∈ [B]l then T (A) = T (B);
(ii) strictly l-decreasing (l-increasing) on S if
A,B ∈ S, A 
l B ⇒ T (B) < T (A) (T (A) < T (B)).
From now on we assume e is a fixed element of −int(K).
Definition 2.14. Let a be a point in Y . It is said φe,a :Y → R defined by
φe,a(y) = min{t ∈ R: y ∈ te + a +K} for y ∈ Y,
is the Gerstewizt’s function.
Clearly, the Gerstewizt’s function is continue decreasing and strictly decreasing on Y . This
function has many properties of separation (see [6,14,15]) and plays an important role in many
areas, for instance, in the vector equilibrium problem [4,17].
Replacing a by a set A ∈ ℘0(Y ), we obtain the function φe,A :Y → R ∪ {−∞} defined by
φe,A(y) = inf{t ∈ R: y ∈ te +A+K} for y ∈ Y,
which is also continue, decreasing and strictly decreasing. This function has been used to separate
two nonconvex sets (see [15,16]).
We can see that for any y ∈ Y
φe,A(y) = inf
a∈A
{
φe,a(y)
}
. (5)
Definition 2.15. A set A ∈ ℘0(Y ) is called K-proper if A+K = Y .
It is easy to prove the following characterization of K-proper sets.
Lemma 2.16. Let A ∈ ℘0(Y ). A is K-proper if and only if φe,A(y) > −∞ for every y ∈ Y .
It should be noted that if there is an element x0 ∈ X such that F(x0) is not a K-proper set
then x0 is an l-minimal solution of (l-P). Moreover, x0 is the only one solution of (l-P) except
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So, we can certain assume that F(x) is K-proper for every x ∈ X, otherwise problem (l-P) would
be solved.
We denote by ℘0K(Y ) the family of all K-proper subsets of Y . Then if A ∈ ℘0K(Y ), due to
Lemma 2.16, φe,A(·) is a real function.
The lemma below for A = {a} appears in [6, Theorem 2.1]. We omit the proof because it is
immediate from the definition.
Lemma 2.17. Let A ∈ ℘0K(Y ) and r ∈ R. Then for any y ∈ Y we have:
(i) φe,A(y) < r ⇔ y ∈ re +A+ int(K);
(ii) φe,A(y) r ⇔ y ∈ re + cl(A+K);
(iii) φe,A(y) r ⇔ y /∈ re +A+ int(K);
(iv) φe,A(y) = r ⇔ y ∈ re + ∂(A +K);
(v) φe,A(y) > r ⇔ y /∈ re + cl(A+K).
The following proposition is deduced from the definition of the Gerstewitz’s function.
Proposition 2.18. Let A,B ∈ ℘0K(Y ) and y ∈ Y . The following statements are true:
(i) If A is K-closed then φe,A(y) = mina∈A{φe,a(y)}.
(ii) If Al B then φe,A(y) φe,B(y). In particular, if A ∈ [B]l then φe,A(y) = φe,B(y).
(iii) If A 
l B and B is K-closed, then φe,A(y) < φe,B(y).
We obtain a sufficient condition for weakly minimal elements of a set.
Proposition 2.19. Let A ∈ ℘0K(Y ), y ∈ Y and φe,A(y) = t0. Then {a ∈ A: φe,a(y)  t0} ⊂
WMinA.
Proof. Suppose that a /∈ WMinA, that is, there exists a′ ∈ A such that a−a′ ∈ int(K). Let ε < 0
and k ∈ int(K) such that a−a′ = εe+k. Since φe,a(y) t0, by Lemma 2.17(ii), y ∈ t0e+a+K .
Therefore, y ∈ (t0 + ε)e + a′ +K and it follows
φe,a′(y) < t0 = φe,A(y)
which contradicts expression (5). 
The property of strictly decreasing of φe,A(·) and Lemma 2.17 lead to a characterization of
some efficient points of a set A ∈ ℘0K(Y ).
Proposition 2.20. Let A ∈ ℘0K(Y ) and a0 ∈ A.
(i) a0 ∈ WMinA if and only if maxa∈A{φe,A(a)} = φe,A(a0).
(ii) If a0 ∈ MinA then mina∈A{φe,a(a0)} = 0.
(iii) a0 ∈ MinA if and only if a0 is the only one solution of the problem mina∈A{φe,a(a0)}.
Remark 2.21. Note that Proposition 2.20(i) can be considered an extension of [6, Corol-
lary 3.1(a)].
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This section contains preliminary results that are needed in the constructive proof of the main
theorems. We extend the Gerstewitz’s function defined from Y to R to a function defined from
℘0K(Y ) to R and characterize the set-relationsl and 
l . Such a function will be used to obtain
scalar representations of the optimization problem (l-P) in the next section.
We point out that other extension of the Gerstewitz’s function was presented in Hamel and
Löhne [7] to obtain minimal set theorems and new variants of Ekeland’s principle. However this
extension is less general than ours as Proposition 3.2 proves.
We shall consider the same notations that in the previous section.
Definition 3.1. Let the function Ge(·,·) :℘0K(Y )2 → R ∪ {∞} defined by setting
Ge(A,B) = sup
b∈B
{
φe,A(b)
}
for (A,B) ∈ ℘0K(Y )2. (6)
If A is a K-closed set and r ∈ R from Lemma 2.17(ii) we have
Ge(A,B) r ⇔ B ⊂ re +A+K. (7)
The above expression will be very useful to obtain an equivalent formulation of (6).
Proposition 3.2. Let A ∈ ℘0K(Y ) be a K-closed set and B ∈ ℘0K(Y ). Assume Ge(A,B) < ∞.
Then the following equality holds:
Ge(A,B) = min{t ∈ R: B ⊂ te +A+K}.
Proof. Indeed, let T be the following set:
T = {t ∈ R: Ge(A,B) t}.
Then, from Ge(A,B) < ∞ and (7), we have
min{T } = Ge(A,B)
and the proposition is proved. 
In general, the equality Ge(A,B) = maxb∈B{φe,A(b)} is not true (see the example below).
Example 3.3. Let Y = R2, K = R2+, A = {(0, y) ∈ R2: y ∈ R+} and B = {(x, y) ∈ R2: x > 0,
y = 1/x}. For e = (−1,−1), we have B ⊂ A + K and Ge(A,B) = 0 but φe,A(b) = 0 for every
b ∈ B because of B ∩ ∂(A +K) = ∅.
However, if B is a K-compact set then the supremum in (6) is attained. Note that if B is a
compact set, Ge(A,B) = maxb∈B{φe,A(b)} due to the continuity of φe,A(·).
Proposition 3.4. Let A ∈ ℘0K(Y ) be a K-closed set and B ∈ ℘0K(Y ) be a K-compact set.
Assume Ge(A,B) < ∞. Then Ge(A,B) = maxb∈B{φe,A(b)}.
Proof. Suppose that Ge(A,B) = supb∈B{φe,A(b)} = m and for each b ∈ B we have that
φe,A(b) < m then there exists λb > 0 such that
b ∈ (m− λb)e +A+K. (8)
Let us consider the following neighborhood of A
Ub = A+ λb e + int(K). (9)2
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B ⊂
⋃
λb
(m− λb)e +Ub +K.
Since B is K-compact and {(m − λb)e + Ub + K} are open, there are a finite number
{λb1, . . . , λbr } satisfying
B ⊂
r⋃
i=1
(m− λbi )e +Ubi +K.
To simplify, we denote λbi = λi for each i ∈ {1, . . . , r}. Taking into account (9) we deduce that
B ⊂
r⋃
i=1
(
m− λi + λi2
)
e +A+ int(K).
There is no loss of generality in assuming
max
i
{
m− λi + λi2
}
= m− λ1 + λ12
thus,
B ⊂
(
m− λ1 + λ12
)
e +A+ int(K). (10)
Let m′ = m− λ1 + λ1/2, then from (10) we obtain
B ⊂ m′e +A+K
contrary to Proposition 3.2, because of m′ < m. Consequently, there exists b ∈ B such that
φe,A(b) = m and we conclude the proof. 
We can characterize the K-boundedness of a subset of Y through the finiteness of the function
Ge(K, ·).
Lemma 3.5. Let B ∈ ℘0K(Y ). Then B is K-bounded if and only if Ge(K,B) < ∞.
Proof. By hypothesis B is K-bounded, then for the neighborhood of zero
U = e + int(K)
there exists α > 0 such that B ⊂ α(e + int(K)) + K ⊂ αe + K. Thus, for each b ∈ B we have
that φe,K(b) α. Hence, Ge(K,B) α.
Conversely, suppose that Ge(K,B) < ∞, then there exists r ∈ R such that Ge(K,B) < r .
Namely, for each b ∈ B we have
φe,K(b) < r.
In virtue of Lemma 2.17(i), the above inequality can be written as b ∈ re + int(K), that is,
B ⊂ re + int(K). (11)
Let U ′ be any neighborhood of zero. If we consider λ > 0 such that re ∈ λU ′ and from (11) it
follows that
B ⊂ λU ′ +K,
which implies that B is K-bounded. 
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Ge(A,B) < ∞.
Proof. Suppose B is K-bounded. Then, in view of (5), for every b ∈ B we have
φe,A(b) = inf
a∈A
{
φe,a(b)
}
. (12)
It is easy to prove that φe,a(b) = φe,0(b − a) and φe,0(b − a) = φe,K(b − a). Hence, equality
(12) can be written as
φe,A(b) = inf
a∈A
{
φe,K(b − a)
}
.
So, for any a0 ∈ A fixed we obtain
φe,A(b) φe,K(b − a0) for all b ∈ B.
Therefore,
Ge(A,B) sup
b∈B
{
φe,K(b − a0)
}= Ge(K,B − a0).
Since B is K-bounded then, by Lemma 3.5, Ge(K,B − a0) < ∞. Thus Ge(A,B) < ∞ which
proves the proposition.
Conversely, suppose Ge(A,B) = r with r ∈ R, then for each b ∈ B we have φe,A(b) r . Let
α > 0 then φe,A(b) < r +α so applying Lemma 2.17(i), b ∈ (r +α)e+A+K for all b ∈ B , thus
B ⊂ (r + α)e +A+K. (13)
Let U any neighborhood of zero, since A is K-bounded the set (r +α)e+A is also K-bounded.
So, there exists λ > 0 such that
(r + α)e +A ⊂ λU +K.
From this and taking into account (13) it follows
B ⊂ λU +K.
Hence, B is K-bounded. 
The above proposition can be false if the K-boundedness of B is violated.
Example 3.7. Let Y = R2, K = R2+, e = (−1,−1), A = {(x,0) ∈ R2: x  0} and B =
{(x, x2) ∈ R2: x ∈ R}. It is easy to check that A is K-bounded, B ∈ ℘0K(Y ) but B is not
K-bounded and Ge(A,B) = ∞.
Now we study some helpful properties of Ge(A, ·) and Ge(·,A).
Theorem 3.8. Let A,B,C ∈ ℘0K(Y ), then the following statements are true:
(i) if B ∈ [A]l then Ge(A, ·) = Ge(B, ·);
(ii) Ge(A, ·) is l-decreasing on ℘0K(Y );
(iii) if B ∈ [C]l then Ge(·,B) = Ge(·,C);
(iv) if B ∈ [A]l then Ge(A,B) = Ge(B,A);
(v) Ge(·,A) is l-increasing on ℘0K(Y ).
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forward from Proposition 2.18(ii). Let us prove (ii). Since φe,A(·) is decreasing if B l C (i.e.,
C ⊂ B +K) then for each c′ ∈ C there exists b′ ∈ B such that
φe,A(c
′) φe,A(b′).
Therefore,
sup
c∈C
{
φe,A(c)
}
 sup
b∈B
{
φe,A(b)
}
which implies Ge(A,C)Ge(A,B). 
Theorem 3.9. Let A be a K-compact set. Then we have
(i) Ge(A, ·) is strictly l-decreasing on K-compact sets;
(ii) Ge(·,A) is strictly l-increasing on K-compact sets.
Proof. Let us prove (i). Suppose B,C are K-compact sets and B 
l C. According to Theo-
rem 3.6 and Proposition 3.4 there exists c′ ∈ C such that
Ge(A,C) = max
c∈C
{
φe,A(c)
}= φe,A(c′). (14)
On the other hand, due to C ⊂ B + int(K) then there exist b′ ∈ B and k ∈ int(K) satisfying
c′ = b′ + k.
Since φe,A(·) is strictly decreasing we have
φe,A(c
′) < φe,A(b′)
and from (14) we conclude Ge(A,C) < Ge(A,B).
To prove (ii), taking into account Proposition 2.18(iii), we can proceed analogously to the
proof of (i). 
Theorem 3.10. Let A ∈ ℘0K(Y ) be a K-closed set. The following statements are true:
(i) Ge(A,A) = 0;
(ii) if A ∈ [B]l then Ge(A,B) = Ge(B,A) = 0;
(iii) Al B if and only if Ge(A,B) 0.
Proof. (i), Theorem 3.8(ii) and Proposition 3.2 imply (iii). In addition, from (i) and Theorem
3.8(iv) it follows (ii). So, we only prove (i). Indeed, since A ∈ [A+K]l by Theorem 3.8(iv) and
(i) we have that Ge(A,A) = Ge(A,A + K), so it is sufficient to prove that Ge(A,A + K) = 0.
Due to (A+K) ⊂ 0 · e+A+K by (7) we obtain Ge(A,A+K) 0. On the other hand, as A is
a K-proper set then ∂(A+K) = ∅, so there exists y ∈ ∂(A+K). According to Lemma 2.17(iv),
φe,A(y) = 0, we have that Ge(A,A+K) = 0. 
Corollary 3.11. Let A,B be K-compact sets, then
(i) Ge(A,B) < 0 if and only if A 
l B;
(ii) Ge(A,B) 0 if and only if A 
l B does not hold;
(iii) Ge(A,B) = 0 if and only if Al B and A 
l B does not hold.
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Let us prove (i). If Ge(A,B) < 0, then φe,A(b) < 0 for each b ∈ B . Therefore, by
Lemma 2.17(i), B ⊂ A+ int(K). So, A 
l B .
If A 
l B , since the function Ge(A, ·) is strictly l-decreasing on K-compact sets (Theo-
rem 3.9(i)), we deduce
Ge(A,B) < Ge(A,A)
and applying Theorem 3.10(i), Ge(A,A) = 0 which completes the proof. 
4. Scalarization of l-optimization problem
In this section, the results of Sections 2 and 3 will be used to provide separation theorems and
apply them to obtain scalar representations for optimization problem (l-P) without any convexity
assumptions.
LetM(℘0K(Y ),R) be the set of all functions from ℘0K(Y ) to R.
Theorem 4.1. Consider problem (l-P). Assume that F is K-closed valued and K-bounded valued
on X and x0 ∈ X. Then x0 is an l-maximal (respectively l-minimal) solution of (l-P) if and only
if there exists a function T ∈M(℘0K(Y ),R) which is l-decreasing (respectively l-increasing)
on ℘0K(Y ) and such that the following statements are true:
(i) if x ∈ X and F(x) ∈ [F(x0)]l then T (F (x)) = 0;
(ii) if x ∈ X and F(x) /∈ [F(x0)]l then T (F (x)) > 0;
(iii) if A ∈ ℘0K(Y ) and F(x0)l A (respectively Al F (x0)) then T (A) 0.
Proof. We suppose that x0 is an l-maximal solution of (l-P). We fix any e ∈ −int(K). By Theo-
rem 3.8(ii), the function T (·) = Ge(F (x0), ·) ∈M(℘0K(Y ),R) is l-decreasing on ℘0K(Y ), so it
is sufficient to prove that T satisfies conditions (i)–(iii). Conditions (i) and (iii) are consequence
of Theorem 3.10(ii) and (iii), respectively. Let us see (ii). Due to x0 is an l-maximal solution of
(l-P) then for each x ∈ X such that F(x) /∈ [F(x0)]l we have F(x0) l F (x). Hence, by Theo-
rem 3.10(iii),
T
(
F(x)
)= Ge(F(x0),F (x))> 0.
Conversely, if (i)–(iii) are true for some function T ∈M(℘0K(Y ),R) which is l-decreasing
on ℘0K(Y ) then we have to prove that x0 is an l-maximal solution of (l-P). If not, there exists
x′ ∈ X such that F(x′) /∈ [F(x0)]l and
F(x0)l F (x′).
Thus, by (ii), T (F (x′)) > 0 and, by (iii), it follows T (F (x′)) 0 which is a contradiction.
To prove the case where x0 is an l-minimal solution of (l-P) we can consider the function
T (·) = Ge(·,F (x0)) and apply similar arguments. 
In the same manner, we can prove that if F is K-compact valued on X, applying Corol-
lary 3.11, we obtain a characterization of weak l-maximal (respectively weak l-minimal) solu-
tions of (l-P) through the function Ge(A, ·) (respectively Ge(·,A)).
Theorem 4.2. Consider problem (l-P). Assume that F is K-compact valued on X and x0 ∈ X.
Then x0 is a weak l-maximal (respectively weak l-minimal) solution of (l-P) if and only if
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℘0K(Y ), strictly l-decreasing (respectively strictly l-increasing) on K-compact sets and such
that the following statements are true:
(i) if x ∈ X and F(x) ∈ [F(x0)]l then T (F (x)) = 0;
(ii) if x ∈ X and F(x) /∈ [F(x0)]l then T (F (x)) 0;
(iii) if A ∈ ℘0K(Y ) y F(x0) 
l A (respectively A 
l F (x0)) then T (A) < 0.
We can apply the set optimization to obtain characterizations of solutions of vector optimiza-
tion problems. Indeed, the above theorems can be considered extensions of several vectorial
results. In fact, if we replace the objective set-valued map F by a vector-valued map, then the
function Ge(A, ·) is replaced by φe,a(·) we can obtain optimality conditions for the following
vector optimization problem:
(VP)
{Optimize f (x)
subject to x ∈ X.
Corollary 4.3. If x0 ∈ X then x0 a maximal (respectively minimal) solution of (VP) if and only
if there exists a continuous function h :Y → R which is decreasing (increasing) and strictly
decreasing (strictly increasing) such that:
(i) h(f (x0)) = 0;
(ii) if x ∈ X and f (x) = f (x0) then h(f (x)) > 0;
(iii) if y ∈ f (x0)+K (y ∈ f (x0)−K) then h(y) 0.
Corollary 4.4. If x0 ∈ X, then x0 is a weak maximal (respectively weak minimal) solution of
(VP) if and only if there exists a continuous function h :Y → R which is decreasing (respectively
increasing) and strictly decreasing (respectively strictly increasing) such that:
(i) h(f (x0)) = 0;
(ii) if x ∈ X and f (x) = f (x0) then h(f (x)) 0;
(iii) if y ∈ f (x0)+ int(K) (y ∈ f (x0)− int(K)) then h(y) < 0.
Remark 4.5. Due to in the above corollaries it is possible to replace the function h by φe,a(·)
where a = f (x0) and any e ∈ − int(K), Corollary 4.3 extends [15, Theorem 1.9, p. 86] (where
Y is a normed space, X is a compact set and K is a cone with a compact convex base). Likewise,
Corollary 4.4 includes as a particular case [15, Corollary 1.7, p. 85].
Let T ∈M(℘0K(Y ),R). If we assume that F is K-proper valued on X then we can associate
to optimization problem (l-P) the following scalar optimization problem:
(SPT )
{
minT (F (x))
subject to x ∈ X.
Definition 4.6. It is said that x0 ∈ X is a solution of scalar problem (SPT ) if T (F (x0)) T (F (x))
for all x ∈ X.
The scalar representations of (l-P) and (VP) (replacing the objective set-valued map F by a
vector-valued map f ) according to the separation Theorems 4.1 and 4.2 are the following ones.
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x0 is an l-maximal (respectively l-minimal) solution of (l-P) if and only if there exists a function
T ∈M(℘0K(Y ),R) which is l-decreasing (respectively l-increasing) on ℘0K(Y ) and such that
x0 is a solution of (SPT ) and if x ∈ X then
F(x) ∈ [F(x0)]l ⇔ T (F(x))= 0.
Corollary 4.8. Assume that F is K-closed valued and K-bounded valued on X and x0 ∈ X. Let
e ∈ −int(K). Then x0 is an l-maximal (respectively l-minimal) solution of (l-P) if and only if x0
is a solution of the following scalar problem:
minGe
(
F(x0),F (x)
)
subject to x ∈ X
(
respectively
minGe
(
F(x),F (x0)
)
subject to x ∈ X
)
and if x ∈ X then
Ge
(
F(x0),F (x)
)= 0 (respectively Ge(F(x),F (x0))= 0) ⇔ F(x) ∈ [F(x0)]l .
Corollary 4.9. Consider problem (VP). Let x0 ∈ X and e ∈ −int(K). Then x0 is a maximal
(respectively minimal) solution of (VP) if and only if x0 is a solution of the following scalar
problem:
minφe,f (x0)
(
f (x)
)
subject to x ∈ X
(
respectively
minφe,f (x)
(
f (x0)
)
subject to x ∈ X
)
and if x ∈ X then
φe,f (x0)
(
f (x)
)= 0 (respectively φe,f (x)(f (x0))= 0) ⇔ f (x) = f (x0).
Theorem 4.10. Assume that F is K-compact valued on X and x0 ∈ X. Then x0 is a weak
l-maximal (respectively weak l-minimal) solution of (l-P) if and only if there exists a func-
tion T ∈M(℘0K(Y ),R) which is l-decreasing (respectively l-increasing) on ℘0K(Y ), strictly
l-decreasing (respectively strictly l-increasing) on K-compact sets and such that x0 is a solution
of (SPT ) and T (F (x0)) = 0.
Corollary 4.11. Assume that F is K-compact valued on X and x0 ∈ X. Let e ∈ −int(K). Then x0
is a weak l-maximal (respectively weak l-minimal) solution of (l-P) if and only if x0 is a solution
of the scalar optimization problem
minGe
(
F(x0),F (x)
)
subject to x ∈ X
(
respectively
minGe
(
F(x),F (x0)
)
subject to x ∈ X
)
.
Corollary 4.12. Consider problem (VP). Let x0 ∈ X and e ∈ −int(K). Then x0 is a weak max-
imal (respectively weak minimal) solution of (VP) if and only if x0 is a solution of the scalar
optimization problem
minφe,f (x0)
(
f (x)
)
subject to x ∈ X
(
respectively
minφe,f (x)
(
f (x0)
)
subject to x ∈ X
)
.
Remark 4.13. It is easy to check that Corollary 4.11 extends [15, Theorem 2.15, p. 93] (where
(VP) is a quasiconvex problem) and Corollary 4.12 is a special case of [6, Theorem 3.1].
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In this section, using the function Ge(A, ·), we obtain sufficient conditions of l-efficiency for
the optimization problem (l-P).
Definition 5.1. A net {Aα: α ∈ I } from ℘0(Y ) is said to be l-decreasing (with respect to l) and
we write {Aα} ↓l if Aα l Aβ for each α,β ∈ I and β < α.
Given x0 ∈ X we denote L(x0) = {x ∈ X: F(x)l F (x0)}.
Definition 5.2. Let x0 ∈ X and e ∈ −int(K). It is said that F is Ge-stable at x0 if, for any
{xα} ⊂ L(x0) and r ∈ R verifying {F(xα)} ↓l and Ge(F (x0),F (xα)) = r for all α imply that
there exists x¯ ∈ X such that F(x¯)l F (x0)+ re.
Theorem 5.3. Consider problem (l-P). Let x0 ∈ X and e ∈ −int(K). Assume that F is K-closed
valued, F(x0) is K-bounded, F is Ge-stable at x0 and
⋃
x∈L(x0) F (x) is K-compact. Then there
exists x ∈ L(x0) which is an l-minimal solution of (l-P).
Proof. Suppose that the theorem were false. Then L(x0) = {x0} and we could obtain a net
{xα} from L(x0) with {F(xα)} being an l-decreasing net. Due to Theorem 3.10(i) Ge(F (x0),
F(x0)) = 0. Since Ge(F (x0), ·) is l-decreasing (Theorem 3.8(ii)) we have
0 = Ge
(
F(x0),F (x0)
)
Ge
(
F(x0),F (xα)
)
for all α. (15)
On the other hand, since
⋃
x∈L(x0) F (x) is K-compact, according to Theorem 3.6 and Proposi-
tion 3.4, there exist r ∈ R and x′ ∈ L(x0) such that
Ge
(
F(x0),
⋃
x∈L(x0)
F (x)
)
= Ge
(
F(x0),F (x
′)
)= r.
In particular, for each α we obtain
Ge
(
F(x0),F (xα)
)
Ge
(
F(x0),F (x
′)
)= r. (16)
As x′ is not an l-minimal solution of (l-P), there exists a new net {xβ} ⊂ L(x′) such that {F(xβ)}
is an l-decreasing net. Again, due to Ge(F (x0), ·) is an l-decreasing function and L(x′) ⊂ L(x0)
it follows Ge(F (x0),F (xβ)) = r for all β . Since F is Ge-stable at x0 there exists x¯ ∈ X satisfying
F(x¯)l F (x0)+ re ⇔ F(x0)+ re ⊂ F(x¯)+K. (17)
To finish we shall see that x¯ ∈ L(x0) and is an l-minimal solution of (l-P). Indeed, as r  0 (by
(15) and (16)) we have F(x0) ⊂ F(x0)+ re +K and by (17) we obtain
F(x0) ⊂ F(x¯)+K ⇔ F(x¯)l F (x0).
Thus, x¯ ∈ L(x0). Moreover, if x¯ is not an l-minimal solution of (l-P) then there exists x′′ ∈ X
such that
F(x′′)l F (x¯) ⇔ F(x¯) ⊂ F(x′′)+K (18)
and F(x′′) /∈ [F(x¯)]l thus,
F(x¯) l F (x′′). (19)
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F(x′′) ⊂ F(x0)+ re +K.
From this and (17) we deduce
F(x′′) ⊂ F(x¯)+K
which contradicts (19). 
Theorem 5.4. Consider problem (l-P). Assume (X′, d) is a complete metric space, X ⊂ X′, F
is K-bounded valued and for each x ∈ X the set L(x) is closed. If x0 ∈ X and the following
conditions are satisfied:
(i) ⋃x∈L(x0) F (x) is K-bounded;(ii) there are an element e ∈ −int(K) and a K-bounded set A ⊂ Y such that
x1, x2 ∈ X, F(x1)l F (x2) ⇒ d(x1, x2)Ge
(
A,F(x1)
)−Ge(A,F(x2)).
Then there exists x ∈ L(x0) which is an l-minimal solution of (l-P).
Proof. Suppose that x0 is not an l-minimal solution of (l-P), therefore there exists x ∈ L(x0),
thus F(x)l F (x0) and F(x0) l F (x). Due to assumption (ii) it follows
0 < Ge
(
A,F(x)
)−Ge(A,F(x0)).
On the other hand, since
⋃
x∈L(x0) F (x) and F(x0) are K-bounded sets, by Theorem 3.6
0 < sup
x∈L(x0)
{
Ge
(
A,F(x)
)}−Ge(A,F(x0))< ∞. (20)
We denote v(z) = supx∈L(z)Ge(A,F (x)). Then from (20), there exists x1 ∈ L(x0) satisfying
v(x0)−Ge
(
A,F(x1)
)
 2−1.
Again, if x1 ∈ L(x0) is not an l-minimal solution of (l-P) then there exists x2 ∈ L(x1) such that
v(x1)−Ge
(
A,F(x2)
)
 2−2.
In this manner, we would obtain a sequence {xn}n∈N from L(x0) such that for each n ∈ N,
L(xn+1) ⊂ L(xn). Moreover, since for each n ∈ N the set L(xn) is closed and
v(xn)−Ge
(
A,F(xn+1)
)
 2−(n+1) (21)
it follows diamL(xn) → 0. Indeed, if that is not the case, then there exists δ > 0 with
diamL(xn) > δ for each n ∈ N. So, as consequence of triangle inequality of d(·,·), fixed n ∈ N
there exists z′ ∈ L(xn) such that d(z′, xn) > δ/2 and, taking into account assumption (ii), we
deduce
δ
2
< d(z′, xn)Ge
(
A,F(z′)
)−Ge(A,F(xn)). (22)
On the other hand, we have
Ge
(
A,F(z′)
)−Ge(A,F(xn)) v(xn)−Ge(A,F(xn))
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deduce
δ
2
< d(z′, xn) v(xn−1)−Ge
(
A,F(xn)
)
 2−n
and letting n → ∞ yields δ < 0 which is a contradiction.
So, for every n ∈ N the set L(xn) is closed, L(xn+1) ⊂ L(xn) and diamL(xn) → 0 then
applying Cantor’s Theorem we get⋂
n∈N
L(xn) = {x¯}.
Consequently, x¯ ∈ L(x0) and L(x¯) = {x¯}. Hence, x¯ is an l-minimal solution of (l-P) and the
proof is finished. 
The next corollary is a direct consequence of Theorem 5.4.
Corollary 5.5. Consider problem (VP). Assume (X′, d) is a complete metric space, X ⊂ X′ and
for each x ∈ X the set L(x) is closed. If x0 ∈ X and the following conditions are satisfied:
(i) ⋃x∈L(x0) f (x) is K-bounded;(ii) there are an element e ∈ −int(K) and a K-bounded set A ⊂ Y such that
x1, x2 ∈ X, f (x1) f (x2) ⇒ d(x1, x2) φe,A
(
f (x1)
)− φe,A(f (x2)).
Then there exists x ∈ L(x0) which is an l-minimal solution for vector optimization problem (VP).
Remark 5.6. Notice that in Theorems 4.1 and 4.2 of [12], Kuroiwa also obtained two conditions
for the existence of l-minimal solutions of (l-P) under similar conditions to those given in Theo-
rems 5.3 and 5.4, respectively. However, our assumptions are less restrictive because we do not
need continuity.
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