In online reputation mechanisms, providing the system participants (peers) with the appropriate information on previous interactions is crucial for accurate reputation evaluations. A naive way of doing so is to provide all peers with all information, regardless of whether they need it or not, which may be very costly and not scalable. In this paper we propose a similarity-based approach, named SimilDis, for targeted dissemination of information in the distributed reputation mechanism called BarterCast. In BarterCast, each peer collects information on the interactions (data transfers) that have occurred in the system, and builds a weighted directed graph that represents its partial view of the system. We propose two methods to derive peer similarity in the partial graph of a peer. The first method is based on incrementally maintaining a directed acyclic graph, and the second method is based on performing multiple nonuniform random walks in the partial graph. In both methods, each peer maintains a list of the peers most similar to itself, and gives higher priority to them when disseminating information. We evaluate the accuracy and the cost of these methods using trace-driven simulations based on traces from the Tribler P2P file-sharing network, which employs BarterCast. As the results show, both methods exhibit very small errors in the computed reputations in comparison with the case of providing complete knowledge to all peers, but decrease the communication and storage costs by two orders of magnitude.
INTRODUCTION
Providing efficient reputation management mechanisms at scale is an important step to provide trust in many distributed systems, like file sharing systems. A typical online reputation mechanism is composed of three main components: Formulation, Calculation, and Dissemination [15] . The dissemination component provides the other components with the required information to operate. More specifically, in reputation mechanisms in which the calculation component uses information from other participants (peers) on interactions in the system as input, peers will not be able to evaluate accurate reputations without an effective spread of this information. From the point of view of reputation accuracy, providing peers with more information is preferred, but from the point of view of scalability, uncontrolled and blind dissemination can be problematic in terms of communication, computation, and storage costs. This paper deals with this trade-off in large-scale distributed reputation systems by providing a scalable dissemination method in the BarterCast reputation mechanism [27] of the Tribler [29] peer-to-peer (P2P) file-sharing system. In BarterCast, reputation values are used by a peer to decide whether or not to upload to a peer requesting data from it.
In online reputation mechanisms, information dissemination spans the spectrum from zero to full dissemination, see Figure 1 . With zero dissemination, participants only use their own direct experiences for evaluating reputations, and no information on interactions is spread. Such a mechanism works if the participants interact frequently with each other, and if having only the direct interactions is enough to have an accurate prediction about a counter party's future behavior. At the other extreme of the spectrum is full dissemination, where all participants receive information of all previous interactions. Although from the accuracy point of view this is desirable, full dissemination does not scale, and may even be unnecessary.
In large-scale online systems such as P2P file-sharing systems, peers will only interact with a subset of all peers, for instance, those peers who have similar tastes with respect to the content available in the system. Providing peers with information on all peers and interactions is then very inefficient. Rather, information dissemination targeted at similar peers may then be sufficient and much more efficient, which especially is important for power, memory, and computation constrained mobile devices. BarterCast [27] is a distributed reputation mechanism based on an epidemic protocol that is used in the BitTorent-based file-sharing client Tribler [29] . In BarterCast, peers build a partial graph with peers as nodes and interactions they have learnt about as edges. It has been shown [7] that performing full dissemination about all interactions between peers improves BarterCast's accuracy. However, this full dissemination approach incurs high operational costs. In this paper, we propose a new low-cost dissemination mechanism for BarterCast called SimilDis, which without providing a full view to all peers leads to highly accurate reputation evaluations.
In SimilDis, we use either of two methods to compute peer similarity values, one of which is deterministic and of which is non-deterministic. In the first, introduced in this paper, each peer builds a labeled similarity graph, which is a directed acyclic graph (DAG), from its partial graph in which the labels indicate the similarities with the local peer. The second method is based on doing multiple non-uniform random walks (RW) in a peer's partial graph; then, the number of times a node is visited is a measure of its similarity to the local peer. This method was already used in [35, 36] . Both methods are solely based on a peer's local information. In order to evaluate SimilDis, we simulate it using traces from the Tribler network, and we assess its accuracy in evaluating reputations and the incurred communication, computation, and storage costs. The results show that SimilDis, compared with full dissemination, yields very low reputation evaluation errors, and causes the communication costs and the average size of the partial graphs to be reduced by two orders of magnitude.
As the paper outline, in Section 2 we give a general overview of our similarity-based dissemination protocol. After related work in Section 3, we present the design details in Section 4. In Section 5 we show how in the DAG-based method similarity values are dynamically updated. The experiment setup and results are covered in Sections 6 and 7, respectively.
GENERAL OVERVIEW
In this section, first we give a short introduction to BarterCast reputation mechanism, then we give a general overview of the SimilDis protocol.
The BarterCast Mechanism
There are two types of reciprocity mechanisms in distributed file sharing systems: direct and indirect. In direct reciprocity, like tit-for-tat, upload bandwidth is exchanged for download bandwidth. Due to problems like free-riding and a lack of seeding [24] , researchers have introduced indirect reciprocity mechanisms, where a contributing peer is rewarded by other peers in the network but no direct compensation is expected. The BarterCast mechanism belongs to this second class of mechanisms, and it is used by the Tribler BitTorent client to rank peers according to their upload and download behavior. In this mechanism, a peer whose upload is much higher than its download gets a high reputation, and other peers give a higher priority to it when selecting a content bartering partner. In BarterCast, when two peers exchange content, they both log the cumulative amount of transferred data since the first data exchange and the identity of the corresponding peer in a BarterCast record. In Tribler, peers regularly contact other peers in order to exchange BarterCast records. Peer sampling for selecting to whom to send BarterCast records is done through a gossip protocol called BuddyCast [30] .
From the BarterCast records it receives, each peer creates its own current local view of the upload and download activity in the system by gradually building its partial graph. The partial graph of peer i is the weighted directed graph G i = (Vi, Ei), where Vi is the set of peers whose activities peer i has been informed about through BarterCast records, and E i is the set of edges (u, v, w) , with u, v ∈ Vi and with w the weight representing the total amount of data transferred from u to v. Upon receipt of a BarterCast record (u, v, w) , peer i either adds a new edge to G i if it did not know u and/or v, or updates the weight of the edge u → v if it already exists in G i.
In order to calculate the reputation of an arbitrary peer j ∈ V i at some time, peer i applies the maxflow algorithm [6] to its current partial graph to find the maximal flow from itself to j and vice versa. Maxflow is a classic algorithm in graph theory for finding the maximal flow from a source to a destination node in a weighted graph. When applying maxflow to the partial graph, we interpret the weights of the edges, which represent amounts of data transferred, as flows. The original maxflow algorithm by Ford-Fulkerson [6] tries all possible paths from the source to the destination, but in BarterCast only paths of length at most 2 or 4 are considered. If Φ h (x, y) is the h-hops maxflow from x to y, then the non-negative subjective reputation of peer j from peer i's point of view is calculated as:
and so Ri(j) ∈ [0, 1). If the destination node j is more than h hops away from i, then its reputation is zero. The security aspects of BarterCast have been studied by Seuken et al. [34] , where they have looked at data transfer actions as provided work by peers, and they have considered BarterCast as a distributed accounting mechanism. Considering the security requirements of BarterCast, we introduced a modified version of it which is resilient against sybil-attack and white-washing [8] . In this paper we use the same formulation from the modified version.
SimilDis Overview
To have a scalable and accurate reputation mechanism and to provide the right information to the right peers, the selection of peers for sending records should be done carefully. One way to realize this goal is to use a similar technique to semantic clustering in distributed search mechanisms [23, 5] . In such a technique, based on a kind of semantic similarity, peers are clustered in a number of groups, and when a peer initiates a query, first it sends it to its group members, and only if the reply is not satisfying it asks out-siders. A similar technique to semantic searching can be used in the spread of interactions in reputation mechanisms as well.
The BarterCast mechanism can be decomposed into the three components of dissemination, formulation, and calculation. The role of the dissemination component is to gather and provide the other components with the new BarterCast records that have been spread in the network. In the new mechanism, the dissemination component is replaced by SimilDis and it differs from the previous dissemination component in two significant ways.
First, instead of 1-hop dissemination, peers are allowed to send the received records to other peers in the network. In current BarterCast, to avoid misreporting, peers only are allowed to spread records about their own direct interactions with other peers. In other words, if p uploads to q then only p and q can inform other peers about this action, but the other peers are not allowed to disseminate it. This restriction limits the record reachability and decreases the reputation accuracy calculated by peers [7] . In SimilDis, to solve this problem, we allow peers to send the received records to other peers in their partial graphs. To prevent misreporting, instead of initiating plain records, the peers who are involved in a data transfer action sign the record with their private keys. With signed records, no one can tamper with and change the record content. Allowing peers to send the received records can increase the dissemination level, but it will also increase the communication, storage, and computation costs. These issues are addressed by targeted dissemination.
Secondly, in gossiping protocols choosing a right set of rumor receivers is crucial in building a desired overlay [17] , and on the overall efficiency of the protocol [11] . Based on this idea, in SimilDis, using the partial graph G p of peer p, we derive a similarity measure between p and the other peers in G p. Using this similarity metric, peers who are similar to p get a higher priority to be chosen as the record receivers during the dissemination of BarterCast records. With this modification, the partial views of peers are concentrated around similar peers and only records that are of value are disseminated and kept by each peer.
In summary, SimilDis operates as follows. Besides its partial graph, each peer builds and maintains a limited-length, ordered similarity list. When sending a record, it selects a set of random peers from its similarity list as the record receivers. The details of the similarity computation and update processes are explained in Section 4.
RELATED WORK & BACKGROUND STUDY
Three areas of research are very relevant to the topic of this paper, which are gossip protocols, information dissemination in reputation and trust systems, and node similarity in graphs. In this section we give a review for each area.
Gossip Protocols
Since their introduction for database synchronization [9] , gossiping protocols have found various applications such as membership management [2] , aggregation [18] , multicasting [13] , and information dissemination [11] . Gossiping protocols consist of three elements: select-partner (whom to send a message to), select-to-send (what to send), and selectto-keep (what to keep from the information received) [33] . The select-partner element plays a key role in the formation of the topology, induced by the protocol, and its effectiveness. Regarding information dissemination, gossiping protocols have a number of desirable properties like resilience to failures, fast convergence, load balancing, and high scalability, which make them suitable for distributed systems.
Information Dissemination in Reputation and Trust Systems
As mentioned in the introduction, providing reputation evaluators with the right set of information is crucial for accurate evaluation. Hoffman et al. [15] have studied reputation systems from various dimensions and have defined four aspects for their dissemination component: dissemination structure, dissemination approach, dissemination durability, and level of redundancy. The dissemination structure specifies whether the information is collected and disseminated in a centralized fashion, like in eBay, or in a decentralized way, like in Credence [37] and EigenTrust [20] . The dissemination approach categorizes systems as deterministic or probabilistic. Deterministic approaches usually are based on a hierarchical structure [10] or they use DHT, as EigenTrust. Dissemination durability is mostly a matter of implementation, but in general there are two types of them, permanent storage systems which keep information for a long period, like EigenTrust and Credence, and volatile or short-term storage mechanisms, like ARA [14] . Finally, the redundancy aspect relates to the degree of information redundancy, and involves a tradeoff between scalability and reliability. Considering these aspects, we categorize BarterCast as distributed, probabilistic, long-term storage, and redundant.
In computer science literature, the terms reputation and trust are closely related to each other, and sometimes they are used equivalently. Briefly, trust refers to a subjective opinion about an entity which is less general than reputation [12] . Trust mechanisms have been widely studied in various domains as multi-agent systems, P2P networks, adhoc networks, wireless sensors networks, and dozens of trust protocols have been proposed [12] . Despite their diversity, like in reputation systems, effective dissemination of behavioral information is a vital requirement for doing a meaningful trust inference [26] . Specially, in mobile and sensor networks, due to power and computation limitations, proper built of web of trust (the trust network) is critical for the scalable operation of the system [31] . The proposed method in this paper, for targeted dissemination, is easily applicable in this area as well.
Node Similarity
Due to the high volume of generated information and the need to filter and categorize them, similarity measures have gained a lot of interest in the online world, and they are widely used in recommender and collaborative filtering systems [4, 1, 32] . Various types of similarity measures have been introduced. If entities and their relations are transformed into a graph, then we can define a new kind of similarity, called structural similarity [21] , which is simply based on the connections between nodes in the graph. The basic premise of structural similarity is that the structure of a network reflects real information about the nodes.
In the network literature, researchers have proposed var-ious approaches to quantify structural similarity. One of the earliest approaches is called structural equivalence [25] . Here, the more neighbors two nodes have in common, the more similar they are. Later, Jeh et al. [16] proposed SimRank, which is predicated on the idea that two nodes are similar if their neighbors are similar. Despite its elegance, SimRank has a number of drawbacks: nodes that are at an odd distance from each other have a similarity of zero, the edge weights are omitted from the similarity measure, and with any change in the graph all similarities have to be recalculated. Besides, SimRank calculates the similarity between every pair of nodes, which in some applications is unnecessary. These drawbacks limit the applicability of SimRank in our problem. Antonellis et al. [3] proposed an extended version of SimRank, called SimRank++, which for similarity calculation takes into account the edge weights and an external similarity measure called evidence. Except for using the edge weights, SimRank++ still suffers from the other mentioned drawbacks of SimRank . Considering the static and iterative nature of SimRank, Li et al. [22] proposed an incremental version of SimRank.
Based on the idea of regular equivalence (nodes are similar if they are connected to similar nodes), Leicht et al. [21] proposed a linear algebric method for calculating node similarity. Their fundamental assumption is that an edge between two nodes indicates a similarity between them (similar as in BarterCast). Unlike SimRank, this method considers both odd and even length paths, but it is still static, computes all pairwise similarities (which is unnecessary in our case), and does not consider edge weights. In view of the limitations of the mentioned similarity methods and our specific requirements for targeted dissemination, we devise and apply our similarity methods, see Section 4.
DESIGN DETAILS
In SimilDis, the partial graph of a peer is used for two purposes: reputation calculation and similarity computation. Using its partial graph a peer builds a list of similar peers to itself, and when disseminating information the target nodes are chosen from this list. In this section, we explain the process of similarity computation.
Peer Similarity Requirements
Usually in distributed search techniques similarity is derived from a predefined user-item matrix, from which one can infer a similarity measure between users or between items [23] . Even though we do not have such fine-grained data in the partial graphs, still an edge between two peers does show their common interest in the same content, which can be used in the similarity computation process. Considering the operational requirements and the properties of partial graphs, we list the following desirable features for the similarity metric in SimilDis:
• An edge between two nodes is a sign of similarity between them and should be accounted for in the similarity calculation.
• The edge weights should be considered in the similarity calculation.
• The similarity between two nodes decreases when the distance between them increases.
• As the partial graph is growing (new nodes or edges are added and the weights of existing edges change), the similarity values should be updated dynamically.
• A peer only needs to maintain the similarities between itself and other peers in its partial graph.
• Only the relative similarity (ranks) of peers is important.
Based on these requirements we devise two algorithms to compute similarity, one is based on using a Directed Acyclic Graph (DAG) derived from the partial graph, and other is based on multiple random walks in the partial graph of a peer. We use these methods since both conform to the mentioned relaxed similarity requirements, and, in our context, they are more efficient in computing similarity values than the existing solutions cited in Section 3.
DAG-based Similarity
From the point of view of similarity, the direction of a data transfer is not important. Therefore, when in the partial graph G p there are two directed edges u → v and v → u between nodes u and v, with weights w uv and wvu, respectively, we replace these two edges by a single undirected edge uv with weight w uv + wvu. The new undirected graph created in this way is denoted by U p. This graph is not used for reputation calculation; for this we still use the partial graph itself, so free-riders will not benefit from the higher edge weights in U p.
Starting from the node p in U p, a new labeled wieghted DAG S p is generated, where the label of each node shows its similarity to p. Initially, the graph S p only contains node p with label s p = 1.0 and level lp = 0. The label 1.0 shows the maximum similarity of p to itself, and the level of a node is the distance of the node to the source node p. For each neighbor q of p in U p, a new edge p → q is added to Sp and the level of q is set to one higher than the level of p, so l q = lp + 1. An edge like p → q induces a parent-child relation between p and q. The weight W pq of the edge p → q in S p is obtained by relative splitting of the similarity of p among all its children:
where s p is the label of p, N + p is the set of children of p, and w pq is the weight of the edge pq in Up. This process of adding nodes and edges to S p continues with the grand children of p until all the nodes in the connected component of U p that p belongs to have been added to Sp.
Starting with the source node p in S p, using the similarity value of a parent node and its outgoing edge weights, we are able to calculate the similarity values of its children. The similarity of a node q to the source node p is equal to the sum of the weights of its incoming edges in S p multiplied by a decay factor:
where lq is the level of q, θ is a predefined decay factor in (0, 1], and N − q is the set of parents of q in Sp. Due to the factor θ lq , by going further away from the source node, the similarities of the nodes to the source node decrease.
Using the above procedure, the graph Sp is built up level by level, but an ambiguity arises when two nodes u and v with the same level have a common edge in U p. In such a situation it is not clear whether v is a child of u or the other way around, and which of the edges u → v or v → u should be added to S p. If both are added, the graph Sp will not be acyclic, but if no edge is added, we lose valuable similarityrelated information. We deal with this issue by having the nodes u and v exchange a fraction of their similarities and by further ignoring the edge uv in the calculation of the similarities of the lower level nodes. By this strategy, the acyclic property of S p is preserved, and still the edge uv influences on the similarities of u, v and their children.
To calculate the amount of similarity exchange, first the edge uv is temporarily replaced by a dummy node d uv and two edges from u and v to d uv in Sp. This replacement is done for all the edges between nodes at the same level as u and v. Then the nodes u and v compute amounts η u(uv) and η v (uv) from their similarity and transfer them to duv, which then has similarity η u(uv) + ηv(uv). Finally, this value is equally split between the nodes u and v, and so the change in the similarity of u will be:
and for the node v it is Δ v (uv) = −Δv (uv) . After processing all the edges ux with l u = lx, the new similarity value of u will be s u + P Δu(ux). In the calculation of η u(uv) and ηv(uv), the nodes u and v only are allowed to play with a portion of their similarity but not with the whole-we call this limitation parental allowance. Parental allowance depends on the strength of the connections to the parents, the stronger the connection, the smaller the fraction of its similarity a node is allowed to give to a dummy node and vice versa. Without the parental allowance, a node highly similar to its parents may lose much of its similarity and may become very little similar to its parents. To calculate the parental allowance, if Π u and Π v are the sum of the weights of the edges connecting u and v to their parents, respectively, then the parental allowances of u and v will be π u = 1 − Πu/(Πu + Πv) and π v = 1 − Πv/(Πu + Πv). The similarity transferred to the dummy node by peer u is now:
where ρ u is the ratio of wuv/2 to the sum of all the edges connecting u to its children (including the dummy nodes). The metaphor for this way of exchanging similarity is that because of the parental allowance, children that are strongly connected to their parents have less freedom in giving their similarity to others, and loosely connected children have more freedom, which is natural. At the child level, the dummy node is treated like a lost child with its asset (similarity) equally divided between the parents.
As an example, now we will go through the process of similarity computation for a simple partial graph. Figure  2(a) shows the partial graph of p and Figure 2(b) shows the undirected graph U p generated from it. In Up, the nodes r and q are located at the same distance from the node p and they are connected, so in the graph S p the edge rq will be replaced by a dummy node and two edges. Figure 3 shows the generated DAG S p along with the similarity of each node shown as a label beside it. For this example, θ = 0.8, and 
Random Walk Based Similarity
As a second method for computing similarity values we consider random walks, which have been used to compute similarity previously [35, 36] . In this method, starting from the node p we perform multiple biased random walks of length L in the partial graph G p. These walks are nonuniform, and the choice of the next node from an arbitrary peer u is proportional to the weights of the outgoing edges of u. Besides, there is a transport factor α < 1.0, which helps the walker to come back to the start point. When choosing the next node, with probability α the walker jumps to the start point p and continues the walk from there. After having performed a walk K times, the ratio of the number of times a node is visited to the total number of visits to all nodes (K × L) is taken as the similarity of that node to p. As already mentioned in Section 4, an edge between two nodes is a sign of their interest in the same content, and the higher the edge weight, the higher the similarity between them. In a biased random walk, high-weight edges get a higher chance to be walked, and so the attaching nodes are visited more often than those connected weakly; accordingly, the hitting times of a node correlate with its similarity to the node who does the random walk. A good property of this method is that it its complexity only depends on K and L and is independent of the size of the partial graph.
Even though the RW-based method is not dynamic, in the face of changes in the partial graph we can use several heuristics to avoid recalculating the similarities for every such change and still have accurate similarity values. From the similarity point of view, the closer to the source node p, the more important are the edges. Until 2 hops the similarity update probability is the inverse of the distance from the 
similarity values are recalculated, but if a neighbor of p does such an action then only with a probability of 0.5 the similarity calculation process is re-run. For the actions of other nodes, the similarities are only updated if the number of non-processed actions passes a threshold value update c. It is possible that a peer may receive less than update c updates for a long period of time, so that the update trigger does not activate during this period. To mitigate this problem, we define a time-based similarity update trigger that after update t time of updating the partial graph (with at least one record) the similarity calculation process is re-run too.
Similarity Maintenance & Security
In both the DAG-based and the Random-Walk based methods, a peer p builds and maintains a similarity list of maximum size m with the top m most similar peers to itself, and in the selection of a target node for disseminating a record the peer p refers to this list.
When a peer p joins the network, its partial graph and similarity list are empty, but by doing its first upload or download it creates its first connections in its partial graph, and accordingly it gets new items in its similarity list. Later on, by receiving new records it can update its similarity graph and similarity list. If the similarity list is full then the least similar peer is replaced by a fresher and higher similar peer. When a peer p receives a record, it first updates its partial graph G p, then its similarity graph Sp, and finally its similarity list.
Regarding the security concerns, SimilDis carries security mechanisms against malicious acts like misreporting, sybilattack, and white-washing. First of all, since the records are double-signed, there is no opportunity for misreporting. Second, the reputation calculation is done as in the sybilresilient version of BarterCast [8] , which is independent of how the records are disseminated. The only remaining concern is biasing the partial graph of a peer by a group of malicious peers, where they try to boost their own reputations at that peer. But this attack strategy is like the sybil-attack and the same sybil defense mechanism is effective here too.
DYNAMIC SIMILARITY UPDATE ALGO-RITHM FOR THE DAG-BASED METHOD
In the dynamic network in which SimilDis is supposed to be executed, new peers may join the network or existing peers may perform data transfers, causing partial graphs to change. In turn, a change in the partial graph of a node may cause the similarity graph to change as well, and as a consequence, it may affect the similarity list. Creating the similarity graph from scratch for every change of the partial graph is not very efficient. In this section we will present a dynamic update algorithm for the similarity graph when the partial graph changes. In this algorithm, we use the natural partial ordering ( ≤ ) property of a directed acyclic graph on its nodes, where u ≤ v if there is a path from u to v. Due to this property, a change in the similarity of a node u only affects the similarities of the nodes reachable from u. This property enables us to devise an incremental method for updating the similarity values.
Consider a node p, and its similarity graph S p = (Vs, Es), where V s and Es are the node and edge sets, respectively. In SimilDis, we do not store the undirected graph U p (see Section 4.2); it was only introduced to aid the explanation, In the real implementation we have used two adjacency lists to keep the graph structures, one for in-neighbors and one for out-neighbors, and the undirected weights are computed on the fly using the partial graph itself. Initially, the graph G p is empty and Sp only contains the node p itself, which is called the root of DAG. Suppose that peer p wants to update its similarity graph S p after it has updated its partial graph G p with the newly received record (u, v, W ), indicating that peer u has uploaded an amount W of data to v. Then there are four possible scenarios:
2. u ∈ V s, v ∈ Vs, and u → v ∈ Es or v → u ∈ Es (both edges can not coexist).
3. u ∈ V s or v ∈ Vs, but not both.
Note that the graph S p is connected and that a node q belongs to it if and only if there is a path from p to q in G p. We now explain how the similarity graph is updated in each case.
Scenario 1):
There is no path from p to u or to v in G p, and u and v are not able to join S p, so Sp does not change.
Scenario 2): Without loss of generality assume that the existing edge is u → v. Due to the new data transfer between u and v, the weight of this edge is changed in E s, and so the similarity of all the nodes reachable from u should be adapted as well. In this scenario, the graph structure S p and nodes levels do not change. To update the similarity values, we start from the node u in S p and using Eqs. (2) and (3), we recalculate the edge weights and the similarities of the children of u. This process continues throughout the complete subtree S p of which u is the root.
Scenario 3):
Without loss of generality assume that u ∈ V s and v / ∈ Vs (the direction of the edges in Gp are irrelevant in the construction of S p). This means that there exists a path from the root node p to u in G p but not to v, Figure 4 (a). In this scenario, the new edge u → v in S p will act as a bridge that connects v and all nodes reachable from v in G p to the similarity graph Sp. To modify Sp, before adding the edge u → v to S p, our update algorithm treats the component of G p that v belongs to as a standalone graph, and by starting from v it creates a sub-DAG for this component. In Figure 4 (b), this sub-DAG is composed of the nodes v, t, and z. This new sub-DAG is then joined to the main similarity graph by the edge u → v, and l v = lu + 1. After this join operation, the situation becomes like scenario 2, and starting from the node u the similarity values are updated accordingly. Scenario 4): This is the most complex scenario and unlike the previous scenarios, the levels of nodes that are already present in S p may change. As in scenario 3, first the structure of the graph is adapted, then the similarity values for the changing nodes are recalculated. In this scenario, the current levels of the nodes u and v dictate how the graph is going to be restructured. There are three possibilities:
• l u − lv = 0. In this case the levels of u and v do not change, but to reflect the impact of the new edge on the similarity graph, using a dummy node d uv , u and v amend their similarity according to Eq. (5). Then like in the scenario 2, starting from the nodes u and v, the similarity values of the nodes reachable from these nodes are updated, Figure 5 presents an example.
• lu−lv = −1. The node u is one hop closer to p than the node v, and the new edge does not change the graph structure nor the node levels. In this case only an edge is added from u to v in S p, then like in scenario 2 starting from node u the similarity values are updated.
• lu − lv < −1. Like a domino effect, the new edge u → v causes level changes in the children and parents of v, and the changes ripple until the point that the levels of the nodes do not change any more. Unlike the previous cases, here the direction of an existing edge in S p may change. The pseudocode of the graph rewiring algorithm for this scenario is presented as Algorithm 1. Here, the queue Q contains the nodes of which the levels are changed, and the node v with the new level l v = lu + 1 is its first item. The algorithm continues by removing an item from Q and processing it, until it becomes empty.
if The conditions for adding/removing a dummy node, or changing the direction of an existing edge depends on the changes in the node levels. Similar to other scenarios, after rewiring S p, by traversing it from node u, the edge weights and similarity values are updated. Figure 6 shows an example, where due to the new edge u → v, the similarity graph needs to be rewired. In this example, by applying Algorithm 1 the following changes happen:
• The levels of the parent and child of u (t and m) change.
• The parent-child relation between t and v is reversed.
• The nodes s and t get a dummy child.
For this example, only the similarities of the nodes r, v, m, t, s, n need to be recalculated. The complexity of the dynamic update algorithm depends on the scenario. For scenario 1, since no graph traverse is done, the complexity is O (1) . For the other scenarios, to update the similarity values, starting with the higher level node (see the scenarios), we traverse the sub-graph in breadthfirst-search (BFS) manner, so if |V | and |E | are the numbers of nodes and edges in the traversed subgraph, then the complexity of the update process is O(|V | + |E |). The size of a traversed subgraph depends on the structure and the growing pattern of the partial graph, and in the worst case it is equal to the DAG graph S p.
EXPERIMENTAL SETUP
We perform trace-driven simulations to evaluate our protocol. This section covers the simulation steps in detail.
SimilDis Simulation
Our experiments for evaluating SimilDis are based on a trace obtained from the Tribler network. Using a timedordered list of data transfer actions, we simulate the creation and dissemination of data transfer actions through SimilDis. In order to evaluate its accuracy, we compare the reputation values calculated using SimilDis with the case of having full knowledge (all records are given to all peers). The simulation is run in two phases: the training phase and the testing phase, and accordingly, the trace is split into two parts, one part for each phase. After processing 50% of the trace in the training phase, in which only dissemination is performed and the partial graphs are built up, in the testing phase peers are asked to evaluate the reputations of the peers they upload to.
In the Tribler network, a data transfer action is represented as a tuple (p, q, U, D, t), which indicates that until time t, peer p has uploaded an amount of data U to and downloaded an amount of data D from q. We sort the data transfer actions based on their dissemination time t in the network (the real data transfer time is unknown). Since the crawler may receive the same record from multiple peers, for our experiment we only keep the first occurrence of a record in the network. We filter out duplicate records, singleton nodes (nodes that are not connected to any other node), and the records in which U and D is less than 256 KB. In the final data trace that is fed to the simulator, each BarterCast record (p, q, U, D, t) is replaced by two separate records (p, q, U ) and (q, p, D). Since it is not clear which of these actions has happened first, we just randomly put one before the other. Since multiple experiments with different ordering showed no meaningful effect on the outcome, we proceeded with a single random ordering of the records. Also, since the BarterCast records are processed by time and the simulator reads the trace sequentially, in the final trace the time t is irrelevant. After applying the mentioned filters we end up with a network of 11.7 K nodes and 28.1 K edges.
To simulate the record dissemination, we modify the PeerSim simulator [19] , and implement SimilDis as a set of new modules over PeerSim. The simulation starts with an empty network, and by processing the trace, new nodes and edges are added to the network. Each peer keeps its own local partial graph, its similarity graph, and its similarity list, and when receiving a new record, it updates these structures accordingly. Here are the main steps that are done in each simulation cycle:
1. Reading Trace: In each simulation cycle, the simulator reads n rec new records from the trace and injects them into the network. In our experiments n rec is set to 20.
To imitate reality, the peers who are involved in a data transfer action are the only receivers of a newly read record from the trace. In other words, if the simulator reads the record (p, q, U ), then this record is only given to p and q. Later on, in the record sending step, they inform other peers about this record. The trace reading step is performed by the simulator, but the following steps are run by every peer in each cycle.
Evaluating Reputation:
This step is done only during the testing phase, where for each record (p, q, U ), the uploading peer p evaluates the reputation of q. The reputation evaluation is done before the update of the partial graph of p with (p, q, U ).
Updating Similarity List:
For each received record (r, s, U ), the peer p first updates its partial graph G p, then its similarity graph S p (in the DAG-based method), and finally its similarity list.
Sending and Receiving Records:
The real dissemination happens in this step, and peers actively involve in the spreading of the received records. Each peer has a buffer of size of l buf which contains the candidate outgoing records. If the buffer is full then a newly received record replaces the oldest one. Also, each peer sends a record at most t rec times, which is called the maximum send-age of a record. In each cycle, a peer forwards a maximum number of n msg messages to a set of peers of size f out (the fan-out) that consists of the top |f out| most similar peers to p as derived from p's similarity list.
Full-Dissemination Emulation
Because the views of the peers in SimilDis are only partial, the subjective reputation of a peer may differ from one evaluating peer to another. The ground truth for reputation values is obtained when peers have immediate access to all the past interactions in the network. The full graph is the ideal situation, and in effect it is like having a central server which collects all the records. The important point in informing peers about a new record is that when a record like p → q is generated, it is not clear whether in the future it will be useful for an arbitrary peer r or not. If we would know, then the problem is already solved. In the ideal case a new record is given it everybody, and this action leads to the concept of full graph. In our previous work [7] , we did experiments in using such a full graph and compared it with two other ways of improving the reputation accuracy (using a higher number of maxflow hops and computing reputation values from the perspective of the node with the highest betweenness centrality), and we observed that using the full graph is the most influential one.
To build such full knowledge, we create a special graph called G glob , and after reading each record from the trace, this graph is updated with that record. The graph G glob is used as the reference graph during reputation evaluations, and from a peer p's point of view, a peer q has two reputations, one obtained using G p and the other using G glob .
The difference between these values shows the accuracy of SimilDis. In the real environment, the global graph is not kept by any peer, it is just used for our experiments to measure how far the nodes are from the ideal situation. Regarding the overhead of SimilDis, we compare the communication, the storage, and the computation cost against the 
Parameter Setting
The SimilDis protocol has a number of parameters the values of which influence the protocol performance (see Table  1 ). In order to find an appropriate set of values for these parameters, we use a smaller and independent dataset, crawled in 2009. The filtered trace from this dataset that is fed into simulator contains 4.8 K edges and 2.7 K nodes. Using this trace, we have performed a sensitivity analysis, measuring the reputation error and costs for the combinations of parameters considered.
Since the total parameter space is too large and evaluating all combinations is impossible, we simplify the sensitivity analysis in two ways. First, we discretize continuous parameters and analyze only a subset of the feasible values. For example, for the transport factor α introduced in Section 4.3, we only evaluate the values 0.1, 0.2, . . . , 0.8. Secondly, for each parameter we perform a separate one-dimensional parameter analysis. In order to do so, we initialize each parameter to a value that gives the lowest cost (e.g., all gossiping-related parameters are set to 1), which may imply a very high error. After initializing the single changing parameter, we fix the others and do simulations with different values for the changing parameter and measure the reputation error. When the change in error between two consecutive experiments is less than the threshold value of 0.02, we fix the changing parameter and repeat this process for the next parameter. Table 1 contains the parameter values thus obtained that we use in the experiments in Section 7.
EVALUATION
We evaluate our protocol from four angles, which are its accuracy in evaluating reputations, its communication, storage, and computation costs, the benefit of the dynamic similarity update for the DAG-based method, and its resilience in the face of churn. Each result presented in this section is the average of 20 simulation runs.
Accuracy
Using the partial graph Gp and the global graph G glob introduced in Section 6, when a record (p, q, U ) is read from the trace, we compute the subjective and global reputations given to peer q by peer p, respectively, before updating the graphs G p and G glob with this new record. The difference between these two values shows how the restricted dissemination in SimilDis affects the reputations of peers. Figure  7 shows the histogram and the empirical cumulative distribution function (ECDF) of the reputation evaluation errors (subjective reputation minus global reputation) when using the DAG and Random Walk (RW) based similarity computation methods. This figure contains only the reputation evaluations for which the global reputation is non-zero, in other words, for which there is a meaningful reputation if we have full knowledge. In our previous work [7] , we have shown that in terms of accuracy and computation overhead maxflow with 4 hops gives the best result, with a coverage of around 70% . As can be observed, for both methods the error values are concentrated around zero, and the standard deviation of the DAG and RW-based methods are 0.18 and 0.14, respectively. In comparison, as the ECDF plot shows, especially at the high ends, the RW-based method performs better than the DAG-based method. In general, the error values are biased toward the positive values and this positive bias may give opportunity for free-riders, but on the other hand, honest peers may also benefit from this positive bias, and they may not be rejected to get content from other peers.
Costs
To simulate having Full-Dissemination, we assume that there is an efficient peer discovery service that informs all peers when a peer joins the network. To mimic such service in the simulator, when a record (p, q, U ) is read from the trace, peer p is the peer who is responsible for informing all other peers and sends this record to all existing peers in the network. When a node joins the network, all peers send their previous upload records to this peer as well. Due to the small record size, instead of sending one record in each TCP packet, peers can send multiple records in a single packet. In Tribler, the length of a BarterCast record is 48 bytes, and each TCP packet can carry around 30 records. We evaluate the communication cost of SimilDis by counting the number of TCP packets and compare it with the case of providing peers with all records. Figure 8 shows the total number of messages sent in each simulation cycle. As can be seen, with both the DAG-based and the RW-based method, SimilDis sends two orders of magnitude fewer messages than in Full-Dissemination. The number of messages with RW is a bit higher than with DAG.
The two major computational costs incurred by SimilDis are the costs for maxflow and similarity update. In the case of Full-Dissemination, the maxflow computation is the only computational overhead. To compare these costs, we measure the CPU time for each of these algorithms, which are shown in Figures 9 and 10 as a function of the simulation cycle. Since the reputation evaluation happens only in the testing phase, the horizontal axis of Figure 9 does not start at zero. As can be observed, due to smaller partial graphs in SimilDis, the maxflow computation time in SimilDis is nearly 10 times shorter than in Full-Dissemination.
The graph in Figure 10 compares the similarity update time in the DAG-based versus the RW-based method. The RW-based method is around 10 times faster. Also, since the update algorithm in the DAG-based method depends on how the partial graphs grow, we observe more fluctuations in the DAG versus the RW-based method. Finally, we consider the storage cost of SimilDis versus Full-Dissemination. We take the sizes of the partial graphs and the Full-Dissemination graph (in terms of the numbers of nodes and edges) as the protocol's storage cost. Similar to communication cost, in each simulation cycle we measure the sizes of the partial graphs in SimilDis and compare them with their size in Full-Dissemination, in which each peer has a full copy of the whole network. Figure 11 presents the average number of nodes and edges in the partial graphs of the peers. In comparison, in SimilDis the graphs are no less than approximately 100 times smaller than in FullDissemination. 
Efficiency of Dynamic Similarity Update
To evaluate the efficiency of the dynamic similarity update algorithm, we rerun the experiments, but this time the similarity graph is updated in a static way. Here, by static we mean that for each change in the partial graph, the similarity graph is created from scratch. Even in this method, in order to speed-up the similarity computation, we apply similar heuristics for when to do the similarity re-computation as we use with the RW-based method, see Section 4.3. Figure 12 shows the average dynamic and static update times. As the graph shows, even with using the same heuristics used for random walking, the static method is much slower than the dynamic one. 
Accuracy Under Churn
To study the under churn behavior of SimilDis, we perform a set of experiments which covers different churn rates. In our experiments peers alternate between the on and off states. When a peer is on, it receives records and contributes to their dissemination, and in the off state, it is inactive and does not receive any records. In our simulation, when a peer becomes on, it is assigned an on period of a certain duration, and vice versa. However, if during an off period of a peer a record appears in the trace that contains the peer, then immediately it switches to the on state.
To study different churn intensities, we define the online ratio or as μ on/(μon +μ of f ), where μon and μ of f are the average on and off time, respectively. We do experiments with or = 0.1, 0.2, 0.4, 0.8 and with μ on = 1, 3, 5, 10, 20. The values μ on and μ of f are used as the means of normal distributions from which we generate the peer on and off times; the variance of these distribution is set to one-third of the mean. For each combination of or and μ on, Figure 13 presents the average absolute reputation evaluation error (Section 7.1). As can be observed, even with the low online ratio of 0.1 the average reputation evaluation error is very low. The low error means that due to the targeted disseminated, even with a short online time, peers are still able to build partial graphs that lead to accurate reputation evaluations.
CONCLUSION AND FUTURE WORK
In this paper we have introduced two methods for targeted dissemination of information in a distributed reputation mechanism, one based on building a Directed Acyclic Graph (DAG) and other based on Random Walks (RW). The evaluation results show that both methods calculate reputations with low errors, with the RW method being slightly more accurate than the DAG-based method. In terms of communication, computation, and storage costs, both methods are dramatically much more efficient than the Full-Dissemination method, in which the peers receive complete information-both the communication and the storage costs are reduced by a factor of 100. This is very important for power-constrained mobile devices. In general, the methods proposed in this paper, which aim at targeted information dissemination, are applicable in any application in which a graph among the system participants can be built. Moreover, the growth of online social networks has opened a new research area in leveraging social relations to improve security and performance of network applications [28, 38] . In such networks, for effective routing and improved security, the targeted dissemination of this paper can be adapted and used as well. In comparison to the DAG-based method, the RW-based method is non-deterministic but it is easier to implement. The DAG-method has the advantage that it assigns a similarity value to all nodes in the graph, and it can be used in any similar application in which SimRank or other structural similarity methods are used, such as targeted query forwarding. Comparing this method with other similarity methods like SimRank (or a variant of it), in other contexts and graphs, and specially in mobile networks that peers have limited space, connectivity, and computation power is the future work that we are looking at.
