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ULRICH MODULES OVER CYCLIC QUOTIENT SURFACE
SINGULARITIES
YUSUKE NAKAJIMA AND KEN-ICHI YOSHIDA
Abstract. In this paper, we characterize Ulrich modules over cyclic quotient surface singular-
ities using the notion of special Cohen-Macaulay modules. We also investigate the number of
indecomposable Ulrich modules for a given cyclic quotient surface singularity, and show that the
number of exceptional curves in the minimal resolution determines a boundary on the number
of indecomposable Ulrich modules.
1. Introduction
Let (R,m,k) be a Cohen-Macaulay (= CM) local ring, with dim R = d. For a finitely
generated R-module M , we say that M is a maximal Cohen-Macaulay (= MCM) R-module if
depthRM = d. For each MCM R-module M , we have that µR(M) ≤ em(M), where µR(M)
denotes the number of minimal generators (i.e., µR(M) = dimkM/mM), and em(M) is the
multiplicity of M with respect to m. Note that if R is a domain, then we have that em(M) =
(rankRM)em(R).
An Ulrich module is defined as a module that has the maximum number of generators with
respect to the above inequality. We sometimes call this a maximally generated maximal Cohen-
Macaulay module, in line with the original terminology [Ulr, BHU]. The name “Ulrich modules”
was introduced in [HK]. We remark that the conditions below are inherited by direct summands
and direct sums, and hence Ulrich modules are closed under direct summands and direct sums.
Definition 1.1 ([Ulr, BHU]). Let M be an MCM R-module. We say that M is an Ulrich
module if it satisfies µR(M) = em(M).
Several properties of these modules have been investigated in the aforementioned references.
In a more geometric setting, they have been studied as Ulrich bundles, for example in [ESW,
CH1, CH2, CKM]. Recently, this notion was generalized for each non-parameter m-primary
ideal I in [GOTWY1], and this notion has been actively studied (cf. [GOTWY2, GOTWY3]).
Namely, we say that an MCM R-moduleM is an Ulrich module “with respect to I ” if it satisfies
the following conditions:
(1) eI (M) = ℓR(M/IM), (2)M/IM is an R/I-free module,
where eI(M) is the multiplicity of M with respect to I, and ℓR(M/IM) denotes the length of
M/IM . Thus, an Ulrich module with respect to m is nothing else but an Ulrich module in the
sense of Definition 1.1. (The condition (2) is automatically satisfied if I = m.) In addition,
Ulrich modules have appeared in an attempt to formulate the notion of “almost Gorenstein
rings” [GTT]. Thus, it has become more important to understand these modules. However,
even the existence of an Ulrich module for a given CM local ring is still not known in general.
Another important problem is to characterize (and classify) Ulrich modules when a given ring R
admits an Ulrich module. For example, we know the existence of such a module for the following
cases:
· A two dimensional domain with an infinite field [BHU].
· A CM local ring that has maximal embedding dimension [BHU].
· A strict complete intersection [HUB].
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· A Veronese subring of a polynomial ring over a field of characteristic 0 [ESW].
The characterization problem has also not been solved in many cases. Therefore, in this paper
we will characterize Ulrich modules (with respect to m) over cyclic quotient surface singularities.
We remark that this singularity is of finite CM representation type (i.e., it has only finitely many
non-isomorphic indecomposable MCM modules). Since the number of indecomposable Ulrich
modules is finite, we will also consider the number of them. The key point is to consider special
CM modules (see Definition 2.1). This is another class of MCM modules, and is closely related
with the minimal resolution of a quotient surface singularity (see Theorem 2.5). Typically, the
number of minimal generators of a special CM module is small. Thus, special CM modules
opposed to Ulrich modules in this sense, but these provide us with a simple description of Ulrich
modules as follows. (For further details regarding terminologies, see later sections.)
Let R be the invariant subring of k[[x, y]] under the action of a cyclic group 1
n
(1, a). Then
Mt :=
〈
xiyj
∣∣∣ i+ ja ≡ t (mod n)〉 is an MCM R-module for t = 0, 1, · · · , n− 1, and these cover
all the indecomposable MCM modules. Suppose that Mi1 , · · · ,Mir are non-free indecomposable
special CM R-modules (i1 > · · · > ir). We call the subscripts (i1, · · · , ir) the i-series. Then, we
define integers (d1,t, · · · , dr,t) for each subscript t ∈ [0, n − 1] as follows:
t = d1,ti1 + h1,t, h1,t ∈ Z≥0, 0 ≤ h1,t < i1,
hu,t = du+1,tiu+1 + hu+1,t, hu+1,t ∈ Z≥0, 0 ≤ hu+1,t < iu+1, (u = 1, · · · , r − 1),
hr,t = 0.
Then, we can describe t as t = d1,ti1 + d2,ti2 + · · ·+ dr,tir, and obtain the following.
Theorem 1.2 (= Theorem 3.2 and Corollary 3.3). Mt is an Ulrich R-module if and only if
d1,t + d2,t + · · ·+ dr,t = e(R)− 1 where e(R) is the multiplicity of R with respect to the maximal
ideal.
We can prove this theorem by combining the Riemann-Roch formula [Kat] with the special
McKay correspondence [Wun1, Wun2], and hence this is a reinterpretation of Wunram’s results
from the viewpoint of Ulrich modules. In addition to a proof of this form, we will provide
another one based on Auslander-Reiten theory. By using this theorem, we can check which
MCM R-modules are Ulrich. However, it is sometimes challenging to compute (d1,t, · · · , dr,t) for
all t = 0, 1, · · · , n − 1. Thus, we provide a sharper characterization of Ulrich modules in terms
of the i-series as follows. The crucial point is to consider good sequences of the i-series.
Theorem 1.3 (= Theorem 3.6 and 3.7). Take any sequences of the i-series ik(1) > ik(2) > · · · >
ik(2b) with ik(2c−1) ∈ In−1 (see (3.3)), for all c = 1, · · · , b. If t = n − 1 −
b∑
c=1
(
ik(2c−1) − ik(2c)
)
or t = n− 1, then Mt is an Ulrich module.
Conversely, if Mt is an Ulrich module (t 6= n− 1), then there exists a sequence of the i-series
ik(1) > ik(2) > · · · > ik(2b) with ik(2c−1) ∈ In−1 for all c = 1, · · · , b and
t = n− 1−
b∑
c=1
(
ik(2c−1) − ik(2c)
)
.
As a corollary, we obtain the following.
Corollary 1.4 (= Corollary 3.11). We suppose that Mt is an Ulrich module. Then, we have
that n− a ≤ t ≤ n− 1. Furthermore, Mn−1 and Mn−a are certainly Ulrich modules.
In particular, this result gives us an upper bound on the number of Ulrich modules. Namely,
this number is less than or equal to a. Furthermore, we can obtain additional bounds from
further geometric information.
Theorem 1.5 (= Theorem 4.5). Suppose that R is a cyclic quotient surface singularity, whose
number of irreducible exceptional curves (= that of non-free indecomposable special CM modules)
is r. Then, the number of Ulrich modules N satisfies r ≤ N ≤ 2r−1.
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The remainder of this paper is organized as follows. First, we introduce the notion of spe-
cial CM modules in Section 2. In addition, we introduce the Auslander-Reiten quiver. This
oriented graph visualizes the relations between MCM modules, and plays an important role in
characterizing Ulrich modules. For cyclic cases, special CM modules are characterized using
purely combinatorial data. Using such data, we describe characterizations of Ulrich modules
over cyclic quotient surface singularities in Section 3. In Section 4, we consider related topics.
In particular, we investigate the number of indecomposable Ulrich modules.
Notations. Throughout this paper, we assume that k is an algebraically closed field. Since our
focus is on Ulrich modules (with respect to m), we employ the notation e(M) := em(M), for
simplicity. We denote the R-dual (resp. the canonical dual) functor by (−)∗ := HomR(−, R)
(resp. (−)† := HomR(−, ωR)). Furthermore, we denote the first syzygy functor by Ω(−). We
denote the category of MCM modules by CM(R), and the full subcategory consisting of direct
summands of finite direct sums of copies of M by addR(M).
2. Preliminaries
In this section, we review some known results concerning cyclic quotient surface singularities.
Thus, we suppose that G is a cyclic group:
G := 〈 σ =
(
ζn 0
0 ζan
)
〉,
where ζn is a primitive n-th root of unity with 1 ≤ a ≤ n − 1, and gcd(a, n) = 1. We assume
that n is invertible in k. We denote the cyclic group G by 1
n
(1, a). Let S := k[[x, y]] be a power
series ring. We denote the invariant subring of S under the action of G by R := SG. Since G is
an abelian group, every irreducible representation of G is one dimensional, and can be described
as
Vt : σ 7→ ζ
−t
n (t = 0, 1, · · · , n− 1).
We define
Mt := (S ⊗k Vt)
G =
〈
xiyj
∣∣∣ i+ ja ≡ t (mod n)〉, (t = 0, 1, · · · , n− 1).
Then, each Mt is an MCM R-module, and Ms 6∼=Mt if s 6= t. It is well known that R is of finite
CM representation type, and the modules Mt define all indecomposable MCM modules over R,
and rankRMt = 1.
2.1. Special Cohen-Macaulay modules. Next, we introduce the notion of special CM mod-
ules. As we will see in Theorem 2.4, every non-free special CM module is minimally two-
generated. Thus, special CM modules represent the opposite case to Ulrich modules concerning
the number of minimal generators. However, they will play a crucial role when we characterize
Ulrich modules. Here, we recall the definition of special CM modules.
Definition 2.1 ([Wun2]). For an MCM R-moduleM , we say thatM is special if (M⊗RωR)
/
tor
is also an MCM R-module.
We will see in Theorem 2.5 that there is a one-to-one correspondence between non-free inde-
composable special CM R-modules and irreducible exceptional curves in the minimal resolution
of SpecR. Moreover, this constitutes a generalization of the classical McKay correspondence,
because every MCM module is special if R is Gorenstein (i.e., G ⊂ SL(2,k) [Wat]). Further-
more, there exists a further characterization of special CM modules, as we shall see in Proposi-
tion 2.2. For further details regarding special CM modules, we refer the reader to the references
[Wun1, Wun2, Ish, Ito, IW, Rie].
Proposition 2.2. ([IW, 2.7 and 3.6]) Suppose that M is an MCM R-module. Then, M is a
special CM module if and only if it satisfies (ΩM)∗ ∼=M .
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For a cyclic group G = 1
n
(1, a), we can determine special CM modules by using the following
combinatorial data. For the first step, we consider the Hirzebruch-Jung continued fraction
expansion of n/a:
n
a
= α1 −
1
α2 −
1
· · · − 1
αr
:= [α1, α2, · · · , αr].
Then, we define the notion of the i-series and j-series (see [Wem, Wun1]).
Definition 2.3. For n/a = [α1, α2, · · · , αr], the i-series and j-series are defined as follows:
i0 = n, i1 = a, it = αt−1it−1 − it−2 (t = 2, · · · , r + 1),
j0 = 0, j1 = 1, jt = αt−1jt−1 − jt−2 (t = 2, · · · , r + 1).
By using the i-series and j-series, we can characterize special CM R-modules.
Theorem 2.4 ([Wun1]). For a cyclic group G = 1
n
(1, a) with n/a = [α1, α2, · · · , αr], Mit (t =
1, · · · , r) and R are precisely special CM modules over R. Furthermore, the minimal generators
of Mit are x
it and yjt, for t = 1, · · · , r.
As we mentioned above, special CM modules are compatible with the geometrical structures.
Thus, we introduce some terminologies on the geometric side, and discuss a relationship between
special CM modules and geometrical objects.
Let π : X → Spec R be the minimal resolution of singularities, and E := π−1(m) be the
exceptional divisor. We decompose E =
⋃r
t=1Eit into irreducible components, and define a
cycle Z =
∑r
t=1 aitEit with ait ∈ Z. For cycles Z,Z
′, we denote the intersection number of
Z and Z ′ by Z · Z ′. If Z = Z ′, then the self-intersection number of Z is denoted by Z2. We
say that a cycle Z is positive if ait > 0 for all it, and say that a positive cycle Z is anti-nef if
Z ·Eit ≤ 0 for all it. We define the fundamental cycle Z0 as the unique smallest element in the
set of anti-nef cycles. An algorithm exists to determine Z0 (see [Lau]), and the fundamental
cycle is Z0 =
∑r
t=1Eit in our situation.
The following is a famous result known as the special McKay correspondence.
Theorem 2.5 ([Wun2]). For any it, there exists a unique indecomposable MCM R-module Mit
(up to isomorphism) such that H1(M˜it
∨
) = 0 and c1(M˜it) · Eis = δst for 1 ≤ s, t ≤ r, where
M˜it = π
∗(Mit)/ tor, c1(M˜it) denotes the first Chern class of M˜it , and (−)
∨ = HomOX (−,OX).
These MCM modules Mi1 , · · · ,Mir are precisely indecomposable non-free special CM modules,
and rankRMit = c1(M˜it) · Z0.
By this theorem, there exists a one-to-one correspondence between non-free indecomposable
special CMmodules and irreducible exceptional curves. The dual graph of the minimal resolution
of singularity X → Spec(R) can also be obtained by the Hirzebruch-Jung continued fraction
expansion:
−α1 −α2 −αr
Ei1 Ei2 Eir
where each circled number represents the self-intersection number of the corresponding excep-
tional curve.
When we consider Ulrich modules, the multiplicity e(M) = (rankRM)e(R) is important. It
is known that the multiplicity e(R) can be computed via the self-intersection number of the
fundamental cycle Z0 [Art]. That is, we have that e(R) = −Z
2
0 = α1 + · · ·+ αr − 2(r − 1).
Example 2.6. Let G = 112(1, 7) be a cyclic group of order 12. The Hirzebruch-Jung continued
fraction expansion of 12/7 is
12
7
= 2−
1
4− 1/2
= [2, 4, 2].
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The i-series and the j-series are given by
i0 = 12, i1 = 7, i2 = 2, i3 = 1, i4 = 0,
j0 = 0, j1 = 1, j2 = 2, j3 = 7, j4 = 12.
Thus, the special CM modules are M7, M2, M1, R, and these take the form
M7 = Rx
7 +Ry, M2 = Rx
2 +Ry2, M1 = Rx+Ry
7.
In this case, the dual graph is
−2 −4 −2
E7 E2 E1
and the fundamental cycle is Z0 = E7+E2+E1. Thus, we have the multiplicity e(R) = −Z
2
0 = 4.
2.2. Auslander-Reiten theory. In the previous subsection, we saw that the multiplicity can
be computed using the fundamental cycle. To determine Ulrich modules, we will also investi-
gate the number of minimal generators. In Section 3, we will use the Auslander-Reiten quiver
to understand minimal generators. Moreover, by applying the functor τ , which is called the
Auslander-Reiten translation, to a special CM module, we can obtain an Ulrich module (see
Proposition 3.1). Thus, in this subsection we will present some results from Auslander-Reiten
theory. Although we will mainly discuss the case of a cyclic quotient surface singularity R, we
can obtain similar results for any quotient surface singularities. For more details, see [LW, Yos].
Definition 2.7. Let M and N be indecomposable MCM R-modules. We call a non-split short
exact sequence 0 → N
f
→ L
g
→ M → 0 the Auslander-Reiten (= AR) sequence ending in M if
for any MCM module X and any morphism ϕ : X → M that is not a split surjection, there
exists φ : X → L such that ϕ = g ◦ φ.
Since R is an isolated singularity, the AR sequence ending in M exists for any non-free
indecomposable MCM R-moduleM , and is unique up to isomorphism [Aus2]. We can construct
the AR sequence by using the Koszul complex over S and a natural representation of G (see,
e.g., [Yos, Chapter 10]). In our situation, the following is the AR sequence ending in Mt (t 6= 0):
0 −→Mt−a−1 −→Mt−1 ⊕Mt−a −→Mt −→ 0. (2.1)
For the case of t = 0, we also have the fundamental sequence of R:
0 −→ ωR −→M−1 ⊕M−a −→ R −→ k −→ 0. (2.2)
We call the left term of the AR sequence ending in Mt the Auslander-Reiten (AR) translation
of Mt, and denote this by τ(Mt). It is known that the AR translation τ can be obtained via the
functors
τ : CM(R)
(−)∗
−→ CM(R)
(−)†
−→ CM(R).
Furthermore, we denote the middle term of an AR sequence by EMt . Thus, in our situation we
have that EMt =Mt−1 ⊕Mt−a and τ(Mt) =Mt−a−1 for t = 0, 1, · · · , n− 1.
Next, we introduce the notion of the Auslander-Reiten quiver.
Definition 2.8. The Auslander-Reiten (= AR) quiver of R is an oriented graph whose vertices
are indecomposable MCM R-modules R,M1, · · · ,Mn−1, where we draw mst arrows from Ms to
Mt (s, t = 0, 1, · · · , n − 1), with mst denoting the multiplicity of Ms in the decomposition of
EMt .
Since we already know that EMt =Mt−1⊕Mt−a, it follows that we draw an arrow from Mt−1
to Mt and from Mt−a to Mt for t = 0, 1, · · · , n − 1. Furthermore, we see that these arrows
correspond to morphisms ·x and ·y, respectively:
Mt−1 =
{
f ∈ S | σ · f = ζt−1n f
} ·x
−→Mt =
{
f ∈ S | σ · f = ζtn f
}
Mt−a =
{
f ∈ S | σ · f = ζt−an f
} ·y
−→Mt =
{
f ∈ S | σ · f = ζtn f
}
.
Moreover, the AR quiver of R coincides with the McKay quiver of G [Aus1].
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Example 2.9. Let G = 112 (1, 7) be a cyclic group of order 12 (see Example 2.6). The AR quiver
of R = SG is the following. For simplicity, we only describe subscripts as vertices.
0
1
2
3
4
5
6
7
8
9
10
11
x
x
x
x
x
xx
x
x
x
x
x
y
y
y
y
y
yy
y
y
y
y
y
3. Ulrich modules for cyclic cases
In this section, we will present a characterization of Ulrich modules using special CM modules.
First, we note the following proposition.
Proposition 3.1. Let the notation be the same as in Section 2. For a non-free special CM
R-module Mit , the MCM modules Mn−it and Mit−a−1 are Ulrich modules.
Proof. By Proposition 2.2, M∗it is the syzygy of an MCM R-module. Thus, we can see that it is
an Ulrich module by a similar argument as in [GOTWY1, Lemma 4.2]. In addition, the canonical
dual of an Ulrich module is an Ulrich module, by [Ooi, Corollary 1.4]. Thus, τ(Mit) = (M
∗
it
)†
is also an Ulrich module. Since M∗it
∼= Mn−it and τ(Mit)
∼= Mit−a−1, we have the desired
conclusion. 
By this proposition, we can obtain some examples of Ulrich modules. However, there exist
Ulrich modules that do not take the form given in Proposition 3.1. In order to determine all of
these, we will describe the relationship between the multiplicity e(Mt) = e(R) and the number
of minimal generators µR(Mt) in terms of the i-series. To state our theorem, we prepare some
notations. For the i-series (i1, · · · , ir) associated with
1
n
(1, a) and for any t ∈ [0, n − 1], there
exist unique non-negative integers d1,t, · · · , dr,t ∈ Z≥0 such that
t = d1,ti1 + h1,t, h1,t ∈ Z≥0, 0 ≤ h1,t < i1,
hu,t = du+1,tiu+1 + hu+1,t, hu+1,t ∈ Z≥0, 0 ≤ hu+1,t < iu+1, (u = 1, · · · , r − 1),
hr,t = 0.
Thus, we can describe t as follows:
t = d1,ti1 + d2,ti2 + · · · + dr,tir
= (i1 + · · ·+ i1︸ ︷︷ ︸
d1,t
) + (i2 + · · ·+ i2︸ ︷︷ ︸
d2,t
) + · · ·+ (ir + · · ·+ ir︸ ︷︷ ︸
dr,t
).
We are now in the position to state our theorem.
Theorem 3.2. Let the notation be the same as above. Then, we have that
µR(Mt) = d1,t + d2,t + · · ·+ dr,t + 1.
We will present proofs of two forms (one geometric and one representation theoretic) for this
theorem. The geometric proof is quite simple, and states that the above formula is a reinterpre-
tation of special McKay correspondence, from the viewpoint of Ulrich modules. However, the
authors believe that the method used in the other proof will provide us with new insight to this
subject (see, e.g., Remark 3.5). Therefore, we present both of them.
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Geometric proof of Theorem 3.2. By Kato’s Riemann-Roch formula [Kat], we have that
µR(Mt) = 1 + c1(M˜t) · (Ei1 + · · · + Eir).
Furthermore, c1(M˜t) · Eiu = du,t [Wun2]. Thus, we have reached the desired conclusion. 
Before moving to the representation theoretic proof, we note a crucial observation. Since
Mt ∼= HomR(R,Mt), a path from R to Mt on the AR quiver corresponds to an element of Mt.
For example, in the AR quiver of Example 2.9, we can find a path
0
x
−→ 1
y
−→ 8
x
−→ 9
x
−→ 10
y
−→ 5,
and a unit 1 ∈ R maps to x3y2 ∈ M5 via the above path. Note that if a given path from R to
Mt factors through a free module that is not the starting point, then its image will be in mMt.
Thus, by Nakayama’s lemma such a path does not correspond to a minimal generator of Mt,
mMt ∼= {R
non-split
→ R⊕m →Mt}.
Therefore, we can identify a minimal generator of Mt with a path from R to Mt that does not
factor through any free module except the starting point. In the following, we will count such
paths on the AR quiver.
Representation theoretic proof of Theorem 3.2. We write the AR quiver Q in the form of the
translation quiver ZQ, as shown in Figure 1 (where this is the repetition of the AR quiver). Here,
each diagram
a
y
//
	
b
c
x
OO
y
//
d
x
OO
corresponds to the AR sequence 0→Mc →Ma⊕Md →Mb → 0 ending
in Mb (b 6= 0) and the fundamental sequence of R. In particular, they are each commutative.
· · · // 0 // a // · · · // t− 2a // t− a // t
· · · // n− 1
OO
// a− 1
OO
// · · · // t− 2a− 1
OO
// t− a− 1
OO
// t− 1
OO
· · · // n− 2
OO
// a− 2
OO
// · · · // t− 2a− 2
OO
// t− a− 2
OO
// t− 2
OO
...
OO
...
OO
...
...
OO
...
OO
...
OO
... · · · // 2− 2a
OO
// 2− a
OO
// 2
OO
· · · // 1− 2a
OO
// 1− a
OO
// 1
OO
· · · // −2a
OO
// −a
OO
// 0
OO
...
...
OO
...
OO
...
OO
Figure 1. The AR quiver with the form of the translation quiver
From this quiver, we extract appropriate paths from R (= 0) to Mt (= t) corresponding to
minimal generators of Mt. Such paths take the form shown in Figure 2. Here, we assume that
grayed areas do not contain 0, otherwise we can divide those areas into smaller ones. Since any
0 vertex that is located at the outside of Figure 2 certainly goes through a free module on the
way to Mt, we need only consider paths from R to Mt appearing in Figure 2. Furthermore, the
number of 0 vertices appearing in Figure 2 coincides with µR(Mt). To clarify the situation, we
denote the i-th column from the right containing 0 by ℓi, for i = 1, · · · , µR(Mt). We see that
the length of ℓ1 is t, and it is divided into µR(Mt)− 1 blocks. Furthermore, we denote vertices
located at the corner of a diagram by ⋆1,⋆2, · · · ,⋆ν−1,⋆ν , as shown in Figure 2. We remark
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that these vertices are special CM modules, because the number of minimal generators for each
of these is two. From this construction, we have that ν = µR(Mt)− 1. In the following, we will
show that ν = d1,t + d2,t + · · ·+ dr,t. (For simplicity, we will simply denote du,t by du.)
0 ⋆ν t
0 ⋆ν−1
t− 1
0
0 ⋆2
0 ⋆1
0
ℓ1ℓ2ℓ3ℓµ(Mt)−1ℓµ(Mt)
µ(Mt)− 1
blocks
Figure 2. Paths from R to Mt corresponding to minimal generators of Mt
We set is = max{ iu | du 6= 0}. Then we can find the vertex is on ℓ1. From that position, we
follow vertices in the left direction, and if we arrive at a vertex 0 we stop there (see Figure 3).
Since Mis is a special CM module, the length of the vertical (resp. horizontal) path from 0 to is
is is (resp. js), by Theorem 2.4. By the choice of is, we have that ⋆1 ≤ is. If ⋆1 < is, then we
obtain Figure 4, because the j-series is a decreasing sequence. This contradicts the construction
of Figure 2, and hence it follows that is coincides with ⋆1. If ds − 1 6= 0, then we can find the
vertex is on ℓ2. Then, we again follow vertices from is in the left direction until we arrive at 0.
Thus, we see that ⋆2 = is by the same argument used in the case that ⋆1. Since dsis ≤ t, we
can repeat this argument ds times to find that ⋆1, · · · ,⋆ds are all equal to is.
Next, we set is′ = max{ iu | du 6= 0, iu < is}. Then, we can find the vertex is′ on ℓds+1. By
the same argument as above, we see that⋆ds+1 = is′ . Similarly, we see that⋆ds+1, · · · ,⋆ds+ds′
are all equal to is′ .
We can repeat these arguments until we arrive at ℓµR(Mt). Then, we see that ν is equal to the
sum of all ds with ds 6= 0, and hence µR(Mt)− 1 = d1 + d2 + · · ·+ dr. 
Since e(R) = e(Mt) and µR(Mt) ≤ e(Mt), we may set µR(Mt) = e(R) − s, where 0 ≤ s ≤
e(R) − 1. The next corollary follows immediately from the theorem. Using this corollary, we
can determine which Mt are Ulrich modules.
Corollary 3.3. Let the notation be the same as above. Then,
µR(Mt) = e(R)− s⇐⇒ d1,t + d2,t + · · · + dr,t = e(R)− (s+ 1)
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0 a is
1
0
js
is
y y y
x
x
x
Figure 3. Minimal paths
from R to Mis
0 is
0 ⋆1
0
y y
y y y
x
x
x
x
Figure 4. What is happen if ⋆1 < is
for s = 0, 1, · · · , e(R) − 1. In particular, an MCM R-module Mt is Ulrich if and only if d1,t +
d2,t + · · ·+ dr,t = e(R)− 1.
Example 3.4. Let G = 112(1, 7) be a cyclic group of order 12 (see also Examples 2.6 and 2.9).
In this case, the non-free special CM modules are M7,M2,M1, and e(R) = 4. Furthermore, we
obtain the following division of each subscript into integers appearing in the i-series:
11 = 7 + 2 + 2 7 = 7 3 = 2 + 1
10 = 7 + 2 + 1 6 = 2 + 2 + 2 2 = 2
9 = 7 + 2 5 = 2 + 2 + 1 1 = 1
8 = 7 + 1 4 = 2 + 2
Therefore, the Ulrich modules areM11, M10, M6, andM5. The following figure represents paths
in the AR quiver that correspond to minimal generators of M10.
0 // 7 // · · · // 6 // 1 // 8 // 3 // 10
0
OO
// 7
OO
// 2 //
OO
9
OO
1 //
OO
8
OO
0 //
OO
7
OO
...
OO
0
OO
Remark 3.5. The method used in the representation theoretic proof enables us to determine
Ulrich modules for other quotient surface singularities. For example, see [Nak, Example 3.6 and
A.5].
In this manner, we can obtain a characterization of Ulrich modules. However, if the order
of G is sufficiently large, then a process to obtain the sequence (d1,t, · · · , dr,t) for any t =
0, 1, · · · , n− 1 will be inefficient. Therefore, we will demonstrate an additional characterization
of Ulrich modules, in terms of the i-series. First, we decompose each subscript t = 0, 1, · · · , n−1
as we did at the beginning of this section:
t = d1,ti1 + d2,ti2 + · · · + dr,tir. (3.1)
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Then, for each subscript t = 0, 1, · · · , n− 1 we define a subset of the i-series as follows:
It := {is | ds,t 6= 0 in the decomposition (3.1) for s = 1, 2, · · · , r − 1}.
In order to characterize Ulrich modules, we need to determine In−1. Since we can decompose
n− 1 as
n− 1 = α1i1 − i2 − 1
= (α1 − 1)i1 + (i1 − i2)− 1
= (α1 − 1)i1 + (α2 − 1)i2 − i3 − 1
= (α1 − 1)i1 + (α2 − 2)i2 + (i2 − i3)− 1
...
= (α1 − 1)i1 + (α2 − 2)i2 + · · · + (αr−1 − 2)ir−1 + (αr − 1)ir − ir+1 − 1
= (α1 − 1)i1 + (α2 − 2)i2 + · · · + (αr−1 − 2)ir−1 + (αr − 2)ir,
(3.2)
we have that
In−1 = {i1} ∪ {is | αs > 2 and 2 ≤ s ≤ r − 1}. (3.3)
Since the sum of coefficients is (α1 − 1) +
∑r
u=2(αu − 2) = α1 + · · · + αr − 2r + 1 = e(R) − 1,
Mn−1 is an Ulrich module. (This also follows from Proposition 3.1, because we have that ir = 1
from the definition of the i-series.)
We are now ready to state our main theorem.
Theorem 3.6. Consider any sequences of the i-series ik(1) > ik(2) > · · · > ik(2b) with ik(2c−1) ∈
In−1 for all c = 1, · · · , b. If t = n− 1−
b∑
c=1
(
ik(2c−1) − ik(2c)
)
or t = n− 1, then Mt is an Ulrich
module.
Proof. We already know that Mn−1 is an Ulrich module. Thus, we will consider other cases.
We consider the part of the sequence given by ik(1) > ik(2) with ik(1) ∈ In−1. Using the
decomposition (3.2), we rewrite n− 1− (ik(1) − ik(2)) as
( if k(1) = 1 ) =
k(2)−1∑
v=1
(αv − 2)iv + (αk(2) − 1)ik(2) +
r∑
v=k(2)+1
(αv − 2)iv .
( if k(1) 6= 1 ) = (α1 − 1)i1 +
k(1)−1∑
v=2
(αv − 2)iv + (αk(1) − 3)ik(1)
+
k(2)−1∑
v=k(1)+1
(αv − 2)iv + (αk(2) − 1)ik(2) +
r∑
v=k(2)+1
(αv − 2)iv .
In this decomposition, the coefficients of the i-series satisfy the conditions given in Lemma 3.8
below, and their sum is equal to α1+ · · ·+αr−2r+1 = e(R)−1. Therefore, Mn−1−(ik(1)−ik(2)) is
an Ulrich module, by Corollary 3.3. Then, we consider the part of sequence given by ik(3) > ik(4)
with ik(3) ∈ In−1. Considering the decomposition of n − 1 − (ik(1) − ik(2)) − (ik(3) − ik(4)), the
same argument implies that Mt is an Ulrich module for t = n− 1− (ik(1)− ik(2))− (ik(3)− ik(4)).
By repeating these arguments, we obtain the desired conclusion. 
In addition, we can demonstrate the converse of Theorem 3.6.
Theorem 3.7. If Mt is an Ulrich module (t 6= n−1), then there exists a sequence of the i-series
ik(1) > ik(2) > · · · > ik(2b) such that ik(2c−1) ∈ In−1 for all c = 1, · · · , b, and
t = n− 1−
b∑
c=1
(
ik(2c−1) − ik(2c)
)
.
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Proof. Suppose thatMt is an Ulrich module, and let t = d1i1+d2i2+ · · ·+drir, as in Lemma 3.8.
Recall that n− 1 = (α1 − 1)i1 + (α2 − 2)i2 + · · ·+ (αr − 2)ir. Then, we set the integers
(ε1, ε2, · · · , εr) := (d1 − (α1 − 1), d2 − (α2 − 2), · · · , dr − (αr − 2)).
Since t 6= n − 1, it holds that (ε1, · · · , εr) 6= (0, · · · , 0). By Lemmas 3.9 and 3.10, we can take
the sequence of the i-series as given in the statement. 
To complete the proof of Theorem 3.7, we require the following lemmas.
Lemma 3.8. ([Wun1, Lemma 1]) A sequence (d1, · · · , dr) ∈ (Z≥0)r can be obtained from the
description t = d1i1 + d2i2 + · · · + drir for some subscript t = 0, 1, · · · , n − 1 if and only if the
sequence satisfies the following two conditions:
· 0 ≤ du ≤ αu − 1 for every u = 1, · · · , r.
· If du = αu − 1 and dv = αv − 1 (u < v), then there exists w such that u < w < v and
dw ≤ αw − 3.
Lemma 3.9. One has that ε1 ∈ {−1, 0} and εu ∈ {−1, 0, 1} for u = 2, · · · , r.
Proof. By Lemma 3.8, we have that 0 ≤ du ≤ αu − 1 for any u ∈ [1, r], so that ε1 ≤ 0 and
εu ≤ 1 for u ∈ [2, r]. Since Mn−1 and Mt are Ulrich modules, we have from Corollary 3.3 that
ε1 + · · ·+ εr = 0.
First, we assume that ε1 ≤ −2. Since ε1 + · · · + εr = 0, there exist at least −ε1 (≥ 2)
components of (ε2, · · · , εr) that satisfy εu = 1, u ∈ [2, r]. Next, we set k := −ε1, and suppose
that
εu1 = εu2 = · · · = εuk = 1 (u1 < u2 < · · · < uk)
are such components. By taking the first k components with εu = 1, we may assume that for
any j ∈ [1, k − 1] there are no components satisfying εu′ = 1 and uj < u
′ < uj+1. Then, by
Lemma 3.8 there exists a subscript v such that u1 < v < u2 and εv ≤ −1. Thus, there exists a
subscript uk+1 with uk < uk+1 such that εuk+1 = 1, because ε1 + · · · + εr = 0. We again apply
Lemma 3.8, to find that there is a subscript v′ such that uk < v
′ < uk+1 and εv′ ≤ −1. These
processes can be continued infinitely, but the sequence (ε1, · · · , εr) is finite. Thus, we have that
ε1 ∈ { −1, 0}.
Next, we assume that there exists u ∈ [2, r] such that εu ≤ −2. As in the above argument,
we set k = −εu (≥ 2) and εu1 = εu2 = · · · = εuk = 1. If ε1 = 0, then d1 = α1 − 1. Thus, the
sequence (d1, · · · , dr) is of the form
(α1 − 1, A , αu1 − 1, B , αu2 − 1, · · · ).
By Lemma 3.8, we can find elements dv with dv ≤ αv − 3 in both A and B. Even if one of
these is simply du with εu = du− (αu− 2) ≤ −2, the other provides us with the conclusion that
there exists a subscript uk+1 with uk < uk+1 such that εuk+1 = 1. Therefore, we have obtained
a contradiction, by the same argument as above. If ε1 = −1, then there also exists a subscript
uk+1 with uk < uk+1 and εuk+1 = 1, because ε1 + · · ·+ εr = 0. Thus, we obtain a contradiction
in a similar manner. As the consequence, we have that εu ∈ {−1, 0, 1} for u ∈ [2, r]. 
Lemma 3.10. Let (ε′1, ε
′
2, · · · , ε
′
ℓ) ∈ {−1, 1}
ℓ be the subsequence of (ε1, ε2, · · · , εr) obtained by
removing all 0 components from (ε1, · · · , εr). Then, (ε
′
1, · · · , ε
′
ℓ) takes an alternating form, as
(−1,+1,−1,+1, · · · ,−1,+1).
Proof. By definition, we have that ε′1 + · · · + ε
′
ℓ = 0, and the number of +1 elements appearing
in (ε′1, · · · , ε
′
ℓ) coincides with that of −1 elements.
First, we assume that ε1 = −1. Then, ε1 = ε
′
1 = −1. If the sequence (ε
′
1, · · · , ε
′
ℓ) is not
alternating, then we can find a section with +1 entries appearing consecutively in (ε′1, · · · , ε
′
ℓ).
This contradicts Lemma 3.8.
Next, we assume that ε1 = 0. Then, ε1 6= ε
′
1 and d1 = α1−1. Thus, we set εp = ε
′
1 ∈ {−1, 1}.
If εp = ε
′
1 = 1, then by Lemma 3.8 there exists a subscript q with 1 < q < p and εq = −1. This
contradicts the choice of εp. Therefore, we have that εp = ε
′
1 = −1. If the sequence (ε
′
1, · · · , ε
′
ℓ)
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is not alternating, then we obtain a contradiction by the same argument given in the case of
ε1 = −1. 
Corollary 3.11. We suppose that Mt is an Ulrich module. Then, we have that n−a ≤ t ≤ n−1.
Furthermore, Mn−1 and Mn−a are certainly Ulrich modules.
Proof. By Theorem 3.7, we can describe t as t = n − 1 −
b∑
c=1
(
ik(2c−1) − ik(2c)
)
, where ik(1) >
ik(2) > · · · > ik(2b) with ik(2c−1) ∈ In−1 for all c = 1, · · · , b. Hence, we have that
b∑
c=1
(
ik(2c−1) − ik(2c)
)
= ik(1) − (ik(2) − ik(3))− · · · − (ik(2b−2) − ik(2b−1))− ik(2b) ≤ i1 − ir = a− 1.
Furthermore, Mn−1 and Mn−a are always Ulrich modules, because M1 and Ma are special
CM modules (see Proposition 3.1). 
Example 3.12. Suppose that G = 1158 (1, 57). Then, we have that
158
57 = [3, 5, 2, 3, 3] and
i1 = 57, i2 = 13, i3 = 8, i4 = 3, i5 = 1, and hence In−1 = I157 = {i1, i2, i4}.
From the following table and Theorems 3.6 and 3.7, we see that the Ulrich modules are
M101,M103,M106,M108,M111,M113,M145,M147,M150,M152,M155 and M157.
Sequences
(
ik(1) > ik(2) > · · · > ik(2b)
)
t = n− 1−
b∑
c=1
(
ik(2c−1) − ik(2c)
)
i1 > i2 (57 > 13) 157− (57− 13) = 113
i1 > i3 (57 > 8) 157− (57− 8) = 108
i1 > i4 (57 > 3) 157− (57− 3) = 103
i1 > i5 (57 > 1) 157− (57− 1) = 101
i2 > i3 (13 > 8) 157− (13− 8) = 152
i2 > i4 (13 > 3) 157− (13− 3) = 147
i2 > i5 (13 > 1) 157− (13− 1) = 145
i4 > i5 (3 > 1) 157− (3− 1) = 155
i1 > i2 > i4 > i5 (57 > 13 > 3 > 1) 157− (57− 13) − (3− 1) = 111
i1 > i3 > i4 > i5 (57 > 8 > 3 > 1) 157− (57− 8) − (3− 1) = 106
i2 > i3 > i4 > i5 (13 > 8 > 3 > 1) 157− (13− 8) − (3− 1) = 150
4. Further topics
In this section, we will consider the following question.
Question 4.1. For a cyclic quotient surface singularity R, we fix an integer 1 ≤ m ≤ e(R).
How many indecomposable MCM modules exist that satisfy µR(Mt) = m? In particular, how
many indecomposable Ulrich modules are there?
For simplicity, we denote the number of indecomposable MCMmodulesMt satisfying µR(Mt) =
m by Nm. That is, Nm = #{Mt ∈ CM(R) | µR(Mt) = m}.
4.1. Number of minimal generators for each MCM module. First, we show that there
does exist an MCM R-module that satisfies µR(Mt) = m for any m = 1, · · · , e(R). That is,
Nm ≥ 1 for any m = 1, · · · , e(R).
Proposition 4.2. For any integer m = 1, · · · , e(R), there exists an MCM R-module Mt such
that µR(Mt) = m.
Proof. First, we fix an integer m = 1, · · · , e(R), and assume that there exists an MCM R-module
Mt such that µR(Mt) = m. Then, for any ℓ = m,m− 1, · · · , 1 there exists an MCM R-module
Mt′ satisfying µR(Mt′) = ℓ. Indeed, let t = d1,ti1 + d2,ti2 + · · · + dr,tir, and set I˜t = {is |
ds,t 6= 0 for s = 1, 2, · · · , r}. Taking iu ∈ I˜t, we have by Theorem 3.2 that µR(Mt−iu) = m− 1.
Similarly, we take iv ∈ I˜t−iu , and we have that µR(Mt−iu−iv) = m−2. Since d1,t+d2,t+· · ·+dr,t =
m− 1 from the hypothesis, we can repeat the above process m− 1 times. Since there exists an
Ulrich module, we can apply the above observation to the case that m = e(R), thus obtain the
desired conclusion. 
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From this result, we obtain the following relations between certain classes of MCM R-modules.
Corollary 4.3. Let R be a cyclic quotient surface singularity. Then:
(1) If e(R) = 2, then CM(R) = SCM(R) = add(R) ⊔UCM(R).
(2) If e(R) = 3, then CM(R) = SCM(R) ⊔UCM(R).
(3) If e(R) > 3, then CM(R) % SCM(R) ⊔UCM(R).
Here, SCM(R) (resp. UCM(R)) is the full subcategory of CM(R) consisting of special (resp.
Ulrich) CM R-modules.
Remark 4.4. The above results are typical in the case of cyclic quotient surface singularities. In
fact, we have examples below, when R is not a cyclic quotient surface singularity.
(1) Proposition 4.2 does not hold in a higher dimensional case. For example, we consider
the action of G = 〈diag(−1,−1,−1)〉 on S = k[[x, y, z]]. Then, the invariant subring
R = SG is of finite CM representation type, and finitely many indecomposable MCMs
are given by R,ωR and ΩωR (cf. [Yos, LW]). Furthermore, we have that e(R) = 4, but
µR(ωR) = 3 and µR(ΩωR) = 8.
(2) Corollary 4.3 (2) does not hold for non-cyclic cases. For example, let R be the invariant
subring given in [Nak, Example 3.6]. Note that e(R) = 3. Then, we can find some inde-
composable MCM R-modules that are neither special CM modules nor Ulrich modules
(see [Nak, Example A.5] and [IW]).
4.2. Number of Ulrich modules. In the previous subsection, we investigated the number Nm,
and showed that Nm ≥ 1 for any m = 1, · · · , e(R). In this subsection, we will focus on Ne(R),
that is, the number of indecomposable Ulrich modules. First, we remark that Corollary 3.11
provides us with an upper bound on Ne(R). Namely, we have that Ne(R) ≤ a. Next, we provide
another bound in terms of the number of irreducible exceptional curves.
Theorem 4.5. Suppose that R is a cyclic quotient surface singularity, whose number of irre-
ducible exceptional curves (= that of non-free indecomposable special CM modules) is r:
−α1 −α2 −αr
Then, we have that r ≤ Ne(R) ≤ 2
r−1. In particular, we have that Ne(R) = r for r = 1, 2.
Furthermore, if r > 2 then Ne(R) = 2
r−1 holds if and only if αu > 2 for all u = 2, · · · , r− 1, and
Ne(R) = r holds if and only if α2 = · · · = αr−1 = 2.
Proof. By Theorems 3.6 and 3.7, Mt is an Ulrich module if and only if t = n−1 or t is described
by a sequence of the i-series satisfying
(♣) ik(1) > ik(2) > · · · > ik(2b) with ik(2c−1) ∈ In−1 for all c = 1, · · · , b.
Note that if we take a different sequence satisfying (♣), then the corresponding subscripts will
also be different, because the sequence of integers (d1, · · · , dr) defined in Lemma 3.8 is unique
for each subscript t. Thus, Ne(R)−1 is equal to the number of sequences satisfying the condition
(♣). Therefore, we show that the maximal (resp. minimal) number of such sequences is equal
to 2r−1 − 1 (resp. r − 1).
Clearly, to obtain an upper bound on Ne(R) we should consider the case where the number
of elements in In−1 is maximal. Therefore, we consider the case that In−1 = {i1, i2, · · · , ir−1},
which holds if and only if αu > 2 for all u = 2, · · · , r − 1. In this situation, we can take any
index in {i1, i2, · · · , ir−1} as an odd term of sequences. Thus, the number of sequences satisfying
(♣) is simply the number of possible choices of indices in {i1, i2, · · · , ir−1} (except for the empty
one), which is equal to 2r−1− 1. (Note that if we choose an odd number of indices, then we can
construct a sequence of the i-series satisfying (♣) by adding ir.)
Similarly, in order to obtain a lower bound we should consider the case that In−1 = {i1},
which holds if and only if α2 = · · · = αr−1 = 2. In this situation, we can easily see that the
number of sequence is r − 1. 
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We remark that there exist two upper bounds, Ne(R) ≤ a and 2
r−1, and which bound is better
depends on the case. If r is small, then we can compute Ne(R) explicitly.
Example 4.6. Suppose that R is a cyclic quotient surface singularity, whose dual graph C is
given by one of the cases below.
(1) The case of
C : −α −β (α, β ≥ 2) .
Then, we have that Ne(R) = 2.
(2) The case of
C : −α −β −γ (α, β, γ ≥ 2) .
(2-1) If β = 2, then we have that Ne(R) = 3.
(2-2) If β > 2, then we have that Ne(R) = 4.
(3) The case of
C : −α −β −γ −δ (α, β, γ, δ ≥ 2) .
(3-1) If β = 2, γ = 2, then we have that Ne(R) = 4.
(3-2) If β = 2, γ > 2, then we have that Ne(R) = 6.
(3-3) If β > 2, γ = 2, then we have that Ne(R) = 6.
(3-4) If β > 2, γ > 2, then we have that Ne(R) = 8.
Proof. We only demonstrate the case (3-2), as the other cases are similar.
Let i1, · · · , i4 be the i-series corresponding to each exceptional curve. Since β = 2 and γ > 2,
we have that In−1 = {i1, i3}. The statement follows from Theorems 3.6 and 3.7, because we can
take sequences {i1 > i2}, {i1 > i3}, {i1 > i4}, {i3 > i4}, {i1 > i2 > i3 > i4}. 
4.3. Examples. We finish this paper by presenting some typical examples. In particular, we
completely determine the number Nm. By Theorem 3.2, we know that special CM modules
behave like a “basis”. Thus, we can identify each MCM R-module Mt with the lattice point
(d1,t, · · · , dr,t) ∈ Zr.
Example 4.7. Suppose that G = 123 (1, 6) and R = k[[x, y]]
G. Then, 236 = 4 −
1
6 = [4, 6] and
e(R) = 8. The i-series are given by i1 = 6, i2 = 1. In this situation, we identify each subscript
t = 0, 1, · · · , 22 with the lattice point (d1,t, d2,t). For example, because 20 = (1+1)+(6+6+6),
this corresponds to the lattice point (2, 3).
d2
d1
0 1 2 3 4 5
6 7 8 9 10 11
12 13 14 15 16 17
18 19 20 21 22
By Theorem 3.2, we have that d1,t = −d2,t+µ(Mt)−1. If µR(Mt) = e(R) = 8, then an MCM
module whose corresponding lattice point is on the line d1,t = −d2,t + 7 is an Ulrich module.
Thus, in this case there are two Ulrich modules, (M17 and M22). Similarly, if µR(Mt) = 7, then
the figure below implies that N7 = 3.
d2
d1
• • • • • •
• • • • • •
• • • • • •
• • • • •
d1 = −d2 + 7
d2
d1
• • • • • •
• • • • • •
• • • • • •
• • • • •
d1 = −d2 + 6
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In this way, we can compute the number Nm. In general, we have the following.
Example 4.8. Take integers α, β ≥ 2, and consider G = 1
n
(1, a) satisfying n/a = α− 1
β
. Then,
R = SG is the cyclic quotient surface singularity whose dual graph is
−α −β
and e(R) = α+ β − 2. The i-series are given by i1 = β, i2 = 1.
If α ≤ β, then we have the following:
d2
d1
• • • • • • •
•
• • • •
•
•
•
•
α− 1
α− 1
β − α
Nα+β−2 = 2, Nβ−1 = α, Nα−2 = α− 2,
Nα+β−3 = 3,
...
...
... Nα = α, N2 = 2,
Nβ = α, Nα−1 = α− 1, N1 = 1.
The case with α ≥ β is similar. (Replace α by β and vice versa.)
We can also determine Nm in the following situation.
Example 4.9. Consider a cyclic quotient surface singularity R whose dual graph is
−2 −2 −α −2 −2
A− 1 B − 1
where α ≥ 2 and A,B ≥ 1. Then, e(R) = α, and we have the following:
Nα = AB, N3 = AB,
Nα−1 = AB, N2 = A+B − 1,
... N1 = 1.
N4 = AB,
Remark 4.10. If we can obtain Nm for allm = 1, · · · , e(R), as in Example 4.8 and 4.9, then we can
compute the Hilbert-Kunz multiplicity eHK(R). This is a numerical invariant in positive char-
acteristic commutative algebras, and can be obtained by the formula eHK(R) =
1
n
∑n
t=0 µR(Mt)
in our situation (see [Nak, Appendix]). Thus, we let R be defined as in Example 4.8 (resp.
Example 4.9). Then, we have that eHK(R) =
1
2n{(αβ − 2)(α + β) + 2} (resp. eHK(R) =
1
2n{AB(α− 2)(α + 3) + 4(A+B)− 2}).
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