This paper employs disaggregated manufacturing data to investigate the causes of the time delay between an increase in oil prices and the following slowdown in economic activity. VAR results show that, unlike aggregate GDP, the effect of an oil price shock on new motor vehicles production shows up immediately and is statistically significantly. After one quarter, similar patterns are observed for industries that are oil-intensive or for which motor vehicles constitute a demand-shifter. The continuing fall in manufacturing production then leads the economy into a recession. The paper then estimates a modified linear-quadratic inventory model and shows that this description of the oil price dynamics is consistent with rational behavior by firms. An increase in oil prices leads to a decline in manufacturing sales; partly because the shock catches manufacturers by surprise and partly because of their desire to balance the accelerator and production smoothing motives, manufacturers deviate from the target level of inventories and spread the decline in production over various quarters. Moreover, the dynamics entailed by the structural estimates capture two stylized facts about inventory behavior: procyclicality and persistence.
Introduction
A large body of literature suggests that positive oil price shocks have a negative effect on economic activity. 1 In recent years, economists have devoted considerable attention to the study of the functional form and structural stability of the relation between oil price changes and real economic activity. 2 This literature has provided important insights regarding the contribution of oil price shocks to business cycle fluctuations.
Considerably less attention has been dedicated to a puzzling aspect of the historical correlation, this being the substantial time delay in the transmission of an oil price shock. In contrast with the rather fast propagation of monetary policy or technology shocks, a slowdown in real GDP growth typically has not shown up until four quarters after an oil price shock. 3 Understanding why there might be such a significant time delay would seem to be key to understanding what propagation mechanisms could account for the historical correlation, and key to understanding business cycles themselves. This paper uses disaggregate manufacturing data to empirically investigate the causes of this time delay.
We begin our analysis by estimating a vector autoregression on the net oil price change (Hamilton, 1996) , sales and the inventory-sales ratio, for each manufacturing industry (i.e., 19 two-digit and 2 three-digit SIC industries plus three aggregates). The results for motor vehicles, the three-digit SIC sector with one of the strongest correlations with oil prices, are particularly suggestive. Unlike aggregate GDP, the effects of an oil price shock on new motor vehicles sales and the inventory-sales ratio show up immediately and are statistically significant. On the other hand, the initial effect on motor vehicles output is less pronounced owing to the increase in the inventory-sales ratio, which is 1 A negative correlation between energy prices and aggregate measures of output or employment has been reported by Tatom (1977, 1981) , Hamilton (1983) , Burbidge and Harrison (1984) , Gisser and Goodwin (1986) , Rotemberg and Woodford (1996) , Daniel (1997) , and Carruth, Hooker, and Oswald (1998), among others. Analyses of microeconomic data sets at the level of individual industries, firms, or workers also demonstrate significant correlations between oil price shocks and output, employment, or real wages (Keane and Prasad, 1996 ; Davis, Loungani, and Mahidhara, 1996; Davis and Haltiwanger, 2001 ; Lee and Ni, 2002) . 2 See for instance Loungani (1986) , Davis (1987a,b) , Mork (1989) , Lee, Ni and Ratti (1995) , Hooker (1996) , Hamilton (1996 Hamilton ( , 2003 , Davis, Loungani, and Mahidhara (1996) , and Davis and Haltiwanger (2001) . 3 Estimates based on multivariate VARs indicate a two-quarter lag in the response of output to monetary policy shocks (Christiano, Eichenbaum and Evans, 2000) and an immediate response to technology shocks (Christiano, Eichenbaum and Vigfusson, 2003) . 2 gradually worked down by a continuing period of curtailed production.
The patterns uncovered by the VAR analysis are suggestive of the classic inventory-accelerator model of the business cycle. In the wake of an increase in the price of crude oil, individuals abstain from purchasing new U.S. cars or shift purchases away from less fuel efficient U.S.-manufactured models; thus, a decline in motor vehicles sales occurs as an immediate response to the perceived oil crisis. Partly because automobile firms desire to smooth production, and partly because the shock arrives as a surprise leading to an unexpected deviation from the target inventory level, the decline in production is distributed over several quarters. Similarly, for oil-intensive industries such as petroleum products and chemicals, as well as for industries where motor vehicles constitute a demand shifter (Shea, 1993) , significant reductions in sales are initially reflected on buildups in the inventory-sales ratio and later on curtailed production. Thus, by the third quarter, lower production in the automobile sector results in lower sales and income for other sectors, and automobile sales face a second shock from these aggregate-demand consequences. The continuing fall in car production, combined with the later output decline in other industries, then leads the economy into a recession.
Even though the above account of the oil shock dynamics seems intuitively plausible, a critical question is whether it is consistent with a model of firm behavior. In order to answer this question, in the next step of our analysis we estimate and test a linear-quadratic model of inventory accumulation.
This model was originally developed by Holt, Modigliani, Muth, and Simon (1960) , and has been extensively used in empirical analysis of inventory behavior. 4 Although this literature is impressively broad, it has not been very successful in producing economically plausible parameter values. In particular, parameter estimates are seldom statistically significant, sometimes have the wrong sign, and are often unsupportive of the underlying model (Fuhrere, Moore and Schuh, 1995) .
In this paper we estimate a modified version of the linear-quadratic inventory model in which we introduce two generalizations. First, we model the production cost shock as an I(1) variable cointegrated with sales as suggested by Hamilton (2002) . This departure from the common assumption that the cost shock is stationary has the benefit of accounting for stochastic trends in sales and inventories, while ensuring that both marginal costs of production and inventory carrying costs are stationary along the long-run equilibrium path. Second, we allow for a more general specification of the cost and demand shocks faced by the firm than commonly assumed in the empirical literature.
Although the methods for estimating models with more general cost structures are well-known (Anderson, Hansen, McGrattan and Sargent, 1996) , they are usually not implemented in the inventory literature due to their higher computational burden.
Estimates of this modified linear-quadratic inventory model are shown to produce industry-level impulse responses that closely resemble those implied by the VAR model. Moreover, the dynamics entailed by our estimates are consistent with two stylized facts about inventory behavior: procyclicality and persistence (Ramey and West, 1999) . First, in the wake of an oil price shock economic activity contracts and inventories are drawn down. Second, the rise in the inventory-sales ratio, resulting from a smaller decline in inventories relative to sales, is slowly worked down as adjustment to the steady state takes place. This paper is organized as follows. Section 2 presents an overview of the effect of oil price shocks on aggregate economic activity (section 2.1) and discusses the time series properties of inventories and sales (section 2.2). Section 3 uses a VAR framework to study the dynamics of oil price shocks at the industry level. In section 4 we inquire whether the uncovered dynamics are consistent with rational behavior of the firms by estimating and testing a modified version of the linear-quadratic inventory model. Section 5 concludes.
Oil Price Shocks, Inventories and Sales
This section has three goals. The first is to give basic facts regarding the effects of oil price shocks on the macroeconomy in order to provide a basis of comparison for the disaggregated dynamics. The second is to examine the time series properties of the inventory and sales data at the industry level.
The last is to discuss and justify some data driven choices made in the model of optimal inventory accumulation presented in section 4. 4 
Oil Price Shocks and the U.S. Economy
Research on the relationship between oil price movements and economic activity has tested and rejected the null hypothesis that the negative relationship between oil price movements and GDP growth is just a statistical coincidence (see Hamilton, 2005 for extensive surveys). These test are generally based on estimates of an OLS regression of changes in log GDP, (1)
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The negative sign and statistical significance (t − stat = −2.4) of the coefficient on o t−4 , and especially the rejection of an F-test of joint significance of the four oil price lags suggest that the relationship is not a mere coincidence. These estimation results are also evidence of the significant delay in the response of GDP growth to an oil price shock: only the coefficient on the fourth lag is statistically significant.
Further evidence of this time lag is found when we re-estimate equation (1) (b) Hamilton's (1996) net oil price increase where nopi t is computed as the net oil price increase over the maximum value observed during the preceding four quarters; (c) Hamilton's (2003) net oil price increase over the preceding twelve quarters, nopi_3 t ; and (d) Lee, Ni and Ratti's (1995) scaled oil price increase, sopi t , which takes into account the volatility of oil prices.
The first data choice to be made here is the measure of oil price shocks. We opt for the commonly used net oil price increase nopi t (e.g., Bernanke, Gertler and Watson, 1997; Lee and Ni, 2002; Hamilton and Herrera, 2004) , given that it addresses the instability issues noted in the literature for the time 5 period under analysis. 5 We follow Mork (1989) and Lee and Ni (2002) in measuring oil prices by the refiners' acquisition cost when possible, instead of the PPI, and make adjustments to account for the price controls of the 1970s.
It has been argued that since 1973 -when the Middle East countries became the dominant supplier of crude petroleum-oil prices have become increasingly responsive to demand conditions (Barsky and Kilian, 2002; Hamilton, 2003) . This would imply that nominal changes in the price of oil could have resulted not only from oil supply and oil demand shocks but also from increases in the global economic activity (Kilian, 2007) , which in turn could affect industry-level sales. We deal with this issue by treating the oil price as predetermined with respect to the industry variables. While we cannot test this assumption, we can show that the correlation between the VAR innovations to the net oil price increase and to the industry variables (sales growth and inventory-sales ratio) is low (the median across sectors is 5.7%). In the structural model, we opt to follow Hamilton (2003) and estimate the relationship between industry-level production and oil prices using a quantitative oil supply dummy, reveal that our conclusions are robust to using only the net oil price increase without an instrument as we do in the VAR.
Time Series Properties of Inventories and Sales
To investigate the nature of the time lag in the propagation of oil price shocks we use data on manufacturing sales and inventories from the Bureau of Economic Analysis (hereafter BEA). 6 The series span the period between January 1959 and March 2000, are measured in chained dollars of 1996, and comprise three manufacturing aggregates (total manufacturing, durables and nondurables), 5 Estimation results not reported herein, but available by request, reveal that using ot, nopi_3t, o + t , or sopit as the measure of oil price shocks lead to similar conclusions regarding the industry-level dynamics. 6 To convert the inventory data from cost to market prices we follow West (1983 Although the data is available at a monthly frequency from the BEA, we choose to transform monthly data into quarterly series by aggregating monthly sales and using end of the quarter inventories. Whereas this time aggregation constitutes a deviation from the inventory literature and a loss of higher frequency information, it significantly diminishes the computational burden involved in the estimation of our inventory model and it aids the comparison to the oil price shocks-macroeconomy literature. Moreover, the impulse responses from the VAR using monthly data convey the same industry-level dynamics as the quarterly estimates.
A second choice is how to characterize the data generating process of inventories and sales. The leading approach in the inventory literature has been to model inventories and sales as stationary around a deterministic trend. However, unit root tests in the logarithms of inventories and sales reported in Table 1 suggest the series are I(1). Note that, using the DF-GLS test, we cannot reject the null hypothesis of a unit root at a 5% significance level for all sectors but tobacco inventories and sales. Furthermore, residual based cointegration tests suggest that inventories and sales are cointegrated for more than half of the industries (see Table 1 ). This finding is interesting in and of itself because Granger and Lee (1989) found evidence of cointegration mostly for aggregate series and Milne (1994) fails to establish cointegration for most industries. Two possible explanations for these disparities are the longer span of our data set and differences in the power of the cointegration tests. A comparison of the test results points towards the former explanation as we find significant evidence of cointegration not only with Perron and Rodríguez (2001) test but also with the ADF test employed by Granger and Lee(1989) . Therefore, in our analysis we consider an industry where sales, inventories and production have a stochastic trend 8 and the first two series are cointegrated.
Is the delay in the response of aggregate production also evident at the industry level? Much like the response of aggregate production to oil price shocks, work by Lee and Ni (2002) suggests that a time lag is also present in the response of industry-level output. In this section, we probe deeper into the nature of the time lag by disaggregating industry-level output into two components: sales and inventories.
Consider the data generating process for a particular industry to be given by a three dimensional V AR with 4 lags where x t contains the net oil price increase nopi t , the log growth rate of quarterly real sales ∆s t , and the log difference between inventories and sales h t − s t . The V AR is assumed to have a linear moving average representation
where u t = [u n,t , u s,t , u h,t ] 0 is a vector of white noise structural innovations. The process in (2) is consistent with the evidence of cointegration presented in section 2.2 and can be directly mapped into the usual error correction model. 9 To identify the response function A (L) and the structural disturbances u t we restrict A 0 to be a lower triangular matrix. The ordering of the net oil price increase before the manufacturing variables imposes the reasonable restriction that oil prices do not respond contemporaneously to changes in industry-level sales or inventories. We can infer the response of output given the inventory identity:
then Yt ∼ I(1).
, then the system in (2) can be rewritten as Table 2 provides a summary of the VAR estimation results for the rate of growth of sales and the inventory-sales ratio. In each of the first two panels, the first column is the first statistically significant lag on oil prices, the second column is the sum of the coefficients on the oil price measure, and the last column is the p − value associated to the F-test of joint significance on the oil lags. The industries have been sorted in descending order according to long-run elasticity of sales to oil prices (i.e. the sum of the coefficients on the oil shock variables in the sales equation ×100). The last panel of Table 2 reports, as measures of energy-intensity, the total and direct costs of oil and natural gas required to produce a dollar of output of the particular industry, which were computed using the 1996 annual Input-Output tables published by the BEA.
Because we are ultimately interested in the response of output at the industry-level, we use the inventory identity and the estimated impulse responses for sales growth and the inventory-sales ratio to compute the response of output. Figures 2a-2d show the cumulative impulse response of inventories, sales and output to a 10% net oil price increase. 11 The dashed lines indicate the 90% and 95% confidence bands computed using Runkle's (1989) bootstrap.
Five important features of oil price shocks dynamics at the industry level are apparent from the VAR estimation results:
• Industry-level sales decline in response to an oil price increase. The null hypothesis that all the oil price lags are equal to zero in the sales growth equation is rejected for 14 out of the 21 sectors and for all the manufacturing aggregates (see Table 2 ). An immediate and statistically significant drop in sales takes place for motor vehicles manufacturing (-2.91%), and other durable manufactures (-1.5%). By the second or third quarter, a decrease in the rate of growth of sales is apparent for oil intensive industries such as petroleum products (-1.33%), rubber and plastics 10 Note that when using chain-aggregated data, the arithmetic sum of real sales and real investment in finished goods inventories constitutes only an approximate measure of output given that the price deflators of the two series might differ (Whelan, 2000) . 11 The estimated impulse responses of sales growth and the inventory-sales ratio to a 10% net oil price increase are plotted on Figures A.1a to A.1g in the appendix. 9 (-1.58%), and stone, clay and glass products (-1.3%). After a year, significant reductions in sales occur in the remaining sectors.
• Industry-level output declines in response to an oil price increase. Significant reductions in production are observed in the first quarter for motor vehicles, in the second quarter for apparel, printing and publishing, petroleum products, rubber and plastics, lumber, fabricated metal products, other durable manufactures and the three aggregates, and in the third quarter for stone, clay and glass. A decline in the remaining industries is not evident until a year after the shock. Note that the timing of the shock and the trough for the manufacturing aggregates • Inventories usually decline at a slower pace than sales thus leading to a 'hump-shaped response of the inventory-sales ratio. The correlation between oil price changes and the inventorysales ratio is negative; the null hypothesis that all the oil price lags are equal to zero can be rejected for 11 out of the 21 sectors and for all the manufacturing aggregates. The deviation from the benchmark inventory-sales ratio (see Figures A.1a-A.1c) is largest in sectors such as chemicals, petroleum products, rubber and plastics, and primary metal products, which either use petroleum intensively as input (see the total requirements reported in Table 2 ) or have the automobile industry as an important source of demand (see demand-shifters reported in Table   3 ). For all industries, but petroleum products, inventories exhibit a procyclical behavior as they decline with the fall in sales.
• The negative effect of an oil price increase is largest for motor vehicles sales and output. The long-run elasticity of sales to oil prices is almost twice as large for motor vehicles (−0.62) than for primary metals products (−0.37), the sector with the second largest effect. Moreover, as the economic slowdown reaches a trough by the second year, the 10% increase in the price of crude oil has resulted in a 9.04% (6.42%) decline in motor vehicles manufacturing (motor vehicles manufacturing and trade).
• Significant declines in sales and production also occur in industries that are energy-intensive or for which motor vehicles constitute an important demand factor. Petroleum products, chemicals, rubber and plastics, stone, clay and glass products and apparel suffer considerable falls in sales. For all these sectors the long-run elasticity of manufacturing sales to oil prices is larger than or equal to the median across industries (−0.202) and higher than the long-run elasticity for GDP (0.063). By the second year the output fall in primary metal products, rubber and plastics, and stone, clay and glass products is equal to 5.66%, 5.08%, and 5.09%, respectively.
Unreported results show that the described dynamics are robust to different specifications of the VAR such as: (a) a near-VAR where we directly account for the non-linearity of the net oil price increase (Balke, Brown, and Yücel, 2002; Koop, Pesaran and Potter, 1999); (b) a near-VAR including a macro block (the log growth of GDP, the log growth of potential output, the log of the GDP deflator, the net oil price increase and the federal funds rate) before the industry block; (c) and a four dimensional VAR including new orders 12 in addition to inventories, sales and the net oil price increase, for production-to-stock industries. Similarly, the reported dynamics are robust to different measures of oil price shocks.
sector has resulted in lower sales and income for other sectors, and automobile sales face a second shock from these aggregate-demand consequences. The continuing fall in car production then leads the economy into a recession.
Although this account of the dynamics of an oil price shock seems intuitively plausible, one may wonder whether it be rigorously reconciled with profit maximizing behavior by firms and apparent production-cost schedules. Answering this question requires fitting and testing a model of firm behavior. In this section we use a linear-quadratic model of industry costs to analyze the effects of oil price shocks. This inventory model was first proposed by Holt, Modigliani, Muth, and Simon in 1960, and has since been studied extensively in the literature on inventory dynamics. 13 Whereas our model relies on the traditional quadratic approximation to the costs faced by the firm, we introduce two important changes.
First, we modify the setup to account for the presence of stochastic trends and comovement in inventories, sales, and production. This modification is motivated by the statistical evidence presented in section 2.2, which underlines the need to account for stochastic trends in inventories and sales. Moreover, Hamilton (2002) shows that the dominant approach (Kashyap and Wilcox, 1993) to dealing with stochastic trends -assuming that sales have a unit root and the cost shock is stationary-has one unappealing feature: marginal production costs will tend to infinity and, thus, a firm will minimize costs by letting inventory management costs go to infinity. Hence, the cointegration coefficient between inventories and sales "is determined by the optimal balancing of these two costs and the optimal rate of divergence of inventory management costs from their minimal value" (Hamilton, 2002, p.2038). Instead, Hamilton (2002) assumes that both the cost shock and sales follow a unit root process and they are themselves cointegrated. Such an assumption is motivated on the grounds that it may be technological progress that generates the upward trend in sales in general equilibrium.
Second, we use a less restrictive specification of the cost and demand disturbances than is common in applications of the linear-quadratic inventory model. In particular, we model oil price shocks as having a direct effect on sales' growth. The rationale for this modification is twofold. First, although 13 We refer the reader to West (1995) , and Ramey and West (1999) for excellent surveys.
in the linear quadratic literature energy prices are commonly modeled as an observable cost shifter, previous studies have rarely found energy prices to be statistically significant (Ramey and West, 1999) . In fact, if we estimate the linear quadratic model with relative oil prices entering linearly in the cost function, we find that the coefficient on the oil price is statistically insignificant. 14 Second, the VAR estimation results (Table 2 and Figures 2a-2d ) revealed a statistically significant effect of oil price shocks on sales. In fact, as we will see later, our more general model appears to capture well the effects of an oil price shock in that the effect of the shock appears significantly on the sales process and the implied responses are very similar to the patterns uncovered by the VAR impulse responses.
A Model of Inventory Behavior
Consider the following decision problem, similar to Hamilton (2002) 15 :
subject to:
where P t is the price of the good in period t, S t is real sales during period t, C t is the cost of production, Q t is the quantity produced during period t, H t are inventories of finished goods at the end of period t, β is the discount rate, and U ct is a stochastic shock to marginal cost of production.
The first order condition for cost minimization is derived by differentiating the objective function 14 
ct )]" and the cost u * c,t and demand v st shock are assumed to follow stationary AR(2) processes. As in Barth and Ramey (2001) we compute the relative oil price as the ratio of the oil price to the industry's price. 15 The specification here is similar to Ramey and West (1999) . However, the notation differs from that used by Ramey and West in that here production costs are given by (1/2)a 1 Q 2 t − a 1 Q t U ct + U 2 ct , whereas Ramey and West specify production costs as (1/2)a 1 Q 2 t + Q t U * ct . From the point of view of the firm, the term U 2 ct is a constant that does not affect the first-order conditions. The normalization −a1QtUct = QtU * ct only simplifies the algebra.
13
(4) with respect to H t :
Consider the case where inventories and sales have a unit root 16 and are cointegrated with cointegrating vector (1, −a 3 ), as suggested by the empirical evidence presented in Section 2.2. Further assume that the shock to the marginal cost of production, U ct , has a unit root and is cointegrated with sales so that:
where
k c is a constant term, and ε ct , has a zero mean normal distribution with variance σ 2 c . As we mentioned before, cointegration between U ct and S t can be motivated by the presence of an unobserved technology shock (an upward trend in U ct or a downward trend in U * ct ) that generates an upward trend in sales and, given the inventory accumulation equation (6) , also in production. 17 We consider the data generating process for sales of a particular industry to be given by
where ∆S t = v s,t ∼ I(0), and o t is simply the change in nominal oil prices, with no nonlinear transformation and no correction for ups and downs. In turn, the process for oil prices is given by
where, following Hamilton (2003) , z t is an exogenous variable denoting the percentage drop in the 16 Equation (6) implies that production has a unit root. 17 18 The data generating process for this instrumental variable is well described by and i.i.d. process:
The innovations ε st , ε ot , and ε zt are uncorrelated i.i.d. processes with zero mean and variance equal to σ 2 s , σ 2 o , and σ 2 z , respectively. The constant terms k s , k c , and k o are not separately identified, in that they only affect the constant term in the expression for the firm's optimal level of inventories.
Hence, without loss of generality, we can solve the firm's optimal inventory problem with all constants set to zero, and then add the constants at the final step of the maximum likelihood estimation.
The optimization problem can be stated as
subject to
vector that summarizes the information relevant for the firm's decision, u t = H t denotes the control variable, and F 0 denotes the information set at t = 0. 19 The solution to this optimization problem 18 Estimation of a model where we replace the nominal oil price change ot with the net oil price increase nopit in equation (10) and we eliminate equations (11) and (12) produces virtually identical results. This is consistent with Hamilton's (2003) finding that the fitted values of a regression of the nominal oil price change on current and lagged values of this qualitative dummy variable closely resemble the net oil price increase series. 19 A detailed description of the optimization problem in the matrix form can be found in the appendix.
15
takes the form
Note that this setup corresponds to the discounted stochastic regulator problem in section 2.3 of Anderson, Hansen, McGrattan, and Sargent (1996); thus, F can be calculated using their computational techniques.
Equation (15) -with the constant term, k h , added back in-
together with equations (9), (10), (11), and (12) constitute an observable state-space model in which (9) is the state equation and (16) plus (10) through (12) are the observation equations. Thus, after setting the discount factor β = 0.98 and the coefficient a 1 = 1, we obtain estimates of the structural
k h , σ cc , σ ss , σ oo , σ zz ) by numerically maximizing the likelihood function. 20 Having obtained the structural estimates, the Kalman filter can be used to trace the response of sales, inventories and output to an oil price innovation. The dynamic response to an oil shock can then be found by tracing out the effects on S t+j , H t+j , and Q t+j of a one-time 0.1 increase in ε ot (that is, a 10% increase in the price of crude oil).
Inventories, Oil Price Shocks, and Industry Dynamics
The model of optimal inventory behavior just described is most appropriate for the six industries identified as 'production-to-stock' (food, tobacco, apparel, chemicals, petroleum products, rubber and plastics). Nevertheless, to the extent that the so called 'production-to-order' industries hold substantial inventories of finished goods, the desire to smooth production might explain movements in inventories. Thus, although in this section we focus our discussion on the six production-to-stock industries, the motor vehicles sector, and the three manufacturing aggregates, unreported results suggest similar patterns fro the remaining (mostly durable) industries.
Inventories and Production Costs: Magnitude and Interpretation of the Cost Parameters
The usual linear-quadratic inventory model embodies two different motives for holding inventories.
The cost of adjusting production a 0 ∆Q t and the cost of producing a 1 Q t represent a production smoothing motive. That is, a firm may hold inventories because they facilitate the intertemporal allocation of production. A second motive for holding inventories is reflected in the term a 2 (H t−1 − a 3 S t ), which is the accelerator term. This term reflects the trade-off between the physical cost of holding inventories and the cost of avoiding stock outs. Yet, an important implication of assumption (8) is that now the quadratic cost is directly associated with inventory investment. Hence, with the exception that here a 0 6 = 0, the model is closer to the flexible accelerator model than the usual linear quadratic setup. As a result, larger values of a 1 imply greater output flexibility. Table 4 reports maximum likelihood estimates for the key structural parameters and associated asymptotic standard errors under the heading "Inventory model". 21 Existing parameter estimates of the linear quadratic inventory model cover a wide range (see Table 5 ), are seldom statistically significant, change with the normalization, sometimes have the wrong sign, and are often unsupportive of the underlying model (Fuhrer, Moore and Schuh, 1995; Ramey and West, 1999) . Therefore, it is important to note here that our estimates of the cost function are invariant to normalization, have the correct sign and are, in most cases, statistically significant. Interestingly, the degree of precision of the cost estimates seems to be higher for sectors where the oil price shock enters significantly in the sales process. This suggests that allowing for a more general cost structure can result in increased precision of the estimates, granted the additional variables (e.g. the oil price) are relevant.
Given our normalization (a 1 = 1), the relative magnitude of the estimates suggests output should track sales closely in response to a demand shock. Note that a 0 and a 2 are positive, statistically significant and smaller than a 1 for all sectors, with the only exception a 2 for tobacco. Furthermore, 21 See Table A .2 in the appendix for all the parameter estimates and corresponding standard errors.
when we restate our estimates of a 0 , a 2 and a 3 relative to the second derivative of the objective function (5) with respect to H t , c = ¡ 1 + 4β + β 2 ¢ a 0 + (1 + β) a 1 + βa 2 , the estimated slope of the marginal production cost is found to be positive (see the third column of Table 5 ). For roughly half of the sectors, the cost of adjustment a 0 contributes to this upward slope. Finally, estimates of a 3 are consistent with observable patterns of average inventory-sales ratios across industries and comparable with estimates obtained by other authors. For instance, a 3 is smaller for industries with lower average inventory-sales ratios such as motor vehicles (average inventory-sales ratio = 0.057), tobacco (0.141), and petroleum products (0.162) and larger for industries with higher ratios such as apparel (0.256), chemicals (0.293), and rubber and plastics (0.319). 22 As for the role of cost shocks, recall that we model the unobserved cost shock U c,t as a random walk and allow for serial correlation in the innovation v c,t . Indeed, the data seems to fit this specification.
The large value and statistical significance of θ c1 or θ c2 puts in evidence the importance of allowing for serial correlation in the unobservable cost shock, while the fact that the sum of these two coefficients is less than one supports our assumption that v ct in (8) is stationary. Note further that we reject the null that both θ c1 and θ c2 are equal to zero for apparel, motor vehicles manufacturing, manufacturing and durable manufactures (see p − value for LR test in row "Unobserved cost" of Table 4 ).
All in all, these results point towards a strong accelerator motive in all the aggregates and most of the industries. The only clear exception being tobacco where the cost of holding inventories a 2 exceeds that of adjusting production as well as the production cost. Yet, in this case the estimates are not statistically significant.
Oil Price Increases as Negative Demand Shocks
As be mentioned before, although it is common in the empirical literature to model energy prices as an observable cost shock in the linear-quadratic model, previous studies have rarely found energy prices to be statistically significant (Ramey and West, 1999) . We find similar results when we estimate a benchmark model where the relative oil price enters linearly in the cost function (see Table A .1 in the appendix). Thus, in contrast, as stated in equation (10) we model oil price shocks as a shock to the firm's demand.
Evidence of the negative effect of a rise in the price of crude oil on sales is reflected in the negative sign and statistical significance of the λ oi (i = 0, 1, ..., 4) parameters for chemicals, petroleum products, rubber and plastics, motor vehicles (with and without trade), and all the manufacturing aggregates. 23 For these industries we reject the null that all the oil price coefficients λ oi are equal to zero (see p−value for the LR test in the row "Oil price" of Table 4 ). Hence, here and in the following sections we focus our discussion on these industries.
To develop intuition about how oil price shocks are transmitted to inventories and output, we first relate the industries' estimated cost patterns with their response to a negative demand shock. A glance at Table 5 shows that we can classify the industries in two groups according to the magnitude of the inventory holding cost, a 2 , relative to the cost of adjusting production, a 0 . For instance, petroleum products, and rubber and plastics industries are more resistant to deviations from their target level of inventories, as suggested by the large value of a 2 relative to a 0 (that is, to adjust production, a 0 , is less costly than to adjust inventories, a 2 ). The estimated value of a 3 suggests that petroleum products and, rubber and plastics manufacturers reduce inventories by $8 and $20, respectively, for every $100 drop in quarterly sales. In contrast, the larger value of a 0 for chemicals suggests that the costs of adjusting production exceed those of adjusting inventories. As for the aggregates, on average, durables and total manufacturing exhibit costs of adjusting production that exceed those of holding inventories; the difference is negligible for nondurables.
With regards to the motor vehicles sector, the value of the parameter estimates differ greatly depending on whether we add retail and wholesale trade. When we estimate the model for only manufacturing firms, the costs of holding inventories (a 2 = 0.040) far exceed those of adjusting production (a 0 = 0.007) with inventories dropping $4 for every $100 drop in quarterly sales. The relationship between the cost parameters is reversed when we estimate the model using retail sales, and 23 Instead, if we estimate the benchmark linear-quadratic model with oil prices entering linearly in the cost function
, we obtain estimates of a 4 that are not statistically significant. See Table A.1 in the appendix. manufacturing plus trade inventories. The estimates for a 2 and a 0 are 0.026 and 0.288, respectively, with a $91 reduction in inventories per $100 drop in quarterly sales. This result is consistent with the fact that, on average, retail and wholesale inventories of new cars constitute about 80% of total finished goods inventories.
Even though the production smoothing motive appears to be operative in some of the industries (a 0 > 0), recall that there is evidence of a strong accelerator motive. Hence, with small positive values of a 3 and a 2 relative to a 1 , we would expect an increase in oil prices to result in a decline in sales, production cutbacks and procyclical movements in inventories. With convex production costs, the latter would be the upshot of the accelerator motive dominating the production smoothing motive. Moreover, the presence of a strong accelerator motive should also result in a persistent inventory-sales relationship.
Industry-Level Dynamics
Having examined the structural parameters of this optimizing model of firm behavior, we can now turn to the question posed at the beginning of this section. That is, can our recount of the dynamics of an oil shock be rigorously reconciled with rational behavior by firms and apparent production-cost schedules? To address this issue we use the Kalman filter to trace the impact of a one-time 10% increase in oil prices on sales, S t+j , inventories, H t+j , and output, Q t+j . We plot these structural responses in Figures 4a-4d under the heading "Inventory model" (second column). To facilitate the comparison with the VAR results, we also plot the VAR impulse response functions estimated in section 3. Among the sectors where there is evidence of a statistically significant effect of oil price shocks on sales, the structural responses of sales and output closely resemble those implied by the VAR estimates. More specifically:
• Industry-level sales decline in response to an oil price increase. This negative correlation is evidenced in the negative response of sales to the oil price shock. The negative sign and statistical significance of the oil price coefficients λ oi in the sales equation, and the likelihood ratio test results described before (see "Oil price" row in Table 4 ), provide additional evidence 20 of this relationship.
• Industry-level output declines in response to an oil price increase. A slowdown in production is apparent during the first three quarters for motor vehicles, chemicals, petroleum products, and rubber and plastics. By the end of the fourth quarter, the increase in oil prices results in considerable reductions in sales and output for all manufacturing aggregates. The magnitude of the decline in production at the trough (6 th quarter) equals 2.14%, 2.53% and 3.36% for total manufacturing, nondurables and durables, respectively.
• Inventories usually decline at a slower pace than sales thus leading to a 'hump-shaped response of the inventory-sales ratio.
This buildup is slowly worked down as inventories and sales adjust to their new steady state level. For some industries, inventories appear to exacerbate the negative effect of oil price shocks on output relative to that on sales. As we mentioned above, this pattern is consistent with a strong accelerator motive.
• The negative effect of an oil price increase is largest for motor vehicles sales and output. According to the structural responses, the production of new motor vehicles suffers a 7.2% reduction by the 4th quarter. The magnitude of the decline is more than twice as large for this industry than for rubber and plastics (1.72%), the 'production-to-stock' industry with the second largest slowdown.
• Significant declines in sales and production also occur in industries that are energy-intensive or for which motor vehicles constitute an important demand factor. For instance, after four quarters a 10% increase in oil prices leads to a decline in the production of chemicals, petroleum products, rubber and plastics, and apparel of 1.72%, 1.29%, 3.32% and 1.34%, respectively.
On the whole, the structural results are consistent with the VAR responses and suggestive of the old inventory-accelerator model of the business cycle. Consumer anxiety about oil prices leads households to abstain from purchasing new cars or to shift away from U.S.-manufactured models. In addition to the increase in oil prices, the downward shift in the demand of motor vehicles leads to a decline in the demand for other industrial goods. The firms' optimal policy response is to deviate from their target level of inventories and spread the decline in production over several quarters. In turn, the magnitude of this deviation is a function of the cost of holding inventories a 2 , the strength of the accelerator motive a 3 , and the cost of adjusting production a 0 , relative to the marginal production cost a 1 . Further, notice that this framework implies a permanent effect on the level of output, though the growth rate of output returns to normal about two years after the shock.
It is worth noting here that for all industries where oil price increases lead to a decline in sales, the response of inventories is consistent with two stylized facts documented in Ramey and West (1999) : procyclicality and persistence of inventories. First, in the wake of an oil price shock, sales fall and inventories are depleted. Second, the buildup in the inventory-sales ratio is worked down over a period of roughly two years. What leads to this procyclical movement of inventories and the persistence in the inventory-sales ratio? Here inventories move procyclicaly because (given a convex cost function, a positive cost of adjusting production a 0 > 0 and a positive production cost a 1 > 0) the accelerator motive dominates the production smoothing motive. Similarly, by allowing a strong accelerator motive the response of the inventory-sales ratio to a negative demand shock -induced by the increase in crude oil prices-is persistent.
Can Unanticipated Changes in Inventories Exacerbate the Slowdown in Eco-
nomic Activity?
Even though there are great similarities between the structural model and the VAR responses, there are also some differences worth noting. First, the structural estimates imply that firms respond immediately by reducing inventories, as both inventories and production smoothly decline to the new steady-state values. Thus, for most sectors, the structural response exhibits a larger initial decline in inventories than estimated by the VARs. For instance, for chemicals, petroleum products and non durables, the VAR responses entail some accumulation of inventories during the first quarters after the shock. Second, at the trough, the structural response of output appears to be slightly smaller than implied by the VAR estimates, especially for the manufacturing aggregates, rubber and plastics, and motor vehicles.
These differences suggest the possibility of an unanticipated and undesired accumulation of inven-22 tories, accompanied by a larger output drop in the following quarters. Yet, this scenario is ruled out by construction in the structural model. Here, the totality of the inventory response derives from the desire of the firm to balance the accelerator and the production smoothing motives, given the information available at period t.
One possibility worth considering is that the firms did not correctly anticipate the effect that oil price shocks would have on sales. For instance, consider a behavioral assumption according to which the firm uses a simple rule-of-thumb when forecasting sales and making production decisions. The reliance on this rule-of-thumb would omit factors, such as oil prices, which are believed to have only a small effect on profits (Akerlof, 2002) . It is simple to modify the above framework to allow for this possibility by using different parameters to model the process that firms assume describe sales from the data generating process considered by the econometrician. Suppose, for example, that firms use a simple rule-of-thumb in determining sales, and assume a process for ∆S t = v st of the form
In contrast with (10), here oil prices do not enter directly in the equation for sales. The firm, of course, eventually will respond to the effects of an oil price shock simply by adapting to the observed values of sales; they will simply be using (17) rather than (10) to form future forecasts.
The econometrician thus uses (17) and (10) to construct the matrix A in (14) and from this finds the implied value of F(θ c1 , θ c2 , λ * s1 , λ * s2 ). These values are then used in (16), whereas distinct values for (λ s1 , λ s2 , λ o0 , λ o1 , λ o2 , λ o3 , λ o4 ) are used in the observation equation (10) of the Kalman filter. This corresponds to an econometric perspective in which oil prices really do matter for sales (as implied by the observation equation (10)), but firms do not use this fact in making their production and inventory plans (as implied by the optimization problem's use of (17)). The parameters (θ c1 , θ c2 , λ * s1 , λ * s2 ) are inferred from the observed response of inventories to lagged inventories and sales, while the parameters (λ s1 , λ s2 , λ o1 , λ o2 , λ o3 , λ o4 ) are inferred from the response of sales growth to its own lags and oil prices.
Maximum-likelihood estimates for this modified framework are reported in Table 4 under the heading "Behavioral model". The two new parameters lead to a significant increase in the log likelihood for food, chemicals, petroleum products, total manufacturing, and nondurables. Thus, there is strong statistical evidence in favor of the view that unanticipated changes in inventories may exacerbate the negative effect of oil price shock on production.
Additional evidence that this partial rational expectations story is consistent with the observed data can be gathered by comparing the impulse response functions in Figures 4a-4d . The response functions for this modified framework are plotted in the last column of these figures under the heading "Behavioral model". Note that, for the industries where the increase in the log likelihood is statistically significant, the response of inventories and output is closer to that derived from the VAR model. More specifically, the firms' misperception regarding the role of oil prices implies a bigger initial response of sales and a more sluggish initial response of inventories to an oil price shock, consistent with the observed data. As these inventories are liquidated, they amplify the effect of the oil price shock on production.
Conclusions
A puzzling aspect of the historical correlation between oil prices and aggregate economic activity is the substantial time lag between the increase of crude oil and the slowdown in real GDP growth.
Typically, a decline in economic activity does not show up until four quarters after the shock. This paper uses disaggregated manufacturing data to inquire into the causes of this time delay.
Using a VAR framework we uncover five features of the dynamics of oil price shocks at the industrylevel: (1) oil price shocks lead to a faster slowdown in industry-level output than in aggregate GDP; (2) industry-level sales decline in response to an oil price increase; (3) the response of the inventorysales ratio is 'hump shaped' with inventories exhibiting a procyclical behavior; (4) the negative effect of an oil price increase is largest and faster for motor vehicles output; (5) significant declines in production also occur in industries that are energy-intensive or for which motor vehicles constitute an important demand factor.
The VAR analysis demonstrates the potential role of oil price shocks in understanding economic fluctuations and reveals a pattern in the response of different manufacturing industries. Moreover, the derived VAR impulse responses are consistent with our modified accelerator/linear-quadratic model of inventory behavior. Oil price increases lead to a decline in sales for motor vehicles, oil-intensive industries and industries where motor vehicles represent a demand-shifter. With convex costs and a strong accelerator motive, firms would respond to this negative demand shock by depleting inventories and curtailing production. Partly because the shock catches manufacturers by surprise and partly because of their desire to balance the accelerator and production smoothing motives, manufacturers deviate from the target level of inventories and spread the decline in output over various quarters.
By the end of the first year, further declines in production are evident across various industries thus leading the economy into a recession.
Finally, the proposed structural framework seems to have solved some of the problems with the estimation of linear-quadratic inventory models that have been commented upon in the literature. 
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Note that, with constants set to zero, the cost function in (5) can be written as:
tor that summarizes information relevant for the firm's decision, u t = H t denote the control variable, and 0 7 denote a (1 × 7) vector of zeros.
Notice further that if we collect equations inventory identity(3), the equation of motion for x t (14) can be written as
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and all elements of E(w t w 0 t ) are zero except the (4,4), (6, 6) , (8, 8) , and (12,12) elements, which are σ cc , σ ss , σ oo , and σ zz , respectively.
Then the firm's optimization problem can then be rewritten as in equations (13) and (14):
where F 0 denotes the information set at t = 0. Note: First significant coefficient denotes the first lag of the net oil price increase that is significant at a 5% level. Sum of coefficients denotes the sum of the coefficients on the lags of the net oil price increase. F-stat (p-value) denotes the p-value associated with the F-test that the lags on the net oil price increase are jointly significant. The direct and total costs are calculated using the annual Input-Output UCS: ultimate cost share of industry Y for industry Z is the labor cost ultimately originating in Y per dollar of Z's output.
--indicates unknown, less than 2%. Notes: (a) In the column definitions c = (1 +4β +β 2 )a 0 +(1+β )a 1 +βa 2 .
(b) Herrera denotes the median point estimates for all 2 and 3-digit industries, the remaining median estimates are from Table 10 in Ramey and West (1999) . 
