Abstract. We prove that if M is a properly infinite von Neumann algebra and LS(M) is the local measurable operator algebra affiliated with M, then every Jordan derivation from LS(M) into itself is continuous with respect to the local measure topology t(M). We construct an extension of a Jordan derivation from M into LS(M) up to a Jordan derivation from LS(M) into itself. Moreover, we prove that if M is a properly von Neumann algebra and A is a subalgebra of LS(M) such that M ⊂ A, then every Jordan derivation from A into LS(M) is continuous with respect to the local measure topology t(M).
Introduction
Let R be an associative ring. For an integer n ≥ 2, R is said to be n-torsionfree if na = 0 implies that a = 0 for every a in R. Recall that a ring R is prime if aRb = (0) implies that either a = 0 or b = 0 for each a and b in R; and is semiprime if aRa = (0) implies that a = 0 for every a in R. For each a and b in R, we denote by [a, b] = ab − ba.
Suppose that M is a R-bimodule. An additive mapping δ from R into M is called a derivation if δ(ab) = δ(a)b + aδ(b) for each a and b in R; δ is called a Jordan derivation if δ(a 2 ) = δ(a)a + aδ(a) for every a in R; and δ is called an inner derivation if there exists an element m in M, such that δ(a) = [m, a] for every a in R. Obviously, every derivation is a Jordan derivation and every inner derivation is a derivation. The converse is, in general, not true.
A classical result of Herstein [15] proves that every Jordan derivation on a 2-torsion-free prime ring is a derivation; in [9] , Brešar and Vukman give a brief proof of [15, Theorem 3.1] . In [12] , Cusack generalizes [15, Theorem 3.1] to 2-torsionfree semiprime rings; in [8] , Brešar gives an alternative proof of [12, Corollary 5] . Let A be a C * -algebra and M be a Banach A-bimodule, in [20] , Ringrose shows that every derivation from A into M is continuous; in [14] , Hejazian and Niknam prove that if A is commutative, then every Jordan derivation from A into M is continuous; in [16] , Johnson shows that every continuous Jordan derivation from A into M is a derivation; by Cunts [11, Corollary 1.2] and Johnson [16, Theorem 6 .3], we know that every Jordan derivation from A into M is a derivation. In [21] , Sakai proves that every derivation on a von Neumann algebra is an inner derivation.
Compare with the characterizations of derivations on Banach algebras, investigation of derivations on unbounded operator algebras begin much later.
In [22] , Segal studies the theory of noncommutative integration, and introduces various classes of non-trivial * -algebras of unbounded operators. In this paper, we mainly consider the * -algebra S(M) of all measurable operators and the * -algebra LS(M) of all locally measurable operators affiliated with a von Neumann algebra M. In [22] , Segal shows that the algebraic and topological properties of the measurable operators algebra S(M) are similar to the von Neumann algebra M. If M is a commutative von Neumann algebra, then M is * -isomorphic to the algebra L ∞ (Ω, Σ, µ) of all essentially bounded measurable complex functions on a measure space (Ω, Σ, µ); and S(M) is * -isomorphic to the algebra L 0 (Ω, Σ, µ) of all measurable almost everywhere finite complex-valued functions on (Ω, Σ, µ). In [4] , Ber, Chilin and Sukochev show that there exists a derivation on L 0 (0, 1) is not an inner derivation, and the derivation is discontinuous in the measure topology. This result means that the properties of derivations on S(M) are different from the derivations on M.
In [1, 2] , Albeverio, Ayupov and Kudaybergenov study the properties of derivations on various classes of measurable algebras. If M is a type I von Neumann algebra, in [1] , the authors prove that every derivation on LS(M) is an inner derivation if and only if it is Z(M) linear; in [2] , the authors give the decomposition form of derivations on S(M) and LS(M); they also prove that if M is a type I ∞ von Neumann algebra, then every derivation on S(M) or LS(M) is an inner derivation. If M is a properly infinite von Neumann algebra, in [5] , Ber, Chilin and Sukochev prove that every derivation on LS(M) is continuous with respect to the local measure topology t(M); and in [6] , the authors show that every derivation on LS(M) is an inner derivation.
Similar to the derivations and Jordan derivations, in [10] , M. Brešar and J. Vukman introduce the concepts of left derivations and Jordan left derivations.
Let R be a ring and M be a left R-module. A linear mapping δ from R into M is called a left derivation if δ(ab) = aδ(b) + bδ(a) for each a, b in R; and δ is called a Jordan left derivation if δ(a 2 ) = 2aδ(a) for every a in R. In [24] , Vukman shows that every Jordan left derivation from a complex semisimple Banach algebra into itself is zero. In [7] , we prove that every Jordan left derivation from a C * -algebra into its Banach left module is zero. If M is a type I n von Neumann algebra, in [2] , Albeverio, Ayupov and Kudaybergenov show that S(M) (resp. LS(M)) is * -isomorphic to a matrix algebra, by [3, Theorem 3 .1], we know that every Jordan derivation on S(M) (resp. LS(M)) is a derivation. If M is a type III von Neumann algebra, in [17] , Murator and Chilin show that S(M) = M, then every Jordan derivation on S(M) is an inner derivation.
This paper is organized as follows. In Section 2, we introduce some notations and recall the definitions of measurable operator algebras and local measurable operator algebras.
In Section 3, we prove that if M is a properly infinite von Neumann algebra, then every Jordan derivation from LS(M) into itself is continuous with respect to the local measure topology t(M).
In Section 4, we construct an extension of a Jordan derivation from M into LS(M) up to a Jordan derivation from LS(M) into itself. Moreover, we prove that if M is a properly von Neumann algebra and A is a subalgebra of LS(M) such that M ⊂ A, then every Jordan derivation from A into LS(M) is continuous with respect to the local measure topology t(M).
Preliminaries
Let H be a complex Hilbert space and B(H) be the algebra of all bounded linear operators on H. Suppose that M is a von Neumann algebra on H and
′ is the center of M, where
Denote by P(M) = {p ∈ M : p = p * = p 2 } the lattice of all projections in M and by P f in (M) the set of all finite projections in M. For each p and q in P(M), if we define the inclusion relation p ⊂ q by p ≤ q, then P(M) is a complete lattice. Suppose that {p l } l∈λ is a family of projections in M, we denote by
if {p l } l∈λ is an orthogonal family of projections in M, then we have that
Let x be a closed densely defined linear operator on H with the domain D(x), where D(x) is a linear subspace of H. x is said to be affiliated with M, denote by xηM, if u * xu = x for every unitary element u in M ′ . A closed densely defined linear operator xηM is said to be measurable with respect to M, if there exists a sequence {p n }
where N is the set of all natural numbers. Denote by S(M) the set of all measurable operators affiliated with the von Neumann algebra M.
A closed densely defined linear operator xηM is said to be locally measurable with respect to M, if there exists a sequence {z n } ∞ n=1 ⊂ P(Z(M)) such that z n ↑ 1 and z n x ∈ S(M) for every n ∈ N. Denote by LS(M) the set of all locally measurable operators affiliated with the von Neumann algebra M.
In [17] , Murator and Chilin prove that S(M) and LS(M) are both unital * -algebras and M ⊂ S(M) ⊂ LS(M); the authors also show that if M is a finite von Neumann algebra or dim(Z(M)) < ∞, then S(M) = LS(M); if M is a type III von Neumann algebra and dim(Z(M)) = ∞, then S(M) = M and LS(M) = M.
Let E be a subset of LS(M). Denote by E h and E + the sets of all self-adjoint elements and all positive elements in E, respectively. The partial order in LS(M) is defined by its cone LS + (M) and is denoted by ≤.
Suppose that x is a closed operator with a dense domain D(x) in H. Let x = u|x| be the polar decomposition of x, where |x| = (x * x) 1 2 and u is a partial isometry in B(H). Denote by l(x) = uu * the left support of x and by r(x) = u * u the right support of x, clearly, l(x) ∼ u(x). In [17] , Muratov and Chilin show that x ∈ S(M) (resp. x ∈ LS(M)) if and only if |x| ∈ S(M) (resp. |x| ∈ LS(M)) and u ∈ M. If x is a self-adjoint operator affiliated with M, then the spectral family of projections {E λ (x)} λ∈R for x belongs to M. In [17] , the authors also prove that a locally measurable operator x is measurable if and only if there exists λ > 0 such that E ⊥ λ (|x|) is a finite projection in M.
In the following, we recall the definition of the local measure topology. Let M be a commutative von Neumann algebra, in [23] , Takesaki proves that there exists a * -isomorphism from M onto the * -algebra L ∞ (Ω, Σ, µ), where µ is a measure satisfying the direct sum property. The direct sum property means that the Boolean algebra of all projections in L ∞ (Ω, Σ, µ) is total order, and for every non-zero projection p in M, there exists a non-zero projection q ≤ p with
, that is, the Hausdorff vector topology, whose base of neighborhoods of zero is given by
the measure µ for every B ∈ Σ with µ(B) < ∞, then we denote by f α t(L ∞ (Ω)) − −−−− → f . In [25] , Yeadon show the topology t(L ∞ (Ω)) dose not change if the measure µ is replaced with an equivalent measure.
If M is an arbitrary von Neumann algebra and Z(M) is the center of M, then there exists a * -isomorphism ϕ from Z(M) onto the * -algebra L ∞ (Ω, Σ, µ), where µ is a measure satisfying the direct sum property. Denote by L + (Ω, Σ, µ) the set of all measurable real-valued positive functions on (Ω, Σ, µ). In [22] , Segal shows that there exists a mapping ∆ from P(M) into L + (Ω, Σ, µ) satisfying the following conditions:
In addition, ∆ is called a dimension function on P(M) and ∆ also satisfies the following two conditions:
For arbitrary scalars ε, γ > 0 and a set B ∈ Σ, µ(B) < ∞, we let V (B, ε, γ) ={x ∈ LS(M) : there exist p ∈ P(M) and z ∈ P(Z(M) such that
where · M is the C * -norm on M. In [25] , Yeadon shows that the system of sets 
Continuity of Jordan derivations on algebras of locally measurable operators
In this section, we give a characterization of Jordan derivations on LS(M) of all locally measurable operators affiliated with a von Neumann algebra M. We show that if M is a properly infinite von Neumann algebra, then every Jordan derivation from LS(M) into itself is continuous with respect to the local measure topology t(M).
To prove the main theorem, we need the following lemmas.
Lemma 3.1. Suppose that M is a von Neumann algebra and A is a subalgebra of LS(M) such that P(Z(M)) ⊂ A. If δ is a Jordan derivation from A into LS(M), then for every a in A and every central projection z in M, we have the following two statements:
Suppose that M is a von Neumann algebra and η is a linear mapping from LS(M) into itself such that η(zx) = zη(x) for every z in P(Z(M)). Thus we can define a linear mapping η z from LS(zM) into LS(zM) by
for every y in LS(zM). By [5, Proposition 2.6], we can obtain the following result.
Theorem 3.2. [5] Suppose that M is a von Neumann algebra and {z i } i∈I is a orthogonal family of central projections such that sup i∈I z i = 1. If η is a linear mapping from LS(M) into itself such that η(z i x) = z i η(x) for every x ∈ LS(M) and every i ∈ I, then the following two statements are equivalent:
Suppose that M is a von Neumann algebra. The projection lattice P(M) is said to have a countable type, if every family of non-zero pairwise orthogonal projections in P(M) is countable.
If M is a commutative von Neumann algebra and P(M) has a countable type, then M is * -isomorphic to a * -algebra L ∞ (Ω, Σ, µ) with µ(Ω) < ∞. Hence the topology t(L ∞ (Ω)) is metrizable and has a base of neighborhoods of 0 consisting of the sets W (Ω, 1/n, 1/n), n ∈ N.
If M is a commutative von Neumann algebra and P(M) does not have a countable type. Denote by ϕ a * -isomorphism from M onto L ∞ (Ω, Σ, µ), where µ is a measure such that the direct sum property. Hence there exists a family of non-zero pairwise orthogonal projections {p i } i∈Γ ⊂ P(M) such that sup i∈Γ p i = 1 and µ(ϕ(p i )) < ∞, in particular, P(p i (Z(M))) has a countable type.
Let A be a * -subalgebra of LS(M) and δ be a Jordan derivation from A into LS(M). We can define a linear mapping δ
It is easy to show that δ * is also a Jordan derivation. A Jordan derivation δ from A into LS(M) is said to be self-adjoint if δ = δ * . Moreover, every Jordan derivation δ can be represented in the form
where Re(δ) = (δ + δ * )/2 is the real part of δ and Im(δ) = (δ − δ * )/2i is the imaginary part of δ. Obviously, Re(δ) and Im(δ) are also two Jordan derivations.
Since (LS(M), t(M)) is a topological * -algebra, we have the following result.
Lemma 3.3. Suppose that M is a von Neumann algebra and A is a subalgebra of LS(M). If δ is a Jordan derivation δ from A into LS(M), then δ is continuous with respect to the topology t(M) if and only if the self-adjoint Jordan derivations
Re(δ) and Im(δ) are continuous with respect to the topology t(M).
The following theorem is the main result in this section.
Theorem 3.4. Suppose that M is a properly infinite von Neumann algebra and δ is a Jordan derivation from LS(M) into itself. Then δ is automatically continuous with respect the local measure topology t(M).
Proof. By Lemma 3.3, we can assume that δ is a self-adjoint Jordan derivation, that is δ = δ * . Since Z(M) is a commutative von Neumann algebra, there exists an orthogonal family of central projections {z i } i∈Γ ⊂ P(Z(M)) such that sup i∈Γ z i = 1 and the Boolean algebra P(z i Z(M)) has a countable type for every i ∈ Γ. By Lemma 3.2 (2), we have that δ(z i x) = z i δ(x) for every x in LS(M) and every i in Γ, by Theorem 3.2, it is sufficient to prove that δ z i on LS(z i M) is continuous with the local measure topology t(z i M) for every i ∈ I. Thus without loss of generality, we can assume that the Boolean algebra P(Z(M)) has a countable type. It follows that the topology t(M) is metrizable, and the sets V (Ω, 1/n, 1/n), n ∈ N form a countable base of neighborhoods of 0, in particular, (LS(M), t(M)) is an F -space.
By contradiction, we suppose that δ is discontinuous with respect the local measure topology t(M). It means that there exist a sequence {a n } ⊂ LS(M) and a non-zero element a ∈ LS(M) such that a n t(M) − −− → n→∞ 0 and δ(a n )
Since (LS(M), t(M)) is a topological * -algebra and δ is a self-adjoint Jordan derivation, we can assume that a n = a * n and a = a * for every n in N. Hence a = a + − a − , where a + and a − are positive and negative parts of a in LS + (M), respectively, we can assume that a + = 0, otherwise, we replace a n with −a n . Now we select two scalars 0 < λ 1 < λ 2 such that the projection
Next we denote by x n = p a a n p a and x = p a ap a , by Lemma 3.1 (3) we have that
It is obvious that x is a positive element in M, we can select two scalars 0 < µ 1 < µ 2 such that the projection
Without loss of generality, we can assume that µ 1 = 1, then p x xp x ≥ p x , otherwise, we replace x n with x n /µ 1 , Since M is a properly infinite von Neumann algebra, there exists a sequence of non-zero pairwise orthogonal projections {p m } ∞ m=1
in M such that 
It means that the series 
In the following, we assume that the central carrier C p 0 of the projection p 0 is equal to 1, otherwise, we replace the algebra M with the algebra
. By the assumption, the Boolean algebra P(Z(M)) has a countable type, and we assume that
is the identity of the * -algebra L ∞ (Ω, Σ, µ). In this case, the countable base of neighborhoods of 0 in the topology t(M) is formed by the sets V (Ω, 1/n, 1/n), n ∈ N.
we can obtain the following four inequalities:
and
In the following fix k in N. By (3.2), we can select an index n 1 (m, k), a projection q (1) m,n ∈ P(M) and a central projection z (1) m,n ∈ P(Z(M)), such that the following three inequalities:
and ∆(z
m,n ∈ P(M) and a central projection z (2) m,n ∈ P(Z(M)), such that the following three inequalities:
for every n ≥ n 2 (m, k). By (3.4) we can select an index n 3 (m, k), a projection q
m,n ∈ P(M) and a central projection z (3) m,n ∈ P(Z(M)), such that the following three inequalities:
m,n ) (3.14)
for every n ≥ n 3 (m, k). By (3.5), we can select an index n 4 (m, k), a projection q
m,n ∈ P(M) and a central projection z (4) m,n ∈ P(Z(M)), such that the following three inequalities:
m,n . By (3.6), (3.9), (3.12) and (3.15), we have that the following four inequalities:
By (3.7), (3.10), (3.13) and (3.16), we have that
By (3.8), (3.11), (3.14), (3.17) and Condition D 6 we have that Hence by (3.22), we can obtain that
By (3.23) and Condition D 6 , we can obtain that
Moreover, by (3.18), we have that
By (3.24), (3.25) and (3.26), it follows that
is a Cauchy sequence in the F -space (LS(M), t(M)) for every k ∈ N. Hence,
Thus the series
converges in LS(M) with respect to the topology t(M). Since the involution is continuous in topology t(M) and S l,k = S * l,k , it implies that y k = y * k . Denote by 
Denote by
by (3.1), (3.28) and (3.30), we have that
By (3.24), we have that
Since p m p j = 0 when m = j and r m ≤ p m , by (3.30) we can obtain that p 0 − q
. By Condition D 6 and (3.29) we have that
By (3.28), we have that p m q
and by (3.18), we can obtain that
By Lemma 3.1 (2) and (3), we have that
Consider the following formal series: 
converges with respect to the topology τ so to some element a k ∈ M, and in addition, we have that
Next we show that
where 
Since the series
converges with respect to the topology τ so , it follows that the series
also converges with respect to this topology, in addition, we have the following equalities:
By (3.42) and (3.43), we have that
Hence, we can obtain that r m 1 (δ(y k ) − a k )r m = 0 for every m ∈ N. Suppose that r(r m 1 (δ(y k ) − a k )) is the right support of r m 1 (δ(y k ) − a k ). Hence r(r m 1 (δ(y k ) − a k )) ≤ 1 − r m for every m ∈ N. Therefore by (3.30), we have that
By (3.34) and (3.44), we have that
By (3.45) and (3.46), we know that
Next we let q 0 = inf k≥1 q (k) 0
0 ). By (3.33) and Condition D 6 , we can obtain that
by Condition D 1 , we know that z 0 (p 0 − q 0 ) is a finite projection. Moreover, by (3.45) and (3.47), we obtain that
it means that z 0 = 0. Since C p 0 = 1 and C z 0 p 0 = z 0 C p 0 = z 0 = 0, we have that z 0 p 0 = 0, and there exists n ∈ N such that z 0 p n = 0. Since z 0 p n ∼ z 0 p m , we have that z 0 p m = 0 for every m ∈ N. Hence, z 0 p 0 is an infinite projection. Since z 0 (p 0 − q 0 ) is finite, we know that z 0 q 0 is a infinite projection. By [18, Proposition 6.3.7] , we know that there exists a non-zero central projection e 0 ≤ z 0 such that e 0 q 0 is properly infinite, in particular, there exist pairwise orthogonal projections e n ≤ e 0 q 0 and e n ∼ e 0 q 0 (3.50) for every n in N. In addition,
For every n in N, the operator b n = δ(e n )e n is locally measurable, and there exists a sequence {z
Consider the central projection
Since z (n) b n ∈ S(M) and g 0 = g 0 z (n) , we have that g 0 b n ∈ S(M) for every n in N. By (3.52), we can obtain that
It implies that
By (3.51) and (3.53), it follows that Ω ϕ(g 0 C q 0 e 0 )dµ > 0, that is, g 0 C q 0 e 0 = 0 and so g 0 e 0 q 0 = 0. Since e 0 q 0 is a properly infinite projection, we have that g 0 e 0 q 0 is properly, since g 0 e n ∼ g 0 e 0 q 0 , we have that g 0 e n is a properly infinite projection for every n in N. Since
it follows that ze n is also a properly infinite projection for every 0 = z ∈ P(Z(M)) with z ≤ g 0 C q 0 e 0 . In fact, if z ′ ∈ P(Z(M)) and z ′ ze n = 0, then 0 = z ′ ze n = (z ′ zC q 0 e 0 )g 0 e n . Since the projection g 0 e n is properly infinite, we have z ′ zC q 0 e 0 )g 0 e n / ∈ P f in (M). Hence, the projection ze n is also a properly infinite projection.
We may assume that g 0 C q 0 e 0 = 1, otherwise, we replace the algebra M with the algebra g 0 C q 0 e 0 M. In this case, we also assume that b n ∈ S(M), e n ∼ q 0 , C en = 1 and ze n is a properly infinite projection for every non-zero central projection z ∈ P(Z(M)).
Since b n ∈ S(M), fixed n ∈ N, there exists a sequence {p
converges in measure µ to zero. Hence we can choose a central projection f n and a finite projection s n = p
By Condition D 6 , we have that
it means that f = 0 and by Condition D 1 , we know that f s is a finite projection. Moreover, since f ≤ f n and (1 − s) ≤ (1 − s n ), it follows that f b n (1 − s) ∈ M for every n ∈ N. Let t = f (1 − s) and g n = f (e n ∧ (1 − s)) for every n ∈ N. By (3.50), we have that g n ≤ f e n ≤ q, b n g n ∈ M and g n ≤ t (3.54) for every n ∈ N. In addition, we can obtain that
that is f e n − g n is a finite projection. Hence, for every non-zero central projection z ≤ f , we have that the projection ze n − zg n is a finite projection. Since the projection ze n is infinite, the projection zg n is also infinite, that is
for every 0 = z ∈ P(Z(M)) and every n ∈ N. Since b n t = f b n (1 − s) ∈ M, there exists an increasing sequence {l n } ⊂ N such that l n > n + 2 b n M for every n ∈ N. By (3.48) and (3.54), we have that
Hence, g n e n δ(e n )(l n + 1)y ln g n + g n (l n + 1)y ln δ(e n )e n g n M ≤ l n − n.
(3.56)
For every x = x * ∈ M, we have that
. By (3.56), it follows that g n e n δ(e n )(l n + 1)y ln g n + g n (l n + 1)y ln δ(e n )e n g n ≥ (n − l n )g n .
(3.57)
Since e n e m = 0 when n = m. By (3.48) and (3.54), we have that the series ∞ n=1 e n (l n + 1)y ln e n converges with the topology τ so to a self-adjoint operator h 0 ∈ M such that
e n (l n + 1)y ln e n M ≤ 1. By (3.49), (3.54) and (3.57), we have that ng n =l n g n + (n − l n )g n ≤g n (l n + 1)δ(y ln )g n + g n e n δ(e n )(l n + 1)y ln g n + g n (l n + 1)y ln δ(e n )e n g n =(l n + 1)(g n δ(y ln )g n + g n e n δ(e n )y ln g n + g n y ln δ(e n )e n g n ) =(l n + 1)(g n δ(y ln )g n + g n δ(e n )y ln e n g n + g n e n y ln δ(e n )g n ) =(l n + 1)g n δ(e n y ln e n )g n =(l n + 1)(δ(g n e n y ln e n g n ) − δ(g n )e n y ln e n g n − g n e n y ln e n δ(g n ))
Thus,
where {E µ (δ(h 0 ))} is the spectral family of projections for self-adjoint operator δ(h 0 ). For every n in N, by (3.58) we have that
, and by Condition D 3 , we can obatain that
for every n ≥ λ 0 +1, by Condition D 1 , we know that f 0 g n is a finite projection. By (3.55), we know that f 0 g n is an infinite projection, this leads to a contradiction.
Hence, every Jordan derivation δ from LS(M) into itself is continuous with respect the local measure topology t(M).
Extension of a Jordan derivation up to a Jordan derivation on LS(M)
In this section, we construct an extension of a Jordan derivation from a von Neumann algebra M into LS(M) up to a Jordan derivation from LS(M) into itself.
Let M be a von Neumann algebra and {z n } ∞ n=1 be a sequence of central projections in M such that z n ↑ 1. A sequence {x n } ∞ n=1 in LS(M) is called consistent with the sequence {z n } ∞ n=1 if x m z n = x n z n for each m, n ∈ N with m > n. , respectively, then we have the following two statements: (1) there exists a unique element x ∈ LS(M) such that xz n = z n x for every n ∈ N, moreover, x n t(M)
In the following we extend a Jordan derivation from S(M) into LS(M) up to a Jordan derivation from LS(M) into itself. For every x in LS(M), we can select a sequence {z n } ∞ n=1 of non-zero central projections in M such that z n ↑ 1 and xz n ∈ S(M) for every n in N, By Lemma 3.2 (2) we know that δ(xz n )z m = δ(xz n z m ) = δ(xz n z n ) = δ(xz n )z n for each m, n ∈ N with m > n. It means that the sequence {δ(xz n )} By Proposition 4.1 (2), we know thatδ(x) does not depend on a choice of a sequence {z n } ∞ n=1 ⊂ P(Z(M)). Thus the mappingδ is well-defined. Moreover, if x ∈ S(M), we let z n = 1 for every n ∈ N, thenδ(x) = δ(x). Proof. First, we prove thatδ is a linear mapping from LS(M) into itself. Suppose that x and y are two elements in LS(M), we can select two sequences {z n } ∞ n=1 and {z
is also a sequence of non-zero central projections in M such that
Similarly, we can show thatδ(λx) = λδ(x) for every λ ∈ C. Thusδ is a linear mapping from LS(M) into itself.
Next, we prove thatδ is a Jordan derivation from LS(M) into itself. Since
, and x 2 z n ∈ S(M), we have that
It means thatδ is a Jordan derivation from LS(M) into itself. Clearly,δ(x) = δ(x) for every x in S(M). Finally, we show the uniqueness of theδ. Suppose that δ 1 is also a Jordan derivation from LS(M) into itself such that δ 1 (x) = δ(x) for every x in S(M).
Let x be in LS(M), {z n } ∞ n=1 be a sequence of non-zero central projections in M such that z n ↑ 1, and xz n ∈ S(M) for every n in N. By Lemma 3.2 (2) and Proposition 4.1 (1), we have that
Next, we extend a Jordan derivation from M into LS(M) up to a Jordan derivation from S(M) into LS(M). Let x be in LS(M) and x = u|x| be the polar decomposition of x, l(x) = uu * is the left support of x and r(x) = u * u is the right support of x, clearly, l(x) ∼ u(x). Denote by s(x) = l(x) ∨ r(x).
The following lemmas will be used repeated. for every x ∈ M.
Proof. Let x be in M, we have the following three statements: by (4.3), we have that r(s(x)δ(x)s(x)) s(x). It implies that the following three inequalities:
Since δ is a Jordan derivation and by Lemma 3.1 (2) we have that
By (4.4), (4.5) and (4.6) we can obtain that
It implies that ∆(s(δ(x))) ≤ 6∆(s(x)). for every x in M.
The following result is proved by Ber, Chilin and Sukochev in [5] .
By Lemmas 4.3 and 4.4, we have the following result.
Lemma 4.5. Suppose that M is a von Neumann algebra. Let x be in S(M), {p n } ∞ n=1 , {q n } ∞ n=1 be two sequences of non-zero projections in M such that p n ↑ 1, q n ↑ 1, xp n , xq n ∈ M and p ⊥ n , q
Proof. Let m and n be in N with m > n, we have that
By Lemma 4.3, Conditions D 2 and D 3 , we can obtain that
By Lemma 4.4, we have that
It means that {δ(xp n )} ∞ n=1 is a Cauchy sequence in (LS(M), t(M)). Hence, there exists an elementδ(x) in LS(M) such that
For every n ∈ N, we have that
It follows that
By Condition D 6 we can obtain that
By Lemma 4.3, we have that
By (4.8) and (4.9), we can obtain that
By Lemma 4.5, we can extend every Jordan derivation δ from M into LS(M) up to a Jordan derivationδ from S(M) into LS(M).
For every x in S(M), there exists a sequence {p n } ∞ n=1 of non-zero projections in M such that p n ↑ 1, xp n ∈ M and p ⊥ n ∈ P f in (M) for every n in N. By Lemma 4.5, there exists an elementδ(x) in LS(M) such that
Moreover, we know that the definition ofδ(x) dose not depend on a choice of sequence {p n } ∞ n=1 , which satisfies the above properties, in particular,δ(x) = δ(x) for every x in M. Theorem 4.6. Suppose that M is a von Neumann algebra and δ is a Jordan derivation from M into LS(M). Thenδ is a unique Jordan derivation from
Proof. First, we show thatδ is a linear mapping from S(M) into LS(M). For each x and y in S(M), we can select two sequences
Denote by e n = p n ∧ q n . It is easy to show that {e n } ∞ n=1 is an increase sequence, and we have that xe n = xp n e n ∈ M, ye n = yq n e n ∈ M, and e
we can obtain that e ⊥ n ↓ 0 and e n ↑ 1. By the definition ofδ, we have that
Similarly, we can show thatδ(λx) = λδ(x) for every λ ∈ C.
Next we show thatδ is a Jordan derivation from S(M) into LS(M). By the polar decomposition x = u|x|, u * u = r(x), we have that x n = xE n (|x|) ∈ M for every n ∈ N. Denote by
(4.10)
By (4.10), we have that x 2 s n = x 2 E n (|x|)s n = xx n s n = xx n g n s n = xE n (|x|)x n g n s n = xE n (|x|)xE n (|x|)s n . (4.11)
Since g ⊥ n = r(E ⊥ n (|x|)x n ) ∼ l(E ⊥ n (|x|)x n ) ≤ E ⊥ n (|x|), we obtain that g ⊥ n E ⊥ n (|x|). Since x ∈ S(M), there exists n 0 ∈ N such that E ⊥ n (|x|) ∈ P f in (M) for every n ≥ n 0 , it follows that g ⊥ n ∈ P f in (M) for every n ≥ n 0 . Hence we have that s 
s n ≤ 1 − r(E ⊥ n+1 (|x|)x n+1 ) = g n+1 for every n ∈ N. By the inequalities s n ≤ E n (|y|) ≤ E n+1 (|y|), we have that s n ≤ s n+1 . [s n δ(xE n (|x|)xE n (|x|))s n + δ(s n )xE n (|x|)xE n (|x|)s n + s n xE n (|x|)xE n (|x|)δ(s n ) − δ(s n )x 2 s n − s n x 2 s n δ(s n )] =t(M) − lim It means thatδ is a Jordan derivation from S(M) into LS(M). Moreover, we have thatδ(x) = δ(x) for every x ∈ M. Finally, we show the uniqueness ofδ. Suppose that δ 1 is a Jordan derivation from S(M) into LS(M) such that δ 1 (y) = δ(y) for every y ∈ M.
Let y be in M, then E n (|y|) ↑ 1, yE n (|y|) ∈ M, for every n ∈ N. There exists n 1 ∈ N such that E ⊥ n (|y|) ∈ P f in (M) for every n ≥ n 1 . By Lemma 4.4, we have that E n (|y|) [δ 1 (E n (|y|)yE n (|y|)) − δ 1 (E n (|y|))yE n (|y|) − E n (|y|)yδ 1 (E n (|y|))] =t(M) − lim n→∞ [δ 1 (E n (|y|)yE n (|y|)E n (|y|)) − δ 1 (E n (|y|))yE n (|y|) − E n (|y|)yδ 1 (E n (|y|))] =t(M) − lim n→∞ [E n (|y|)δ 1 (yE n (|y|))E n (|y|) + δ 1 (E n (|y|))yE n (|y|) + E n (|y|)yE n (|y|)δ 1 (E n (|y|)) − δ 1 (E n (|y|))yE n (|y|) − E n (|y|)yδ 1 (E n (|y|))] =δ(y) + t(M) − lim n→∞ [E n (|y|)yE n (|y|)δ 1 (E n (|y|)) − E n (|y|)yδ 1 (E n (|y|))].
(4.12) Since δ(1) = 0, s(y) = s(−y) for every y ∈ LS(M), by Lemma 4.3, it follows that ∆(s((δ(E n (|y|)))) = ∆(s((δ(−E n (|y|)))) = ∆(s((δ(1 − E n (|y|)))) ≤ 6∆(E ⊥ n (|y|)) ↓ 0.
By Lemma 4.4, we obtain δ(E n (|y|)) Proof. Since M ⊂ A, the restriction δ 0 of the Jordan derivation δ on M is a well-defined Jordan derivation from M into LS(M). By Theorems 4.2 and 4.7, we know that δ A =δ is a unique Jordan derivation from LS(M) into itself such that δ A (x) = δ 0 (x) for every x in M. Next we show that δ A (a) = δ(a) for every a in A. Let a be in A, there exists a sequence {z n } ∞ n=1 ⊂ P(Z(M)), such that z n ↑ 1 and az n ∈ S(M) for every n ∈ N. By Lemma 4.1 (1), we have Similarly, we have that δ(a) = t(M) − lim n→∞ δ(az n ).
Since δ A (x) = δ 0 (x) = δ(x) for every x in M and by the proof of uniqueness of the derivationδ from Proposition 4.7, we can obtain that δ A (az n ) = δ(az n ) for every n in N, it implies that δ A (a) = δ(a) for every a in A.
By Theorems 3.4 and 4.7, we have the following corollary. 
