Abstract-In this paper we address the problem of finding gene regulatory networks from experimental DNA microarray data. As underlying mathematical model we used S-Systems, a quantitative model, which recently has found increased attention in the literature. Due to the complexity of the inference problem some researchers suggested Evolutionary Algorithms for this purpose. We introduce enhancements to this optimization process to infer the parameters of sparsely connected non-linear systems given by the observed data more reliably and precisely. Due to the limited number of available data the inferring problem is underdetermined and ambiguous. Further on, the problem often is multi-modal and therefore appropriate optimization strategies become necessary. In this paper we propose a new method, which evolves the topology as well as the parameters of the mathematical model to find the correct network. This method is compared to standard algorithms found in the literature.
I. INTRODUCTION
A number of technologies have been developed over the last few years enabling gene experiments in high-throughput set ups. These technologies include DNA microarrays, which are designed to measure gene expression levels in living cells. DNA chips allow the measurement of thousands of interactions between "A-derived molecules and genomederived probes simultaneously. Since the number of probes on a chip is in the order of ten thousands per experiment, biologists encounter an enormous amount of raw data, which is almost impractical to handle by eyes only. With this, Systems Biology has become an important field in biology, which aims at deep insights into biological systems. The main focus of current research is mainly on identification of genes that show significant changes between different experiments, or genes that can be clustered by their course of expression over time. The next step is to understand the principles of biological systems grounded on the molecular level. To provide a deep understanding of life, we have to understand not only the components of the systems but also their dependencies, interactions, and structures. A systemlevel approach is necessary if we want to incorporate large amounts of data into a comprehensive model of the structure and functions of the complex mechanisms within an organism.
Gene expression is regulated at many molecular levals starting from the DNA level to mRNA to proteins. The proteins react and interact with others and with the DNA in many ways to build transcriptional molecules, which regulate the rate of transcription of a gene. Further regulation occurs at the level of RNA processing, transport and translation into proteins, which is not fully understood today. Advanced computational methods together with high-throughput experimental technologies like DNA mays show promising results on the way to understand the regulatory mechanisms and regulatory network structures of gene expression.
COMPUTATIONAL BIOLOGY
On the computational side, several mathematical models have been applied to the problem of inferring gene regulatory networks.
The earliest models to simulate regulatory systems found in the literature are Boolean Nevertheless, we try to use the advantages of flexible mathematical models like S-Systems in our approach because they are able to represent complex structures of gene regulations. We introduce a Memetic Algorithm, which separates the inference problem into two subproblems. The first problem is to find a proper topology or structure of the network with a Genetic Algorithm (GA). In the second problem the parameters for the topology given by a GA individual are optimized with an Evolution Strategy (ES). 
INFERENCE METHOD
First, we describe the Memetic Algorithm, which optimizes the topology and the parameters followed by a description of the mathematical model used for representing the regulatory system.
A. Evolutionary Algorithms
Evolutionary Algorithms (EAs) have proven to be a powerful tool for solving complex optimization problems. The population is evolved in the optimization process mainly by crossover operations. This operation recombines the bit strings of individuals in the population with a certain probability p,. Mutation is secondarily in most applications of a GA. It is responsible to ensure that some bits are changed, thus allowing the GA to explore the complete search space even if alleles are temporarily lost due to convergence.
2) Evolution Strategies: The second type of an Evolutionary Algorithm is the Evolution Strategy. ES differ mainly from GAS in respect to the representation of solutions and the selection operators.
The selection of the individuals forming a population is deterministic as in contrast to GAS where a stochastical method is used. In case of the ( p , A)-ES selection strategy, the p best individuals from a population of X offsprings are selected to create the next pppulation. An alternative implementation is the ( p + A)-strategy, which selects the p best individuals from the population of the X offsprings joined with the old population of p parents.
The use of sophisticated mutation operators is emphasized in ES while recombination is only of lower importance.
B. Memetic Algorithm
In the current implementation we use a combination of a Genetic Algorithm for optimizing the topology together with an Evolution Strategy to locally find the best parameters for the given topology. The general principle is outlined in fig. 1 .
The procedure "eval(popu1ation)" used for evaluating the fitness for a given population of possible topologies is given schematically in fig: 2 .
The Memetic Algorithm uses a Genetic Algorithm to evolve populations of structures of possible networks. These structures are encoded as bitsets, where each bit represents the existence or absence of an interaction between genes and therefore of non-zero parameters in the mathematical model. The evaluation of the fitness of each individual within the GA population applies a local search to find suitable parameters, which is described in the next section. For evaluation of each structure suggested by the global optimizer an Evolution Strategy is used, which is suited for the parameter optimizing problem, since it is based on real values. The ES optimizes the parameters of the mathematical model used for representation of the regulatory network.
C. Fitness
For assessing the quality of the locally obtained results we use the following equation for calculation of the fitness values for the ES optimization process: where N is the total number of genes in the regulatory system, T is the number of sampling points taken from the time series and 2 and x distinguish between estimated data and experimental data. The overall problem is to minimize the fitness value f . This function has been used in several publications [IO] , [131, [211.
D. S-Systems
On an abstract level, the behavior of a cell is represented To model and to simulate regulatory networks we decided to use S-Systems since we think they are flexible enough to model important gene regulatory dependencies like feed back loops, etc. But there are altematives as listed in section 11, which will be the subject of research in future applications.
S-Systems are a type of power-law formalism, which has been suggested by Savageau [16] and can be described by a set of nonlinear differential equations: where G; , j and Hij are kinetic exponents, a; and pi are positive rate constants and N is the number of equations in the system. The equations in (eq. 2) can be seen as divided into two components: synthesizing and degrading component. The parameters of the S-System 8, 6, G, and 7-L are optimized by the local ES method to fit the given time-series data according to the fitness function (eq. I).
1V. ALGORITHM SETTINGS
To evaluate the proposed method we created two artificial gene regulatory networks, which were simulated to gain microanay expression data sets. These data sets were then to be re-engineered by our algorithm. To compare the results with established inference methods we also used a standard ES and an enhancement to a GA developed by Tominaga e f al. [21] to infer the parameters of the network as described in the following. To obtain reliable results, each example setting was repeated m = 20 times.
Standard ES.
The inference by a standard ES was performed using a (p,X)-ES with p = 10 parents and X = 50 offsprings together with a Covariance Matrix Adaptation (CMA) mutation operator (see Hansen and Ostermeier [ 5 ] ) without recombination.
Skeletalizing. The second algorithm is an extension
to a standard real-coded GA using tournament selection with a tournament group size of tgrOuP = 8, 3-Pointcrossover recombination with p , = 1.0 and a mutation probability p , = 0.1, referred to as "skeletalizing" in several The four algorithms were used to infer the underlying regulatory dependencies with the parameter settings given in The first data set represents the time dynamics of e"al".&,"S an artificial 5-dimensional regulatory system, i.e. the relationships between 5 genes, which were randomly assigned and simulated. The second example is an artificially created 5 shows the fitness courses for the different methods. As can be seen, the standard ES is not able to find a solution to the optimizing problem. Obviously, it got stuck in a local optimum without being able to escape. Both skeletalizing GAS were able to converge to relative good fitness values, with a slight advantage of the implementation using Lamarckism. It seems that both did not converge with the specified number of evaluations. Further on, the GAS started with better fitness values than the ES due to the larger size of the initial population, which increases the probability of finding a good individual i n the first steps of the optimization process. In contrast to the other methods the proposed MA converged quickly and reliably to very good fitness values, suggesting that it can achieve even better results with increased number of fitness evaluations. The MA also benefits from the advantage of the bigger population size of the GA that is used to evolve the bitsets representing different network topologies.
A . Anijkial Gene Regulatory Networks
Unfortunately, the resulting networks face a weighty problem. Looking closer at the results it becomes clear that good fitness values do not necessarily correspond to the correct network topology. The skeletalizing GA did not find the correct solutions in any of the repeated optimizing runs. Our MA found only twice the correct target system with respect to the topology and parameter values. In the remaining 18 optimization runs, systems were found, which fitted the experimental data but showed different relationships between the component genes. We will address this problem in the discussion (sect. VI). The optimization processes were performed as in the example before. Each algorithm was again terminated after a total number of fitness evaluations NmaZ = 2,000,000
) IO-dimensional network
.*I , -7. As illustrated by the fitness plot the standard ES was again not able to find a solution for the optimization problem.
Again, the ES is not able to escape a local optimum and therefore no further improvement is achieved. The advantage of the GA with Lamarckism was not as significant as in the example before. But again both seem to have the potential to reach good fitness values with a larger number of fitness evaluations. And all GAS started with better fitness value!; as in the example before. Ow proposed MA outperformed again all other methods by finding very good solutions with respect to the fitness values with a very good speed of convergence.
As before in the 5-dimensional example the problem of finding the correct target system emerged again. The resulting time courses fitted the experiment data (yielding good fitness values) but showed different dependencies and interactions between the participating genes of the regulatory network.
VI. DISCUSSION
In this paper we introduced a new method to infer gene regulatory networks from time-series microarray data. Ow method yielded far better fitness values compared to a standard ES, which was not able to find models that fit the given data in both test cases. This is due to the fact that the ES got stuck in local optima in each of the test cases. The algorithms proposed by Tominaga et al. were able to find comparably good sets of model parameters with respect to the fitness value but faced the major disadvantage of relying on large population sizes and therefore on a large number of total fitness evaluations. Our proposed algorithm performed best on the two test cases. 'This suggests that the algorithm is able to find a network structure that is either similar to the correct one or which represents a network topology with similar properties.
Additionally, our MA proved to work even in middle-sized examples. Most examples found in literature are artificial and very small, i.e. with a total number of five genes or lower. The low dimensionality of these examples is by far not relevant to biological networks where even small systems have at least 50-100 components. We showed that our method is able to handle 10 genes, restricted currently only by computational performance. Because we use a bitset representation of the topology, the algorithm reduces the total number of parameters and makes it therefore possible to infer larger systems. Future experiments on high performance computers will address large-scale systems with 100 genes or more.
Further on, the solutions found by the MA are sparse due to the preceding structure optimization. Because in nature GRNs are sparse systems the solutions of the MA represent better resemblance to biological systems than the standard ES, which resulted always in complete and thus dense matrices. Therefore, the proposed MA is better suited to infer gene regulatory systems.
Due to the large number of model parameters and the small number of data sets available, the system of equations is highly under-determine&. Therefore, multiple solutions exist, which fit the given data, but show only little resemblance with the original target system. This problem is known in literature but there are currently only few publications reflecting on this issue. Recently. the authors published a new method to incorporate data sets obtained by additional experiments [MI. In future enhancements of OUT algorithm we plan to incorporate such additional methods to identify the correct network.
VII. FUTURE WORK
In future work we also plan to include a-priori information into the inference process of real microarray data like partially known pathways or information about co-regulated genes, which can be found in literature. For better maintaining of the diversity we plan to use a cluster-based niching algorithm, which was developed in our group 1191.
Additional models for gene regulatory networks will be examined for simulation of the non-linear interaction system as listed in sect. I1 to overcome the problems with a quadratic number of model parameters of the S-System. Further on, we will continue to test our method with real micromay data in close collaboration with biological researchers at our university.
