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Abstract. A change of shares of credits portfolio is described by Markov
chain with discrete time. A credit state is determined on as an accessory
to some group of credits depending on presence of indebtedness and
its terms. We use a model with discrete time and fix the system state
through identical time intervals - once a month. It is obvious that the ma-
trix of transitive probabilities is known incompletely. Various approaches
to the matrix estimation are studied and methods of forecast the portfo-
lio risk are proposed. The portfolio risk is set as a share of problematic
loans. We propose a method to calculate necessary reserves on the base
of the considered model.
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1 Introduction
Markov chain models [1] are widely used to explain the dynamics of state changes
for different systems. Often they are used as a mathematical model for some
random physical process.
Markov chains are used in finance and economics to model a variety of dif-
ferent phenomena, including asset prices, market crashes and credit portfolio
dynamics [2,3].
If the transition probability matrix of Markov chain is known then dynamics of
the system states probabilities is completely described by a system of difference
equations. As a rule the transition probabilities are unknown and estimated
during the system evolution.
The most important indicator of a bank loan portfolio quality is a probability
of default which is closely connected with a share of the problematic loans [5,6].
A value of necessary reserves depends on quality and structure of the portfolio.
On the one hand reserves should provide low probability of default, on the other
hand they impact on profitability of the portfolio.
Let’s assume that a change of shares of credits portfolio is described by Markov
chain with discrete time. In this case the credit state is determined on as an ac-
cessory to some group of credits depending on presence of indebtedness and its
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terms. We will use a model with discrete time and fix the system state through
identical time intervals – once a month. It is proposed that the transition prob-
abilities vary a little. Thus, we consider a stable economic situation when the
transition probabilities are constant.
It is obvious that the matrix of transitive probabilities is known incompletely.
Its values are estimated using a data on changes the quality of loans (a migration
analysis of the portfolio). Criterion of a choice is accuracy of the forecast of a
share of problematic loans.
2 Mathematical Model
2.1 Dynamics of System States
We consider a system with k states, the probability that the system is in i-th
state at moment t denote by xi(t), i = 1, . . . , k. Thus the following conditions
hold:
0 ≤ xi(t) ≤ 1, x1(t) + . . .+ xk(t) = 1. (1)
The dynamics of the system states probabilities is described by the discrete
Markov chain model:
xj(t+ 1) =
k∑
i=1
pijxi(t), t = 0, 1, . . . , T, (2)
where pij is the probability of transition from state i to state j in one step.
The first-order stationary Markov model for credit transitions is somewhat
restrictive as a credit quality responds to changes in economics. Using a higher-
order Markov process or a nonstationary transition probability matrix may be
more appropriate, but in such models one should estimates too many parameters
and the requirements to statistical data increase quite substantially. Thus the
simple Markov chain is usually used in stable economic situation and with not
longer time horizon [2,3].
Let’s denote by x(t) a vector of states probabilities x(t) = {x1(t), . . . , xk(t)},
by P a matrix of the transition probabilities P = {pij} and rewrite equation (2)
in the vector form:
x(t+ 1) = Px(t), t = 0, 1, . . . , T. (3)
When the transition probability matrix P is known incompletely there is a prob-
lem to estimate x(T ). It is assumed that we have information about the number
of transitions from i-th state to j-th on t step, t = 1, . . . ,m.
2.2 Ways to Select Groups
We consider two ways of describing a credit portfolio dynamics: a regular Markov
chain in which we do not take into account repaid loans and renovation of the
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portfolio and a scheme which included ”new loan” and ”repaid loan” as possible
states of a loan. In the first way we investigate a steady-state behavior of the
loan portfolio shares, in the second way we study the profitability of loans from
delivery to its repayment.
Let us consider a fist way of describing the states of loan. For beginning we
consider a simplified scheme with three groups of loans:
1. Loans without delay, including the new ones (S1);
2. Overdue loans with 1− 65 days delay (S2);
3. Non-performing (problematic) loans (S3).
Fig. 1. Graph of the Markov chain for the simplified scheme
A graph of the system state is in Fig.1. An investigation of this scheme allows
to define the most important features of the model. As a rule risk-managers use
more detailed schemes which takes into account a number of overdue days on
a loan. For example let consider the expanded scheme with 5 groups of loans
[7]: loans without delay, including a new one; overdue loans with 1 to 35 days
delay; overdue loans with 35 to 65 days delay; more than 65 days overdue loans
(problematic loans); reconstructed loans.
In these schemes the renovation and repayment of credits are considered with-
out allocating a separate state. New credits are included into the first group
together with credits without delay.
A loan is ”reconstructed” in case it was problematic in the previous period
and a borrower has made partial payments under the credit.
In schemes with the repayments(amortization) there is the category ”repaid
credits”. The scheme on the basis of the expanded scheme of loans has 6 groups
of loans: loans without delay, including a new one; overdue loans with 1 to 35
days delay; overdue loans with 35 to 65 days delay; more than 65 days overdue
loans (problematic loans); reconstructed loans; repaid loans.
3 Estimation of Transition Probabilities
For the estimation of the probability pij one usually use the statistical data
about transitions from one state to another. Let’t denote by ni(t) the number of
individuals who are in state i in period t, and by nij(t) the number of individuals
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who were in state i in period t−1 and are in state j in period t. We can estimate
the probability pij of an individual being in state j in period t given that they
were in state i in period t− 1.
The probability of transition pij(t) from any given state i is approximated
by a proportion of individuals that started in state i and ended in state j as a
proportion of all individuals in that started in state i:
wij(t) =
nij(t)
ni(t− 1) . (4)
If the Markov chain is stationary (i.e. pij(t) ≡ pij) then one can use another
estimate:
w˜ij =
T∑
t=1
nij(t)
T−1∑
t=0
ni(t)
(5)
Using the methods described above, it is possible to estimate a transition matrix
using count data.
Anderson and Goodman [4] showed that the estimator wij given by equation
(5) is a maximum-likelihood estimator and calculated statistical moments of
random values ξij(t) = nij − pijni(t− 1).
On the t-th step ni(t−1)  ni, i = 1, . . . , k are known. The statistical moment
of wij are following [8]:
E(wij(t)) = pij , (6)
V ar(wij(t)) =
pij(1−pij)
ni
,
Cov(wij(t), wil(t)) = − pijpilni , j = l,
Cov(wij(t), wcl(t)) = 0, i = c.
(7)
Here E(ξ) is a mathematical expectation of a random value ξ, V ar(ξ) is its
variance, Cov(ξ, ζ) is a covariance between ξ and ζ.
From relations (7) follows that wij and wcl are noncorrelated if i = c.
Suppose that instead of observing the actual count of transitions from the dif-
ferent states, we only observe the aggregate proportions yi(t), which represent the
proportion of observations with the state i. The aggregate proportions yi(t) es-
timate the system state probabilities: yi(t) ≈ Nxi(t), i = 1, . . . , N , t = 1, . . . , T ,
where N is a number of all individuals.
If the time series of observations T are sufficiently long, it is possible to esti-
mate a transition matrix P from aggregate data using the least square method
[9] and its generalizations [10].
The maximum-likelihood estimates in asset prices model is used to estimate
transition matrices in credit risk modeling with a decades-old methodology that
uses aggregate proportions data [2].
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To specificate an order and a number of states in Markov chain model one
may use criteria [4], but they are based on the detailed analysis of the data such
as nijm(t), where nijm(t) is a number of individuals in state i at t − 2, in j at
t− 1 and in m at t.
4 Approaches to Estimation the Share of Problematic
Loans
We considered two ways to forecast the share of problem loans taking into ac-
count the uncertainty of the transition probabilities matrix. There are a confi-
dence estimation method and a simulation method.
4.1 Confidence Estimation
The confidence estimation method consists of two stages: construction a confi-
dence set Zα for the transition probabilities matrix based on statistical data and
relations (6)–(7) and the analysis of all possible trajectories of the system taking
into account that the probabilities are constant but uncertain.
Let’s estimate the elements of the transition probability matrix P . Denote the
confidence region for {pij = zs, i = 1, . . . , k, j = 1, . . . , k, j = i} on m-th step
by Zα ⊂ RK , s = 1, . . . ,K, K = k(k − 1).
Thus pij are the transition probabilities then Zα ⊂ Z+ ⊂ RK , where Z+ is
the set of all possible values of transition probabilities {pij , j = i}
Z+ = {zs : 0 ≤ zs ≤ 1,
K∑
s=1
zs ≤ 1} ⊂ RK .
Estimation for pii follows from the equalities
pi1 + . . .+ pik = 1, i = 1, . . . , k. (8)
In the considered model pij = zs are distributed approximately normal [4] with
mean values equal to wij  z¯s and a covariance matrix G defined by relations
(7) with substitution pij by wij .
Therefore we may use the confidence set Zα defined by joint restrictions:
Zα = {z ∈ Z+ : (z − z¯)G(z − z¯) ≤ b(α)K }, (9)
where b
(α)
K is the α-quantile of χ
2 distribution with K degrees of freedom.
The next step is to solve the state estimation problem of a multistage deter-
ministic system with uncertain matrix P :
x(t+ 1) = Px(t), t = m, . . . , T,
x(m) = x∗, P ⊂ Z.
(10)
and to find an information set
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X(t, Z) = {x ∈ Rk+ : x = (P)T−mx∗, P ∈ Z}. (11)
We may construct information sets for system (10) using approaches proposed
by Kurzanski and Tanaka [11].
This method is very time-consuming because the number of estimated ele-
ments of the matrix is large. We can perform calculations only for the scheme
with 3 groups of loans, in which only 4 probabilities should be estimated. For
schemes 2 and 3 the number of estimated probabilities are 9 and 17 respectively.
Example 1. Let us consider the estimation problem for the scheme with 3 groups
of loans (Fig.1). For this scheme the matrix of transition probabilities has a form
P =
⎛
⎝
1− p12 p12 0
p21 1− p21 − p23 p23
0 p32 1− p32
⎞
⎠ , (12)
and only 4 transition probabilities pij should be estimated. Denote them as zs,
s = 1, . . . , 4:
p12 = z1, p23 = z2, p32 = z3, p21 = z4. (13)
From a statistical data we estimate the mean values z¯s = wij , where wij defined
by (4). A covariance matrix is calculated using relations (7), where estimates wij
substituted instead of values pij :
G =
⎛
⎜⎜⎜⎝
z¯1(1−z¯1)
n1
0 0 0
0 z¯2(1−z¯2)n2 0 − z¯2z¯4n2
0 0 z¯3(1−z¯3)n3 0
0 − z¯2z¯4n2 0
z¯4(1−z¯4)
n2
⎞
⎟⎟⎟⎠ . (14)
Then find a confidence set for transition probabilities pij in ellipsoidal form (9).
For the considered scheme with 3 groups of loans we obtain
Zα = {zs ∈ R4+ : (z − z¯)G(z − z¯) ≤ b(α)4 }. (15)
Then we find an information set for system (5) for a given T = 12 using ellipsoidal
calculus [12]. Thus we get the confidence set for the portfolio shares after 12
months x(12) and for the share of problematic loans x3(12) in particularly. For
our data we obtain x3(12) ∈ [0.03; 0.152] with probability α = 0.95.
4.2 Simulation Method
This method has 4 stages:
1. We determine statistical moments (4) and (5) for the transition probabilities
based on statistical data on transitions between loan states;
2. Generate the random vector of unknown probabilities as the Gaussian vector
with the given statistical moments;
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3. Simulate the dynamics of system (2) with the large number of runs;
4. On the basis of the calculations determine the mean value and the confidence
interval for the share of problem loans.
A histogram of the predicted share of problem loans after 12 months one can see
in Fig. 2. On the base of modeling we find the expected mean of value of the share
Fig. 2. Histogram of the share of problematic loans and normal density
of problem loans after 12 month: x(t+12) = 0.09 and quantile q0.95 = 0.135, i.e.
x(t+ 12) < 0.135 with the probability α = 0.95.
This result is more precise than the confidence interval obtained by the con-
fidence estimation, because the confidence interval for the share of problematic
loans, obtained in section 4.1, depends on the form of confidence set for unknown
parameters pij and the ellipsoidal form is not optimal in this case.
5 Estimation of a Reserve
According recommendations of the International Committee [13] bank portfolio
managers should estimate a risk of the portfolio and form reserves in a proportion
of the its value.
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There are different approaches to estimate the necessary reserves. Some of
them based on probability of ”nonreconstruction” of the problematic credits.
Let’s denote by p
[t]
ij a probability of transition from the i-th state to j-th state
by t steps. It is an element of the t power of the transition probability matrix
P [t] = P t. Denote by D[t] = p
[t]
mm, where m-th state is ”problematic loans”. The
value 1−D[T ] is called a probability of reconstruction during a period T .
The value of risk for j-th group of loans is defined as
rˆj = p
[τ1]
jmD
[τ2], if j = m,
rˆm = D
[τ1].
The reserve W is equals to: W = W1rˆ1+ . . .+Wk rˆk, where Wj is a sum of loans
in j-th group.
Risk managers take different τ1 and τ2, such as 6, 12 or 24 months. The
problem is how to choose the period of transition to the problematic state and
the reconstruction period. In some approaches value of τ1 depends on j and a
period of an overdue.
We propose another approach taking into account time structure of possible
losses. Let’s define a risk of loans in j-th group as maximum of a sum of prob-
lematic loans in future for loans of this group. Thus, the risk for j-th loans group
equals
rj = max
t∈0,...,T
1
(1 + ρ)t
p
[t]
jm, (16)
where ρ is a month discount factor.
For a new loan we have
r0 = max
t∈0,...,T
1
(1 + ρ)t
p
[t]
0m. (17)
We can take into account that transition probabilities are known incompletely
and instead of (16) use its quantile:
qj(α) : P{ max
t∈0,...,T
1
(1 + ρ)t
p
[t]
jm ≤ qj(α)} ≥ α, (18)
where P(A) is a probability of a random event A. The quantile may be calculated
using the confidence approach or the simulation method (see Sect. 4).
Example 2. Let’s consider a scheme with repayment (Scheme 3) and calculate
the value of reserves for new loans using the proposed approach. Is proposed
that we may estimate statistical moments (6) of the transition probabilities pij
based on a previous data and estimates (4), (5) or their modifications.
We take a possible value of transitions probabilities matrix P = {pij},
calculate
h(t) =
1
(1 + ρ)t
p
[t]
0m, t = 0, . . . , T,
and find their maximum r0(t) which depended on matrix P .
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Fig. 3. Dependence of the discounted sum of problem loans h(t) on time
In Fig. 3 one can see changes of h(t) (the discounted sum of problem loans)
for a fixed matrix P . Values of h(t) decreasing for t ≥ 20.
We generate many times transition probabilities according normal distribution
with the given statistical moments, calculated the discounted sum of problem
loans h(t) = h(t, P ), and its maximum r0 = r0(P ), then we obtain estimates of
a mean value and quantile (18).
In Fig.4 one can see a histogram for risk estimates r0 = r0(P ). For considered
data mean value of risk r¯0 = 0.039, q0.95 = 0.065.
Fig. 4. Histogram of risk r0(P ) and normal density
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6 Conclusion
We studied the discrete Markov chain model for loan portfolio. It is proposed
that transition probabilities are unknown and estimated during the process. We
proposed methods to estimate system state probabilities in future. Obtained
results apply to forecast credit portfolio shares and to define necessary reserves.
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