In existing machine vision technology for fruit defects, the hue appears different, and the defect area is small due to the irregularity of illumination reflection from the surface incident light source, this makes it difficult to extract the defect area. Thus, we proposed an apple defect detection method based on the Fuzzy C-means Algorithm and the Nonlinear Programming Genetic Algorithm (FCM-NPGA) in combination with a multivariate image analysis. First, the image was denoised and enhanced through fractional differentiation. The noise points and edge points were removed, and the important texture information was preserved. Then, the FCM-NPGA algorithm was used to segment the suspicious defect graph. Finally, a method based on a multivariate image analysis strategy was used to detect the flaws of the apple's suspicious defect map. The application results of 2000 images showed that the overall detection accuracy was 98%. Experiments show that the apple defect detection algorithm based on FCM and NPGA combined with multi-image analysis method is effective.
I. INTRODUCTION
At present, the technology after fruit picking for surface defect detection, grading, and sorting is relatively backward in China, resulting in the low cost of fruit processing, inferior fruit quality, poor sales, and low economic benefits [1] . The economic benefits of fruit processing in China can be significantly increased by the automatic detection technology of fruit surface defects. This means that real-time computer vision technology is objective and non-destructive, making it suitable for the identification and rapid detection of surface defects in agricultural products such as apples.
Using monochromatic imaging with a band-pass or longpass filter to detect apple defects has been reported in early studies. Defects were detected by applying simple thresholding to acquire gray-scale images and computing shape features such as circularity of segmented components [2] . However, simple thresholding usually cannot yield satisfactory segmentation because the curvature of the fruit would cause the intensity of images to be distorted; the gray level of these images normally decreases from the center to the The associate editor coordinating the review of this manuscript and approving it for publication was Mustafa Servet Kiran. edge, with large variations in the size, shape, and texture of defects. In this case, a spherical grayscale transformation method was proposed by literature [3] . Defects on the fruit surface could be segmented using a single threshold, which solved the problem that the gray value of the defective part in the middle of the fruit image is higher than that of the normal part on the edge; however, it could not be segmented successfully at one time. Besides, multi-thresholding and adaptive thresholding techniques can also be used to improve defect segmentation; unfortunately, they take intensive computation time [4] . An alternative to thresholding is region-based segmentation, which finds coherent, homogeneous regions based on a similarity criterion. Particularly, in literature [5] proposed a region-based flooding algorithm to detect patchlike defects such as bruises on apples by treating apple images as geographic landscapes and the patch-like defects as catchment basins in the landscapes. Then, it was further improved by using active contour models to closely surround the defects. However, such methods cost more computation time than thresholding techniques.
With the development of multispectral, hyperspectral imaging, and other emerging optical modes, traditional monochrome imaging technology has gradually been VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ replaced by hyperspectral technology in the field of apple defect detection [6] . For example, the application of hyperspectral imaging technology to detect internal damage in a kiwifruit peel was presented by literature [7] . In their study, visible near-infrared images with spectral wavelengths ranging from 408 to 1117 nm were used to collect hyperspectral image data. Besides, a principal component analysis (PCA) was employed to extract effective bands. The experimental results demonstrated that the detection rate of damage was 85.5%. Moreover, through a PCA and a support vector machine (SVM) to construct a classification model of the degree of apple damage, literature [8] investigated the optical properties of apples damaged in different degrees in the wavelength range of 400 ∼ 1050 nm. The classification accuracy reached 92.5%. However, this method relied on sampling apple slices for detection, causing the integrity of the apples to be destroyed. Literature [9] developed a non-destructive method using X-ray CT images. The gray level thresholds of ''Jonagold,'' ''Joly Red,'' and ''Kanzi'' apples were calculated by the multi-level Otsu threshold method. The damage volume in the apple's equatorial region was automatically detected and quantified by the method. However, this method not only comes with a long detection period but it also emits radiation. Furthermore, the technology is extremely strict in security requirements and is not suitable for wide application. Literature [10] studied Jonagold apples that had been damaged within the last two hours. They applied the particle filter algorithm to the post-processing image and built a pixel-based PLS-DA model by improving the spectral signal-to-noise ratio. The recognition rate of apple damage was 96%. Moreover, literature [11] applied active infrared thermal imaging technology based on the hypothesis that internal damage and physiological imbalance of an apple led to changes in tissue thermal properties. They succeeded in identifying early damage at different depths in thermal image sequences. Unfortunately, the image resolution and contrast were low. Then, literature [12] presented a novel automatic defective apple detection method combining computer vision system with automatic lightness correction, number of defect candidates (including true defects, stem defects, and calyx defects), region counting, and weighted relevance vector machine (RVM) classifier. The experimental results illustrated that the overall detection accuracy of 160 samples was 95.63%. Besides, browning inside a Fragrant pear was detected using magnetic resonance imaging (MRI) in the study of literature [13] . Image processing was applied to separate the nucleus from the browned part in their study; the misjudged browning slice images were further analyzed. The final recognition rate was 100%. However, nuclear magnetic resonance technology has a problem of high equipment costs.
In the field of machine vision, whether the apple is damaged is determined mainly through the photograph of the apple skin defect photograph. Literature [14] detected the disease of green apples using back propagation (BP) neural network based on genetic algorithm (GA) and SVM optimization. The experimental results can reach an accuracy of 92.1%. Although good results were obtained, the process was too complicated and took a lot of time. In the research of literature [15] , the image of the apple region was obtained through morphological operations and hole filling; then, median filtering and edge detection algorithms were used to extract the shape, color, and defect features of the apple; finally, the particle swarm optimization SVM was applied to classify apples, reaching the accuracy of 92%. Literature [16] first extracted the texture features of apples such as discrete wavelet feature, the histogram of oriented gradients (HOG), Law's Texture Energy (LTE), Gray level co-occurrence matrix (GLCM), and Tamura features. Then, SVM was used to classify apples. However, the detected defect area is generally not accurate enough because of the application of image smoothing technology in the algorithm. The basis of fruit visual recognition and location is the selection of image segmentation technology, which can segment fruits from a complex background quickly, accurately, and without omission. Particularly, literature [17] first employed Oust algorithm to segment the apple defect image to determine the defect area; then, Canny edge detection algorithm and particle swarm algorithm with a lag threshold was used to detect the defect area in order to obtain apple defect features; finally, the features were inputted. Recognizing the SVM model, the experimental accuracy of 91% can be obtained. Besides, the K-means clustering segmentation algorithm combined with the convex hull theory was used by literature [18] to segment and reconstruct overlapping target fruits. Similarly, literature [19] proposed an improved Otsu maximum inter-class variance method for image segmentation based on the R-G color difference model. The accumulator, search range, and center distance were set according to the side length of the minimum circumscribed rectangle of the apple. The experimental results illustrated that the correct recognition rate was 84.7%. Based on a multi-scale visual significance improvement, literature [20] proposed a fuzzy clustering algorithm for fruit image segmentation. In their study, 50 images of 100 mature lychees and other citrus fruits were randomly selected to perform the image segmentation experiment. The results demonstrated that the average fruit segmentation rates of the mature lychees and citrus fruits were 95.56% and 93.68%, respectively. Moreover, literature [21] proposed a fruit image segmentation algorithm based on the ant colony algorithm. Although the accuracy of the algorithm was verified, whether the algorithm could meet the requirements of a mobile terminal within a specific segmentation time was not analyzed. Subsequently, literature [22] proposed an improved fuzzy clustering image segmentation method depending on artificial bee swarm optimization; this method involved optimization based on a traditional artificial bee colony. The fruit image was segmented according to the principle of a maximum membership degree. The improved image segmentation method could be used to segment fruit from the natural environment. The average segmentation time of a single image was 0.2193s; the correct segmentation rate was 90.33%. The above research results revealed that the key to the detection of fruit surface defects and the automatic classification of the fruit was to accurately segment the defective parts from the image of the fruit surface. Therefore, our predecessors have performed various meaningful discussions and proposed many defect segmentation and detection methods.
The key problem of apple surface defect identification lies in whether it can effectively be used to identify the presence, size, location, and other characteristics of apple surface defects. The extraction of those features generally relies on manual separation, which comes with high labor intensity, low productivity, and unstable sorting accuracy. As a method of image analysis [23] , multivariate image analysis has been widely used in satellite imaging, medical imaging, and micro image processing [24] . However, it is usually difficult to guarantee the accuracy of apple surface defect detection when solving specific problems in a certain field directly using multivariate statistical analysis (such as the apple surface defect detection discussed in this paper). In order to solve the above problems, we proposed a fruit surface defect detection method based on FCM-NPGA and a multiple image analysis strategy. The working principles of the method are shown in Fig. 1 . First, collected apple images had to be preprocessed. Image preprocessing covered denoising enhancements and segmentation. The image denoising enhancement algorithm based on a fractional calculus was used to remove the noise and edge points to retain important texture information. In the segmentation process, the segmentation method based on FCM-NPGA was adopted to achieve the successful segmentation of fruit skin with defects in complex patterns. The application results indicated that the FCM-NPGA method more accurately separated and segmented the defects of the apple than did the traditional FCM segmentation algorithm, which allowed us to mark the defects of the apple.
The rest of the paper is organized as follows. Section 2 introduces methods of this paper. Section 3 gives the analysis of experimental results. We make a conclusion in Section4. 
II. FRUIT DEFECT DETECTION A. DATA ACQUISITION
Image acquisition is a vital part of a defect detection system. The quality of fruit detection and sorting is determined directly by the quality of the image information acquisition. The apples used as samples in this study were purchased from a local fruit wholesale market in Changsha in August 2018. Their variety is known as Yantai, originating from the Shandong Province. The image acquisition device consisted of a Canon 5D3 digital camera and a closed lighting system, as shown in Fig. 2 . We collected images of apple scratches, cracks, crushed parts, rotted parts, and other common defective and intact images. The size of the picture was 2880×1920 px, and the format was jpeg. Although the highest pixel of the camera is 5760 × 3840, but because of the calculation needs, this article sets the pixel of the picture to 2880 × 1920.
The data set used in this study included 2000 apple pictures, of which 1200 were intact apple pictures included in the training sample set, and 800 were defective apple pictures included in the test sample set. The verification set was Ground Truth with a total of 800 samples. The camera equipment we adopted was the Canon 5D3, with the highest resolution being 5760 × 3840 px, and the storage medium being an SD card. This machine was equipped with Intel i7-cpu, 12 GB of memory. We also used a LENOVO XIAOXIN310 laptop. The algorithm software environment was opencv 3.4 + VS2017 + C + +.
To generate high-resolution images, two key conditions had to be met. First, the range of light source had to be concentrated in the range of camera shooting, the light had to be irradiated in the frontal field, and the light had to be even to avoid the generation of shadows and specular reflections. The second requirement was to reflect most of the light from the apple back into the camera. During image acquisition, the light source was placed directly in front of the apple, and the apple was placed in the camera shooting range to take a complete optical image of the apple. Subsequently, the obtained optical image was converted into a digital image. We used the image acquisition card to transmit the acquired image information to the computer, and then waited for the next apple image to process. Some of the apple images collected are shown in Fig. 3 . 
B. APPLE IMAGE PREPROCESSING 1) APPLE IMAGE DENOISING ENHANCEMENT BASED ON A FRACTIONAL CALCULUS ALGORITHM
In image analysis, input images often have several disadvantages (e.g., noise and insufficient contrast) due to different image environments for image acquisition (e.g., the brightness of light and the quality of equipment performance). Moreover, distance and focal length make the size and position of fruit in the middle of the whole image uncertain. To ensure the consistency of fruit size, position, and quality in the fruit image, the image must be preprocessed. The major aim of image enhancement and de-noising in our study was to eliminate irrelevant information in the image, remove interference and noise, recover useful information, enhance the detectability of relevant information, and minimize data to improve the reliability of feature extraction. The fractional calculus algorithm showed high accuracy and effectiveness in image processing. This algorithm could not only remove noise, but also enhance the edge detail texture information of the image. The image with noise was de-noised and enhanced synchronously. a: DEFINITION OF FRACTIONAL CALCULUS [25] When y was equal to f (t) for a function with the independent variable of t and the independent variable value range of (a, b), the fractional calculus of order v of the function f (t) was written as follows:
In Equation (1), a and b denote the range of values of the independent variable t, f(t) denotes a signal; f (t) ∈ (a, t) (a < t, a∈R, t ∈ R), v denotes a differential order; D denotes a differential or integral. Equation (1) represents the order of calculus as a fraction. When the fractional derivative of order v was a fractional derivative, It was termed as a fractional integral if v < 0. Thus, there has been no uniform time-domain expression for fractional calculus [26] .
Due to the separability of the two-dimensional Fourier transform, the backward difference of fractional derivatives in the negative x direction and negative y direction could be expressed as follows [27] :
It is common to calculate the whole image using a pixel mask with operators when fractional order differentiation is employed to process images. The first n term coefficients of the difference Equation were yielded through Equation (2), the coefficients were uniformly expressed as a function of order v as follows:
where v denotes the fractional differential order. Coefficients representing different positions in the template were k = 1 . . . n. In this study, the fractional order differential mask operation was performed on the image from eight directions. The coefficients in each direction template were denoted
In this paper, the local statistical features of the image [28] (local mean and local standard check) are introduced to perform differential and selective enhancement of the image in order to improve the efficiency and accuracy of the algorithm.
In the two-dimensional image, Q denotes the pixel point with the coordinates of (i, j); f (i, j) is the gray value of pixel point Q; W xy is a N × N square filtering template centered on Q. In accordance with the knowledge of probability theory, the local mean was defined as follows:
The local variance (local contrast) of the image was expressed as:
First, the local mean and the local standard deviation were compared with the global statistical information to define the regions that had to be enhanced from those that did not need to be enhanced. Also, the regions that had to be enhanced were processed using fractional differential masks. Since the differential order was built according to the local gradient modulus and entropy of the image, the differential order could be adaptive. Subsequently, the image denoising enhancement algorithm based on fractional calculus was employed to detect the suspicious noise points and judge the edge of the noise. The noise points were denoised through fractional integration, and the edge points were enhanced through fractional differentiation. Non-noise points and nonedge points retained their original values, allowing us to obtain important texture information. The apple image below was selected from the data set using Visual Studio 2017. The original image was processed through a gray image and then simulated; the process of enhancement and denoising is illustrated in Fig. 4 . Fig. 4 (a) is the original defect image of the apple, Fig. 4 (b) is the apple's original defect image without adding other noise (grayed), Fig. 4 (c) depicts the denoising enhancement algorithm based on fractional calculus for denoising and enhancement of noisy images, and Fig. 4 (d) depicts the edge detection after enhanced processing. Fig. 4 shows that the algorithm simultaneously denoised and enhanced the apple defect image that was used. Since the apple image in the data set was clear, edge detection was used to verify the processing to more clearly observe the effect of enhanced denoising, as shown in Fig. 4 (c) . After the denoising enhancement, the edge of the image was prominent, and the detail information was intact, which contributed to the accurate location of the defect segmentation in the next step.
Peak signal-to-noise ratio (PSNR) [29] is a significant indicator for measuring image quality. In this paper, the image quality is measured by comparing the PSNR of the images. The structures of the noise reduction image and the original image are compared by calculating the structural similarity index measurement (SSIM) [30] between them. The value range of SSIM is [0, 1]. The larger the value, the better the image quality.
As can be seen from Table 1 , the image denoising algorithm based on fractional difference has higher PSNR and SSIM compared to wavelet denoising [31] and mean filtering denoising [32] . It can be found by analyzing the data in the table that the denoising and edge-preserving capabilities based on the fractional difference algorithm are generally superior to those on the wavelet denoising and mean filter denoising.
2) A SEGMENTATION METHOD BASED ON FCM-NPGA
After denoising and enhancing the apple's original image based on the fractional calculus algorithm, the following segmentation boundary turned out to be clearer, and whether the surface defect region could be accurately segmented from the image was verified; this was the key of the main operation and success of the whole defect detection process.
The FCM algorithm [33] is an efficient method for apple surface defect segmentation. However, only the fuzzy mean algorithm is applied for apple image segmentation. The result is easily affected by noise and instability. Accordingly, the use of the fuzzy mean algorithm combined with the non-linear programming GA not only made the local details more abundant, but also ensured the global optimum. Thus, the apple image segmentation effect was more obvious.
a: FCM ALGORITHM
We assumed there was a set of original image data I of n * n = N , and the n data points were mapped to a one-dimensional space according to (6) . We set the N data samples as X = {x 1 , x 2 , . . . , x N }.
In Equation (6), i, j represents the coordinates mapped to the one-dimensional space, and n represents the pixel dimension of the original picture. When classifying things, given a value c, the data was stratified into c (2/c/N ) types, and (A 1 , A 2 , . . . , A N ) was used to represent c specific divisions. U denoted a similar classification matrix, using {v 1 , v 2 , . . . , v c }. For a given partition, µ ik was the membership of the sample (x i ) to the A k like cluster. Criterion J b was divided as follows:
where d ik = m j=1 (x ij − v kj ) 2 , and d ik is the Euclidean distance, which measures the distance between the i sample x i VOLUME 8, 2020 and the center point of the k class. In this method, an optimal partition was obtained. In image segmentation, the segmentation region was obtained, and the objective function J b reached the minimum value.
b: NPGA
Though the GA is an algorithm based on global optimization, it often ignores the local optimal solution [34] , [35] , thereby omitting some details. Thus, the idea of nonlinear programming was introduced [36] , [37] . In the FCM clustering algorithm, when the nonlinear programming was introduced to the image segmentation theory, the constraint condition of the unknown variables was that the sum of the membership values of the samples for each given class was equal to 1, expressed as follows:
In this algorithm, to minimize (7), the necessary conditions indicated in the following Equation had to be satisfied as well:
The two expressions in (9) were used to calculate the membership degree (u ik ) and the c clustering centers {v i } of sample x i for class A k , respectively. The FCM clustering algorithm employed (9) , repeatedly modifying the clustering center and classifying the data membership degree when the algorithm converged. From the above calculations, each partition center could be obtained. From the perspective of image processing, each point to the corresponding division of the degree of attribution could also be calculated. Thus, the fuzzy division was completed, and the image segmentation was also carried out simultaneously.
Usually, researchers use the concept of gradient descent to solve the final constraint problem of nonlinear programming. although we could have obtained the so-called local optimal solution at a certain interval, the search ability of the whole situation is very weak. in contrast, the ga, using selection, crossover, and mutation operators, could maximize the diversity of individuals and maximize the global search ability of the algorithm. however, the local search ability of this method is weak, and it is particularly sensitive to the initial value of the clustering center, so it can only get the sub-solution of the target, not the optimal solution. therefore, in this study, we combined the advantages of the two algorithms and set an integer, n. when the evolutionary algebra was a multiple of the integer n, we carried out the related operation of nonlinear programming; otherwise, the related steps of the ga were performed in the loop. the application of the npga not only improved the local search ability, but it also ensured the global optimal solution of the algorithm, as allowing to get a better segmented image.
c: APPLE SURFACE DEFECT SEGMENTATION BASED ON FCM-NPGA
After enhancing and denoising the apple image by fractional calculus, the geometric feature image data were generated. On that basis, the image segmentation technology based on FCM-NPGA was used for the image segmentation. In the core step of image segmentation, the design of a coding scheme in the gene and fitness function in the GA had to be considered in the segmentation algorithm (FCM-NPGA) based on FCM and NPGA algorithms.
The coding scheme used in this study was as follows: Divide n data into c-type, and use gene string a = [T 1 , . . . , T i , . . . , T n ] to represent a class of results, where the value of T i is 1, 2, . . . , c (i = 1, 2, . . . , n). When the value of T i was equal to k (1 ≤ k ≤ c), the ith data belonged to the k-class. The search space of this scheme had c n points, and we used (9) as the fitness function of the GA to carry out the relevant operation of the GA. We set N as the current evolutionary algebra and n as the set number of evolutions. For image segmentation based on the FCM and NPGA algorithms, the specific steps were as follows:
A. Apple Image Segmentation based on FCM-NPGA: a. Population initialization; b. Fitness function calculation; c. Selective crossover and variation; d. Regeneration population; e. If the number of evolutions, N, could be divided by n, go to step (g); otherwise, go to step (f); f. Non-linear programming processing; g. If the number of evolutions reached the set n, go to step 2; otherwise, go to step (b); B. Decoding and applying the optimal partition to the preprocessed apple image; Outputs the split result.
The process is shown in Fig. 5 . This paper uses the Davies-Bouldin Index (DBI) [38] indicator to determine the number of categories of clusters. Fig. 6 shows the corresponding DBI indicator when the number of categories of clusters is 3-10. It can be seen that when the number of clusters is 3, the DBI indicator is the lowest. We set the number of cluster centers to three. Fig. 7 (a) shows an enhanced denoising image of an apple. Fig. 7 (b) is the result of clustering. The imaging depicted in Fig. 7 (c) can be used for segmentation and to obtain general hierarchical information.
After denoising and edge enhancement of the apple image, the noise and some blurred regions in the image improved. Subsequently, the algorithm was employed to maximize the result of defect segmentation and determine the suspicious defect blocks, thereby facilitating the next step of defect detection processing, avoiding global scanning detection, and reducing the number of tasks, and improving the accuracy. 
C. APPLE DEFECT DETECTION BASED ON MULTIVARIATE IMAGE ANALYSIS
After segmentation, suspicious defects are identified, yet they often cannot be identified as defects. This is because the extraction of apple surface defects requires high uniformity in the light source; uneven illumination often causes false detection and missed detection of defects [39] . Multivariate image analysis refers to an image analysis method based on multivariate statistical analysis [40] , [41] . The variable number of multi-variable images can be reduced by using an intact apple image and apple surface defect image to construct a multi-variable image and analyzing and optimizing the choice of variable number. Moreover, the requirement of uniformity in the light source is low. The accuracy and reliability of defect detection are generally improved as a result. We set an image region, R, to contain N Pixels. Then, M registered images of the region were superimposed to form a multivariate image of region R. The pixels of region R were expanded in a fixed order to generate an N ×M 2−D matrixed multivariate image. Each variable of a multivariate image described the same pixel point and contained information that was relevant. The PCA [42] was conducted to process considerable relevant data, and the main information and features of multi-dimensional images were obtained through the PCA. For the M images of region R, the pixels were expanded in a fixed order to form M N− dimensional image vectors
1) MULTIVARIATE APPLE IMAGE PROCESSING BASED ON A PCA
In this paper, using PCA to analyze multivariate images, we can get the following formula:
In the above formula, E represents the error matrix obtained by PCA, X represents the original multivariate image, A represents the A principal components of PCA analysis, p a represents the principal component load vector, I represents the identity matrix, and p T a represents the transposition of the p a matrix.
In this study, several qualified sample images and tested sample images were stacked to build a multivariate image. Some elements of the kernel matrix X T X could be calculated in advance, reducing the computation of on-line detection and satisfying the real-time requirement of the detection system.
From the tested apple images, P independent intact samples of apple images were selected manually. The I si (i = 1, . . . P) served as a standard to form the apple image. The tested image of the apple image to be examined was I t . To verify whether there were surface defects in apple image. I t , the standard apple image, I si , and the tested apple image, I t , were stacked to form multiple tested apple images with P + 1 variables. The image here was expanded to the N−dimensional vector X si = [X si1 , X si2 , . . . , X siN ] T and X st = [X st1 , X st2 , . . . , X stN ] T . Then, a P + 1 multiple apple image X was built as X = [X s1 , X s2 , . . . , X sP , X t ].
By performing a PCA, the load vector p a of a principal component and the score vector T a of a principal component were yielded for multivariate image X . Surface defects and other information in the apple image could be obtained from the obtained principal component score vector, T a . By removing the first principal component (most variance information of the original image) and the last principal component (image noise), we formed the error matrix E = X (I − (p first p T first + p last p T last )).
2) EXTRACTION OF APPLE DEFECTS BASED ON Q-STATISTIC GRAPH
By processing the multivariate image data, we obtained the score vector image, T a , and the simplified error matrix, E. Thus, different statistical information could be obtained to lay the basis for surface defect extraction.
Using the error matrix E to calculate Q statistics, E was written in the form of N-row vectors as follows:
where e i (i = 1, . . . , N ) denotes the M-dimensional vector corresponding to the i-th pixel, and e i = [e i1 , e i2 , . . . , e iM ] T . The Q-statistic of multivariable image Q was an N-dimensional vector, which was computed as follows:
We expanded the order of pixels in accordance with area R. The Q-statistical image of the R region could be restored from the Q-statistic vector, Q. The Q-statistical image clearly reflected the image characteristics of the multivariate image during the test. Surface defect detection was then performed based on the Q statistic image to identify apple image features. In the Q statistic image, the defects of the surface were easy to extract using the threshold method. The threshold value could be obtained using the test statistics of multiple random intact apple samples. A multivariate image surface detection was then performed on multiple intact apple samples to generate their Q-statistical images. If the Q statistics of these good apple samples were less than a certain upper limit value, α, α would serve as the threshold of defect detection.
3) APPLE DEFECT DETECTION BASED ON MULTIVARIATE IMAGE ANALYSIS STRATEGY
In this paper, the Q statistic is used to detect the apple defect. Firstly, the maximum value α of the Q statistic is calculated according to the Q chart, and then α is used as the threshold for defect detection. When the apple defect is detected, the Q chart of the test image is subjected to binary processing and morphological filtering, and the point exceeding the threshold is detected as a defect.
The data set consisted of 2000 apple images, of which 800 were defective apple images, and 1200 were intact apple images. Apple defect detection was performed using a multiimage strategy. The steps were as follows:
Step 1: Twelve-hundred normal apple images were extracted from the data set, and 180 images were randomly selected as the standard images to construct multivariate images.
Step 2: For each of the other normal fruit images, a multivariate test image of the normal fruit sample was constructed based on 180 standard images. The upper limit value alpha was estimated from the Q-statistic images of the normal fruit samples, and alpha served as the threshold of the apple surface defect detection.
Step 3: A multivariate image was generated based on each defect image, and 180 standard images and the Q-statistic image of the tested image, was yielded using the multivariate image processing method.
Step 4: The Q statistic of the test image was processed using a threshold alpha, and the points beyond the threshold were detected as surface defects of the apple.
D. SELECTION OF DEFECT INDICATORS
To facilitate a quantitative analysis on the accuracy of the partial categorization of apple defects, the experimental results mentioned above were analyzed using four different quantitative indicators, including similarity index, over-segmentation rate, under-segmentation rate, and JS value. Meanwhile, the Ground Truth was applied as the assessment index. The indicators were defined as follows:
In the Equation, A i and B i denote Ground Truth to delineate the apple's defect region and the apple's defect region separated by algorithm, respectively. The symbol | * | represents the number of pixels contained within the region. S represents the similarity index, FPVF represents the over-segmentation rate, FNVF represents the under-segmentation rate, and JS represents the Jaccard's similarity index. Generically, a larger S value resulted in smaller FPVF and FNVF values, with the JS value increasingly approaching 1. This indicated that a higher accuracy in segmentation could be derived from segmentation results that were closer to the standard segmentation results.
III. ANALYSIS OF EXPERIMENTAL RESULTS

A. APPLE DEFECT SEGMENTATION BASED ON FCM-DPGA AND STANDARD FCM
After the low-level processing of the apple image with defects, the key problem was to detect the defective areas.
The main question and the key to success in the whole defect detection process was whether the surface defect areas could be accurately segmented from the image. In this paper, the genetic algorithm population is set to 30, and the number of iterations is 300 to approach convergence; the cross probability of 0.6 is used to accelerate convergence. Due to the strong randomness caused by mutation, in order to ensure that excellent individuals can achieve stable convergence at the same time, the mutation probability is set to 0.01.
In this study, the FCM-DPGA algorithm and the standard FCM algorithm were compared to observe the effect of apple segmentation, as shown in Fig. 8 . Fig. 8 (a)-(d) are based on the FCM-NPGA apple image segmentation graph. From Fig. 8 (a)-(d) , the segmentation effect was highly consistent with the defective part of the original picture, which showed good connectivity. As shown in Fig. 8 (c) , the apple cracks could be separated well, even when the apple surface defects were not obvious Fig. 8 (e) to 8 (h) are image defect segmentation images of the apple based on the standard FCM algorithm. Based on the results of the experimental simulation, we discovered that there was an obvious over-segmentation phenomenon in Fig. 8 (e)-(h). As the spatial relation information between image pixels was not used effectively in the segmentation of the standard FCM method, the segmented regions may not have been continuous. Because of the possibility of oversegmentation, the number of clusters in segmentation may not have been correct, and the segmentation result was different. When the image was more complex, and the segmentation effect was less than ideal, there were certain defects.
To further verify the superiority of FCM-NPGA segmentation, we conducted a statistical analysis of FCM-NPGA and the standard FCM methods. We set the identical number of iterations in the lab to 300. Fig. 9 shows the experimental results of three groups of image segmentation techniques based on the FCM-NPGA and standard FCM image segmentation technology. The standard FCM was used as the basis for the control group. In accordance with the above experimental results, we carried out a numerical analysis. To increase the visualization of the data, the numerical analysis results were intuitively expressed in a histogram. Fig. 9 shows the comparison of the global consistency error value, the probability edge index, and the information change value of the two schemes.
As shown in Fig. 9 , the segmentation method based on the FCM-NPGA basically minimized the GCE data. Compared with FCM, the data had obvious differences and were superior to the segmentation results of the standard FCM algorithm. The similarity between the experimental segmentation results and the marked standard images in the database was measured, and the PRI was obtained using a theoretical analysis with statistical mathematics. The PRI value of the algorithm used in this study was basically higher than that of the standard FCM algorithm. This indicated that the segmentation effect of this algorithm is better. VI refers to the size of the information transformation between a reference image and a segmented image. The VI value of the FCM-NPGA algorithm verified in this study was lower than that of the other methods. The segmentation method based on the FCM-NPGA tested in this study was compared with the standard FCM method, and the results showed that the FCM-NPGA had better similarity with the original image.
B. APPLE DEFECT DETECTION AND ANALYSIS BASED ON THE FCM-NPGA AND STANDARD FCM ALGORITHMS
In this study, apple defects were simultaneously detected using a multivariate image analysis method. The detection of segmented apple defect images was based on the FCM-FPGA algorithm, whereas that of the segmented apple defect map was based on the standard FCM algorithm. The effect of the two algorithms on the detection of defects in a multivariate image analysis was also observed.
The results of partial defect detection of an apple using the FCM-NPGA based segmentation algorithm are shown in Fig. 10 , (a) to (d). Because of the complexity of the fruit defect image, there had to be a better Q-statistic chart of the test image. According to the adjustment of numerous experiments, α = 32 was set. The results revealed that the FCM-NPGA-based segmentation algorithm could detect the apple defect region accurately and effectively.
The apple's partial defect detection results using the conventional standard FCM segmentation algorithm are shown in Fig. 10 , (e) to (h). The detection failed to accurately mark out the apple defects, and were also affected by the fruit light and the shadow produced by clustering, including the nondefective parts of the fruit.
In order to make the analysis of the advantages of the detection algorithm simpler and more intuitive, a ROC curve was applied to assist with the assessment of the detection performance to be delivered by the detection algorithm. The apple defect image processed using this method was recorded as A i,j , and Ground Truth was labeled as B i,j . Equations (17) and (18) indicate how sensitivity S n and specificity S p were calculated, respectively.
where M represents the number of defective pixels contained in image A i,j , N denotes the number of non-defective pixels contained in image A i,j , and " " signifies the intersection operation. The method was subjected to comparison to the defect detection results in accordance with standard FCM. Fig. 11 depicts the ROC curve. As the figure above shows, the ROC curve of this method was found to approach the upper left corner most. We also spotted that the True Positive Rate was comparatively higher and had a lower False Positive Rate. This signaled that the detection method proposed in this study was more effective in detecting the defective parts of apples. The two algorithms were compared for their respective runtimes, with the comparative results presented in Table 3 .
From the comparison of the detection results, it can be seen that the Precision, Recall, F1-score, and Accuracy of defect detection based on the standard FCM image segmentation method are low. This was because there was a defect-uneven region in the apple image detected in the experiment, which exerted a great influence on the result of defect segmentation. The FCM-CPGA we proposed extracted the segmented image and carried on the local search to guarantee its global optimal solution, which helped obtain a better flaw segmentation result. As a result, the success rate of defect detection based on the FCM-NPGA image segmentation method was greatly increased. The experimental results in Table 2 and 3 show that the surface defect detection algorithm based on FCM-NPGA effectively improved the accuracy of apple defect detection and reduced the rate of missing detection. Thus, the reliability of the algorithm was high, and the detection effect was satisfactory.
IV. CONCLUSION
With the rapid development of computer vision, the image segmentation component has been processed by several algorithms. An algorithm for processing image segmentation is also undergoing optimization. In recent years, the GA has become the focus of scholars locally and abroad. In this study, the FCM and NPGA algorithms were combined into the FCM-NPGA, which treated the objective function of the FCM algorithm as the fitness function of GA. At the same time, in order to improve the local search ability, the detailed information of the geometric feature image itself was preserved. Based on the strong local search ability of nonlinear programming, the FCM-NPGA was proposed and implemented. The experimental results showed that this method performed well in geometric feature image segmentation, and combined with the multivariate image analysis method, the overall detection accuracy of apple skin defects reached 98%.
Existing research on GA has been very extensive and mature. In this study, a NPGA was proposed to obtain better results in object optimization image segmentation. Therefore, we should further explore the application of genetic theory in all kinds of fruit image segmentation, such as in image preprocessing in the early steps of segmentation. In this study, the preprocessing of apple image denoising and enhancement based on fractional calculus algorithm was applied, and good results were obtained. The results suggested that image preprocessing is a very important component of image segmentation. Therefore, in order to obtain good segmentation results, future work should aim at various categories of different features of the image research and analysis of preprocessing methods to adapt to their characteristics. At present, the objective evaluation indexes of images are mainly supervised evaluation methods. Although more accurate and reliable results can be obtained, there must be a manually marked standard image as a comparison in the process of evaluation. In addition to specialized experimental data, it is usually difficult, and sometimes impossible, to obtain standard images. Moreover, the evaluation index of unsupervised image segmentation has thus far been a lowlevel, data-driven evaluation method based on image features. The results of the evaluation, moreover, are often inaccurate. For the work of image segmentation, it is also necessary to establish a reasonable and accurate image segmentation evaluation system. WENZHUO ZHANG was born in 1996. He received the bachelor's degree from the Central South University of Forestry and Technology, where is currently pursuing the master's degree. His main research direction of postgraduate study is forest fire prevention and graphic image processing.
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