Crowdsourcing is a popular paradigm for soliciting forecasts on future events. As people may have different forecasts, how to aggregate solicited forecasts into a single accurate prediction remains to be an important challenge, especially when no historical accuracy information is available for identifying experts. In this paper, we borrow ideas from the peer prediction literature and assess the prediction accuracy of participants using solely the collected forecasts. This approach leverages the correlations among peer reports to cross-validate each participant's forecasts and allows us to assign a "peer assessment score (PAS)" for each agent as a proxy for the agent's prediction accuracy. We identify several empirically effective methods to generate PAS and propose an aggregation framework that uses PAS to identify experts and to boost existing aggregators' prediction accuracy.
Introduction
Crowd forecasts have proved its power in many application scenarios, ranging from predicting business events (Lang et al., 2016) , forecasting geopolitical events (Friedman et al., 2018) , to recently shown results in forecasting science reproducibility (Camerer et al., 2018; Dreber et al., 2015) . The birth of several major online crowdsourcing platforms 1 has also made it relatively easy to harness this power. A companion question to soliciting crowd forecasts is how to aggregate them effectively to make more accurate forecasts.
When the principal has access to a certain number of realized events to evaluate historical performance of each forecaster, machine learning methods and weighted aggregators can be trained to generate accurate aggregated predictions. Nonetheless, for crowd forecasting systems, it is usually too costly to get a crowd of forecasters with known historical performance (as it usually takes one to several months for a forecasting question of interest to be revealed).
Without historical performance information, the common approaches to aggregate forecasts are simple mean, median, and majority voting. Recently introduced cognitive models further boost the performance via extremizing predictions (e.g., logit model (Satopää et al., 2014) ). These have been the state of the art for many single-question applications. Inference models are often built to perform aggregations (Liu et al., 2012; Oravecz et al., 2014 Oravecz et al., , 2015 across multiple questions. They mostly focus on aggregating label information (instead of predicted probabilities) and assume that the forecasts follow a certain generative model. As a result, these inference-based aggregators are not robust enough to forecasts collected under varied conditions. Furthermore, they are less intuitive and at times can be challenging for the designer to explain how a certain forecast is generated.
We aim for simple and intuitive methods that can integrate with existing aggregators universally and that that have consistently good performance. Our idea is as follows: for each forecaster, though we don't know the ground truths, we can leverage forecasts from other peer forecasters to generate a proxy that potentially positively correlates with the forecaster's true prediction accuracy. We name such evaluations as peer assessment scores (PAS). We then apply PAS into forecast aggregators via weighing more on predictions from forecasters with better PAS.
We tailor several peer prediction methods (Waggoner and Chen, 2014; Radanovic et al., 2016; Shnayder et al., 2016; Witkowski et al., 2017; Liu and Chen, 2018 ) and investigate their use as PAS. Peer prediction methods have been recently proposed and studied as reward mechanisms that uses peer reports to incentivize truthful or high-quality forecasts in the absence of ground truths. Our work can be viewed as an application of peer prediction methods in forecast aggregation.
Based on our experiments on 14 established human forecasting datasets from different projects, we identify two styles of PAS that strongly correlate with the true accuracy. One is based upon the peer prediction method, the proxy scoring rules (Witkowski et al., 2017) , and another, the surrogate scoring rules (Liu and Chen, 2018) . In addition, we show that by simply selecting top forecasters according to these two styles of PAS and applying the simple mean or logit aggregator, we can consistently and significantly improve the aggregation accuracy over various types of renowned aggregators under all of three popular accuracy metrics, Brier scoring rule (square error), log scoring rule (cross-entropy loss) and AUC-ROC.
To the best of our knowledge, our work is the first one to carry out a large scale and systematic analysis over a diverse set of data to investigate the usage of peer prediction in boosting aggregation performance. We showed the success of this approach over a variety of existing aggregators. Our work also confirms the recent findings of "superforecasters" (Mellers et al., 2015) and "a smaller but smarter crowd" (Goldstein et al., 2014) , where a subset of sophisticate forecasters from the crowd outperforms the whole crowd in forecasting. Our approach and results complement the literature by showing how this is doable without accessing historical data.
Related Work
Our idea of PAS, which aims to measure an agent's prediction accuracy in the absence of ground truth information, is derived from peer prediction methods. They are methods that reward an agent's predictions for its quality using only other peers' predictions. They include (Prelec, 2004; Miller et al., 2005; Witkowski and Parkes, 2012; Radanovic et al., 2016; Kong et al., 2016; Agarwal et al., 2017; Witkowski et al., 2017; Liu and Chen, 2018; Goel and Faltings, 2018) .
Our proposed PAS-aided aggregators belong to the forecast aggregation methods. Existing methods include aggregators that try to remove potential psychology bias in human predictions (Satopää et al., 2014; Allard et al., 2012; Ranjan and Gneiting, 2010; , and methods that use statistical inference (Liu et al., 2012; Oravecz et al., 2014; Lee and Danileiko, 2014; . Section 5.2 gives a detailed description of existing methods. drawn from a Bernoulli distribution Bern(q i ) with unknown q i ∈ [0, 1]. We denote y i the realized outcome (ground truth outcome). To illustrate, an event i could be "will the Democrats win the 2020's election?" The outcome is either "Yes" (Y i = 1), or "No" (Y i = 0). q i = 0.5 means that the Democrats has 50% chance to win, and y i = 1 means that the Democrats turned out to win the election.
Agents. Each agent, indexed by j, forecasts on a subset of events N j ⊆ N . N j could either be assigned by the crowdsourcing system or be selected by agent j itself. We denote the set of agents who forecast on event i by M i . The prediction that agent j made on event i is a probability p ij ∈ [0, 1]. In some settings, agents are only asked to make binary prediction. In this case, p ij ∈ {0, 1}. We denote p i := (p ij ) j∈M i and P := {p ij } i∈N ,j∈M i .
Forecast aggregation problem. The forecast aggregation problem is to design an aggregation function F : [0, 1] N ×M → [0, 1] N that takes predictions P from agents on all events as input, and outputs an aggregated predictionq i ∈ [0, 1] for each event i. The objective of the design is to make the aggregated predictions as accurate as possible.
Two typical (existing) aggregators we will involve are (Satopää et al., 2014) .
Other existing aggregators we will involve are the surprisingly popular algorithm (SP) F SP (P ), and the variational inference for crowdsourcing (VI) F VI (P ). They will be introduced in detial in Section 5.2.
Evaluation of prediction accuracy
The strictly proper scoring rules. Strictly proper scoring rules (Gneiting and Raftery, 2007) are standard ways to measure the accuracy of a prediction. Given a predictionq i and a ground truth outcome y i , a strictly proper scoring rule assigns the prediction an accuracy score S(q i , y i ) such that the strictly proper condition holds, i.e., ∀q i ,q i (q i = q i ),
This condition says that the expected score should be strictly minimized when the predictionq i is equal to the true happening probability q i . Strictly proper scoring rules include
• Brier score (the square error):
• log scoring rule (the cross entropy loss):
AUC-ROC. The area under the receiver operating characteristic (AUC-ROC) (Davis and Goadrich, 2006) is another popular accuracy metric, and will also be used in this paper.
Aggregation via Peer Assessment
Before introducing specific PAS that highly correlates with the true accuracy, we first present both theoretical and empirical evidence in Section 3.1 that aggregating with the accuracy information of agents, we can improve the true accuracy of resulted aggregated predictions. Then, in Section 3.2, we formalize the notion of PAS and bearing this notion in mind, we detail our general aggregation framework utilizing PAS. Last but not the least, we introduce in Section 4 the instantiations of PAS that lead to excellent aggregation performance.
Aggregation via true accuracy
We first show theoretically that weighing predictions according to the order of mean Brier scores of agents evaluated against the ground truths can improve the prediction accuracy of Mean aggregator under certain conditions. Consider the following settings: Suppose p ij = q i + j , ∀i, j. j is a zero-mean random noisy of agent j with an unknown variance σ 2 j . Denoting the mean Brier score that agent j receives over event set N j ass Brier j and denoting the non-increasing order of {s Brier j } j∈M as τ , we have the following theorem.
Theorem 1. When using a weighted mean aggregator on an event i, for any weight vector u that is not in order τ , there always exists a weight vector w in order τ that generates an aggregated prediction with a smaller expect Brier score, when |N j |, ∀j are sufficiently large. 3
Empirically, on each event, we selected a set of top agents w.r.t. the mean Brier scores they received, and then applied Mean (or Logit) only on their predictions. The resulted aggregated predictions outperform the benchmarks on a majority of the 14 datasets we tested (see Section 5.4). 4
Aggregation using PAS
In contrast to the true accuracy that is scored against the ground truth, PAS score a prediction against the predictions of other agents. Therefore, unlike the true accuracy, PAS can be computed for all crowdsourcing forecasting scenarios, with no ground truth information required. Formally, a PAS score for any event set N and agent set M is a function R : [0, 1] N ×M → [0, 1] M , which takes all predictions P from agents as input and then, output a single score s j for each agent j ∈ M. The score of each agent should reflect the average prediction accuracy of that agent.
With the notion of PAS in mind, we introduce our aggregation framework utilizing PAS. The intuition of our framework is straightforward: If we rely more on the predictions from top agents with higher accuracy indicated by PAS in the aggregation, we shall hopefully derive more accurate aggregated predictions. In general, we can incorporate PAS into the aggregation process via the following three steps:
1. Compute a PAS score s j for each agent j ∈ M.
2. Choose a weight scheme that weight agents' predictions according to the scores s j , j ∈ M.
3. Choose a base aggregator and applies the weight scheme to generate the aggregated predictions.
Each step has multiple concrete design choices, which will influence the accuracy of the final aggregated predictions and can be customized case by case. In step 1, different realizations of PAS could be possible Algorithm 1 Aggregation with peer assessment scores 1: Compute peer assessment scores (one of SSR, VIS, EMS, SPS) using all the predictions. 2: Rank agents according to their peer assessment scores. 3: For each event i, select predictions from top max(10% ·|M i |, 10) 5 agents who predicted, and run Mean or Logit aggregator on these predictions.
candidates, while we prefer one that better reflects the true accuracy. In step 2, the weight scheme, for example, can be either ranking the agents by PAS and selecting a subset of top agents to aggregate (ranking & selection), or applying a softmax function to some affine transformation of PAS such that a higher softmax value corresponds to a higher accuracy (softmax weights). In step 3, we can choose different base aggregators. We term the aggregators following this aggregation framework PAS-aided aggregators. As an example, we present in Algorithm 1 the detailed PAS-aided aggregators we tested in this paper. In step 1, we used one of four different realizations of PAS, SSR, VIS, EMS, and SPS, which are detailed in Section 4. In step 2, we chose the ranking & selection scheme rather than the softmax weights, as the former can be applied to any base aggregator and the hyper-parameter of the former, the percent of top agents selected (top max(10% ·|M i |, 10) in Algorithm 1), has an straightforward physical interpretation. In primary experiments, these two weight schemes show similar performance with best-tuned hyper-parameter. In step 3, we tested Mean and Logit as the base aggregator.
Instantiations of PAS
In this section, we mainly introduce two families of instantiations of PAS that demonstrate both strong correlation with the true accuracy and significant improvement in aggregation. One is built upon proxy scoring rules (Witkowski et al., 2017) and the other is built upon surrogate scoring rules (Liu and Chen, 2018) . We also investigated the usage of other peer prediction methods as PAS including output agreement (Waggoner and Chen, 2014) , peer truth serum (Radanovic et al., 2016) and correlated agreement (Agarwal et al., 2017) . The results on these methods are presented in Section 4 of the supplementary material.
Proxy-scoring-rule-based PAS The proxy scoring rule applies a scoring rule S to a prediction against an estimated proxyq i of the true probability q i instead of against the ground truth y i for an event i. For example, when the Brier score is used, a prediction p ij receives a score S Brier (p ij ,q i ) under the proxy scoring rule, instead of the true Brier score S Brier (p ij , y i ). In addition, the proxyq i should be estimated only from the predictions provided by agents, but not from any ground truth information. When the used scoring rule S is strictly proper (satisfying Eq. (1)) andq i is an unbiased estimate of q i , then the proxy scoring rule S(p ij ,q i ) is also strictly proper (Witkowski et al., 2017) :
which features a good metric for accuracy.
Our idea of using the proxy scoring rules as PAS is to use the off-the-shelf aggregators to obtain the proxiesq i , i ∈ N . If the aggregator we adopt is more accurate in expectation, then the proxy should be less biased and the proxy scores should be closer to the true scores. The proxy-scoring-rule-based PAS, PSR(P ; F, S), is formally presented in Algorithm 2. It scores predictions using a scoring rule S against proxiesq generated by an aggregator F on P . S and F are design choices. Finally, it assigns each agent the mean proxy score the agent receives over all the events it forecasted on. In the main content, we investigated the following three instantiations of proxy-scoring-rule-based PAS.
Algorithm 2 PSR(P ; F, S) Input: All predictions P Output: A score vector for all agents s = (s 1 , ..., s |M| )
EMS use the extremized mean predictions as the proxies in the proxy scoring rule, where F EM (P ) =
. This is exactly the same proxy scoring rule proposed and implemented in (Witkowski et al., 2017) .
• Variational-inference-aided proxy scores (VIS):
VIS use aggregated predictions generated by aggregator VI, F VI (P ), as proxies in the proxy scoring rule.
• Surprisingly-popular-algorithm-aided proxy score(SPS):
SPS utilize the output predictions of the surprisingly popular algorithm SP, F SP (P ), as the proxies. SP requires to ask agents additional information T , which will be introduced in detail in Section 5.2. In PSR, T is only used to generate the aggregated predictions of SP.
Surrogate-scoring-rule-based PAS The logic of the surrogate scoring rules is to construct a noisy signal (with known error rates) of the ground truth using all the predictions and then to use the noisy signal to score the predictions in a de-bias manner. The score w.r.t. to the noisy signal is termed the surrogate score and is an unbiased estimate of the true score. More specifically, suppose that z i is a noisy binary signal of event outcome y i with error rates e 0 := P(z i = 1|y i = 0) and e 1 := P(z i = 0|y i = 1) (e 0 + e 1 = 1). Then, an unbiased estimate S SSR of the true score w.r.t. scoring rule S can be constructed as follows
We have E z i |y i S SSR (p ij , z i ; e 0 , e 1 ) = S(p ij , y i ).
Next, we introduce how the noisy binary signal z i with error rates e 0 , e 1 is constructed in (Liu and Chen, 2018) . The surrogate scoring rule takes binary predictions of agents on all events as input, i.e., p ij ∈ {0, 1}, and assumes that • y i , ∀i have the same but unknown marginal distribution p 1 = P(y i = 1).
• For all i, j, p ij is a noisy signal of the ground truth outcome y i with unknown error rates e j,0 and e j,1 , where e j,0 := P(p ij = 1|y i = 0) and e j,1 := P(p ij = 0|y i = 1), ∀i. In addition, {p ij } j on event i are assumed to be independent conditioned on y i . For all i ∈ N , let z i be uniformly randomly chosen from predictions {p ij } j on event i. z i , ∀i have the same error rates e 0 and e 1 (e 0 = 1 M j e j,0 and e 1 = 1 M j e j,1 ) across all events. Denoting r i,1 , r i,2 , r i,3
Algorithm 3 SSR(P ; S) Input: All predictions P Output: A score vector for all agents s = (s 1 , ..., s | M|) 1: Uniformly randomly select predictions with replacement z i , r i,1 , r i,2 , r i,3 from p i for all i ∈ N . 6
the three predictions we uniformly randomly sample with replacement from all predictions on event i, we can then use Eq.
(2) ∼ (4) to estimate approximately the unknown e 0 , e 1 together with p 1 .
(
The lefthands of Eq.
(2) ∼ (4) are the theoretical probabilities of a single, a double and a triple draws of z i for each event i turning out to be all 1, respectively. The righthands are the observed real frequencies of a single, a double and a triple draws of predictions on an event turning out to be all 1. In non-trivial cases, there always exists a unique solution to these three equations while satisfies e 1 + e 0 < 1 and p 1 ∈ [0, 1]. Given this unique solution, the surrogate score for each prediction can thus be calculated, and the surrogatescoring-rule-based PAS for each agent is the mean of the surrogate scores of its predictions. The unique solution and the surrogate-scoring-rule-based PAS SSR(P ; S) are formally presented in Algorithm 3. S is a design choice. In the main content, we used the instantiation SSR(P ; S Brier ), which is abbreviated by SSR.
We'd like to emphasize the differences between proxy-scoring-rule-based and surrogate-scoring-rulebased PAS. The performance of the former highly depends on the unbiasedness of the aggregator used. If the aggregator is heavily biased on given data, the accuracy of these scores will decrease significantly. In contrast, surrogate scoring rules try to estimate the bias of noisy signals first and then remove the bias in the score estimation. In that sense, surrogate-scoring-rule-based PAS is expected to be more robust to different data. On the other hand, proxy-scoring-rule-based PAS can easily take use of any newly proposed aggregators. In Section 5.5, we show that the correlations of these PAS and the true accuracy are strong in most of the 14 datasets we tested.
Experimental results
In this section, we present a comprehensive performance study on PAS and PAS-aided aggregators over 14 human judgment datasets from renowned projects. 
Datasets
We evaluated PAS and PAS-aided aggregators on 14 datasets collected from three well-known human crowdsourcing forecasting projects and works: the Good Judgement Project (GJP), the Hybrid Forecasting Project (HFC) and some MIT behavioral studies. The 4 GJP datasets (Atanasov et al., 2016) , denoted as G1∼G4, and the 3 HFC datastes, denoted as H1∼H3, are mostly about forecasting geopolitical or economics events. The 7 MIT datasets , denoted as M1a, M1b, M1c, M2, M3, M4a, M4b, are from 7 human judgment behavioral studies and have questions on topics ranging from capital of states, to the price interval of artworks, and to some trivia knowledge. These datasets are diverse in both the populations and collection conditions, ranging from researchers in labs to workers recruited via online crowdsourcing platforms. They are also diverse in information representations. All GJP, HFC datasets and datasets M1c, M2, M3 provide probabilistic predictions for events, while datasets M1a, M1b, M4a, M4b only have yes/no binary predictions. Meanwhile, G2∼G4 and H1∼H3 contains a number of multi-choice events. Basic statistics of these datasets are presented in Table 1 . 7 Details can be found in Section 5 of the supplementary material.
Aggregation methods and benchmarks
Aggregators can be divided into single-task aggregators and multi-task aggregators. Single-task aggregators generate an aggregated prediction for an event based only on the predictions on that event, i.e., F (P ) = F 1 (p 1 ), ..., F N (p |N | ) . Most of them are designed based on psychology models, and have good performance in general. They include Mean and Logit. The surprisingly popular algorithm (SP) is a recently proposed single-task aggregator. It asks agents an additional question. Specifically, it asks each agent j to report both a vote p ij ∈ {0, 1} on event i and an estimate t ij about the percent of all other agents who votes 1 (p ij = 1, j = j). This addional question helps to fix the mis-calibration problem of traditional single-task aggregators when the majority of agents are wrong. However, it can only output binary prediction, which may give it a disadvantage when the accuracy metric favors probabilities.
SP outputs the outcome on which the actual voting rate is higher than the average of agents' estimated voting rates. Formally, we have
A multi-task aggregator utilizes predictions on all tasks to generate an aggregated prediction for each event. The logic of a multi-task aggregator is assuming that there exist some latent variables shared among different events, e.g., the accuracy of an agent in making predictions, and then running statistical inference methods to infer the latent variables as well as the outcomes of events. If the forecasting data potentially Mean Logit VI SP Mean-10 13, 0 7, 0 7, 1 5, 0 Logit-10 10, 1 10, 0 5, 0 6, 0 follows the probabilistic assumptions of their inference models, multi-task aggregators can significantly outperform single-task aggregators. These type of aggregators include variational inference for crowdsourcing (VI) (Liu et al., 2012) , culture consensus model (Oravecz et al., 2014) , cognitive hierarchy model (Oravecz et al., 2015) . In particular, aggregator VI, F VI (P ), take binary predictions on all events as inputs, then run an EM-like variational inference method to infer the happening probability of each outcome of events. These probabilities are used as the final predictions for the events. A detailed description of function F VI can be found in Section 1.1 of the supplementary material or in Section 3.2 of (Liu et al., 2012) . We choose Mean, Logit, VI and SP as benchmarks, as they are representative and widely-adopted aggregators and are also diverse in the underlying logic. 8 Note that SP only applies to the 7 MIT datasets, as others do not have the additional information required by SP.
Treatments and hype-parameters
In our experiments, we focused on four PAS, SSR, VIS, EMS, SPS, and their corresponding PAS-aidded Mean and Logit aggregators. These 8 aggregators and the unique hyper-parameter (the percent of top agents selected) are specified in Algorithm 1. The hyper-parameters of existing aggregators used as benchmarks as well as the building blocks of our aggregators are the same as what they are in the works proposing these aggregators. Same hyper-parameters are shared across all datasets.
Exp1: Aggregation with true accuracy
In this experiments, we show that by selecting top agents w.r.t. the true accuracy (mean Brier score against ground truth) and aggregating their predictions with Mean or Logit, we can significantly improve the aggregation accuracy over benchmarks on a majority of the 14 datasets (Table 2) . This result supports the possibilities of using our aggregation framework with PAS to do better aggregation.
Exp2: Correlations of PAS and true accuracy
We show the correlations between the four PAS, SSR, VIS, EMS and SPS, and the true accuracy on binary events of the 14 datasets. Mean Brier score w.r.t. the ground truth is used as true accuracy metric. The results (Fig. 1) show that each PAS we evaluated demonstrates a strong positive correlation with the true mean Brier score (with correlation coefficient ≥ 0.8) on about half of the 14 datasets and positive correlation on ≥ 3/4 of the 14 datasets. Meanwhile, there is no statistically significant negative correlation found between these PAS and the true accuracy. This results support using PAS to identify experts in crowds. 
Exp3: Smaller but smarter crowd w/o ground truth
In this section, we present a glance, on dataset G2, of the performance of PAS-aided aggregators and how the choices in each of the three steps of our aggregation framework will influence the final accuracy (Fig 2) . We varied the number of top agents selected in different PAS-aided aggregators, while applied benchmarks on all the predictions to serve as the cases where PAS is not used. Meanwhile, a Brier-score-(BS)-aided aggregator is presented to show the "in hindsight" performance we could achieve if the assessment is as accurate as if we know the ground truth.
Overall, we observed in Fig. 2 that PAS aggregators improve the accuracy of the corresponding base aggregators and outperform other benchmarks when a proper base aggregator and a proper percent of top agents are selected. In particular, the PAS-aided aggregators reach their optima when top 5%∼15% of agents are selected. These observations confirm a couple of results showing that there often exists a smaller but smarter crowd whose mean prediction outperforms that of the whole crowd ('superforecasters" (Mellers et al., 2015) and (Goldstein et al., 2014) ). We demonstrate the possibility of uncovering this small group based purely on the predictions made by the crowd.
Exp4: Performance of PAS-aided aggregators
In this section, we present the comprehensive performance comparison between our PAS-aided aggregators and benchmarks. We mainly present the results on binary events using Brier score as the accuracy metric. Similar results were observed when the log scoring rule or AUC-ROC were used as the accuracy metric (Section 2 of the supplementary material) and when multi-choice events were considered (Table 4 , and Section 3 of the supplementary material).
Overall, these PAS-aided aggregators demonstrate consistent and significant improvements in the aggregation accuracy. In particular, we have the following findings. Observation 1. The accuracy improvement of PAS-aided aggregators is consistent across 14 datasets. Table 3 shows that the mean Brier scores achieved by any PAS-aided Mean aggregators outperform either the best or the second best mean Brier scores achieved by benchmarks over at least 10 out of 14 datasets. In addition, 6 of our aggregators (excluding EMS-Logit, VIS-Logit) never underperform the worst of the benchmarks, demonstrating the robustness of our approach. In contrast, on 13 datasets the worst mean Brier scores are achieved by a benchmark (with the only exception on dataset M1c). Each of the benchmarks performs the worst on at least 2 datasets, and the mean Brier scores of our aggregators are always below 1/2 to 2/3 of the worst mean Brier scores achieved by the benchmarks.
Observation 2. The accuracy improvement of PAS-aided aggregators is statistically significant. Table 4 shows both the number of datasets an PAS-aggregator significantly outperforms a benchmark and the number of datasets an PAS-aggregator significantly underperforms a benchmark for each pair of a PAS-aggregator and a benchmark. In 16 out of total 32 pair-wise comparisons, #outperforms − #underperforms ≥ 4 (highlighted in green in Table 4 ). Meanwhile, some PAS-aided aggregators never significantly underperform some benchmarks (e.g., SSR-Mean, EMS-Mean, SPS-Mean to Logit).
Observation 3. SSR-aided and VIS-aided Mean show the best performance among all the aggregators tested.
When compared with benchmarks, on 13 out of the 14 datasets, the two PAS-aided aggregators outperform either the best or the second best mean Brier score of benchmarks. Besides, when they are not the best, their mean Brier scores' gaps are within 0.03 to the best benchmark in GJP and HFC datasets, and are within 0.12 in MIT datasets (Table 3 ). (Note that the full range of Brier score is [0, 2].) When compared to other PAS-aided aggregators, they two also have the highest number of datasets where they significantly outperform the benchmarks (Table 4 ).
Conclusion
In this paper, via extensive empirical analysis we demonstrate the possibility of using peer prediction to evaluate the prediction accuracy of agents in the absence of the ground truth. We show that the peer assess- Variational inference for crowdsourcing (VI), proposed in (Liu et al., 2012) , is a computationally efficient inference method that builds a statistical model on agents' predictions over multiple questions to infer the ground truths of these questions. To make our paper self-contained, we present a sketch of VI, which mainly follows Section 3.2 of (Liu et al., 2012) . VI consider the following statistical settings (assumptions): Agents provide binary predictions, i.e., p ij ∈ {0, 1} and have heterogeneous prediction abilities. Each agent j's prediction ability is characterized by a parameter c j , which is the correct probability of its predictions, i.e., c j = P(p ij = y i ), ∀i ∈ N j . Moreover, c j , ∀j are i.i.d. drawn from some beta distribution Beta(α, β) with an expectation no less than 0.5, i.e., E c j ∼Beta(α,β) ≥ 0.5, ∀j.
The goal of VI is to compute the marginal distribution of y i under the above statistical assumptions.
The marginal distribution is then used as the aggregated predictionq i for event i. Let δ ij = 1{p ij = y i }.
The joint posterior distribution of the agents' abilities c := (c 1 , ..., c |M| ) and the ground truth outcomes y := (y 1 , ..., y |N | ) conditioned on the predictions and hyper-parameter α, β is
Therefore, the marginal distribution of y i is P(y i |{p ij } ij , α, β) = y i =0,1,i∈N \{i} c P(c, y|{p ij } ij , α, β})dc. P(y i |{p ij } ij , α, β) is computationally hard due to the summation of all y i , i ∈ N and the integration of c j , j ∈ M. To solve this obstacle, VI adopts the mean field method. It approximates P(c, y|{p ij } ij , α, β}) with a fully factorized distribution d(c, y) = i∈N µ i (y i ) j∈M ν j (c j ) for some probability distribution function µ i , i ∈ N and ν j , j ∈ M, and determines the best d(c, y) by minimizing the the KL divergence:
(2) H(·) is the entropy function. Noting the prior distribution of q j , j ∈ M is a Beta distribution, we could derive the following mean field update using the block coordinate descent method:
where
Applying the first order approximation ln(1 + x) ≈ x with x = c j −c j c j on a j and b j , we can get a j ≈c j and b j ≈ 1 −c j and an approximate mean field update,
In our experiments, we used the two-coin model extension of VI (Liu et al., 2012) , where the prediction ability of an agent j is characterized by two parameters c j,0 and c j,1 with c j,0 := P(p ij = 0|y i = 0) and c j,1 := P(p ij = 1|y i = 1). Consequently, the approximate mean field update is
Updating
2 Peer-assessment-score-aided (PAS-aided) Aggregators under Different Accuracy Metrics
In this section, we introduce how to customize our PAS-aided aggregators to different accuracy metrics. In particular, we present the examples of the customization when the log scoring rule or AUC-ROC is used as the accuracy metric to evaluate the aggregated predictions. We also present the experimental results under these two metrics. The results show that our PAS-aided aggregators still achieve consistent advantage over existing aggregators under these two metrics.
Using log scoring rules as the accuracy metric
Like the Brier score, the log scoring rules, S log (q i , y i ) = −y i log(q i ) − (1 − y i ) log(1 −q i ), are also strictly proper scoring rules that apply to a single prediction. Therefore, we can directly use S log as S in all of our proposed PAS-aided aggregators. Consequently, our proxy-scoring-rule-based PAS are still strictly proper if the proxies used are unbiased, and the surrogate-scoring-rule-based PAS are also unbiased w.r.t. the true log scores. While, the consequent PAS-aided aggregators should be expected to have better performance under the log scoring rules than the PAS-aided aggregators using Brier score as S. One thing to note is that the log scoring rules are unbounded. A entirely wrong prediction will receive a infinity large score, i.e., S log (1, 0) = S log (0, 1) = +∞, which is not well-defined. Therefore, we change any prediction p ij = 1 to p ij = 0.99 and any prediction p ij = 0 to p ij = 0.01. The experimental results are shown in Table 5 , Table 6 and Table 9 (for multi-choice events). The accuracy metric is the mean log scoring rule, and our aggregators uses S log as the component S. The three general results we observed in Section 5.7 of the main content.
Using AUC-ROC as the accuracy metric
It is not straightforward to construct a PAS-aided aggregators that are customized to AUC-ROC as the accuracy metric. Because, AUC-ROC is not a strictly proper scoring rule, the properness property of the proxy scoring rule and the unbiasedness property of the surrogate scoring do not hold if we directly use AUC-ROC as S in our aggregators.
However, AUC-ROC is closely related to to the rank-sum scoring rule, which is a strictly proper scoring rule (Parry et al., 2016) that only work for multiple predictions. The rank-sum scoring rule takes predictions of an agent and the ground truths on multiple binary events as input and outputs a single score. Let The two-sided paired t-test for the mean log score of each pair of a PAS-aided aggregator and a benchmark. The first integer in each cell represents the number of datasets where the PAS-aided aggregator achieves the significantly smaller mean log score (with p-value<0.05), while the second integer in each cell indicates the number of datasets where the benchmark achieves the significantly smaller mean log score. The cells, on binary events, where the first number exceeds the second number by at least 4 are highlighted in green.
The rank-sum scoring rule is
Let N j,0 be the number of events that agent j answered while the event outcome is 0, and let N j,1 be the number of events that agent j answered while the event outcome is 1. Let AUC(p j , {y i } i∈N j ) be the AUC-ROC of agent j's predictions p j . We have that (Parry et al., 2016) 
Therefore, when N j,0 , N j,1 are fixed, AUC-ROC is an affine transformation of the rank-sum scoring rule. However, without any ground truth information, we cannot get N j,0 N j,1 . Instead, we use |N j | 2 /4 as an approximation to N j,0 N j,1 . Now, we can use 4 |N j | 2 S rank (p j , {y i } i∈N j ) as S in the PAS-aided aggregators. These aggregators are expected to have better performance than the aggregators using Brier score as S, when of the input data does not increase. For example, we need more parameters to model the error rates of predictions of an agent in VI and in surrogate scoring rules. In contrast, the number of events with the 3 or more same number of outcomes is smaller than the number of binary events in most of the existing datasets or application scenarios. Therefore, if we use these extended methods on multi-choice events, the estimates of the latent variables may be more noisy, leading to more noisy aggregated predictions.
An alternative and more practical way to address the multi-choice event settings is to apply directly the peer assessment scores of agents derived on binary events into the aggregation of multi-choice-event predictions. In both GJP and HFC projects, agents face both binary events and multi-choice events. Therefore, we can apply this approach on datasets of these two projects. Note that we still do not use any ground truth information here. The experimental results using Brier score and log score as the accuracy metric are presented in Table 8 , 9 and Table 4 , 6 (multi-choice event column). The results also show a consistent and significant advantage of using the PAS-aided aggregators. The success in this approach also suggest that agents have consistent relative accuracy in making predictions on both binary events and multi-choice events when they are compared with each other. Mean (benchmark) . 243 .232 .239 .534 .526 .445 Logit (benchmark) . 147 .149 .161 .500 .505 .462 VI (benchmark) . 083 .190 .186 .840 .805 .592 4 Peer-assessment-score-aided (PAS-aided) Aggregators Using Other Peer Prediction Scores
Besides proxy scoring rules and surrogate scoring rules, there are several other peer prediction methods that reward agents' predictions without using the ground truth information. However, most of these methods do not totally rely on the underlying accuracy of agents. In this section, we present the experimental results of using these peer prediction methods in the PAS-aided aggregators. The aggregators are the same to Algorithm 1. The only difference is that the PAS is computed by one of three other peer prediction mechanisms, the output agreement (Waggoner and Chen, 2014) , the peer truth serum (Radanovic et al., 2016) and the correlated agreement (Shnayder et al., 2016) . We denote these scores by OAS, PTS, CAS correspondingly.
The results using Brier score as the accuracy metric are presented in Table 10 . The results show that these scores-aided aggregators generally have better performance than those of the benchmarks on GJP and HFC datasets. But the improvements in the MIT datasets are not so significant as the PAS-aided aggregators we presented in Section 3 of the main content. 
Datasets
Several datasets have been collected for the purpose of evaluating human forecasting systems. In this paper, we will focus on using 14 such datasets to evaluate our proposed PAS-aided aggregators. These datasets come from three resources, the Good Judgement Project (GJP), the Hybrid Forecasting Project (HFC) and the MIT datasets.
• GJP datasets (Atanasov et al., 2016) contain 4 sub-datasets on forecasts on geopolitical forecasting questions. The data was collected from 2011 to 2014. Both the questions and the participant populations differ each year. We denote the dataset collected each year from G1 to G4. When collecting the forecasts, the participants were given different treatments. Some were given probabilistic training. Some were teaming up and allowed to discuss with each other before giving their own predictions. The accuracy at the participant level has been shown to be influenced by the treatments (Atanasov et al., 2016) , and some participants were identified as "superforecasters" (Mellers et al., 2015) , who have consistently high prediction accuracy across different forecasting questions.
• HFC datasets (IARPA, 2019) contain 3 sub-dataset collected in 2018 on geopolitical as well as economics forecasting questions. We denote the sub-dataset collected by the Hughes Research Laboratories (HRL) with participants recruited from Amazon Mechanical Turk (AMT) as H1, the sub-dataset collected by IRAPA with participants recruited from Amazon Mechanical Turk (AMT) as H2, and the sub-dataset collected by IRAPA with participants recruited via invitation and recommendation as H3. These datasets record multiple predictions that an agent made at different dates for an event. We used the final prediction of each agent on each forecasted event.
• MIT datasets contain 7 datasets (denoted as M1a, M1b, M1c, M2, M3, M4a, M4b ) collected on 7 behavior studies and were used to test forecast aggregation methods. Questions cover the capital of states, the price interval that artworks belong to, and some trivial knowledge. Datasets differ in questions and populations. These datasets contain only binary questions. Datasets M1c, M2, M3 contain votes as well as the confidence of a prediction (answer). We interpret the confidence together with the vote into a probabilistic prediction, with the confidence on the voted outcome as the predicted happening probability of that outcome. The rest datasets contain only votes. All of the 7 datasets also contain the additional information, the prediction from an agent on the percent of the whole population that has the same vote with him/her on each event. The datasets were created in developing and evaluating the surprising popular algorithm, which can theoretically identify the correct answer with this additional information, even when the majority vote is wrong.
We filtered some questions and participants on the datasets such that each question has at least 10 answers and each participant has answered at least 15 questions. This filter aims to eliminate from the datasets the inactive users, who are more likely to have poor predictions and more difficult to evaluate their true performance, and also aims to eliminate the questions which do not have sufficient predictions to make a meaningful aggregation. It turned out that the filter only filtered out a few users in GJP and HFC datasets and a few questions in HFC datasets. The rest are not influenced. Table 11 ,12 list several important facts about each dataset. We summarize the main differences between these datasets as follows:
• GJP and HFC datasets have much more participants and predictions per question than those of MIT datasets.
• Questions in GJP and HFC datasets are relatively easier than those in MIT datasets in the sense that the majority vote algorithm gets higher correct ratio in binary questions in GJP and HFC datasets than in binary questions in the MIT datasets.
• GJP and HFC datasets contain multiple-choice questions, while MIT datasets do not.
Proof of Theorem 1
Proof. The expected Brier score of a prediction p ij on an event with true happening probability q i is E y i ∼Bern(q i ) [S Brier (p ij , y i )] =q i · 2(p ij − 1) 2 + (1 − q i ) · 2(p ij − 0) 2 =(q i − p ij ) 2 + q i (1 − q i ) The aggregated prediction with weight u isq u = j∈M u j p ij , which is a random variable with expectation E[q u ] = q i and variance Var[q u ] = i∈M u 2 j σ 2 j . Thus, the expected Brier score of u-weighted mean aggregator on event j is Eq u E y i ∼Bern(q i ) S Brier (p ij , y i ) = j∈M u 2 j σ 2 j + q i (1 − q i ) For any j, j such that σ j < σ j but u j < u j , if we swap u j and u j to get a new weight vector u , then obviously, i∈M u j 2 σ 2 j < i∈M u 2 j σ 2 j , and the expected Brier score of this new weight u is decreased. In fact, by Cauchy-schwarz inequality the weight vector w that minimizes i∈M w 2 j σ 2 j , thus minimizing the expected Brier score on any event i, is given by w j = σ −1 j j ∈M σ −1 j . Finally, by law of large number, lim |N |→∞s Brier j − 1 |N | i∈N q i (1 − q i ) = σ 2 j . Therefore, when |N | is sufficiently large, w is in the inverse order of the mean Brier scores.
Discussion
Peer-assessment-scores-aided VI and SP We can also run the VI and SP on a subset of agents with higher peer assessment scores. However, we have not seen significant improvement in the performance. We found in experiments that the outputs of VI are always very extreme, i.e., close to 0 or 1 on an outcome, and are sensitive to the input labels. When the number of agents reduce gradually, the outputs of VI vary a lot. The same problem happens on SP as well, as it outputs indicator vectors rather than probabilistic predictions. We guess this is the reason why applying a subset of agents higher accuracy on these two aggregators do not work well.
Iterative peer-assessment-scores-aided aggregation Peer-assessment-scores-aided aggregators provide aggregated predictions for each event. We also can use these aggregated predictions as the proxy in the proxy scoring rules like using the other aggregators and then compute a new proxy score for each agent. This process can be done by iterations. As we demonstrated that the peer-assessment-scores-aided aggregators are more accurate in general, the new scores should be expected be more accurate. However, this turned out to be false in practice. We used this iterative processes on MIT datasets by removing one bottom agent in an iteration until only a small subset of agents was left. We only observed the improvement in the final prediction accuracy on MIT2 when EMS was used and no improvement with other peer assessment scores. However, the final performance should depend on how we aggregate predictions, eliminate agents in each iteration and how we choose the stop condition. There hopefully exists some iterative process that may generate more accurate predictions. We leave this as a future research direction.
