A matroid or oriented matroid is dyadic if it has a rational representation with all nonzero subdeterminants in f 2 k : k 2 Zg. Our main theorem is that an oriented matroid is dyadic if and only if the underlying matroid is ternary. A consequence of our theorem is the recent result of G. Whittle that a rational matroid is dyadic if and only if it is ternary. Along the way, we establish that each whirl has three inequivalent orientations. Furthermore, except for the rank-3 whirl, no pair of these are isomorphically equivalent.
Background
We assume some familiarity with matroid theory (see Oxley (1992) ). We denote the ground set of a matroid M by E(M). Let A be a matrix, over a eld F, with columns labeled by a set E. The circuits of the matroid M A] represented by A are the (set-wise) minimal subsets of E that index linearly dependent columns. A matroid is binary (resp., ternary, rational) if it can be represented by a matrix over GF(2) (resp., GF(3), Q). If a matroid M is representable over a eld F, then it has a representation of the form IjA]. The dual matroid M has the representation ?A T jI]. We will make use of the following well{known result. Proposition 1 Let M and M 0 be matroids on a common ground set E represented over elds Sometimes it will be useful to view a matrix with dyadic entries over GF (3) ; by this we mean that 0 maps to 0, and for a positive integer k, the dyadic number 2 k maps to 2 k mod3, and 2 ?k maps to the multiplicative inverse (in GF(3)) of 2 k mod3. It is easy to see that dyadic matroids are ternary by Proposition 1, since elements of D are nonzero when viewed over GF(3) (see Lee (1990) , for example).
Elementary row operations, nonzero column scaling, appending or deleting zero rows, and eld automorphisms do not a ect the matroid that a matrix represents. Let A 1 be a representation of a matroid M over the eld F. If a matrix A 2 over the eld F can be transformed into A 1 using a sequence of the above operations, then A 2 represents M, as well. Therefore, the above operations naturally partition the representations of a matroid over a particular eld into equivalence classes. Representations of M that lie in the same equivalence class are equivalent. We are mainly concerned with the prime elds and the rationals, none of which have nontrivial automorphisms.
Of particular use to us are the following three results.
Proposition 4 (see Oxley (1992) , part of Lemma 10.3.7) Let M 1 and M 2 be ternary matroids, on the same ground set E, such that there are distinct e; f 2 E for which (a) M 1 n e = M 2 n e ; (b) M 1 n f = M 2 n f ; (c) M 1 n fe; fg = M 2 n fe; fg is connected; (d) fe; fg contains no cocircuit of either matroid. Then M 1 = M 2 .
We assume less familiarity with oriented matroids (see Bjorner et al. (1993) ). Let C(M) (resp., C(M )) denote the set of circuits (resp., cocircuits) of a matroid M. Orientations of a matroid M arise by partitioning ( Generally, for an oriented matroid M, we write M for the underlying matroid. Also, we write C(M) (resp., C(M )) for the set of signed circuits (resp., cocircuits) of M.
We note that negating any signed circuit (or cocircuit) by interchanging X + and X ? (resp., Y + and Y ? ) preserves ? for all pairs of signed circuits and cocircuits. If two orientations of the same matroid are related by negating some signed circuits and cocircuits then we consider the orientations to be identical.
If a matroid M is represented by the matrix A over an ordered eld F, then each circuit X of M A] naturally partitions into two sets X + and X ? depending on the signs of the coe cients in the essentially unique linear-dependence relation P e2X e A e = 0 (the uniqueness is up to a nonzero multiple, so the partition can be reversed). This natural signing is an orientation of M. We say that the resulting oriented matroid M A] is represented by the matrix A.
As for matroids, if an oriented matroid M is representable over an ordered eld F, then it has a representation of the form IjA]. The dual oriented matroid M has the representation ?A T jI].
Deletion and contraction for oriented matroids behave as for matroids with the signings of circuits and cocircuits carrying over in the obvious manner. Let M be an oriented matroid, and let r := r(M) (i.e., the rank of M). With respect to a signed circuit X + ; X ? , let X (e) = + if e 2 X + and X (e) = ? if e 2 X ? . A base orientation of M is a mapping X from ordered r-multisubsets of E(M) to f0; +; ?g satisfying B0 : X(x 1 ; : : :; x r ) = 0 if and only if fx 1 ; : : :; x r g is not a base; B1 : X(x 1 ; : : :; x i?1 ; x i ; x i+1 ; x i+2 : : :; x r ) = ?X(x 1 ; : : :; x i?1 ; x i+1 ; x i ; x i+2 ; : : :; x r ), for i = 1; 2; : : :; r ? 1 (i.e., X is alternating); B2 : For any two ordered bases of M of the form (e; x 2 ; : : :; x r ) and (f; x 2 ; : : :; x r ), e 6 = f, we have X(f; x 2 ; : : :; x r ) = ? X (e) X (f)X(e; x 2 ; : : :; x r ); where X is the signed circuit of M in the set fe; f; x 2 ; : : :; x r g. The \pivot property" B2 will be used extensively in the proof of our main result. Also, we will use the equivalent property B2 0 : For all x 1 ; x 2 ; : : :; x r ; y 1 ; y 2 ; : : :; y r 2 E(M) such that X(x 1 ; x 2 ; : : :; x r ) X(y 1 ; y 2 ; : : :; y r ) 6 = 0; there exists an i 2 f1; 2; : : :; rg such that X(y i ; x 2 ; : : :; x r ) X(y 1 ; y 2 ; : : :; y i?1 ; x 1 ; y i+1 ; : : :; y r ) = X(x 1 ; x 2 ; : : :; x r ) X(y 1 ; y 2 ; : : :; y r ):
We remark that if X is a base orientation of M, then the negation of X, ?X, is also a base orientation of M. In fact, every oriented matroid has a base orientation that is unique up to negation. Furthermore, if X is a base orientation of M, then M is uniquely determined by M and X.
If an oriented matroid M is represented by a r(M)-row matrix A over an ordered eld F, then a base orientation of M is described by the signs of order-r(M) nonzero subdeterminants of A.
The e ects of deletion, contraction and sign reversal on a base orientation X are as follows: 1. If S E(M) and r(MnS) = r(M), then, up to negation, X nS is X restricted to r-tuples with entries from E(M) n S. If p = r(M n S) < r(M) = r, then choose elements s 1 Lee (1989) ) If an oriented matroid M is dyadic, then its dual M is dyadic.
The following result provides the foundation for the proof of the main result. Proper scaling of a totally{dyadic (resp., ternary) matrix A refers to multiplying rows and columns of A by elements of D (resp., GF(3) n f0g). A pivot refers to selecting a nonzero entry a ij , multiplying the i th row by (a ij ) ?1 and then adding multiples of the i th row to the other rows, so as to zero out the remaining nonzero entries in column j. It is very easy to see that any matrix obtained from a totally{dyadic matrix by a sequence of proper scalings and pivots is also totally dyadic.
Let A be a matrix with rows and columns labeled by disjoint sets R and C, respectively. The support graph G := G(A) is the bipartite graph with vertex set V (G) := R C and edge set E(G) := ffr; cg : r 2 R; c 2 C; a rc 6 = 0g. Proposition 8 (see Oxley (1992) , Lemma 13.1.4) Let G be a simple, connected, bipartite graph such that, whenever two distinct vertices from the same vertex class are deleted, a disconnected graph results.
Then G is a path or a simple cycle.
The following trivial result will be used repeatedly in the proof of the main theorem. 
Wheels and Whirls
The property of 3-connectivity is of fundamental importance in many investigations in matroid representation theory. Wheels and whirls are matroids that are fundamental with regard to the notion of 3-connectivity (see Tutte (1966) ). Three-connectivity is very closely related to the notion of a 2-sum (see Oxley (1992) , Section 8.3), and the class of dyadic matroids is closed under 2-sums (see Lee (1990) ), so it should come as no surprise that wheels and whirls arise in the proof of our main result. The wheel W n , for n 2, is the graphic matroid of the graph depicted in Figure 1 . The r i are called rim edges and the s i are called spoke edges. The whirl W n is a matroid that is closely related to W n . The circuits of the whirl W n consist of all of the circuits of the wheel W n , except for the circuit of all rim edges, together with the n sets each comprised of a single spoke and all rim edges. The bases of the whirl W n are the bases of the wheel W n , together with the set of all rim edges. We note that the involution on E(W n ) (resp., E(W n )) de ned by (s i ) = r i is an isomorphism from W n (resp., W n ) to its dual. 
Proof.
We consider the circuits X i := fr 1 ; r 2 ; : : :; r n ; s i g, for i = 1; 2; : : :; n; T i := fr i ; s i ; s i+1 g, for i = 1; 2; : : :; n; and cocircuits Y i := fr i ; s 1 ; s 2 ; : : :; s n g, for i = 1; 2; : : :; n; U i := fr i?1 ; r i ; s i g, for i = 1; 2; : : :; n; All subscripts are taken modulo n.
First, we will demonstrate that up to sign reversal and negation, there are at most three ways to sign just these circuits and cocircuits so as to respect ?. Toward this end, we list the intersections of the above circuits and cocircuits: 
Tk (r k ) = +; Ul (s l ) = +;
X1 (r i ) = +; Y1 (s i ) = +;
for all i; j; k; l. It is convenient to think of the signings as given in the form of square 0= + =? matrices. Let A Xr denote the matrix whose (i; j) entry is Xi (r j ), and similarly de ne A Xs , A Yr , A Ys , A Tr , A Ts , A Ur , and A Us . We array these matrices in Table 1 . As yet undetermined +=? signs are denoted by \ ". Our goal is to determine as many of the unknowns in Table 1 as possible. The nal result appears in Table 2 .
Equations (5), (6) and (7) 
Tk (s k+1 ) = ? Uk+1 (r k ) (12) By (8), A Ys is the transpose of A Xr . In addition, by (7), each entry in the rst row and column of A Ys and A Xr is +. By (5) and (6), we conclude that A Xs , A Yr , A Tr , and A Us are diagonal matrices with positive diagonal, except for A Yr which has a negative diagonal.
Next, we apply (9) with i = 1, and we conclude that Ul (r l?1 ) Ul (r l ) = ? if l 6 = 1. Hence, Xi (r l?1 ) Xi (r l ) = + if l 6 = 1; i. It then follows that row i of A Xr is positive on columns 1 to i ? 1 and constant on columns i to n. Similarly, using (10), we conclude Yj (s k ) Yj (s k+1 ) = + if k 6 = 1; j. Using this fact together with the fact that A Ys is the transpose of A Xr , we conclude that the sign in each row of A X r is the same. Let us call it . Now we have established that A Xr and A Ys have the values shown in Table 2 .
By (11) and (12), the transpose of ?A Ts is equal to A Ur . Now, if we apply (9) with i = 1, and (10) with j = 1, we conclude that if l; k 6 = 1, then Ul (r l?1 ) = ? Ul (r l ) and Tk (s k ) = ? Tk (s k+1 ). If we x U2 (r 1 ) = , then using these facts and the transposition relationship we are able to determine the signs in The last step is to show that the remaining circuits and cocircuits can each be signed, if at all, in only one way. The remaining circuits consist of pairs of distinct spokes s i ; s j and the rim elements r k between them; i.e., fs i ; s j ; r i ; r i+1 ; : : :; r j?1 g, with i 6 = j (where we interpret r k as r k?n if k > n). Without loss of generality, we consider the circuit X = fs 1 ; s j ; r 1 ; r 2 ; : : :; r j?1 g. Fixing X (s 1 ) = +, and then using ? for the pair X; U 1 and then, sequentially, for the pairs X; U i , for i = 2; : : :; j, we determine the complete signing of X. Dually, the remaining cocircuits consist of pairs of distinct rim edges r i ; r j and the spoke elements s k \between" them; i.e., fr i ; r j ; s i+1 ; s i+2 ; : : :; s j g, with i 6 = j (where we interpret s k as s k?n if k > n). Without loss of generality, we consider the cocircuit Y = fr 1 ; r j ; s 2 ; s 3 ; : : :; s j g. Proof. We take the following Q-representation for the whirl: ; where 2 Q is such that 6 = 0 and det(A( )) = 1 + 6 = 0 (i.e., 6 = ?1). It is easy to check that any proper subdeterminant of A( ) is in f0; 1; g. We get totally{dyadic representations by forcing and det(A( )) = 1 + to be in D. There , n 3, the only matroid automorphisms take spokes to spokes and rim elements to rim elements. Moreover, they must preserve the cyclic structure of the indices. That is, the only automorphisms are induced by the dihedral group of order 2n acting (simultaneously) on the indices (1; 2; : : :; n) (of the spokes and the rim elements). Since it is easy to see that each of the three realizations of IjA( )] are not related by proper scaling, the result follows. The non-Fano matroid occurs in many investigations in the theory of matroid representations. In particular, it is representable over a eld F if and only if F has characteristic other than two. Since all dyadic matroids can be represented over all elds of characteristic other than two, it is not surprising that investigating orientations of the non-Fano matroid is useful to us.
Lemma 5 The non-Fano matroid has exactly one inequivalent orientation. Moreover, this orientation is dyadic.
Proof. The non-Fano matroid F ?
7 is represented over Q by the totally-dyadic matrix: Deleting h from F ? 7 yields W 3 , hence Table 2 provides information about the possible orientations of F ? 7 , up to equivalence. We now show that, up to equivalence, there is a unique way to sign the circuits of F ?
7 . In F ? 7 the cocircuits Y j and U l contain h. There are also new circuits Q i = fr i ; s i+2 ; hg, for i = 1; 2; 3 (the subscripts are taken modulo 3). By reversing the sign on h, if necessary, we can assume that U1 (h) = +, and using negation, if necessary, we can assume that Qi (h) = + for i = 1; 2; 3. Since Q i \U i = fr i ; hg = Q i \U i+1 The remaining signs can be determined using ? and are listed in 
4 The Proof of the Main Theorem
As we have pointed out, the \only if" part of the main theorem is easy. So we focus on the \if" part which we restate here as a lemma.
Lemma 6 Let M be an oriented matroid. Then M is dyadic if M is ternary. Proof. The proof is by contradiction. Let M be an oriented matroid such that M is ternary, but minor{minimal with respect to the property of being not dyadic. Without loss of generality, let T = IjA] be a ternary representation of M. We can assume that G(A) is connected, otherwise we could permute the rows and columns of T so that it takes the form I A 1 0 0 0 0 I A 2 ; whereupon we observe that M is a nontrivial direct sum. By the assumption of minor-minimality, the direct summands are dyadic, but then so is M, which is a contradiction.
With an eye toward applying Proposition 8 to G(A), we rst consider cases in which G(A) is a path or a simple cycle. Let N denote the oriented matroid represented by T 0 (over Q). Let N 3 denote the matroid obtained by viewing T 0 over GF (3) . By Proposition 4, we have N 3 = M.
We consider, at length, two possibilities depending on whether or not T 0 is a totally{dyadic matrix. :
Next, we reduce e T 3 by pivoting on the entry in row 3 and the column labeled a, deleting row 3 and the column labeled a, and deleting the column labeled a 0 (in matroid terms, we are contracting a and deleting a 0 ), and then performing the same type of proper row and column scalings as before. We end up with a matrix having the same structure with one less row and two fewer columns. We repeat this reduction step until we arrive at the matrix 
