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Abstract: Ordinary least-squares regression suffers from a fundamental lack of symmetry: the regression line of y
given x and the regression line of x given y are not inverses of each other. Alternative symmetric regression methods
have been developed to address this concern, notably: orthogonal regression and geometric mean regression. This
paper presents in detail a variety of least-squares regression methods which may not have been known or fully
explicated. The derivation of each method is made efcient through the use of Ehrenberg's formula for the ordinary
least-squares error and through the extraction of a weight function g(b) which characterizes the regression. For
every case of generalized least-squares, the error between the line and the data is shown to be a product of the
weight function g(b) and Ehrenberg's error formula.
KeyWords: Least-squares, symmetric least-squares, weighted ordinary least-squares, orthogonal regression, geo-
metric mean regression.
1 Ordinary and Alternative Least-
Squares Regression
1.1 Overview
Ordinary least-squares regression dates back to the
work of Legendre and Gauss and it is still the most
commonly used method for nding a line of best t
through a given set of data points. The method mini-
mizes the average vertical distance between the data
and the line. Its exclusive mention in elementary
statistics texts ensures that it is the only method that
many users of regression know. Despite its wide-
spread use, ordinary least-squares regression suffers
from some fundamental limitations.
One major limitation is the lack of symmetry. Or-
dinary least-squares begins with a decision of the part
of the user that one of the variables is the independent
variable (call it x) and the other variable is the depen-
dent variable (call it y). The independent variable is
assumed to be perfectly known, whereas the depen-
dent variable has error. In this case, one computes
the ordinary least-squares regression line for y given
x (OLS yjx). The equation is y = a + bx where
a = y   bx and b = 
y
x
. While it is valid to
use this regression line to predict the y-value which
corresponds to a given x-value, it is not valid to use
this line to predict the x-value which corresponds to
a given y-value. When y is known exactly and x is
subject to error one must compute the ordinary least-
squares regression line of x given y (OLS xjy). Only
from this regression line is it valid to predict the x-
value corresponding to a given y-value: This problem
of there being two regression lines for a given set of
data can be restated as follows: the OLS yjx line and
the OLS xjy line are not inverses of each other. In-
deed, the inverse form of the OLS xjy line is given by




A more general and robust assumption, is to as-
sume that both x and y variables have error, and to al-
low for the possibility of functional interdependence
between the variables. In this case one can construct
symmetric least-squares regressions in which the er-
rors in both the x and y variables and the line are min-
imized. Two known examples of symmetric regres-
sions are orthogonal regression and geometric mean
regression (GMR). Orthogonal regression minimizes
the average perpendicular or diagonal error between
the data points and the line and GMR minimizes the
average area of the triangles formed by the data points
and the line. In contrast, OLS yjx minimizes the av-
erage vertical error between the data and the line and
OLS xjy minimizes the average horizontal error be-
tween the data and the line.
Another limitation of standard ordinary least-
squares is the lack of transitivity: the OLS regression
line for zjx is not the composition of the OLS regres-
sion line for zjy with the OLS line for yjx. Orthog-
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onal regression, while symmetric, is not transitive.
GMR is both symmetric and transitive which makes it
an ideal choice for robust modeling. GMR regression
is also scale invariant, which means that multiplying
the x or y values of the data by a constant factor and
regressing is equivalent to multiplying x or y variable
of the original regression line by that same constant.
The formula for the GMR regression line is also par-
ticularly simple: y = a+ bx where a = y   bx and
b = sgn 
y
x
: All these issues are discussed in greater
detail in Taagepera [8].
Despite the great advantages of GMR for robust
modelling, the goal of this paper and the papers which
follow is to consider other possible generalized least-
squares regressions as well, and to develop a theory
for deriving and classifying these methods.
This paper has several specic goals: to re-derive
the known cases of generalized least-squares in a man-
ner that is as brief and efcient as possible; to explore
the derivation of several new cases of symmetric re-
gression; to see in the process that every symmet-
ric regression is actually a weighted ordinary least-
squares regression; and to explore the derivation of
several weighted ordinary least-squares regressions.
The choice of specic cases worked out here is by
necessity idiosyncratic and cannot be comprehensive.
This problem is rectied in the paper to follow [3],
where this work is generalized.
1.2 Ordinary Least-Squares y Given x: Ver-
tical Regression
Ordinary least-squares regression seeks coefcients a
and b which minimize the average square vertical de-







y = a + bx. The vertical deviation between a data
point (xi; yi) and the line y = a + bx is given in ab-
solute value by jyi   (a+ bxi)j. For convenience this
is written as ja+ bxi   yij. The average square ver-






(a+ bxi   yi)2 : (1)
For notational simplicity the error is represented using
E and it is clear that one can also write E = "2. To
minimize this error function, the usual procedure is to
set partial derivatives Ea = 0 and Eb = 0 and solve
for a and b: The result is
















































= (xy) : (8)
Note that population parameter notation x, y,
x, y,  and N is used throughout this work, but the
same results hold when they are replaced with sample
statistics x, y, sx, sy, r and n.
One must verify that these values for a and bmin-
imize the error function E (a; b). The test is to check








is positive denite. This occurs when its rst entry











and detH = 42x, these values for a and b minimize
the error.
1.3 Alternative Derivation: Ehrenberg's
Formula
There is an alternative derivation of ordinary least-
squares regression described in Ehrenberg [1] which
does not require calculus. One rst expresses E in
terms of x, y; x, y and . Then one nds the
values of a and b which minimizes the error using el-
ementary algebra. This simple approach has appar-
ently been overlooked by expositors of least-squares.
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a+ bx   y
2
= b22x   2bxy + 2y +
 






+ (bx   y)2
+
 
a+ bx   y
2
The minimizing values for a and b cause the last





. Recall that quantity 1   2 mea-
sures the scatter of the data cloud away from the line
of best t. The quantity 2 is called the coefcient
of determination and it measures the strength of the
linear relationship. When 2 = 1, 1   2 = 0 and
there is no scatter because all the data fall along the
line y = a+ bx. When 2 = 0, 1  2 = 1, the data
are uncorrelated and there is maximum scatter. In this
case b = 0 and the regression line is given by y = y.
In the (a; b) plane the level curves of E are con-
centric ellipses with axes rotated and translated away
from the origin and the error function itself is an ellip-
tical paraboloid in (a; b; E) space.
Ehrenberg's formula will play a key role through-
out this paper, greatly simplifying the derivations of
all subsequent regression formulas.
1.4 Ordinary Least-Squares xGiven y: Hor-
izontal Regression
In horizontal regression coefcients a and b are sought
which minimize the average square horizontal de-







y = a + bx, which can be written equivalently as
x = 1by 
a
b . The horizontal deviation between a data
point (xi; yi) and the line is given in absolute value
by
xi    1byi   ab  or ab + xi   1byi. The average















One could minimize this error function directly.









(a+ bxi   yi) (13)
which is algebraically straightforward. Geometri-
cally, it means that the vertical deviation between a
data value and line and the horizontal deviation be-
tween a data value and the line are constrained by the





This observation is used in Woolley's derivation of
geometric mean regression [10]. The relation is used
repeatedly in this paper to simplify every derivation
because it always allows for the extraction of a weight
function from the error expression. The result is an










(a+ bxi   yi)2 (15)
or






+ (bx   y)2
+
 
a+ bx   y
2 (16)





Setting Ea = 0 and Eb = 0 and solving for a and b
yields the desired expressions. The simplest way to
do this in practice is to rst substitute
a = y   bx (18)
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Therefore these values for a and b minimize the error.
1.5 Orthogonal Least-Squares: Diagonal
Regression
An alternative known regression method which takes
into account both x and y deviations implicitly is
called orthogonal regression. Other names include
perpendicular regression or Deming regression [4,5].
In this method one nds a and b which minimize the
average square diagonal deviation between the data
and the line. Recall that the distance di between a
point (xi; yi) and the line y = a+ bx is given by
di =
ja+ bxi   yijp
1 + b2
: (24)









(a+ bxi   yi)2 (25)
or






+ (bx   y)2
+
 
a+ bx   y
2 (26)





SetEa = 0 andEb = 0 and solve for a and b to obtain
the desired values of a and b: The simplest way to do
this is to again substitute a = y   bx into the error





















b  xy = 0. (29)
















Since b+b  =  1, one value of the slope is al-






















which occurs when b has the same sign as . There-
fore in order to minimize the error function, always
choose the solution with the same sign as .
When  = 0 it is natural to dene b = 0, since
lim!0 b = 0. This is also consistent with setting
 = 0 in the quadratic equation.
For any right triangle with sides A;B and C,
there is the Reciprocal Pythagorean Theorem [2,6]










where L is the altitude to the hypotenuse C. This
is equivalent to the statement that the altitude squared










whereH (x; y) = 2xyx+y is the harmonic mean of x and
y. The above formula for the distance between a point

















(a+ bxi   yi)2
 
a




(a+ bxi   yi)2 +
 
a








b (a+ bxi   yi) yields
the standard expression d2i =
(a+bxi yi)2
1+b2
: In this way,
orthogonal least-squares can be understood as mini-
mizing the average harmonic mean of the square de-
viations in x and y. Although the terminology is not
used, orthogonal regression could be rightfully called
harmonic mean regression (HMR) in parallel to the
method of geometric mean regression (GMR), which
is discussed next.
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1.6 Geometric Mean Regression: Least Ab-
solute Areas
The method of geometric mean regression (GMR)
[4,7,8,10], is arguably the most robust of all symmet-
ric least-squares regressions in that it has the simplest
formulas for the coefcients a and b, the regression
remains valid for changes in units in the x and y vari-
ables, one can compose two or more regression lines
and obtain a valid result. The method minimizes the
average absolute product of the deviations in x and y:
This is the same as the geometric mean of the square
deviations in x and y. Observe that
d2i = G
 





















(a+ bxi   yi)ab + xi   1b yi
 (36)














b (a+ bxi   yi) and obtain








(a+ bxi   yi)2 (38)
or






+ (bx   y)2
+
 
a+ bx   y
2 (39)















+ (bx   y)2

= 0

























is always positive. Choose the sign of b to agree with
the sign of  and write




It is natural to dene b = 0 when  = 0. This is
also consistent with the use of the sign function in the
formula, since sgn 0 = 0.
2 Alternative Symmetric Least-
Squares Regressions
In this section alternative methods of least-squares re-
gression are explored which may not have been known
or fully explicated. The derivation for each method
uses the same streamlined steps that were employed
to derive the known methods. This is done with an
eye toward the next paper in this series, where the
derivation is generalized and all possible symmetric
least-squares regressions are analyzed and classied.
2.1 Pythagorean Regression
An alternative method to orthogonal regression and
GMR called Pythagorean least-squares is now inves-
tigated. The method is symmetric in that it minimizes
the average square deviation in both x and y simulta-


















The term Pythagorean is appropriate because the
method minimizes the average square hypotenuse of
the triangles formed by the data points and the line.
One can carry the usual minimization procedure on















(a+ bxi   yi)2 (46)
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or






+ (bx   y)2
+
 
a+ bx   y
2 (47)
where the weight function is




As before, substitute a = y   bx into the error




























For practical purposes, this quartic polynomial must
be solved numerically.
It is now proved that there is always a unique real
solution to this equation with the same sign as which
minimizes the error function. The discriminant for a
monic quartic polynomial x4+Bx3+Cx2+Dx+E
is given by [9]
 = B2C2D2   4B2C3E   4B3D3
+18B3CDE   27B4E2   4C3D2
+16C4E + 18BCD3   80BC2DE
 6B2D2E + 144B2CE2   27D4
+144CD2E   128C2E2   192BDE2
+256E3: (51)
When  < 0 there are always two real solutions and
two complex conjugate solutions. In our case
 =
 















which is less than zero for jj  1, the natural range
of . This implies that there are exactly two real solu-
tions. Descartes' Rule of Signs can be used to further
deduce the nature of the solutions.
Descartes' Rule of Signs states that for a polyno-
mial f (b) in standard form, the number of positive
roots equals the number of changes in sign between
consecutive nonzero coefcients, or it is less than this
number by a multiple of two. The number of nega-
tive roots of f equals the number of changes in sign
between consecutive nonzero coefcients of f ( b),
or it is less than this number by a multiple of two.
For  > 0, there are three changes in sign in f (b),
but since there are only two real solutions, the number
of positive solutions must differ by two, and so there
is one and only one positive real solution. The other
real solution is negative. Similarly for  < 0, there is
one change in sign in f ( b), and so there is exactly
one negative real solution. The other real solution is
positive.
It is shown now that the real solution to the quar-
tic equation is always greater than yx for  > 0 and
less than yx for  < 0. Re-expand the polynomial in
the variable q = b yx and call the resulting polyno-
mial h (q). The variable q measures the discrepancy
between the Pythagorean slope and the ordinary least-
squares slope. The result is the equivalent equation





























According to Descartes' Rule of Signs, when  > 0
there is one change in sign in h (q)and therefore one
positive solution. When  < 0 there is one change
in sign in h ( q) and therefore one negative solution.
Therefore there is one positive solution for b that is
greater than yx when  is positive and one negative

































is always positive for these values of b.
Therefore to perform Pythagorean regression, the
user solves the quartic polynomial above numerically
and chooses the one and only real solution for b with
the same sign as . This value for b is always greater
in magnitude than bOLS and it minimizes the error
function along with the corresponding value for a.
Recent Advances in Intelligent Control, Modelling and Computational Science
ISBN: 978-960-474-319-3 150
2.2 Least Perimeter Squared Regression
Consider minimizing the average squared perimeter of
the triangles formed by the data values and the regres-







ja+ bxi   yij+
ab + xi   1b yi
2
(56)
and the resulting method is called least perimeter















(a+ bxi   yi)2 (57)
or






+ (bx   y)2
+
 
a+ bx   y
2 (58)

























for b. The result is a cubic equation in b
b3   y
x













Denote this polynomial by f (b). It is now proved that
there is always a unique real solution to this equation
with the same sign as . According to Descartes' Rule
of Signs there are three changes in sign in f (b) when
 > 0 implying either three positive solutions or one
positive solution. There are also three changes in sign
in f ( b) when  < 0 implying either three negative
solutions or one negative solution.
However, the discriminant for a monic cubic
polynomial x3 +Bx2 + Cx+D is given by [9]
 = B2C2  4C3  4B3D+18BCD  2D2: (62)
When  is negative the cubic has one real solution
and two complex conjugate solutions. When  is
positive there are three real solutions. In our case
 =
 















and it is is guaranteed to be negative when sgn b =
sgn . Therefore there is always a unique real solution

































9=; > 0: (65)
The polynomial equation can be written unambigu-
ously by substituting sgn b = sgn  and (sgn b)  =
jj into the coefcient expressions, obtaining
b3   y
x








In this form, the user solves the cubic polynomial for
the one and only real solution. This solution is guar-
anteed to have the same sign as , to be greater in
magnitude than bOLS and to minimize the error func-
tion. It is natural to dene b = 0 when  = 0 which
is consistent with the sign function which appears in
the polynomial.
2.3 Squared Harmonic Mean Regression
It was seen that orthogonal least-squares can be
thought of as minimizing the average harmonic mean
of the square deviations in x and y. Consider instead
minimizing the average square of the harmonic means








2 ja+ bxi   yij
a




ja+ bxi   yij+
a



















(a+ bxi   yi)2 (68)
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or






+ (bx   y)2
+
 
a+ bx   y
2 (69)


















for b. The result is the following formula for b:































is always greater than zero. Therefore these formulas
for a and b minimize the error.
3 Weighted Ordinary Least-Squares
Regressions
It is apparent from the previous cases that a symmetric
least-squares problem can be written as a weighted or-
dinary least-squares problem where a weight function
multiplies the ordinary least-squares error. This sec-
tion explores some weighted ordinary least-squares
regression problems where the weight function is cho-
sen from a related symmetric least absolute deviation
regression problem. These problems are also referred
to here as hybrid symmetric least-squares problems.
3.1 Hybrid Least Perimeter Regression
An alternative to least perimeter squared regression is
to simply minimize the average perimeter of the trian-
gles formed by the data values and the regression line







ja+ bxi   yij+
ab + xi   1b yi
 :
(75)
















ja+ bxi   yij : (76)
This error function can certainly be minimized, how-
ever it is not a problem in least-squares but in least ab-
solute deviation. Consider instead a hybrid symmet-
ric least-squares problem with an error function that
combines the weight function from the least absolute
deviation problem and the ordinary least-squares er-











(a+ bxi   yi)2
or






+ (bx   y)2
+
 
a+ bx   y
2 (77)
where the weight function is
g (b) = 1 +
1
jbj : (78)
Call the minimization of this error hybrid least-
perimeter regression. This is a generalized least-
squares problem which can be solved using the purely













+ (bx   y)2

= 0:
This results in a cubic equation (after choosing













It is now proved using Descartes' Rule of Signs that
there is always one positive real solution to this equa-
tion when  is positive and one negative real solu-
tion to this equation when  is negative. Let f (b)
denote the polynomial. When  is positive and
(1  2 jjxy) is positive, there is one change in
sign and therefore one positive solution. When 
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is positive and (1  2 jjxy) is negative, there is
again one change in sign and therefore one positive
solution.
When  is negative and (1  2 jjxy) is posi-
tive, there is one change in sign in f ( b) and there-
fore one negative solution. When  is negative and
(1  2 jjxy) is negative, there is one change in































is always greater than zero. Therefore these formulas
for a and b minimize the error.
3.2 Hybrid Pythagorean Regression
This method reconsiders Pythagorean regression but
instead of minimizing the average square hypotenuse
of the triangles from by the data point and line, it min-
































ja+ bxi   yij : (83)
This is another generalized least absolute deviation
problem which can be solved using algorithms for
least absolute deviation. The interest here however,
is in generalized least-squares problems since they
are amenable to analytic solutions. Consider instead











(a+ bxi   yi)2 : (84)
Replace with Ehrenberg's formula and write






+ (bx   y)2
+
 
a+ bx   y
2 (85)







Call the minimization of this error function hybrid






























Denote this polynomial by f (b). According to
Descartes' Rule of Signs there are three changes in
sign in f (b) when  > 0 implying either three posi-
tive solutions or one positive solution. There are also
three changes in sign in f ( b) when  < 0 implying
either three negative solutions or one negative solu-
tion.
However, re-expand this polynomial in the vari-
able q = b   yx and call the resulting polynomial
h (q). The variable q measures the discrepancy be-
tween the hybrid Pythagorean slope and the ordinary
least-squares slope. The result is the equivalent equa-
tion



































According to Descartes' Rule of Signs, when  > 0
there is one change in sign in h (q) and therefore one
positive solution. When  < 0 there is one change
in sign in h ( q) and therefore one negative solution.
Therefore there is one positive solution for b that is
greater than yx when  is positive and one negative
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for these values of b.
Therefore to perform hybrid Pythagorean regres-
sion, the user solves the quartic polynomial above nu-
merically and chooses the unique real solution b with
the same sign as  that is greater in magnitude than
bOLS. This value for b and the corresponding value
for a minimize the error.
3.3 Hybrid Orthogonal Regression
Consider again orthogonal regression but instead of
minimizing the average square diagonal distance be-
tween the data points and line, minimize the average
diagonal distance. Since the distance di between a
point (xi; yi) and the line y = a+ bx is given by
di =
ja+ bxi   yijp
1 + b2
:









ja+ bxi   yij : (92)
This is another generalized least absolute deviation
problem which can be solved using algorithms for









(a+ bxi   yi)2 (93)
or






+ (bx   y)2
+
 
a+ bx   y
2 (94)





Call the minimization of this error function hybrid or-
























Let f (b) denote the polynomial. According to
Descartes' Rule of Signs, when  > 0 and 2  yx > 0,
f (b) has one change in sign and there is one positive
solution. When  > 0 and 2   yx < 0, f (b) has
one change of sign and there is one positive solution.
When  < 0 and 2  yx > 0, f ( b) has one change
of sign and there is one negative solution. Finally
when  < 0 and 2   yx < 0, f ( b) has one change

























Therefore these formulas for a and b minimize the er-
ror.
3.4 Hybrid Harmonic Mean Regression
The simplest regression involving harmonic means of






2 ja+ bxi   yij
a




ja+ bxi   yij+
a











ja+ bxi   yij ;
ab + xi   1b yi

where H denotes the harmonic mean as before. Re-




b (a+ bxi   yi) yields
D =
1





ja+ bxi   yij : (101)
Now consider here instead the hybrid error function
E =
1





(a+ bxi   yi)2 (102)
or






+ (bx   y)2
+
 
a+ bx   y
2 (103)
where the weight function is
g (b) =
1
(1 + jbj) : (104)
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Call the minimization of this error function hybrid
















The result is (after letting sgn b = sgn )
































An interesting case of weighted ordinary least-squares
is to consider an exponential weight function
g (b) = e pjbj (109)
and minimize the error function




(a+ bxi   yi)2 (110)
or






+ (bx   y)2
+
 
a+ bx   y
2
: (111)













































Since the expression inside the radical cannot be neg-
ative, this forces a restriction on the admissible values
for p, namely:

















b  yx + 2x
#
(117)

















which is dened and positive for 0  p < p0:
When p = 0 the regression degenerates into ordi-
nary least-squares. When p = p0 the coefcient for-
mulas produce the extremal line y = a0 + b0x where









However, detH = 0 when p = p0 so that the ex-
tremal line's coefcients do not minimize the error
function. Nevertheless, it is a useful line to compute
since all exponential regression lines are bounded be-
tween the OLS yjx line and the extremal line.
4 Numerical Examples
In the examples which follow, all the different regres-
sion lines are plotted simultaneously for the same set
of data. All generalized least-squares lines y = a+bx




since for all the
lines a = y   bx. The outermost regression lines
are the ordinary least-squares xjy and yjx lines. In
all cases the symmetric and hybrid symmetric lines
fan out from the mean point and occupy the space be-
tween the ordinary least-squares lines.
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Example 1 Six equispaced data values are con-
sidered: (0; 6), (1; 4), (2; 3), (3; 4), (4; 2), (5; 1). The
data in this example are taken from Martin's study of
orthogonal regression [4] where orthogonal regression
was compared with OLS yjx regression. Here all re-
gression lines are compared simultaneously.















The second graph is the same as the rst with the
region around the y-intercepts magnied.














The regression lines are listed in order of decreas-
ing y-intercept which is how they appear in the graphs.
Regression Type Equation
bxay +=
OLS yx | xy 02220.18889.5 −=








Orthogonal xy 93038.06593.5 −=







Hybrid Orthogonal xy 89260.05648.5 −=
OLS xy | xy 85714.04762.5 −=
From the graphs and the equations it is evident
that the symmetric regressions and the hybrid sym-
metric regressions are banded in separate groups. The
symmetric regressions are closer to the OLS xjy line
and the hybrid symmetric regressions are closer to the
OLS yjx line.
The exponentially-weighted regressions are
treated here separately. In this example the admissi-
ble values for p are: 0  p  p0 where p0 = 2:6584.
Recall that p = 0 reduces to OLS yjx regression and
p = p0 is the extremal case. When p = 12p0 the
equation is y = 5:7282  0:95793x and when p = p0
the extremal line is y = 6:4166   1:12333x: All the
regression lines are bounded between the OLS yjx
line and the extremal line.
Example 2 Ten data values are considered:
(0; 0:5), (1; 0), (2:5; 1:5), (3; 2), (5; 4), (6:5; 4),
(6:5; 1), (7; 3), (9; 5), (10; 4:5). Like before they are
plotted in a scatter plot and all the symmetric and hy-
brid symmetric regression lines are superimposed.
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The next graph is a magnication of the previous
graph around the y-intercepts.














The equations for the lines are again listed in or-




OLS xy | xy 44155.032018.0 +=
Hybrid Orthogonal xy 45870.023357.0 +=
Hybrid Harmonic Mean xy 47251.016383.0 +=







Hybrid nPythagorea xy 51492.0050365.0 +−=




nPythagorea xy 58266.039241.0 +−=
OLS yx | xy 64587.071164.0 +−=
In this example, the graphs and the table also sug-
gest a tendency for symmetric and hybrid symmetric
regression lines to remain separate, however in this
case there is some overlap.
Here the admissible parameter values for
exponentially-weighted regressions are: 0  p  p0,
where p0 = 3:3293. Again p = 0 corresponds
to OLS yjx. When p = 12p0 the regression line
is y =  0:086254 + 0:52203x. When p = p0
the regression line is extremal and its equation is
y =  1:1966 + 0:74191x. All the lines are bounded
between the OLS yjx line and the extremal line.
In these examples the correlation coefcient  is
close in absolute value to 1 and so 1 is also close in
absolute value to 1. As a result the OLS yjx and xjy
lines are visually near each other and both lines are
seen to pass through the data. However, whenever
the correlation coefcient is small, the OLS xjy line
will diverge noticeably from the other lines and from
the data as well. This is not shown here.
5 Summary
The derivation of least-squares regressions involves
constructing the summation expression for the mean
squared error between the data and the line, denoted
here by E. In the standard derivation, Ea and Eb are
set equal to zero, and the equations are solved for min-
imizing solution (a; b) : To check that the solution is
actually a minimum, the Hessian determinant must be
computed and found to be positive.
The approach of this paper has several notable
features which made the derivations of generalized
Recent Advances in Intelligent Control, Modelling and Computational Science
ISBN: 978-960-474-319-3 157
least-squares regressions as efcient and uncompli-
cated as possible. First, this paper utilizes a high-level
formula for the ordinary least-squares error E due to
Ehrenberg which is already expressed in terms of x,
y, x, y and . This formula is not widely-known
but it deserves to be. The formula allows for an el-
ementary derivation of ordinary least-squares and it
allows all the generalized least-squares methods de-
scribed here to be derived without complicated sum-
mation manipulations. In all cases, the computations
for Ea and Eb become calculus-level problems. The
calculation of the Hessian matrix and determinant be-
comes tractable now in all cases as well.
A second notable feature in all the derivations is
the use of a relation expressing the deviation between
a data point and the line with respect to x in terms of
the deviation of the data point with respect to y. It is
used here in every derivation to extract a weight func-
tion g (b) from the error expression E. In this way,
the generalized least-squares error is always a product
of the weight function and Ehrenberg's formula for
ordinary least-squares error.
With the pattern of derivation now simplied and
streamlined in the known cases, we were able to ex-
plore a variety of new generalized least-squares meth-
ods in the same efcient manner. Whenever possible,
explicit formulas for the new regression coefcients
a and b were determined. In those cases where the
slope was a solution to a cubic or quartic equation,
Descartes' Rule of Signs and sometimes the polyno-
mial discriminant were invoked to prove the existence
of a unique solution having the same sign as .
Numerical examples show the symmetric and hy-
brid symmetric regression lines fanning out from the
mean point and occupying the space between the or-
dinary least-squares lines. The examples also reveal a
tendency for the symmetric regression lines to remain
separate from the hybrid regression lines. In future
work, the accuracy of these regression lines will be
analyzed.
The work of this paper is generalized into a theory
for deriving and classifying generalized least-squares
regressions in the paper to follow.
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