Monitoring and performance analysis of regression profiles by Hosseinifard, S
Monitoring and performance
analysis of regression profiles
by
Seyedeh Zahra Hosseinifard
BSc.(Hons)
This thesis is submitted in total fulfilment of the requirements
for the degree of Doctor of Philosophy
School of Mathematical and Geospatial Sciences
RMIT University
Melbourne, Victoria, Australia
September 2012
For Kiarash
II
DECLARATION
The candidate hereby declares that the work in this thesis, presented for
the award DR104 - Doctor of Philosophy and submitted in the School of Math-
ematical and Geospatial Sciences, RMIT University:
 has been done by the candidate alone and no other person’s
work has been relied upon or used without due acknowledgment
in the main text and bibliography of the thesis.
 has not been submitted previously, in whole or in part, in re-
spect of any other academic award and has not been published
in any form by any other person except where due reference is
given and;
 some of the material, methods, figures and results from this
thesis have appeared in the refereed conference and journal
publications during my Ph.D. study period.
................................................
Seyedeh Zahra Hosseinifard
September 2012
III
Acknowledgments
I take this opportunity to express my appreciation to the special people
who have shaped my career and a fulfilling research candidature at RMIT
University. Foremost, I wish to express my profound gratitude to my supervi-
sors Professor John Hearne and Dr. Babak Abbasi. Their invaluable support,
advice, proper guidance and continuous inspiration enhanced my confidence
to accomplish this research. I am indebted for their encouragement and inspi-
rational advices received throughout the association.
It has been a great pleasure working with the faculty, staff, and students in
the department of Statistics and Operations Research at RMIT University dur-
ing my Ph.D. program of study. I gratefully acknowledge all of them for their
great support and encouragement. Special thanks to the Head of the School
Professor John Hearne, Head of the Mathematics discipline Professor Andrew
Eberhard, Professor Panlop Zeephongsekul, Dr. Mali Abdollahian, Ms. Kaye
Marion, Dr. Yan Wang and many other academic staff of the School of Math-
ematical and Geospatial sciences for providing me with assistance during my
study period at RMIT University.
I wish to express gratitude to all the staff in the school of Mathematical
and Geospatial Sciences at RMIT University, specially Ms. Bhavika Agnihotri
for providing support and assistance.
I also would like to acknowledge my colleagues and friends for their support
during this study.
Special thanks to RMIT University, the RUIRS and APA for providing me
financial support and other essential facilities.
My thanks also are extended to the reviewers of papers along this way.
Last but not least, I would like to give special thanks to my wonderful
husband and my beautiful son for their loving support and understanding. I
IV
am always thankful for what they have done for me. I wish to extend my
deepest appreciation to my parents. They have been very encouraging and
always have done their best to support me.
V
List of Figures
2.1 Topology of MLP with two hidden layers. . . . . . . . . . . . . . 30
2.2 The structure of three proposed ANN methods. . . . . . 38
2.3 The step-by-step flowchart for using neural networks to monitor
linear profile. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.4 Comparisons of ARL values when intercept shifts from A0 to
A0 + λσ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.5 Comparisons of ARL values when slope shifts from A1 to A1 +ησ. 44
2.6 Comparisons of ARL values when standard deviation shifts from
σ to γσ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.7 Comparisons of ARL values when both intercept and slope shifts
to λ+ ηx¯ = 0 ; x¯ = 5. . . . . . . . . . . . . . . . . . . . . . . . 47
3.1 The four different scenarios of PCI for profiles. . . . . . . . . . . 58
3.2 Linear profile with fixed explanatory variables and constant USL
and LSL. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.3 Linear profile with fixed explanatory variables and linear func-
tional USL and LSL. . . . . . . . . . . . . . . . . . . . . . . . . 62
3.4 The simulation methodology flowchart. . . . 67
4.1 Burr XII probability density function (pdf) for different values
of c and k. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
VI
4.2 Burr XII cumulative distribution function (cdf) for different val-
ues of c and k. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.3 Structure of the MLP for estimating the Burr XII parameters. . 86
4.4 Steps to estimate the Burr XII distribution parameters using
ANN. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.5 |estimated value − real value| of the parameters for different
sample sizes in the simulation study (where sample of size is
100, µz and σz are estimated after estimating c and k) . . . . . 93
4.6 Values of skewness and kurtosis used in the proposed ANN in
the training and validation phases. . . . . . . . . . . . . . . . . 94
4.7 Methodology of the comparison study. . . . . . . . . . . . . . 111
4.8 Normal plot for PCI estimated of different methods (exact PCI
is 0.5). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
5.1 pdf of beta (5, 5) and student-t (df = 5) . . . . . . . . . . . . . 134
5.2 pdf of lognormal (0, 0.3), Weibull (1.2, 2) and gamma (1.2, 1) . . 135
5.3 Box plots of estimated Cpu values using η ∼ gamma distribution
(shape= 1.2 and scale= 1) with target Cpu = 0.77 and k = 50. . 144
5.4 Box plots of estimated Cpu values using η ∼ gamma distribution
(shape= 1.2 and scale= 1) with target Cpu = 1 and k = 50. . . . 144
5.5 Box plots of estimated Cpu values using η ∼ gamma distribution
(shape= 1.2 and scale= 1) with target Cpu = 1.2 and k = 50. . . 145
5.6 Box plots of estimated Cpuvalues using η ∼ Weibull distribution
(shape= 1.2 and scale= 2) with target Cpu = 0.77 and k = 50. . 145
5.7 Box plots of estimated Cpuvalues using η ∼ Weibull distribution
(shape= 1.2 and scale= 2) with target Cpu = 1 and k = 50. . . . 146
VII
5.8 Box plots of estimated Cpuvalues using η ∼ Weibull distribution
(shape= 1.2 and scale= 2) with target Cpu = 1.2 and k = 50. . . 146
5.9 Box plots of estimated Cpuvalues using η∼ lognormal distribu-
tion ( µ = 0, σ = 0.3) with target Cpu = 0.77 and k = 50. . . . . 147
5.10 Box plots of estimated Cpuvalues using η ∼ lognormal distribu-
tion (µ = 0, σ = 0.3) with target Cpu = 1 and k = 50. . . . . . . 147
5.11 Box plots of estimated Cpuvalues using η ∼ lognormal distribu-
tion (µ = 0, σ = 0.3) with target Cpu = 1.2 and k = 50. . . . . . 148
5.12 Box plots of estimated Cpuvalues using η ∼ beta distribution
(α = 5 and β = 5) with target Cpu = 0.77 and k = 50. . . . . . . 148
5.13 Box plots of estimated Cpuvalues using η ∼ beta distribution
(α = 5 and β = 5) with target Cpu = 1 and k = 50. . . . . . . . 149
5.14 Box plots of estimated Cpuvalues using η ∼ beta distribution
(α = 5 and β = 5) with target Cpu = 1.2 and k = 50. . . . . . . 149
5.15 Box plots of estimated Cpuvalues using η ∼student-t distribu-
tion (df = 5) with target Cpu = 0.77 and k = 50. . . . . . . . . . 150
5.16 Box plots of estimated Cpu values using η ∼student-t distribu-
tion (df = 5) with target Cpu = 1 and k = 50. . . . . . . . . . . 150
5.17 Box plots of estimated Cpu values using η ∼student-t distribu-
tion (df = 5) with target Cpu = 1.2 and k = 50. . . . . . . . . . 151
VIII
List of Tables
Table 2.1 Comparisons of out-of-control ARL values when intercept
shifts from A0 to A0 + λσ. The in-control ARL= 200. . . 43
Table 2.2 Comparisons of out-of-control ARL values when slope
shifts from A1 to A1 + ησ. The in-control ARL= 200. . . 44
Table 2.3 Comparisons of out-of-control ARL values when standard
deviation shifts from σ to γσ. The in-control ARL= 200. . 45
Table 2.4 Comparisons of out-of-control ARL values when both in-
tercept and slope shifts to λ + ηx¯ = 0 ; x¯ = 5. The
in-control ARL= 200. . . . . . . . . . . . . . . . . . . . . 47
Table 3.1 Simulation study, Y = 2X + 3; ε ∼ N(0, 1), USL is con-
stant and the number of replications= 1, 000. . . . . . . . 69
Table 3.2 Simulation study, Y = 2X + 3; ε ∼ N(0, 1), USL= 2x+ 6
and the number of replications= 1, 000. . . . . . . . . . . 70
Table 3.3 Simulation study, Y = 2X + 3; ε ∼ N(0, 1), USL= 4x+ 2
and the number of replications= 1, 000. . . . . . . . . . . 71
Table 4.1 The weight and bias values after training ANN network. . 89
Table 4.2 Results of the simulation study using ANN for µz = 0.54148,
σz = 0.15445 and 1,000 replications. . . . . . . . . . . . . 95
Table 4.3 Results of the simulation study using ANN for µz = 0.4287,
σz = 0.2536 and 1,000 replications. . . . . . . . . . . . . 96
IX
Table 4.4 Results of the simulation study using ANN for µz = 0.6011,
σz = 0.2478 and 1,000 replications. . . . . . . . . . . . . 97
Table 4.5 Results of the simulation study using the MLE method
for µz = 0.54148, σz = 0.15445 and 1,000 replications. . . 99
Table 4.6 Results of the simulation study using the MLE method
for µz = 0.4287, σz = 0.2536 and 1,000 replications. . . . 99
Table 4.7 Results of the simulation study using the MLE method
for µz = 0.6011, σz = 0.2478 and 1,000 replications. . . . 100
Table 4.8 The target Cpu value, the corresponding USL used in the
simulation study and the Cpu values calculated from per-
centile method. . . . . . . . . . . . . . . . . . . . . . . . . 113
Table 4.9 Results of simulation using 10,000 replications, sample
size n = 100. . . . . . . . . . . . . . . . . . . . . . . . . . 114
Table 4.10 Results of simulation using 10,000 replications, sample
size n = 1, 000. . . . . . . . . . . . . . . . . . . . . . . . . 115
Table 4.11 Cpuvalues of leukocyte filtering process for 10 samples of
size 100. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
Table 5.1 The properties (mean, skewness and kurtosis) of non-
normal distributions used in the simulation study. . . . . 135
Table 5.2 Cpu values and the corresponding USLs for non-normal
distributions used in the simulation study. . . . . . . . . . 136
Table 5.3 The mean and standard deviation of Cˆpu with gamma
distribution (shape= 1.2 , scale= 1) and 150 replications. . 139
Table 5.4 The mean and standard deviation of Cˆpu with Weibull
distribution (shape= 1.2 scale= 2) and 150 replications. . 140
X
Table 5.5 The mean and standard deviation of Cˆpu with lognormal
distribution (µ = 0, σ = 0.3) and 150 replications. . . . . 141
Table 5.6 The mean and standard deviation of Cˆpu with beta dis-
tribution (α = 5, β = 5) and 150 replications. . . . . . . . 142
Table 5.7 The mean and standard deviation of Cˆpu with student-t
distribution (df = 5) and 150 replications. . . . . . . . . . 143
XI
List of Abbreviations
ANN Artificial Neural Network
ARL Average Run Length
BPR Back Propagation
cdf Cumulative Distribution Function
CUSUM Cumulative Sum
CV Cutting Value
EWMA Exponentially Weighted Moving Average
IC In-Control
i.i.d. independent and identically distributed
ITM Input Training Matrix
LF Likelihood Function
LSL Lower Specification Limit
MCUSUM Multivariate Cumulative Sum
MEWMA Multivariate Exponentially Weighted Moving Averages
MFC Mass Flow Controller
MLE Maximum likelihood estimation
MLP Multi-layered Perceptron
MSE Mean Squared of Error
NC Non-conforming
OC Out-of-Control
OLS Ordinary Least Squares
PCI Process Capability Index
pdf Probability density function
PNN Perceptron Neural Network
SD Standard Deviation
SPC Statistical Process Control
SSE Sum of Squared Error
TTM Target Training Matrix
USL Upper Specification limit
WV Weighted Variance
XII
Contents
1 Introduction 4
1.1 Profile monitoring . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.1.1 Phase I in profile monitoring . . . . . . . . . . . . . . . . 8
1.1.2 Phase II in profile monitoring . . . . . . . . . . . . . . . 9
1.2 Linear regression profile . . . . . . . . . . . . . . . . . . . . . . 11
1.3 Problem statement . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.3.1 Using meta-heuristics methods to monitor linear profiles 15
1.3.2 Process capability analysis in linear profiles . . . . . . . 16
1.4 Outline of the thesis . . . . . . . . . . . . . . . . . . . . . . . . 17
1.5 Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.5.1 Refereed journal papers . . . . . . . . . . . . . . . . . . 19
1.5.2 Refereed conference proceedings . . . . . . . . . . . . . . 19
1.5.3 Abstracts presented at conferences: . . . . . . . . . . . . 20
2 Application of artificial neural networks to monitor linear
profiles 21
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2 Phase II of monitoring simple linear profiles . . . . . . . . . . . 23
2.2.1 T2 control chart . . . . . . . . . . . . . . . . . . . . . . . 23
2.2.2 The EWMA/R control charts . . . . . . . . . . . . . . . 24
2.2.3 EWMA-3 control charts . . . . . . . . . . . . . . . . . . 26
XIII
2.2.4 ANN method . . . . . . . . . . . . . . . . . . . . . . . . 28
2.3 Artificial neural networks (ANNs) and their application in sta-
tistical process control . . . . . . . . . . . . . . . . . . . . . . . 29
2.3.1 Multilayer perceptron neural networks . . . . . . . . . . 30
2.3.2 Training multilayer perceptron . . . . . . . . . . . . . . 31
2.3.3 Back propagation (BPR) algorithm . . . . . . . . . . . . 32
2.3.4 Application of ANN in SPC . . . . . . . . . . . . . . . . 33
2.4 Application of the perceptron neural networks (PNN) to moni-
tor linear profiles . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.4.1 Structure of the proposed neural networks . . . . . . . . 35
2.4.2 Data training . . . . . . . . . . . . . . . . . . . . . . . . 36
2.4.3 Training phase . . . . . . . . . . . . . . . . . . . . . . . 37
2.4.4 Setting ARL after training . . . . . . . . . . . . . . . . . 37
2.5 Evaluation and comparison study . . . . . . . . . . . . . . . . . 40
2.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3 Process capability analysis of linear regression profile with
normal data 49
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.2 Background of process capability analysis . . . . . . . . . . . . 51
3.3 Process capability index for linear profile . . . . . . . . . . . . . 56
3.4 Simulation study and performance evaluation . . . . . . . . . . 64
3.4.1 Comparison criteria and simulation runs . . . . . . . . . 65
3.4.2 Discussion of simulation results . . . . . . . . . . . . . . 68
3.5 Numerical examples and case study . . . . . . . . . . . . . . . . 71
3.5.1 Numerical examples . . . . . . . . . . . . . . . . . . . . 71
3.5.2 Case study, yogurt production example . . . . . . . . . . 73
XIV
3.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4 Process capability analysis with non-normal quality charac-
teristics and Burr XII parameters estimations 76
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.2 Distribution fitting to non-normal quality characteristics data . 78
4.2.1 The Burr XII distribution . . . . . . . . . . . . . . . . . 79
4.2.2 Using standard tables to estimate c and k . . . . . . . . 82
4.2.3 Using MLE method to estimate Burr XII parameters . . 83
4.2.4 Using neural networks to estimate Burr XII parameters . 85
4.2.5 Simulation study . . . . . . . . . . . . . . . . . . . . . . 92
4.2.6 Comparison study . . . . . . . . . . . . . . . . . . . . . 98
4.3 Process capability analysis with non-normal data . . . . . . . . 101
4.3.1 The percentile method . . . . . . . . . . . . . . . . . . . 104
4.3.2 The Box-Cox transformation method . . . . . . . . . . . 105
4.3.3 The root transformation method . . . . . . . . . . . . . 106
4.3.4 The neural network based (ANN) method . . . . . . . . 108
4.3.5 The CDF Distribution Method . . . . . . . . . . . . . . 109
4.3.6 Monte Carlo simulation and results . . . . . . . . . . . . 109
4.4 Application to leukocyte filtering process . . . . . . . . . . . . 119
4.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
5 Process capability analysis in profiles with non-normal data 123
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
5.2 PCI calculation in non-normal linear profile . . . . . . . . . . . 125
5.2.1 Probability plot method . . . . . . . . . . . . . . . . . . 126
5.2.2 Burr percentile method . . . . . . . . . . . . . . . . . . . 128
5.2.3 Box-Cox transformation method . . . . . . . . . . . . . . 129
XV
5.2.4 CDF method . . . . . . . . . . . . . . . . . . . . . . . . 130
5.2.5 ANN method . . . . . . . . . . . . . . . . . . . . . . . . 131
5.3 Simulation study and performance evaluation . . . . . . . . . . 132
5.3.1 Comparison criteria . . . . . . . . . . . . . . . . . . . . . 133
5.3.2 Simulation runs and discussion . . . . . . . . . . . . . . 137
5.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
6 Conclusions and future work 153
XVI
Abstract
There are many cases in industrial and non-industrial sections where the
quality characteristics are in the form of profiles. Profile monitoring is a rela-
tively new set of techniques in statistical quality control that is used in situa-
tions where the state of product or process is presented by linear or nonlinear
regression models. In the past few years, most research in the field of profile
monitoring has mainly focused on the use of effective statistical charting meth-
ods, study of more general shapes of profiles, and the effects of violations of
assumptions in profile monitoring. Despite several research on the application
of artificial neural networks to statistical quality control, no research has in-
vestigated the application of neural networks in monitoring profiles. Likewise,
there is no research in the literature on the process capability analysis in profile
processes. The process capability analysis is to evaluate the ability of a process
to meet the customer/engineering specifications and must be done in Phase I
of profile monitoring. In a review study on profile monitoring, Woodall (2007)
pointed out the importance of process capability analysis in profile processes.
In this research, we use artificial neural networks to detect and classify
shifts in linear profiles. Three monitoring methods based on artificial neural
networks are developed to monitor linear profiles in Phase II. We compare
the results for different shift scenarios with existing methods in linear profile
monitoring and discuss the results.
Furthermore, in this thesis, we evaluate the estimation of process capability
indices (PCIs) in linear profiles. In order to achieve continuous improvement
in quality and productivity, the use of process capability indices has become an
important and integrated part in the application of statistical process control.
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They are used to assess precisely the process losses due to non-compliance to
the customer/engineering specifications. We propose a method based on the
relationship between proportions of non-conformance and the process capabil-
ity indices in the profile process. In most existing profile monitoring methods
in the literature, it is assumed that the profile design points are deterministic
(fixed) so they are unchanged from one profile to another one. Although it
is a common case in the calibration applications, in some other applications
it may not be valid and require a random (arbitrary) scheme in data acqui-
sition. Hence, in this research, we investigate the estimation of the PCI in
normal linear profiles for different scenarios of deterministic (fixed) and arbi-
trary (random) data acquisition schemes as well as fixed or linear functional
specification limits. We apply the proposed method in estimating the process
capability index in a yogurt production process where the quality characteris-
tics are presented by a linear profile.
This thesis also focuses on the investigation of the process capability analy-
sis in regression profile with non-normal error terms. When the distribution of
a process characterized by a profile is non-normal, process capability analysis
using normal assumption often leads to erroneous interpretations of the pro-
cess performance. In this study, we review the methods for estimating PCI in
non-normal data and carry out a comprehensive comparison study to evaluate
the performance of these methods. Then these methods are applied in the
leukocyte filtering process to evaluate the PCI with effect of non-normality in
a blood service section. In addition, we develop a new method based on neural
networks to estimate the parameters of the Burr XII distribution, which is re-
quired in some of the PCI estimation methods with non-normal environments.
Finally, in this research we propose five methods to estimate process capa-
bility index in profiles where residuals follow non-normal distributions. In a
2
comparison study using Monte Carlo simulations we evaluate the performance
of the proposed methods in terms of their precision and accuracy. We provide
conclusions and recommendation for the future research at the end.
3
Chapter 1
Introduction
The current research study addresses two main subjects in regression profiles:
the monitoring of linear profiles and the process capability analysis of linear
profiles. Profiles are mainly for monitoring the regression model of several
variables over time. The profile has been used in a variety of areas. As a general
example, consider the relationship between driving speed and the distance a
vehicle travels once brakes are applied. We are interested in controlling and
monitoring this regression function in relation to the mileage of the car. We
are also interested in evaluating the car’s capability to meet the engineering
specifications in this regard. This will give us an indication of the process
capability index in car manufacturing process. This research looks at several
applications of profiles. Introductions to the both subjects (profile monitoring
and process capability analysis) and the related literature reviews are presented
in the following sections. Furthermore, the problems and open areas of research
in those fields are discussed.
4
1.1 Profile monitoring
Statistical Process Control (SPC) has been successfully applied in a variety of
areas, especially in industries since Shewhart introduced the control charts in
Bell Telephone Laboratories (Shewhart (1931)). Due to the competitive nature
of the business and industrial environment, SPC methods are used to monitor
product or process quality characteristics for changes in the process parameters
such as means, standard deviations and fraction of non-conformance. They are
also used to improve the quality of the products, manufacturing processes and
service operations with respect to customer or engineering specifications. In
SPC applications, a sample of a certain size is periodically drawn from a process
and quality characteristics are measured and charted based on the related
test statistics. The goal of SPC charts is to quickly detect the occurrence
of any shifts in the process from the pre-established control limits so that the
investigation and correction actions can be undertaken to bring the incorrectly
behaving process or out-of-control situation back under control.
In some applications, a univariate quality characteristic or a single variable
presents the state of process, while in other applications multiple variables from
a multivariate distribution characterize the state of the process. For the former
case, different control charts have been proposed, such as Shewhart, cumula-
tive sum (CUSUM) and exponentially weighted moving average (EWMA). For
the latter case, we can refer to multivariate CUSUM (MCUSUM) and multi-
variate EWMA (MEWMA). For more details, the reader is referred to Mont-
gomery (2009). However, there are a number of practical situations, where
the state of a process or product is better characterized by a functional rela-
tionship between two or more quality characteristics. For example, in many
modern processes, massive amounts of data are available and this data occurs
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in complex structures that may not be best addressed by the traditional con-
trol charts. In contrast, a regression function between the response variable(s)
and one or more explanatory variables should be used. This regression rela-
tionship which can be linear or nonlinear, is usually referred to as profile. For
this new area which has been given more attention in the recent literature,
some researchers used different terminologies to express the profile. Gardner
et al. (1997) applied the term “signature” in their study while Jin and Shi
(2001) used the term “waveform signals”. Such signals, like tonnage signals
in stamping process, torque signals in tapping, and force signals in welding
process, are collected by the sensors during production processes.
Profile monitoring is mainly for checking the stability of the regression
function over time based on the observed data. In profile monitoring, it is
assumed that k (k > 1) values of the response variable (i.e. the quality char-
acteristic, Y ) are measured along with the corresponding values of one or more
explanatory variables (i.e. Xs), reflecting the location of the measurement on
a process. Woodall et al. (2004) and Woodall (2007) provided comprehen-
sive overviews on this topic and presented a general framework for the process
monitoring using profile data.
There are many cases in industrial and non-industrial sections where the
quality characteristics are in the form of profiles. Semiconductor industries
and calibration studies are the most popular industrial applications of linear
profiles. Some applications of profiles in non-industrial sections are economic
index curves and cyclical weather patterns related to temperature. Linear
profiles appear to be more common in calibration applications. For example,
Kang and Albin (2000) gave a calibration example in semiconductor manufac-
turing in which the measured pressure in the chamber is a linear function of
the set points for gas flow. They mentioned that if the mass flow controller
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(MFC) is in-control, then the measured pressure (Y ) in the chamber is a lin-
ear function of gas flow(X). Mestek et al. (1994) considered the stability of
linear calibration curves in the photometric determination of Fe3+(Y ) with
sulfosalicylic acid (X). Lawless et al. (1999) discussed a pair of examples
in automotive engineering for which the relationship between the input and
output dimensions of a part at each stage of manufacturing process can be
modelled by a straight line. Jin and Shi (1999 and 2001) also applied linear
profile monitoring to monitor stamping tonnage and waveform. Applications
of nonlinear profiles are given by some other authors. For example, Walker
and Wright (2002) used additive models to represent the curves of interest in
vertical density profiles in monitoring of particleboard at equally spaced loca-
tions of the board. Amiri et al. (2009) discussed a case study on monitoring
polynomial profiles in the automotive industry. They mentioned that the rela-
tionship between the torque produced by an engine and the engine speed is an
important quality characteristic in the automobile engine. Nair et al. (2002)
presented an application in injection molding where the response variable of
interest is the compression strength of foam that is measured over different
levels of compression. Kang and Albin (2000) gave an example of monitor-
ing aspartame, an artificial sweetener, by a nonlinear profile. Williams et al.
(2007a) considered the nonlinear profiles of a dose-response curve to monitor
the quality of the bioassays. The quality of the bioassays indicate the impact
of a dosage of herbicide on plant growth. Ramsay and Silverman (1997) have
discussed various examples of functional data or profiles. For more examples
of applications of this rapidly growing area of profile monitoring we refer to
Woodall et al. (2004).
Process monitoring, which principally uses control charts, can be studied
via two phases: Phase I and Phase II. Phase I of the monitoring scheme consists
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of determining whether or not historical data indicate a stable (or in-control)
process as well as estimating the in-control distribution of process parameters.
In contrast, the goal in Phase II is to monitor future observations in order to
quickly detect any shift in the process from the in-control state determined in
Phase I. In the following we explain these two phases.
1.1.1 Phase I in profile monitoring
In Phase I, a set of process data is gathered and analysed. The in-control
values of the process parameters are then estimated after removing outliers
with assignable causes. The main interests in Phase I are to determine the
stability of the process and to estimate the in-control distribution of process
parameters based on a historical set of data, after dealing with any assignable
causes. The statistical performance of a Phase I method is usually measured
in terms of the probability of a signal. The probability of a signal is the
probability of obtaining at least one charted statistic outside the control limits.
Mahmoud and Woodall (2004) have discussed Phase I of monitoring simple
linear profile while samples are collected over time that is a common situation
in calibration applications. They presented a method for Phase I analysis
based on indicator variables technique combined with a control chart in a linear
regression model. Mahmoud et al. (2007) proposed a change point method
based on likelihood ratio statistics to detect sustained changes in a linear profile
data set during Phase I. Kazemzadeh et al. (2008) proposed three methods
for monitoring polynomial profiles in Phase I. Ding et al. (2006) suggested
a strategy of Phase I analysis for nonlinear profiles monitoring. Williams et
al. (2003) studied the use of T2 control chart to monitor the coefficients of
a nonlinear regression fitted to successive sets of profile data. Williams et al.
(2007b) studied the use of T2 control chart to monitor the coefficients of a
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nonlinear regression fitted to successive sets of profile data in Phase I.
Process capability analysis of profile data can be investigated in Phase I;
however, to the best of author’s knowledge, there has been no report that
discusses this issue through profiles. The capability of a process and the effec-
tiveness of a control chart are directly related. The higher the process capa-
bility, the more effective the control chart in controlling quality. The objective
of process capability analysis is to estimate, monitor and reduce variability
of the process relative to the process specifications or tolerances. This can
be best described by the process capability index (PCI). Process capability
indices determine whether a process is capable of producing items within en-
gineering/customer specification limits. A high value of PCI ensures that the
control chart gives an immediate warning of the potential danger of producing
material outside the specification limits, for the situations where the process
parameters shift.
1.1.2 Phase II in profile monitoring
The purpose of the Phase II analysis is to monitor on-line data to quickly
detect any shift in the process from the in-control state determined in Phase I.
The performance of a Phase II method is often measured in terms of the cor-
responding run length distribution. The average run length (ARL) is defined
as the number of samples taken until an out-of-control signal is detected.
Kang and Albin (2000) proposed two approaches for monitoring linear pro-
files in Phase II: using multivariate chart introduced by Hotelling in 1947, and
examining the residuals by using EWMA and R charts. Kim et al. (2003) pro-
posed alternative control charts for monitoring profile using estimated regres-
sion coefficients from each sample to construct three separate EWMA charts.
Zhang et al (2009) integrated likelihood ratio and EWMA control chart to
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monitor linear profile in Phase II. Saghaei et al. (2009) used CUSUM control
chart in monitoring linear profile. Amiri et al. (2012) proposed a dimension
reduction method to monitor multiple linear regression profiles. Noorossana
et al. (2008) investigated the effect of autocorrelation between observations in
each linear profile and used three methods based on time series to eliminate au-
tocorrelation before monitoring the process. Soleimani et al. (2009) discussed
the effect of autocorrelation within the linear profiles to estimate regression
parameters as well as the performance of control charts when autocorrelation
is overlooked. Walker and Wright (2002) used models named additive models
to represent the curves of interest in vertical density profiles in monitoring of
a particle board. Miller (2002) applied linear and nonlinear types of response
functions in design experiments. Brill (2001) applied T2 control chart to mon-
itor the coefficients of a nonlinear regression function in a chemical process.
His goal was to detect a change in the slope of the regression line.
Besides the parametric modeling of linear or nonlinear profiles, the liter-
ature also includes some research on nonparametric methods of profile moni-
toring. Control charts for monitoring nonparametric profiles are useful when
the relationship is too complicated to be described parametrically. Zou et al.
(2008) discussed profile monitoring using nonparametric regression methods.
They proposed a novel scheme that integrates the multivariate exponentially
weighted moving average procedure with the generalized likelihood ratio test
based on nonparametric regression in order to monitor changes in both the re-
gression relationship and the variation of the profile on-line. Qiu et al. (2010)
presented a nonparametric mixed-effects model to monitor profiles in Phase
II for situations where within-profile data are correlated. Zou et al. (2009)
proposed a control chart for monitoring nonparametric profiles that can be
implemented without any knowledge about the error distribution. They sug-
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gested a bootstrap procedure for determining the control limits with no need
to specify the error distribution.
A self-starting control chart based on recursive residuals was proposed by
Zou et al. (2007) to monitor a linear profile in Phase I and Phase II. In the
following we review the parametric form of regression profiles, assumptions
and the coefficients estimations for Phase I and II of profile monitoring.
1.2 Linear regression profile
Linear profiles occur in many situations such as calibration studies. As a gen-
eral case, consider the parametric linear profile model relating the explanatory
variables X1i, X2i,...,Xpi to the response Yij (the quality characteristic under
the study) denoted by equation (1.1):
Yij = A0j + A1jX1i + · · ·+ ApjXpi + εij; i = 1, 2, ..., n, j = 1, 2, ..., k
(1.1)
where Alj (l = 0, 1, 2, ..., p) is the regression coefficient. The pair observation
(Xli, Yij) is obtained in the jth random sample (j = 1, 2, ..., k) where Xli is the
ith design point (i = 1, 2, ..., n) for the lth explanatory variable (l = 1, 2, ..., p).
It is assumed that εijs (random error terms) are independent, identically dis-
tributed (i.i.d.) variables with mean zero and variance σ2j . For the simplest
case consider a simple linear regression model in which for the n fixed X
points, the observations (Xi, Yij) are collected over time (i = 1, 2, ..., n and
j = 1, 2, ..., k). When the process is in-control, the underlying linear model
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relating the independent variable X to the response variable Y is:
Yij = A0j + A1jXi + εij; i = 1, 2, ..., n, j = 1, 2, ..., k (1.2)
where εij’s are independent and identically distributed random variables with
mean zero and variance σ2j . If A0j = A0, A1j = A1, and σ
2
j = σ
2 (j =
1, 2, ...k) then the process is considered to be stable in Phase I. In Phase I of
profile monitoring, the profile parameters, A0 , A1 and σ
2 are unknown and are
estimated from historical data set. Therefore, the estimated linear regression
function based on all available in-control data (the reference line) in Phase I
is given by:
Yˆ = a0 + a1X (1.3)
where a0 and a1 are the least square estimates of A0 and A1, respectively.
Later, in Phase II of profile monitoring we also need to estimate the regression
coefficients (a0 and a1) in each sample realization in order to monitor on-line
data through the established reference line (in equation (1.3)) calculated from
Phase I.
The ordinary least-squares method (OLS) is the most commonly used
method to estimate the coefficients of simple regression model of (1.2). The
principal of OLS is to minimize the sum of the squared distances between
observed responses Yij and the corresponding theoretical values Yˆij. The least-
squares estimators of regression coefficients in Phase I for sample j (j = 1, 2, ..., k)
are given by the following formulas:
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a0j = Y j − a1jX
a1j =
∑n
i=1 Yij
(
Xi − X¯
)
∑n
i=1
(
Xi − X¯
)2 = SXY (j)SXX (j)
(1.4)
in which Y j = (
∑n
i=1 Yij) /n , X = (
∑n
i=1Xi) /n , SXY (j) =
∑n
i=1 Yij
(
Xij −X
)
and SXX (j) =
∑n
i=1
(
Xij −X
)2
. The sample statistics a0j and a1j have a
bivariate distribution with the mean vector µ = (a0j, a1j) and the variance-
covariance matrix of;
Σ =
 σ20 σ201
σ201 σ
2
1
 (1.5)
where
σ20 = σ
2
 1
n
+
X¯2∑n
i=1
(
Xi − X¯
)2

σ21 =
σ2∑n
i=1
(
Xi − X¯
)2
σ201 = −σ2
 X¯∑n
i=1
(
Xi − X¯
)2

are the variance of a0j, a1j and the covariance between a0j and a1j , respectively.
When the residuals are normally distributed, this joint distribution is bivariate
normal distribution (see Neter et al. (1996)).
The estimate of A0, A1 and σ
2 used in Phase I to establish the reference
line, are given by equations (1.6) and (1.7):
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a0 =
k∑
j=1
a0j
k
a1 =
k∑
j=1
a1j
k
(1.6)
MSE =
k∑
j=1
MSEj
k
(1.7)
where MSEj =
∑n
i=1 e
2
ij/ (n− 2) is the unbiased estimator of σ2 for sample j
(j = 1, 2, ..., k). eij = Yij − Y¯ij where Yˆijs are fitted values. The statistic (n−
2)MSEj/σ
2 is also a chi-square distribution with (n− 2) degrees of freedom.
Two possible approaches can be considered in obtaining the profile data
set: one alternative is to assume that the design points within a profile are
deterministic (fixed) so they are unchanged from one profile to another one.
In this approach, we select a set of n fixed explanatory points denoted by
{X1, X2, ..., Xn} in the range (Xl, Xh) to measure responses, Y1j, Y2j, ..., Ynj
(j = 1, 2, ..., k); while the same set of explanatory points are used to produce
different sets of responses. This case is common in the practical calibration
applications in industrial manufacturing. The second approach is when data
acquisition takes the random scheme; therefore, profile design points would be
i.i.d. random variables from a given distribution. This case is the so-called
arbitrary (random) design scheme.
As mentioned before, in the parametric form of profile monitoring we need
to estimate the regression coefficients in both Phase I and II. However, these
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estimated coefficients are used to establish the reference line in Phase I and to
monitor on-line data in each sample realization in Phase II.
In Phase I, after determining the initial estimates of the regression parame-
ters as given in equations (1.6) and (1.7), we use these estimations to construct
Phase I control charts for identifying out-of-control points. If all sample statis-
tics are within the control limits, then a0 and a1 are the best estimators of A0
and A1. Otherwise we should identify the assignable causes and remove these
points from the data set, then re-estimate a0, a1 and MSE to construct the
new control limits with the remaining data. This algorithm can be repeated
until all the remaining sample statistics are within the control limits and the
reference line is built for the Phase II.
1.3 Problem statement
1.3.1 Using meta-heuristics methods to monitor linear
profiles
As mentioned in Section 1.1, literature on the profile monitoring has addressed
both linear and nonlinear profile monitoring in Phase I and Phase II. William
et al. (2004) discussed some of the general issues in using control charts to
monitor linear and nonlinear profiles. Despite the many methods in the liter-
ature to monitor linear and nonlinear profiles, the control chart method based
on artificial neural network (ANN) is not investigated. In many applications,
the ANN approach provides promising results and it is worth investigating in
the profile monitoring context. Zorriassatine and Tannock (1998) reviewed the
literature of successful applications of the ANN to SPC; however, there is no
record of using ANN in monitoring profiles. Hence, an aim of this research is
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to propose a method based on ANN to monitor linear profiles in Phase II.
1.3.2 Process capability analysis in linear profiles
As discussed by Woodall (2007), much of the research in the past few years
has focused on the use of more effective charting methods, the study of more
general shapes of profiles, and the effects of violations of assumptions. There
has been no discussion on analysing process capability of profile data. In re-
cent decades, process capability indices (PCIs) have been widely used in the
field of quality control to assess and improve the performance of industrial pro-
cesses. They provide a common standard of product quality for suppliers and
customers. PCIs are designed to quantify the relation between the desired en-
gineering specifications and the actual performance of the process. Literature
in the process capability studies has addressed process capability analysis for
univariate and multivariate processes where the quality measurements follow
normal or non-normal distributions. PCI estimation methods for univariate
normal processes were first suggested by Juran (1974) and Kane (1986) and
were developed by other researchers such as Chan et al. (1998). Many re-
searchers including Tang and Than (1999) and Hosseinifard et al. (2009) have
worked on estimation of PCI for univariate non-normal processes. PCI esti-
mation for the multivariate data using a normal distribution was defined by
Hubele et al. (1991). Other researchers have proposed several methods to
handle the issue of non-normality in the multivariate quality characteristics
data (for more details see Chen (1994)).
One goal of this research is to investigate the process capability in linear
profile with normal and non-normal error terms. In most existing profile mon-
itoring methods in the literature, it is assumed that the profile design points
are deterministic (fixed) so they are unchanged from one profile to another
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one. Although it is a common case in the calibration applications, in some
other applications they may not be valid and require a random (arbitrary)
scheme in profile data acquisition. Hence, in this research, we also investigate
the estimation of the PCI of normal linear profiles for different scenarios of
deterministic (fixed) and arbitrary (random) design-points schemes as well as
fixed or linear functional specification limits.
1.4 Outline of the thesis
This thesis investigates both monitoring of linear profiles in Phase II and pro-
cess capability analysis of linear profile data in Phase I. Moreover, the research
on the process capability analysis will be advocated on both effects of normal
and non-normal error terms in the regression line. The subsequent chapters
have been organised as follows:
Chapter 2 provides literature reviews on Phase II of monitoring simple
linear profiles in addition to a background on the applications of artificial
neural network (ANNs) in statistical quality control. Three methods based on
neural networks are proposed to monitor linear profiles. Using simulations with
average run length (ARL) criterion, we assess the efficiencies of the proposed
methods.
In Chapter 3, the principles of process capability measurements in linear
profiles with a normal error term are presented. This chapter also reviews the
current approaches to estimate process capability indices (PCIs) for univariate
normal quality characteristics. In some applications of regression profiles, the
explanatory variables may not be fixed and even follow a random distribution.
Therefore, this chapter considers both fixed and random schemes in profile data
acquisition. Using simulation studies, the true value of process capability index
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for profile is compared with the mean of the estimated PCI values. Finally, the
proposed PCI estimation method is analysed in a yoghurt production process
where the quality characteristics are presented by a linear profile.
Chapter 4 looks at the properties of process capability indices with non-
normal quality characteristics. The relationship between the process capability
and the proportion of non-conforming items is used in some of the methods
to evaluate PCI for non-normal processes. A real case study in leukocyte
filtering process is also presented to evaluate the process capability indices with
effect of non-normality in a blood service sector. Since most PCI estimation
methods require the knowledge of the probability density function (pdf) of the
process, this chapter also investigates a distribution fitting technique using
Burr XII distribution to estimate the PCI for non-normal data. Furthermore, a
Multi-layered (MLP) neural network method is suggested to estimate the Burr
XII distribution parameter in order to estimate PCI in non-normal processes.
Using the simulation study, we assess the efficacy of the developed neural
network. Finally, in this chapter the performance of different methods in
estimating PCI with non-normal data through a comprehensive comparison
study is discussed.
In Chapter 5, five methods to evaluate process capability of linear pro-
file with effect of non-normality are presented. This chapter also contains a
comprehensive comparison study of the proposed PCI estimation methods.
Chapter 6 summarises the research conducted for this thesis, the main
findings and the contribution to the monitoring and process capability analysis
of linear profiles. The chapter concludes with recommendations for future
research in the above areas.
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Chapter 2
Application of artificial neural
networks to monitor linear
profiles
2.1 Introduction
As mentioned in Chapter 1, monitoring of linear profiles includes two phases,
Phase I and Phase II. In this chapter, Phase II models and approaches for
monitoring a simple linear profile data set are presented. We also present
three methods based on artificial neural network to monitor a simple linear
profile after providing a brief introduction to the artificial neural network and
its application in statistical process control (Hosseinifard et al. (2011)). In
Section 2.2 we provide a brief background on the linear regression models,
T2 control chart, EWMA/R and EWMA-3 control charts. These methods are
used in our comparison study. In Section 2.3 an introduction to neural network
and its application in statistical process control are presented. In Section 2.4,
we discuss the application of the neural networks to monitor linear profiles.
In this section, we deploy neural networks to detect and classify shifts in the
linear profiles. We propose three models based on neural networks to monitor
linear profiles. In the first and second methods we deploy a single neural
network to detect shifts in profile. In the third, one we propose using three
neural networks simultaneously to detect and classify profile shifts. Section
2.5 presents the comparison study between the performances of the proposed
methods, T2, EWMA/R and EWMA-3 control charts. We use the numerical
example given by Kang and Albin (2000) and deploy simulation to calculate
average run length (ARL) of our proposed methods. Finally, in Section 2.6, we
summarize this chapter and propose some recommendations for future work
in this area.
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2.2 Phase II of monitoring simple linear pro-
files
Assume a simple linear profile model is in the form:
Yij = A0j + A1jXi + εij; i = 1, 2, ..., n, j = 1, 2, ..., k (2.1)
Here we assume the εij’s are independent, identically distributed (i.i.d.)
normal variables i.e. N (0, σ2) and the X-values in each sample are assumed
to be known constants. In Phase II of monitoring profile, the in-control values
of the parameters A0 , A1 , and σ
2 are assumed to be known or estimated
from a data set reflecting expected in-control performance in Phase I. Several
authors have proposed Phase II control charting approaches for monitoring
simple linear profiles with assumed known values for the intercept, slope and
variance parameters. For a complete review of the literature on Phase II of
profile monitoring, we refer to Section 1.1. In the following sub-sections, some
monitoring schemes in Phase II for the simple linear profile are presented.
2.2.1 T2 control chart
A bivariate T2 control chart method was suggested by Kang and Albin (2000)
to monitor the linear profile coefficients in Phase II operations. Multivariate
control charts such as T2 control chart are usually used in quality control
environment to monitor a process with more than one correlated variables (see
Montgomery (2009)). Since the estimates of the slope, a0 and intercept, a1
in the least-square method (see equations (1.4) and (1.5)) are correlated, they
can be monitored simultaneously using T2 control chart. The T2 statistic in
Phase II is defined by:
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T2j = (zj − µ) TΣ−1 (zj − µ) (2.2)
where zj = (a0j, a1j) is the vectors of the estimated parameters from samples
in Phase II. µ = (A0, A1) is the vectors of regression model parameters and Σ
is variance-covariance matrix of the parameters estimated in Phase I (equation
(1.6) and (1.7), respectively). When the process is in-control, then the upper
control limit of the T2 control chart in equation (2.2) is:
UCL = χ2α,p (2.3)
where p is the number of variables including the y-intercept in the regression
line. χ2α,p is the upper α-percentile point of χ
2 distribution with p degrees of
freedom. Note that for the simple linear profile in equation (2.1), p is equal to
2.
2.2.2 The EWMA/R control charts
Kang and Albin (2000) suggested using a EWMA control chart in combination
with the R chart to monitor the values of residuals from the in-control line in
Phase II of simple linear profile monitoring. In EWMA control chart, the
jth control statistic (zj), is the weighted average of the jth residual average
e¯j = n
−1∑n
i=1 eij, and the value of zj−1; this is expressed by:
zj = (1− θ) zj−1 + θe¯j (2.4)
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where 0 < θ ≤ 1 is the weighting constant and z0 = 0. The control limits for
the EWMA chart are:
LCL = −Lσ
√√√√ θ
(2− θ)n
UCL = +Lσ
√√√√ θ
(2− θ)n
(2.5)
where σ is the error term standard deviation estimated by
√
k−1
∑k
j=1 MSEj,
MSEj is the mean square error of the jth fitted regression line (for more details,
see Chapter 1). L (> 0) is a constant chosen to give a specified false alarm rate,
and n is the sample size (i.e. the number of set points). Typical values for L
and θ are L = 3 and θ = 0.08, 0.1, 0.15 or 0.2 (for more details, we refer to
Montgomery (2009)).
The Range or R chart is added to the EWMA chart to monitor the residuals
and detect shifts in the process variability. The sample statistic in the R chart
is:
Rj = max
i
(eij)−min
i
(eij)
in which eij is the regression residual in the ith observation of the jth sample.
The control limits for R-chart are:
LCL = σ (d2 − Ld3)
UCL = σ (d2 − Ld3)
(2.6)
where L (> 0) is a constant chosen for a given specified in-control ARL. The
values of d2 and d3 are commonly-used constants that are dependent on sample
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size. These values are given in Montgomery (2009) for different values of n.
2.2.3 EWMA-3 control charts
In EWMA-3 chart, three separate EWMA charts are simultaneously used to
monitor the regression coefficients (A0 and A1) and residual variance, σ
2 (Kim
et al. (2003)). In this method, X-values are coded so that the regression
estimators became independent and can be monitored independently using
three EWMA control charts. The resulted alternative form of the underlying
model is given as Yij = B0 + B1X
∗
i + εij , i = 1, 2, ..., n, j = 1, 2, ..., k where
B0 = A0 + A1X , B1 = A1 and X
∗
i = (Xi=X¯). The least squares estimator
of the regression parameters (B0 and B1) for the sample j is b0j = Y¯j and
b1j = a1j = SXX (j) /SXY (j), respectively. The estimators b0j and b1j are
independent normal random variables with means B0 and B1 and variances
σ2/n and σ2/SXX , respectively. The covariance between b0j and b1j is zero
(Myers (1990)).
The EWMA chart statistic for monitoring the Y -intercept, B0 is:
zb0,(j) = θb0j + (1− θ)zb0,(j−1) (2.7)
where θ (0 < θ ≤ 1) is the smoothing parameter, and zb0,(0) = B0. The upper
and lower control limits for the intercept, B0 are given by:
LCL = B0 − Lb0σ
√√√√ θ
(2− θ)n
UCL = B0 + Lb0σ
√√√√ θ
(2− θ)n
(2.8)
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and Lb0 is a constant chosen to produce a specified in-control ARL. The EWMA
statistic to monitor the slope, B1 is computed as:
zb1,(j) = θb1j + (1− θ)zb1,(j−1) (2.9)
where θ (0 < θ ≤ 1) is the smoothing constant and zb1,(0) = B1. The LCL and
UCL for the chart are given by:
LCL = A1 − Lb1σ
√√√√ θ
(2− θ)n
UCL = B1 + Lb1σ
√√√√ θ
(2− θ)n
(2.10)
where the multiple Lb1 is adjusted to obtain a specified in-control ARL. In
order to monitor process variability, Kim et al. (2003) proposed a EWMA chart
based on the approach of Crowder and Hamilton (1992) to monitor the process
variance. Crowder and Hamilton (1992) showed that EWMA chart based on
the logarithm transformation of the sample variance is superior to usual R-
chart in detecting small and moderate-sized increase in a process variance. For
detection of decreases in the variations, the appropriate methods are discussed
by Acosta-Mejia et al. (1999) and Lowry et al. (1995). The EWMA statistic
suggested by Kim et al. (2003) for monitoring σ2 is:
zMSE,(j) = max
{
θ (ln(MSEj)) + (1− θ) zMSE,(j−1) , ln(σ2)
}
(2.11)
where MSE is the estimator of σ2 calculated from equation (1.7) in Chapter 1.
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θ (0 < θ ≤ 1) is the smoothing parameter and zMSE,(0) = ln (σ2). The UCL is:
UCL = ln (σ2) + LMSE
√√√√ θ
(2− θ) var [ln (MSEj)]
(2.12)
where LMSE > 0 is a multiple chosen to produce a specified in-control ARL and
ln(MSEj) = var[ln(MSEj)] = 2(n=2)+2(n=2)
2+(4/3)(n=2)3+(16/15)(n=2)5
(Crowder and Hamilton (1992)). The in-control average run length ARL0, for
this chart is defined by ARL0 = 1/α where α is the type I error. The value of
for the individual EWMA chart is given by:
αi = 1− 3
√
1− α (2.13)
2.2.4 ANN method
Artificial neural networks (ANNs) are parallel computing mechanisms that are
modelled based on the operation of a human brain. Many quality engineers
and researchers are familiar with the successful applications of artificial neural
network in statistical process control (SPC) since late 1989s (Pugh, 1989).
Zorriassatine and Tannock (1998) gave a literature review of application of
neural networks in statistical process control charts. In Section 2.4, we propose
three methods based on artificial neural network to monitor linear profiles in
Phase II. The proposed neural networks are deployed to detect and classify
shifts in the linear profiles. In the first and second methods, we present a
single neural network to detect shifts in profiles. In the third one, we use
three neural networks simultaneously to detect and classify profile shifts. The
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neural network used in this study is a multilayer perceptron neural network
(MLP), which implements the back-propagation training rule. In what follows,
a brief introduction of ANN structure, MLP and the corresponding training
algorithms are explored, then the proposed ANN based methods of monitoring
linear profiles in Phase II are presented in Section 2.4.
2.3 Artificial neural networks (ANNs) and their
application in statistical process control
An artificial neural network (ANN) can be defined as a massively parallel dis-
tributed processor that can store experimental knowledge and make it avail-
able for future use. The knowledge is acquired via a learning process through
several input output vectors and stored in inter-neuron connection strengths
known as synaptic weights and bias (threshold) values. ANNs consist of nu-
merous interconnected processing elements called neurons with an activation
function, which are typically organized into layers linked via weights. ANN
models are used to model and solve a variety of problems arising in prediction
or forecasting, function approximation, pattern classification, clustering, and
categorization. The fundamentals of ANNs can be found in Haykin (1994).
In this study, we use a multilayer perceptron neural network (MLP) that im-
plements the back-propagation training rule developed by Rumelhart et al.
(1986). A short review on MLP and back-propagation training algorithm is
presented in the following sub-sections.
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2.3.1 Multilayer perceptron neural networks
In this type of network, the neurons are arranged in a layered feed forward
topology, where the neurons form a biased weighted sum of their inputs and
pass this activation level through a transfer function to produce their output.
Multilayer perceptron (MLP) neural network is perhaps the most popular net-
work architecture, which is discussed quite thoroughly in most neural network
textbooks (Bishop, 1995). In the MLP network, each neuron in input layer is
connected to each neuron in the first hidden layer, the output of each neuron in
the first layer is connected to each neuron in the second layer and so on. This
type of structure is known as a fully connected network. The MLP network
thus has a simple interpretation as a form of input-output model, with the
weights and thresholds (biases) as the free parameters of the model. Multi-
layer perceptron networks can model functions of almost arbitrary complexity,
with the number of layers, and the number of neurons in each layer, determin-
ing the functions complexity. Figure (2.1) shows the topology of MLP with
two hidden layers.

Output #1 
Output #2 

Input #1 
Input #2 
Input #3 
Output layer 1st Hidden layer   Input layer 



2th Hidden layer 
Figure 2.1: Topology of MLP with two hidden layers.
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Important issues in Multilayer Perceptron design include specification of
the number of hidden layers and the number of neurons in these layers (see
Haykin, (1994) and Bishop, (1995)). The numbers of input and output neurons
are decided based on the problem; however, there may be some uncertainty
about precisely which inputs to use. There is no theoretical limit on the
number of hidden layers; a recommended starting point is to use one or two
hidden layer(s). Each unit in the second hidden layer enables the ANN to fit
a separate hill or valley. So, a MLP network with two hidden layers can often
yield a more accurate approximation with fewer weights than a MLP with one
hidden layer (Chester, 1990). The number of neurons in hidden layer is also
determined by trial and error. Some studies have indicated that a maximum
of five layers (i.e. one input layer, three hidden layers and an output layer) are
required to solve problems of any complexity (Chester, 1990).
2.3.2 Training multilayer perceptron
Once the number of layers and the number of units in each layer are selected,
the network’s weights and thresholds (biases) must be set to minimize the
prediction error associated with the network. This is the role of the training
algorithms.
In order to minimize the error, we use the historical cases that the user has
gathered to adjust the weights and thresholds automatically (Haykin, 1994).
This process is equivalent to fitting the model represented by the network to the
available training data. The error of a particular configuration of the network
can be determined by running all the training cases through the network, and
comparing the actual outputs generated with the desired (target) outputs.
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Then, by using an error function, the differences are combined together to get
the network error. The most common error function used in the literature
is the sum of squared error (SSE), in which the individual errors of output
units in each case are squared and summed together. One of the most efficient
algorithms to train the MLP is back-propagation algorithm.
2.3.3 Back propagation (BPR) algorithm
The best known example of a neural network-training algorithm is the back
propagation (BPR) algorithm (see Patterson (1996), Haykin(1994), Fausett
(1994)). Modern second-order algorithms such as conjugate gradient descent
and Levenberg-Marquardt (see Bishop (1995)) are substantially faster, e.g.
for many problems they have faster order of magnitudes. However, the back
propagation still has advantages in some circumstances, and is the easiest
algorithm. There are also heuristic modifications of back propagation, which
work well in some problem domains.
In back propagation method, the gradient vector of the error surface is
calculated. This vector moves along the line of steepest descent from the
current point; therefore if we move along in a “short” distance, we will decrease
the error. A sequence of such moves will eventually find a minimum of some
sort. The difficult part is to decide how large the steps should be. Large steps
may converge more quickly, but may also overstep the solution or go in the
wrong direction (if the error surface is very eccentric).
A classic example of this in neural network training is where the algorithm
progresses very slowly along a steep narrow valley, bouncing from one side
across to the other side. In contrast, although very small steps may go in the
correct direction, they require a large number of iteration epochs. In practice,
the step size is proportional to the slope (so that the algorithms settle down
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in a minimum value) and to a special constant: the learning rate. The correct
setting for the learning rate is application-dependent, and is typically chosen
by experiment; it may also be time varying, getting smaller as the algorithm
progresses.
The algorithm therefore progresses iteratively, through a number of epochs.
On each epoch, we submit the training cases in turn to the network and tar-
get actual outputs; then calculate and compare the error. These errors, to-
gether with the error surface gradient, are used to adjust the weights, and
then the process repeats itself. The initial network configuration is random
and the training stops when a given number of epochs elapse, or when the
error reaches an acceptable level, or when the error stops improving. The
application of multilayer perceptron neural networks involves selecting feature
vectors, establishing the network architecture, choosing the activation function
and training (Haykin (1994)).
2.3.4 Application of ANN in SPC
Artificial neural networks have been applied since late 1989s in process mon-
itoring (see Pugh (1989)). Some studies conducted on applying the ANN to
statistical process control (SPC) are as follows. Pugh (1991) proposed a back-
propagation neural network for detecting univariate process mean shifts. Guo
and Dooley (1992) recommended neural network models that can identify pos-
itive changes in the process mean and variance. Hwarng and Hubele (1993)
developed the back-propagation neural networks to identify unnatural patterns
in Shewhart control charts. Chang and Ho (1999) expanded the neural net-
work models to detect and classify the magnitude of variance shifts. Martin
and Morris (1995) proposed a fuzzy neural network as an alternative approach
for identifying out-of-control causes in a multivariate process. Wilson et al.
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(1997) used radial basis function (RBF) networks to detect shifts in a multi-
variate process. Niaki and Abbasi (2005) applied a multi-layer perceptron to
diagnose faults in the out-of-control conditions and identify the aberrant vari-
ables when there is a signal in Shewhart-type multivariate control charts. Niaki
and Abbasi (2008) applied the multi-layer perceptron to detect and diagnosis
shifts in multi-attribute processes. Abbasi (2009) applied a neural network to
estimate process capability index for non-normal processes. In the following,
we explain the application of ANN to monitor the linear profile.
2.4 Application of the perceptron neural net-
works (PNN) to monitor linear profiles
In using perceptron neural networks (PNN), we model shift detections in the
profile monitoring as a classification problem. Hence, we expect the PNN to
classify in-control (IC) data from the out-of-control (OC) data. Three methods
are developed in this study to monitor linear profiles. In the first method, we
design a PNN to detect shifts in the slope, intercept and variance of residuals
by using estimated values of the regression coefficients and the sample means.
We denote this method by ANN1. The second method is similar to the first
one, but we modify the inputs of the neural network, this method is named
ANN-a or adjusted ANN. In the third method, we plan to detect and classify
shifts simultaneously, so, three separate neural networks are used to detect
shifts in the slope, intercept and residual variance. This method is named
3ANN. In the next section we explain the structure of the proposed neural
networks, data training and training phase.
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2.4.1 Structure of the proposed neural networks
In designing the structure of PNN, we should determine the number of neurons
in each layer. Numbers of neurons in input and output layers are dependent on
the problem definition. The number of neurons in hidden layers is determined
in the training phase by trial and error.
In ANN1 model, we define three variables in input layer, the first and
second variables are the estimated slope and intercept from the sample and
the third input is sample mean. As a result, three neurons are located in the
first layer. To classify in-control (IC) and out-of-control (OC) situations, we
put one neuron in the output layer and select one hidden layer in the network.
The number of neurons in the hidden layer is selected based on trial and error
procedure.
For the ANN-a method, we define three input variables. The first input is
the estimated slope from the sample while the intercept is set to its in control
value obtained in Phase I. The second input is the intercept estimated from
the sample while the slope is set to its in-control value obtained in Phase I.
Finally, the third input is the sample mean. Therefore, we put three neurons
in the first layer and one neuron in the last layer in the network as well as
considering one hidden layer similar to ANN1.
In the 3ANN method, inputs of each network are the sample observations
and sample mean. For example, for a sample of size 4, we have 5 neurons in
the first layer and one neuron in the last layer of each network. Similar to
the two previous methods, one hidden layer is here preferred and number of
neuron in the hidden layer is selected in the trial and error procedure.
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2.4.2 Data training
To train neural networks, different patterns should be provided to classify the
IC and OC situations. Therefore, the patterns of data training are in-control
and out-of-control samples. In ANN1 model, we generate samples of size n
from an in-control process and estimate the slope, intercept and sample mean
for each sample. These three values are the inputs of data training, while
their corresponding target is 0. In contrast, we generate samples of size n
from an out-of-control process where the assignable cause could be due to
shifts in slope, intercept, residual variance and simultaneous shifts in slope
and intercept. We will consider the equal number of sample in each of the four
out-of-control scenarios.
For these samples, the estimated regression coefficients and the sample
mean are inputs of data training. For the samples generated from an out-
of-control (OC) process, the target values of data training are equal to one.
Note that the inputs of ANN1 can be obtained from the estimated regression
coefficients explained in Chapter 1, in equation (1.4).
The generated in-control and out-of-control samples of size n for ANN-a
are obtained similar to the ANN1 method. For each generated sample, we then
estimate the slope when the intercept is obtained in Phase I using equation
(2.14). Likewise, we estimate the intercept when the slope is calculated in
Phase I using equation (2.15). We also need to calculate the mean of the
generated samples. These three values are the inputs of the data training.
The IC and OC target values are set as 0 and 1, respectively.
a1 =
∑n
i=1Xi (Yi − a0)∑n
i=1X
2
i
(2.14)
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a0 = Y − a1X (2.15)
For 3ANN method, we generate IC and OC samples of size n similar to
the ANN1 method, however, for this method observations in each sample and
its mean form the inputs of the data training. We set target value of 0 and
1 for the in-control and out-of-control samples, respectively. To provide the
out-of-control pattern in the data training, quality practitioners need to decide
on the magnitude of the shifts that they desire to detect.
2.4.3 Training phase
Here, BPR algorithm is used to train networks based on the provided data
training. We use sum of square error, SSE = 0.005 as the stopping criterion.
2.4.4 Setting ARL after training
After training, we should set type I error (α) or its equivalent ARL0 (ARL0=
1/α) for the networks. Therefore, we generate 10, 000 in-control data and set
them as inputs of the trained neural network. After sorting the outputs of the
neural network, we consider the [10000∗(1− α)]th value of the sorted data as
the cutting value (CV). If the output values of the network are greater than
CV, we conclude that the process is out-of-control. Figure (2.2) illustrates the
structures of three proposed neural network based methods. A step-by-step
explanation of the methods for monitoring linear profiles is given in Figure
(2.3).
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Figure 2.2: The structure of three proposed ANN methods.
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Use the ANN models. When the output is greater than CV, 
conclude that process is out-of-control. 
Generate out-of-control data (for example, 800 
samples from out-of-control situations that you 
desire to detect). 
Design the structure of ANN (a PNN with three neurons in 
input layer and one neuron in output layer). 
For each parameter, determine value of the shift that you 
desire to detect. 
Generate in-control data (for example, 800 
samples).  
Estimate the slope when intercept is assumed to have the value 
obtained from phase I and estimate the intercept when slope is 
assumed to have the value obtained from phase I in ANN-a. 
Use the estimated slope, intercept and mean of the 
observations as inputs in data training phase. 
Train ANN by BPR algorithm using data training. 
Generate 10,000 samples from in-control process. 
Save the output of ANN for above samples in vector O. Sort O 
and put it in vector S. 
Select the [10000 *(1-α)] th  value in S vector as cutting value 
(CV) to calculate 0ARL . 
In the 3ANN, we put 5 
neurons in input layer. 
Use observed data and their 
mean as input in 3AAN. 
Zero is corresponding target for in-control training data and 
one is corresponding target for out-of-control data training 
For ANN1 estimated slope, 
intercept and mean of sample 
are inputs. 
Figure 2.3: The step-by-step flowchart for using neural networks to monitor
linear profile.
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2.5 Evaluation and comparison study
In this section, we use the example given by Kang and Albin (2000) to eval-
uate the performance of our proposed methods. The comparison study with
EWMA-3, EWMA/R and T2 methods is also presented. All considered charts
are designed to have the same overall in-control ARL of 200. In this simula-
tion study, a total of 10, 000 replications were used to estimate the ARL value
for each chart. The smoothing constants θ in equations (2.4), (2.7), (2.9) and
(2.11) are set equal to 0.2 as used in Kang and Albin (2000) and Kim et al.
(2003).
The underlying in-control linear profile model used by Kang and Albin
(2000) is yij = 3 + 2xi + εij where the εijs are i.i.d, standard normal random
variables with mean zero and standard deviation one. The fixed xi-values of 2,
4, 6 and 8 (with x¯ = 5) were used in the simulation study by Kang and Albin
(2000). The desired shifts to be detected are 0.1 in slope; 0.2 in intercept and
0.3 in residual variance. These values are used in the data training phase.
We consider 27 and 30 neurons in the hidden layers of ANN1 and ANN-
a, respectively. 23 neurons are also considered in the hidden layers of each
network in 3ANN. After 254 and 325 epochs in the training phase, the SSE
values for the first and second methods are 0.00423, 0.004091, respectively.
The corresponding SSE for 3ANN method after 225, 185 and 210 epochs for
the three neural networks are 0.0049, 0.0042 and 0.0048, respectively. It should
be noted that in 3ANN method, the first neural network is used to detect the
shift in slope, the second neural network is used to detect the shift in intercept
and the third one is used to detect the shift in residual variance.
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After generating 10, 000 in-control samples and computing the correspond-
ing output from the neural network for ANN1 or ANN-a, we save the sorted
outputs in the vector S. To set ARL0 = 200, the cutting value is selected as
the [10000∗0.9995]th value of S. The cutting values of ANN1 and ANN-a for
this example are 0.9981 and 0.996, respectively.
To reach ARL0 = 200 in 3ANN method, we set αi = 1 − 3
√
1− α = 1 −
3
√
0.005 = 0.001669 for each neural network. Hence we generate 10,000 in-
control samples of size 4 and compute the corresponding output from each
network and then save the sorted outputs in the vector S. The cutting value is
selected as [10000∗0.99983]th value of S. The cutting values for 3ANN in this
example are 0.9697, 0.999 and 0.9743 for networks 1-3, respectively.
In this simulation study using MATLAB 7 software, for 10, 000 replications
we obtain an in-control ARL of 200.06 for ANN1, 200.2 for ANN-a, and 199.1
for 3ANN. Note that the in-control ARL of multivariate T2 and EWMA/R
charts are 200.1 and 200.0, respectively.
Four different levels of shift are considered in our simulation study. The
corresponding out-of-control ARL values are calculated by imposing shifts in
A0 and A1, and the error variance using 10,000 replications. The calculated
out-of-control ARLs are then compared with the ones from the multivariate
T2 and EWMA/R charts. The ARLs results from the simulation study are
presented in Tables (2.1)-(2.4).
The results in Table (2.1) and Figure (2.4) present the ARL performance
of our proposed methods for shifts in A0 (in units of σ) and the corresponding
ARLs from T2, EWMA/R and EWMA-3 charts. The results show that for
most of the considered shifts, the proposed ANN methods perform better than
T2 chart in detecting shifts in the intercept. The performance of ANN-a and
3ANN are better than EWMA/R and EWMA-3 for medium-to-large shifts
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while ANN1 method is superior to EWMA/R and EWMA-3 in detecting large
shifts. The results also indicate that amongst our three proposed methods,
ANN-a performs the best in detecting shifts in intercept, while 3ANN has
better performance than ANN1 in detecting medium-to-large shifts.
The results in Table (2.2) and Figure (2.5) present the calculated out-
of-control ARLs of the proposed methods when there is a shift in the slope
parameter A1 (in units of σ, the equation (2.1)). The ANN-a and 3ANN
methods uniformly perform much better than T2 chart while the performance
of ANN1 and T2 are approximately the same over the entire range of shifts
considered. The performance of ANN-a is much better than EWMA/R and
EWMA-3 in detecting medium-to-large shifts in slope while ANN1 and 3ANN
methods perform slightly better than EWMA/R and EWMA-3 in detecting
large shifts in slope. The results also show that ANN-a performs remarkably
better than ANN1 and 3ANN whereas the performances of 3ANN and ANN1
in detecting shifts in slope are approximately the same.
Table (2.3) and Figure (2.6) present the out-of-control ARL values when
there are increasing shifts in residual variance, σ. The results indicate that
ANN-a method is superior to EWMA/R chart in detecting large shifts in the
residual variance. Moreover, the performances of 3ANN and ANN-a methods
in detecting medium-to-large shifts in the residual variance are better than T2
and EWMA-3. The results also show that 3ANN is performing better than
ANN-a in detecting small shifts in the residual variance while both perform
better than ANN1.
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Table 2.1: Comparisons of out-of-control ARL values when intercept shifts
from A0 to A0 + λσ. The in-control ARL= 200.
λ
Method 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
ANN1 72.5 32.7 16.9 8.1 4.5 3.5 2.6 2.1 1.6 1.1
ANN a 72.2 32.2 14.8 6.7 3.5 2.8 1.9 1.5 1.2 1.1
3ANN 96.2 42.5 19.2 8.7 4.1 3.1 2.1 1.6 1.3 1.1
EWMA/R 66.5 17.7 8.4 5.4 3.9 3.2 2.7 2.3 2.1 1.9
T2 139.2 63.5 27.9 13.3 6.9 4 2.6 1.8 1.5 1.2
EWMA-3 59.1 16.2 7.9 5.1 3.8 3.1 2.6 2.3 2.1 1.9
Figure 2.4: Comparisons of ARL values when intercept shifts from A0 to A0 +
λσ.
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Table 2.2: Comparisons of out-of-control ARL values when slope shifts from
A1 to A1 + ησ. The in-control ARL= 200.
η
Method 0.025 0.050 0.075 0.1 0.1252 0.150 0.175 0.2 0.225 0.250
ANN1 0.025 0.05 0.075 0.1 0.125 0.15 0.175 0.2 0.225 0.25
ANN a 162.6 100.1 59.6 32.4 18.9 12.6 7.9 5.3 3.5 2.6
3ANN 94.9 52 26.5 15.5 9.1 5.1 3.4 3.1 2.4 1.9
EWMA/R 112.6 69.6 39.7 23.7 14.2 8.4 6.2 4.3 3.2 2.4
T2 119 43.9 19.8 11.3 7.7 5.8 4.7 3.9 3.4 3
EWMA-3 168 106.5 60.7 34.5 19.9 12.3 7.8 5.2 3.7 2.7
Figure 2.5: Comparisons of ARL values when slope shifts from A1 to A1 + ησ.
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Table 2.3: Comparisons of out-of-control ARL values when standard deviation
shifts from σ to γσ. The in-control ARL= 200.
Method
γ
1.2 1.4 1.6 1.8 2 2.2 2.4 2.6 2.8 3
ANN1 58.2 28.3 16.4 11.8 9.3 7.4 5.9 5 4.7 3.9
ANN a 44.2 16.3 8.8 4.5 2.8 2.6 2.3 1.6 1.5 1.3
3ANN 40.4 15.4 7.3 5.2 3.5 2.8 2.3 2.1 1.8 1.7
EWMA/R 34.3 12 6.1 3.9 2.9 2.3 1.9 1.7 1.5 1.4
T2 39.2 14.9 7.9 5.1 3.8 3 2.5 2.2 2 1.8
EWMA-3 33.5 12.7 7.2 5.1 3.9 3.2 2.8 2.5 2.3 2.1
Figure 2.6: Comparisons of ARL values when standard deviation shifts from
σ to γσ.
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The results of Table (2.4) and Figure (2.7) show that the performance of the
proposed ANN methods in detecting medium-to-large shifts in intercept and
slope simultaneously are better than T2 chart. The performance of ANN-a is
considerably better than EWMA/R chart over the range of considered shifts,
while ANN1 performs better than EWMA/R in detecting small-to medium
shifts. The results also indicate that all the proposed ANN methods perform
better than EWMA-3 in detecting large shifts in the slope and intercept. We
can also conclude that ANN-a method is mostly performing better than the
other two proposed neural network methods when it is desired to simultane-
ously detect shifts in both slope and intercept. Moreover, ANN1 is superior to
3ANN over the entire shifts considered except the largest one.
However, the advantage of using 3ANN is that one can determine the source
of shifts in the out-of-control situation. This is not possible in the other pro-
posed methods except EWMA-3.
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Table 2.4: Comparisons of out-of-control ARL values when both intercept and
slope shifts to λ+ ηx¯ = 0 ; x¯ = 5. The in-control ARL= 200.
Method
η
−0.2 −0.3 −0.4 −0.5 −0.6 −0.7 −0.8 −0.9 −1
ANN1 53.5 22 11.2 6.1 3.6 2.1 2 2 1.5
ANN a 68.6 25.6 11.1 4.9 2.8 1.9 1.5 1.2 1
3ANN 85.5 42.8 21.6 12.1 4.9 3.4 2.3 1.3 1
EWMA/R 76.7 33.7 15.3 7.5 4.2 2.6 1.8 1.4 1.2
T2 52.7 21.2 9.5 4.8 2.9 1.9 1.5 1.2 1
EWMA-3 13.1 6.6 4.4 3.3 2.7 2.3 2.1 1.9 1.7
Figure 2.7: Comparisons of ARL values when both intercept and slope shifts
to λ+ ηx¯ = 0 ; x¯ = 5.
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2.6 Summary
In this chapter we employed neural networks to propose three methods for
monitoring linear profiles. We have used ARL criterion to assess the efficiencies
of the proposed methods. Using simulations we then compared the ARLs of
the proposed methods with the corresponding ARLs of T2, EWMA/R and
EWMA-3 charts when detecting sustained shifts in the y-intercept and slope or
increases in the residual variance. The results showed that ANN-a and ANN3
methods had better performances than the T2 chart especially for medium-to-
large shifts. On the other hand, the ANN-a method was superior to EWMA-3
chart in detecting medium to large shift while it over performed EWMA/R
chart in detecting large shifts. A notable advantage of using ANN is that the
networks can be trained to detect desired shifts. Extension of the proposed
methods for monitoring nonlinear profiles will be a potential future research
venue.
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Chapter 3
Process capability analysis of
linear regression profile with
normal data
3.1 Introduction
In Phase I of linear profile monitoring, we establish the reference line when
the parameters of the profile (A0, A1 and σ
2) are unknown and estimated using
a historical in-control profile data set. Process capability analysis, however,
can be investigated in this phase. The capability of process must be checked
against the specification limits or tolerances before moving to the monitoring
stage (Phase II). Process capability analysis has been investigated nearly as
long as control charting and monitoring were introduced. After process control
in Phase I has been established, the capability of process is usually assessed
to compare the distribution of data with the engineering or customer specifi-
cations. If the process is capable to meet specification limits, then the process
will be maintained using statistical process control methods. Otherwise the
process is deemed not capable i.e. it is producing an unacceptable level of
non-conforming products. Therefore the process will undergo a process im-
provement stage toward an acceptable level of capability and control. Given
the wealth of literature on profile monitoring in the past few years as indicated
by Woodall (2007), no attention has been dedicated to the analysis of process
capability in profile data. In this chapter, we estimate the process capability
index (PCI) of linear profiles where the specification limits are considered as
constants or functions of explanatory variable, X. We propose a method based
on proportion of non-conformance to estimate PCIs of linear profiles in Phase
I. We then evaluate the performance of the proposed method by comparing
the estimated Cpu values with the target (true) Cpu values through extensive
simulation studies (Hosseinifard and Abbasi (2012a)).
The organization of this chapter is as follow: In Section 3.2, we provide
a background on process capability indices for normal data. In Section 3.3,
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we outline a method to calculate and estimate the PCI of normal linear pro-
files and discuss the estimation of PCI for deterministic (fixed) and arbitrary
(random) design points in profiles. Different scenarios are considered where
the specification limits being fixed or a linear function of explanatory variable.
In Section 3.4, we apply the proposed method for the different scenarios to
estimate the PCI for the linear profile using simulated data. The numerical
examples and a case study in a diary industry are given in Section 3.5. Finally,
in Section 3.6, we summarise this chapter.
3.2 Background of process capability analysis
Quality is a relative term between what the costumer expects and what the
supplier can provide. This can be best explained by the process capability
index (PCI). PCI provides a common standard of product quality for suppliers
and customers. In recent decades, process capability analysis has been widely
used in the field of quality control to measure the performance of industrial
processes. The purpose of a process capability study is to estimate, monitor,
and reduce the variability of the process relative to process specifications. The
commonly used PCIs for the normal, univariate quality characteristics are
defined as below:
Assume the population distribution of the quality characteristic (Y ) follows
a normal distribution, i.e. Y ∼ N (µ, σ2); then the process capability ratio, Cp
index is defined as (Juran (1974)):
Cp =
USL− LSL
6σ
(3.1)
in which USL and LSL are the upper and lower specification limit, respec-
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tively. Large values of Cp are desirable and small values are not desirable as it
represents a large standard deviation of process with respect to specification
limits. The Cp index does not consider the process mean, µ, for its evaluation.
Therefore, when the process mean is not equal to the middle point of specifi-
cation limits, the Cp value gives a misleading measurement. As a result, Cpk
is defined for off-centre processes as (Kane (1986)):
Cpk =
d− |µ−M |
3σ
= min {Cpu, Cpl}
Cpu =
USL− µ
3σ
Cpl =
µ− LSL
3σ
(3.2)
where µ represents the process mean, taken from the average of subgroups
available in Phase I. d = (UCL− LCL) /2 and M is the mid-point of upper
and lower specification limit i.e. M = (UCL+ LCL) /2.
The index Cp should be used to evaluate the performance of a process,
when the the mid point of specification limits is centred at the process mean.
If the process is off-centred (i.e. µ 6= M) then the upper and lower one-sided
capability indices, Cpu and Cpl can be applied. Therefore, Cp and Cpk are used
in cases of bilateral specifications; whereas Cpu and Cpl as one sided capability
measures, are applied in cases of unilateral specifications. Clearly Cp ≥ Cpk.
When µ and σ are unknown and the process is stable, they can be estimated
using the sample mean, Y¯ and the standard deviation, S obtained from all
collected data. This estimated PCIs are sometimes denoted by Pp and Ppk
in the literature. The process standard deviation, σ, is sometimes estimated
using R¯/d2, where R¯ is the average range of a series of subgroup and d2 is a
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divisor of R¯ used to estimate process standard deviation. Both estimators of
the process standard deviation (i.e. S and R¯/d2) give approximately unbiased
estimations of σ, but S yields an estimate with smallest standard error.
Values of Cp and Cpk greater than 1 indicate that the distance between
the process mean and either side of specification limits is greater than three
process standard deviation. However, a Cpk value of 2 or more is frequently
demanded for suppliers of automotive industry.
The products of which quality characteristics are beyond specification limits
or tolerances are defective; so they are called non-conforming (NC) items. In
fact, the indices Cp and Cpk are mostly used to measure the proportion of non-
conforming products. However, in some situations, the expected proportion
of non-conforming product is not the primary motivation in use of PCIs, but
rather the loss function is more important 1. For this reason, Cpm index was
introduced by Hsiang and Taguchi (1985) as:
Cpm =
d
3
√
σ2 + (µ− T )2
=
d
3
√
E
[
(X − T )2]. (3.3)
where all notations are similar to equation (3.2) and T is the target value.
E [ . ] denotes to expected value of the quality characteristics, Y . The Cpm
index is sometimes called Taguchi index. Clearly Cp ≥ Cpm. Usually T = M ;
if T 6= M the situation is described as asymmetric tolerances. (See Boyles
(1991)).
1According to Taguchi quadratic loss function, a product with even small deviations
from the target results in a loss of quality. This approach highlights the need to have low
variability around target. Taguchi-style loss function is defined as:
L(x) = k(x− t)2
where, k is the loss coefficient, x is measured value and t denotes the target value.
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The motivation for Cpm requires the process to be in neighborhood of the
target, so, is not reliable if the expected proportion of NC is regarded as
the most important feature of the process. In contrast, the process capability
measures Cp and Cpk are usually used to provide insights into the number or
proportion of non-conforming items. The exact relations between process ca-
pability indices and the proportion of non-conforming items, when the process
variable is distributed normally, can be implied as follow:
Cp =
1
6
[Φ−1 (1− PU)− Φ−1 (PL)]
Cpu =
1
3
Φ−1 (1− PU)
Cpl = −
1
3
Φ−1 (PL)
Cpk =
1
3
min {Φ−1 (1− PU) ,−Φ−1 (PL)}
(3.4)
where Φ (.) is the cumulative distribution function (cdf) of a standard nor-
mal variable. PU and PL are defined as the proportions of non-conforming
items above USL and below LSL, respectively. Clearly, PNC = PU + PL.
Since the percentage of the non-conforming product, PNC provides a simple
and concise summary of the process quality that is easy to understand. Several
authors recommend reporting the proportion PNC as an indication of the pro-
cess capability. Using the above probability formula, Cp of 1 represents 2700
parts per million (ppm) non-conforming, while 1.33 represents 63 ppm, 1.66
corresponds to 0.6 ppm and 2 indicates 0.1 ppm. The interpretation of Cpk is
similar, with a Cpk of 1.33 representing a maximum of 63 ppm non-conforming
products.
To use equation (3.4) in estimating process capability indices, the propor-
54
tion of non-conformance or an estimate of it is required. For a normal process,
we have:
PU = Pr (Y > USL) = 1− Φ
USL− µ
σ
 (3.5)
PL = Pr (Y < LSL) = Φ
LSL− µ
σ
. (3.6)
If a process is producing the unacceptable level of non-conforming products,
then usually the improvement stage toward an acceptable level of capability
and control will be carried out. In order to perform the process improvement
actions, it is recommended to report and use the indices Cp, Cpk, PU and PL at
the same time (Bethe in discussion in Kotz and Johnson (2002)). Whenever Cp
is large and Cpk is small then µ is not centred at the middle of the tolerance. In
this situation, if PL is less than PU , this means the process mean, µ should be
shifted lower to improve the process. Conversely, when PL is greater than PU ,
process mean, µ, should be shifted higher. In situations where both Cp and
Cpk are small, the process mean, µ, is centred near the middle of the tolerance
but the process spread is too wide. In this case, with both PU and PL being
large, improvement efforts must be focused on omitting the noise factors in
the process and reducing the process standard deviation, σ.
Three basic assumptions in the above process capability indices (Cp, Cpk,
Cpu, Cpl and Cpm) formulas are:
 Process under examination must be under control and stable.
 The collected process data should be independent and identically dis-
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tributed.
 The collected process data are normally distributed.
However, in practice, the process capability analysis based on the above as-
sumptions may yield misleading results; for example, some of the processes
that occur in the real world present non-normal data so, normality assumption
should be checked before deploying conventional process capability techniques.
There are several approaches in the literature to handle the non-normality of
the process data. We will review them extensively in Chapter 4 (Section 4.3).
The effect of autocorrelation on the performance of process capability indices
is reviewed by some authors like Noorossana (2002) and Shore (1997).
In the next section, we briefly discuss the model and the assumptions in
linear profiles and present a method for process capability analysis for linear
normal profile data.
3.3 Process capability index for linear profile
In this section, we evaluate the PCI estimation in linear profiles. Without loss
of generality, to facilitate the presentation, we choose to use one-dimensional
covariant case of model linear profile. Assume the underlying simple linear
regression model of:
Yij = A0j + A1jXi + εij; i = 1, 2, ..., n, j = 1, 2, ..., k
in which A0 and A1 are regression coefficients that are estimated in Phase I.
In Phase I of linear profile we establish the reference line when the pa-
rameters of the process are unknown. Therefore, the estimated linear regres-
sion function based on all available in-control data in Phase I is given by
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Yˆ = a0 + a1X where a0 and a1 are the least-squares estimates of A0 and A1,
respectively and Yˆ is the predicted value of Y . In estimating the regression
coefficients based on least squares method, no assumption on the distribution
of residuals is required. In other words, the estimate of coefficients does not
rely on Y distribution (or residual distribution). Moreover, when explanatory
variable X is a random variable, and fY |X (y | x) follows a normal distribution
with mean of A0 + A1X and variance σ
2, the classical estimations for A0 and
A1 in least squares method are still valid (Neter (1996)).
Two possible approaches can be considered in obtaining profile data set:
one alternative is to assume that the design points within a profile are deter-
ministic (fixed) so they are unchanged from one profile to another one. In this
approach, we select a set of n fixed explanatory points X1, X2, ..., Xn in the
range (Xl, Xh) to measure responses Y1j, Y2j, ..., Ynj (j = 1, 2, ..., k); while the
same set of explanatory points are used to produce different sets of responses.
This case is common in the practical calibration applications in industrial
manufacturing. The second approach is when data acquisition takes the ran-
dom design scheme, therefore, profile design points would be i.i.d.2 random
variables from a given distribution. This case is so-called arbitrary (random)
design scheme.
In this section, a model based on proportion of non-conforming items is
developed to evaluate the process capability indices for linear profile. Here,
two alternatives for specification limits are considered: In the first one, we
assume that the upper and lower specification limits are constant, parallel
to the X-axis. In the second alternative, we define the specification limits
as linear functions of X, not necessarily parallel to the X-axis. In the profile
models, explanatory variables are usually given as n fixed data points; however,
2independent and identically distributed
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we will also discuss the situation where the design points are arbitrary (or
random variables). To calculate PCI for linear profiles in this method, we first
find the proportion of non-conforming items for profiles based on equations
(3.5) and (3.6) for different mentioned scenarios, then we obtain the process
capability indices of the profile from equation (3.4). Figure (3.1) provides a
brief illustration of these scenarios. In the following, four possible scenarios
are analysed.
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Figure 3.1: The four different scenarios of PCI for profiles.
Scenario 1: PCI for constant specification limits and fixed design
points
In this scenario, deterministic (fixed) design points within profiles are consid-
ered while specification limits are constant. To calculate PCI in this situation,
we first find proportion of non-conforming items for profiles. When we are
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given n fixed independent values for the explanatory variable X, we have:
PNC (profile) = 1−
n∏
i=1
Pr (LSL < Y < USL)
PU (profile) = 1−
n∏
i=1
Pr (Y < USL)
PL(profile) = 1−
n∏
i=1
Pr (Y > LSL)
(3.7)
where Y = A0 + A1X + ε, ε ∼ N (0, σ2) and the specification limits for
profile Y are constant. PNC(profile), PU(profile) and PL(profile) are the exact value
of proportions of non-conformance for profile, and PU(profile) and PL(profile)
are used in case of unilateral specification limits. The true value of process
capability indices, are then calculated using equation (3.4).
When the profile parameters are unknown, the estimates of PNC , PU and
PL for profile yield equation (3.8):
PˆNC(profile) = 1−
n∏
i=1
Pr (LSL < Yij < USL)
PˆU(profile) = 1−
n∏
i=1
Pr (Yij < USL)
PˆL(profile) = 1−
n∏
i=1
Pr (Yij > LSL)
(3.8)
where PˆNC(profile), PˆU(profile) and PˆL(profile) are the estimate of proportions of
non-conformance for profile, and PˆU(profile) and PˆL(profile) are used in case of
unilateral specification limits. k is the number of observations in each level of
X and Yij = a0 + a1Xi + eij (j = 1, 2, .., k), eij ∼ N (0, σˆ2).
The process capability indices of the profile can then be obtained using
equation (3.4) in which PU and PL are replaced by PˆU(profile) and PˆL(profile),
respectively. The regression coefficients (A0 and A1) and residual variance (σ
2)
are estimated from k samples of size n in Phase I, by using equations (1.6) and
(1.7). This scenario is displayed in Figure (3.2) where we have assumed that
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USL for Y is equal to 26 and LSL is 0 for simplicity. An example of profile
with constant specification limits is discussed in Boeing (1998, pp. 89- 92). In
this example, the upper flange angle is measured at 15 locations (n = 15) for
13 parts (spars). The upper and lower specification limits in this example are
considered to be fixed.
Figure 3.2: Linear profile with fixed explanatory variables and constant USL
and LSL.
Scenario 2: PCI for functional specification limits and fixed design
points
When the specification limits are not parallel to X-axis, the proportions of non-
conformance for profile for n fixed independent values of explanatory variable,
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X are obtained by:
PNC (profile) = 1−
n∏
i=1
Pr (LSL (X) < Y < USL (X))
PU (profile) = 1−
n∏
i=1
Pr (Y < USL (X))
PL(profile) =
n
1− ∏
i=1
Pr (Y > LSL (X))
(3.9)
where USL (X) = U0 +U1X and LSL (X) = L0 +L1X . When the profile pa-
rameters are unknown, they are estimated using sample data; so, the estimate
of PNC , PU and PL for profile are:
PˆNC(profile) = 1−
n∏
i=1
Pr (U0 + U1Xi < Yij < L0 + L1Xi)
PˆU(profile) = 1−
n∏
i=1
Pr (Yij < U0 + U1Xi)
PˆL(profile) = 1−
n∏
i=1
Pr (Yij > L0 + L1Xi)
(3.10)
where Yij = a0 + a1Xi + eij , (j = 1, 2, .., k). The regression coefficients (A0
and A1) and residual variance (σ
2) are estimated from k samples of size n in
Phase I using equations (1.6) and (1.7). Then the process capability indices
of the profile can be estimated using equation (3.4) in which PU and PL are
replaced by PˆU(profile) and PˆL(profile), respectively. Figure (3.3) presents this
scenario.
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Figure 3.3: Linear profile with fixed explanatory variables and linear functional
USL and LSL.
Scenario 3: PCI for constant specification limits and arbitrary (ran-
dom) design points
In this scenario, we calculate PCI in linear profile where the design scheme
in profile data acquisition is arbitrary (random variable) while specification
limits are constant. The proportion of non-conformance for profiles PU(profile)
and PL(profile) can be obtained as follow:
PU(profile) = 1−
´
Dx
Pr (Y < USL | X = x) fX (x) dx
PL(profile) = 1−
´
Dx
Pr (Y > LSL | X = x) fX (x) dx
(3.11)
where X is a continuous random variable with probability density function
fX (x) and domain Dx. Since the specification limits are considered constant,
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the proportion of non-conformance for profile is then obtained by:
PNC(profile) = 1−
USL´
LSL
´
Dx
fY |X (y | x) fX (x) dxdy (3.12)
where fY |X (y | x) and FY |X (y | x) are the conditional probability density func-
tion and the conditional cumulative distribution function of Y , for given X,
respectively. We estimate mean Y as regression on X, where a0 and a1 are
estimated coefficients from Phase I by using equation (1.6). The estimated
values of proportions of non-conforming items are:
PˆNC(profile) = 1−
USL´
LSL
´
Dx
fY |X (y | x, a0, a1) fX (x) dxdy
PˆU(profile) = 1−
´
Dx
(
FY |X (USL | x, a0, a1)
)
fX (x) dx
PˆL(profile) = 1−
´
Dx
(
1− FY |X (LSL | x, a0, a1)
)
fX (x) dx.
(3.13)
The process capability indices of the profile can then be obtained using
equation (3.4) in which PU and PL are replaced by PˆU(profile) and PˆL(profile),
respectively.
Scenario 4: PCI for functional specification limits and arbitrary
(random) design points
In this scenario, we calculate PCI in linear profile where the design scheme
in profile data acquisition is arbitrary (random variable) and the specification
limits are not parallel to X-axis and follow linear functions. The proportion
of non-conformance for profile, PU(profile) and PL(profile) in this case can be
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defined by:
PU(profile) = 1−
´
Dx
Pr (Y < USL (x) | X = x) fX (x) dx
PL(profile) = 1−
´
Dx
Pr (Y > LSL (x) | X = x) fX (x) dx
(3.14)
where X is a continuous random variable. If USL (X) = U0 + U1X and
LSL (X) = L0 + L1X, then:
PNC(profile) = 1−
´ U0+U1x
L0+L1x
´
Dx
fY |X (y | x) fX (x) dxdy (3.15)
We estimate mean Y as regression on X, using equation (1.5). The estimated
values of proportions of non-conformance are:
PˆNC(profile) = 1−
´
Dx
´ U0+U1x
L0+L1x
fY |X (y | x, a0, a1) fX (x) dydx
PˆU(profile) = 1−
´
Dx
FY |X (U0 + U1X | x, a0, a1) fX (x) dx
PˆL(profile) = 1−
´
Dx
(
1− FY |X (L0 + L1X | x, a0, a1)
)
fX (x) dx
(3.16)
then the process capability indices of the profile can be obtained using equation
(3.4) in which PU and PL are replaced by PˆU(profile) and PˆL(profile), respec-
tively.
3.4 Simulation study and performance evalu-
ation
In this section, we evaluate the proposed method outlined in Section 3.3 in
terms of accuracy and precision. Numerical results are shown based on simu-
lation trials.
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3.4.1 Comparison criteria and simulation runs
In the simulation study, we use the model given by Kang and Albin (2000)
to estimate PCIs in profile processes. The underlying in-control linear profile
model is Yij = 3 + 2Xi + εij where εij’s are i.i.d. standard normal random
variables with mean 0 and standard deviation 1. We here attend to the sit-
uations where the design points within profiles (explanatory variable X) are
deterministic and arbitrary (following a random distribution). Therefore, the
three considered data requisition schemes are as follow:
1. X values are fixed at 2, 4, 6 and 8.
2. Explanatory variable X follows normal distribution with µ = 5 and
σ = 1.
3. Explanatory variable X follows Uniform distribution with a = 2 and
b = 8.
Thereafter, we name them as data requisition scheme 1-3, respectively. The
process capability index with unilateral tolerance limit, Cpu, is used as the
yardstick for comparison. This reference (true) value of Cpu(profile) is calculated
from the given upper specification limit (USL) of the process. We review the
situations where USL is constant or a function of X. Estimated Cpu(profile)
values calculated from the simulated data are then compared with these true
Cpu values.
In the simulation study with constant USL, we set the target USL equal to
22, then the corresponding true Cpu(profile) values are calculated equal to 1.0,
0.9273 and 1.3326 for the schemes of 1-3, respectively. In the simulation study
with functional USL, we use target USL equal y = 2x + 6 and y = 4x + 2
for situations where specification limits are parallel and diagonal to X-axis,
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respectively. The corresponding true Cpu(profile) values for the first model of
functional USL (i.e. y = 2x + 6) are 0.8499, 0.8827 and 1.00 for the schemes
of 1-3, respectively; while for the second model with functional USL (i.e.
y = 4x+ 2) are 1.00, 0.9273 and 1.3326, respectively.
A series of simulation trials is then conducted with sample size n = 100
with the mentioned target USL (or corresponding true Cpu(profile)) values for
the three data requisition schemes. It should be noted that for the scheme 1,
we generate 25(= n/4) samples of random data at each level of X (i.e. 2, 4, 6
and 8). We estimate the proportion of non-conformance for the profile that is
used to estimate the process capability of the profile. Each run is replicated
1,000 times to yield the average of 1,000 values for Cˆpu(profile). The perfor-
mance of the proposed method is assessed by the deviation of the estimated
Cpu(profile) mean from the true Cpu(profile) value (accuracy) and the variabil-
ity that is measured by the standard deviation of the estimated Cpu(profile)
values (precision). The simulation results as the average values of 1, 000 esti-
mated Cpu(profile) values of profile and their corresponding standard deviation
are given in Tables (1.3)–(3.3) for constant and functional USL. The steps
involved in the simulation study to estimate PCI in linear profiles with deter-
ministic design points are illustrated in a flowchart in Figure (3.4). The similar
steps will be used in simulation study with the arbitrary design points.
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Calculate the exact value of PU(profile). (Equation 
(3.7) for constant or (3.9) for functional USL) 
Calculate the corresponding true value of Cpu(profile). 
(Equation (3.4)). 
 
Generate n pairs of data (x, y) from the given 
profile (reference line in Phase I). 
Estimate the profile parameters from the generated 
data using equations (1.6) and (1.7). 
Estimate PU(profile) (Equation (3.8) for constant or 
(3.10) for functional specification limits). 
Estimate Cpu(profile) based on estimated  PU(profile) 
using equation (3.4). 
Compute mean, standard deviation and 95% 
confidence interval of estimated 1,000Cpu(profile)s. 
Replicate 
1,000 times 
Choose a linear profile with known parameters  
(A0 , A1  and σ2) 
Choose a target USL value (Constant or 
functional USL can be used) 
 
Figure 3.4: The simulation methodology flowchart.
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3.4.2 Discussion of simulation results
Table (3.1) presents a comparison between the reference value of Cpu(profile)
(third column) and the mean and standard deviation of estimated Cpu(profile)
values (column 5 and 6, respectively) with 1,000 replications when USL is
constant. In this table we assume X values can be fixed or arbitrary (scheme
1-3). The results indicate that irrespective of whether X-values are fixed or
arbitrary (random variables following normal or uniform distribution), the
mean of estimated Cpu(profile) values is close to true Cpu with small standard
deviation. Moreover, when n increases, the accuracy of the estimation increases
i.e. standard deviations become smaller.
The results in Table (3.2) show a comparison between the reference of
Cpu(profile) value (third column) and mean and standard deviation of the esti-
mated Cpu values (column 5 and 6, respectively) with 1000 replications. The
USL is parallel to the profile reference line and is defined by the linear function
of X. We evaluate this situation for fixed and arbitrary design points (scheme
1-3). The results indicate that the mean of the estimated Cpu(profile)s are close
to the reference values of Cpu(profile) and the standard deviations for both de-
terministic and arbitrary (random) profile design points (X) are small. Also,
the results indicate that when n increases, the accuracy of estimation increases
too.
The results in Table (3.3) present a comparison between the reference (true)
Cpu(profile) value (third column) and the mean and standard deviation of esti-
mated Cpu(profile) values (column 5 and 6, respectively) with 1,000 replications.
In this case, the USL is not parallel to X-axis but is a linear function of X.
This situation is evaluated under fixed and arbitrary design points (scheme
1-3). The results indicate that the mean of the estimated Cpu(profile) values
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is close to the true Cpu(profile) value of with small standard deviation for ex-
planatory variable (X). Also, it indicates that when n increases, the accuracy
of the estimation improves.
Table 3.1: Simulation study, Y = 2X + 3; ε ∼ N(0, 1), USL is constant and
the number of replications= 1, 000.
Explanatory
Variable (X) USL trueCpu n MeanĈpu StdĈpu 95% C.I Ĉpu
{2, 4, 6, 8} 22 1 40 1.0536 0.2679 (1.0369,1.0702)
100 1.0193 0.1576 (1.0095,1.0290)
1000 1.0035 0.0491 (1.0004,1.0065)
Normal (5, 1) 22 0.9273 40 0.9244 0.019 (0.9230,0.9254)
100 0.926 0.0189 (0.9249,0.9272)
1000 0.9273 0.00041 (0.9273,0.9273)
Uniform (2, 8) 22 1.3326 40 1.384 0.3784 (1.3606,1.4075)
100 1.3615 0.2459 (1.3463,1.3768)
1000 1.3326 0.0723 (1.3287 ,1.3376)
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Table 3.2: Simulation study, Y = 2X + 3; ε ∼ N(0, 1), USL= 2x + 6 and the
number of replications= 1, 000.
Explanatory
Variable (X) USL trueCpu n MeanĈpu StdĈpu 95% C.I Ĉpu
{2, 4, 6, 8} 2X + 6 0.8499 40 0.8933 0.2838 (0.8757,0.9109)
100 0.8808 0.1788 (0.8697,0.8919)
1000 0.8542 0.0539 (0.8508,0.8575)
Normal (5, 1) 2X + 6 0.8827 40 0.8362 0.1011 (0.8299,0.8425)
100 0.8579 0.0683 (0.8536,0.8621)
1000 0.8812 0.018 (0.8801,0.8823)
Uniform (2, 8) 2X + 6 1 40 0.9851 0.2733 (0.9681,1.0020)
100 0.9823 0.161 (0.9723,0.9923)
1000 0.9972 0.0529 (0.9940,1.0005)
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Table 3.3: Simulation study, Y = 2X + 3; ε ∼ N(0, 1), USL= 4x + 2 and the
number of replications= 1, 000.
Explanatory
Variable (X) USL trueCpu n Mean Ĉpu Std Ĉpu 95% C.I Ĉpu
{2, 4, 6, 8} 4X + 2 1 40 1.0576 0.2633 (1.0413,1.0739)
100 1.0354 0.1716 (1.0248,1.0461)
1000 1.001 0.0508 (0.9978,1.0041)
Normal (5, 1) 4X + 2 0.9273 40 0.9263 0.0073 (0.9259,0.9268)
100 0.9271 0.0025 (0.9269,0.9272)
1000 0.9273 0.000092 (0.9273,0.9273)
Uniform (2, 8) 4X + 2 1.3326 40 1.3769 0.2783 (1.3596,1.3941)
100 1.3521 0.1701 (1.3415,1.3626)
1000 1.3309 0.0506 (1.3278,1.3341)
3.5 Numerical examples and case study
3.5.1 Numerical examples
In this section, we provide two examples for estimating PCI in linear profiles
using the proposed methods in Section 3.4.
Example 1 (Constant specification limits):
Suppose the specification limits are constant and the design scheme in profile
data acquisition is fixed (deterministic). The underlying in-control linear pro-
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file model is Yij = 3 + 2Xi + εij used by Kang and Albin (2000) where εij’s are
i.i.d. standard normal random variables with mean 0 and standard deviation
1. The fixed X-values of 2, 4, 6 and 8 (with X = 5 ) are used while the speci-
fication limit for response variable and the model is USL = 22. According to
equation (3.7), the proportion of non-conforming items is the probability that
at least one Yij for the ith fixed value of X (i = 1, 2, ..n) exceeds the upper
specification limit. Therefore:
PU (profile) = 1−
4∏
i=1
Pr (Y < 22) = 1−
4∏
i=1
Pr (2Xi + 3 + εij < 22)
= 1− (Φ (15) Φ (11) Φ (7) Φ (3))= 0.00135.
Using equation (3.4) for Cpu, the true process capability index will be cal-
culated as Cpu(profile) = 1/3 Φ
−1 (1− 0.00135) = 1.
Consider the situation where X is a random variable (arbitrary design
points) following normal distribution with mean of 5 and standard deviation
of 1, the proportion of non-conforming items according to equation (3.11) is:
PU (profile) = 1−
´ 8
2
(
FY |X (22 | x)
)
fX (x) dx = 0.0027.
So, using equation (3.4) for Cpu, the true process capability index will be
calculated as Cpu(profile) = 1/3 Φ
−1 (1− 0.0027) = 0.9273.
Example 2 (Linear functional specification limits):
In this example, we consider the scenario in which the upper specification
limit is not constant but USL = 4X + 2. First, assume that the explanatory
variable X has the fixed values of 2, 4, 6 and 8 (with X = 5) and the underlying
in-control linear profile model is Yij = 3 + 2Xi + εij where the εijs are i.i.d.
standard normal random variables with mean 0 and standard deviation 1.
According to equation (3.9), the proportion of non-conforming items is:
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PU (profile) = 1−
4∏
i=1
Pr (Yij < 4X + 2) = 1−
4∏
i=1
Pr (ε < 2X − 1)
= 1− (Φ (3) Φ (7) Φ (11) Φ (15)) = 0.00135.
Using equation (3.4) for Cpu, the true process capability index will be cal-
culated as Cpu(profile) = 1/3 Φ
−1 (1− 0.00135) = 1.
If X is a random variable that follows a normal distribution with mean of
5 and standard deviation of 1, according to equations (3.14) and (3.15), the
proportion of non-conforming items is:
PU (profile) = 1−
´ 8
2
(
FY |X (2 + 4X | x)
)
fX (x) dx = 0.0027.
so, using equation (3.4) for Cpu, the true process capability index will be
calculated as Cpu(profile) = 1/3 Φ
−1 (1− 0.0027) = 0.9273.
3.5.2 Case study, yogurt production example
In commercial production of yogurt, milk is first clarified and separated into
cream and skim milk, then the various ingredients are blended together in
a mix tank equipped with a powder funnel and an agitation system. Af-
ter pasteurizing and homogenizing stage, the milk is rapidly cooled to in-
cubation temperature 40 to 41°C to bring the yogurt to the ideal growth
temperature for the starter culture. The inoculated milk is incubated in a
vat or placed in consumer-sized packages (set) to incubate in a temperature-
controlled environment. In the next step, the bacterial starter is added to the
milk and the inoculated mixture is incubated at 40-46 °C for 4-5 hours until
the pH falls to 4.25-4.5. In this stage, acid production is monitored and data
(time/temperature/pH) is recorded. When this pH end point is achieved, the
mixture is cooled to 5 °C to stop the fermentation process. Failure to con-
trol and monitor the pH end point leads to discoloration, excessive free whey
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and excess or insufficient tartness. So, in the last step, we monitored pH
level of the milk mixture every hour for 4 hours (n = 5) with k = 10 samples
taken each time. Since the specification limits here are not constant, they
are considered as a function of explanatory variable X as USL = 6.1 − 0.4X
and LSL = 5.85 − 0.4X. Using formulas in equations (1.6) and (1.7), the
regression model for the profile is calculated equal Yˆ = 5.98 − 0.39X while
MSE = 0.06. The estimates of proportions PU (profile) and PL(profile) of non-
conformance (3.10) are:
PˆU (profile) = 1−
5∏
i=1
Pr (Yij < 6.1− 0.4X) = 0.19
and
PˆL(profile) =
5∏
i=1
Pr (Yij < 5.85− 0.4X) = 3.13× 10−11 ≈ 0.
So, PˆNC(profile) = PˆU (profile) + PˆL(profile) ≈ 0.19. By using equation (3.4) to
estimate Cp we have:
Cˆp(profile) = 1/6 [Φ
−1 (1− 0.019)− Φ−1 (1)] = 1.22.
3.6 Summary
In this chapter, an attempt was made to estimate process capability index
in linear profiles. For this purpose, we employed the proportion of non-
conformance concept to estimate the PCIs of linear profiles in Phase I. In some
applications of linear profiles, the explanatory variables may not be fixed and
may even follow a continuous random distribution. Therefore, in this chapter
we considered linear profiles where the explanatory variable is either fixed or
a random variable. However, we treated USL as a constant or a function of
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explanatory variable X. Using simulation studies, we compared the true value
of Cpu(profile) with the mean of the estimated Cpu(profile) values. The results
indicated that our proposed method performs well in estimating PCIs of linear
profiles.
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Chapter 4
Process capability analysis with
non-normal quality
characteristics and Burr XII
parameters estimations
4.1 Introduction
Before investigating the process capability analysis in profile data with a non-
normal error term, the PCI calculations in non-normal processes are reviewed
and compared in this chapter. Then, in chapter 5, we develop some new
methods for estimating process capability indices in non-normal linear profiles.
In this chapter, we investigate the effect of non-normality on the process
capability analysis. As described in Chapter 3, normality is one of the main
assumptions in the commonly used measures of process capability indices Cp,
Cpu, Cpl and Cpk. However, in practice, process capability analysis based on the
normality assumption may yield misleading results; for example, some of the
processes that occur in the real world present non-normal data so the normality
assumption should be checked before deploying conventional process capability
techniques. The relationship between the process capability index (PCI) and
the proportion of non-conforming items, is usually used to estimate the PCI
of non-normal processes after evaluating the probability of non-conforming
items. However, this evaluation requires the probability density function (pdf)
of the process to be known. In this regard, an estimation of the pdf of the
process can be obtained from the available data by using distribution fitting
techniques. Burr XII distribution is suggested in the literature to estimate the
pdf of the process in order to estimate PCI of non-normal processes. It can
be used to describe the data that arises in the real world, especially the non-
normal processes. Burr XII distribution approximates the distributional form
of normal, lognormal, gamma, logistic, and several Pearson-type distributions.
In this chapter, we address two main subjects in non-normality issue in the
process capability analysis: first, we present a meta-heuristic approach to fit
Burr XII distribution to the non-normal quality characteristics data. Then
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we use this method to evaluate the process capability index (PCI) for non-
normal data with an application in health data (Hosseinifard et al. (2012)).
The following sections introduce both subjects and present related literature
reviews.
The current chapter is organized in the following manner: The next section
reviews Burr XII distribution and its application in the quality control. Then,
the application of neural networks to the estimation of Burr XII parameters will
be explained. Using simulation studies, we evaluate the efficacy of the proposed
ANN method. In addition, a comparison study will be presented to evaluate
the performance of the proposed method with maximum likelihood estimation
(MLE) method. In Section 4.3, a review of process capability methods for
the non-normal PCI estimation is provided. Section 4.4 contains simulation
and comparison results along with discussions. In Section 4.5, we apply the
non-normal PCI estimation methods in leukocyte filtering process. Finally, we
conclude the chapter in Section 4.6.
4.2 Distribution fitting to non-normal quality
characteristics data
In this section, we explain a method to estimate the Burr XII distribution
parameters using artificial neural networks. There are two methods commonly
used to estimate Burr XII parameters: first, using standard tables of standard
Burr XII distribution; second, using MLE method. However, as will be ex-
plained in the Sub-section 4.2.2, the MLE function and derivative equations
are very complex. So, a neural network based method is here used to estimate
the Burr XII parameters. We develop a neural network which can estimate c,
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µz and σz from skewness and kurtosis of the sample data (empirical values)
(Abbasi et al. (2010)). Then, based on the estimated c, µz and σz parameters
from the neural network, a simple equation is used to estimate k. Trained
neural network and a closed-form equation to estimate Burr XII parameters
are presented in Sub-section 4.2.4. Sub-section 4.2.5 presents the simulation
results. We compare the results of ANN method with the MLE in Sub-section
4.2.6.
4.2.1 The Burr XII distribution
The Burr XII distribution was first introduced in the literature by Burr (1942).
It approximates the curve shape characteristics of normal, lognormal, gamma,
logistic, and several Pearson-type distributions. For instance, the normal den-
sity function may be approximated as a Burr XII distribution with c = 4.85437
and k = 6.22665. The gamma distribution with shape parameter 16 can be
approximated as a Burr XII distribution with c = 3 and k = 6, and the log-
logistic distribution is a special case of the Burr XII distribution (Zimmer and
Burr, 1963). Rodriguez (1977) explored in details the connection between the
Burr XII distribution and other continuous distributions.
The Burr XII distribution has been frequently applied in areas of quality
control, reliability analysis, and failure time modeling. Gupta et al. (1996)
analysed failure time data by using the Burr distribution. Maximum likelihood
estimation (MLE) of parameters and methods for fitting Burr distribution to
life test data has been studied by Wingo (1983 and 1993). Ghitany and Awadhi
(2002) gave examples of survival studies associated with different treatments
of leukemia with censored data from the Burr distribution. Zimmer and Burr
(1963) developed a method for sampling variables from non-normal popula-
tions using the Burr XII distribution. Burr (1967) used this distribution to
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investigate the effect of non-normality on the constants of the X¯ − R control
chart. Chou et al. (2000) applied the Burr XII distribution to generate an
economic-statistical design of the X¯ chart for non-normally distributed data.
For z ≥ 0 The probability density function, pdf (denoted by fZ (z)) and
cumulative density function, cdf (denoted by FZ (z)) of standard Burr XII
distribution are defined by:
fZ(z) = kcz
c−1 (1 + zc)−(k+1) , z, c, k ≥ 0 (4.1)
FZ(z) = 1− (1 + zc)−k , z, c, k ≥ 0 (4.2)
where c > 0 and k > 0 are related to the skewness and kurtosis coefficients
of the Burr XII distribution. Figures (4.1) and (4.2) show the probability
density function and cumulative density function of the Burr XII distribution
for different values of c and k, respectively. For more information on properties
of Burr XII distribution, we refer to Wang et al. (1996), Zimmer et al. (1998),
Cizek et al (2005), Burr (1973) and Ali-Mousa and Jaheen (2002).
To estimate Burr XII parameters, the standard tables of standard Burr
XII distribution or the MLE method are usually used. However, as will be ex-
plained in the next section, the tables cannot provide all values of the skewness
and kurtosis. Moreover, in using MLE method, the MLE function and deriva-
tive equations can be very complex. So, in this research a neural network-based
method is used to estimate the Burr XII parameters. A brief explanation of
those methods follows.
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Figure 4.1: Burr XII probability density function (pdf) for different values of
c and k.
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Figure 4.2: Burr XII cumulative distribution function (cdf) for different values
of c and k.
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4.2.2 Using standard tables to estimate c and k
Burr (1942) has constructed several tables of expected mean, standard devi-
ations, c and k values for the standard Burr XII distribution with specified
value of skewness and kurtosis. In these tables, parameters of Burr XII distri-
butions (c, k, mean and standard deviation) can be estimated by curvilinear
interpolation with desired moments of distribution. To find an appropriate
Burr XII distribution for a given data set, parameters c and k and mean and
standard deviation of the Burr XII distribution are selected from the Burr XII
tables based on skewness and kurtosis values of the data. The first column
of the Burr tables contains different values of sk (skewness) and the second
column contains different values of Ku−3 (kurtosis−3); moreover, c, k , µ and
σ come in the next columns. There is a standardized transformation between
a standard Burr variable (say Z) and another random variable (say X). This
transformation may be expressed as:
Z − µz
σz
=
X − µx
σx
(4.3)
where µz and σz are the mean and standard deviation of Z that are given
in the Burr tables. µx and σx are the mean and standard deviation of X ,
respectively.
The pdf of random variable X is calculated by substituting Z in equation
(4.1) by its value from the transformation equation (4.3) i.e. Z = ((X − µx)/σx)
σz + µz. Equation (4.4) give the pdf of X.
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fX(x) =
σz
σx
kc
X − µx
σx
σz + µz
c−11 + (X − µx
σx
σz + µz)
c
−(k+1) (4.4)
where x ≥ µx − µz (σx/σy) , c, k ≥ 0. The disadvantage of using the tables
is that not all the values of skewness and kurtosis (of the distribution) are
provided in these tables, and using interpolation or extrapolation may present
inappropriate estimations.
4.2.3 Using MLE method to estimate Burr XII param-
eters
The MLE method is one of the most useful methods to estimate distribution
parameters. However, in some cases, estimating the values of the parameters
from maximizing the likelihood function (LF) can be a complicated task. For
the Burr XII and some other distributions, the LF is a complex function and
using the popular optimization algorithms may converge to a local optimum,
and yield poor estimates. The logarithm of the LF for Burr XII distribution
is:
ln(L) = n (ln(c) + ln(k)) + (c− 1)
n∑
i=1
ln(zi)− (k − 1)
n∑
i=1
ln (1 + zci ) (4.5)
taking the derivative of equation (4.5) with respect to c and k yield:
n
c
− (k + 1)
n∑
i=1
(
zci
1 + zci
ln(zi)
)
+
n∑
i=1
ln(zi) = 0 (4.6)
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nk
−
n∑
i=1
ln (1 + zci ) = 0 (4.7)
To solve the equations (4.6) and (4.7), numerical methods such as Newton-
Raphson method can be used although they may converge to a local optima.
Furthermore, when the sample size increases, solving equations (4.6) and
(4.7) would be more complicated and less efficient. In MLE method, the mean
and standard deviation of the standard Burr XII (µz and σz) are estimated
after estimating c and k parameters ((4.6) and (4.7)) by using the following
equations (Tadikamalla (1980)):
µz =
k
Γ(k + 1)
Γ
(
k − 1
c
)
Γ
(
1 +
1
c
)
, ck > 1 (4.8)
σz =
[
k
Γ(k + 1)
[
Γ
(
k − 2
c
)
Γ
(
1 +
2
c
)
− k
(
Γ
(
k − 1
c
)
Γ
(
1 + 1
c
))2
Γ (k + 1)
]]1/2
, ck > 2.
(4.9)
In order to use the MLE method for the random variable X, we need to
use the transformation formula in equation (4.3). Therefore, we will have four
unknown parameters of c, k, µz and σz (see equation (4.4)). So, in this method,
four nonlinear equations must be solved by taking the derivatives with respect
to c, k, µz and σz from the MLE function for the pdf presented in equation
(4.4). Solving these equations can be problematic and they may converge to
a local optima. Although the µz and σz in equation (4.4) can be replaced by
the equations (4.8) and (4.9) to omit the two nonlinear equations; solving the
MLE function and the two derivative equations would be still very complex.
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4.2.4 Using neural networks to estimate Burr XII pa-
rameters
In this section, a neural network is applied to estimate the standard Burr XII
parameters. For this purpose, we use the skewness and kurtosis estimated from
the data as the inputs of the neural network. In the proposed neural network,
similar to Burr XII tables, we estimate standard Burr XII parameters (c, µz
and σz) from skewness and kurtosis of the data. If we have parameters c, µz
and σz, then k can be readily estimated by taking the derivative from MLE of
the pdf presented in equation (4.4) with respect to k , that is given by:
kˆ =
n∑n
i=1 ln (1 + (((xi − µx)/σx)σz + µz)c)
. (4.10)
Therefore we estimate c, µz and σz by the MLP neural network from skew-
ness and kurtosis of the sample as inputs, and then, estimate k from equation
(4.10). After estimating c, µz and σz, the equation (4.4) gives the estimated
pdf for the given data. Another approach is to use ANN to estimate c and
k, and then using equations (4.8)-(4.9) to estimate µz and σz. To prevent
complicated computation in equations (4.8)-(4.9), we estimate c, µz and σz by
the neural network.
The application of MLP neural networks involves selecting network struc-
ture, preparing training data, choosing the activation function and training
algorithm. The steps involved in the proposed neural networks are explained
in details in the following.
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Structure of proposed neural network
We use MLP with four layers to estimate the Burr XII parameters. Skewness
and kurtosis are used as input variables, and mean and standard deviation of
the Burr XII and 1/c are outputs of the network. For this MLP structure,
we need two neurons in the input layer and three neurons in the output layer.
Using an extensive trial and error procedure in the training phase, we choose 2
and 25 neurons in the first and the second hidden layers, respectively. Figure
(4.3) shows the structure of the proposed neural network.
 W1 
B1 
W2 
B2 
W3 
B3 
 
   
Input Input layer Output Hidden layers Output layer 
Figure 4.3: Structure of the MLP for estimating the Burr XII parameters.
A hyperbolic tangent sigmoid transfer function (Tansig) 1 is used as the
activation function in the hidden layers. In the output layer, a Purelin transfer
function (Purelin (n) = n) is usually used instead of a Tansig function when
the outputs of networks are greater than one.
As the mean and standard deviation of the standard Burr XII are less than
one but the value of c is greater than one; hence we choose 1/c as the output
of neural network. As a result, Tansig function is used for the output layer of
the proposed neural network.
1Tansig (n) = 2/
(
1 + e−2n
)− 1
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Data for training
In this phase we need enough and appropriate data to train the proposed neural
network. Burr XII tables contain a wide range of skewness and kurtosis−3 as
well as standard Burr XII parameters (mean and standard deviation, c and k).
Hence, to prepare a representative data training set, we use the data extracted
from the Burr XII tables. Therefore, we have 919 data training sets (that is
number of rows in the Burr XII standard tables). By using the data from the
Burr XII tables in the data training, we are confident that a good range of
data have been used to train the neural network.
Skewness and kurtosis extracted from the Burr XII table form the input
training matrix (ITM), i.e., input training matrix is ITM2∗919. We also put
the mean and standard deviation of the standard Burr XII distribution and
the value of 1/c obtained from the Burr XII table in the target training matrix
(TTM), i.e., the target training matrix is TTM3∗919.
Training
We use 119 data sets of 919 data sets for the validation purposes and the
remainder (800 data sets) are employed for the training. The validation set
is used to establish early stopping criteria so that the networks are not over
trained and are able to generalize well. During the training phase, the network
weights that result in the minimum validation data set error are saved. If the
validation set error is not reduced for 50 consecutive epochs, the training is
stopped. So, the final network weights used in testing are those that resulted
in the minimum validation set error. The designed neural network is trained
using back-propagation algorithm (ITM2∗800 and TTM3∗800).
In the training phase after 3, 425 epochs, the stopping condition was met
87
and the mean square error (MSE) was observed to be 0.000350585 which is
very small. Therefore, it can be concluded that the trained neural network can
be used as a reliable estimation model.
Trained neural network
The weight and bias (threshold) values after training are listed in Table (4.1).
Wi and Bi are weights and bias values in the ith layer.
88
Table 4.1: The weight and bias values after training ANN network.
W1 B1 B3
1.3134 -0.0669 -1.577 2.5724
-0.067852 -0.15016 0.073866 0.63065
1.3213
W2 B2 W
T
3
5.9727 3.7257 -6.9542 -1.4868 -0.92834 0.30433
-3.1599 -8.352 -0.012371 9.224 0.94517 -0.54722
-2.7709 6.9003 8.043 0.4418 7.3145 -0.28006
6.8329 1.4796 -5.3269 -0.28125 -0.68311 0.36667
29.659 40.285 14.235 0.022364 -6.7826 0.27222
15.652 16.167 2.6939 0.14095 10.059 0.79082
20.406 28.136 11.054 0.048283 -3.0233 0.069518
11.556 -0.19877 -4.0493 0.020494 -0.36215 0.020992
-7.8581 -2.0767 2.7855 -0.0010348 6.4616 -0.35653
-8.6455 -8.8705 -10.259 7.6404 -0.49979 -1.6893
15.7 13.089 2.4408 0.051327 1.3209 -0.043966
-10.044 -11.246 -4.5646 -0.1517 -1.1431 0.052267
9.5268 12.807 5.0441 -0.15188 -4.9259 0.3538
1.585 -3.2066 -4.0675 0.80489 -17.788 -0.77204
5.9128 -5.0306 -5.6166 -0.17574 2.9399 0.07535
3.3351 -0.25672 -0.76922 0.53676 -7.3888 -0.088887
5.3796 -2.4837 -2.4526 -0.095212 1.6009 0.027593
-11.075 -15.205 -5.1119 0.12198 -23.813 0.79745
4.8927 4.0818 5.8649 -7.8224 -0.99085 -4.9297
6.3861 -8.0529 -9.726 -0.11747 6.6736 0.040387
0.33641 5.5791 6.2174 -0.77374 -6.1363 -0.078831
5.4414 5.9214 3.2122 1.3342 0.98028 -0.27108
-3.2277 0.75954 0.74589 0.38377 -4.5067 -0.15063
4.3729 4.9329 2.6452 -2.026 -0.97237 0.49072
3.9741 3.0716 4.7964 3.3864 1.9336 4.4451
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By using these values in equation (4.11), we have a function for each input
vector [Skewness, Kurtosis−3] that yields a vector in the form (µˆz, σˆz, 1/cˆ).
The ANN’s three outputs form an output vector, (output (1), output (2),
output (2),) as follows:
[c, µz, σz] = Tansig(W3
∗ Tansig(W2 ∗ Tansig(W3[Skewness(X)
,Kurtosis(X)− 3] + B1) + B2) + B3))
(4.11)
Because of the characteristics of the Tansig function which have been fixed in
the output layer, we adjust the output of the network based on the following
equations to account for the positivity restriction of the desired parameters.
µˆz = min (0, output (1))
σˆz = min (0, output (2))
cˆ = min(0,
1
output (3)
)
(4.12)
Based on estimated values of c, µz and σz , equation (4.10) is used to
estimate k. Now to improve the results, especially when sample sizes are small,
equations (4.8) and (4.9) can be used to compute µz and σz again based on
the estimated values of c and k. Figure (4.4) shows these steps in a flowchart.
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Use estimated skewness and kurtosis 
as the input of trained ANN to 
estimate zµ , zσ  and c (equation 
(4.12)) 
 
Use equation (4.10) to estimate k 
Is size of 
sample large? 
Use equations (4.8) and (4.9) to 
estimate zµ , zσ  based on 
estimated value of c and k 
Use the estimates of zµ , zσ , c and k 
to estimate pdf of X (equation (4.4)) 
No 
Yes 
To improve the estimations 
this step can be applied for 
any sample of size  
Use this step and equation 
(4.10) iteratively to improve 
the estimations 
 
Estimate skewness and kurtosis of the 
sample 
Figure 4.4: Steps to estimate the Burr XII distribution parameters using
ANN.
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4.2.5 Simulation study
In this section we present a simulation study for different parameters of the
Burr XII distribution to analyze the performance of our developed ANN. Three
Burr XII distributions are used in this simulation study. For each distribution
with the specified parameters, we generate a sample of size n and estimate
the required input variables for ANN (skewness and kurtosis). The ANN
output (µˆz, σˆz and cˆ) are then used to calculate kˆ from equation (4.10). Each
simulation run is replicated 1, 000 to yield the mean and standard deviation
of the estimated standard Burr XII parameters (µˆz, σˆz, cˆ and kˆ).
The simulation results for n = 100 , n = 1000 , n = 2500 and n = 10000 and
three different distributions are displayed in Tables (4.2)-(4.4). Tables (4.2)-
(4.4) also present the mean squared error (MSE) and a 95 percent confidence
interval for the each estimated parameters.
The results in Tables (4.2)-(4.4) show that the developed neural network
has acceptable estimation accuracy for the different Burr XII distributions.
Moreover, the confidence interval of estimated parameters shows that esti-
mated parameters are very close to the actual values. Figure (4.5) depicts the
trend of |estimated value-real value| for distributions considered in the simu-
lation study. As can be seen in this figure, the precision of the estimations
from the ANN method is improved as the sample size increases. In addition,
when the sample size is equal to 100, we can improve the precision of the esti-
mated values for µz and σz by implementing the equations (4.8) and (4.9) to
re-compute the µz and σz. The domain of skewness and kurtosis used in the
training and validation phases (919 pair of skewness and kurtosis) is shown in
Figure (4.6).
Based on all of simulation results, we may conclude that the developed
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neural network converges to the actual values of the parameters. The ANN
was implemented in MATLAB 7, and run on a P4 processor with a RAM of
256 kbs.
|µˆz − µz| |σˆz − σz|
|cˆ− c| |kˆ − k|
Figure 4.5: |estimated value− real value| of the parameters for different sam-
ple sizes in the simulation study (where sample of size is 100, µz and σz are
estimated after estimating c and k)
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Figure 4.6: Values of skewness and kurtosis used in the proposed ANN in the
training and validation phases.
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Table 4.2: Results of the simulation study using ANN for µz = 0.54148, σz =
0.15445 and 1,000 replications.
µz = 0.54148, σz = 0.15445, c = 4.14224, k = 9.13497, sk = 0.05, ku = 2.9
Mean Standard C.I (95%)
n Parameter (estimated) Deviation MSE* Estimated
parameters
100 µˆz 0.5085 0.2234 0.0312 (0.4947,0.5223)
σˆz 0.1521 0.0803 0.0084 (0.1471,0.1571)
cˆz 3.9113 2.6477 7.0565 (3.7470,4.0756)
kˆz 10.1661 12.5619 158.7057 (9.3866,10.945)
1000 µˆz 0.5088 0.134 0.019 (0.5004,0.5171)
σˆz 0.1443 0.0212 5.54E-04 (0.1429,0.1456)
cˆz 4.0531 0.5963 0.3632 (4.0161,4.0901)
kˆz 9.0436 2.3434 5.4946 (8.8981,9.1890)
2500 µˆz 0.5364 0.0856 0.0073 (0.5311,0.5417)
σˆz 0.1488 0.0137 2.20E-04 (0.1480,0.1497)
cˆz 4.0758 0.3831 0.1484 (4.0643,4.0872)
kˆz 9.061 1.3703 1.8812 (8.9759,9.1460)
10000 µˆz 0.5411 0.0414 0.0017 (0.5386,0.5437)
σˆz 0.1499 0.0066 6.39E-05 (0.1495,0.1503)
cˆz 4.0998 0.1846 0.0385 (4.0760,4.1235)
kˆz 9.0781 0.6427 0.3145 (9.0383,9.1179)
* MSE: Mean squared error
95
Table 4.3: Results of the simulation study using ANN for µz = 0.4287, σz =
0.2536 and 1,000 replications.
µz = 0.4287, σz = 0.2536, c = 2, k = 5, sk = 1.1766, ku = 5.5751
Mean Standard C.I (95%)
n Parameter (estimated) Deviation MSE* Estimated parameters
100 µˆz 0.4177 0.2365 0.0401 (0.4030,0.4324)
σˆz 0.3218 0.3672 0.0743 (0.2990,0.3446)
cˆz 1.6068 0.3532 0.2793 (1.5848,1.6287)
kˆz 4.2142 1.0591 1.738 (4.1485,4.2800)
1000 µˆz 0.2903 0.1773 0.0506 (0.2793,0.3013)
σˆz 0.1888 0.127 0.0203 (0.1809,0.1967)
cˆz 1.8145 0.2462 0.095 (1.7992,1.8297)
kˆz 4.5983 0.5782 0.4954 (4.5624,4.6342)
2500 µˆz 0.3387 0.1473 0.0298 (0.3296,0.3479)
σˆz 0.207 0.0818 0.0089 (0.2019,0.2120)
cˆz 1.8841 0.2483 0.0751 (1.8686,1.8995)
kˆz 4.7489 0.5737 0.3919 (4.7133,4.7845)
10000 µˆz 0.3971 0.1014 0.0113 (0.3908,0.4034)
σˆz 0.2417 0.0491 0.0025 (0.2386,0.2447)
cˆz 1.9586 0.3637 0.1339 (1.9360,1.9812)
kˆz 4.9288 0.5545 0.3123 (4.8944,4.9632)
* MSE: Mean squared error
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Table 4.4: Results of the simulation study using ANN for µz = 0.6011, σz =
0.2478 and 1,000 replications.
µz = 0.6011, σz = 0.2478, c = 3, k = 4, sk = 0.6831, ku = 4.2
Mean Standard C.I (95%)
n Parameter (estimated) Deviation MSE* Estimated parameters
100 µˆz 0.5847 0.2411 0.0471 (0.5698,0.5996)
σˆz 0.2958 0.1184 0.0881 (0.2885,0.3031)
cˆz 2.5043 1.8765 3.7635 (2.3879,2.6208)
kˆz 3.5291 0.8094 0.8762 (3.4789,3.5793)
1000 µˆz 0.5283 0.1611 0.0312 (0.5183,0.5383)
σˆz 0.22 0.05 0.0033 (0.2169,0.2231)
cˆz 2.8966 1.6077 2.5928 (2.7968,2.9963)
kˆz 3.8751 0.5113 0.2768 (3.8434,3.9068)
2500 µˆz 0.5545 0.1114 0.0146 (0.5476,0.5614)
σˆz 0.229 0.0426 0.0022 (0.2263,0.2316)
cˆz 2.8988 0.5305 0.2914 (2.8659,2.9317)
kˆz 3.8987 0.3879 0.1605 (3.8747,3.9228)
10000 µˆz 0.592 0.0728 0.0054 (0.5875,0.5965)
σˆz 0.242 0.031 9.96E-04 (0.2401,0.2440)
cˆz 2.9576 0.4989 0.2504 (2.9266,2.9885)
kˆz 3.9662 0.302 0.0923 (3.9474,3.9849)
* MSE: Mean squared error
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4.2.6 Comparison study
Here, we compare the results of ANN simulation study in the Burr XII distri-
bution parameter estimations, to the MLE method. We use the MLE method
based on equations (4.6) and (4.7) to estimate the parameters of the Burr XII
distributions. The sample size is set equal to 100, as for large sample size
solving equations (4.6) and (4.7) is not applicable.
The results of using MLE method are presented in Tables (4.5)-(4.7). For
all cases, we can compare them to the corresponding ANN results in Tables
(4.2)-(4.4) regarding accuracy and variability. A method is considered supe-
rior if its estimated mean has the smallest deviation from the target parameter
value (accuracy) and has the smallest variability. These results indicate that
the ANN method performs better than the MLE method. Also, concerning
computational time, the ANN method requires substantially less computation
time because only equation (4.11) is needed, but using the MLE method re-
quires that the equations (4.6) and (4.7) to be solved by potentially inefficient
gradient search methods. This can be time consuming especially when sample
sizes are large.
The data provided in Tables (4.5)-(4.7) are the simplest cases for the stan-
dard Burr XII distribution, i.e. with the specified mean and standard devia-
tion. However, using MLE method for the parameter estimations of the model
(4.4) can be cumbersome and inefficient.
In the next section, we will use the above proposed method of the Burr XII
parameters estimation to estimate the pdf of data which is required in some
of the PCI estimation methods.
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Table 4.5: Results of the simulation study using the MLE method for µz =
0.54148, σz = 0.15445 and 1,000 replications.
µz = 0.54148, σz = 0.15445, c = 4.14224, k = 9.13497
Mean Standard C.I (95%)
n Parameter (estimated) Deviation MSE* Estimated parameters
100 µˆz 0.5804 0.6723 0.199 (0.448629,0.712171)
σˆz 0.161 0.111 0.0872 (0.139244,0.182756)
cˆz 3.69 2.671 9.016 (3.166484,4.213516)
kˆz 9.986 16.231 189.12 (6.804724,13.16728)
* MSE: Mean squared error
Table 4.6: Results of the simulation study using the MLE method for µz =
0.4287, σz = 0.2536 and 1,000 replications.
µz = 0.4287, σz = 0.2536, c = 2, k = 5
Mean Standard C.I (95%)
n Parameter (estimated) Deviation MSE* Estimated parameters
100 µˆz 0.4177 0.2365 0.0401 (0.371346,0.464054)
σˆz 0.3218 0.3672 0.0743 (0.249829,0.393771)
cˆz 1.6068 0.3532 0.2793 (1.537573,1.676027)
kˆz 4.2142 1.0591 1.738 (4.006616,4.421784)
* MSE: Mean squared error
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Table 4.7: Results of the simulation study using the MLE method for µz =
0.6011, σz = 0.2478 and 1,000 replications.
µz = 0.6011, σz = 0.2478, c = 3, k = 4
Mean Standard C.I (95%)
n Parameter (estimated) Deviation MSE* Estimated parameters
100 µˆz 0.641 0.891 0.0891 (0.466364,0.815636)
σˆz 0.3012 0.452 0.102 (0.212608,0.389792)
cˆz 2.31 2.521 5.087 (1.815884,2.804116)
kˆz 3.743 1.561 2.123 (3.437044,4.048956)
* MSE: Mean squared error
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4.3 Process capability analysis with non-normal
data
In the previous sections, we explored and compared the different methods in
estimating the Burr XII parameters. These parameter estimation methods
can be used in order to evaluate the process capability index (PCI) in the
non-normal processes. For the rest of this chapter, we review and compare the
different methods in PCI calculation with non-normal data. The applications
in non-normal linear profiles will be discussed in the next chapter.
Since the classical PCI estimation method is not applicable to non-normal
processes, several modifications of the classical method have been proposed
in the past decade in the literature. The simplest approach is to transform
the data using mathematical functions into normal data; then calculate PCI
for normal data. Box and Cox (1964) presented a useful family of power
transformations to transform non-normal data to normal data then estimate
PCI based on the transformed data using the classical PCI estimation method.
Hosseinifard et al. (2009) used the root transformation technique in estimating
PCI for univariate non-normal processes. Rivera et al. (1995) presented a
continuous monotonically increasing function for which a normal distribution
is a satisfactory approximation, then used the classical PCI estimation method
to estimate the PCI. Among all the transformation techniques, Box and Cox
method is commonly used to estimate PCI in industry. However, Tang and
Than (1999) mentioned this approach tends to be regarded unfavorably by
practitioners, because its relationship to the original specification limits is not
clear enough.
The second approach to deal with non-normal data is to use the percentile
values of the fitted distribution instead of values of 6σ and 3σ in the classi-
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cal capability indices, Cp and Cpk. Clements (1989) proposed a non-normal
percentile method to calculate Cp and Cpk indices for a distribution of any
shape using the Pearson family of curves. The main advantage of this method
is that no complicated distribution fitting is required and it is also simple to
use. Although the Clements method is commonly used in industry, a study by
Wu et al. (1998) indicated that it cannot accurately measure the PCI values,
especially when the underlying data distribution is skewed. Moreover, since
this approach is based on the third and fourth moments, it may be somewhat
unreliable for very small sample sizes (Liu and Chen (2006)). Wright (1995)
and Chen and Kotz (1996) also suggested to adjust the classical PCI method
by incorporating the third and the forth moments of data as important fac-
tors of non-normal data. Liu and Chen (2006) proposed a modified Clements
percentile method to evaluate PCI for non-normal data by using the Burr XII
distribution (Burr (1942)), instead of Pearson family of curves. They employed
the 3rd and the 4th sample moments of the data to get the standardized mo-
ments and used the Burr XII tables to fit the Burr XII distribution to the
data. Furthermore, they provided a summarized table to estimate the Bur
XII parameters. Using a simulation approach, Liu and Chen (2006) showed
that employing the Burr XII distribution in estimating percentile values in
the percentile method is superior to the Pearson curve suggested by Clements.
Liu and Chen (2006) also indicated that both Clements and Burr percentile
methods overestimate the Cpu for highly skewed data (Skewness≥ 1.5). Gruska
et al. (1989) developed the tables of the standardized tail of Pearson curves
and the tables of the parameters of Burr system as a function of kurtosis and
skewness. The standardized tables developed by Gruska et al. (1989) can be
used to estimate percentile values in Clements and Burr percentile methods.
Tang and Than (1999) carried out a simulation study for different non-
102
normal distributions such as gamma, lognormal and Weibull and concluded
that the Box-Cox method performs better than the Johnson transformation
(Johnson 1949), the Clements (Clements 1989), the weighted variance (Chang
et al. 2002) and the Wrights methods (Wright 1995).
Another approach to handle non-normality is to the approximate relation-
ship between the process capability and the proportion of non-conforming
items for the non-normal data. Castagliola (1996) suggested to first evalu-
ate the probability of non-conforming items then converting this proportion
to estimate PCI of non-normal processes. However, evaluating the probabil-
ity of non-conforming requires the probability density function (pdf) of the
process, which is a huge request. In this regards, Castagliola (1996) used the
generalized Burr distribution to estimate pdf of the process. The generalized
Burr distribution in this method was approximated by a polynomial function
using the sample empirical distribution function. The following relations can
be obtained to calculate Cp and Cpk from the proportion of non-conforming
items:
Cp =
1
6
[Φ−1 (1− PU)− Φ−1 (PL)]
Cpk = min {Cpu, Cpl}
where Φ is the cumulative distribution function (cdf) of a standard normal vari-
able. PU and PL are the proportion of non-conforming items defined as PU =
Pr (X > USL) =
´∞
USL
fX (x) dx and PL = Pr (X < LSL) =
´ LSL
−∞ fX (x) dx,
respectively; in which fX(x) represents the probability density function of the
process. In case of unilateral specification limit, the Cpu and Cpl are defined
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as:
Cpu =
1
3
Φ−1 (1− PU)
Cpl =
1
3
Φ−1 (1− PL) .
Castagliola (1996) discussed that if the process is not normal, then this ap-
proach gives the process capability indices which are equivalent to the normal
ones.
In another approach, Abbasi (2009) trained a neural network to estimate
Cpu for univariate right skewed data. Chang et al. (2002) developed a weighted
variance (WV) approach to measure the PCI for skewed distributions. Pal
(2005) evaluated a method for estimating PCI of the non-normal data using
generalized Lambda distribution.
In the following, a brief explanation is given to some of the available PCI
estimation methods in the literature. Then, the performances are compared
using simulation studies. Finally, we compare the performances of these PCI
estimation methods in a real case study in a leukocyte filtering process in the
next section.
4.3.1 The percentile method
In this method, the terms 6σ and 3σ in the classical PCI estimations, Cp and
Cpk are replaced by the lengths of the interval between the upper and the lower
0.135 percentage points of the distribution of X. Therefore, we have:
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Cp =
USL− LSL
ξ0.99865 − ξ0.00135
Cpk = min {Cpu, Cpl}
(4.13)
and
Cpu =
USL− ξ0.5
ξ0.99865 − ξ0.5
Cpl =
ξ0.5 − LSL
ξ0.50 − ξ0.00135
(4.14)
where ξα is 100α
th percentile value of the data or the fitted distribution. Better
estimation of the percentile values lead to better estimation of PCI.
4.3.2 The Box-Cox transformation method
The statisticians George Box and David Cox (Box and Cox (1964)) developed
a procedure to identify an appropriate exponent to transform the non-normal
data into a “normal shape.” The Box-Cox transformation for the necessarily
positive variable X is given by:
X ′ =

Xλ − 1
λ
λ 6= 0
logX λ = 0.
(4.15)
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This transformation depends upon a single parameter λ that can be esti-
mated using the maximum likelihood estimation (MLE) method so that it is
assumed Xλ has a normal distribution. The parameter λ indicates the power
to which all data should be raised. Note that for λ = 0, the transformation is
not equal to X0 (because this would be 1 for every value) but instead is the
logarithm of X. The Box-Cox power transformation is not a guarantee for the
normality, as it actually does not check the normality assumption. Therefore,
it is absolutely necessary to always check for the normality of the transformed
data, for example by using the probability plot.
The transformation of non-normal data using the Box-Cox transformation
is available in most statistical and quality control software packages and they
can be directly deployed to compute the PCIs values.
The corresponding PCI is calculated from the mean and standard deviation
of the transformed data using the formula for normal processes mentioned
in chapter 3 (equations (3.1) or (3.2)). This transformation works for the
positive data, however, if the data are not positive, then the shifted power
transformation of Box and Cox (1964) or the extended power transformation
family of Bickel and Doksum (1981) can be used.
4.3.3 The root transformation method
Hosseinifard et al. (2009) proposed a root transformation technique to estimate
the PCI for non-normal processes. Then, new specification limit is calculated
by using USL = USLr , and finally the estimated values of the mean and the
standard deviation of the transformed data are used to estimate PCI.
In root transformation method, data are raised by a root r in a way that
the transformed data will have zero skewness. The bisection method is used
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to find the root r. The bisection method is a root-finding algorithm that
repeatedly divides an interval in half and then selects the sub interval in which
a root exists. Suppose we are interested to solve the equation f(r) = 0 in
the interval (a, b); the bisection method starts with two points a0 and b0 in
the (a, b) interval such that f(a0) and f(b0) have opposite signs. This method
then divides the interval in two by computing c0 = (a0 + b0)/2. There are now
two possibilities; either f(a0) and f(c0) have opposite signs, or f(c0) and f(b0)
have opposite signs. The location of the root is determined as lying within
the sub interval with opposite signs. The bisection algorithm is then applied
recursively to the sub interval where the sign-change occurs and eventually
finds the root.
In order to find a root of f(r) = 0 in the interval (a, b), we start with
the sub interval (a0, b0) such that f(a0)f(b0) < 0, then apply the following
algorithm after picking a tolerance ε:
k = 0
While |f(rk+1)| > ε
rk+1 = (ak + bk)/2
If (f(rk+1) f(ak) < 0) Then
ak+1 = ak and bk+1 = rk
Else
bk+1 = bk and ak+1 = rk
End (If)
k = k + 1
End (While)
r∗ = rk
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In the root transformation technique, if we define f(r) to be the amount
of skewness on the rth power-transformed X, i.e. Xr, then we need to find r
such that f(r) becomes zero. Therefore, by applying the bisection method, in
this approach we search for a root r, such that f(r) = 0 in the interval (0, 1).
4.3.4 The neural network based (ANN) method
In this method, we use a perceptron neural network to estimate PCI of non-
normal processes. The upper specification limit, mean, variance, skewness and
kurtosis of the data collected from the processes are the inputs of the neural
network. The PCI value is considered as the output of the network. The
weight values of the trained neural network are presented in Abbasi (2009). A
closed form of equation (4.16) is used to estimate the PCI in the non-normal
processes.
Cpu (X) = ω1
∗Tansig(ω2Tansig(ω1[Skewness
,Kurtosis,(USL−X)/s] + β1) + β2) + β3
(4.16)
where ωs and βs are the weights and the bias values of the trained neural
network. X¯ and S are the sample mean and standard deviation of the process
and Tansig (x) = 2/ (1 + e−2x)− 1.
One of the shortcomings of the ANN method for the non-normal data is
that it can only be employed when the upper specification limit is given. In
cases where there is a lower specification limit or there are both-sides limits,
this method is not applicable.
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4.3.5 The CDF Distribution Method
In the CDF method, we try to fit a distribution for a given sample and then
estimate the PCI of the process based on the fitted distribution and the speci-
fication limits. This method is based on estimates of the PCIs from cumulative
distribution function (cdf) between tolerance limits. In this approach, cdf of
the process is required and it must be estimated from the available data. If
the cdf is known, this method presents the best estimation for the PCI of
non-normal process.
If the cdf of the data is known, then an exact PCI will be obtained by (see
Castagliola 1996):
Cpu =
Φ−1
(
0.5 +
´ USL
T
fX (x) dx
)
3
=
Φ−1 (0.5 + FX(USL)− FX(T ))
3
(4.17)
where Φ is cumulative normal standard distribution, T is the target value
of the process. fX(x) and FX(x) represent the pdf and cdf of the process,
respectively.
4.3.6 Monte Carlo simulation and results
Simulation methodology
In the simulation study, we use four non-normal right skewed distributions of
gamma, lognormal, Weibull and beta. The parameters of these distributions
are set to expose different shapes of the non-normal data.
Some target values for PCI are first needed to be compared with the esti-
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mated PCI obtained by different methods. The target values in this simulation
study are 0.5, 1.0, 1.5, and 2. Furthermore, in each distribution an appropriate
upper specification limit (USL) is obtained for a proper range of PCI. In a
simulation study by English and Taylor (1993) to investigate the robustness
of estimated PCI in the non-normal processes, fixed value of 1.0 for Cp and
Cpk for all their simulation runs were used. The basis of their comparison was
the proportion of Cp and Cpk (estimated from simulation) greater than 1.0 for
the normal distribution case. Rivera et al. (1995) and Tang and Than (1999)
obtained the upper specification limits for each distribution in order to provide
target values for PCI, based on the probability of non-conforming items. Then
they estimated Cpu for the simulated data of the underlying distribution and
compared it with the target Cpu.
In this research, a similar procedure to those in Rivera et al. (1995) and
Tang and Than (1999) is used to calculate the upper specification limit corre-
sponding to the target PCI. If the cdf of the data is known, then an exact PCI
value will be obtained using equation (4.17). Therefore, for each target PCI,
the upper specification limit is obtained approximately by equation (4.18).
USL = F−1X (Φ (3Cpu)) (4.18)
where FX is the cumulative density function of the process.
In the comparison study, we are aiming to know which method presents
better estimation of the real PCI. So, for a given target PCI, say Cpu, and a
given non-normal distribution, we first estimate the upper specification limit
using equation (4.18). We generate samples from each distribution and then
use the in hand sample data to obtain the upper specification limit and esti-
mate Cpu using the aforementioned methods (root transformation, Box-Cox,
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percentile, exact percentile, and neural network). As mentioned previously,
the exact percentile method is the one in which the distribution of the in hand
data is known. The estimated Cpus are then compared to the target Cpu value.
This process is replicated 10,000 times for different sample sizes to get the
mean and the standard deviation of each estimator. Figure (4.7) shows the
flowchart of the comparison methodology.
 
 
Set the target value PCI (for example 
Cpu = 0.5) 
 
For each distribution given in the 
first column of Tables (4.8)-(4.10), 
use equation (4.18) to calculate the 
target USL 
 
Generate a sample for each 
distribution 
Now we have the exact 
PCI of the given USL 
 
Use different methods to 
estimate PCI of the generated 
sample and given USL 
 
A compassion study is 
carried out for sample 
of sizes 100 and 1,000 
 
Iterate the last two steps 10,000 
times and estimate the mean 
and standard deviation of each 
method 
 
Figure 4.7: Methodology of the comparison study.
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A superior method is the one that has the closest Cˆpu mean to the target Cpu
(an accuracy measure) with the smallest variability measured by the spread or
standard deviation of the estimated Cpu (a precision measure). To condense
the results of the simulation study, a yardstick P is defined as the average
value of the probability that the estimated Cpu by a method falls within ±0.1
of the target Cpu. In other words, for each method P is obtained as:
P = Pr
(
PCI − 0.1 < ˆPCI < PCI + 0.1
)
=
number of ˆPCI that falls in PCI ± 1
total number of iterations
(4.19)
Then the method with the highest P is the best. To compare the performances
of the methods, we assume that the PCI estimated by a method follows a
normal distribution.
The results of the Monte Carlo simulation study
The results of this simulation study are based on 10,000 samples of size n =
100 and n = 1000 and are presented in Tables (4.9) - (4.10) for the root
transformation, the Box-Cox, the ANN and the CDF method . Table (4.8)
presents the non-normal distributions under this study, the target Cpu values
and their corresponding upper specification limits (USL values). While the last
column of this table indicates the obtained Cpu value by using the percentile
method.
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Table 4.8: The target Cpu value, the corresponding USL used in the simulation
study and the Cpu values calculated from percentile method.
Distribution TargetCpu USL Cpu percentile
Gamma (2,4) 0.5 17.562 0.3355
1 35.601 0.9566
1.5 61.556 1.8545
2 95.815 3.0401
Lognormal (2,0.4) 0.5 13.4637 0.3174
1 24.5325 0.9649
1.5 44.7012 2.141
2 81.4509 4.2854
Beta (2,5) 0.5 0.5536 0.4931
1 0.807 0.9614
1.5 0.9431 1.2104
2 0.9889 1.2949
Weibull (1,1.5) 0.5 4.0589 0.2887
1 9.9116 0.9486
1.5 18.8886 1.96
2 31.1052 3.338
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The results in Tables (4.8)-(4.10) indicate that while the percentile method
does not provide the appropriate performance, the root transformation, the
Box-Cox, the ANN and the CDF method present acceptable results and their
estimated PCI in different situations are accurate enough as they are close
to the target value. To evaluate these methods further, the P -index value is
obtained for each method. In order to compare the means statistically, the
Anderson Darling test is used to check for the normality assumption. Figure
(4.8) shows the normal probability plots of Anderson Darling test for the esti-
mated PCI of the methods involved in the simulation study. Figure (4.8) show
that the estimated PCIs follow normal distributions for the different methods.
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Figure 4.8: Normal plot for PCI estimated of different methods (exact PCI is
0.5).
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The P -index values for the different methods with the sample size equal to
100 (small sample size) are:
PRoot transformation = 0.4
PBox−Coxmethod = 0.44
PANN basedmethod = 0.39
PCDF method = 0.42
Based on the P criterion, the Box-Cox and the CDF methods are the most
accurate ones when the sample size is small (equal to 100). Furthermore, the
root transformation method is slightly better than the ANN method.
The P -index values for the different methods with the sample size equal to
1,000 (large sample size) are:
PRoot transformation = 0.46
PBox−Coxmethod = 0.55
PANN basedmethod = 0.66
PCDF method = 0.707
These P -index values point out that for a large sample size, the CDF and the
ANN methods perform well. However, the Box-Cox method is superior to the
root transformation method. Moreover, the ANN method is sensitive to the
estimated parameters as its input. So, for a large sample size the estimated
values of the mean, variance, skewness, and kurtosis that are inputs to the
ANN method are more accurate.
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4.4 Application to leukocyte filtering process
The use of statistical methods for monitoring blood component quality, in-
cluding statistical process control (SPC), is a requirement of EU Directives
(2002/98/EC, 2004/33/EC), Council of Europe Recommendations (CoE, 2008)
and some national guidelines, including those of the UK (McClelland, 2005).
Enactment of EU Directives into UK law (UK Acts of Parliament, 2005) makes
the application of SPC mandatory for this purpose in blood establishments.
Referring to all above documents and the importance of using the statistical
techniques in blood processing, it is vital to use the precise methods in estimat-
ing the process performance in blood processing as any deviate in satisfying
target window would jeopardize the patient safety.
Practical guidelines in using statistical process control in the blood sectors
are provided by Beckman et al. (2009) that are based on the normality as-
sumption on the collected data. However, using these conventional techniques
by the normality assumption to evaluate the blood processes may lead to erro-
neous results. In this section, we stress the non-normality of data in estimating
process capability index (PCI) in blood service sectors.
When a donor donates blood to a hospital, some processes in the blood
center are required to be performed before the blood is given for the transfu-
sion purposes. The leukocyte reduced red blood cell is a red blood cell product
which has been filtered to remove many of the leukocytes in the blood unit.
Normally, there are 4×109 leukocytes in one litter blood. In leukocyte filtering
process, leukocytes are removed using filters to obtain less than 5×106 residual
leukocytes per litter. This is very important to assure patient safety in trans-
fusion process. Therefore, using a proper method to estimate the capability of
leukocyte filtering process in blood service is vital. In other words, the USL
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on the leukocyte quantity in the leukocyte filtering process is 5× 106.
We take ten samples of size 100 from the process to evaluate different
methods of estimating PCI. In the total available 1,000 units, two units were
observed to have leukocytes of with more than 5× 106 .The normality test for
these data is strongly rejected. Table (4.11) shows the estimated PCI for each
sample using different methods.
Table 4.11: Cpuvalues of leukocyte filtering process for 10 samples of size 100.
Method / Sample 1 2 3 4 5 6
Box-Cox 0.9908 1.0167 0.9348 0.9972 0.9864 0.9538
Root transformation 0.956 1.039 0.9517 1.0075 0.9879 1.0118
ANN method 0.9801 1.0351 0.996 0.9096 0.8782 0.9052
CDF method 1.0125 1.0251 0.9854 0.9988 0.9855 1.0031
Percentile method 0.9064 0.9513 0.9721 0.8903 0.9203 0.9075
continue of Table (4.11)
Method / Sample 7 8 9 10
Average of
all Samples
Box-Cox 0.9713 0.9869 1.0516 1.0354 0.992
Root transformation 0.9685 1.0664 1.1314 0.9921 1.011
ANN method 0.9618 0.95 1.0796 0.9955 0.969
CDF method 0.991 1.0937 1.0444 0.9997 1.014
Percentile method 0.9799 0.9423 0.9855 0.9194 0.938
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Based on two non-conforming units in 1000 units, the corresponding PCI is
1.03. The results in Table (4.11) show that the estimated PCI of all methods,
except the percentile method, are very close to 1.03. This result is similar to
the conclusion we made using simulated data.
4.5 Summary
In this chapter a MLP neural network has been first introduced to estimate
parameters of the Burr XII distribution. Our developed neural network is very
easy to use. The simulation study showed that using the developed neural net-
work yields very acceptable results and is very fast. The function, the weights
and bias values of the trained neural network were presented so the statisti-
cians and engineers can use them in spreadsheets (with enough precision) even
if they have no knowledge of ANN.
In this chapter, we also carried out a study to compare the performances
of the Box-Cox transformation method to the recent proposed procedures in
the literature. The simulation study was performed on different non-normal
data such as gamma, beta, lognormal, and Weibull distributions. A criterion
to measure the accuracy and the precision of the PCI estimation was defined
to compare the methods. The results of simulation on the defined criterion
pointed out that for small sample sizes (n = 100), the Box-Cox method has
better performances than the CDF and root transformation methods. While,
the CDF method performs better than the root transformation method. More-
over, the root transformation method performs better than the ANN based
procedure. For a large sample size (n = 1, 000), the results indicated that the
CDF method performs better than all of the existing methods. however, when
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the true value of PCI is greater than 1, the ANN based method is better than
the Box-Cox method, and the latter one performs better than the root trans-
formation procedure. Moreover, the results of using the percentile showed that
this method could not estimate the PCI of non-normal processes accurately.
We also applied these methods to obtain the PCI of leukocyte filtering
process. Further developments of quality engineering techniques in blood ser-
vice departments due to its direct impact on patient safety would be a wide
research area for quality engineers. We will extend the methods presented in
this chapter to estimate PCI of linear profiles with non-normal error terms in
the next chapter.
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Chapter 5
Process capability analysis in
profiles with non-normal data
5.1 Introduction
Consider a linear profile characterized by the following model:
Yij = A0j + A1jX1,i + εij; i = 1, 2, ..., n, j = 1, 2, ..., k. (5.1)
In most cases, it is assumed that the random error terms (εij’s) are independent
and identically distributed (i.i.d) normal random variables with mean zero
and variance σ2. However, some practical cases may violate these standard
assumptions. The effect of non-normality on the monitoring of linear profiles
was studied by Noorossana et al. (2010). While the quality control procedures
for monitoring profiles have been studied considerably, capability analysis for
profiles has not been explored much. There has been no discussion on analysing
process capability of profile data with violation of normality assumption. In
chapter 4, we provided extensive literature review as well as comparison study
on the process capability analysis for non-normal data. In this chapter, we
study process capability analysis of non-normal linear profiles. It should be
noted here that, the process capability indices in linear profiles with non-
normal data are different from those indices introduced for univariate non-
normal quality characteristics; since in linear profile, the regression model
between quality characteristics is monitored over time. Considering that the
process capability index (PCI) can be defined for some type of profiles, in this
chapter, we propose and develop five methods named probability plot, Burr
percentile, Box-Cox transformation, CDF and ANN methods to estimate PCI
in non-normal linear profiles. We examine the performance of the proposed
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methods by comparing the estimated Cpu values generated via simulations with
the target Cpu values (Hosseinifard and Abbasi (2012b)).
The rest of this chapter is organized as follows: In Section 5.2, we briefly
review the common methods for the evaluation of process capability indices. In
Section 5.3, we outline five methods to calculate and estimate the PCI of non-
normal linear profiles. A simulation study using gamma, Weibull, lognormal,
symmetric beta and student-t distributions with a comparison of the proposed
methods appears in Section 5.4. Finally, we summarize this chapter in Section
5.5.
5.2 PCI calculation in non-normal linear pro-
file
In order to evaluate PCI in non-normal linear profiles, we apply the relation
between the proportion of non-conformance and process capability index. The
proportions PU(profile) and PL(profile) of non-conforming items for profiles are
obtained as follows (see Chapter 3 for more details):
PU(profile) = Pr
(
n⋃
i=1
(Yi > USL)
)
= 1−∏ni=1 Pr (Yi ≤ USL)
= 1−∏ni=1 (1− Pr (Yi > USL)) = 1−∏ni=1 (1− PU(Yi)) (5.2)
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PL(profile) = Pr
(
n⋃
i=1
(Yi < LSL)
)
= 1−∏ni=1 Pr (Yi ≥ LSL)
= 1−∏ni=1 (1− Pr (Yi < LSL)) = 1−∏ni=1 (1− PL(Yi)) . (5.3)
From equation (3.4) for PU and PL, in each level of X, we have:
PU(Yi) = 1− Φ(3Cpu(Yi)) (5.4)
PL(Yi) = 1− Φ(3Cpl(Yi)) (5.5)
therefore by substituting equation (5.4) in equation (5.2) and substituting
equation (5.5) in equation (5.3), the proportions PU(profile) and PL(profile) of
nonconforming items for profiles can be defined by:
PU(profile) = 1−
∏n
i=1
(
Φ(3Cpu(Yi))
)
PL(profile) = 1−
∏n
i=1
(
Φ(3Cpl(Yi))
) (5.6)
where Cpu(Yi) and Cpl(Yi) are capability indices calculated for the observations Yi
(i = 1, 2, ..., n) from the profile data. In the following, we outline five different
methods in PCI estimation.
5.2.1 Probability plot method
In this method, the PCI values for non-normal linear profiles are obtained
similar to the percentile method mentioned in chapter 4 in equations (4.13) and
(4.14). However, the suitable probability plots using an empirical distribution
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is applied to estimate the natural process width between the 0.135th percentile
and the 99.865th percentile (Thang and Than (1999)). Consider for each level
of X (X1, ..., Xn), we have k observations Yij (i = 1, 2, ..., n and j = 1, 2, ..., k),
the procedure for estimating PCI in linear profile can be written as:
Step1. Calculate Cp(Yi) and Cpk(Yi) indices for Yi (i = 1, ..., n) by
Cp(Yi) =
USL− LSL
Up(Yi) − Lp(Yi)
=
USL− LSL
y0.99865i − y0.00135i
Cpk(Yi) = min
{
Cpu(Yi), Cpl(Yi)
}
.
i = 1, 2, ...n (5.7)
Up(Yi) is the 99.865
th percentile of observations (y0.99865i)and Lp(Yi) is the
0.135th percentile of observations (y0.00135i) obtained in i
th level of X.
Since median is the preferable central value for an off-centred distribu-
tion, we have:
Cpu(Yi) =
USL−M (Yi)
Up(Yi) −M (Yi)
Cpl(Yi) =
M (Yi) − LSL
M (Yi) − Lp(Yi)
(5.8)
where M (Yi)is median of Yi (i = 1, 2, ..., n).
Step2. Estimate the proportions PU(profile) and PL(profile) of non-conformance
for the profile using the equation (5.6).
Step3. Estimate the process capability indices of the profile using normal PCI
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estimation method mentioned in Chapter 3 (equation (3.4)) in which PU
and PL are replaced by PU(profile) and PL(profile), respectively.
5.2.2 Burr percentile method
In this method, we first fit Burr XII distribution to Yi (i = 1, 2, ..., n) then find
the required percentile values of the fitted distribution.
The ANN method mentioned in Chapter 4 can be used here to estimate
the two parameters of Burr XII distribution in the distribution fitting stage.
The PCI values are then calculated using percentile method. The procedure
of using the Burr percentile method is presented as follows:
Step1. Estimate the observational sample mean (Y i), standard deviation
(SYi), skewness (SkYi) and kurtosis (KuYi)
1 where i (i = 1, 2, . . . , n) rep-
resents the location of explanatory variable X.
Step2. From the the values of skewness and kurtosis calculated in the previous
step, determine Z0.00135,i, Z0.5,i and Z0.99865,i (i = 1, 2, . . . , n); where Zp
is the standardized Burr XII variate of the process data calculated from
Burr XII parameter estimation methods mentioned in Chapter 4, Section
4.2 (Refer to equation (4.11) in Burr-ANN method).
Step3. Calculate the estimated percentiles Y 0.00135,i, Y0.5,i and Y0.99865,i (i =
1Some definitions of kurtosis subtract 3 from the computed value, so that the normal
distribution has kurtosis of 0. The sample kurtosis used in this method does not use this
convention.
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1, 2, . . . , n) for each level of explanatory variable X by:
Y0.00135,i = Y i + Z0.00135,iSYi
Y0.5,i = Y i + Z0.5,iSYi
Y0.99865,i = Y i + Z0.99865,iSYi .
(5.9)
Step4. Estimate the percentile-based indices Cp(Yi) and Cpk(Yi) for i = 1, 2, . . . , n
using equations (5.7) and (5.8), respectively. Then the proportions of
non-conformance for the profile (PU(profile)and PL(profile)) are obtained
using equation (5.6).
Step5. Estimate the process capability indices of the profile using normal PCI
estimation method mentioned in Chapter 3 (equation (3.4)) in which PU
and PL are replaced by PU(profile) and PL(profile), respectively.
5.2.3 Box-Cox transformation method
As described in Chapter 4, one of the approaches in estimating process capa-
bility of the non-normal data is using transformation method. Moreover, as
discussed in that chapter, Box-Cox is one of the most efficient transformation
technique. We refer to Section 4.3 for more details of Box-Cox method and its
application on PCI estimation for non-normal data. We here utilize the Box-
Cox method to estimate PCI in linear profile with non-normal error terms.
The procedure of using the Box-Cox transformation is presented as follows:
Step1. Transform the values of the dependent variable Yi (i = 1, ..., n), using
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Box-Cox transformation technique (equation(4.15)). In this equation,
the value of X should be replaced by Yi from the linear regression model.
Step2. Estimate PCI for each Yi (i = 1, ..., n) using classical normal PCI es-
timation technique mentioned in Chapter 3 (equations (3.1) and (3.2)).
Step4. Use the the estimated PCI for each Yi obtained from the previous step
to estimate the proportions of non-conformance for the profile (PU(profile)
and PL(profile)) using equation (5.6).
Step5. Estimate the process capability indices of the profile using equation
(3.4) in which PU and PL are replaced by PU(profile) and PL(profile),
respectively.
5.2.4 CDF method
In order to use the CDF method for non-normal linear profiles, the equation
(5.10) can be used.
Cp(Yi) =
1
3
Φ−1 (0.5 + 0.5 (FYi (USL)− FYi (LSL)))
Cpu(Yi) =
1
3
Φ−1 (0.5 + FYi (USL)− FYi (T ))
Cpl(Yi) =
1
3
Φ−1 (0.5 + FYi (T )− FYi (LSL))
(5.10)
where FY is the cdf of the process and is estimated by the Burr XII distribution
that has high versatility-to-fit for different shapes of distributions. T is the
target of the Yi (i = 1, 2, ..., n) which is usually the mean of normal processes
and considered to be median for non-normal processes. Cpk index will then be
130
taken as minimum of {Cpl, Cpl}. The steps of this method applied for linear
profiles are summarised as follows:
Step1. For each Yi (i = 1, 2, ..., n), estimate the sample skewness (SkYi) and
kurtosis (KuYi); then use these sample statistics to find the parameters
of Burr XII distribution (c and k) using Burr XII distribution tables or
neural network method (for more details on the Burr XII parameters
estimations, we refer to Chapter 4).
Step2. From the Burr XII parameters obtained in the previous step, fit Burr
XII distribution to the observations using Burr XII cdf equation (4.2).
Step3. Apply equation (5.10) to estimate the process capability indices for
Yi, i = 1, 2, ..., n; then find the proportions of non-conformance for the
profile (PU(profile) and PL(profile)) using equation (5.6).
Step4. Estimate the process capability indices of the profile using equation
(3.4) in which PU and PL are replaced by PU(profile) and PL(profile),
respectively.
5.2.5 ANN method
In this approach, we propose a method based on the ANN method presented
in Chapter 4 (Sub-section 4.3.4) to estimate process capability index in non-
normal linear profiles. The neural network used in this method is a multilayer
perceptron (MLP) neural network, which implements the back-propagation
training rule. The procedure to estimate PCI in linear profile is presented as
follow:
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Step1. Estimate the sample skewness (SkYi), kurtosis (KuYi) and specifica-
tion limit
((
USL− Y¯i
)
/SYi
)
for Yi(i = 1, 2, . . . , n).
Step2. Use the statistics calculated in the previous step as input variables of
the ANN network. Similar to the network mentioned in equation (4.16)
following equation will give the process capability indices for Yi.
Cpu (Yi) = ω1
∗Tansig(ω2 ∗Tansig(ω1 ∗
[
SkYi , KuYi ,
(
USL− Y¯i
)
/SYi
]
+β1) + β2) + β3
(5.11)
where ω1 and ω2 are weight matrices and β1, β2 and β3 are threshold vec-
tors that are presented in Chapter 4. Tansig (x) = (1− e−2x) / (1 + e−2x).
Step3. Find the proportions of non-conformance for the profile (PU(profile)
and PL(profile)) using equation (5.6).
Step4. Estimate the process capability indices of the profile using equation
(3.4) in which PU and PL are replaced by PU(profile) and PL(profile),
respectively.
5.3 Simulation study and performance evalu-
ation
In this section, we evaluate the methods described in Section 5.2 in terms of
their accuracy and precision. For comparative purposes, we have also provided
the results of using standard PCI assumption under ‘assumed normal’ method
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to assess the effect of non-normality in the process capability analysis of non-
normal linear profiles. Numerical results are obtained based on simulation
trials.
5.3.1 Comparison criteria
Since Cpk is more sensitive to departures from normality in PCIs calculation
than Cp (English and Taylor (1993)), we here use Cpu, a single tolerance limit
capability index in the simulation study. The corresponding USL value of the
process for each distribution is obtained numerically by solving equation (5.12)
for each distribution in the simulation study.
PNCprofile = 1−
n∏
i=1
(Pr(Yi < USL)) . (5.12)
The underlying in-control profile model is Yij = 3+2Xi+εij , εij = ηij−µη
where ε follows a non-normal distribution with mean zero and η is a non-normal
distribution, µη is the expected value of η. X values are fixed at 2, 4, 6 and 8
(Kang and Albin (2000)).
In this simulation study, the following distributions are assumed for η in or-
der to investigate the effect of non-normality on the process capability analysis
in linear profiles2:
(i) Weibull distribution with shape= 1.2 and scale= 1 similar to that pro-
posed in Liu and Chen (2006).
(ii) Lognormal distribution with µ = 0 and σ = 0.3 similar to that proposed
2Note that in the all non-normal distributions used in the regression line we have E (ε) = 0
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in Tang and Than (1999).
(iii) Gamma distribution with shape= 1.2 and scale= 1.
(IV) Beta distribution with α = 5 and β = 5.
(V) Student-t distribution with df = 5.
Figures (5.1)-(5.2) display the probability density function of the distri-
butions used in this study. As can be seen from Figures (5.1)-(5.2), these
distributions have parameter values that can represent slight, moderate, and
severe departures from normality as well as non-normal symmetric distribu-
tions.
Figure 5.1: pdf of beta (5, 5) and student-t (df = 5)
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Figure 5.2: pdf of lognormal (0, 0.3), Weibull (1.2, 2) and gamma (1.2, 1)
Table 5.1: The properties (mean, skewness and kurtosis) of non-normal distri-
butions used in the simulation study.
Distribution of η µη Skewness Kurtosis
Gamma (shape = 1.2, scale = 1) 1.2 1.82574 8
Weibull (shape = 1.2, scale = 2) 1.88131 1.52113 6.23571
Lognormal (mean = 0, SD = 0.3) 1.04603 0.949535 4.64491
Beta (α = 5, β = 5) 0.5 0 2.53846
student-t (df = 5) 0 0 9
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Table 5.2: Cpu values and the corresponding USLs for non-normal distributions
used in the simulation study.
Distribution of η target Cpu USL
Gamma (shape = 1.2, scale = 1) 0.77 22.825
1 24.931
1.2 27.117
Weibull (shape = 1.2, scale = 2) 0.77 19.6817
1 20.2033
1.2 20.6675
Lognormal (mean = 0, SD = 0.3) 0.77 19.9537
1 20.4135
1.2 20.8986
Beta (α = 5, β = 5) 0.77 19.32733
1 19.3906
1.2 19.43067
student-t (df = 5) 0.77 22.362
1 24.632
1.2 28.184
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In the simulation study, we set target Cpu values to 0.77, 1 and 1.2. Then
we obtain the corresponding target USL values for gamma, Weibull, beta, log-
normal and student-t distributions with the same fraction of non-conformance
using equation (5.12). The sets of the parameters of distributions used in the
simulation study and the corresponding target USL values for the targeted Cpu
are summarised in Tables (5.1)-(5.2). These USLs are then used to estimate
the Cpu of the simulated data using the different proposed methods. Finally,
the estimated Cpus are compared with the targeted Cpu values. A method is
considered superior if its corresponding mean of the estimated Cpu has the
smallest deviation from the target Cpu value (better accuracy) and has the
smallest variability, measured by the standard deviation of the estimated Cpu
values (greater precision).
5.3.2 Simulation runs and discussion
A series of simulation runs was conducted for all methods with sample sizes
k = 25 and 50 or m = kn = 100 (i.e. 25∗4) and 200 (i.e. 50∗4) at each level
of X (X1, X2, X3, X4) with target Cpu values of 0.77, 1 and 1.2 using gamma,
Weibull, beta, lognormal and student-t distributions. In each simulation run,
the necessary statistics required by the different methods, such as Y i, SYi ,
SkYi , KuYi , MYi and upper and lower 0.135
th percentiles were obtained from
the random data generated from each distribution. For the Box-Cox trans-
formation method, these statistics are estimated from the transformed values.
From these statistics, process capability index Cpu for profile are then esti-
mated for the five proposed methods considering each targeted USL values.
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To avoid overestimating Cpu, we set a limit of 2.5 for each level of Y , also a
lower limit of 0 is used for the simulated data in all proposed methods. Finally,
these estimated Cpu values are compared with the target Cpu value. Each run
was replicated 150 times (Cˆpu) to yield the average of 150 Cˆpu values. The
simulations results are given as the average values of 150 estimated Cpu values
and their corresponding standard deviation in Tables (5.3)–(5.7).
To investigate the best method in dealing with non-normality, we present
the box plots of Cˆpu for the all methods for each distribution in which the
target Cpu is demarcated by a horizontal line. Box plots are able to depict
important features of the estimated Cpu, such as the median, variability and
outliers. Here we only present the box plots for simulations with m = 200 (i.e.
k = 50 at each level of X) in Figures (5.3)–(5.17). Figures (5.3)-(5.17) are
drawn from 150 replications with samples of size 50.
From Tables (5.3)–(5.6) and Figures (5.3)–(5.17) we observe that the per-
formance of Burr percentile and Box-Cox method is superior when the process
capability is relatively small (0.77); however, ANN and CDF method outper-
form for the targeted Cpus greater than 1. As can be seen from the Figures
(5.3)-(5.17), the results of using probability plot are poor; moreover, neglecting
non-normality using normal assumed method provides misleading and unac-
ceptable results. The results from Tables (5.3)–(5.6) also indicate that large
sample sizes yield better estimates for the all methods. It is also observed that
larger true value of Cpu values (target Cpu) can lead to slightly worse estimates
for all methods except ANN and CDF method.
138
Table 5.3: The mean and standard deviation of Cˆpu with gamma distribution
(shape= 1.2 , scale= 1) and 150 replications.
Method
Sampling Cpu = 0.77 Cpu = 1 Cpu = 1.2
number(k) mean std. mean std. mean std.
Assumed normal 25 1.6686 0.3887 2.2597 0.2764 2.4304 0.0513
50 1.4989 0.2958 2.1348 0.2716 2.4216 0.0788
Probability plot 25 1.682 0.4167 2.2563 0.2826 2.4256 0.0616
50 1.2096 0.2874 1.7203 0.3627 2.2027 0.2774
Burr percentile 25 1.0075 0.5008 1.5148 0.635 1.8425 0.7258
50 0.7721 0.3741 1.0112 0.5642 1.2375 0.7168
ANN 25 0.9964 0.3842 1.1602 0.5019 1.1519 0.5904
50 0.8965 0.2807 0.9559 0.4237 1.0462 0.3991
Box-Cox 25 0.9293 0.1198 1.0255 0.1219 1.079 0.1271
50 0.7833 0.0665 0.8423 0.0624 0.881 0.0654
CDF 25 0.9548 0.401 1.2584 0.4414 1.4444 0.5285
50 0.8023 0.3091 0.9302 0.4337 1.0287 0.5113
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Table 5.4: The mean and standard deviation of Cˆpu with Weibull distribution
(shape= 1.2 scale= 2) and 150 replications.
Method
Sampling Cpu = 0.77 Cpu = 1 Cpu = 1.2
number(k) mean std mean std mean std
Assumed normal 25 0.9674 0.188 1.3633 0.2478 1.6668 0.3253
50 0.9382 0.1303 1.2701 0.165 1.5388 0.1896
Probability plot 25 1.1374 0.3203 1.6174 0.4336 1.9071 0.4299
50 0.924 0.2201 1.2325 0.2426 1.4918 0.3063
Burr percentile 25 0.8091 0.2468 1.1405 0.3849 1.4079 0.4417
50 0.7358 0.2033 0.9772 0.2415 1.1853 0.3314
ANN 25 0.8188 0.2612 1.0465 0.3159 1.1514 0.3306
50 0.7818 0.1655 0.9577 0.1827 1.0834 0.2295
Box-Cox 25 0.8424 0.2085 1.0884 0.2889 1.1887 0.2825
50 0.778 0.129 0.9331 0.1196 1.0447 0.1558
CDF 25 0.8502 0.2178 1.1337 0.3465 1.3018 0.3525
50 0.792 0.1785 0.9864 0.2021 1.1361 0.2901
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Table 5.5: The mean and standard deviation of Cˆpu with lognormal distribution
(µ = 0, σ = 0.3) and 150 replications.
Method
Sampling Cpu = 0.77 Cpu = 1 Cpu = 1.2
number(k) mean std. mean std. mean std.
Assumed normal 25 1.1018 0.2416 1.6619 0.3092 2.1543 0.294
50 1.0583 0.1556 1.5515 0.2235 2.0873 0.2458
Probability plot 25 1.3081 0.4067 1.8732 0.403 2.2448 0.3083
50 1.0162 0.2457 1.4806 0.3266 1.9544 0.3526
Burr percentile 25 0.8738 0.348 1.3062 0.4182 1.7107 0.5716
50 0.7756 0.2374 1.0917 0.3815 1.517 0.4466
ANN 25 0.9223 0.2665 1.1958 0.3229 1.4362 0.4057
50 0.8312 0.2049 1.076 0.2393 1.3352 0.3018
Box-Cox 25 0.7352 0.461 0.9629 0.5112 1.0927 0.6601
50 0.889 0.1249 1.1217 0.1362 1.2526 0.1508
CDF 25 0.9073 0.3323 1.214 0.3384 1.4317 0.4425
50 0.83 0.2114 1.0565 0.3288 1.3204 0.3418
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Table 5.6: The mean and standard deviation of Cˆpu with beta distribution
(α = 5, β = 5) and 150 replications.
Method
Sampling Cpu = 0.77 Cpu = 1 Cpu = 1.2
number(k) mean std. mean std. mean std.
Assumed normal 25 0.7473 0.0802 0.8967 0.1259 0.999 0.1506
50 0.7406 0.076 0.8889 0.0954 0.9853 0.0875
Probability plot 25 1.0332 0.1624 1.4602 0.337 1.5083 0.3475
50 1.0118 0.1636 1.2179 0.1931 1.3546 0.2264
Burr percentile 25 0.7348 0.1049 0.8943 0.1854 0.9758 0.2114
50 0.7293 0.0882 0.8713 0.1267 0.9846 0.1093
ANN 25 0.9711 0.3578 1.3072 0.5449 1.236 0.4776
50 0.893 0.3142 1.0862 0.3961 1.1717 0.4102
Box-Cox 25 0.7974 0.1027 0.971 0.3801 1.0874 0.4161
50 0.773 0.1022 0.9556 0.162 1.0709 0.1858
CDF 25 0.7451 0.1004 0.9078 0.1873 0.9937 0.239
50 0.7436 0.082 0.88 0.1219 0.9904 0.106
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Table 5.7: The mean and standard deviation of Cˆpu with student-t distribution
(df = 5) and 150 replications.
Method
Sampling Cpu = 0.77 Cpu = 1 Cpu = 1.2
number(k) mean std. mean std. mean std.
Assumed normal 25 0.9486 0.1982 1.5688 0.2705 2.3086 0.2241
50 0.9398 0.1494 1.5202 0.1999 2.3165 0.19
Probability plot 25 1.3927 0.4301 2.1239 0.3945 2.4057 0.143
50 1.1863 0.3546 1.7809 0.396 2.3234 0.2313
Burr percentile 25 0.8283 0.3179 1.3471 0.4477 1.9911 0.5545
50 0.7501 0.3206 1.1659 0.4412 1.9295 0.5641
ANN 25 0.9723 0.2789 1.2969 0.3116 1.5065 0.3711
50 0.92 0.2244 1.1853 0.2399 1.4316 0.2825
Box-Cox 25 1.0336 0.31 1.666 0.4898 2.0018 0.4497
50 0.9937 0.2547 1.4757 0.354 2.0016 0.4136
CDF 25 0.8505 0.2957 1.2317 0.3833 1.5393 0.4091
50 0.7829 0.3243 1.0914 0.3938 1.4939 0.4236
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Figure 5.3: Box plots of estimated Cpu values using η ∼ gamma distribution
(shape= 1.2 and scale= 1) with target Cpu = 0.77 and k = 50.
Figure 5.4: Box plots of estimated Cpu values using η ∼ gamma distribution
(shape= 1.2 and scale= 1) with target Cpu = 1 and k = 50.
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Figure 5.5: Box plots of estimated Cpu values using η ∼ gamma distribution
(shape= 1.2 and scale= 1) with target Cpu = 1.2 and k = 50.
Figure 5.6: Box plots of estimated Cpuvalues using η ∼ Weibull distribution
(shape= 1.2 and scale= 2) with target Cpu = 0.77 and k = 50.
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Figure 5.7: Box plots of estimated Cpuvalues using η ∼ Weibull distribution
(shape= 1.2 and scale= 2) with target Cpu = 1 and k = 50.
Figure 5.8: Box plots of estimated Cpuvalues using η ∼ Weibull distribution
(shape= 1.2 and scale= 2) with target Cpu = 1.2 and k = 50.
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Figure 5.9: Box plots of estimated Cpuvalues using η∼ lognormal distribution
( µ = 0, σ = 0.3) with target Cpu = 0.77 and k = 50.
Figure 5.10: Box plots of estimated Cpuvalues using η ∼ lognormal distribution
(µ = 0, σ = 0.3) with target Cpu = 1 and k = 50.
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Figure 5.11: Box plots of estimated Cpuvalues using η ∼ lognormal distribution
(µ = 0, σ = 0.3) with target Cpu = 1.2 and k = 50.
Figure 5.12: Box plots of estimated Cpuvalues using η ∼ beta distribution
(α = 5 and β = 5) with target Cpu = 0.77 and k = 50.
148
Figure 5.13: Box plots of estimated Cpuvalues using η ∼ beta distribution
(α = 5 and β = 5) with target Cpu = 1 and k = 50.
Figure 5.14: Box plots of estimated Cpuvalues using η ∼ beta distribution
(α = 5 and β = 5) with target Cpu = 1.2 and k = 50.
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Figure 5.15: Box plots of estimated Cpuvalues using η ∼student-t distribution
(df = 5) with target Cpu = 0.77 and k = 50.
Figure 5.16: Box plots of estimated Cpu values using η ∼student-t distribution
(df = 5) with target Cpu = 1 and k = 50.
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Figure 5.17: Box plots of estimated Cpu values using η ∼student-t distribution
(df = 5) with target Cpu = 1.2 and k = 50.
151
5.4 Summary
In this chapter, we proposed and compared five methods to evaluate the pro-
cess capability of linear profile with effect of non-normality. The methods are
called ‘probability plot’, ‘Burr percentile’, ‘artificial neural network (ANN)’,
‘Box-Cox transformation’ and ‘CDF’ method. The steps of these methods are
articulated and extensive simulated studies considering gamma, Weibull, beta,
lognormal and student-t distributions are carried out to evaluate the perfor-
mance of each method in estimating process capability index for non-normal
linear profiles. The simulation study for relatively small (25 observations in
each level of explanatory variable) and large sample of size (50 observations in
each level of explanatory variable) pointed out that all methods are able to es-
timate process capability in non-normal linear profile properly. However, Burr
percentile and Box-Cox method demonstrated better results when the process
capability index is less than 1 and ANN and CDF method outperforms for
process capability larger than 1. The results indicated that the probability
plot method has the worst performance compared to the others. Discussion
on cases where specification limits are not constant and investigation on non-
linear profiles are suggested as future research lines.
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Chapter 6
Conclusions and future work
This thesis has investigated two important aspects in linear profiles which
are: the application of artificial neural networks (ANNs) in monitoring linear
profiles in Phase II and estimating process capability indices for linear profiles
in Phase I.
In the first part of this thesis, we discussed the application of ANN in profile
monitoring and presented three neural network based methods (ANN1, ANN-a
and ANN3) to monitor linear profiles. The differences between the networks
are based on the structure of inputs and outputs in the networks. We used
average run length (ARL) criterion to assess the efficiencies of the proposed
methods. Using simulation studies we then compared the ARLs of the pro-
posed methods with the corresponding ARLs of T2, EWMA/R and EWMA-3
charts when detecting sustained shifts in the y-intercept and slope or increases
in the residual variance are desired. The results showed that ANN-a and ANN3
methods had better performances than T2 chart especially for medium-to-large
shifts. On the other hand, ANN-a method was superior to EWMA-3 chart in
detecting medium-to-large shift while it over performed EWMA/R chart in
detecting large shifts. The advantage of ANN3 compare to others is its ability
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in the diagnosis phase which is identifying the shifted parameter(s) when the
profile is detected as out-of-control. A notable advantage of using ANN is that
it can be trained so that the neural networks are able to detect the desired
shifts. Extension of the proposed methods for monitoring nonlinear profiles
will be a potential future research topic. Also applications of ANN in mon-
itoring nonlinear, auto-correlated profiles and profiles with non-normal error
term and multivariate profiles are recommended for future research.
The second issue explored in this thesis was estimating process capability
indices (PCIs) for linear profiles which is required in the Phase I of profile
monitoring. First we attempted to estimate PCI of linear profile with a normal
error term. For this purpose, we employed the proportion of non-conformance
concept to estimate PCIs of linear profiles in Phase I. In some applications of
linear profiles, the explanatory variables may not be fixed and may even follow
a continuous random distribution. Therefore, we considered linear profiles
where the explanatory variable is either fixed or a random variable. However,
we treated the specification limits, USL and LSL as constant or a function
of explanatory variable X. Using simulation studies, we compared the true
value of Cpu(profile) with the mean of the estimated Cpu(profile) values. The
results indicated that our proposed method performs well in estimating PCIs
of linear profiles. Furthermore, we applied the proposed method in a data set
from yogurt production line in a dairy industry. Extension of the proposed
method in PCI estimation for multivariate linear profile and nonlinear profiles
are potential future research topics. Moreover, evaluation of PCI in linear
profile using the Taguchi loss function is a field deserving further studies.
We also attempted to estimate the PCI in linear profiles when the error
term is not following a normal distribution. There are few studies in the lit-
erature dealing with non-normality in profile monitoring; however, there is no
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research on estimating PCI of profiles with the non-normal residuals. Several
methods exist in the literature to estimate process capability indices (PCIs)
of non-normal process data. Based on the work by Tang and Than (1999),
the Box-Cox method is the best and the most reliable method to estimate the
PCI of the non-normal processes. Recently some new methods such as the
modified percentile method, the root transformation method, and the artifi-
cial neural network (ANN) based method have been proposed to estimate PCI
of non-normal data. In this research, we carried out a study to compare the
performances of the Box-Cox method to the recent proposed procedures in
the literature. The simulation study was performed on different non-normal
data such as gamma, beta, lognormal, and Weibull distributions. A crite-
rion to measure the accuracy and the precision of the PCI estimation was
defined to compare the methods. The results of using either the percentile
or the exact distribution method used in the percentile method showed that
this method could not estimate the PCI of non-normal processes accurately.
However, the results of simulation on the obtained values of the defined crite-
rion pointed out that for small sample sizes (n = 100), the Box-Cox method
has better performances than the root transformation methods. Moreover,
the root transformation method performs better than the ANN based proce-
dure for small sample size. For a large sample size (n = 1, 000), the results
indicated that the ANN based method is better than the Box-Cox method,
the latter performs better than the root transformation procedure. A detailed
discussion of these results has been presented in Chapter 4. Then we applied
these methods to obtain the PCI of leukocyte filtering process in blood service
departments where precise and reliable estimation of the PCI is vital due to
its direct impact on patient safety.
As discussed in chapter 4, some of the PCI estimation methods require
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an estimation of the probability distribution function of data. Therefore, in
this thesis we proposed a method to estimate parameters of the Burr XII
distribution which is very flexible in shape and can fit to many non-normal
data. Estimating the Burr XII parameters is not straightforward by using
classical methods such as maximum likelihood estimation (MLE) method and
moment method. Hence, we developed a MLP neural network to estimate
the parameters of Burr XII distribution. Our developed neural network was
easy to use. The simulation studies showed that using the developed neural
network yields very acceptable results and it is very fast. Also we compared
the proposed method with maximum likelihood estimation method and the
results showed that the proposed method outperforms. The function, weights
and bias values of trained neural network were presented with this purpose
that statisticians and engineers can use them in spreadsheets (with enough
precision) even if they have no knowledge of ANN. Later we used the proposed
method to estimate Burr XII parameters in developing a method to estimate
the PCI in linear profiles with the non-normal residuals.
Finally in Chapter 5, we proposed and compared five methods to evaluate
the process capability of the linear profile with the effect of non-normality. In
three of the methods, an estimation of the cumulative distribution function
(cdf) of the process was required to analyse process capability in profiles. In
order to estimate cdf of the process, we used a Burr XII distribution as well
as empirical distributions. However, the resulting PCI with the cdf estimate
of the process is sometimes far from its true value. So, we applied artificial
neural network with supervised learning which allows the estimation of PCIs
in profiles with no need to estimate cdf of the process. Box-Cox transforma-
tion technique was also developed to deal with non-normal situations. We
called these methods as ‘probability plot’, ‘Burr percentile’, ‘artificial neural
156
network (ANN)’, ‘Box-Cox transformation’ and ‘CDF’ methods. The steps
to implement these methods in non-normal linear profiles were articulated
in this chapter. We have also assessed the effect of the ignorance of non-
normality in the PCI estimation of non-normal linear profiles. The extensive
simulated study was carried out considering gamma, Weibull, beta, lognormal
and student-t distributions to evaluate the performance of each method in es-
timating process capability index for non-normal linear profiles with relatively
small (25 observations in each level of explanatory variable) and large sample
of size (50 observations in each level of explanatory variable). The results in-
dicated that neglecting non-normality and using the normal assumed method
provides misleading and unacceptable results. We observed that all methods
are able to estimate process capability in non-normal linear profile properly.
However, Burr percentile and Box-Cox method demonstrated better results
when the process capability index is less than 1 and ANN and CDF method
outperforms for process capability larger than 1. The results also indicated
that the “probability plot” has the worst performance compared to the others.
Discussions on cases where specification limits are not constant and investiga-
tion of the proposed methods for non-linear profiles with non-normal residuals,
multivariate quality characteristics and perhaps with auto-correlation affects
are suggested as future research lines. Although we considered several real
cases in this thesis, the proposed methods can be applied to other fields and
are worth exploring.
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