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1 Introduction
The output von Neumann entropy of a quantum channel is an important
characteristic of this channel used in study of its information properties.
This is a concave lower semicontinuous function on the set of input states
of the channel, taking values in [0,+∞]. In applications, in particular, in
analysis of the classical capacity of a quantum channel it is necessary to have
conditions for continuity of the output entropy of this channel on subsets
of input state space. The natural questions arising in this direction are the
following:
1) What are the conditions under which the output entropy of a quantum
channel is continuous on the whole space of input states?
2) What are the conditions under which the output entropy of a quantum
channel is continuous on any set of input states with continuous entropy?
The first part of this paper is devoted to study of these and some other
questions in the general context of positive linear maps between Banach
spaces of trace-class operators with the special attention to the classes of
quantum channels and operations. In Section 3 it is shown that finiteness of
the output entropy of a positive linear map on the whole space of input states
is equivalent to its continuity and the sufficient conditions of this property
for a quantum operation and its complementary operation expressed in terms
of Kraus operators are obtained. In Section 4 the characterization of a posi-
tive linear map, for which the property in the second above-stated question
holds, is obtained and its applications to the class of quantum operations are
considered. The special relation between continuity properties of the output
entropies of a pair of complementary quantum operations and its corollaries
are presented in Section 5.
In the second part of this paper the properties of the output entropy
considered as a function of a pair (map, input state) are investigated. Such
analysis is a necessary tool for exploring continuity of information charac-
teristics of a quantum channel as functions of a channel, it also can be used
in study of quantum channels by means of their approximation by quantum
operations [10, 14]. In Section 6 the general continuity condition and the
continuity condition based on the complementary relation are obtained and
their corollaries are considered.
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In Section 7 the possibilities to prove continuity of the output entropy of
a quantum operation and of a converging sequence of quantum operations
on a given set of states, based on the results of the previous sections, are
discussed.
Some applications of the above continuity conditions in analysis of the
Holevo capacity of a quantum channel and of the Entanglement of Formation
of a state of a composite infinite dimensional quantum system are considered
in Section 8.
2 Preliminaries
Let H be a separable Hilbert space, B(H) – the Banach space of all bounded
operators in H with the operator norm ‖ · ‖, T(H) – the Banach space of
all trace-class operators in H with the trace norm ‖ · ‖1, containing the cone
T+(H) of all positive trace-class operators. The closed convex subsets
T1(H) = {A ∈ T+(H) |TrA ≤ 1} and S(H) = {A ∈ T+(H) |TrA = 1}
are complete separable metric spaces with the metric defined by the trace
norm. Operators in S(H) are called density operators or states since each
density operator uniquely defines a normal state on B(H).
We will use the Dirac notations |ϕ〉, |ϕ〉〈ψ|, ... for vectors ϕ, ψ, ... in a
Hilbert space with arbitrary norms (including the zero vector).
In what follows A is a subset of the cone of positive trace class operators.
We denote by cl(A), co(A), co(A) and extr(A) the closure, the convex
hull, the convex closure and the set of all extreme points of a set A corre-
spondingly [13, 20].
The set of all Borel probability measures on a closed set A ⊆ S(H) en-
dowed with the topology of weak convergence is denoted P(A). This set can
be considered as a complete separable metric space [3, 19]. The barycenter
b(µ) of the measure µ in P(A) is the state in co(A) defined by the Bochner
integral
b(µ) =
∫
A
ρµ(dρ).
For arbitrary subset B ⊆ co(A) let PB(A) be the subset of P(A) con-
sisting of all measures with barycenter in B.
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Let Pa(A) be the subset of P(A) consisting of atomic measures and let
P f(A) be the subset of Pa(A) consisting of measures with a finite num-
ber of atoms. Each measure in Pa(A) corresponds to a collection of states
{ρi} ⊂ A with probability distribution {πi} conventionally called ensemble
and denoted {πi, ρi}, its barycenter coincides with the average state
∑
i πiρi
of this ensemble.
The identity operator in a Hilbert space H and the identity transforma-
tion of the Banach space T(H) are denoted respectively IH and IdH.
Let H and H′ be separable Hilbert spaces which we call correspondingly
input and output space. Let Φ : T(H) → T(H′) be a positive linear trace
non-increasing map. The dual map Φ∗ : B(H′) → B(H) (uniquely defined
by the relation TrΦ(ρ)A = TrρΦ∗(A), ρ ∈ S(H), A ∈ B(H′)) is a positive
linear map such that Φ∗(IH′) ≤ IH.
The set of positive linear trace non-increasing maps from T(H) to T(H′)
is denoted L+≤1(H,H′). The convex subset of L+≤1(H,H′), consisting of com-
pletely positive (see [7]) maps called quantum operations, is denoted F≤1(H,H′).
The convex subset of F≤1(H,H′), consisting of trace preserving maps called
quantum channels, is denoted F=1(H,H′).
We assume that the set L+≤1(H,H′) is endowed with the topology gen-
erated on this set by the strong operator topology on the set of all linear
operators between Banach spaces T(H) and T(H′). We call it the strong
convergence topology. It is this topology that makes the sets F≤1(H,H′) and
F=1(H,H′) to be isomorphic to the particular subsets of the cone T+(H⊗H′)
(the generalized Choi-Jamiolkowski isomorphism) [10]. Convergence of a se-
quence {Φn} ⊂ L+≤1(H,H′) to a map Φ0 ∈ L+≤1(H,H′) in the strong conver-
gence topology means that
lim
n→+∞
Φn(ρ) = Φ0(ρ), ∀ρ ∈ S(H).
An arbitrary quantum operation (correspondingly channel) Φ ∈ F≤1(H,H′)
has the following Kraus representation
Φ(·) =
+∞∑
i=1
Vi(·)V ∗i , (1)
where {Vi}+∞i=1 is a set of bounded linear operators from H into H′ such that∑+∞
i=1 V
∗
i Vi ≤ IH (correspondingly
∑+∞
i=1 V
∗
i Vi = IH).
For natural k we denote by Fk≤1(H,H′) (correspondingly by Fk=1(H,H′))
the subset of F≤1(H,H′) consisting of quantum operations (correspondingly
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of quantum channels) having the Kraus representation with ≤ k nonzero
summands.
If Φ is a quantum operation (correspondingly channel) in F≤1(H,H′)
then by the Stinespring dilation theorem there exist a Hilbert space H′′ and
a contraction (correspondingly isometry) V : H → H′ ⊗H′′ such that
Φ(A) = TrH′′V AV
∗, ∀A ∈ T(H). (2)
The quantum operation (correspondingly channel)
T(H) ∋ A 7→ Φ˜(A) = TrH′V AV ∗ ∈ T(H′′) (3)
is called complementary to the operation (correspondingly channel) Φ [5].1
We will use the following extension of the von Neumann entropy
H(ρ) = −Trρ log ρ of a state ρ ∈ S(H) to the cone T+(H) (cf.[15])
H(A) = Trη(A)− η(TrA), ∀A ∈ T+(H), where η(x) = −x log x.
In what follows the function A 7→ H(A) on the cone T+(H) is called the
quantum entropy while the function {xi} 7→ H({xi}) =
∑
i η(xi)− η (
∑
i xi)
on the positive cone of the space ℓ1, coinciding with the Shannon entropy on
the set P+∞ of probability distributions, is called the classical entropy.
Nonnegativity, concavity and lower semicontinuity of the von Neumann
entropy on the set S(H) imply the same properties of the quantum entropy
on the set T+(H). By definition we have
H(λA) = λH(A), A ∈ T+(H), λ ≥ 0. (4)
This relation and proposition 6.2 in [18] imply
H(A) +H(B − A) ≤ H(B) ≤ H(A) +H(B −A) + TrBh2
(
TrA
TrB
)
, (5)
where A,B ∈ T+(H), A ≤ B, and h2(x) = η(x) + η(1− x).
By using theorem 11.10 in [17] and a simple approximation it is easy to
obtain the following inequality
n∑
i=1
λiH(Ai) ≤ H
(
n∑
i=1
λiAi
)
≤
n∑
i=1
λiH(Ai) +H ({λi}ni=1) , (6)
1The operation Φ˜ is also called conjugate or canonically dual to the operation Φ [16, 27].
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valid for any set {Ai}ni=1 of operators in T1(H) and any probability distribu-
tion {λi}ni=1, where n ≤ +∞. This inequality implies the following one
n∑
i=1
H(Ai) ≤ H
(
n∑
i=1
Ai
)
≤
n∑
i=1
H(Ai) +H ({TrAi}ni=1) , (7)
valid for any set {Ai}ni=1 of operators in T1(H) with finite
∑n
i=1TrAi.
Following [9] an arbitrary positive unbounded operator in a separable
Hilbert space with discrete spectrum of finite multiplicity is called H-operator.
Let g(H) = inf{λ > 0 |Tre−λH < +∞} assuming that g(H) = +∞ if
Tre−λH = +∞ for all λ > 0. For given H-operator H in a Hilbert space
H and positive h consider the convex set
KH,h = {A ∈ T1(H) |TrAH ≤ h}.
We will use the following generalizations2 of proposition 1a in [22] and
proposition 6.6. in [18].
Proposition 1. Let H be a H-operator in a Hilbert space H and h > 0.
A)The quantum entropy is bounded on the set KH,h if and only if g(H)<+∞;
B)The quantum entropy is continuous on the set KH,h if and only if g(H)=0.
We will also use the following result easily derived from corollaries 3 and
4 in [25].
Lemma 1. Let {An} and {Bn} be sequences of operators in T+(H)
converging respectively to operators A0 and B0. Then
lim
n→+∞
H(An +Bn) = H(A0 +B0)
if and only if lim
n→+∞
H(An) = H(A0) and lim
n→+∞
H(Bn) = H(B0).
The quantum entropy of an arbitrary operator A ∈ T+(H) and the clas-
sical entropy of the sequence of its diagonal values in any orthonormal basis
{|i〉}+∞i=1 of the space H are related as follows
H(A) ≤ H ({〈i|A|i〉}+∞i=1 ) (8)
2These generalizations can be easily obtained by using the construction from the proof
of Lemma 2 below.
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(this inequality can be proved by using nonnegativity of the relative entropy).
By using relations (4) and (8) it is easy to derive from proposition 5E in
[22] the following continuity condition for the quantum entropy.
Proposition 2. Let {|i〉}+∞i=1 be an orthonormal basis of a Hilbert space
H. Continuity of the quantum entropy on a set A ⊂ T+(H) follows from
continuity of the classical entropy on the set
{{〈i|A|i〉}+∞i=1 |A ∈ A} ⊂ (ℓ1)+.
We will use the triangle inequality
H(C) ≥ |H (TrKC)−H (TrHC)| (9)
valid for any operator C in T+(H⊗K) [17].
For arbitrary map Φ ∈ L+≤1(H,H′) and operator A ∈ T+(H) the following
estimation holds
H(Φ(A)) ≤
[
sup
ρ∈extrS(H)
H(Φ(ρ))
]
TrA+H(A), (10)
which is proved by using the spectral decomposition of A and inequality (6).
The relative entropy for two operators A and B in T+(H) is defined as
follows (cf.[15])
H(A ‖B) =
+∞∑
i=1
〈i| (A logA− A logB +B − A) |i〉,
where {|i〉}+∞i=1 is the orthonormal basis of eigenvectors of the operator A and
it is assumed that H(A ‖B) = +∞ if suppA is not contained in suppB.
For natural k we denote by Tk+(H) (correspondingly by Sk(H)) the set
of positive trace class operators (correspondingly states) having rank ≤ k.
For natural k and lower bounded Borel function f on the set Sk(H)
consider the functions
S(H) ∋ ρ 7→ fˆσk (ρ) = sup
{pii,ρi}∈Pa{ρ}(Sk(H))
∑
i
πif(ρi) (11)
and
S(H) ∋ ρ 7→ fˆµk (ρ) = sup
µ∈P{ρ}(Sk(H))
∫
Sk(H)
f(σ)µ(dσ) (12)
8
(the first supremum is over all decompositions of the state ρ into countable
convex combination of states of rank ≤ k, the second one is over all prob-
ability measures with the barycenter ρ supported by states of rank ≤ k).
Properties of these functions are studied in [25], where it is shown that lower
semicontinuity of the function f on the set Sk(H) implies lower semiconti-
nuity and coincidence of the functions fˆσk and fˆ
µ
k on the set S(H).
Following [25] we say that a subset A of the cone T+(H) of positive trace
class operators has the uniform approximation property (the UA-property)
if
lim
k→+∞
sup
A∈A
∆k(A) = 0,
where
∆k(A) = inf
{pii,Ai}∈Pa{A}(T
k
+
(H))
∑
i
πiH(Ai‖A)
for each natural k (the infimum is over all decompositions of the operator A
into countable convex combination of operators of rank ≤ k). The UA-prop-
erty of a set A is a sufficient condition for continuity of the quantum entropy
on this set, if the set A is compact then this condition is also necessary.
We will use the following simple observation
lim
y→0
sup
x∈[0,1]
(x+ y)h2
(
y
x+ y
)
= 0. (13)
Note: In what follows continuity of a function f on a set A ⊂ T+(H)
implies its finiteness on this set (in contrast to lower (upper) semicontinuity).
3 On continuity of the output entropy of
a positive linear map
3.1 The general case
Let Φ : T(H) → T(H′) be a positive linear map. The output entropy
HΦ
.
= H ◦ Φ of this map is a concave nonnegative lower semicontinuous
function on the set S(H) ⊂ T(H). The following theorem shows that this
function can not be finite and discontinuous simultaneously.
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Theorem 1. Let Φ be a map in L+≤1(H,H′). The following properties
are equivalent:
(i) the function ρ 7→ HΦ(ρ) is finite on S(H);
(ii) the function ρ 7→ HΦ(ρ) is continuous and bounded on S(H);
(iii) there exists an orthonormal basis {|i〉}+∞i=1 of the space H′ such that the
function ρ 7→ H ({〈i|Φ(ρ)|i〉}+∞i=1 ) is continuous and bounded on S(H);3
(iv) there exist an orthonormal basis {|i〉}+∞i=1 of the space H′ and a sequence
{hi}+∞i=1 of nonnegative numbers such that
‖
+∞∑
i=1
hiΦ
∗(|i〉〈i|)‖ < +∞ and
+∞∑
i=1
e−hi < +∞,
where Φ∗ : B(H′)→ B(H) is the dual map to the map Φ.
The set S(H) in (i) can be replaced by arbitrary convex closed bounded subset
A ⊂ T+(H) such that supA∈A limn→+∞TrABn < +∞ ⇒ supn ‖Bn‖ < +∞
for any increasing sequence {Bn} of positive operators in Φ∗(B(H′)).
Proof. (i)⇒ (ii) Validity of the discrete Jensen inequality for the concave
finite nonnegative function ρ 7→ HΦ(ρ) implies its boundedness. Indeed, if
for each natural n there exists a state ρn such that HΦ(ρn) ≥ 2n then
HΦ
(
+∞∑
n=1
2−nρn
)
≥
+∞∑
n=1
2−nHΦ (ρn) = +∞.
Lemma 2 below implies existence of a H-operator H = − log T such that
g(H) < +∞ and TrHΦ(ρ) ≤ h for all ρ ∈ S(H) and some h > 0. Let
H =
∑+∞
i=1 hi|i〉〈i|. Since the function
ρ 7→ TrHΦ(ρ) =
+∞∑
i=1
hi〈i|Φ(ρ)|i〉 = Tr
[
+∞∑
i=1
hiΦ
∗(|i〉〈i|)
]
ρ
is bounded on S(H), the linear operator in the squire brackets is bounded
on H. Thus the above function is continuous on S(H). For arbitrary com-
pact subset C of S(H) Dini’s lemma implies uniform convergence of the
3By Proposition 2 this property is formally stronger than the previous one.
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series
∑+∞
i=1 hiTrΦ
∗(|i〉〈i|)ρ on the set C and hence existence of a nonde-
creasing sequence {yCi }+∞i=1 of positive numbers converging to +∞ such that
supρ∈C
∑+∞
i=1 y
C
i hiTrΦ
∗(|i〉〈i|)ρ < +∞. Let HC = ∑+∞i=1 yCi hi|i〉〈i| be a H-op-
erator with g(HC) = 0. Thus we have
sup
ρ∈C
TrHCΦ(ρ) = sup
ρ∈C
+∞∑
i=1
yCi hiTrΦ
∗(|i〉〈i|)ρ < +∞. (14)
By proposition 1B the function ρ 7→ H(Φ(ρ)) is continuous on the set C and
hence on the set S(H) (since C is an arbitrary compact subset of S(H)).
(i)⇒ (iv) In the proof of (i)⇒ (ii) existence of the basis {|i〉}+∞i=1 and of
the sequence {h′i = λhi}+∞i=1 , λ > 0, with the desired properties is shown.
(iv)⇒ (iii) follows from the proof of (i)⇒ (ii) since (14) and Proposition
1B implies continuity of the function ρ 7→ H ({〈i|Φ(ρ)|i〉}+∞i=1 ) on the set C.
(iii)⇒ (i) follows from relation (8).
The last assertion of the theorem is a corollary of the proof of (i)⇒ (ii).

Lemma 2. For an arbitrary convex set A ⊂ T1(H), on which the quan-
tum entropy is bounded, there exists an operator T ∈ T1(H) such that
sup
A∈A
TrA(− log T ) < +∞ and UT = TU
for any unitary U in B(H) such that UAU∗ ∈ A for all A ∈ A.
Proof. Let K be the one dimensional space generated by the unit vector
|0〉. Consider the convex set
Ae = {ρA = A⊕ (1− TrA)|0〉〈0| |A ∈ A}
of states in S(H⊕K). For arbitrary A ∈ A we have
H(ρA) = −TrA logA+η(1−TrA) = H(A)+η(TrA)+η(1−TrA) ≤ H(A)+1.
Thus the von Neumann entropy is bounded on the convex set Ae. Hence the
χ-capacity C¯(Ae) of this set is finite [22]. Theorem 1 in [22] implies existence
of the unique state Ω(Ae) in cl(Ae) (called the optimal average state of the
set Ae) such that
H(ρ‖Ω(Ae)) ≤ C¯(Ae)
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for all ρ ∈ Ae. The state Ω(Ae) has the form T ⊕ λ|0〉〈0|, where T ∈ T1(H)
and λ > 0.
For arbitrary unitary U in B(H) such that UAU∗ = A corollary 8 in [22]
implies (U ⊕ IK)Ω(Ae) = Ω(Ae)(U ⊕ IK) and hence UT = TU . 
Remark 1. Theorem 1 do not assert that finiteness of the quantum
entropy on the set Φ(S(H)) implies its continuity on this set since continuity
of the function ρ 7→ HΦ(ρ) .= H(Φ(ρ)) on the noncompact set S(H) does not
imply continuity of the function A 7→ H(A) on the set Φ(S(H)). To show
this consider the following example.
Let A be a convex closed subset of S(H′) on which the von Neumann
entropy is bounded but not continuous (see the examples in [22]). Let
{σn}+∞n=1 be a sequence of states in A converging to a state σ0 such that
limn→+∞H(σn) 6= H(σ0). Consider the map Φ : ρ 7→
∑
n≥0〈n|ρ|n〉σn, where
{|n〉}n≥0 is a particular orthonormal basis in H. By Theorem 1 the function
ρ 7→ HΦ(ρ) is continuous on the set S(H) but the function A 7→ H(A) is
not continuous on the set Φ(S(H)) containing the sequence {σn}+∞n=1 and the
state σ0.
Continuity of the function ρ 7→ HΦ(ρ) on the set S(H) means continuity
of the function A 7→ H(A) on each set of the form Φ(C), where C is a compact
subset of S(H).
Remark 2. The main assertion of Theorem 1 (the implication (i)⇒ (ii))
is based on the specific property of the von Neumann entropy, it can not
be proved by using only such general properties of entropy-type functions
as concavity, lower semicontinuity and nonnegativity. The simplest example
showing this is given by the function ρ 7→ R0(Φ(ρ)) .= ‖Φ(ρ)‖1 log rank(Φ(ρ))
– the output 0-order Renyi entropy of the map Φ.
Theorem 1 can be used to obtain a condition of continuity of the output
entropy for the following class of quantum channels.
Example 1. Let G be a compact group, {Vg}g∈G be an unitary repre-
sentation of G on H′, M be a positive operator-valued measure (POVM) on
G taking values in B(H). For given arbitrary state σ in S(H′) consider the
quantum channel
Φσ(ρ) =
∫
G
VgσV
∗
g TrρM(dg).
The channel of this type was used in [11] as an example of entanglement-
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breaking channel which has no Kraus representation with operators of rank 1.4
By Theorem 1 the channel Φσ has continuous output entropy if the state
ω(G, Vg, σ) =
∫
G
VgσV
∗
g µH(dg), where µH is the Haar measure on G, has
finite entropy. This condition is necessary if the set of probability measures
{TrρM(·)}ρ∈S(H) is weakly dense in the set of all probability measures on G.
Theorem 1 and inequality (6) imply the following observation (which can
be directly proved by using Lemma 1).
Corollary 1. Let Φ and Ψ be maps in L+≤1(H,H′) and λ ∈ (0, 1). The
map λΦ + (1 − λ)Ψ has continuous output entropy if and only if the maps
Φ and Ψ have continuous output entropy.
Thus the set of all positive maps with continuous output entropy is convex
and forms a face of the convex set L+≤1(H,H′). It is easy to show that this
face is dense in L+≤1(H,H′) (in the strong convergence topology).
We will use the following corollary of Theorem 1 and inequality (7).
Corollary 2. Let {Φi}i∈I be a finite or countable family of maps in
L+≤1(H,H′) such that supρ∈S(H)
∑
i∈I TrΦi(ρ) < +∞. The output entropy of
the map
∑
i∈I Φi is continuous if∑
i∈I
H(Φi(ρ)) < +∞ and H
({TrΦi(ρ)}i∈I) < +∞ ∀ρ ∈ S(H).
This condition is necessary if either suppΦi(ρ) ⊥ suppΦj(ρ) for all i 6= j
and all ρ ∈ S(H) or the set I is finite.
Theorem 1 provides a simple proof of the following result.5
Corollary 3. Let Φ : T(H) → T(H′) and Ψ : T(K) → T(K′) be two
positive linear bounded maps having continuous output entropy. If the map
Φ ⊗ Ψ : T(H ⊗ K) → T(H′ ⊗ K′) is positive then it has continuous output
entropy.
Proof. We may assume that the maps Φ and Ψ are trace non-increasing.
By Theorem 1 it is sufficient to prove that H(Φ ⊗ Ψ(ω)) < +∞ for any
ω ∈ S(H ⊗ K). This follows from subadditivity of the quantum entropy
since TrKΦ⊗Ψ(ω) ≤ Φ(TrKω) and TrHΦ⊗Ψ(ω) ≤ Ψ(TrHω). 
4An arbitrary finite dimensional entanglement-breaking channel has Kraus representa-
tion with operators of rank 1 [12].
5It can be also proved by using Proposition 15 in the Appendix and corollary 4 in [25].
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In Section 4 we will use the following corollary of Theorem 1.
Corollary 4. Let Φ : T(H)→ T(H′) and Ψ : T(K)→ T(K′) be positive
linear bounded maps such that the map Φ ⊗ Ψ : T(H ⊗ K) → T(H′ ⊗ K′)
is positive (H,H′,K, K′ are separable Hilbert spaces). If the map Ψ is trace
preserving and has finite (and hence continuous) output entropy then the
following properties are equivalent:
(i) H(Φ⊗Ψ(|ϕ〉〈ϕ|)) < +∞ for any unit vector ϕ ∈ H ⊗K;
(ii) the map Φ has continuous output entropy;
(iii) the map Φ⊗Ψ has continuous output entropy.
If the map Φ is trace preserving then the condition of finiteness of the output
entropy of the map Ψ can be replaced by the condition
min {HΦ(TrK|ϕ〉〈ϕ|), HΨ(TrH|ϕ〉〈ϕ|)} < +∞ ∀ϕ ∈ H ⊗K.
Proof. We may assume that the map Φ is trace non-increasing.
(i)⇒ (ii) Let ρ be an arbitrary state in S(H) and |ϕ〉 be a vector in
H ⊗ K such that ρ = TrK|ϕ〉〈ϕ|. Since the map Ψ is trace preserving we
have TrKΦ ⊗ Ψ(|ϕ〉〈ϕ|) = Φ(ρ). By noting that TrHΦ ⊗ Ψ(|ϕ〉〈ϕ|) ≤ Ψ(σ),
where σ = TrH|ϕ〉〈ϕ|, and by using finiteness of H(Ψ(σ)) with (5) and (9)
we conclude that H(Φ(ρ)) < +∞. By Theorem 1 the map Φ has continuous
output entropy.
(ii)⇒ (iii) follows from Corollary 3.
(iii)⇒ (i) is obvious.
The last assertion of the corollary is proved by the similar argumentation.

Property (iv) in Theorem 1 can be considered as a criterion of continuity
of the output entropy of a map Φ in terms of its dual map Φ∗. It will be
used in the proof of Proposition 3 in the next subsection.
3.2 The case of quantum operation
The simplest example of quantum operation (completely positive trace non-
increasing linear map) from T(H) to T(H′) is the map (·) 7→ V (·)V ∗, where
V is a linear contraction from H to H′. Theorem 1 implies the following
result.
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Proposition 3. Let V be a linear operator from H to H′. The function
S(H) ∋ ρ 7→ H(V ρV ∗) is continuous if and only if the operator V is compact
and has such sequence {νi} of singular values (eigenvalues of
√
V ∗V ) that∑+∞
i=1 e
−λ/ν2i < +∞ for some λ > 0. If this condition holds then
sup
ρ∈S(H)
H(V ρV ∗) = λ∗(V )
where λ∗(V ) is either the unique solution of the equation
∑+∞
i=1 e
−λ/ν2i = 1 if
it exists or equal to g({ν−2i }) = inf{λ > 0 |
∑+∞
i=1 e
−λ/ν2i < +∞} otherwise.6
In what follows we will use the parameter λ∗(V ) defined in Proposition 3
for arbitrary operator V ∈ B(H) assuming that λ∗(V ) = +∞ if the operator
V either is not compact or has such sequence of singular values {νi} that∑+∞
i=1 e
−λ/ν2i = +∞ for all λ > 0.
Proof. We can assume thatH = H′, V = |V |, ‖V ‖ ≤ 1 and KerV = {0}.
Let V =
∑+∞
i=1 νi|i〉〈i|. If
∑+∞
i=1 e
−λ/ν2i < +∞ for λ > 0 then property (iv)
in Theorem 1 holds with the basis {|i〉}+∞i=1 and the sequence {hi = λν−2i }+∞i=1
(since in this case Φ∗(·) = V (·)V and hence Φ∗(|i〉〈i|) = ν2i |i〉〈i|).
The assertion concerning the supremum of the function ρ 7→ H(V ρV ) is
easily derived from Lemma 7 in the Appendix by using relation (8).
Suppose the function ρ 7→ H(V ρV ) is continuous on the set S(H). Then
the entropy is bounded on the convex set {V ρV | ρ ∈ S(H)} and hence this
set is relatively compact by corollary 5 in [22] (used with the construction
from the proof of Lemma 2). Thus the operator V is compact (since oth-
erwise there exists a sequence of unit vectors {|ϕn〉} such that the sequence
{V |ϕn〉} is not relatively compact). Lemma 2 implies existence of an oper-
ator T ∈ T1(H) such that supρ∈S(H) TrV ρV (− log T ) < +∞ and UT = TU
for arbitrary unitary U commuting with the operator V . It follows from the
last property of the operator T that this operator is diagonizable in the ba-
sis {|i〉}, t.i. T = ∑+∞i=1 τi|i〉〈i|, where {τi}+∞i=1 is a sequence of nonnegative
numbers such that
∑+∞
i=1 τi ≤ 1. Thus we have
sup
ρ∈S(H)
TrV ρV (− log T ) = sup
ρ∈S(H)
+∞∑
i=1
〈i|ρ|i〉ν2i (− log τi) = λ < +∞
and hence ν2i (− log τi) ≤ λ for all i. This implies λ∗(V ) < +∞. 
6The equation
∑+∞
i=1 e
−λ/ν2
i = 1 has no solution if and only if
∑+∞
i=1 e
−g({ν−2
i
})/ν2
i < 1.
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An arbitrary quantum operation Φ : T(H)→ T(H′) has Kraus represen-
tation (1) determined by a set {Vi}+∞i=1 of linear operators from H into H′
such that
∑+∞
i=1 V
∗
i Vi ≤ IH. The following proposition contains the sufficient
conditions for continuity of the output entropy of a quantum operation Φ
expressed in terms of the set {Vi}+∞i=1 of its Kraus operators.
Proposition 4. Let Φ be a quantum operation in F≤1(H,H′) and {Vi}i∈I
be the corresponding set of Kraus operators. Let di = rankVi ≤ +∞.
A) If the set I is finite then the operation Φ has continuous output entropy
if and only if
λ∗ (Vi) < +∞ ∀i ∈ I, (15)
which in this case is equivalent to
λ∗
(√∑
i∈I V
∗
i Vi
)
< +∞.7 (16)
In general case (15) is a necessary condition of continuity of the output
entropy of the operation Φ (in contrast to (16)).
B) If I = N then the operation Φ has continuous output entropy if one
of the following conditions is valid:
a) di < +∞ for all i and there exists a sequence {hi}+∞i=1 of nonnegative
numbers such that
‖
+∞∑
i=1
hiV
∗
i Vi‖ < +∞ and
+∞∑
i=1
die
−hi < +∞;
b) H
({TrViρV ∗i }+∞i=1 ) < +∞ for all ρ ∈ S(H) 8 and condition (16) holds.
Condition (16) in b) can be replaced by the condition of finiteness of one of
the series
∑+∞
i=1 λ
∗(Vi) and
∑+∞
i=1 log di‖Vi‖2.
If the sequence {Vi}+∞i=1 consists of scalar multiples of mutually orthogonal
projectors then a) is a necessary condition of continuity of the output entropy
of the operation Φ.
7In contrast to the set {Vi}i∈I the operator
∑
i∈I V
∗
i Vi = Φ
∗(IH′) is uniquely deter-
mined by the operation Φ.
8The sense of this condition and its ”variations” are considered in Proposition 5 below.
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If RanVi ⊥ RanVj for all i 6= j then b) is a necessary condition of
continuity of the output entropy of the operation Φ.
Proof. A) This directly follows from Corollary 2, Proposition 3 and
Corollary 11 in Section 5 below (since
∑+∞
i=1 V
∗
i Vi = Φ
∗(IH′)).
B) Suppose condition a) holds. Let K =⊕+∞i=1 RanVi and Ui be a partial
isometry from H′ into K such that U∗i Ui is the projector onto RanVi ⊂ H′
and UiU
∗
i is the projector onto RanVi ⊂ K. Consider the quantum operation
Φ̂ in F≤1(H,K) defined by the sequence of Kraus operators {V̂i = UiVi}+∞i=1 .
We have RanV̂i ⊥ RanV̂j for all i 6= j. Let Pi be the di-rank projec-
tor onto the subspace RanV̂i. Consider the H-operator H =
∑+∞
i=1 hiPi.
The condition
∑+∞
i=1 die
−hi < +∞ means that g(H) < +∞. The condition
‖∑+∞i=1 hiV ∗i Vi‖ = h < +∞ implies
TrHΦ̂(ρ) =
+∞∑
i=1
hiTrPiV̂iρV̂
∗
i = Tr
+∞∑
i=1
hiV
∗
i Viρ ≤ h, ∀ρ ∈ S(H).
By Proposition 1A the quantum entropy is bounded on the set Φ̂(S(H)).
Since
H(Φ̂(ρ)) =
+∞∑
i=1
H(ViρV
∗
i ) +H
({TrViρV ∗i }+∞i=1 )
inequality (7) implies boundedness of the function ρ 7→ H(Φ(ρ)). By Theo-
rem 1 this function is continuous.
If condition b) holds then Proposition 5 below and Corollary 11 in Section
5 imply continuity of the output entropy of the operation Φ. Possibility to
replace condition (16) in b) by one of the conditions
∑+∞
i=1 λ
∗(Vi) < +∞
and
∑+∞
i=1 log di‖Vi‖2 < +∞ follows from Corollary 2, since each of these
conditions implies finiteness of the series
∑+∞
i=1 H(ViρV
∗
i ) for any ρ in S(H).
To prove the assertion concerning necessity of condition a) assume that
Φ(·) =∑+∞i=1 ciPi(·)Pi, where {Pi} is a sequence of mutually orthogonal pro-
jectors. Lemma 2 implies existence of a trace class operator of the form
T =
∑+∞
i=1 λiPi such that
sup
ρ∈S(H)
TrΦ(ρ)(− log T ) = sup
ρ∈S(H)
Tr
+∞∑
i=1
ci(− log λi)Piρ < +∞.
Since TrT =
∑+∞
i=1 diλi, condition a) holds with the sequence {hi = − log λi}.
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To prove the assertion concerning necessity of condition b) it is sufficient
to note that the condition RanVi ⊥ RanVj for all i 6= j implies
H(V ρV ∗) ≤ H(Φ(ρ)) =
+∞∑
i=1
H(ViρV
∗
i ) +H
({TrViρV ∗i }+∞i=1 ) ∀ρ ∈ S(H),
where V is the Stinespring contraction of the operation Φ defined via the set
{Vi}+∞i=1 (see the proof of Proposition 5 below), and to apply Theorem 1 and
Proposition 3 (by using V ∗V =
∑+∞
i=1 V
∗
i Vi). 
Example 2. Let {Vi}+∞i=1 be a sequence of finite rank operators in
B(H) such that ∑+∞i=1 V ∗i Vi ≤ IH, RanV ∗i ⊥ RanV ∗j for all sufficiently large
i 6= j and ‖Vi‖2 ≤ C log−α(i) for all i, where α ≥ 0 and C > 0. Since
V ∗i Vi ≤ C log−α(i)Pi, where Pi is the projector on the subspace RanV ∗i , con-
dition a) in Proposition 4B holds for the operation Φα(·) =
∑+∞
i=1 Vi(·)V ∗i for
all α ≥ 1 provided the rate of increase of the sequence {rankVi}i does not ex-
ceed the polynomial rate: rankVi ≤ in for some natural n and all sufficiently
large i (this can be shown by using the sequence {hi = (n+2) log(i)}). Hence
the output entropy of the operation Φα is continuous in this case.
The last assertion of Proposition 4 shows that the output entropy of the
operation Φα is not continuous if α < 1 and Vi =
√
C log−α(i)Pi even for
bounded sequence {rankVi}i. 
The following proposition contains the sufficient conditions for continuity
of the output entropy of the complementary operation expressed in terms of
the set {Vi}+∞i=1 of Kraus operators of the initial operation.
Proposition 5. Let Φ be a quantum operation in F≤1(H,H′) and {Vi}+∞i=1
be the corresponding set of Kraus operators. The complementary operation
Φ˜ has continuous output entropy if one of the following conditions (related
by c)⇒ b)⇔ a)) is valid:
a) H
({TrViρV ∗i }+∞i=1 ) < +∞ for all ρ ∈ S(H);
b) there exists a sequence {hi}+∞i=1 of nonnegative numbers such that
‖
+∞∑
i=1
hiV
∗
i Vi‖ < +∞ and
+∞∑
i=1
e−hi < +∞;
c)
H
({‖Vi‖2}+∞i=1) < +∞.
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If RanVi ⊥ RanVj for all i 6= j then a) ⇔ b) is a necessary condition of
continuity of the output entropy of the operation Φ˜.
Proof. Show first that a) implies continuity of the function ρ 7→ H(Φ˜(ρ)).
Let H′′ be a separable Hilbert space and {|i〉} be an orthonormal basis
in H′′. Then the operator V : H ∋ |ϕ〉 7→∑+∞i=1 |Viϕ〉 ⊗ |i〉 ∈ H′ ⊗H′′ is the
Stinespring contraction for the operation Φ, t.i.
Φ(A) = TrH′′V AV
∗, A ∈ T(H).
So we have
Φ˜(A) = TrH′V AV
∗ =
+∞∑
i,j=1
Tr
[
ViAV
∗
j
] |i〉〈j|, A ∈ T(H).
By relation (8) condition a) implies
H(Φ˜(ρ)) ≤ H
({
〈i|Φ˜(ρ)|i〉
}+∞
i=1
)
= H
({TrViρV ∗i }+∞i=1 ) < +∞, ρ ∈ S(H).
By Theorem 1 the output entropy of the operation Φ˜ is continuous.
Since finiteness of the function S(H) ∋ ρ 7→ H ({TrViρV ∗i }+∞i=1 ) implies
its boundedness, equivalence of conditions a) and b) can be proved by noting
that the last condition can be rewritten as follows
sup
ρ∈S(H)
+∞∑
i=1
hiTrViρV
∗
i < +∞
and by using the classical versions of Proposition 1A and Lemma 2.
The implication c)⇒ b) is obvious.
If RanVi ⊥ RanVj for all i 6= j then
Φ˜(ρ) =
+∞∑
i=1
Tr [ViρV
∗
i ] |i〉〈i|, ρ ∈ S(H),
and hence the function in a) coincides with the output entropy of the oper-
ation Φ˜. 
Example 3. Let Φα be the quantum operation described in Example 2
with no rank restrictions on its Kraus operators. By Proposition 5 the output
entropy of the operation Φ˜α is continuous if α ≥ 1 but it is not continuous if
α < 1 and Vi =
√
C log−α(i)Pi. 
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4 The PCE-property a positive linear map
Continuity of the output entropy of a positive linear map on the whole set
of input states is a very strong requirement. In this section we consider the
substantially weaker property of a positive linear map consisting in continu-
ity of the output entropy on each subset of input states on which the von
Neumann entropy is continuous.
4.1 The general case
Let Φ : T(H) → T(H′) be a positive linear map. Since the output entropy
HΦ
.
= H ◦ Φ of this map is a concave nonnegative lower semicontinuous
function on the cone T+(H), we can apply the results of section 4 in [25] to
this function as follows.
For each natural k consider the concave function
HkΦ(A)
.
= sup
{pii,Ai}∈Pa{A}(T
k
+
(H))
∑
i
πiHΦ(Ai) (17)
on the cone T+(H) (the supremum is over all decompositions of the operator
A into countable convex combination of operators of rank ≤ k). By using
(4) it is easy to see that the restriction of the above function HkΦ to the set
S(H) coincides with the function (ĤΦ)σk defined by (11) with f = HΦ and
that
HkΦ(λA) = λH
k
Φ(A), A ∈ T+(H), λ ≥ 0.
Hence by using propositions 1 and 3 in [25] it is easy to show that the
function HkΦ is lower semicontinuous on the cone T+(H) and that the mono-
tonic sequence {HkΦ} pointwise converges to the function HΦ. Following [25]
we will call the function HkΦ the k-order approximator of the output entropy
of the map Φ.
By using spectral decompositions one can prove uniform convergence of
the sequence {HkΦ} to the functionHΦ on compact subsets of T+(H) on which
the quantum entropy is continuous.
Lemma 3. If the quantum entropy is continuous on a compact subset A
of T+(H) then
lim
k→+∞
sup
A∈A,Φ∈L+≤1(H,H
′)
(
HΦ(A)−HkΦ(A)
)
= 0. (18)
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Proof. We may assume that A ⊂ T1(H). Let λki (A) be the sum of the
eigenvalues λ(i−1)k+1, ..., λik of the operator A (arranged in non-increasing
order) and P ki be the spectral projector of this operator corresponding to
the above set of eigenvalues. Since the ensemble {πki , (πki )−1P ki A}, where
πki = ‖A‖−11 λki (A), lies in Pa{A}(Tk+(H)), by using inequalities (5) and (7) we
obtain
HΦ(A)−HkΦ(A) ≤ H(Φ(A))−
∑
i
πkiH
(
Φ
(
(πki )
−1P ki A
))
= H(Φ(A))−
∑
i
H
(
Φ(P ki A)
) ≤ H ({TrΦ(P ki A)}) ≤ H ({λki (A)})
for arbitrary map Φ in L+≤1(H,H′). Hence the assertion of the lemma follows
from lemma 9 in [25], which implies
lim
k→+∞
sup
A∈A
∆˜k(A) = lim
k→+∞
sup
A∈A
H
({λki (A)}) = 0. 
Note that concavity of the function η(x) = −x log x implies the inequality
HΦ(A)−HkΦ(A) ≤ inf
{pii,Ai}∈Pa{A}(T
k
+
(H))
∑
i
πiH(Φ(Ai)‖Φ(A)), A ∈ T+(H),
showing that (18) holds for arbitrary subset A of T+(H) having the UA-prop-
erty (not necessarily compact) provided that the set L+≤1(H,H′) is replaced
by the set F≤1(H,H′) of all quantum operations (or by any other subset of
positive linear maps for which monotonicity of the relative entropy holds).
Remark 3. Since the function A 7→ HkΦ(A) is lower semicontinuous on
the set T+(H) for each k, the generalized Dini’s lemma9 shows that continuity
of the function A 7→ HΦ(A) on a compact subset A of T+(H) implies
lim
k→+∞
sup
A∈A
(
HΦ(A)−HkΦ(A)
)
= 0.
The converse implication obviously holds if the function A 7→ HkΦ(A) is con-
tinuous on the set A for each k. 
The above observations imply the following answer on the second question
stated in the Introduction.
9The condition of continuity of functions of the increasing sequence in the standard
Dini’s lemma can be replaced by the condition of their lower semicontinuity (provided
that the condition of continuity of the limit function is valid).
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Theorem 2. Let Φ be a map in L+≤1(H,H′). The following properties
are equivalent:
(i) the function A 7→ HΦ(A) is continuous on T1+(H);10
(ii) the function A 7→ HkΦ(A) is continuous on T+(H) for each k;
(iii) the function A 7→ HΦ(A) is continuous on an arbitrary subset of T+(H)
on which the quantum entropy is continuous.
Property (i) is equivalent to continuity and boundedness of the function
ρ 7→ HΦ(ρ) on the set extrS(H) and hence it follows from the UA-prop-
erty of the set Φ(extrS(H)).
Proof. (i)⇒ (ii) Show first that (i) implies continuity of the function
A 7→ HΦ(A) on the set Tk+(H) for each k. Suppose there exists a sequence
{An} ⊂ Tk+(H) converging to an operator A0 such that
lim
n→+∞
HΦ(An) > HΦ(A0). (19)
For each n ∈ N we have An =
∑k
i=1A
n
i , where {Ani }ki=1 is a subset of T1+(H).
Since the set {An}n≥0 is compact the compactness criterion for subsets of
T+(H) (see the Appendix in [25]) implies relative compactness of the se-
quence {Ani }n for each i = 1, k. Hence we may consider that there exists
limn→+∞A
n
i = A
0
i ∈ T1+(H) for each i = 1, k. It is clear that
∑k
i=1A
0
i = A0.
It follows from (i) that limn→+∞HΦ(A
n
i ) = HΦ(A
0
i ). Hence Lemma 1 implies
a contradiction to (19).
Continuity of the function HΦ on the set T
k
+(H) implies its boundedness
on the set Sk(H). By corollary 1 in [25] the function HkΦ is continuous and
bounded on the set S(H) and hence it is continuous on the set T+(H).
(ii)⇒ (iii) directly follows from Lemma 3. (iii)⇒ (i) is obvious.
The last assertion of the theorem follows from theorem 2A in [25] (since
the UA-property of a bounded set obviously implies boundedness of the quan-
tum entropy on this set). 
Remark 4. The main assertion of Theorem 2 (the implication (i)⇒ (iii))
is based on the special properties of the von Neumann entropy, it can not be
10 T1+(H) is the set of 1-rank positive operators in H.
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proved by using only such general properties of entropy-type functions as con-
cavity, lower semicontinuity and nonnegativity. The simplest example show-
ing this is given by the function A 7→ R0(Φ(A)) = ‖Φ(A)‖1 log rank(Φ(A)) –
the output 0-order Renyi entropy of the map Φ.11 The essential roles in the
proof of Theorem 2 are played by the second inequality in (5) and the part
”if” of the assertion of Lemma 1. 
If property (iii) in Theorem 2 holds for a positive linear map Φ then
we may say roughly speaking that this map ”preserves continuity of the
entropy”. This motivates the following definition.
Definition 1. A positive linear map (correspondingly quantum operation
or quantum channel) Φ, for which property (iii) in Theorem 2 holds, is called
PCE-map (correspondingly PCE-operation or PCE-channel).
The simplest examples of PCE-maps are completely positive linear maps
with finite Kraus representations, for which property (i) in Theorem 2 obvi-
ously holds.
By the last assertion of Theorem 2 to prove the PCE-property of a map
Φ it is sufficient to show that
Φ(extrS(H)) ⊆ Λ(A),
where Λ is a finite composition of set-operations preserving the UA-property
(see proposition 4 in [25]) and A is a compact set on which the entropy is
continuous. This implies the following PCE-condition.
Corollary 5. A map Φ in L+≤1(H,H′) is a PCE-map if there exist sepa-
rable Hilbert space K, family {Aψ}ψ∈H,‖ψ‖=1 of operators belonging to a par-
ticular compact subset A of T+(K), on which the quantum entropy is con-
tinuous, and family {Vψ}ψ∈H,‖ψ‖=1 of linear contractions from K to H′ such
that Φ(|ψ〉〈ψ|) = VψAψV ∗ψ for each unit vector ψ in H.
If Φ is a quantum operation having the Kraus representation with k
nonzero summands then the condition of Corollary 5 trivially holds (with
k-dimensional Hilbert space K). Nontrivial application of Corollary 5 is the
proof of the PCE-property for the following family of quantum channels.
11Indeed, if Φ(A) = 12 (A+ UAU
∗), where U is an unitary having no eigenvectors, then
R0(Φ(A)) = ‖Φ(A)‖1 log 2 for all A ∈ T1+(H) but it is easy to see that the function
A 7→ R0(Φ(A)) is not continuous on the set T2+(H) on which R0(A) = ‖A‖1 log 2.
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Example 4. Let Ha be the Hilbert space L2([−a,+a]), where a < +∞,
and {Ut}t∈R be the group of unitary operators in Ha defined as follows
(Utϕ)(x) = e
−itxϕ(x), ∀ϕ ∈ Ha.
For given probability density function p(t) consider the quantum channel
Φap : T(Ha) ∋ A 7→
∫ +∞
−∞
UtAU
∗
t p(t)dt ∈ T(Ha).
In [23] it is shown that the condition of Corollary 5 holds for the channel
Φap (with some set of unitary operators {Vψ}) provided that the differential
entropy of the distribution p(t) is finite and that the function p(t) is bounded
and monotonic on (−∞,−b] and on [+b,+∞) for sufficiently large b. 
If property (iii) in Theorem 2 holds for two positive maps then it obviously
holds for their composition, hence this theorem implies the following result.
Corollary 6. If property (i) in Theorem 2 holds for positive linear
bounded maps Φ : T(H) → T(H′) and Ψ : T(H′) → T(H′′) then it holds
for the map Ψ ◦ Φ : T(H)→ T(H′′).
In quantum information theory the notion of the Convex Closure of the
Output Entropy (CCoOE) of a quantum channel (considered as a function on
the set of input states of this channel) is widely used [1, 23]. By generalizing
the proof of proposition 2 in [23] it is easy to show that property (i) in Theo-
rem 2 of a positive linear map Φ is equivalent to continuity and boundedness
of the CCoOE of this map on the set S(H). Hence Corollary 6 shows that
continuity and boundedness of the CCoOE of positive linear bounded maps
Φ : T(H) → T(H′) and Ψ : T(H′) → T(H′′) imply continuity and bounded-
ness of the CCoOE of the map Ψ ◦ Φ : T(H)→ T(H′′).
Lemma 1 implies the PCE-analog of Corollary 1.
Corollary 7. Let Φ and Ψ be maps in L+≤1(H,H′) and λ ∈ (0, 1).
λΦ+ (1− λ)Ψ is a PCE-map if and only if Φ and Ψ are PCE-maps.
Thus the set of all PCE-maps is convex and forms a face of the convex set
L+≤1(H,H′). This face obviously contains the face of all maps in L+≤1(H,H′)
with continuous output entropy.
4.2 The case of quantum operation
Theorem 2 implies the following observation.
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Proposition 6. Let Φ be a quantum operation in F≤1(H,H′) and Φ˜ be
its complementary operation. The following properties are equivalent:
(i) Φ is a PCE-operation;
(ii) Φ˜ is a PCE-operation.
In terms of the set {Vi}+∞i=1 of Kraus operators of the operation Φ a sufficient
condition for (i)− (ii) can be expressed in one of the following forms:
a) the function ϕ 7→ H
(
{‖Vi|ϕ〉‖2}+∞i=1
)
is continuous on the space H;
b) one of the conditions in Proposition 5 holds for the sequence {Vi}+∞i=1 .
If Φ is a PCE-operation and RanVi ⊥ RanVj for all i 6= j then a) holds.
Proof. By Theorem 2 equivalence of (i) and (ii) follows from coincidence
of the output entropies of the operations Φ and Φ˜ on the set of pure states.
Sufficiency of condition a) follows from the corresponding assertion of
Corollary 13 in Section 6 below (with V n = {Vi}+∞i=1 for all n).
Sufficiency of condition b) follows from the first assertion of this propo-
sition (since continuity of the output entropy implies the PCE-property).
Necessity of condition a) in the case RanVi ⊥ RanVj for all i 6= j is
obvious since in this case
H
(
+∞∑
i=1
Vi|ϕ〉〈ϕ|V ∗i
)
= H
({‖Vi|ϕ〉‖2}+∞i=1) . 
By Corollary 3 the tensor product of two quantum operations with contin-
uous output entropy is a quantum operation with continuous output entropy.
The PCE-property is not preserved in general with respect to tensor prod-
ucts. The simplest example showing this is the quantum channel IdH⊗ I˜dH,
which is not a PCE-channel if dimH = +∞. By Corollary 3 and Proposition
6 Φ⊗Ψ is a PCE-operation if either the operations Φ and Ψ or the operations
Φ˜ and Ψ˜ have continuous output entropy. The following proposition contains
several observations concerning the PCE-property of the map Φ⊗Ψ.
Proposition 7. Let Φ : T(H) → T(H′) and Ψ : T(K) → T(K′) be
quantum operations.
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A) If Ψ is a finite-dimensional operation (max{dimK, dimK′} < +∞)
then Φ⊗Ψ is a PCE-operation if and only if Φ is a PCE-operation.12
B) If dimH = dimK = +∞ and Ψ is a quantum channel such that
its complementary channel Ψ˜ has finite output entropy then the following
properties are equivalent:
(i) H(Φ⊗Ψ(|ϕ〉〈ϕ|)) < +∞ for any unit vector ϕ ∈ H ⊗K;
(ii) H(A) < +∞ ⇒ H(Φ⊗Ψ(A)) < +∞ for any operator A ∈ T+(H⊗K);
(iii) Φ⊗Ψ is a PCE-operation;
If Φ is a quantum channel then the condition of finiteness of the output
entropy of the channel Ψ˜ can be replaced by the condition
min
{
HΦ˜(TrK|ϕ〉〈ϕ|), HΨ˜(TrH|ϕ〉〈ϕ|)
}
< +∞ ∀ϕ ∈ H ⊗K.
Remark 5. By Theorem 2 Φ ⊗ Ψ is a PCE-operation if and only if
the function ϕ 7→ H(Φ⊗Ψ(|ϕ〉〈ϕ|)) is continuous and bounded on the unit
sphere ofH⊗K. Proposition 7 shows that continuity and boundedness of this
function follows from its finiteness (provided the condition of this proposition
holds). Proposition 7 also shows that the operation Φ⊗Ψ preserves continuity
of the entropy (the PCE-property) if it preserves finiteness of the entropy
(property (ii)).
Proof. A) The PCE-property of the operation Φ ⊗ Ψ obviously implies
the same property of the operation Φ. To prove the converse implication it
is sufficient to show that IdH′ ⊗Ψ and Φ⊗ IdK are PCE-operations.
The operation IdH′ ⊗Ψ has the PCE-property since it has a finite Kraus
representation. By Theorem 2 the PCE-property of the operation Φ ⊗ IdK
follows from continuity and boundedness of the function
extrS(H⊗K) ∋ ω 7→ HΦ⊗IdK(ω) = HΦ˜⊗I˜dK(ω) = H
(
Φ˜ (TrKω)
)
. (20)
Since the map ω 7→ TrKω is a continuous surjection from extrS(H⊗K) onto
Sk(H), where k = dimK, the function (20) is continuous and bounded if the
function HΦ˜ is continuous and bounded on the set Sk(H). By Theorem 2
and Proposition 6 this holds if (and only if) Φ is a PCE-operation.
12The condition dimK < +∞ is essential. This can be shown by the example Φ = IdH
and Ψ = I˜dK.
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B) By applying Corollary 4 to the operation Φ˜ and to the channel Ψ˜
we obtain that (i) implies continuity of the output entropy of the operation
Φ˜ ⊗ Ψ˜ (since H(Φ ⊗ Ψ(|ϕ〉〈ϕ|)) = H(Φ˜ ⊗ Ψ˜(|ϕ〉〈ϕ|))). Hence (iii) follows
from Proposition 6. It is clear that (iii)⇒ (ii) and (ii)⇒ (i). 
Remark 6. Proposition 7 with Ψ = IdK gives the conditions for the
PCE-property of the operation Φ ⊗ IdK. The PCE-property for the tensor
product of two quantum operations Φ ∈ F≤1(H,H′) and Ψ ∈ F≤1(K,K′) can
be proved by showing that either Φ⊗IdK′ and IdH⊗Ψ or Φ⊗IdK and IdH′⊗Ψ
are PCE-operations since Φ⊗Ψ = IdH′ ⊗Ψ ◦Φ⊗ IdK = Φ⊗ IdK′ ◦ IdH⊗Ψ.
Note that the PCE-property of the operation Φ ⊗ Ψ does not imply the
PCE-property of the above components. To show this it is sufficient to
consider the example Φ = I˜dH and Ψ = I˜dK with dimH = dimK = +∞.
5 The output entropies of a pair
of complementary quantum operations
The output entropies of two complementary quantum operations coincide on
the set of pure input states but they are substantially different functions on
the whole space of input states. Nevertheless the following relation between
continuity properties of these functions can be established.
Proposition 8. Let Φ : T(H) → T(H′) be a quantum operation and
Φ˜ be its complementary operation. Let A be a subset of T+(H) such that
min{HΦ(A), HΦ˜(A)} < +∞ for all A ∈ A. Then continuity of the quantum
entropy on the set A implies continuity of the function A 7→ (HΦ(A)−HΦ˜(A))
on the set A.
The assertion of Proposition 8 follows from the more general assertion of
Proposition 10 in Section 6 below.
Remark 7. If Φ is a quantum channel then HΦ(ρ) − HΦ˜(ρ) is the
coherent information Ic(ρ,Φ) of this channel at a state ρ [7, 17].
Corollary 8. Let Φ : T(H)→ T(H′) be a quantum channel and Φ˜ be its
complementary channel. If any two functions from the triple {H,HΦ, HΦ˜}
are continuous on a particular set A ⊂ T+(H) then the third one is also
continuous on this set.
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The above assertion holds for a quantum operation Φ : T(H)→ T(H′) if
λ∗
(√
IH − Φ∗(IH′)
)
< +∞.13 (21)
Proof. By representations (2) and (3) the first assertion of the corollary
follows from Proposition 8 and Proposition 15 in the Appendix.
The second assertion of the corollary is derived from the first one by means
of Lemma 4 below since by representations (2) and (3) we have Φ = Θ◦Λ and
Φ˜ = Θ˜◦Λ, where Θ(·) = TrH′′(·) is a quantum channel from T(H′⊗H′′) into
T(H′) and Λ(·) = V (·)V ∗ is a quantum operation from T(H) into T(H′⊗H′′).

Lemma 4. Let V be a linear contraction from H into H′ such that
λ∗
(√
IH − V ∗V
)
< +∞. Then continuity of the function A 7→ H(V AV ∗)
on a particular set A ⊂ T+(H) implies14 continuity of the quantum entropy
on this set.
Proof. Consider the quantum channel
T(H) ∋ A 7→ Ψ(A) = V AV ∗ ⊕
√
IH − V ∗V A
√
IH − V ∗V ∈ T(H′ ⊕H).
By Proposition 3 the function A 7→ H(√IH − V ∗V A
√
IH − V ∗V ) is contin-
uous on the set T+(H). Hence the function A 7→ HΨ(A) is continuous on
the set A. Since the complementary channel Ψ˜ has two dimensional output
space the assertion of the lemma follows from the first part of Corollary 8.

Corollary 9. Let Φ : T(H)→ T(H′) be a quantum channel (or quantum
operation satisfying condition (21)) such that the complementary channel
(operation) Φ˜ has finite output entropy.15 Then the function A 7→ HΦ(A)
is continuous on a set A ⊂ T+(H) if and only if the quantum entropy is
continuous on this set.
The simplest class of quantum channels for which the condition of Corol-
lary 9 holds consists of channels with finite Kraus representation, for which
complementary channels have finite dimensional output.
13The parameter λ∗(·) is defined in Proposition 3 in Section 3.2.
14In fact, ”is equivalent to”, since the converse implication holds for an arbitrary con-
traction V by Theorem 2.
15The sufficient conditions for this property expressed in terms of the Kraus operators
of the operation Φ is presented in Proposition 5 in Section 3.2.
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Corollary 10. 16 Let Φ(·) = ∑+∞i=1 Vi(·)V ∗i be a quantum channel
(or quantum operation satisfying condition (21)) in F≤1(H,H′) such that
RanVi ⊥ RanVj for all sufficiently large i 6= j. Then continuity of the func-
tion A 7→ HΦ(A) on a set A ⊂ T+(H) implies continuity of the quantum
entropy on the set A.
Proof. Note first that the complementary operation Φ˜ can be represented
as follows
Φ˜(A) =
+∞∑
i,j=1
Tr
[
ViAV
∗
j
] |i〉〈j|, A ∈ T(H),
where {|i〉} is an orthonormal basis in the output space H′′ of this operation.
Suppose RanVi ⊥ RanVj for all i, j ≥ n, i 6= j. Let Φ1(·) =
∑n−1
i=1 Vi(·)V ∗i
and Φ2(·) =
∑+∞
i=n Vi(·)V ∗i be quantum operations. By Lemma 1 continuity
of the function A ∋ A 7→ H(Φ(A)) = H(Φ1(A) + Φ2(A)) implies continuity
of the function A ∋ A 7→ H(Φ2(A)). By the condition
H(Φ2(A)) =
+∞∑
i=n
H(ViAV
∗
i )+H
({TrViAV ∗i }+∞i=n) = +∞∑
i=n
H(ViAV
∗
i )+H(Φ˜2(A)),
where Φ˜2(A) =
∑+∞
i=n Tr [ViAV
∗
i ] |i〉〈i|. Since the both terms in the right side
of the above expression are lower semicontinuous functions of A, continu-
ity of the function A ∋ A 7→ H(Φ2(A)) implies continuity of the function
A ∋ A 7→ H(Φ˜2(A)).
Consider the quantum channel Π(·) = P (·)P + (IH′′ −P )(·)(IH′′ − P ) in
F=1(H′′,H′′), where P =
∑n−1
i=1 |i〉〈i|. Since
Π(Φ˜(A)) =
n−1∑
i,j=1
Tr
[
ViAV
∗
j
] |i〉〈j|+ Φ˜2(A),
continuity of the function A ∋ A 7→ H(Φ2(A)) implies continuity of the
function A ∋ A 7→ H(Π(Φ˜(A))) by Lemma 1, which is equivalent to conti-
nuity of the function A ∋ A 7→ H(Φ˜(A)) by Corollary 9. Hence the function
A ∋ A 7→ H(A) is continuous by Corollary 8. 
Remark 8. The assertions of Corollaries 8, 9 and 10 do not hold for a
quantum operation Φ not satisfying condition (21). This follows from the
next corollary.
16This corollary can be considered as a generalization of Proposition 2, since its appli-
cation to the channel Φ(A) =
∑+∞
i=1 〈i|A|i〉|i〉〈i| implies the assertion of that proposition.
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Corollary 11. Let Φ be a quantum operation in F≤1(H,H′) and
TΦ = {A ∈ T1(H) | min{HΦ(A), HΦ˜(A)} < +∞}.
If λ∗
(√
Φ∗(IH′)
)
< +∞ then the function A 7→ (HΦ(A)−HΦ˜(A)) is
continuous on the set TΦ and its absolute value does not exceed λ
∗
(√
Φ∗(IH′)
)
.
If the functions ρ 7→ HΦ(ρ) and ρ 7→ HΦ˜(ρ) are continuous on the set
S(H) then the operator Φ∗(IH′) satisfies the above condition.
Proof. Since Φ∗(IH′) = V
∗V , where V is the Stinespring contraction for
the operation Φ, the first assertion of the corollary follows from Propositions
3 and 8 while the second one – from Proposition 3 and Proposition 15 in the
Appendix. 
6 The output entropy as a function
of a pair (map, input state)
In analysis of continuity of information characteristics of a quantum channel
as functions of a channel it is necessary to consider the output entropy as
a function of a pair (channel, input state) and to explore continuity of this
function with respect to the Cartesian product (coordinate-wise) topology on
the set of such pairs [10, 14]. The same problem appears in study of quantum
channels by means of their approximation by quantum operations [10].
6.1 The general continuity condition
The central result of this subsection is the following proposition.
Proposition 9. Let {Φn} be a sequence of maps in L+≤1(H,H′) converg-
ing to a map Φ0. The following properties are equivalent:
(i) lim
n→+∞
HΦn(An) = HΦ0(A0) < +∞ for any sequence {An} ⊂ T1+(H)
converging to an operator A0;
17
(ii) lim
n→+∞
H(An) = H(A0) < +∞ ⇒ lim
n→+∞
HΦn(An) = HΦ0(A0) < +∞
for any sequence {An} ⊂ T+(H) converging to an operator A0.
17 T1+(H) is the set of 1-rank positive operators in H.
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Proof. It suffice to show that (i)⇒ (ii). For given natural k the obvious
modification of the first part of the proof of the implication (i)⇒ (ii) in
Theorem 2 implies validity of (ii) for any sequence {An} ⊂ Tk+(H).
Suppose there exist ε > 0 and a sequence {ρn} ⊂ S(H) converging to a
state ρ0 such that
lim
n→+∞
H(ρn) = H(ρ0) < +∞ and lim
n→+∞
HΦn(ρn) > HΦ0(ρ0) + 3ε. (22)
It is easy to see that (i) implies lim supn→+∞ supρ∈extrS(H)HΦn(ρ) < +∞.
Hence we may consider that
sup
n>0
sup
ρ∈extrS(H)
HΦn(ρ) < +∞. (23)
By Lemma 6 in the Appendix used with (10), (13) and (23) we may
assume existence of a sequence {Akn}n ⊂ Tk+(H), converging to an operator
Ak0 (k ∈ N), such that Bkn = ρn − Akn ≥ 0,
H(Φn(B
k
n)) < ε and γn = TrΦn(ρn)h2
(
TrΦn(B
k
n)
TrΦn(ρn)
)
< ε ∀n ≥ 0.
By the remark at the begin of the proof |H(Φn(Akn)) − H(Φ0(Ak0))| < ε
for all sufficiently large n. Since Φn(ρn) = Φn(A
k
n) + Φn(B
k
n) for each n ≥ 0,
by using inequality (5) we obtain
H(Φn(ρn))−H(Φ0(ρ0)) ≤ H(Φn(Akn))−H(Φ0(Ak0)) +H(Φn(Bkn)) + γn < 3ε
for all sufficiently large n, contradicting to (22).
By this contradiction and lower semicontinuity of the quantum entropy
property (ii) holds for an arbitrary sequence {An} ⊂ S(H). Its validity for
an arbitrary sequence {An} ⊂ T+(H) can be easily shown by using (10) and
(23). 
Corollary 12. For an arbitrary subset A of T+(H), on which the quan-
tum entropy is continuous, the function (Φ, A) 7→ HΦ(A) is continuous on
the set Fk≤1(H,H′)×A for each natural k.18
18Fk≤1(H,H′) is the set of all quantum operations from T(H) to T(H′) having the Kraus
representation consisting of ≤ k summands.
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Let V≤1(H,H′) be the set of all sequences {Vi}+∞i=1 of linear bounded op-
erators from H into H′ such that ∑+∞i=1 V ∗i Vi ≤ IH endowed with the Carte-
sian product of the strong operator topology (the topology of coordinate-
wise strong operator convergence). In what follows a sequence {Vi}+∞i=1 in
V≤1(H,H′) will be called V-vector and will be denoted V , the correspond-
ing operator
∑+∞
i=1 V
∗
i Vi will be denoted |V |.
Let {|i〉}+∞i=1 be an orthonormal basis in a separable Hilbert space H′′.
Consider the maps
V≤1(H,H′) ∋ V 7→ Φ[V ](·) =
+∞∑
i=1
Vi(·)V ∗i ∈ F≤1(H,H′) (24)
and
V≤1(H,H′) ∋ V 7→ Φ˜
[
V
]
(·) =
+∞∑
i,j=1
TrVi(·)V ∗j |i〉〈j| ∈ F≤1(H,H′′). (25)
The following lemma shows, in particular, continuity of these maps on
the subset V=1(H,H′) =
{
V | |V | = IH
}
of V≤1(H,H′) corresponding to the
set of quantum channels.
Lemma 5. Let {V n} be a sequence of V-vectors in V≤1(H,H′) con-
verging to a V-vector V 0. The following properties are equivalent:
(i) the sequence
{|V n|} weakly converges to the operator |V 0|;
(ii) the sequence
{
Φ[V n]
}
strongly converges to the map Φ[V 0];
(iii) the sequence
{
Φ˜[V n]
}
strongly converges to the map Φ˜[V 0].
Proof. (i) ⇒ (ii) It suffice to show that the sequence {Φ[V n](|ϕ〉〈ϕ|)}
tends to the operator Φ[V 0](|ϕ〉〈ϕ|) for arbitrary unit vector ϕ ∈ H. This
can be done by noting that limn→+∞〈ϕ||V n||ϕ〉 = 〈ϕ||V 0||ϕ〉 implies
lim
m→+∞
sup
n≥0
Tr
∑
i>m
V ni |ϕ〉〈ϕ|(V ni )∗ = lim
m→+∞
sup
n≥0
∑
i>m
‖V ni |ϕ〉‖2 = 0 ∀ϕ ∈ H.
(i) ⇒ (iii) It suffice to show that the sequence
{
Φ˜[V n](|ϕ〉〈ϕ|)
}
tends
to the operator Φ˜[V 0](|ϕ〉〈ϕ|) for arbitrary unit vector ϕ ∈ H. This can be
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done by noting that (i) means limn→+∞Tr Φ˜[V n](|ϕ〉〈ϕ|) = Tr Φ˜[V 0](|ϕ〉〈ϕ|)
and that weak convergence of a sequence {An} ⊂ T+(H′′) to an operator
A0 ∈ T+(H′′) such that limn→+∞TrAn = TrA0 implies its convergence in the
trace norm [4].
(ii)⇒ (i) and (iii)⇒ (i) are obvious since
〈ϕ| |V | |ϕ〉 = TrΦ[V ](|ϕ〉〈ϕ|) = Tr Φ˜[V ](|ϕ〉〈ϕ|) ∀ϕ ∈ H. 
Proposition 9 implies the following observation.
Corollary 13. Let {V n} be a sequence of V-vectors in V≤1(H,H′)
converging to a V-vector V 0 such that property (i) in Lemma 5 holds and
lim
n→+∞
H
({‖V ni |ϕn〉‖2}+∞i=1) = H ({‖V 0i |ϕ0〉‖2}+∞i=1) < +∞ (26)
for any sequence {ϕn} of vectors in H converging to a vector ϕ0. Then
lim
n→+∞
H
(
Φ[V n](An)
)
= H
(
Φ[V 0](A0)
)
< +∞
and
lim
n→+∞
H
(
Φ˜[V n](An)
)
= H
(
Φ˜[V 0](A0)
)
< +∞
for any sequence {An} ⊂ T+(H) converging to an operator A0 such that
limn→+∞H(An) = H(A0) < +∞.
The above requirements on the sequence {V n} can be replaced by one of
the following conditions:
a) there exists a sequence {hi}+∞i=1 of nonnegative numbers such that
sup
n≥0
‖
+∞∑
i=1
hi(V
n
i )
∗V ni ‖ < +∞ and
+∞∑
i=1
e−λhi < +∞ for all λ > 0;
b) property (i) in Lemma 5 holds for the sequence {V n} and
lim
m→+∞
sup
n≥0
H
({‖V ni ‖2}i>m) = 0.
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Proof. By using Proposition 2 it is easy to show that (26) implies
lim
n→+∞
H
(
Φ˜[V n](|ϕn〉〈ϕn|)
)
= H
(
Φ˜[V 0](|ϕ0〉〈ϕ0|)
)
< +∞.
for any sequence {ϕn} of vectors in H converging to a vector ϕ0. Hence
the main assertion of the corollary follows from Proposition 9 and Lemma 5
(since the output entropies of complementary quantum operations coincide
on the set of 1-rank operators).
Condition a) means that
sup
n≥0
sup
ϕ∈H,‖ϕ‖≤1
+∞∑
i=1
hi‖V ni |ϕ〉‖2 < +∞,
which implies limm→+∞ supn≥0
∑+∞
i>m ‖V ni |ϕ〉‖2 = 0 for each ϕ ∈ H, showing
that property (i) in Lemma 5 holds for the sequence {V n}. By Proposition
1 it also implies (26) for any sequence {ϕn} of vectors in H converging to a
vector ϕ0.
Condition b) implies
lim
m→+∞
sup
n≥0
[
H
({‖V ni |ϕn〉‖2}+∞i=1)−H ({‖V ni |ϕn〉‖2}mi=1)] = 0
for any sequence {ϕn} of vectors in H converging to a vector ϕ0. Indeed,
since weak convergence of the sequence {|V n|} to the operator |V 0| implies
limn→+∞〈ϕn||V n||ϕn〉 = 〈ϕ0||V 0||ϕ0〉 and hence
lim
m→+∞
sup
n≥0
∑
i>m
‖V ni |ϕn〉‖2 = 0,
the above assertion can be proved by using (5) and (13). 
Example 5. Let {V n = {V ni }} be a sequence of V-vectors in V≤1(H,H′)
converging to a V-vector V 0 = {V 0i } such that Ran(V ni )∗ ⊥ (RanV nj )∗ and
‖V ni ‖2 ≤ xi log−1(i) for each n and all i, j > m, i 6= j, where m ∈ N and
{xi}i>m is a given sequence of positive numbers converging to zero. Then
condition a) in Corollary 13 holds for the sequence {V n} with the sequence
{hi}+∞i=1 , where hi = 0 if i ≤ m and hi = x−1i log(i) if i > m.
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6.2 The continuity condition based on
the complementary relation
By using the relation between complementary quantum operations the fol-
lowing result can be established.
Proposition 10. Let {Φn} be a sequence of operations in F≤1(H,H′)
converging to an operation Φ0 and {Φ˜n} be a sequence of operations in
F≤1(H,H′′) converging to an operation Φ˜0 such that (Φn, Φ˜n) is a comple-
mentary pair for each n = 0, 1, 2... Let {An} be a sequence of operators in
T+(H) converging to an operator A0 such that
lim
n→+∞
H(An) = H(A0) < +∞ and min{HΦn(An), HΦ˜n(An)} < +∞, n ≥ 0.
Then
lim
n→+∞
(
HΦn(An)−HΦ˜n(An)
)
= HΦ0(A0)−HΦ˜0(A0) < +∞.
Proof. Finiteness of the values HΦn(An) and HΦ˜n(An) for each n ≥ 0
follows from the definition of a complementary operation and inequality (9).
Let {An = ρn} be a sequence of states in S(H) converging to a state
A0 = ρ0 such that limn→+∞H(ρn) = H(ρ0) < +∞.
Let an = HΦn(ρn)−HΦ˜n(ρn) for each n ≥ 0. By symmetry to prove that
limn→+∞ an = a0 it is sufficient to show that
lim inf
n→+∞
an ≥ a0. (27)
Let K be a separable Hilbert space and {|ϕn〉} be a sequence of unit
vectors in H⊗K converging to a vector |ϕ0〉 such that TrK|ϕn〉〈ϕn| = ρn for
each n ≥ 0. Finiteness of the values HΦn(ρn) and HΦ˜n(ρn) implies
bn = H(Φn ⊗ IdK(|ϕn〉〈ϕn|)‖Φn(ρn)⊗ ρn) = an + cn,
where cn = TrΦn ⊗ IdK(|ϕn〉〈ϕn|) · IH′ ⊗ (− log ρn).
Since the sequence {Φn⊗IdK} strongly converges to the operation Φ0⊗IdK
we have lim infn→+∞ bn ≥ b0 by lower semicontinuity of the relative entropy.
Hence to prove (27) we have to show that
lim sup
n→+∞
cn ≤ c0. (28)
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For each n consider the quantum channel Ψn = Φn +∆n in F=1(H,H′),
where ∆n(·) = σTr((IH − Φ∗n(IH))(·)) is a quantum operation defined by
means of some state σ in S(H′). It is clear that the sequence {∆n} strongly
converges to the operation ∆0. Since limn→+∞H(ρn) = H(ρ0) < +∞ and
H(ρn) = TrΨn ⊗ IdK(|ϕn〉〈ϕn|) · IH′ ⊗ (− log ρn) = cn + dn, n = 0, 1, 2, ...,
where dn = Tr∆n⊗ IdK(|ϕn〉〈ϕn|) · IH′ ⊗ (− log ρn), to prove (28) it suffice to
show that
lim inf
n→+∞
dn ≥ d0. (29)
We have dn = TrBn(− log ρn), where Bn = TrH′∆n ⊗ IdK(|ϕn〉〈ϕn|). Since
Bn ≤ Bn + TrH′Φn ⊗ IdK(|ϕn〉〈ϕn|) = ρn, we have H(Bn) < +∞ and hence
dn = H(Bn)+H(Bn‖ρn)+ η(TrBn)+TrBn−1. Lower semicontinuity of the
quantum entropy and of the relative entropy implies (29).
Thus the assertion of the proposition is proved in the case {An} ⊂ S(H).
The general assertion is easily derived from the above observation by noting
that for arbitrary sequence {An} converging to zero inequality (9) and the
inequality H(V nAn(V
n)∗) ≤ H(An), where V n is the Stinespring contraction
for the operations Φn and Φ˜n, show that
lim
n→+∞
H(An) = 0 ⇒ lim
n→+∞
(
HΦn(An)−HΦ˜n(An)
)
= 0. 
Corollary 14. Let {V n} be a sequence of V-vectors in V≤1(H,H′)
converging to a V-vector V 0 such that property (i) in Lemma 5 holds, and
{An} be a sequence of operators in T+(H) converging to an operator A0
such that limn→+∞H(An) = H(A0) < +∞. The following properties are
equivalent:
(i) limn→+∞H
(
Φ[V n](An)
)
= H
(
Φ[V 0](A0)
)
< +∞;
(ii) limn→+∞H
(
Φ˜[V n](An)
)
= H
(
Φ˜[V 0](A0)
)
< +∞.
These properties hold if
lim
n→+∞
H
({TrV ni An(V ni )∗}+∞i=1 ) = H ({TrV 0i A0(V 0i )∗}+∞i=1) < +∞.
Proof. By Lemma 5 the main assertion directly follows from Proposition
10. The second assertion is proved by using Proposition 2. 
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7 On continuity of the output entropy of
quantum operations on a given set of states
7.1 The case of a single operation
In analysis of quantum channels and operations the question of continuity
of their output entropy on a given set of input states naturally arises (see
Section 8). By summarizing the results of the previous sections we consider
below the possibilities to prove continuity of the output entropy of a quantum
operation Φ(·) = ∑+∞i=1 Vi(·)V ∗i on a given set of states A in the two cases
(distinguished by accessible information about properties of this set).
A) If the set A is arbitrary then the function ρ 7→ HΦ(ρ) is continuous
on this set provided one of the following conditions is valid:
1) the quantum entropy is continuous on the set Φ(A); 19
2) the operation Φ has continuous output entropy (sufficient conditions are
presented in Section 3);
3) λ∗
(√
Φ∗(IH′)
)
< +∞ and the function ρ 7→ HΦ˜(ρ) is continuous on the
set A (the last property can be verified by using Propositions 5 and 11).
B) If the von Neumann entropy is continuous on the set A then the func-
tion ρ 7→ HΦ(ρ) is continuous on this set provided one of the following
conditions is valid:
1) Φ is a PCE-operation (sufficient conditions are presented in Section 4);
2) the function ρ 7→ HΦ˜(ρ) is continuous on the set A (Proposition 11 below).
Conditions A-3 and B-2 follow respectively from Corollary 11 and Propo-
sition 8. To verify continuity of the function ρ 7→ HΦ˜(ρ) in these conditions
one can use either Proposition 5 or the following proposition.
Proposition 11. Let Φ(·) =∑+∞i=1 Vi(·)V ∗i be a quantum operation and
A be a subset of S(H). The function ρ 7→ HΦ˜(ρ) is continuous on the set A
if one of the following conditions (related by b)⇒ a)) is valid:
a) the function ρ 7→ H ({TrViρV ∗i }+∞i=1 ) is continuous on the set A;
19This condition is obviously sufficient but it is not necessary (see Remark 1).
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b) there exists a sequence {hi}+∞i=1 of nonnegative numbers such that
sup
ρ∈A
Tr
+∞∑
i=1
hiV
∗
i Viρ < +∞ and
+∞∑
i=1
e−λhi < +∞ for all λ > 0.
Proof. Sufficiency of condition a) follows from the last assertion of Corol-
lary 14. The implication b)⇒ a) is proved by using Proposition 1B. 
Example 6. Let A = KsH,h .= {ρ ∈ S(H) |TrHρ ≤ h} be the set of
quantum states with ”bounded mean energy” defined by a H-operator H
with g(H) = inf{λ > 0 |Tre−λH < +∞} = 0 and positive h (exceeding
the minimal eigenvalue of H). The von Neumann entropy is continuous on
the set KsH,h by Proposition 1B. The above condition B-2 and condition b) in
Proposition 11 show that the sufficient condition of continuity of the function
ρ 7→ HΦ(ρ) on the set KsH,h consists in existence of a sequence {hi}+∞i=1 of
nonnegative numbers such that
+∞∑
i=1
hiV
∗
i Vi ≤ H and
+∞∑
i=1
e−λhi < +∞ for all λ > 0.
It is possible to show20 that this condition is also necessary if the operator
H is strictly positive and RanVi ⊥ RanVj for all sufficiently large i 6= j.
7.2 The case of a converging sequence
of quantum operations
In analysis of continuity of information characteristics of a quantum channel
with respect to perturbations of this channel we have to study continuity of
the output entropy as a function of a pair (channel, input state). Practically,
20This can be done by using the following observation: for an arbitrary closed convex set
P0 of probability distributions, on which the Shannon entropy is continuous, there exists
a sequence {hi}+∞i=1 of nonnegative numbers such that
sup
{pii}∈P0
+∞∑
i=1
hipii < +∞ and
+∞∑
i=1
e−λhi < +∞ for all λ > 0.
This observation can be proved by using Lemma 2 and the arguments from the proof of
the implication (i)⇒ (ii) in Theorem 1 based on Dini’s lemma.
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the following problem naturally arises in this analysis: for a given sequence
{Φn} of quantum operations in F≤1(H,H′) converging to an operation Φ0
and for a given closed subset A ⊂ S(H) to show that
lim
n→+∞
HΦn(ρn) = HΦ0(ρ0) ∀{ρn} ⊂ A such that lim
n→+∞
ρn = ρ0. (30)
Summarizing the results of Section 6 we obtain the following observation.
If the von Neumann entropy is continuous on the set A then property
(30) holds provided one of the following conditions is valid:
1) limn→+∞HΦn(|ϕn〉〈ϕn|) = HΦ0(|ϕ0〉〈ϕ0|) for any sequence {ϕn} of vectors
in H converging to a vector ϕ0;
2) property (30) holds for the sequence {Φ˜n} of quantum operations strongly
converging to the operation Φ˜0 such that (Φn, Φ˜n) is a complementary pair
for each n ≥ 0.
If Φn(·) =
∑+∞
i=1 V
n
i (·)(V ni )∗ for each n ≥ 0, where the sequence {V ni }n
strongly converges to the operator V 0i for each i, then the above conditions
1) and 2) can be replaced respectively by the following ones:
1)’
lim
n→+∞
H
({‖V ni |ϕn〉‖2}+∞i=1) = H ({‖V 0i |ϕ0〉‖2}+∞i=1)
for any sequence {ϕn} of vectors in H converging to a vector ϕ0;
2)’
lim
n→+∞
H
({TrV ni ρn(V ni )∗}+∞i=1 ) = H ({TrV 0i ρ0(V 0i )∗}+∞i=1) .
The sufficient conditions for 1’) can be found in the second part of Corollary
13. The sufficient condition for 2’) looks like condition b) in Proposition 11
with V ni instead of Vi and ” supn≥0 ” added to ” supρ∈A ”.
Example 7. The above condition 2’) makes it possible to replace the
strong* operator topology by the strong operator topology in the assertion
in example 3 in [25], concerning quantum measurements with a countable
number of outcomes and stating that continuity of the Shannon entropy of
the outcomes probability distribution with respect to a priori state and to a
measurement implies continuity of the von Neumann entropy of the mean
posteriori state with respect to the same variables provided a priori state
varies within a set on which the von Neumann entropy is continuous.
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8 Some applications
8.1 The Holevo capacity of quantum channels
Let Φ : T(H) 7→ T(H′) be a quantum channel and A be a subset of S(H).
The Holevo capacity of the A-constrained channel Φ is defined as follows
(cf.[8, 9])
C¯(Φ,A) = sup
{pii,ρi}∈PfA(S(H))
∑
i
πiH(Φ(ρi)‖Φ(b({πi, ρi}))) (31)
(the supremum is over all finite ensembles of states with the average in A).
8.1.1 On existence of continuous optimal ensembles
The well known fact concerning the Holevo capacity of a finite dimensional
quantum channel Φ constrained by a closed subset A consists in existence of
an optimal ensemble at which the supremum in (31) is achieved [21]. Since
C¯(Φ,A) = sup
µ∈PA(S(H))
∫
S(H)
H(Φ(ρ)‖Φ(b(µ)))µ(dρ) (32)
(the supremum is over all probability measures with the barycenter in A)
the notion of an optimal ensemble is naturally generalized to the infinite
dimensional case leading to the notion of an optimal measure (generalized
or continuous optimal ensemble) at which the supremum in (32) is achieved
[9]. In contrast to the finite dimensional case we can not claim existence of
an optimal measure for an arbitrary quantum channel constrained by closed
or even compact subset of states (see the example in [9]). By the theorem in
[9], containing a sufficient condition for existence of an optimal measure, we
have the following result.
Proposition 12. Let Φ : T(H) → T(H′) be a quantum channel and let
A be a compact subset of S(H). If one of the conditions of continuity of the
function A ∋ ρ 7→ HΦ(ρ) presented in Section 7.1 holds then there exists an
optimal measure for the A-constrained channel Φ supported by pure states.
This proposition implies existence of an optimal measure for an arbitrary
quantum channel with finite dimensional environment (with finite Kraus rep-
resentation) constrained by a compact subset of states on which the entropy
is continuous.
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8.1.2 On continuity of the Holevo capacity
as a function of a channel
In the finite dimensional case the Holevo capacity C¯(Φ,A) is a continuous
function of Φ on the set of all quantum channels F=1(H,H′), but it is not
continuous in infinite dimensions even with respect to the norm of complete
boundedness [14]. By proposition 7 in [10], containing a sufficient condition
for continuity of the function Φ 7→ C¯(Φ,A) on subsets of F=1(H,H′) with
respect to the topology of strong convergence, we have the following result.
Proposition 13. Let {Φn} be a sequence of quantum channels strongly
converging to a quantum channel Φ0 and let A be a compact subset of S(H)
on which the von Neumann entropy is continuous. If one of the conditions
of validity of (30) presented in Section 7.2 holds then
lim
n→+∞
C¯(Φn,A) = C¯(Φ0,A).
Corollary 15. For arbitrary compact subset A of S(H), on which the
von Neumann entropy is continuous, the function Φ 7→ C¯(Φ,A) is continuous
on the set Fk=1(H,H′) for each k.21
Note that the set of channels having finite Kraus representation is dense
in the set F=1(H,H′) of all channels in the topology of strong convergence.
8.2 On continuity of the Entanglement of Formation
The notion of the Entanglement of Formation as a quantitative characteristic
of entanglement of a state in a composite quantum system is introduced in
[2] in the finite dimensional case. The possible infinite dimensional general-
izations of this notion are based respectively on the σ-convex roof and the
µ-convex roof constructions [6, 24]. Comparison of these constructions, in
particular, the sufficient conditions for their coincidence on subsets of states
of composite system are presented in [24], where the arguments showing
preferability of the µ-convex roof construction are also considered.22 So, in
21Fk=1(H,H′) is the set of all quantum channels from T(H) to T(H′) having the Kraus
representation consisting of ≤ k summands.
22The question of coincidence of the µ-convex roof and the σ-convex roof constructions
of the EoF on the whole state space is open (as far as I know). In [24] it is shown that this
question can not be solved by using only such general properties of the entropy as concavity
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what follows we will use the generalization of the EoF based on this con-
struction, t.i.
EF (ω) = (H ◦Θ)µ∗(ω) .= inf
∫
extrS(H⊗K)
H(Θ(̟))µ(d̟), ω ∈ S(H⊗K),
where Θ(·) = TrK(·) and the infimum is over all probability measures µ on
the set extrS(H⊗K) with the barycenter ω.
By proposition 8 in [24] to show continuity of the function ω 7→ EF (ω)
on a particular subset of S(H⊗K) it is sufficient to show continuity of one
of the functions ω 7→ H(TrKω) and ω 7→ H(TrHω) on this subset. Thus by
using the results of the previous sections one can obtain continuity conditions
for the function ω 7→ EF (ω).
Proposition 14. Let {ωn} be a sequence of states in S(H ⊗ K), con-
verging to a state ω0, such that limn→+∞H(ρn) = H(ρ0) < +∞, where
ρn = TrKωn for n = 0, 1, 2... Let {Φn} and {Ψn} be sequences of operations
in F≤1(H) and in F≤1(K) strongly converging to operations Φ0 and Ψ0 cor-
respondingly. If one of the conditions of validity of (30) for the sequences
{ρn} and {Φn} presented in Section 7.2 holds and TrΦ0 ⊗Ψ0(ω0) > 0 then
lim
n→+∞
EF
(
Φn ⊗Ψn(ωn)
TrΦn ⊗Ψn(ωn)
)
= EF
(
Φ0 ⊗Ψ0(ω0)
TrΦ0 ⊗Ψ0(ω0)
)
.
Proof. By the remark before the proposition it is sufficient to show that
lim
n→+∞
H(TrKΦn ⊗Ψn(ωn)) = H(TrKΦ0 ⊗Ψ0(ω0)) < +∞.
Since by the condition we have limn→+∞H(Φn(ρn)) = H(Φ0(ρ0)) < +∞
and TrKΦn ⊗ Ψn(ωn) ≤ Φn(ρn) for n = 0, 1, 2, ..., the above relation follows
from corollary 4 in [25]. 
The assertion of this proposition is valid in the following cases:
• Φn = Φ0 is a PCE-operation (see Section 4);
and lower semicontinuity since the σ-convex roof construction applied to a concave lower
semicontinuous and even bounded function instead of the entropy may be different from
the corresponding µ-convex roof construction (and may not satisfy the basic condition of
entanglement monotones).
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• {Φn} ⊂ Fk≤1(H) (the set of quantum operations having the Kraus rep-
resentation consisting of ≤ k summands).
Proposition 14 can be used in analysis of continuity of the EoF under
local operations.
9 Appendix
9.1 Continuity of the entropy on subsets of T+(H⊗K)
Proposition 10 in [22] can be generalized to subsets of T+(H⊗K) as follows.
Proposition 15. Let C be a subset of T+(H ⊗ K). Continuity of the
quantum entropy on the sets TrKC ⊂ T+(H) and TrHC ⊂ T+(K) implies
continuity of the quantum entropy on the set C.
Proof. Let {Cn} ⊆ C be a sequence converging to an operator C0 ∈ C.
If C0 6= 0 then by the condition we have
lim
n→+∞
H
(
CHn
TrCn
)
= H
(
CH0
TrC0
)
and lim
n→+∞
H
(
CKn
TrCn
)
= H
(
CK0
TrC0
)
where CHn = TrKCn and C
K
n = TrHCn for all n. Proposition 10 in [22] implies
lim
n→+∞
H
(
Cn
TrCn
)
= H
(
C0
TrC0
)
and hence lim
n→+∞
H (Cn) = H (C0) .
If C0 = 0 then convergence to zero of the sequence {H (Cn)} follows from
convergence to zero of the sequences {H (CHn )} and {H (CKn )} by means of
the inequality H (Cn) ≤ H
(
CHn
)
+H
(
CKn
)
, n ∈ N. 
9.2 Auxiliary results
Lemma 6. Let {ρn} be a sequence of states converging to a state ρ0 such
that limn→+∞H(ρn) = H(ρ0). For given natural k let P
k
n be a k-rank spectral
projector of the state ρn corresponding to its k maximal eigenvalues and let
Akn = P
k
nρn for all n.
23 For arbitrary ε > 0 there exist a natural kε and
23The projector P kn is uniquely defined if the state ρn has no multiple eigenvalues. In
any case all variants of P kn lead to isomorphic operators A
k
n and we assume that one of
them is chosen.
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a subsequence {Akεnt} converging to the operator Akε0 = P¯ kε0 ρ0, where P¯ kε0 is
a particular kε-rank spectral projector of the state ρ0 corresponding to its kε
maximal eigenvalues, such that
TrBkεnt < ε and H(B
kε
nt ) < ε,
where Bkεnt = ρnt − Akεnt is a positive operator, for all sufficiently large t.
Proof. Despite possible multiple meaning of the operator P k0 ρ0 the values
TrP k0 ρ0 and H(P
k
0 ρ0) are uniquely defined by the state ρ0. By lemma 4 in [15]
the sequence {H(P k0 ρ0)}k is nondecreasing and tends to H(ρ0) as k → +∞.
Let kε be such that TrP
kε
0 ρ0 > 1− ε/2 and H(ρ0)−H(P kε0 ρ0) < ε/3. Since
Akεn ≤ ρn for all n, the compactness criterion for subsets of T+(H) (see the
Appendix in [25]) shows relative compactness of the sequence {Akεn } and
hence existence of a subsequence {Akεnt} converging to an operator Akε0 . By
using coincidence of TrAkεn with supP TrPρn, where P runs over the set of
all kε-rank projectors, it is easy to show that A
kε
0 = P¯
kε
0 ρ0, where P¯
kε
0 is a
particular kε-rank spectral projector of the state ρ0 corresponding to its kε
maximal eigenvalues.
Since limt→+∞TrA
kε
nt = TrA
kε
0 and limt→+∞H(A
kε
nt) = H(A
kε
0 ) we have
TrBkεnt = 1− TrAkεnt ≤ |1− TrAkε0 |+ |TrAkεnt − TrAkε0 | < ε/2 + ε/2 = ε
and
H(Bkεnt ) ≤ H(ρnt)−H(Akεnt) ≤ |H(ρnt)−H(ρ0)|
+|H(ρ0)−H(Akε0 )|+ |H(Akεnt)−H(Akε0 )| < ε/3 + ε/3 + ε/3 = ε
for all sufficiently large t, where the second inequality is obtained by using
inequality (5). 
Lemma 7. Let {πi}+∞i=1 be a sequence of positive numbers. Then
sup
{xi}∈P+∞
H
({πixi}+∞i=1 ) = λ∗,
where λ∗ is either the unique finite solution of the equation
∑+∞
i=1 e
−λ/pii = 1 if
it exists or equal to g({π−1i }) = inf{λ > 0 |
∑+∞
i=1 e
−λ/pii < +∞} otherwise.24
24It is assumed that inf ∅ = +∞. The equation ∑+∞i=1 e−λ/pii = 1 has no solution if and
only if either g({pi−1i }) = +∞ or
∑+∞
i=1 e
−g({pi−1
i
})/pii < 1.
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Proof. By using the Lagrange method it is easy to show that the
function Pn ∋ {xi}ni=1 7→ H ({πixi}ni=1) attains its maximum at the vector{
x∗i = cπ
−1
i e
−λ∗n/pii
}
, where λ∗n is the solution of the equation
∑n
i=1 e
−λ/pii = 1
and c =
[∑n
i=1 π
−1
i e
−λ∗n/pii
]−1
. Hence
max
{xi}∈Pn
H ({πixi}ni=1) = λ∗n. (33)
The assertion of the lemma can be derived from (33) by noting that the
sequence {λ∗n} tends to λ∗ as n→ +∞ and by using lower semicontinuity of
the classical entropy. 
I am grateful to A.S.Holevo and the participants of his seminar for the use-
ful discussion. I am also grateful to the organizers of the workshop Thematic
Program on Mathematics in Quantum Information at the Fields Institute,
where the work on this paper was initiated. This work is partially sup-
ported by the program ”Mathematical control theory” of Russian Academy
of Sciences, by the federal target program ”Scientific and pedagogical staff
of innovative Russia” (program 1.2.1, contract P 938), by the analytical de-
partmental target program ”Development of scientific potential of the higher
school 2009-2010” (project 2.1.1/500) and by RFBR grant 09-01-00424-a.
References
[1] K.M.R.Audenaert, S.L.Braunstein ”On strong superadditivity of the en-
tanglement of formation”, arXiv: quant-ph/0303045;
[2] C.H.Bennett, D.P.DiVincenzo, J.A.Smolin, W.K.Wootters ”Mixed State
Entanglement and Quantum Error Correction”, Phys. Rev. A 54,
3824-3851, 1996, arXiv: quant-ph/9604024;
[3] P.Billingsley ”Convergence of probability measures”, John Willey and
Sons. Inc., New York-London-Sydney-Toronto, 1968;
[4] G.F.Dell’Antonio ”On the limits of sequences of normal states”, Com-
mun. Pure Appl. Math., 20, 413-430, 1967;
[5] I.Devetak, P.W.Shor ”The capacity of a quantum channel for simul-
taneous transmission of classical and quantum information”, arXiv:
quant-ph/0311131;
45
[6] J.Eisert, C.Simon, M.B.Plenio ”The quantification of entanglement in
infinite-dimensional quantum systems”, J. Phys. A 35, 3911, 2002,
arXiv: quant-ph/0112064;
[7] A.S.Holevo ”Statistical structure of quantum theory”, Springer-Verlag,
2001;
[8] A.S.Holevo ”Classical capacities of quantum channels with constrained
inputs”, Probability Theory and Applications, 48, N.2, 359-374, 2003,
arXiv: quant-ph/0211170;
[9] A.S.Holevo, M.E.Shirokov ”Continuous ensembles and the χ-capacity
of infinite dimensional channels”, Probability Theory and Applications,
50, N.1, 98-114, 2005, arXiv: quant-ph/0408176;
[10] A.S.Holevo, M.E.Shirokov ”On approximation of quantum channels”,
arXiv: quant-ph/0711.2245;
[11] A.S.Holevo, M.E.Shirokov, R.F.Werner ”On the notion of entanglement
in Hilbert space”, Russian Math. Surveys, 60, N.2, 153-154, 2005, arXiv:
quant-ph/0504204;
[12] M.Horodecki, P.W.Shor, M.B.Ruskai ”Entanglement breaking chan-
nels”, Rev. Math. Phys., 15, N.6, 629-641, 2003;
[13] A.D.Joffe, W.M.Tikhomirov ”Theory of extremum problems”, AP, NY,
1979;
[14] D.Leung, G.Smith ”Continuity of quantum channel capacities”, arXiv:
quant-ph/0810.4931;
[15] G.Lindblad ”Expectation and Entropy Inequalities for Finite Quantum
Systems”, Commun. Math. Phys., 39, N.2, 111-119, 1974;
[16] C.King, K.Matsumoto, M.Nathanson, M.B.Ruskai ”Properties of Con-
jugate Channels with Applications to Additivity and Multiplicativity”,
arXiv: quant-ph/0509126;
[17] M.A.Nielsen, I.L.Chuang ”Quantum Computation and Quantum Infor-
mation”, Cambridge University Press, 2000;
46
[18] M.Ohya, D.Petz ”Quantum Entropy and Its Use”, Texts and Mono-
graphs in Physics. Berlin: Springer-Verlag, 1993;
[19] K.Parthasarathy ”Probability measures on metric spaces”, Academic
Press, New York and London, 1967;
[20] R.Rockafellar ”Convex analysis”, Tyrrell, 1970;
[21] B.Schumacher, M.D.Westmoreland ”Optimal signal ensemble”, arXiv:
quant-ph/9912122;
[22] M.E.Shirokov ”Entropic characteristics of subsets of states”, arXiv:
quant-ph/0510073;
[23] M.E.Shirokov ”The Convex Closure of the Output Entropy of In-
finite Dimensional Channels and the Additivity Problem”, arXiv:
quant-ph/0608090;
[24] M.E.Shirokov ”The properties of the set of quantum states and
their application to construction of entanglement monotones”, arXiv:
math-ph/0804.1515;
[25] M.E.Shirokov ”Continuity of the von Neumann entropy”, arXiv:
math-ph/0904.1963;
[26] A.Wehrl ”General properties of entropy”, Rev. Mod. Phys., 50, 221-250,
1978;
[27] A.Winter ”On environment-assisted capacities of quantum channels”
arXiv: quant-ph/0507045.
47
