This article proposes an application-layer multiplexing scheme for teleoperation systems with multimodal feedback (video, audio, and haptics). The available transmission resources are carefully allocated to avoid delay-jitter for the haptic signal potentially caused by the size and arrival time of the video and audio data. The multiplexing scheme gives high priority to the haptic signal and applies a preemptive-resume scheduling strategy to stream the audio and video data. The proposed approach estimates the available transmission rate in real time and adapts the video bitrate, data throughput, and force buffer size accordingly. Furthermore, the proposed scheme detects sudden transmission rate drops and applies congestion control to avoid abrupt delay increases and converge promptly to the altered transmission rate. The performance of the proposed scheme is measured objectively in terms of end-to-end signal latencies, packet rates, and peak signal-to-noise ratio (PSNR) for visual quality. Moreover, peak-delay and convergence time measurements are carried out to investigate the performance of the congestion control mode of the system.
INTRODUCTION
With a teleoperation system, it is possible to immerse ourselves in environments that are remote or inaccessible to human beings. Teleoperation systems are also referred to as telemanipulation systems considering their manipulative ability in the remote environment. In addition to auditory and visual feedback, the bidirectional exchange of haptic information enables the human operator to interact with remote objects physically. As shown in Figure 1 , a teleoperation system consists of the human-system interface (HSI) as the master on the operator (OP) side, the teleoperator (TOP) as the slave system, and a communication link connecting them [Ferrell 1965; Sheridan 1993] . link between the TOP and OP. Assuming a first-come first-served (FCFS) scheduling discipline, the signal arrival times at the OP side and the packet departure times at the TOP side are as follows:
(1) At t V 1 = 0 ms, a packet containing the bitstream of video frame V 1 is ready for transmission at the TOP and its transmission is scheduled immediately as the channel is assumed to be idle at time instant 0 ms. The channel service time for the video packet V 1 is 32 ms for a video segment size of 4000 bytes and a transmission rate of 1 Mbps. (2) Slightly after video packet V 1 , the haptic packet H 1 is ready for transmission at t H1 = 1 ms and is scheduled to be transmitted after the video packet V 1 . (3) At time t H2 = 25 ms, another haptic packet H 2 is triggered for transmission and is scheduled to be transmitted after the preceding haptic packet H 1 . (4) For simple analysis, we assume in this example that the service time of a haptic packet is 1 ms.
In Figure 2 , on the left, the packet arrival times at the OP side are shown for each packet. The haptic packets encounter blocking delays due to the previously scheduled large video packet V 1 . The haptic packets H 1 and H 2 are delayed by 32 and 9 ms, respectively. The most critical problem from a teleoperation perspective is the varying delay (jitter) for the haptic samples. In this example, the interarrival distance between consecutive haptic samples is t H2 − t H1 = 25 ms − 1 ms = 24 ms; this distance becomes 1 ms at the OP side (see arrivals at the OP in Figure 2 ). As we expect variable video packet sizes and irregular haptic packet generations, this delay-jitter is unavoidable for the haptic samples, which may lead to instability problems for teleoperation systems. Furthermore, the varying delay distorts the regular display of the force samples, which may cause misperception of the remote environment. In the following subsection, we analyze the transmission scheduling problem in more detail.
Scheduling the Transmission of Video and Haptic Signals
To avoid large blocking delays for the haptic packets as shown in Figure 2 , they need to be highly prioritized and their immediate transmission must be ensured. The most suitable queueing discipline for such a scenario is a preemptive-resume scheduling strategy, in which a packet with high priority interrupts the transmission of a lowerpriority packet and the transmission of the lower-priority packet is resumed after transmission of the high-priority packet. To realize the preemptive-resume functionality, Walraevens [2005] divides the sender capacity into equal discrete-time serving slots for which the service time for a particular packet can be determined by the number of used slots. This model is used, for instance, for analyzing the performance of Asynchronous Transfer Mode (ATM) switches because ATM networks communicate using fixed length (53 bytes) cells and the transmission time of a cell is constant. Using the same perspective, the transmission for a teleoperation system can be sampled discretely by 1 kHz, which is the typical sampling rate of the uncompressed haptic signal. With this approach, we have a 1 ms accuracy to control the transmission service time of each packet. For the example in Figure 2 , if we consider fixed-length transmission slots of 1 ms, each slot corresponds to 125 bytes. In this case, the video packet V 1 can be transmitted in 32 slots. This scheme provides us with the opportunity to prioritize the important haptic packet H 1 , which is ready for transmission at t H1 = 1 ms. The transmission of the video packet is paused and the haptic packet H 1 is immediately put on the transmission channel. Once the haptic packet is transmitted, video transmission is resumed from where it was interrupted. Now, the delay for the haptic samples drops to 1 ms and the delay of the video packet is increased from 32 to 34 ms since its transmission is interrupted for 2 ms. Theoretically, the preemptive-resume strategy is the best scheduling option to stream high-priority haptic samples together with video data. However, it has some drawbacks in practice. To achieve 1-ms delay accuracy, the packets are constrained to small fixed-sized slots; consequently, we reach a high packet rate of 1000 packets/second. This causes an inefficient usage of network resources due to header usage for the transport protocol. Additionally, the high packet rate may quickly saturate the buffers in the network and some of the packets may consequently be dropped.
Related Work
In the literature, transmission schemes for teleoperation systems can be categorized into transport-layer and application-layer approaches. The transport-layer schemes were developed on top of the existing transport control protocol (TCP) and user datagram protocol (UDP) [Uchimura et al. 2002; Ping et al. 2005] . Their main focus is to optimize network scheduling, targeting a fast signal exchange between two control loops. For instance, Cen et al. [2005b] considered a scenario for control and sensing over multirelayed communication links and developed an optimized wireless network protocol for the case in question. Cen et al. [2005a] implemented a transport layer QoS management scheme on top of overlay networks for bilateral teleoperation systems involving multimodal interaction. They applied task dexterity detection to identify the priority of each media stream, and the available transmission rate was allocated based on the weighted priorities. Furthermore, they applied traffic shapers to ensure the allocated rate to the corresponding stream. For the application-layer approaches, previous works focused on the efficient encoding and transmission scheduling of multimodal streams. Lee et al. [2006] proposed a transmission scheme for haptic interactions in collaborative virtual environments, in which two remote clients interact to perform a collaborative task in a virtual world located on a server. To achieve the consistency between the local virtual worlds of the clients and the server, they employed dead-reckoning-based haptic event error control. Furthermore, they regulated the high data rate of the haptic communication by applying priority-based haptic filtering and network-adaptive aggregated packet generation to reduce the transmission rate demand of the system. Osman et al. [2007] proposed an application-layer protocol for haptic networking (AL-PHAN) that is embedded on top of a UDP. Instead of using RTP, ALPHAN introduces its own specific headers related to the haptic interaction, which reduces overhead because ALPHAN transmits packets at a rate of 1 kHz. Additionally, a specific object of an application can be prioritized based on a buffering scheme. Cha et al. [2007] , instead of using a new protocol design, multiplexed haptic content into MPEG-4 BIFS (binary format for scenes) and developed a multimodal broadcasting scheme for applications involving passive sense of touch. Eid et al. [2011] made a comprehensive study on haptic-audio-visual data communication protocols and proposed an extended version of the ALPHAN protocol [Osman et al. 2007 ] as an adaptive application-layer statistical multiplexing scheme (ADMUX) for a multimodal teleimmersion system involving haptic interaction. In their approach, the scheme allocates resources based on a statistical switching mechanism between modalities until the delay constraint of the signal is close to being violated. Furthermore, they reported that the QoS requirements are not always satisfied. Therefore, the scheme needs to employ delay and jitter compensation modules to ensure stability if it is applied for a bilateral teleoperation system. On the other hand, they mentioned that advanced data reduction and rate control techniques need to be employed for audio, video, and haptic signals to efficiently use the available transmission resources. Isomura et al. [2011] and Kaede et al. [2015] proposed QoE enhancement schemes with intrastream synchronization for bidirectional haptic interactions for a teleteaching tool. In their application, the audio, video, and haptic streams flow in both directions between the instructor and manipulator nodes. The application was tested over a 10 Mbps CBR link loaded by the media streams having average bitrates of 5.8 to 6.2 Mbps, and they applied application-layer transmission schemes with media adaptive playout buffering, skipping, and buffering haptic samples. According to the user-experience tests, the media-adaptive buffering with haptic sample skipping performed the best subjectively. However, this work lacks haptic data-reduction methods, which can also provide a satisfactory user experience at a reduced amount of data. Yashiro et al. [2013] and Yamamoto et al. [2014] addressed the transmissioncapacity problem when force feedback and video frames are transmitted together over CBR links having 4−10 Mbps transmission capacity and they employed an end-to-end flow controller to adapt the packet rate and bitrate of the visual-haptic streams. They showed that video frames generated by a JPEG [ITU-T 1993] encoder block the haptic packets and cause additional queueing delays. The authors apply adaptive selection for the bitrate and frame rate of the video stream and packet rate of haptic samples based on a transmission rate estimation scheme and a queueing observer which can be considered as a congestion detector. Although this approach has similarities with the methods that are being discussed in this article, the scheme does not employ the state-of-the-art haptic data rate-reduction techniques and the visual communication system applies primitive coding approaches such as JPEG and frame rate reduction down to 3 f ps, which causes high delay and a low visual quality for the observer. In this article, we integrate a transmission rate estimation scheme called the Time Intervals-based Bandwidth Estimation Technique (TIBET) [Capone et al. 2004 ] into our multimodal teleoperation system. In the literature, several transmission-rate estimation schemes [Brakmo and Peterson 1995; Stoica et al. 1998; Casetti et al. 2002] were proposed for congestion control mainly focusing on TCP/IP based applications. The transmission-rate estimation is performed using the timestamps and the length of the transmitted data packets. The estimation accuracy improves as the packet lengths get closer to the maximum transmission unit (MTU) size of the network and the timestamp resolution increases to the maximum possible clock frequency. However, the data sizes can be irregular over time based on the characteristics of the media traffic and it is challenging to reach high clock frequencies due to processing limitations. Thus, the literature proposes filtering and estimation techniques to perform transmission-rate estimation for noisy observations. TIBET [Capone et al. 2004 ] is an improved version of the TCP Westwood algorithm [Casetti et al. 2002] . Instead of using the individual packet transmission measurements, TIBET uses the average packet lengths and the average transmission times separately to estimate the transmission rate, which improves the precision of the estimation.
Previous Work and Contributions of the Article
In Cizmeci et al. [2014] , we proposed a delay-constrained resource allocation solution visual-haptic multiplexing for CBR links with known transmission rates and the aforementioned delay-jitter problem was addressed by applying the preemptive-resume strategy with a buffered approach for the efficient usage of the available transmission rate. We briefly explain the core idea of our previous work as follows:
Let d(n) be the target packet delay for packet n, as a function of the transmission rate C of the link and sizes P i of the backlogged packets in the link, as shown in Equation (1):
where P i is the size of the i th backlogged packet already in the channel and P n is the size of the current packet waiting to be injected into the channel. Assuming C to be known, we can adjust the size of the current packet P n in order to reach the target delay constraint d (n) . If this adjustment is performed for every packet prior to transmission and every packet waits for its preceding packet to be transmitted, the accumulated size of the backlogged packets can be minimized to zero, n−1 i=0 P i → 0. With this strategy, the system can guarantee the delay for every packet. Since the haptic packets are generated irregularly, the visual-haptic multiplexing scheme in Cizmeci et al. [2014] uses a buffer with a fixed size for the force samples to observe the transmit and not-transmit states of the haptic data-reduction scheme (explained in Section 2.1). With the multiplexing buffer, the scheme is able to foresee the upcoming transmission slots and determines the preemption and resumption times at the application layer. Additionally, if consecutive not-transmit slots exist in the multiplexing buffer, the transmission slots can be merged to reduce the packet rate and transport header usage.
This article extends the work in Cizmeci et al. [2014] and proposes an application layer multiplexing scheme for time-delayed teleoperation systems involving multimodal interaction. Contrary to the related work in the literature, we benefit from the advanced video codec H.264 [ITU-T 2005] , audio codec CELT [Valin et al. 2010] with rate-shaping capabilities, and state-of-the-art haptic data-reduction and delaycompensating control methods [Hinterseer et al. 2008; Xu et al. 2015] . Furthermore, we extended the multiplexing scheme with congestion control features. In the following items, we state the specific extensions of this article to the previous work in Cizmeci et al. [2014] :
(1) Transmission rate adaptation: The new multiplexing scheme estimates the transmission capacity of the link using the acknowledged packets coming from the demultiplexer side. We adopt the TCP-based transmission rate estimation algorithm described in Capone et al. [2004] for real-time UDP-based transmission. The estimation scheme in Capone et al. [2004] improves the well-known TCP Westwood algorithm [Casetti et al. 2002] by reformulating its filter, yielding an unbiased estimation of the transmission rate. Therefore, with the transmission rate estimation, the multiplexing scheme is able to automatically set the video bitrate, multiplexing throughput rate, and the force sample buffer size to provide a guaranteed end-to-end delay for the audio, video, and force signals.
(2) Congestion control: The transmission rate estimation algorithm in Capone et al. [2004] is very sensitive to network capacity changes. The round trip time (RTT) impairs the estimation and leads to underestimation of the available transmission rate during congestion. To quickly converge to the true network capacity, the estimated transmission rate is tracked over time and the scheme detects sudden congestion events to adapt the system parameters to the current network conditions. During congestion events, the scheme switches to its compensation mode to converge smoothly to the current transmission rate. The proposed congestion control extension for the transmission rate estimation algorithm in Capone et al. [2004] is discussed in Section 2.5.3.
(3) Channel adaptive video encoding: An accurate frame level bitrate control is needed at the video encoder to reach a low-delay visual feedback. In this work, we employ a video encoder that uses the ρ-domain rate control approach proposed in Gao et al. [2015] and which is able to generate CBR video streams. The proposed multiplexer is able to communicate with the video encoder to update the video bitrate and switch to intramode or intermode for each frame based on the changing network conditions. Demircin et al. [2008] developed a real-time streaming system for digital video broadcasting over time-varying wireless networks. Their scheme applies both transrating and scalable video coding techniques to transmit video streams with flexible bitrates over a wireless link with time-varying capacity. They proposed two concepts: single-and multiframe delay-constrained rate adaptation. Inspired from the single-frame delay-constrained rate adaptation solution, we adopted the same approach into low-delay streaming of teleoperation scenes. (4) Audio modality: We add the audio modality to get acoustic feedback, such as collision and dragging sounds from the remote environment. In the new scheme, which will be detailed in Section 2, the audio shares the transmission rate with the video stream based on a constant weight determined by the bitrate settings of the video and audio encoders. (5) Time-delay compensation control architecture: Considering teleoperation between geographically distant places, it is not possible to avoid signal propagation delay in the networks. To provide a stable and safe haptic interaction, it is necessary to employ a proper time-delay compensation control architecture in the system. In our system, we employ the time-domain passivity control approach, which is cascaded with a perceptual haptic data-reduction scheme [Xu et al. 2015] . The control architecture allows us to test the system for large RTTs, which challenge the transmission rate estimation and adaptation part of the system. Since this part is related to control engineering and does not affect the output traffic of the haptic data-reduction scheme [Hinterseer et al. 2008] , we refer the interested reader to the corresponding paper [Xu et al. 2015] and the demo video [Youtube 2016a ] for details about the control scheme.
Section 2 introduces the building blocks of the multiplexing scheme and explains the proposed algorithm. In Section 3, we give a detailed description of our setup and present the performance of the system with objective measurements. Section 4 contains our conclusions.
MULTIPLEXING SCHEME FOR MULTIMODAL TELEOPERATION
In Section 1.1, we defined the limited transmission-rate problem and the challenge of resource allocation between the different modalities. This section extends the visual-haptic multiplexing scheme in Cizmeci et al. [2014] to a multimodal version that also handles the estimation of variations in the available transmission rate. Figure 3 illustrates the media flow from the TOP to the OP. The video, audio, and force signals are captured, encoded, and put into the media data queues based on the FCFS principle. The multiplexer (MUX) can directly access the queues to forward the data to the channel. In the following sections, we first introduce the signal encoding blocks of each modality and then describe the details of the multiplexing algorithm.
Haptic Data Reduction
Psychophysics literature has shown that the human haptic perception of forces, velocity, pressure, and so on, can be modeled by a mathematical relationship between the physical intensity of a stimulus and its phenomenologically perceived intensity. This relationship has become known as Weber's Law of Just Noticeable Differences (JND): perceptual data reduction scheme for haptic signals Hinterseer et al. 2008] . Kuschel et al. [2006] made a further investigation on the performance of the existing frame-based and sample-based haptic data-reduction schemes by ensuring the passivity conditions and showed that sample-based data reduction methods achieve better immersion performance than frame-based approaches. Hence, we employ a sample-based perceptual data-reduction scheme in our system.
For the force feedback channel, the principle of perceptual deadband (PD)-based data reduction is illustrated in Figure 4 . According to Weber's Law, unsubstantial changes in the force feedback signal (shown as empty circles in Figure 4 (a)) are considered to be imperceptible and these haptic samples are dropped. When the difference between the recently sent sample and the current signal value violates the human perception thresholds (outside the green zones), the current value is sent as a new update and the DB threshold is also updated with this recent sample. At the OP side, the zeroorder-hold (ZOH) data reconstruction block interpolates the irregularly received signal samples back to its original sampling rate of 1 kHz, which is the minimum rate requirement for the local control loops [Colgate and Brown 1994] . For haptic perception, the DB parameter k is constant and has been found to be within the range of 5% to 15%, depending on the type of stimulus and the limb/joint where it is applied [Burdea 1996 ]. Furthermore, Hinterseer et al. [2008] performed subjective experiments over a wide range of DB parameters and reported that, for k = 10%, average sample rate reductions of up to 90% with satisfactory subjective ratings are achievable. For stable teleoperation of geographically distant TOPs and OPs, the time-domain passivity control architecture [Ryu et al. 2010 ] is applied after the perceptual deadband-based haptic data reduction [Xu et al. 2015] . With this extension, the teleoperation system can be tested under more realistic conditions, including significant communication delay.
Latency of Haptic Feedback. In a real teleoperation system, usage of a force sensor is necessary to acquire the true force signal sensed from the interaction between the robot end-effector and the remote objects. At the TOP side, we employ a JR3 6 DoF force-torque sensor [Ramming 1983 ] and we have a 6 DoF haptic device, Omage 6, from Force Dimension [FORCE DIMENSION 2001] at the OP side. In the following, we can define the overall latency on the force signal:
where t mux+net is the multiplexing and network delay and t DAQ is the delay introduced by the data acquisition (DAQ) card. The raw signal from the sensor is very noisy.
To reduce the noise level, the DAQ card has on-board DSP filters. According to the JR3 documentation, it is reported that the group delay of this filter is computed as
. In our teleoperation setup, we found that a filter with a cutoff frequency of 31.25 Hz is sufficient and in that case the acquisition delay is approximately 32 ms. t display is the delay that occurs between the computer and the haptic device. From the device API, it is measured as 1 ms. The overall delay on the force feedback can be computed as: t delay = t mux+net + 33 ms for our experimental setup.
CELT Audio Encoder
To achieve a low delay audio transmission for our teleoperation system, we employ the audio codec CELT [Valin et al. 2010 ], which introduces a very low algorithmic delay. The total latency encountered on the acoustic feedback can be written as follows:
t env is the delay introduced by the sound propagation in the environment; it can change from 5 to 20 ms depending on the distance between the microphone and source. t render is the processing delay on the soundcard. To read and write the data on the soundcard, we employed an audio I/O library called PortAudio [PortAudio 1999 ]. In the library documentation, it is reported that t render and t display delays are 12.7 ms each. In order to reach the lowest encoding and decoding latency of 5 ms, the frame buffer size is set to 240 samples at 48 kHz, which leads to 200 encoded frames per second. The encoder bitrate is set to 64 kbps with CBR mode so that each frame has a fixed size of 40 bytes. If we assume that the microphone is placed closest to the event that imposes approximately a 5-ms delay, the expected delay can be determined as t delay = t mux+net + 40.4 ms.
H.264 Video Encoder
In our teleoperation system, we employed an open-source version of the H.264/AVC video-coding standard called x264 [Merritt and Vanam 2004] and implemented the rate control (RC) approach proposed in Gao et al. [2015] to avoid buffer overflow delays due to limited communication transmission rate. The approach is based on the ρ − domain concept originally proposed in Zhihai and Mitra [2002] . It exploits the linear relationship between the video bitrate and ρ, which is the ratio of zero coefficients after applying the discrete cosine transform (DCT) in a frame. In order to apply this RC scheme in real time with good quality, in Gao et al. [2015] , we made further improvements and accelerations on Zhang and Steinbach [2011] and developed a precise and fast RC scheme on the video frames. Latency of Visual Feedback. The glass-to-glass (camera lens-to-display) latency of a video signal can be analyzed as follows:
where t camera is the capturing delay, t encoder is the encoding delay, t mux+net is the multiplexing and network delay, t decoder is the decoding delay, and t display is the delay introduced by the monitor. The rendering and display delays are hardware-dependent components and can be reduced by designing a custom hardware. For research purposes, we use commodity hardware components, which are off-the-shelf computers and available camera and display systems, introducing a considerable amount of delay. We name this delay intrinsic delay, t intrinsic , which is the sum of capturing and display delays, t intrinsic = t camera + t display . Following the approach taken in Bachhuber and Steinbach [2016] , we measure the delay as follows: A blinking light-emitting diode (LED) is placed in front of the camera and a photodiode is attached on the screen of the video display window. The time difference between the LED trigger and photodiode reaction is recorded with a microcontroller. This time difference gives the intrinsic delay, t intrinsic , that we described earlier (demonstration of the system can be watched here: Youtube [2016b] ). In the system, we used a GigE camera and a 144-Hz gaming display; the mean delay is measured as 60 ms for 720 p high-definition (HD) video at 25 fps. Regarding the decoding delay, t decoder , the current video decoders are very fast on commodity hardware and can decode a 720 p HD video in less than a millisecond. The encoding delay is the processing time of each frame during the compression and RC; it is measured as t encoder = 30 ms for a 720 p video stream at 25 fps. The multiplexing and network delay, t mux+net , depends on the frame size and the current available video bitrate. It can be controlled with a single-frame delay constraint [Demircin et al. 2008 ], as follows:
where TargetDelay is the desired constraint on the delay t mux+net and VideoTR is the current available transmission rate for video frames. Using the constraint in Equation (5), the frame size is computed and the bitrate of each frame is adjusted for the current video target rate. To avoid queueing delays for the video stream and efficiently use the available transmission rate, the delay constraint TargetDelay needs to be set close to the frame period. For a 25-fps video stream, the frame period is 1 25 sec = 40 ms. Since the RC might slightly deviate from the desired frame size, the TargetDelay is set to 35 ms. Using this approach, we expect that the system guarantees a 35∼40 ms delay due to transmission rate limitations for all levels of transmission rate budget. If we sum up the measured delays, the overall delay on visual feedback is around 125 ms excluding the one-way signal propagation delay between the OP and TOP.
Multiplexing Algorithm
The haptic data-reduction block uses the PD-based force data reduction integrated with time-domain passivity control scheme [Xu et al. 2015] . The constant Weber factor, k, determines the transmit/not-transmit states on the force signal. If the current force signal value exceeds the perceptual threshold defined by the previously sent sample, the encoder marks the current force sample for transmission and enqueues it into the force buffer. The system buffers a few force samples (force sample buffer in Figure 3 ) to observe transmit states of the force signal. The force encoder and MUX blocks are triggered in synchrony with a clock rate of 1 kHz. When the clock ticks, the force encoder pushes a sample to the force buffer tail and the MUX dequeues a force sample from the force buffer head. Considering the transmission flag of the force sample, it is either discarded or sent. The samples tagged as dark-gray blocks "F" need to be transmitted and the ones tagged as light-gray blocks "0" need not to be transmitted. According to the state of the system, the MUX can generate 7 types of packets; force (F), video (V), audio (A), audio-video (AV), audio-force (AF), video-force (VF) and audio-video-force (AVF) packets. The packet types are identified by the header information, "MUX Header," which fits into 1-byte storage space. Additionally, the MUX adds timestamps to measure the latencies, packet, and sample identification numbers to label the streams for correct decoding and sequential displaying. Details of the header and packet structures are given in Appendix A.
During multiplexing, the maximum size of each packet is limited to the MTU size of the ethernet protocol, which is 1500 bytes. If the packet size at the application layer exceeds the MTU size, the ethernet protocol divides the packet into fragments. The fragmentation adds an additional overhead on the transmission and increases the packet rate. If one of the fragments is lost during the transmission, it is not possible to recover the original packet using the remaining fragments, which leads to loss of more data. In Algorithm 1, we give the pseudocode of the multiplexing scheme. The MUX runs as a thread with a clock rate of 1 kHz. The first condition statement checks whether the channel is busy with a transmission or not. The Slots = 0 case shows that the channel is ready to serve the transmission of new data and Slots > 0 indicates that the channel is still busy with the transmission of the previous packet. When the channel is busy, the MUX cannot push a new packet into the channel and waits until the channel is ready for the new transmission. When the channel comes back to ready state, the MUX goes over the queued samples in the force buffer and counts the free slots tagged as "0" until hitting a planned force transmission tagged as "F" or reaching the tail of the force buffer. The MUX then inspects the data in the audio and video queues and decides the type of packet to send and may update the utilized number of Slots when the size of the multiplexed data is smaller than the available rate resources. In Figure 5 , the multiplexing algorithm is explained for the buffer state shown in Figure 3 . This example assumes a force buffer size of T = 5 ms, but the same method can be applied to different buffer sizes. For the sake of simplicity, without loss of generality, Step-by-step illustration of the multiplexing process using the force buffer state shown in Figure 3. we assume that audio and video information is always available for transmission. The same strategy applies to all cases of data availability. When both audio and video data are ready for transmission, the MUX distributes the resources fairly based on the encoder rate settings. This decision is made with a weighting function:
where R A and R V are the constant bitrate settings for the audio and video encoders, respectively. w V is the percentage of resources reserved for video when both audio and video data demand transmission resources. In Figure 5 , the rectangular blocks on the right are used to show the current state of the force buffer. As shown in Figure 3 , the head of the force buffer is on the left and the tail is on the right. In Figure 5 , each square block on the right represents a channel resource bucket for a 1-ms time period. For illustration purposes, we assume a 1-Mbps CBR channel that has 1-ms transmission slots with a size of 1000 bits. In Figure 5 , we demonstrate how the multiplexing works clock tick by clock tick. At clock tick (i), the channel is free to transmit data that allows the MUX to push new data onto the transmission link. The MUX checks the force buffer starting from the head until reaching a force sample in the buffer. In this example, the MUX encounters the first valid force sample at the head of the force buffer. This force sample has already been delayed by 4 ms by the buffer, which means that an additional 1-ms delay is tolerable to meet the maximum force delay constraint of 5 ms. To achieve this, we can transmit a 1000-bit packet that carries audio, video, and force data as well as the relevant header data to the OP. At clock tick (ii), the MUX waits for the transmission of the previous packet and a new force transmission state arrives at the tail of the force buffer. At clock tick (iii), the channel is free to transmit a new packet and the MUX checks the force buffer for upcoming force samples that need to be transmitted. At this time, the next "F" sample is located 4 slots from the head of the force buffer and a 4-ms transmission delay is tolerable to meet the force delay constraint of 5 ms. Thus, 4 resource buckets are available to form an audio-video-force packet fitting into 1000 × 4 = 4000 bits. The MUX now has to wait 4 clock ticks before the next packet transmission. During this waiting period, new transmission states arrive at the force buffer (see clock tick (iv)). The force sample is already delayed 1 ms by the force buffer; the packet transmission takes an additional 4 ms. In total, the force sample is subjected to a 5-ms delay, which also meets the target delay constraint on the force signal. 
Real-Time Transmission Rate Estimation and Adaptation of System Parameters
For teleoperation sessions running over the Internet or a wireless network shared with other users, the available transmission rate fluctuates in accordance with the side traffic in the network. Especially in the case of network congestion, the transmission rate for the teleoperation session may suddenly drop and cause dangerous situations during the manipulation. To keep the system staying on the alert for such cases, the transmission rate of the network needs to be instantly tracked and the throughput of the system and bitrate settings of the video encoder must be adapted to the current network conditions. To address this issue, in this section, we close the loop between the MUX and the demultiplexer to predict the available transmission rate of the forward channel (from the TOP to OP) and adapt the throughput of the MUX, the force buffer size, and the video encoder bitrate.
2.5.1. Transmission Rate Estimation. In our system, we adopt the TIBET [Capone et al. 2004 ] transmission rate estimation algorithm, as shown in Algorithm 2. For every packet, the MUX puts a packet timestamp (PTS, see packet structures in Appendix A in Table III ) and the demultiplexer immediately sends back the timestamp of the corresponding packet to the multiplexer side over the feedback channel for transmission rate estimation (see Figure 3) . In Lines 2 and 3 of Algorithm 2, the recently acknowledged packet length and transmission time are computed. In Lines 4 and 5, the average packet length and average sample interval are computed using a first-order IIR lowpass filter. α is the pole of the low-pass filters, which is between 0 ≤ α ≤ 1.0 and has a critical effect on the estimation performance. As α gets smaller, the algorithm becomes highly sensitive to changes in the available transmission rate. However, this causes oscillations on the estimation results. Conversely, as α reaches to 1, the algorithm produces stable estimates, but is less sensitive to changes in the network. In our setup, we experimentally identified that 0.995 is a compromise to achieve a balance between the response to changes in the network and the estimation accuracy. The average measured transmission rate TR avg (i) is computed as follows:
Using Equation (7), the oscillations for TR avg (i) are still too high and further processing is required to reach a smooth estimate. In Lines 6 and 7, we perform an adaptive filtering on the instant measurements TR avg (i) and exploit the oscillation effect. The adaptive filter coefficient is an exponential function (as seen in Line 7 of Algorithm 2) which adjusts the weight of the estimation based on the time interval between adjacent estimations. If the time difference between two estimations increases, the filter relies more on the current measurement. Especially during congestion, recent measurements give reliable estimations; thus, they should be highly weighted. This is provided by the adaptive filter weight with the increasing estimation intervals T est (i) caused by congestion. Conversely, the filter increases the transmission rate conservatively when the transmission capacity improves. Starting from Line 8 in Algorithm 2, the variables are updated for the next transmission rate estimation round.
Bitrate Adaptation.
Whenever a new transmission rate estimate is completed, the bitrate adaptation algorithm updates the multiplexing throughput rate, video bitrate, the multiplexing buffer size and audio-video weighting factor. Algorithm 3 shows the detailed operations of this stage. In Lines 3, 4, and 5, the multiplexing buffer size is updated in line with the new transmission rate estimate and the MTU size of the network. The MUX needs to limit the packet lengths to the MTU size (1500 bytes) of the transmission protocol because packets larger than the MTU size will be fragmented by the transmission protocol, which leads to an increase in packet rate and usage of headers over the network. With this limitation, the maximum multiplexing buffer size is bounded analytically with the MTU size and the current transmission rate estimate, as shown in Equation (8):
MTUsize(bits) TR(bits/sec) = 1500 × 8(bits) 1.2 × 10 6 (bits/sec) = 10 ms.
This numerical example shows the multiplexer buffer size selection for a 1.2 Mbps link. As the multiplexing buffer size increases, the packet rate (packets/seconds) of the system decreases because the multiplexer can fill more audio-video data into free transmission slots. To achieve the minimum possible packet rate, the multiplexing buffer should be set to its maximum possible size. However, it is difficult to update the buffer size instantly due to its usage in the communication loop and frequent updates may cause jitter on the force signal. Based on such reasons, the MUX updates the buffer size with multiples of 5, as seen in Line 4 in Algorithm 3. In Line 6, the bitrate of the video encoder is updated according to the current transmission rate estimation using a linear model. The model parameters are obtained by a separate experimental setup shown in Figure 6 . In this experiment, we run the system over known CBR channels with transmission rates from 800 to 2100 kbps with steps of 100 kbps using prerecorded teleoperation sessions. As seen in Figure 6 (a), we consider the channel and the multiplexer in the dashed box as a combined network bottleneck and the audio and force signals as the incoming side traffics. We apply transmission rate estimation at the video input of the MUX using Algorithm 2. For the transmission rate estimation, we treat every video frame as a single packet and the demultiplexer acknowledges a packet when the transmission of a frame is completed. The estimated transmission rate for each channel condition is recorded and averaged. In Figure 6 (b), the dots show the relation between the transmission capacity of the channel and the estimated average video bitrate that can be pushed into the system. As observed in the figure, there is a linear relationship between the channel capacity and the video bitrate. A linear model is fitted and used in the transmission rate adaptation algorithm (Algorithm 3, Line 6). The model parameters β and S are found as 0.87 and 89 kbps, respectively. Furthermore, a single-frame delay constraint, as described in Section 2.3, is applied to avoid queueing delays at the MUX input. Thus, the channel and MUX altogether finish serving each frame before the subsequent frame arrives. Finally, in Line 7 of Algorithm 3, the resource allocation weighting factor calculation in Equation (6) between the audio and video is updated.
2.5.3. Congestion Control. Sudden congestion events are considered as unexpected transmission rate drops due to increased side traffic in the network, which may have dangerous effects during telemanipulation. When congestion happens, the system enters an uncertain state for which the transmission rate is assumed to be unknown. Consequently, until transmission rate estimation converges to the current bitrate of the link, the current system parameters stay ambiguous and the signal delays suddenly increase at the same time. A trivial solution to the problem would be to stop immediately and restart the system from the lowest possible bitrate parameters. However, the transition would interrupt the user's interaction and it would take time to converge to a reliable transmission rate estimate. Also, if the congestions happen frequently, the stop and adaptation states can be annoying to the OP. Concerning a smooth transition to the new network conditions, an intelligent video frame dropping and bitrate adaptation strategy is applied. In Algorithm 4, we give our proposed method for congestion control for the transmission rate estimation in Algorithm 2. In Line 1, the derivative of the estimated transmission rate is computed using a 4 th order FIR filter. An increasing positive derivative of the transmission rate indicates a congestion event with a sudden drop. A decreasing negative derivative relates to an increasing transmission rate. Congestion control is activated when either the delay constraint for the force samples or the video frames is violated (Line 2 in Algorithm 4) and the derivative of the transmission rate is higher than a threshold. When the congestion starts, the current video transmission buffer is discarded and the video transmission breaks until all unacknowledged frames are acknowledged (Lines 3-6 in Algorithm 4). Then, the system continues probing the available transmission rate by restarting the video transmission with half the frame rate (temporal scalability) and intra-only mode. With this approach, we can safely sample the transmission rate, and the interruptions of the video caused by the cleared buffers are quickly recovered with intraframes (Lines 7-12 in Algorithm 4). When the delay constraints are back to normal and TRderivative reaches a value lower than the threshold, the system enters the recovery state and keeps its low-rate state (Lines 8 and 9) until a wait time threshold is reached (Line 15). Thereupon, the system increases the video frame rate back to normal and switches back to inter-intra coding mode (Lines 16-18).
EXPERIMENTAL SETUP AND RESULTS
The multiplexing scheme is evaluated using a teleoperation system consisting of a KUKA Light Weight Robot arm [KUKA Robotics 1898], a JR3 Force/Torque sensor [Ramming 1983] , and a Force Dimension Omega 6 haptic device [FORCE DIMENSION 2001] . The TOP and OP are separated by a hardware network emulator [APPOSITE-TECH 2005] , which can impose precise channel-rate limitations and network delay. The tested RTT delays are symmetrically set in the network emulator and the feedback channel that transmits the velocity and acknowledgment packets is assumed to have enough transmission rate in our experiments. Real-time Xenomai Linux-based machines are used to measure signal latencies and estimate the transmission rate. The GigE camera [Allied Vision 1992] is attached to the robotic arm (eye-on-the-hand) focusing on the operating end-effector and its operation region. The TOP robot is equipped with a single-point contact tool to interact with wooden toys in the remote environment. Using the tool, the OP can move the toys and peg them in the corresponding holes, which can be considered as a representative task for teleoperation applications. Appendix B gives detailed information about the design of the teleoperation testbed and the experimental procedure. Note: We also present the delay performance of the system with respect to each signal. The one-way 50 ms delay is subtracted from the results to clearly illustrate the delay effect of the transmission bottleneck.
Experiment 1: Teleoperation Over Constant Bitrate (CBR) Links
In this experiment, we demonstrate the performance of the system for CBR links. The CBR link from TOP to OP is set to 1, 2, and 3 Mbps with a symmetric RTT delay of 100 ms. The OP performs the following fixed task: the OP moves the tool tip, holds the object from the hole, moves it 10 cm, releases it, and moves it back to the initial position (see Appendix B for details). The target points are marked to avoid the deviation from the desired manipulation. During the teleoperation, the estimated transmission rate, number of transmitted packets, peak signal-to-noise ratio (PSNR) for visual quality and signal delays are instantly probed for the evaluation of the teleoperation system together with the multiplexing scheme. TR est performance: In Table I , we observe that the mean of the transmission rate estimate converges to the target bitrate. Approximately 97−99% of the available transmission rate can be detected. In the latter columns, we report the root mean squared error (TR rmse est ) and standard deviation (TR σ est ) from the original transmission rate as the precision loss of the transmission rate estimation. We observe a little precision loss in the estimate as the transmission rate increases because of the numerical computation error issues mentioned in Section 2.5.1.
Packet rate:
As the available transmission rate increases, the average packet rate rises due to the increased video bitrate for better visual quality. The packet rate results are very promising compared to haptic communication systems without data-reduction schemes, which need to transmit 1000 packets/sec. With the help of haptic data reduction and multiplexing schemes, it is still possible to have a packet rate reduction around 75−87% for audio, video, and haptics if we take 1000 packets/sec as reference. If we compare this result with the systems that are transmitting only haptic signals with a data reduction of 90% [Hinterseer et al. 2008] , we can conclude that the multiplexed audio and video data does not cause a high increase in packet rate. Visual quality PSNR: The visual quality of the teleoperation scenes (1280 × 720 @ 25 fps) are measured in terms of mean, standard deviation, minimum, and maximum of PSNR in dB. We observe that the system adapts the video bitrate, and the quality of the video stream is improved as the available transmission rate increases. It is important to note that the quality of the video is highly dependent on the motion in the teleoperation scenes. Because of the camera mounted on the robotic arm, when the robot is in high motion, the PSNR reaches its minimum value. Conversely, the PSNR reaches its maximum value when the robot is steady. Force delay: The statistics of force delay demonstrate that the multiplexing scheme successfully controls the delay of the force signal. In the lower part of Table I , the maximum force delay column shows that the force samples are not delayed more than the multiplexing buffer size, which is determined by Algorithm 3. The mean and jitter values refer to the average and standard deviation of the original transmission delay for the force samples. To avoid signal distortion for the early force sample arrivals, the demultiplexer applies play-out buffering by checking the timestamps to display the force sample at the correct time. Thus, the mean force delay can be shifted to the target delay with 0 ms jitter.
Video delay:
We observe that the linear video bitrate model determined in Section 2.5.2 performs successfully in controlling the video delay together with the singleframe delay constraint. The delay constraint is set to 35 ms and we observe that the system converges to the constraint with very low jitter. If we check the minimum and maximum delays, there are sometimes outliers due to rate control deviation on some frames. However, the low jitter value indicates that these outliers very rarely occur. Audio delay: The audio frames reach the demultiplexer side very fast. We observe a little decreasing trend on the audio delay as the network capacity increases because the audio bitrate is kept constant in all transmission rate conditions as 64 kbps, which gives sufficient sound quality for the interaction. Consequently, the audio delay slightly decreases as the available transmission rate increases.
Experiment 2: Congestion Control Results
In this experiment, the available transmission rate of the communication link suddenly drops from 3 to 2 Mbps while the OP is in contact with a remote object and drags it over the surface. We test the performance of Algorithm 4, in which the system detects congestion and converges quickly back to the current transmission rate. As the RTT increases, the transmission rate estimation is delayed. Consequently, the system adaptation to the transmission rate change is also delayed. Thus, the system pushes at a high data rate until it estimates the current transmission rate. During this period, signal delays are higher than the desired delay constraints. In Table II , we show the system response to the congestion event when the RTT is 100, 200, and 300 ms and compare the signal delays for the enabled and disabled congestion control (Algorithm 4). We show the peak delay for the haptic and video signals, compute the transmission rate estimation drop with respect to the target bitrate of 2 Mbps, and measure convergence time, which is the time difference between the time when congestion begins and the time when the estimate converges to 2 Mbps. From the table, we can see that the congestion control reduces the system latency by controlling the video throughput of the system. On the other hand, we see that the RTT plays an important role and it gets challenging for the system to adapt the parameters as the RTT increases. In Figures 7, 8 , and 9, we illustrate the corresponding force and video delay plots for the test conditions RTT 100, 200, and 300 ms. In the following, we comment on the results for the delay plots. The demo video of the setup and the results for RTT = 100 ms can be watched in the referenced link [Youtube 2017] . . Delay improvements for congestion control when a sudden transmission rate drop occurs from 3 Mbps to 2 Mbps at an RTT of 100 ms. To illustrate the delays due to the transmission rate, a 50-ms one-way delay is subtracted from the signal delays.
RTT 100 ms: Figure 7 shows the estimated transmission rate results and the delay profiles of video and force signals when the RTT delay is set to 100 ms. If the congestion control is not enabled, we observe that the transmission rate estimation Algorithm 2 conservatively drops the throughput below 1 Mbps, although the current transmission rate is 2 Mbps. However, with the help of Algorithm 4, the system detects the congestion event and probes the communication link capacity slightly to converge to the true transmission rate. The red line in the figures illustrates the estimated transmission rate; we observe that the congestion control mode helps the estimator to quickly converge to the current transmission rate of the link. Moreover, we draw plots for the force and video delay profiles that are aligned with the transmission rate estimation result. We observe more delay constraint violations if the congestion control mode is off. On the other hand, the peak delays do not cause critical lags on both video and force signals, as shown in Table II . RTT 200 ms: Figure 8 illustrates the estimated transmission rate results and the delay profiles of video and force signals when the RTT delay is set to 200 ms. If we compare the transmission rate estimation results in Figure 8 with Figure 7 , we observe that the transmission rate estimation diverges very quickly from the current transmission there is a significant improvement on video delay by enabling the congestion detection and compensation scheme. RTT 300 ms: Figure 9 illustrates the estimated transmission rate results and the delay profiles for video and force signals when the RTT delay is set to 300 ms. When we compare the transmission rate estimation results in Figure 9 with Figures 8 and 7 , the increasing RTT delay significantly impairs the estimation. Especially if the congestion control scheme is off, the estimation drops close to 500 kbps and it takes more than 10 seconds to converge to the current transmission rate of the link. Similar to the force delay results for the RTT delay 100 ms case, the congestion control mode quickly recovers the force delay back to its desired constraint. On the other hand, when the . Delay improvements for congestion control when a sudden transmission rate drop occurs from 3 Mbps to 2 Mbps at a RTT of 300 ms. To illustrate the delays due to the transmission rate, 150 ms one-way delay is subtracted from the signal delays.
congestion control mode is switched off, the video delay diverges close to 900 ms because of the late adaptation of video bitrate in Figure 9 (c). However, as seen in Figure 9 (d), enabling the congestion control mode helps the system to recover the video delay in a very short time without any overshoot.
CONCLUSION
In this article, we studied a haptic teleoperation scenario under low-bitrate and delayed network conditions. We introduced an application layer communication protocol that transmits the multimodal signals with low latency while efficiently utilizing network resources. To achieve this, we employed the recent data reduction and bitrate control techniques in the audio-visual-haptic communications context. More specifically in this article, we focused on the estimation of available transmission rate and the effects of sudden congestion on the signal latencies. The capacity of the communication path is instantly estimated, as are the system parameters; the video bitrate, multiplexing throughput, and force buffer length are adapted to the available network resources. Moreover, we developed a congestion control scheme that becomes active when the link capacity drops suddenly as a result of increased side traffic. The results show that the congestion latency can be recovered quickly by lowering the video frame rate and bitrate. On the contrary, we illustrated that increasing the RTT delay challenges the system and recovering back to true transmission rate takes longer. In Figure 10 , we show the structure of the "MUX Header." The first 3 bits marked with "M" in Figure 10 represent the packet type. With 3 bits, 8 different packet types can be signalled, which is sufficient for the current multiplexing scheme. Currently, bits 3, 4, 5, and 6 ("N") are reserved for future modalities and control signalling. If the packet type includes video data, the bit 7 tagged as "L" is used to signal the video frame completion, which means that the frame is ready for decoding. The multiplexing scheme divides the encoded video stream into fragments of different sizes. When the current video frame transmission is completed, the demultiplexer is triggered to pass the bitstream to the video decoder. In Table III , the multiplexing header is shown as H(1), where (1) represents the size of the information as 1 byte. According to the packet type, we need to signal additional information-such as timestamps, data indexes, and payload lengths-after the multiplexing header. Every packet contains a timestamp, shown as PTS(2), which is the clock time when the packet is pushed into the channel. Using the packet timestamp, the demultiplexer can measure the transmission time of each packet. The multimedia information follows these headers; according to the type of the modality, the following information is added:
Force: If the packet contains a force sample, sample id SID(2), sample timestamp STS(2), sample payload SPL(6), and energy payload EPL(12), which is used for the control architecture, are added to the packet. Each force sample is represented by a 2-byte floating number in the sample payload and each energy sample is represented by a 4-byte floating number in the energy payload. (2), and payload length APLL(2) for each audio frame. After all the side information, the audio payloads (in total X bytes, determined by the MUX) are written into the packet. In addition to the multiplexing information, the transport protocol adds its own header information to every packet. The used protocol(s) should be known to the MUX because the protocol header size needs to be taken into account while allocating the channel rate to the packets. In our setup, the UDP/IPv4 protocol is used and 42 bytes are reserved for the UDP/IPv4 header information. The overall overhead size is calculated by adding up the 42 bytes UDP/IPv4 protocol header to the estimated size of each packet type given in Table III . Figure 11 illustrates the implemented testbed. The OP and TOP computers, running Real-Time (RT) Xenomai Linux kernel, run the local control loops at 1 kHz and are physically separated via ethernet with a hardware network emulator (Apposite Netropy N60). The TOP computer communicates with the KUKA LWR control unit and transmits the computed (X, Y, Z) position of the robot end-effector. The KUKA control unit has its own closed kinematics computation loop for moving the robot joints to the desired end-effector position. The video encoding and decoding are performed on separate machines because the computation load of the video processing interferes with the local control loops at the OP and TOP. It is challenging to synchronize the control loops at 1 ms accuracy. Therefore, we employ a separate computer as a clock server machine that sends timestamps to synchronize the control loops at both sides. These timestamps are used to measure the end-to-end latencies for the evaluation of system performance. Fig. 11 . Teleoperation system testbed. The physical structure of the teleoperation system is given, and the computers and hardware are interconnected through ethernet-based interfaces. The dimensions of the manipulation tool are given in Figure 12 (a). Its total length from bottom to tip-end is 165 mm and the tip diameter is semi-conical, from 8.8 to 14 mm to fit into the object holes (13 mm, given in Figure 12 (c)) for manipulation tasks involving holding and dragging. Figure 12(b) illustrates the construction of the manipulation platform. As observed from Figure 12 (b), the dimensions of the triangleand square-shaped holes are drilled slightly larger (+5 mm) to perform the pegging operation smoothly. The 3D object files are provided at the Supplemental Files section. Therefore, the objects and the manipulation tool can be either reproduced in a workshop or 3D printed.
B. TELEOPERATION TESTBED DESIGN
Figure 13(a) shows the experimental setup at the TOP side. The camera is mounted and fixed on the robot hand (eye-on-the-hand) monitoring the single-point metal endeffector, the manipulation platform and objects. Figure 13 (b) illustrates how we performed Experiments 1 and 2. For consistency between different experimental sessions and reproducible results, we force the OP to make a controlled movement during the manipulation. The procedure is as follows:
(1) At the beginning, the end-effector is in free-space above the object. The OP moves slightly toward the object and gets in contact with it by holding from its hole. (2) The OP drags the object to the target location, which is placed 10 cm apart, as shown in Figure 13 (b). (3) When the target is achieved, the OP releases the object and moves upwards.
(4) The OP approaches the object once again to drag it back to the initial position.
(5) Similarly, it holds the object, brings it back to the initial position, and releases the object.
C. DISCUSSION ON DELAY REQUIREMENTS AND INTERMEDIA SYNCHRONIZATION
In Table IV , we give the latency performance of our teleoperation system, excluding the one-way propagation delay. From Table IV , we can conclude that our teleoperation system does not violate the reported maximum tolerable delay and jitter constraints shown as bold numbers [Marshall et al. 2008; Eid et al. 2011] . On the other hand, one-way propagation delay cannot impair the delay requirements for video and audio streams up to 275 ms and 100 ms delays, respectively. However, the delay requirement on haptic signals in Table IV is very tight, but this is for systems without delay-robust control architectures. In our system, delays up to 250 ms one way can be tolerated [Xu et al. 2015] . It is important to note that the QoS constraints given in Table IV were determined for teleconferencing systems (audio-video) and shared haptic virtual environments. Therefore, we also need to consider delay perception research for teleoperation systems and cross-modality effects. Due to the bidirectional communication of velocity/position-force signals and varying environment conditions, studying the human delay perception in haptic teleoperation systems is challenging compared to audio-visual delay perception [Rank et al. 2010] . Vogels [2004] reported that time differences up to 45 ms between visual and force signals are acceptable when the subject hits a stiff wall with the haptic device. The author also Note: The bold numbers refer to the delay requirements as the maximum tolerable delay and jitter for haptic, video and audio streams given in Marshall et al. [2008] and Eid et al. [2011] . reported that the perception of delay between force and visual stimuli can be larger under some telemanipulation situations. Rank et al. [2010] showed that the operator's movement dynamics, the local haptic device features, and the penetration depth into structures of the remote environment affect visual-haptic delay perception. In their experiments, the delay detection thresholds are between 24 to 46 ms. Unlike the other publications, Silva et al. [2013] report that the acceptable delay between all modalities (A-V, A-H, and V-H) is around 100 ms regardless of the haptic device type. In contrast to previous studies, they performed the experiments in a passive interaction, in which the subject simply holds the stylus and perceives a controlled interaction. To sum up, it is important to note that most of these previous studies did not consider the intrinsic delays in their system, as we reported in this article. In Figure 14 , we give the maximum time difference (which takes place when force buffer size is 5 ms) between modalities when we consider the delays including (Figure 14(a) ) and excluding ( Figure 14(b) ) the intrinsic and encoding delays. As seen in Figure 14 (a), the delay between video and haptic signals is around 87 ms. Under the current conditions, subjects report that they perceive the signals still in synchrony and the remote interaction is smooth for all tested RTT delay cases. On the other hand, it is important to note that the intrinsic delays and encoding time can be reduced by using specialized hardware for the visual communications part of the system. If these delays are reduced, the asynchrony between the signals is lower than the reported thresholds in the literature given earlier (see Figure 14 (b) with the multiplexing delays only).
