Microarray data, which come from many steps of production, have been known for containing noise. The pre-processing is implemented to reduce the noise, where the background is corrected. Prior to further analysis, many Illumina BeadArrays users have applied the convolution model, to estimate the true intensity value: a background corrected data, the model which has been adapted from where it was first developed on the Affymetrix platform.
Introduction
It has become a common knowledge that data from microarrays experiment will contain some non-biological noise. Therefore, the data needs to be adjusted. In this case, implementing the pre-processing will adjust the intensity value (Huber et al. [7, 8] ) and provide the estimation of the true intensity value. In modelling the noise, it can be additive or multiplicative (See, Li and Wong [14] , and Bolstad et al. [1] , Wu et al. [21] , Huber et al. [6] and Silver et al. [20] ).
In the robust multi-array average (RMA), modelled the noise as additive to correct the intensity value. Although the RMA was developed for the Affymetrix platform, in the beginning, it was also used for the data from the Illumina platform.
Currently, there are some models to correct the intensity value of Illumina platform available, for instances: model-based background correction method (MBCB) from Ding et al. [4] and Xie et al. [22] , exponential-gamma from Chen et al. [2] , gammanormal from Plancade et al. [17] and exponential(gamma)-lognormal from Fajriyah [5] .
The study of Posekany et al. [18] by using the Affymetrix and Invitrogen platforms show that the noises in microarray data are not Gaussian but far more heavy-tailed.
In the Illumina platform case, Chen et al. [2] show that the noise distribution is usually skewed in different degrees. Therefore, while the intensity values are widely accepted as skewed distributed, the noise distribution could possibly symmetry or skewed distributed.
McDonald and Xu [15] have introduced a distribution tree of generalized beta distribution, which is used to model the income distribution. It has a similar nature to the microarray data where the random variable is a non-negative value. Quite recently, This paper aims to present the estimator of the true intensity value where the noise is symmetric and skewed distributed. If the noise is skewed distributed, the underlying distributions at the proposed convolution model are the generalized beta distributions, a generalized model of the existing ones. If the noise is symmetrically distributed, the proposed model is generalized beta-normal convolution, which is a generalized model of the model of Plancade et al. [16, 17] . This paper is organized as follows. In Section 2 we review previous work related to the background correction for Illumina BeadArray. Section 3 explains the results of our investigation and Section 4 a remark of the conclusions.
Previous work

Basic concepts
Definition 2.1. Let X and Y be two continuous random variables with density functions f (x) and g(y), respectively. Assume that both f (x) and g(y) are defined for all real numbers. Then the convolution f * g of f and g is the function given by
Theorem 2.1. Let X and Y be two independent random variables with density function f X (x) and f Y (y) defined for all x. Then the sum Z = X + Y is a random variables with density function f Z (z), where f Z is the convolution of f X and f Y .
Background correction by RMA
In modelling the intensity values, the RMA ([1], and [10] [11] [12] ) assumes that the intensity values are affected by the noises of the chip. The RMA model is as follows:
where P = P M is the observed probe level intensity of perfect match probes, S is the true signal, with S ∼ f 1 (s; θ) = Exp(θ), θ > 0, and B is the background noise of the chip with B ∼ f 2 (b; µ, σ 2 ) = N (µ, σ 2 ), µ ∈ R, σ 2 > 0. To avoid negative intensity values, we truncate B at 0 from below; this will not change its density function
Assuming independence, the joint density of the two-dimensional random variable
Furthermore, the transformation formula for two-dimensional densities gives that joint density of S and P is
From equation (2.4) we get the marginal density of P and the conditional density of S given P in equations (2.5) and (2.6) below, respectively:
The background adjusted intensity is computed by the estimated signal given the observed intensity. It is the conditional expectation
The substitution s = µ S,P + σt, yields
and thus the estimator is written as [1]
2.3 Exponential-normal MBCB Xie et al. [22] use the same underlying distributions in Equation ( The estimator of the true intensity value of [22] is
2. Under convolution model of (2.2), where the true intensity value is assumed exponentially distributed and the noise is normally distributed, then we need to estimate the parameters θ, µ, and σ 2 . Xie et al. [22] offer three parameters estimation methods: the non-parametric, maximum likelihood and Bayesian.
On the other hand, RMA apply the ad-hoc method.
2.4 Gamma-normal convolution Plancade et al. [16, 17] introduced gamma-normal convolution to model the background correction of Illumina BeadArray. The model is based on the RMA background correction of Affymetrix GeneChip. Plancade et al. [16, 17] assume that the intensity value is gamma distributed and the noise is normally distributed.
Under the model background correction in (2.2), f P is the convolution product of f S and f B . The true intensity S is estimated by the conditional expectation of S given
, α, β, x > 0 is the gamma density.
When S is gamma distributed and B is normally distributed, then equation (3.15) has no analytic expression like (3.14). Plancade et al. [16, 17] implemented the Fast Fourier Transform (fft) to estimate the parameter. Moreover, equation (2.11) can be written asS Chen et al. [2] proposed for the distribution of the true intensity and its noise, under the convolution model of Equation (2.2), the exponential and gamma distribution, respectively. Therefore, S ∼ f 1 (s; θ) = Exp(θ), and B ∼ f (b; α, β) = GAM(α, β), where s, b, θ, α, β > 0.
Exponential-gamma convolution
The corrected background intensity for the proposed model ([2]) iŝ
(2.13)
Exponential-lognormal convolution
Under model (2.2), when the true intensity S is assumed to be exponentially distributed S ∼ f 1 (s; θ) = θe −θs , θ, s > 0, and the background noise B is assumed to be
, µ ∈ R, σ 2 , b > 0, the estimator of the true intensity value isŜ
where
, and
Gamma-lognormal convolution
Under model (2.2), when the true intensity S is assumed to be gamma distributed
, α, β, s > 0, and the background noise B is assumed to be
, µ ∈ R, σ 2 > 0, the estimator of the true intensity value isŜ
For the exponential-lognormal and gamma-lognormal models, [5] implements three methods for the parameters estimation: Maximum likelihood estimation (MLE), nonparametric, and plug-in.
Results
In the subsequent sections, we will explain the generalized beta convolution model and its true intensity estimator.
Generalized beta distribution convolution
The joint density function
Under the convolution model of Equation (2.2), where P is the observed intensity of regular probes, S is the true signal, with
and B is the background noise with
The joint density function of S and B is
The joint density function of S and P is f S,P (s, p)
The marginal density function
The marginal density function of P is
Let s p = z, therefore, the equation (3.5) becomes
and
The conditional density function
The conditional density function of S where it is known that P = p is
(3.7)
The estimation of the true intensity value
The true intensity value is estimated by taking the expectation of the conditional density function at Equation (3.7). It is computed as followed:
The likelihood function
The likelihood function to estimate a 1 , c 1 ,
The log-likelihood function l is
Generalized beta -Normal convolution
Although Figure 1 .1 covers normal distribution, we can not derive the estimator of the true intensity value when the noise is normal, from the Equation (2.2). The normal distribution at Figure 1 .1 is the one parameter normal distribution only. Therefore, in this section, we derive the true intensity estimator when the noise is symmetrically distributed, a normal distribution.
The joint density function
Under the convolution model of Equation (2.2), where P is the observed intensity of regular probes, S is the true signal, with (3.12) and B is the background noise with
The joint density function of S and P is
The conditional density function
The estimation of the true intensity value
The true intensity value is estimated by taking the expectation of the conditional density function at Equation (3.19). It is computed as followed:
The likelihood function
The likelihood function to estimate a, c, f, u, v, µ, and σ 2 is
We have studied the additive models of background correction for beadarrays and proposed the generalized model where the true intensity and the noise are assumed skewed distributed and where the true intensity is skewed distributed but the noise is symmetrically distributed. In this paper we have shown the estimator of the true intensity value of the proposed models.
In the implementation of this generalized estimator, Under the convolution model of Equation (2.2), for any combination of the distributions from the family of generalized beta distribution then the estimator of the true intensity value can be derived from the Equation (3.8).
A generalized model of gamma-normal model, generalized beta-normal, has been developed and the true intensity estimator is as in the Equation (3.20)
2. in case there is no benchmarking data set, the methods which have been implemented by [22] , [2] , and [16, 17] can be used to assess the best convolution model for the background correction.
3. in case there is no control probes data available, we can adapt the convolu- and zero other wise with 0 ≤ c ≤ 1, and b, p, and q positive.
In this paper, the parameters are a, f, c, u, and v, instead of a, b, c, p, and q respectively.
