A feature extraction method based on LMD and MSE and its application for fault diagnosis of reciprocating compressor by Hai-yang Zhao et al.
  © JVE INTERNATIONAL LTD. JOURNAL OF VIBROENGINEERING. NOV 2015, VOLUME 17, ISSUE 7. ISSN 1392-8716 3515 
1774. A feature extraction method based on LMD and 
MSE and its application for fault diagnosis of 
reciprocating compressor 
Hai-yang Zhao1, Jin-dong Wang2, Jun-jie Xing3, Yi-qi Gao4 
Mechanical Science and Engineering Institute, Northeast Petroleum University, Daqing, China 
2Corresponding author 
E-mail: 1zhaohaiyang2003@126.com, 2wjd327@126.com, 31205053943@qq.com, 4gyq327@163.com 
(Received 9 April 2015; received in revised form 23 June 2015; accepted 15 July 2015) 
Abstract. According to the nonlinearity, nonstationarity and multi-component coupling 
characteristics of reciprocating compressor vibration signal, a feature extraction method based on 
Local mean decomposition (LMD) and Multiscale entropy (MSE) is proposed for the diagnosis 
of reciprocating compressor oversized bearing clearance faults. Vibration signals in each state are 
decomposed into a series of PF components with LMD method, and the highlighted PF 
components which contain the main information of fault state were chosen according to the 
correlation coefficient. MSE of the selected PF components were calculated, and the optimized 
scale factor was selected based on the maximum of average distances between different states, so 
the eigenvectors which have the best divisibility were extracted. Taken SVM as pattern classifier, 
the eigenvectors of four bearing clearance faults were diagnosed, and superiority of this method 
is verified by comparing the recognition results of the eigenvectors extracted by three other 
methods. 
Keywords: LMD, multiscale entropy, reciprocating compressor, bearing clearance, fault 
diagnosis. 
1. Introduction 
Reciprocating compressors are one of the most popular machinery used in petroleum and 
chemical production processes, and their operational safety has become the significant subject of 
the intensive investigation and research with the increasing demand for high performance, safety 
and lower maintenance costs of the machinery [1, 2]. Vibration based measurement and analysis 
technique has proven to be highly effective in health monitoring and fault diagnosis of machinery 
and equipment for the abundant operational state information embodied in vibration signal [3, 4], 
and some of those techniques have successfully detected faults in rotating machinery such as 
gearbox and bearing under certain conditions [5, 6]. However, the vibration signals of 
reciprocating compressor have characteristics of nonlinearity, nonstationarity and 
multi-component coupling due to the factors such as clearance, nonlinear stiffness of bearings and 
the unbalanced and time-varying forces of components, and those traditional techniques, such as 
the time-domain statistical indicators and Fourier transform, may fail to extract effective features 
from the vibration signals in the fault diagnosis procedures of reciprocating compressor [7]. 
LMD is a novel self-adaptive time–frequency analysis method proposed by Smith [8]. It can 
self-adaptively decompose a complicated multi-component signal into a set of PF components, 
each of which is the product of an envelope signal and a purely frequency-modulated signal. 
Therefore, LMD is a suitable approach to deal with nonstationary, nonlinear and multi-component 
coupled vibration signal of rotating and reciprocating machinery. Recently, some scholars have 
studied the fault signal feature extraction methods based on LMD. Wang et al. [9] presented a 
demodulation method based on LMD, and extracted features from the real vibration signals of a 
gas turbine system to identify its rub-impact fault successfully. Cheng and Yang [10] used LMD 
to diagnose bearing and gear faults and achieved good effects. 
In recent research, entropy is widely used to measure the regularity or orderliness of time  
series, and hence different calculations of entropy, such as the approximate entropy [11], pattern 
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spectrum entropy [12], energy entropy [13], and sample entropy [14], are defined to characterize 
the system dynamics and disorderliness that are related to machinery defects and malfunctions. 
However, these single scale entropy algorithms yielded contradictory results when applied to 
real-world datasets, in regard to this, Costa [15] proposed a MSE procedure to calculate sample 
entropy over a range of scales to represent the complexity of a time series. The MSE has been 
successfully applied to the fault diagnosis of different machineries in the past decades. Lin [16] 
presented a novel approach based on MSE to discover features of misaligned motors. 
The original signal of mechanical system has strong stochastic properties, and is susceptible 
to the noise interference, so it is necessary to pretreat the original signal by LMD before the MSE 
calculation for an accurate feature extraction. Liu [17] has presented a fault feature extraction 
method based on LMD and MSE to diagnose roller bearing faults, while only the MSE of first PF 
component was chosen as fault feature for pattern recognition, and the other PF components was 
ignored. To use information of all PF components, that is, to choose the entropy values from MSE 
of all PF components, may be a more effective feature extraction method. 
In this research, we are interested in the feature extraction method based on LMD and MSE 
and its application for reciprocating compressor at different oversized bearing clearance faults. In 
Section 2 we present the LMD method. In Section 3 we explain the MSE method. In Section 4 we 
describe the steps of feature extraction method based on LMD and MSE. Feature extraction 
process for different reciprocating compressor bearing clearance states is presented in Section 5. 
Finally, conclusion is outlined in Section 6. 
2. LMD method 
LMD method decomposes a complicated signal into a set of product functions, each of which 
is the product of an envelope signal and a purely frequency modulated signal. For any signal ݔ(ݐ), 
it can be decomposed as follows: 
1) The first step of the decomposition involves finding out all the local extrema ݊௜  and 
calculating the mean of two successive extrema ݊௜  and ݊௜ାଵ . So the ݅ th mean value ݉௜  is  
given by: 
݉௜ =
݊௜ାଵ + ݊௜
2 . (1)
All mean values ݉௜ of two successive extrema are connected by straight lines. The local means 
are then smoothed using moving averaging to form a smoothly varying continuous local mean 
function ݉ଵଵ(ݐ). 
2) The ݅th envelope estimate ܽ௜ is given by: 
ܽ௜ =
|݊௜ାଵ − ݊௜|
2 . (2)
The local envelope estimates are smoothed in the same way as the local means to derive the 
envelope function ܽଵଵ(ݐ). 
3) The local mean function ݉ଵଵ(ݐ) is subtracted from the original data ݔ(ݐ): 
ℎଵଵ = ݔ(ݐ) − ݉ଵଵ. (3)
ℎଵଵ(ݐ) is then divided by ܽଵଵ(ݐ): 
ݏଵଵ(ݐ) =
ℎଵଵ(ݐ)
ܽଵଵ(ݐ). (4)
The envelope ܽଵଶ(ݐ) of ݏଵଵ(ݐ) can then be calculated. If ܽଵଶ(ݐ) ≠ 1, the procedure needs to be 
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repeated for ݏଵଵ(ݐ). A local mean ݉ଵଶ(ݐ) is calculated for ݏଵଵ(ݐ), subtracted from ݏଵଵ(ݐ), and the 
resulting function amplitude demodulated using ܽଵଶ(ݐ). This iteration process continues n times 
until a purely frequency modulated signal ݏଵ௡(ݐ) is obtained. 
In practice, a variation ߜ can be determined in advance. If 1 − ߜ ≤ ܽଵ(௡ାଵ)(ݐ) ≤ 1 + ߜ and 
−1 ≤ ݏଵ௡(ݐ)  ≤ 1, then iterative process would be stopped. 
4) The corresponding envelope ܽଵ(ݐ) is given by: 
ܽଵ(ݐ) = ܽଵଵ(ݐ)ܽଵଶ(ݐ) ⋯ ܽଵ௡(ݐ) = ෑ ܽଵ௤(ݐ)
௡
௤ୀଵ
. (5)
Multiplying envelope signal ܽଵ(ݐ) by the purely frequency modulated signal ݏଵ௡(ݐ), the first 
product function ܲܨଵ(ݐ) of the original signal can be obtained: 
ܲܨଵ(ݐ) = ܽଵ(ݐ)ݏଵ௡(ݐ). (6)
5) Subtract the first PF component ܲܨଵ(ݐ) from the original signal ݔ(ݐ) and we have a new 
signal ݑଵ(ݐ), which becomes the new original signal and the whole of the above procedure is 
repeated ݇ times until ݑ௞ becomes a monotonic function: 
൞
ݑଵ(ݐ) = ݔ(ݐ) − ܲܨଵ(ݐ),
ݑଶ(ݐ) = ݑଵ(ݐ) − ܲܨଶ(ݐ),
⋮
ݑ௞(ݐ) = ݑ௞ିଵ(ݐ) − ܲܨ௞(ݐ).
(7)
Thus, the original signal ݔ(ݐ)  was decomposed into ݇  PF components and a monotonic 
function ݑ௞: 
ݔ(ݐ) = ෍ ܲܨ௞(ݐ) +
௞
௣ୀଵ
ݑ௞(ݐ), (8)
where ݑ௞ is the residual term, ݇ is the number of the PF components. 
3. Multiscale entropy 
3.1. Sample entropy (SampEn) 
For a given ܰ  total number of data points ሼݔ(݅)ሽ = ݔ(1), ݔ(2),…, ݔ(ܰ),  we form the  
ܰ − ݉ + 1 vectors ܺ௠(݅) as: 
ܺ݉(݅) = ቄݔ(݅),   ݔ(݅ + 1), … , ݔ ቀ݅ + ݉−1ቁቅ , 1 ≤ ݅ ≤ ܰ − ݉ + 1, (9)
where ݉ is the length of sequences to be compared. 
The distance between two such vectors is defined to be: 
݀௠[ܺ௠(݅), ܺ௠(݆)] = max௞ୀ଴,…,௠ିଵ(|ݔ௠(݅ + ݇) − ݔ௠(݆ + ݇)|). (10)
Define the function: 
ܤ௜௠(ݎ) =
1
ܰ − ݉ − 1 ݒ
௠(݅), 1 ≤ ݅ ≤ ܰ − ݉ + 1, (11)
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where ݎ is the tolerance for accepting matrices, and ݒ௠ is the number of ݀௠[ݔ௠(݅), ݔ௠(݆)] ≤ ݎ, 
for ݅ ≠ ݆. Similarly, we define another function: 
ܣ௜௠(ݎ) =
1
ܰ − ݉ − 1 ݓ
௠ାଵ(݅), 1 ≤ ݅ ≤ ܰ − ݉ + 1, (12)
where ݓ௠ାଵ is the number of ݀௠ାଵ[ݔ௠ାଵ(݅), ݔ௠ାଵ(݆)] ≤ ݎ, for ݅ ≠ ݆.  
Then we can determine the expression of probability of matching points: 
ܤ௠(ݎ) = 1ܰ − ݉ ෍ ܤ௜
௠(ݎ)
ேି௠
௜ୀଵ
, (13)
ܣ௠(ݎ) = 1ܰ − ݉ ෍ ܣ௜
௠(ݎ)
ேି௠
௜ୀଵ
, (14)
where ܤ௠(ݎ) represents the probability that two sequences will match for ݉  points, whereas 
ܣ௠(ݎ) is the probability that two sequences will match for ݉ + 1 points. 
The Sample entropy is then defined as: 
ܵܽ݉݌ܧ݊(݉, ݎ) = limே→ஶ ቊ−ln ቈ
ܣ௠(ݎ)
ܤ௠(ݎ)቉ቋ, (15)
which is estimated by statistic: 
ܵܽ݉݌ܧ݊(݉, ݎ, ܰ) = −ln ቈܣ
௠(ݎ)
ܤ௠(ݎ)቉. (16)
3.2. Multiscale entropy 
Complexity in a time series is sometimes presented at a coarse granularity. Therefore, time 
series need to be explored from various scales. MSE can quantify the complexity of time series 
for a range of scales based on sample entropy. Two procedures of the MSE algorithm are briefly 
described as follow: 
1) To obtain the coarse-grained time series at a scale factor of ߬, the original time series is 
divided into disjointed windows of length ߬, and the data points are averaged inside each window. 
In other words, the coarse-grained time series at a scale factor of ߬ , ݕఛ  can be constructed 
according to the following equation: 
ݕ௝ఛ =
1
߬ ෍ ݔ௜
௝ఛ
௜ୀ(௝ିଵ)ఛାଵ
,    1 ≤ ݆ ≤ ܰ߬ . (17)
2) Sample entropy with unity delay is calculated for each coarse-grained time series and the 
MSE is defined as the function of the scale factor ߬. That is: 
ܯܵܧ(ݔ, ߬, ݉, ݎ) = ܵܽ݉݌ܧ݊(ݕఛ, ݉, ݎ). (18)
4. The feature extraction method based on LMD and MSE  
LMD can self-adaptively decompose a complicated multi-component signal into a set of PF 
components, and the state features in the first several PFs are more highlighted than those in 
original signal. MSE is an effective means of analyzing the regularity of a time series from 
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multiple scales, and give a more detailed description of state features. The combination of LMD 
and MSE method can give a more precise description of the regularity of highlighted PF 
components. The combination process is as follows: firstly the signal of state ݇ (݇ = 1,..., ݓ) is 
decomposed by LMD; secondly the first several highlighted PF components are selected, 
furthermore the MSE values of the choosed PF components are calculated; finally the eigenvectors 
matrix is obtained as: 
௞ܶ =
ۏ
ێێ
ێ
ۍݐଵଵ ⋯   ݐଵఛ  ⋯ ݐଵ௠⋮
ݐ௣ଵ
⋮
ݐ௣ఛ ⋮
ݐ௡ଵ ⋯ ݐ௡௠ے
ۑۑ
ۑ
ې
, (19)
where ௞ܶ is the eigenvectors matrix of the ݇th fault state, ݊ is the number of PF components, ݉ 
is the number of scale factor, ݐ௣ఛ is the MSE value corresponding to the ߬th scale factor of ݌th PF 
component. 
To form the state features only using the MSE of the first PF component, that is ݐଵఛ  
(߬ = 1,..., ݉), may neglect the critical state information of other PF components. However, 
superfluous features with MSE of all PF components may interfere with the diagnosis of machine 
faults, and inevitably result in the inaccuracy of identification as well as the increase of 
computational efforts. Therefore, it is beneficial to select the high-priority features among the 
large number of features for fault diagnosis purpose before the feature classification process. 
To choose the MSE values for all PF components at one scale factor, such as ݐ௣ଵ (݌ = 1,..., ݊), 
is another way to form the state features, and this can extract features more comprehensive from 
the information of all PF components. While for the eigenvectors matrixs of different fault states, 
the MSE values are inconsistent for all scale factors. Some are relatively close, others are 
significant different. In order to ensure a better recognition accuracy of state features, a standard 
should be established to evaluate the scale factor of which the MSE values has the best divisibility 
between different fault states. 
The implementation of this feature extraction process still has two issues to be resolved. One 
is the selection of highlighted PF components from LMD decomposition results for one fault state 
and the determination of consistent PF components number for all fault states, and the other is the 
establishment of standard to evaluate the divisibility of eigenvectors between different states. 
LMD can decompose the state signal into a series of PF components, but not all of them are 
rich in state information, and usually the first several PF components contain the major 
information. Therefore, it is necessary to select the highlighted PF components for the convenient 
calculation. Correlation analysis reflects the similarity between two signals, so the correlation 
coefficient between the orignal signal and each PF component can be used for the selection. After 
setting a reasonable threshold value of the correlation coefficient, the highlighted PF components 
of each fault state are selected. While the number of PF components for different fault states may 
be inconsistent. To solve this problem, the PF component numbers of all fault states are summed, 
and then the sum is diveded by the number of states. The rounding average value of this quotient 
is used as the consistent number of PF components for all fault states. 
Geometric distance of samples between different classes is a common standard to evaluate 
divisibility. Euclidean distance has advantages of easy calculation and a simple high-dimensional 
feature space conversion, so it is an effective standard to evaluate the divisibility of eigenvectors 
between different states. The Euclidean distance is calculated only between two eigenvectors, and 
the bigger it is, the better divisibility between the two eigenvectors is. While for more  
eigenvectors, the Euclidean distance between any two of all eigenvectors are calculated, and then 
the average value of all Euclidean distances can be used to evaluate the divisibility of these 
eigenvectors. Therefore, the Average Euclidean Distance (AVD) is emplyed as a standard to find 
the scale factor of which the MSE values has the best divisibility between different fault states. 
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Fig. 1. The flowchart of this feature extraction method 
Based on the above discussion, the algorithm of this feature extraction method can be described 
as follow: 
1) Decompose the vibration signals of different fault states into a series of PF components by 
LMD method; 
2) Calculate the correlation coefficient between the orignal signal and each PF component, set 
a reasonable threshold value of correlation coefficient to select the first several PFs which contain 
major state information; 
3) Sum the selected PF component numbers of all fault states, and divede the sum by the 
number of states ݓ, then take the rounding average value of this quotient as the consistent number 
of PF components for all fault states; 
4) Calculate the MSE values with a seris of scale factors for all selected PF components to 
form the eigenvectors matrix for all fault states; 
5) Calculate the AVD between eigenvector ݐ௣ఛ (݌ = 1,..., ݊) of all fault states eigenvectors 
matrix ௞ܶ (݇ = 1,..., ݓ) for each scale factor ߬; 
6) Find the scale factor of which the MSE values has the best divisibility, that is, the bigger 
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AVD, then take the eigenvector corresponding to this scale factor as the final eigenvector  
ܧ ௄ܸ = [ݐଵఛ ⋯   ݐ௜ఛ    ⋯ ݐ௡ఛ].  
The flowchart of this feature extraction method based on the above algorithm was shown as 
Fig. 1. 
5. Fault diagnosis of reciprocating compressor 
A two-stage double-acting reciprocating compressor of type 2D12, which is widely used to 
compress natural gas in chemical industry, was taken as the specific study object. The 
reciprocating compressor has a shaft power of 500 kW, a piston stroke of 240 mm and a motor 
speed of 496 rpm. The transmission mechanism of this compressor, as shown in Fig. 2, consists 
of crankshaft, connecting rod, crosshead, crosshead pin, piston rod and piston, and two ends of 
connecting rod are connected to crankshaft and crosshead pin by using sliding bearings 
respectively. Some clearances in its bearings are inevitable due to tolerances and defects arising 
from design and manufacturing process or wearing after a certain working period [18, 19]. The 
increased joint clearances can cause vibratory running condition which degrades compressor 
performances seriously. 
 
Fig. 2. A two-stage reciprocating compressor transmission mechanism 
To study the diagnosis of bearing clearance states by vibration signal, four clearance fault 
states which include normal clearance state, slight worn, medium worn and severe worn of bearing 
between the crankshaft pin and first stage connecting rod was tested. This four clearance states 
are classified according to the four vibration grades of ISO 10816-6 standard. In the initial design 
and subsequent maintenance process, the clearance of this bearing is set as 0.05 mm to 0.1 mm, 
and the bearing in this clearance value is considered as normal clearance state. While based on 
several statistical results when the vibration monitoring of this bearing alarmed to avoid the 
damage of machine, the clearance value of this bearing is about 0.35 mm, and this clearance state 
is defined as severe worn clearance state. The 0.15 mm bearing clearance which corresponds to 
the acceptable for long-term operation is taken as slight worn state, and the 0.25 mm bearing 
clearance which is unsatisfactory for long-term continuous operation is defined as medium worn 
state in this test. 
During the test a measurement point which is sensitive to the bearing clearance states was 
placed on the top of crosshead guide surface to collect vibration signal with an ICP acceleration 
sensor, as the triangle shown in Fig. 3, and the sample frequency is 50 kHz, the test of each state 
last for 4 s.  
The typical vibration acceleration signals of the four bearing clearance states are shown in 
Figs. 4-7 for a period of two crank revolutions respectively. Compared to the chaotic vibration 
acceleration of normal state, the vibration acceleration of oversized clearance fault shows 
periodical shocks. The amplitude of shocks increases with the worn of bearing clearance  
gradually. 
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Fig. 3. The structure of 2D12 reciprocating compressor  
Fig. 4. The vibration acceleration in normal  
bearing clearance state 
 
Fig. 5. The vibration acceleration in slight  
worn bearing clearance state 
 
 
Fig. 6. The vibration acceleration in medium  
worn bearing clearance state 
 
Fig. 7. The vibration acceleration in severe  
worn bearing clearance state 
The vibration signals of four fault states were decomposed into a series of PF components by 
LMD, and then the correlation coefficient between the orignal signal and each PF component was 
calculated. Through the statistical analysis, the PFs components of which the correlation 
coefficient is larger than 0.1 contain the most state information. Therefore, by this threshold value 
of the correlation coefficient, the highlighted PFs components selected are 4 for normal clearance 
state, 4 for slight worn, 5 for medium worn and 4 for severe worn, respectively. Then the consistent 
number of PF components for all fault states is defined as 4. The first 4 PF components for all 
fault states are shown in Fig. 8 to Fig. 11. 
The MSE values of the highlighted PFs components for four fault states were calculated. In 
this calculation process, the value range of scale factor ߬ was set as [1, 30], and the MSE values 
of each coarse grained time series ݕఛ were calculated with ݉ = 2 and ݎ = 0.15ߪ, where ߪ denotes 
the standard deviation (SD) of the original signal. After the eigenvector matrixs of four bearing 
clearance states were obtained, the eigenvectors corresponding to the same scale factor was chosen 
from the four eigenvector matrixs respectively. Then the AVD between them was calculated, and 
this calculation process was conducted for all 30 scale factors.  
To reflect the noise immunity of this method, 100 vibration signal samples are selected 
respectively from each bearing clearance states, and the MSE values of the highlighted PFs 
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components were calculated. By compare the AVD between different scale factors, the best scale 
factor ߬ which has the biggest AVD is determined as 10. The average value and 3ߜ (three times 
standard deviation) of eigenvectors corresponding to the best scale factor and its AVD were listed 
in Table 1.  
 
Fig. 8. The PF components of vibration  
acceleration in bearing clearance state 
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Fig. 9. The PF components of vibration  
acceleration in slight worn state 
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Fig. 10. The PF components of vibration  
acceleration in normal state 
 
Fig. 11. The PF components of vibration  
acceleration in slight worn state 
In order to verify the superiority of this method, the sample entropy of the highlighted PFs 
components and their AVD were calculated for the above mentioned 100 vibration signal samples 
from each bearing clearance states, and the results were also shown in Table 1. We can observe 
not only the distribution of eigenvectors for MSE is wider than that of sample entropy, therefore 
the AVD is bigger, but also the 3ߜ  of eigenvectors for MSE is smaller than that for  
sample entropy.  
In order to evaluate the effectiveness of feature extraction method based on LMD and MSE, 
Support Vector Machine (SVM) was used to recognize eigenvectors of four bearing clearance 
states. The toolbox LibSVM which was developed by professor Lin in Taiwan integrates 
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parameter optimization, model training and test results, and it was used widely [20]. Kernel 
parameter and error penalty parameter ܥ are the main factors that affect the performance of SVM. 
In this article, the radial basis function is applied as kernel function, and its kernel parameter is ߛ. 
100 eigenvector samples are selected respectively from each bearing clearance states, and 60 were 
used as training samples, other 40 were used as test samples. The kernel parameter ߛ and error 
penalty parameter ܥ were optimized by genetic algorithm, and the optimization results is 1.94 for 
the error penalty parameter ܥ, and 3.57 for the kernel parameter ߛ. The 40 test samples of each 
fault states were test by the trained SVM, and results are shown in Table 2. 
To compare the effectiveness of this method, the same number of training and test samples 
were extracted by three other feature extraction methods which are LMD and sample entropy 
method, LMD and approximate entropy method, MSE method, and then three SVMs were trained 
and test by the same way. The recognition results are also listed in Table 2. We can kown that not 
only the accuracy of each state but also the total accuracy of the method used in this paper are 
higher than those of three other feature extraction methods. MSE calculates sample entropy over 
a range of scales, and gives a more detailed measure of complexity compare to sample entropy 
and approximate entropy; furthermore the proposed method has selection of scale factor, so it 
outperforms the combination for LMD with sample entropy and approximate entropy respectively. 
The state features in the first several PFs of LMD decomposition results are more highlighted than 
those in original signal, so the combination between LMD and MSE is superior to the single MSE 
method. 
Table 1. The results comparison between MSE and sample entropy 
Feature extraction method Clearance states AVD Normal Slight Medium Severe 
LMD and MSE 
PF1 0.335±0.023 0.437±0.026 0.394±0.017 0.287±0.012 
0.445±0.039 PF2 1.405±0.047 1.289±0.045 1.673±0.042 1.033±0.043 PF3 1.267±0.039 1.496±0.053 1.692±0.045 1.105±0.033 
PF4 1.007±0.033 1.263±0.035 0.623±0.013 0.862±0.024 
LMD and SampEn 
PF1 0.328±0.041 0.436±0.054 0.426±0.064 0.531±0.051 
0.344±0.047 PF2 0.228±0.032 0.467±0.043 0.343±0.051 0.533±0.054 PF3 0.428±0.040 0.321±0.051 0.583±0.06 0.327±0.057 
PF4 0.250±0.056 0.543±0.053 0.438±0.042 0.194±0.043 
Table 2. The recognition accuracy comparison between different methods 
Feature 
extraction 
method 
Clearance states Total 
accuracy 
(%) 
Normal Slight Medium Severe 
Misclassification 
and accuracy (%) 
Misclassification 
and accuracy (%) 
Misclassification 
and accuracy (%) 
Misclassification 
and accuracy (%) 
LMD and 
MSE 1 97.5 2 95.0 3 92.5 3 95.0 95.0 
LMD and 
SampEn 2 95.0 4 90.0 3 92.5 4 90.0 91.8 
LMD and 
AppEn 4 90.0 4 90.0 3 92.5 3 92.5 91.2 
MSE 3 92.5 3 92.5 3 92.5 4 90.0 91.8 
6. Conclusions 
This paper presents a feature extraction method based on LMD and MSE, and it is applied for 
the fault diagnosis of reciprocating compressor at different bearing clearance states.  
1) In the proposed method, LMD was used to decompose signal into a set of PF components, 
and the correlation coefficient was used to select the highlighted PF components which contain 
major state information. 
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2) The MSE values were calculated for all selected PF components, and the AVD was emplyed 
as a standard to find the scale factor of which the MSE values has the best divisibility between 
different fault states.  
3) This method was applied for the fault diagnosis of reciprocating compressor at different 
bearing clearance states, and the effectiveness of this method is verfied by the recognition results 
of SVM compare to three other feature extraction methods.  
Acknowledgements 
This work was partly supported by the School Cultivate Fund of Northeast Petroleum 
University in China (XN2014105) and Natural Science Foundation of Heilongjiang Province in 
China (E2015037). 
References 
[1] Elhaj M., Gub F., Ballb A. D. Numerical simulation and experimental study of a two-stage 
reciprocating compressor for condition monitoring. Mechanical Systems and Signal Processing, 
Vol. 22, 2008, p. 374-389. 
[2] Almasi A. A new study and model for the mechanism of process reciprocating compressors and 
pumps. Proceedings of the Institution of Mechanical Engineers, Part E: Journal of Process Mechanical 
Engineering, Vol. 224, 2010, p. 143-148. 
[3] Vakharia V., Gupta V. K., Kankar P. K. A multiscale permutation entropy based approach to select 
wavelet for fault diagnosis of ball bearings. Journal of Vibration and Control, 2014, p. 1-9. 
[4] An X. L., Jiang D. X., Chen J. Application of the intrinsic time-scale decomposition method to fault 
diagnosis. Journal of Vibration and Control. Vol. 18, Issue 2, 2011, p. 240-245. 
[5] Yang Y., Pan H. Y., Ma L., Cheng J. S. A fault diagnosis approach for roller bearing based on 
improved intrinsic timescale decomposition de-noising and kriging-variable predictive model-based 
class discriminate. Journal of Vibration and Control, 2014, p. 1-16. 
[6] Feng Z. P., Liang M. Complex signal analysis for wind turbine planetary gearbox fault diagnosis via 
iterative atomic decomposition thresholding. Journal of Sound and Vibration. Vol. 333, 2014, 
p. 5196-5211. 
[7] Zhao H. Y., Xu M. Q., Wang J. D. Local mean decomposition based on rational hermite interpolation 
and its application for fault diagnosis of reciprocating compressor. Journal of Mechanical Engineering, 
Vol. 51, 2014, p. 83-89. 
[8] Smith J. S. The local mean decomposition and its application to EEG perception data. Journal of the 
Royal Society Interface, Vol. 2, 2005, p. 443-454. 
[9] Wang Y. X., He Z. J., Zi Y. Y. A demodulation method based on improved local mean decomposition 
and its application in rub-impact fault diagnosis. Measurement Science and Technology, Vol. 20, 
2009, p. 1-10. 
[10] Cheng J. S., Yang Y. A rotating machinery fault diagnosis method based on local mean 
decomposition. Digital Signal Processing, Vol. 22, Issue 2, 2012, p. 356-366. 
[11] Yan R., Gao R. X. Approximate entropy as a diagnosis tool for machine health monitoring. 
Mechanical Systems and Signal Processing, Vol. 21, 2007, p. 824-839. 
[12] Hao R., Peng Z., Feng Z., Chu F. Application of support vector machine based on pattern spectrum 
entropy in fault diagnostics of rolling element bearings. Measurement Science and Technology, 
Vol. 22, 2011, p. 045708. 
[13] Lei Y. G., Zuo M. J., He Z. J., Zi Y. Y. A multidimensional hybrid intelligent method for gear fault 
diagnosis. Expert Systems with Applications, Vol. 37, 2010, p. 1419-1430. 
[14] Achmad W. A., Shim M. B., Wahyu C. B., Bo-Suk Y. B. Intelligent prognostics for battery health 
monitoring based on sample entropy. Expert Systems with Applications, Vol. 38, 2011, 
p. 11763-11769. 
[15] Costa M., Goldberger A., Peng C. Multiscale entropy analysis of biological systems. Physical 
Review Letters, Vol. 71, 2005, p. 1-18. 
[16] Lin J. L., Liu Y. C., Li C. W. Motor shaft misalignment detection using multiscale entropy with 
wavelet denoising. Expert Systems with Applications, Vol. 37, 2010, p. 7200-7204. 
1774. A FEATURE EXTRACTION METHOD BASED ON LMD AND MSE AND ITS APPLICATION FOR FAULT DIAGNOSIS OF RECIPROCATING 
COMPRESSOR. HAI-YANG ZHAO, JIN-DONG WANG, JUN-JIE XING, YI-QI GAO 
3526 © JVE INTERNATIONAL LTD. JOURNAL OF VIBROENGINEERING. NOV 2015, VOLUME 17, ISSUE 7. ISSN 1392-8716  
[17] Liu H. H., Han M. H. A fault diagnosis method based on local mean decomposition and multi-scale 
entropy for roller bearings. Mechanism and Machine Theory, Vol. 75, 2014, p. 67-78. 
[18] Flores P., Ambrosio J. Revolute joints with clearance in multibody systems. Computers and 
Structures, Vol. 82, 2006, p. 1359-1369. 
[19] Parenti C. V., Venanzi S. Clearance influence analysis on mechanisms. Mechanism and Machine 
Theory, Vol. 40, 2005, p. 1316-1329. 
[20] Zhao H. Y., Xu M. Q., Wang J. D. An improved binary tree SVM and application for fault diagnosis. 
Journal of Vibration Engineering, Vol. 26, 2013, p. 764-769. 
 
Hai-yang Zhao received Ph.D. degree in School of Astronautics, Harbin Institute of 
Technology, Harbin, China, in 2014. Now he works at Northeast Petroleum University. 
His current research interests include mechanical dynamics and fault diagnosis. 
 
Jin-dong Wang received Ph.D. degree in School of Mechanical Science and Engineering, 
Dalian University of Technology, Dalian, China, in 2000. Now he works at School of 
Mechanical Science and Engineering, Northeast Petroleum University. His current 
research interests include control, dynamics and fault diagnosis. 
 
Jun-jie Xing current Master graduate student of mechanical engineering in the School of 
Mechanical Science and Engineering, Northeast Petroleum University. His current 
research interests include control, dynamics and fault diagnosis. 
 
Yi-qi Gao current Master student of mechanical engineering in the School of Mechanical 
Science and Engineering, Northeast Petroleum University. Her current research interests 
include control, dynamics and fault diagnosis. 
 
