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By Z. I. Botev1, J. F. Grotowski and D. P. Kroese1
University of Queensland
We present a new adaptive kernel density estimator based on
linear diffusion processes. The proposed estimator builds on existing
ideas for adaptive smoothing by incorporating information from a pi-
lot density estimate. In addition, we propose a new plug-in bandwidth
selection method that is free from the arbitrary normal reference rules
used by existing methods. We present simulation examples in which
the proposed approach outperforms existing methods in terms of ac-
curacy and reliability.
1. Introduction. Nonparametric density estimation is an important tool
in the statistical analysis of data. A nonparametric estimate can be used,
for example, to assess the multimodality, skewness, or any other structure
in the distribution of the data [47, 49]. It can also be used for the summa-
rization of Bayesian posteriors, classification and discriminant analysis [50].
Nonparametric density estimation has even proved useful in Monte Carlo
computational methods, such as the smoothed bootstrap method and the
particle filter method [11]. Nonparametric density estimation is an alterna-
tive to the parametric approach, in which one specifies a model up to a small
number of parameters and then estimates the parameters via the likelihood
principle. The advantage of the nonparametric approach is that it offers a far
greater flexibility in modeling a given dataset and, unlike the classical ap-
proach, is not affected by specification bias [37]. Currently, the most popular
nonparametric approach to density estimation is kernel density estimation
(see [47, 50, 53]).
Despite the vast body of literature on the subject, there are still many
contentious issues regarding the implementation and practical performance
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of kernel density estimators. First, the most popular data-driven bandwidth
selection technique, the plug-in method [26, 48], is adversely affected by the
so-called normal reference rule [10, 25], which is essentially a construction of
a preliminary normal model of the data upon which the performance of the
bandwidth selection method depends. Although plug-in estimators perform
well when the normality assumption holds approximately, at a conceptual
level the use of the normal reference rule invalidates the original motivation
for applying a nonparametric method in the first place.
Second, the popular Gaussian kernel density estimator [42] lacks local
adaptivity, and this often results in a large sensitivity to outliers, the presence
of spurious bumps, and in an overall unsatisfactory bias performance—a
tendency to flatten the peaks and valleys of the density [51].
Third, most kernel estimators suffer from boundary bias when, for ex-
ample, the data is nonnegative—a phenomenon due to the fact that most
kernels do not take into account specific knowledge about the domain of the
data [41, 44].
These problems have been alleviated to a certain degree by the introduc-
tion of more sophisticated kernels than the simple Gaussian kernel. Higher-
order kernels have been used as a way to improve local adaptivity and reduce
bias [28], but these have the disadvantages of not giving proper nonnegative
density estimates, and of requiring a large sample size for good performance
[42]. The lack of local adaptivity has been addressed by the introduction of
adaptive kernel estimators [1, 15, 16, 27]. These include the balloon estima-
tors, nearest neighbor estimators and variable bandwidth kernel estimators
[39, 51], none of which yield bona fide densities, and thus remain somewhat
unsatisfactory. Other proposals such as the sample point adaptive estima-
tors are computationally burdensome (the fast Fourier transform cannot be
applied [49]), and in some cases do not integrate to unity [44]. The boundary
kernel estimators [24], which are specifically designed to deal with boundary
bias, are either not adaptive away from the boundaries or do not result in
bona fide densities [22]. Thus, the literature abounds with partial solutions
that obscure a unified comprehensive framework for the resolution of these
problems.
The aim of this paper is to introduce an adaptive kernel density estimation
method based on the smoothing properties of linear diffusion processes. The
key idea is to view the kernel from which the estimator is constructed as the
transition density of a diffusion process. We utilize the most general linear
diffusion process that has a given limiting and stationary probability den-
sity. This stationary density is selected to be either a pilot density estimate
or a density that the statistician believes represents the information about
the data prior to observing the available empirical data. The approach leads
to a simple and intuitive kernel estimator with substantially reduced asymp-
totic bias and mean square error. The proposed estimator deals well with
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boundary bias and, unlike other proposals, is always a bona fide probability
density function. We show that the proposed approach brings under a single
framework some well-known bias reduction methods, such as the Abramson
estimator [1] and other variable location or scale estimators [7, 18, 27, 46].
In addition, the paper introduces an improved plug-in bandwidth selec-
tion method that completely avoids the normal reference rules [25] that have
adversely affected the performance of plug-in methods. The new plug-in
method is thus genuinely “nonparametric,” since it does not require a pre-
liminary normal model for the data. Moreover, our plug-in approach does
not involve numerical optimization and is not much slower than computing
a normal reference rule [4].
The rest of the paper is organized as follows. First, we describe the Gaus-
sian kernel density estimator and explain how it can be viewed as a special
case of smoothing using a diffusion process. The Gaussian kernel density
estimator is then used to motivate the most general linear diffusion that
will have a set of essential smoothing properties. We analyze the asymptotic
properties of the resulting estimator and explain how to compute the asymp-
totically optimal plug-in bandwidth. Finally, the practical benefits of the
model are demonstrated through simulation examples on some well-known
datasets [42]. Our findings demonstrate an improved bias performance and
low computational cost, and a boundary bias improvement.
2. Background. Given N independent realizations XN ≡ {X1, . . . ,XN}
from an unknown continuous probability density function (p.d.f.) f on X ,
the Gaussian kernel density estimator is defined as
fˆ(x; t) =
1
N
N∑
i=1
φ(x,Xi; t), x ∈R,(1)
where
φ(x,Xi; t) =
1√
2πt
e−(x−Xi)
2/(2t)
is a Gaussian p.d.f. (kernel) with location Xi and scale
√
t. The scale is
usually referred to as the bandwidth. Much research has been focused on the
optimal choice of t in (1), because the performance of fˆ as an estimator of
f depends crucially on its value [26, 48]. A well-studied criterion used to
determine an optimal t is the Mean Integrated Squared Error (MISE),
MISE{fˆ}(t) = Ef
∫
[fˆ(x; t)− f(x)]2 dx,
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which is conveniently decomposed into integrated squared bias and inte-
grated variance components:
MISE{fˆ}(t) =
∫
(Ef [fˆ(x; t)]− f(x)︸ ︷︷ ︸
pointwise bias of f
)2 dx+
∫
Varf [fˆ(x; t)]︸ ︷︷ ︸
pointwise variance of f
dx.
Note that the expectation and variance operators apply to the random sam-
ple XN . The MISE depends on the bandwidth
√
t and f in a quite com-
plicated way. The analysis is simplified when one considers the asymptotic
approximation to the MISE, denoted AMISE, under the consistency re-
quirements that t= tN depends on the sample size N such that tN ↓ 0 and
N
√
tN →∞ as N →∞, and f is twice continuously differentiable [48]. The
asymptotically optimal bandwidth is then the minimizer of the AMISE.
The asymptotic properties of (1) under these assumptions are summarized
in Appendix A.
A key observation about the Gaussian kernel density estimator (1) is that
it is the unique solution to the diffusion partial differential equation (PDE)
∂
∂t
fˆ(x; t) =
1
2
∂2
∂x2
fˆ(x; t), x∈X , t > 0,(2)
with X ≡R and initial condition fˆ(x; 0) = ∆(x), where ∆(x) = 1N
∑N
i=1 δ(x−
Xi) is the empirical density of the data XN [here δ(x−Xi) is the Dirac mea-
sure at Xi]. Equation (2) is the well-known Fourier heat equation [36]. This
link between the Gaussian kernel density estimator and the Fourier heat
equation has been noted in Chaudhuri and Marron [6]. We will, however,
go much further in exploiting this link. In the heat equation interpretation,
the Gaussian kernel in (1) is the so-called Green’s function [36] for the dif-
fusion PDE (2). Thus, the Gaussian kernel density estimator fˆ(x; t) can be
obtained by evolving the solution of the parabolic PDE (2) up to time t.
To illustrate the advantage of the PDE formulation over the more tra-
ditional formulation (1), consider the case where the domain of the data is
known to be X ≡ [0,1]. It is difficult to see how (1) can be easily modified to
account for the finite support of the unknown density. Yet, within the PDE
framework, all we have to do is solve the diffusion equation (2) over the
finite domain [0,1] with initial condition ∆(x) and the Neumann boundary
condition
∂
∂x
fˆ(x; t)
∣∣∣
x=1
=
∂
∂x
fˆ(x; t)
∣∣∣
x=0
= 0.
The boundary condition ensures that ddt
∫
X
fˆ(x; t)dx = 0, from where it
follows that
∫
X
fˆ(x; t)dx =
∫
X
fˆ(x; 0)dx = 1 for all t ≥ 0. The analytical
solution of this PDE in this case is [3]
fˆ(x; t) =
1
N
N∑
i=1
κ(x,Xi; t), x ∈ [0,1],(3)
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where the kernel κ is given by
κ(x,Xi; t) =
∞∑
k=−∞
φ(x,2k+Xi; t) + φ(x,2k −Xi; t), x ∈ [0,1].(4)
Thus, the kernel accounts for the boundaries in a manner similar to the
boundary correction of the reflection method [49]. We now compare the
properties of the kernel (4) with the properties of the Gaussian kernel φ in
(1).
First, the series representation (4) is useful for deriving the small band-
width properties of the estimator in (3). The asymptotic behavior of κ(x,Xi; t)
as t→ 0 in the interior of the domain [0,1] is no different from that of the
Gaussian kernel, namely,
∞∑
k=−∞
φ(x,2k+Xi; t) + φ(x,2k −Xi; t)∼ φ(x,Xi; t), t ↓ 0,
for any fixed x in the interior of the domain [0,1]. Here q(t) ∼ z(t), t ↓ t0
stands for limt↓t0
q(t)
z(t) = 1. Thus, for small t, the estimator (3) behaves like
the Gaussian kernel density estimator (1) in the interior of [0,1]. Near the
boundaries at x = 0,1, however, the estimator (3) is consistent, while the
Gaussian kernel density estimator is inconsistent. In particular, a general
result in Appendix D includes as a special case the following boundary prop-
erty of the estimator (3):
Ef fˆ(xN ; tN ) = f(xN ) +O(
√
tN ), N →∞,
where xN = αtN for some α ∈ [0,1], and tN ↓ 0 as N →∞. This shows that
(3) is consistent at the boundary x = 0. Similarly, (3) can be shown to be
consistent at the boundary x= 1. In contrast, the Gaussian kernel density
estimator (1) is inconsistent [53] in the sense that
Ef fˆ(0; tN ) =
1
2f(0) +O(
√
tN ), N →∞.
The large bandwidth behavior (t→∞) of (3) is obtained from the follow-
ing equivalent expression for (4) (see [3]):
κ(x,Xi; t) =
∞∑
k=−∞
e−k
2π2t/2 cos(kπx) cos(kπXi).(5)
From (5), we immediately see that
κ(x,Xi; t)∼ 1 + 2e−π2t/2 cos(πx) cos(πXi), t→∞, x ∈ [0,1].(6)
In other words, as the bandwidth becomes larger and larger, the kernel (4)
approaches the uniform density on [0,1].
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Fig. 1. Boundary bias in the neighborhood of x= 0.
Remark 1. An important property of the estimator (3) is that the
number of local maxima or modes is a nonincreasing function of t. This
follows from the maximum principle for parabolic PDE; see, for example,
[36].
For example, a necessary condition for a local maximum at, say, (x0, t0), t0 >
0, x0 ∈ (0,1) is ∂2∂x2 fˆ(x0; t0)≤ 0. From (2), this implies ∂∂t fˆ(x0; t0)≤ 0, from
which it follows that there exists an ε > 0 such that fˆ(x0; t0)≥ fˆ(x0; t0+ ε).
As a consequence of this, as t becomes larger and larger, the number of
local maxima of (3) is a nonincreasing function. This property is shared by
the Gaussian kernel density estimator (1) and has been exploited in various
ways by Silverman [49].
Example 1. Figure 1 gives an illustration of the performance of estima-
tors (3) and (1), where the true p.d.f. is the beta density 4(1−x)3, x ∈ [0,1],
and the estimators are build from a sample of size N = 1000 with a common
bandwidth
√
t= 0.05248. Note that the Gaussian kernel density estimator is
close to half the value of the true p.d.f. at the boundary x= 0. Overall, the
diffusion estimator (3) is much closer to the true p.d.f. The proposed estima-
tor (3) appears to be the first kernel estimator that does not use boundary
transformation and yet is consistent at all boundaries and remains a genuine
p.d.f. (is nonnegative and integrates to one). Existing boundary correction
methods [19, 31, 32] either account for the bias at a single end-point, or the
resulting estimators are not genuine p.d.f.’s.
Remark 2. In applications such as the smoothed bootstrap [11], there
is a need for efficient random variable generation from the kernel density
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estimate. Generation of random variables from the kernel (4) is easily ac-
complished using the following procedure. Generate Z ∼ N(0, t) and let
Y =Xi + Z. Compute W = Y mod2, and let X = |W |. Then it is easy to
show (e.g., using characteristic functions) that X has the density given by
(4).
Given the nice boundary bias properties of the estimator that arises as the
solution of the diffusion PDE (2), it is of interest to investigate if equation
(2) can be somehow modified or generalized to arrive at an even better
kernel estimator. This motivates us to consider in the next section the most
general linear time-homogeneous diffusion PDE as a starting point for the
construction of a better kernel density estimator.
3. The diffusion estimator. Our extension of the simple diffusion model
(2) is based on the smoothing properties of the linear diffusion PDE
∂
∂t
g(x; t) = Lg(x; t), x∈X , t > 0,(7)
where the linear differential operator L is of the form 12
d
dx(a(x)
d
dx (
·
p(x))),
and a and p can be any arbitrary positive functions on X with bounded
second derivatives, and the initial condition is g(x,0) =∆(x). If the set X
is bounded, we add the boundary condition ∂∂x(
g(x;t)
p(x) ) = 0 on ∂X , which
ensures that the solution of (7) integrates to unity. The PDE (7) describes
the p.d.f. of Xt for the Itoˆ diffusion process (Xt, t > 0) given by [12]
dXt = µ(Xt)dt+ σ(Xt)dBt,(8)
where the drift coefficient µ(x) = a
′(x)
2p(x) , the diffusion coefficient σ(x) =
√
a(x)
p(x) ,
the initial state X0 has distribution ∆(x), and (Bt, t > 0) is standard Brown-
ian motion. Obviously, if a= 1 and p= 1, we revert to the simpler model (2).
What makes the solution g(x; t) to (7) a plausible kernel density estimator is
that g(x; t) is a p.d.f. with the following properties. First, g(·; 0) is identical
to the initial condition of (7), that is, to the empirical density ∆(x). This
property is possessed by both the Gaussian kernel density estimator (1) and
the diffusion estimator (3). Second, if p(x) is a p.d.f. on X , then
lim
t→∞
g(x; t) = p(x), x ∈X .
This property is similar to the property that the kernel (6) and the estimator
(3) converge to the uniform density on X ≡ [0,1] as t→∞. In the context of
the diffusion process governed by (8), p is the limiting and stationary density
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of the diffusion. Third, similar to the estimator (3) and the Gaussian kernel
density estimator (1), we can write the solution of (7) as
g(x; t) =
1
N
N∑
i=1
κ(x,Xi; t),(9)
where for each fixed y ∈X the diffusion kernel κ satisfies the PDE
∂
∂t
κ(x, y; t) =Lκ(x, y; t), x ∈X , t > 0,
κ(x, y; 0) = δ(x− y), x ∈X .
(10)
In addition, for each fixed x ∈X the kernel κ satisfies the PDE
∂
∂t
κ(x, y; t) = L∗κ(x, y; t), y ∈X , t > 0,
κ(x, y; 0) = δ(x− y), y ∈X ,
(11)
where L∗ is of the form 12p(y)
∂
∂y (a(y)
∂
∂y (·)); that is, L∗ is the adjoint operator
of L. Note that L∗ is the infinitesimal generator of the Itoˆ diffusion process in
(8). If the set X has boundaries, we add the Neumann boundary condition
∂
∂x
(
κ(x, y; t)
p(x)
)∣∣∣∣
x∈∂X
= 0 ∀t > 0(12)
and ∂∂yκ(x, y; t)|y∈∂X = 0 to (10) and (11), respectively. These boundary
conditions ensure that g(x; t) integrates to unity for all t≥ 0. The reason that
the kernel κ satisfies both PDEs (10) and (11) is that (10) is the Kolmogorov
forward equation [12] corresponding to the diffusion process (8), and (11) is
a direct consequence of the Kolmogorov backward equation. We will use the
forward and backward equations to derive the asymptotic properties of the
diffusion estimator (9). Before we proceed with the asymptotic analysis, we
illustrate how the model (7) possesses adaptive smoothing properties similar
to the ones possessed by the adaptive kernel density estimators [1, 15, 16, 27].
Example 2. Suppose that the initial condition of PDE (7) is ∆(x)
with N = 500,000 and X1, . . . ,XN are independent draws from f(x) = 1−
cos(6πx), x ∈ [0,1]. Suppose further that p(x) = 4(1 − x)3 and a(x) = 1 on
[0,1]. The aim of this example is not to estimate f , but to illustrate the var-
ious shapes that the estimator can take, given data from f . Figure 2 shows
the solution of the PDE (7) for two values of the bandwidth:
√
t= 4× 10−4
(small) and
√
t= 0.89 (large). Since p(x) is the limiting and stationary den-
sity of the diffusion process governed by (7), the large bandwidth density is
indistinguishable from p(x). The small bandwidth density estimate is much
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Fig. 2. Small and large bandwidth behavior of the diffusion density in Example 2.
closer to f(x) than to p(x). The crucial feature of the small bandwidth den-
sity estimate is that p(x) allows for varying degrees of smoothing across the
domain of the data, in particular allowing for greater smoothing to be ap-
plied in areas of sparse data, and relatively less in the high density regions.
It can be seen from Figure 2 that the small time density estimate is noisier in
regions where p(x) is large (closer to x= 0), and smoother in regions where
p(x) is small (closer to x= 1). The adaptive smoothing is a consequence of
the fact that the diffusion kernel (10) has a state-dependent diffusion coef-
ficient σ(x) =
√
a(x)/p(x), which helps diffuse the initial density ∆(x) at a
different rate throughout the state space.
Remark 3. Even though there is no analytical expression for the diffu-
sion kernel satisfying (10), we can write κ in terms of a generalized Fourier
series in the case that X is bounded:
κ(x, y; t) = p(x)
∞∑
k=0
eλktϕk(x)ϕk(y), x, y ∈ [0,1],(13)
where {ϕk} and {λk} are the eigenfunctions and eigenvalues of the Sturm–
Liouville problem on [0,1]:
L∗ϕk = λkϕk, k = 0,1,2, . . . ,
(14)
ϕ′k(0) = ϕ
′
k(1) = 0, k = 0,1,2, . . . .
It is well known (see, e.g., [36]) that {ϕk} forms a complete orthonormal basis
with respect to the weight p for L2(0,1). From the expression (13), we can see
that the kernel satisfies the detailed balance equation for a continuous-time
Markov process [12]
p(y)κ(x, y; t) = p(x)κ(y,x; t) ∀t > 0, x, y ∈X .(15)
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The detailed balance equation ensures that the limiting and stationary den-
sity of the diffusion estimator (9) is p(x). In addition, the kernel satisfies the
Chapman–Kolmogorov equation∫
X
κ(x1, x0; t1)κ(x2, x1; t2)dx1 = κ(x2, x0; t1 + t2).(16)
Note that there is no loss of generality in assuming that the domain is
[0,1], because any bounded domain can be mapped onto [0,1] by a linear
transformation.
Remark 4. When p(x) is a p.d.f., an important distance measure be-
tween the diffusion estimator (9) and p(x) is the divergence measure of
Csisza´r [9]. The Csisza´r distance measure between two continuous probabil-
ity densities g and p is defined as
D(g→ p) =
∫
R
p(x)ψ
(
g(x)
p(x)
)
dx,
where ψ :R+→R+ is a twice continuously differentiable function; ψ(1) = 0;
and ψ′′(x) > 0 for all x ∈ R+. The diffusion estimator (9) possesses the
monotonicity property
d
dt
D(g→ p) =−1
2
∫
X
(
g(x; t)
p(x)
)2
ψ′′
(
g(x; t)
p(x)
)
dx < 0, g 6= p, t > 0.
In other words, the distance between the estimator (9) and the stationary
density p is a monotonically decreasing function of the bandwidth
√
t. This is
why the solution of (7) in Figure 2 approaches p as the bandwidth becomes
larger and larger. Note that Csisza´r’s family of measures subsumes all of
the information-theoretic distance measures used in practice [21, 30]. For
example, if ψ(x) = x
α−x
α(α−1) , α 6= 0,1, for some parameter α, then the family of
distances indexed by α includes the Hellinger distance for α= 1/2, Pearson’s
χ2 discrepancy measure for α = 2, Neymann’s χ2 measure for α= −1, the
Kullback–Leibler distance in the limit as α→ 1 and Burg’s distance as α→ 0.
4. Bias and variance analysis. We now examine the asymptotic bias,
variance and MISE of the diffusion estimator (9). In order to derive the
asymptotic properties of the proposed estimator, we need the small band-
width behavior of the diffusion kernel satisfying (10). This is provided by
the following lemma.
Lemma 1. Assume that the functions a(x) and p(x) are such that
c1 =
√∫ ∞
−∞
(
Lq(z)
q(z)
)2
dz <∞, q(z) := p(z)
a1/4(z)p1/4(z)
,
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(17)
lim
z→∞
∫ z
z0
√
p(s)/a(s)ds=∞.
Then, the leading small bandwidth asymptotic behavior of the kernel satisfy-
ing (10) and (11) on X ≡R is
κ(x, y; t)∼ p(x)√
2πt[p(x)a(x)a(y)p(y)]1/4
× exp
{
− 1
2t
[∫ x
y
√
p(s)
a(s)
ds
]2}
, t ↓ 0.
We denote the asymptotic approximation on the right-hand side by κ˜(x, y; t).
Thus, κ(x, y; t)∼ κ˜(x, y; t) as t ↓ 0.
The somewhat lengthy and technical proof is given in Appendix B. A few
remarks about the technical conditions on a and p now follow. Conditions
(17) are trivially satisfied if a, p and its derivatives up to order 2 are all
bounded from above, and p(x)≥ p0 > 0 and a(x)≥ a0 > 0. In other words,
if we clip p(x) away from zero and use a(x) = pα(x) for α ∈ [0,1], then the
conditions (17) are satisfied. Such clipping procedures have been applied in
the traditional kernel density estimation setting, see [1, 7, 16, 18, 27]. Note
that the conditions are more easily satisfied when p is heavy-tailed. For
example, if a(x) = p(x), then p could be any regularly varying p.d.f. of the
form p∝ (1+ |x|)−α, α > 1. Lemma 1 is required for deriving the asymptotic
properties of the estimator, all collected in the following theorem.
Theorem 1. Let t= tN be such that limN→∞ tN = 0, limN→∞N
√
tN =
∞. Assume that f is twice continuously differentiable and that the domain
X ≡R. Then:
1. The pointwise bias has the asymptotic behavior
Ef [g(x; t)]− f(x) = tLf(x) +O(t2), N →∞.(18)
2. The integrated squared bias has the asymptotic behavior
‖Ef [g(·; t)]− f‖2 ∼ t2‖Lf‖2 = 14t2‖(a(f/p)′)′‖2, N →∞.(19)
3. The pointwise variance has the asymptotic behavior
Varf [g(x; t)]∼ f(x)
2N
√
πtσ(x)
, N →∞,(20)
where σ2(x) = a(x)/p(x).
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4. The integrated variance has the asymptotic behavior∫
Varf [g(x; t)]dx∼
Ef [σ
−1(X)]
2N
√
πt
, N →∞.(21)
5. Combining the leading order bias and variance terms gives the asymptotic
approximation to the MISE
AMISE{g}(t) = 1
4
t2‖(a(f/p)′)′‖2 + Ef [σ
−1(X)]
2N
√
πt
.(22)
6. Hence, the square of the asymptotically optimal bandwidth is
t∗ =
(
Ef [σ
−1(X)]
2N
√
π‖Lf‖2
)2/5
,(23)
which gives the minimum
min
t
AMISE{g}(t) =N−4/5 5[Efσ
−1(X)]4/5‖Lf‖2/5
214/5π2/5
.(24)
The proof is given in Appendix C.
We make the following observations. First, if p 6≡ f , the rate of convergence
of (24) is O(N−4/5), the same as the rate of the Gaussian kernel density
estimator in (39). The multiplicative constant of N−4/5 in (24), however,
can be made very small by choosing p to be a pilot density estimate of
f . Preliminary or pilot density estimates are used in most adaptive kernel
methods [53]. Second, if p≡ f , then the leading bias term (18) is 0. In fact,
if f is infinitely smooth, the pointwise bias is exactly zero, as can be seen
from
Ef [g(x; t)] =
∞∑
k=0
tk
k!
Lkf(x), f ∈C∞,
where Ln+1 = LLn and L0 is the identity operator. In addition, if a= p∝ 1,
then the bias term (18) is equivalent to the bias term (35) of the Gaussian
kernel density estimator. Third, (20) suggests that in regions where the pilot
density p(x) is large [which is equivalent to small diffusion coefficient σ(x)]
and f(x) is large, the pointwise variance will be large. Conversely, in regions
with few observations [i.e., where the diffusion coefficient σ(x) is high and
f(x) is small] the pointwise variance is low. In other words, the ideal variance
behavior results when the diffusivity σ(x) behaves inversely proportional to
f(x).
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4.1. Special cases of the diffusion estimator. We shall now show that
the diffusion kernel estimator (9) is a generalization of some well-known
modifications of the Gaussian kernel density estimator (1). Examples of
modifications and improvements subsumed as special cases of (9) are as
follows.
1. If a(x) = p(x) ∝ 1 in (9) and X ≡ R, then the kernel κ reduces to the
Gaussian kernel and we obtain (1).
2. If a(x) = 1 and p(x) = fp(x), where fp is a clipped pilot density estimate
of f (see [1, 18, 27]), then from Lemma 1, we have
κ(x, y; t)∼ κ˜(x, y; t) = fp(x)√
2πt(fp(x)fp(y))1/4
exp
{
− 1
2t
[∫ x
y
√
fp(s)ds
]2}
.
Thus, in the neighborhood of y such that |x − y| = O(tβ), β > 1/3, we
have
κ(x, y; t)∼ 1√
2πt/fp(x)
exp
{
− (x− y)
2
2t/fp(x)
}
, t ↓ 0.
In other words, in the neighborhood of y, κ is asymptotically equiva-
lent to a Gaussian kernel with mean y and bandwidth
√
t/fp(y), which
is precisely the Abramson’s variable bandwidth [1] modification as ap-
plied to the Gaussian kernel. Abramson’s square root law states that the
asymptotically optimal variable bandwidth is proportional to f
−1/2
p (y).
3. If we choose a(x) = p(x) = fp(x), then in an O(t
β), β > 0 neighborhood of
y, the kernel κ(x, y; t) behaves asymptotically as a Gaussian kernel with
location y + t2
f ′p(y)
fp(y)
and bandwidth
√
t:
κ(x, y; t)∼ 1√
2πt
exp
{
− 1
2t
(
x− y− t
2
f ′p(y)
fp(y)
)2}
, t ↓ 0.
This is precisely the data sharpening modification described in [46], where
the locations of the data points are shifted prior to the application of
the kernel density estimate. Thus, in our paradigm, data sharpening is
equivalent to using the diffusion (7) with drift µ(x) =
f ′p(x)
2fp(x)
and diffusion
coefficient σ(x) = 1.
4. Finally, if we set p(x) = fp(x) and a(x) = p
α(x), α ∈ [0,1], then we ob-
tain a method that is a combination of both the data sharpening and the
variable bandwidth of Abramson. The kernel κ behaves asymptotically [in
an O(tβ), β > 1/3 neighborhood of y] like a Gaussian kernel with location
y + tµ(y) = y + αt2 f
α−2
p (y)f
′
p(y) and bandwidth
√
tσ2(y) =
√
tfα−1p (y).
Similar variable location and scale kernel density estimators are consid-
ered in [27].
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The proposed method thus unifies many of the already existing ideas for
variable scale and location kernel density estimators. Note that these esti-
mators all have one common feature: they compute a pilot density estimate
(which is an infinite-dimensional parameter) prior to the main estimation
step.
Our choice for a(x) will be motivated by regularity properties of the diffu-
sion process underlying the smoothing kernel. In short, we prefer to choose
a(x) = 1 so as to make the diffusion process in (8) nonexplosive with a
well-defined limiting distribution. A necessary and sufficient condition for
explosions is Feller’s test [13].
Theorem 2 (Feller’s test). Let µ(x) > 0 and σ(x) > 0 be bounded and
continuous. Then the diffusion process (8) explodes if and only if there exists
z ∈R such that either one of the following two conditions holds:
1. ∫ z
−∞
∫ z
x
exp
(∫ y
x
2µ(s)
σ2(s)
ds
)
σ−2(y)dy dx <∞,
2. ∫ ∞
z
∫ x
z
exp
(∫ y
x
2µ(s)
σ2(s)
ds
)
σ−2(y)dy dx <∞.
A corollary of Feller’s test is that when µ(x) = 0 both of Feller’s conditions
fail, and diffusions of the form dXt = σt dWt are nonexplosive.
Since in our case we have σ2(x) = a(x)/p(x) and a(x) = exp(
∫ x
x0
2µ(y)/
σ2(y)dy), Feller’s condition becomes the following.
Proposition 1 (Feller’s test). Given a(x) and p(x) in (7), the diffusion
process (8) explodes if and only if there exists z ∈R such that either one of
the following two conditions holds:
1. ∫ z
−∞
∫ z
x
p(y)
a(x)
dy dx <∞,
2. ∫ ∞
z
∫ x
z
p(y)
a(x)
dy dx <∞.
The easiest way to ensure nonexplosiveness of the underlying diffusion
process and the existence of a limiting distribution is to set a(x) = 1, which
corresponds to µ(x) = 0. Note that a necessary condition for the existence
of a limiting p.d.f. is the existence of z such that
∫∞
z 1/a(x)dx=∞. In this
case, both of Feller’s conditions fail. The nonexplosiveness property ensures
that generation of random variables from the diffusion estimator does not
pose any technical problems.
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5. Bandwidth selection algorithm. Before we explain how to estimate
the bandwidth
√
t∗ in (23) of the diffusion estimator (9), we explain how to
estimate the bandwidth
√
∗t in (38) (see Appendix A) of the Gaussian kernel
density estimator (1). Here, we present a new plug-in bandwidth selection
procedure based on the ideas in [23, 26, 40, 48] to achieve unparalleled
practical performance. The highlighting feature of the proposed method is
that it does not use normal reference rules and is thus completely data-
driven.
It is clear from (38) in Appendix A that to compute the optimal ∗t for the
Gaussian kernel density estimator (1) one needs to estimate the functional
‖f ′′‖2. Thus, we consider the problem of estimating ‖f (j)‖2 for an arbitrary
integer j ≥ 1. The identity ‖f (j)‖2 = (−1)jEf [f (2j)(X)] suggests two possible
plug-in estimators. The first one is
(−1)jÊff (2j) := (−1)
j
N
N∑
k=1
fˆ (2j)(Xk; tj)
(25)
=
(−1)j
N2
N∑
k=1
N∑
m=1
φ(2j)(Xk,Xm; tj),
where fˆ is the Gaussian kernel density estimator (1). The second estimator
is
‖f̂ (j)‖2 := ‖fˆ (j)(·; t)‖2
=
1
N2
N∑
k=1
N∑
m=1
∫
R
φ(j)(x,Xk; tj)φ
(j)(x,Xm; tj)dx(26)
=
(−1)j
N2
N∑
k=1
N∑
m=1
φ(2j)(Xk,Xm; 2tj),
where the last line is a simplification following easily from the fact that the
Gaussian kernel φ satisfies the Chapman–Kolmogorov equation (16). For a
given bandwidth, both estimators (−1)j Êff (2j) and ‖̂f (j)‖2 aim to estimate
the same quantity, namely ‖f (j)‖2. We select tj so that both estimators (25)
and (26) are asymptotically equivalent in the mean square error sense. In
other words, we choose tj = ∗tj so that both (−1)jÊff (2j) and ‖̂f (j)‖2 have
equal asymptotic mean square error. This gives the following proposition.
Proposition 2. The estimators (−1)jÊff (2j) and ‖̂f (j)‖2 have the same
asymptotic mean square error when
∗tj =
(
1 + 1/2j+1/2
3
1× 3× 5× · · · × (2j − 1)
N
√
π/2‖f (j+1)‖2
)2/(3+2j)
.(27)
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Proof. The arguments are similar to the ones used in [53]. Under the as-
sumptions that tj depends on N such that limN→∞ tj = 0 and
limN→∞Nt
j+1/2
j =∞, we can take the expectation of the estimator (25)
and obtain the expansion (tj = t):
Ef [Êff (2j)]
=
1
N
φ(2j)(0,0; t) +
N − 1
N
∫ ∫
f(x)f(y)φ(2j)(x, y; t)dxdy
=−1× 3× · · · × (2j − 1)
tj+1/2
√
2πN
+
∫
f(x)
(
f (2j)(x) +
t
2
f2(j+1)(x) + o(t)
)
dx+O(N−1)
=−1× 3× 5× · · · × (2j − 1)
tj+1/2
√
2πN
+
t
2
‖f (j+1)‖2
+ (−1)j‖f (j)‖2 +O(N−1), N →∞.
Hence, the squared bias has asymptotic behavior (N →∞)
((−1)jEf [Êff (2j)]− ‖f (j)‖2)2 ∼
(
1× 3× · · · × (2j − 1)
tj+1/2
√
2πN
− t
2
‖f (j+1)‖2
)2
.
A similar argument (see [53]) shows that the variance is of the order O(N−2×
t−2j−1/2), which is of lesser order than the squared bias. This implies that the
leading order term in the asymptotic mean square error of Êff (2j) is given
by the asymptotic squared bias. There is no need to derive the asymptotic
expansion of Ef [‖̂f (j)‖2], because inspection of (26) and (25) shows that
‖̂f (j)‖2 exactly equals (−1)j Êff (2j) when the latter is evaluated at 2tj . In
other words,
(−1)jEf [‖̂f (j)‖
2
] =−1× 3× 5× · · · × (2j − 1)
(2t)j+1/2
√
2πN
+ t‖f (j+1)‖2 +O(1 +N−1).
Again, the leading term of the asymptotic mean square error of ‖̂f (j)‖2 is
given by the leading term of the squared bias of ‖̂f (j)‖2. Thus, equalizing the
asymptotic mean squared error of both estimators is the same as equalizing
their respective asymptotic squared biases. This yields the equation(
1× 3× · · · × (2j − 1)
(2t)j+1/2
√
2πN
− t‖f (j+1)‖2
)2
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=
(
1× 3× · · · × (2j − 1)
tj+1/2
√
2πN
− t
2
‖f (j+1)‖2
)2
.
The positive solution of the equation yields the desired ∗tj . 
Thus, for example,
∗t2 =
(
8 +
√
2
24
3
N
√
π/2‖f (3)‖2
)2/7
(28)
is our bandwidth choice for the estimation of ‖f ′′‖2. We estimate each ∗tj
by
∗tˆj =
(
1 + 1/2j+1/2
3
1× 3× 5× · · · × (2j − 1)
N
√
π/2 ̂‖f (j+1)‖2
)2/(3+2j)
.(29)
Computation of ̂‖f (j+1)‖2 requires estimation of ∗tj+1 itself, which in turn
requires estimation of ∗tj+2, and so on, as seen from formulas (26) and
(29). We are faced with the problem of estimating the infinite sequence
{∗tj+k, k ≥ 1}. It is clear, however, that given ∗tl+1 for some l > 0 we can
estimate all {∗tj ,1≤ j ≤ l} recursively, and then estimate ∗t itself from (38).
This motivates the l-stage direct plug-in bandwidth selector [26, 48, 53],
defined as follows.
1. For a given integer l > 0, estimate ∗tl+1 via (27) and ‖f (l+2)‖2 computed
by assuming that f is a normal density with mean and variance estimated
from the data. Denote the estimate by ∗tˆl+1.
2. Use ∗tˆl+1 to estimate ‖f (l+1)‖2 via the plug-in estimator (26) and ∗tˆl via
(29). Then use ∗tˆl to estimate ∗tˆl−1 and so on until we obtain an estimate
of ∗tˆ2.
3. Use the estimate of ∗tˆ2 to compute ∗tˆ from (38).
The l-stage direct plug-in bandwidth selector thus involves the estimation
of l functionals {‖f (j)‖,2 ≤ j ≤ l + 1} via the plug-in estimator (26). We
can describe the procedure in a more abstract way as follows. Denote the
functional dependence of ∗tˆj on ∗tˆj+1 in formula (29) as
∗tˆj = γj(∗tˆj+1).
It is then clear that ∗tˆj = γj(γj+1(∗tˆj+2)) = γj(γj+1(γj+2(∗tˆj+3))) = · · · . For
simplicity of notation, we define the composition
γ[k](t) = γ1(· · ·γk−1(γk︸ ︷︷ ︸
k times
(t)) · · ·), k ≥ 1.
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Inspection of formulas (29) and (38) shows that the estimate of ∗t satisfies
∗tˆ= ξ∗tˆ1 = ξγ[1](∗tˆ2) = ξγ[2](∗tˆ3) = · · ·= ξγ[l](∗tˆ1+l),
ξ =
(
6
√
2− 3
7
)2/5
≈ 0.90.
Then, for a given integer l > 0, the l-stage direct plug-in bandwidth selector
consists of computing
∗tˆ= ξγ[l](∗tl+1),
where ∗tl+1 is estimated via (27) by assuming that f in ‖f (l+2)‖2 is a normal
density with mean and variance estimated from the data. The weakest point
of this procedure is that we assume that the true f is a Gaussian density
in order to compute ‖f (l+2)‖2. This assumption can lead to arbitrarily bad
estimates of ∗t, when, for example, the true f is far from being Gaussian.
Instead, we propose to find a solution to the nonlinear equation
t= ξγ[l](t),(30)
for some l, using either fixed point iteration or Newton’s method with initial
guess t= 0. The fixed point iteration version is formalized in the following
algorithm.
Algorithm 1 (Improved Sheather–Jones). Given l > 2, execute the fol-
lowing steps:
1. initialize with z0 = ε, where ε is machine precision, and n= 0;
2. set zn+1 = ξγ
[l](zn);
3. if |zn+1 − zn| < ε, stop and set ∗tˆ = zn+1; otherwise, set n := n+ 1 and
repeat from step 2;
4. deliver the Gaussian kernel density estimator (1) evaluated at ∗tˆ as the
final estimator of f , and ∗tˆ2 = γ[l−1](zn+1) as the bandwidth for the op-
timal estimation of ‖f ′′‖2.
Numerical experience suggests the following. First, the fixed-point algo-
rithm does not fail to find a root of the equation t = ξγ[l](t). Second, the
root appears to be unique. Third, the solutions to the equations
t= ξγ[5](t)
and
t= ξγ[l+5](t)
for any l > 0 do not differ in any practically meaningful way. In other words,
there were no gains to be had by increasing the stages of the bandwidth
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Fig. 3. The Improved Sheather–Jones bandwidth selection rule in Algorithm 1 leads to
improved performance compared to the original plug-in rule that uses the normal reference
rule.
selection rule beyond l = 5. We recommend setting l = 5. Finally, the nu-
merical procedure for the computation of γ[5](t) is fast when implemented
using the Discrete Cosine Transform [4].
The plug-in method described in Algorithm 1 has superior practical per-
formance compared to existing plug-in implementations, including the par-
ticular solve-the-equation rule of Sheather and Jones [48, 53]. Since we bor-
row many of the fruitful ideas described in [48] (which in turn build upon
the work of Hall, Park and Marron [17, 45]), we call our new algorithm the
Improved Sheather–Jones (ISJ) method.
To illustrate the significant improvement of the plug-in method in Algo-
rithm 1, consider, for example, the case where f is a mixture of two Gaussian
densities with a common variance of 1 and means of −30 and 30.
Figure 3 shows the right mode of f , and the two estimates resulting from
the old plug-in rule [48] and the plug-in rule of Algorithm 1. The left mode is
not displayed, but looks similar. The integrated squared error using the new
plug-in bandwidth estimate, ‖f − fˆ(·; ∗tˆ)‖2, is one 10th of the error using
the old bandwidth selection rule.
5.1. Experiments with normal reference rules. The result of Figure 3 is
not an isolated case, in which the normal reference rules do not perform
well. We performed a comprehensive simulation study in order to compare
the Improved Sheather–Jones (ISJ) (Algorithm 1) with the original (vanilla)
Sheather–Jones (SJ) algorithm [48, 53].
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Table 1
Results over 10 independent simulation experiments. In all cases the domain was
assumed to be R. Many test problems are taken from [42]. In the table N(µ,σ2), denotes
a Gaussian density with mean µ and variance σ2
Case Target density f(x) N Ratio
1 (claw) 1
2
N(0,1) +
∑4
k=0
1
10
N( k
2
− 1, ( 1
10
)2) 103 0.72
104 0.94
2 (strongly skewed)
∑7
k=0
1
8
N(3(( 2
3
)k − 1), ( 2
3
)2k) 103 0.69
104 0.84
3 (kurtotic unimodal) 2
3
N(0,1) + 1
3
N(0, ( 1
10
)2) 102 0.78
103 0.93
4 (double claw) 49
100
N(−1, ( 2
3
)2) + 49
100
N(1, ( 2
3
)2) 105 0.35
+ 1
350
∑6
k=0N(
k−3
2
, ( 1
100
)2) 106 0.10
5 (discrete comb) 2
7
∑2
k=0N(
12k−15
7
, ( 2
7
)2) + 1
21
∑10
k=8N(
2k
7
, ( 1
21
)2) 103 0.45
104 0.27
6 (asymmetric 46
100
∑1
k=0N(2k − 1, (
2
3
)2) +
∑3
k=1
1
300
N(− k
2
, ( 1
100
)2) 104 0.68
double claw) +
∑3
k=1
7
300
N( k
2
, ( 7
100
)2) 106 0.24
7 (outlier) 1
10
N(0,1) + 9
10
N(0, ( 1
10
)2) 103 1.01
105 1.00
8 (separated bimodal) 1
2
N(−12, 1
4
) + 1
2
N(12, 1
4
) 102 0.33
103 0.64
9 (skewed bimodal) 3
4
N(0,1) + 1
4
N( 3
2
, ( 1
3
)2) 103 1.02
104 1.00
10 (bimodal) 1
2
N(0, ( 1
10
)2) + 1
2
N(5,1) 102 0.31
103 0.70
11 Log-Normal with µ= 0 and σ = 1 103 0.82
104 0.80
12 (asymmetric claw) 1
2
N(0,1) +
∑2
k=−2
21−k
31
N(k + 1
2
, ( 2
−k
10
)2) 103 0.76
104 0.59
13 (trimodal) 1
3
∑2
k=0N(80k; (k + 1)
4) 102 0.21
103 0.17
14 (5-modes) 1
5
∑4
k=0N(80k; (k + 1)
2) 103 0.07
104 0.18
15 (10-modes) 1
10
∑9
k=0N(100k; (k + 1)
2) 103 0.12
104 0.07
16 (smooth comb)
∑5
k=0
25−k
63
N( 65−96/2
k
21
; (32/63)
2
22k
) 104 0.40
105 0.34
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Table 1 shows the average results over 10 independent trials for a number
of different test cases. The second column displays the target density and
the third column shows the sample size used for the experiments. The last
column shows our criterion for comparison:
R=
‖fˆ(·; ∗tˆ)− f‖2
‖fˆ(·; tSJ)− f‖2
,
that is, the ratio of the integrated squared error of the new ISJ estimator
to the integrated squared error of the original SJ estimator. Here, tSJ is the
bandwidth computed using the original Sheather–Jones method [48, 53].
The results in Table 1 show that the improvement in the integrated
squared error can be as much as ten-fold, and the ISJ method outperforms
the SJ method in almost all cases. The evidence suggests that discarding
the normal reference rules, widely employed by most plug-in rules, can sig-
nificantly improve the performance of the plug-in methods.
The multi-modal test cases 12 through 16 in Table 1 and Figure 3 demon-
strate that the new bandwidth selection procedure passes the bi-modality test
[10], which consists of testing the performance of a bandwidth selection pro-
cedure using a bimodal target density, with the two modes at some distance
from each other. It has been demonstrated in [10] that, by separating the
modes of the target density enough, existing plug-in selection procedures
can be made to perform arbitrarily poorly due to the adverse effects of the
normal reference rules. The proposed plug-in method in Algorithm 1 per-
forms much better than existing plug-in rules, because it uses the theoretical
ideas developed in [48], except for the detrimental normal reference rules.
A Matlab implementation of Algorithm 1 is freely available from [4], and
includes other examples of improved performance.
Algorithm 1 can be extended to bandwidth selection in higher dimensions.
For completeness we describe the two-dimensional version of the algorithm
in Appendix E. The advantages of discarding the normal reference rules
persist in the two-dimensional case. In other words, the good performance
of the proposed method in two dimensions is similar to that observed in the
univariate case. For example, Figure 4 shows the superior performance of the
ISJ method compared to a plug-in approach using the normal reference rule
[52, 53], and with kernels assumed to have a diagonal covariance matrix with
a single smoothing parameter: Σ = tI . We estimate the bivariate density,
1
4
∑4
k=1N(µk, I), from a sample of size N = 400, where
µ1 = (0,0), µ2 = (0,50), µ3 = (50,0), µ4 = (50,50).
Note that using a plug-in rule with a normal reference rule causes significant
over-smoothing. The integrated squared error for the ISJ method is 10 times
smaller than the corresponding error for the plug-in rule that uses a normal
reference rule [52, 53].
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Fig. 4. Right panel: plug-in rule with normal reference rule; left panel: the Improved
Sheather–Jones method; the normal reference rule causes significant over-smoothing.
5.2. Bandwidth selection for the diffusion estimator. We now discuss the
bandwidth choice for the diffusion estimator (9). In the following argument
we assume that f is as many times continuously differentiable as needed.
Computation of t∗ in (23) requires an estimate of ‖Lf‖2 and Ef [σ−1(X)].
We estimate Ef [σ
−1(X)] via the unbiased estimator 1N
∑N
i=1 σ
−1(Xi). The
identity ‖Lf‖2 = EfL∗Lf(X) suggests two possible plug-in estimators. The
first one is
̂EfL∗Lf :=
1
N
N∑
j=1
L∗Lg(x; t2)
∣∣∣
x=Xj
(31)
=
1
N2
N∑
i=1
N∑
j=1
L∗Lκ(x,Xi; t2)
∣∣∣
x=Xj
,
where g(x; t2) is the diffusion estimator (9) evaluated at t2, and X ≡R. The
second estimator is
‖̂Lf‖2 := ‖Lg(·; t2)‖2
=
∥∥∥∥∂g∂t (·; t2)
∥∥∥∥2
(32)
=
1
N2
N∑
i=1
N∑
j=1
∫
R
∂κ
∂t
(x,Xi; t2)
∂κ
∂t
(x,Xj ; t2)dx
=
1
N2
N∑
i=1
N∑
j=1
L∗Lκ(x,Xi; 2t2)
∣∣∣
x=Xj
,
where the last line is a simplification that follows from the Chapman–
Kolmogorov equation (16). The optimal t∗2 is derived in the same way that
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∗t2 is derived for the Gaussian kernel density estimator. That is, t∗2 is such
that both estimators ̂EfL∗Lf and ‖̂Lf‖2 have the same asymptotic mean
square error. This leads to the following proposition.
Proposition 3. The estimators ̂EfL∗Lf and ‖̂Lf‖2 have the same
asymptotic mean square error when
t∗2 =
(
8 +
√
2
24
−3√2Ef [σ−1(X)]
8
√
πNEf [L∗L2f(X)]
)2/7
.(33)
Proof. Although the relevant calculations are lengthier, the arguments
here are exactly the same as the ones used in Proposition 1. In particular, we
have the same assumptions on t about its dependence on N . For simplicity
of notation, the operators L∗ and L are here assumed to apply to the first
argument of the kernel κ:
Ef [ ̂EfL∗Lf ]
= Ef
1
N2
N∑
i=1
N∑
j=1
L∗Lκ(x,Xi; t)
∣∣∣
x=Xj
=
1
N
∫
f(x)L∗Lκ(x,Xi; t)
∣∣∣
Xi=x
dx
+
N − 1
N
∫ ∫
f(y)f(x)L∗Lκ(x, y; t)dy dx
=
3
√
2Ef [σ
−1(X)]
8
√
πt5/2N
+O(N−1t−3/2)
+
∫ ∫
f(y)f(x)L∗Lκ(x, y; t)dy dx+O(N−1)
=
3
√
2Ef [σ
−1(X)]
8
√
πt5/2N
+
∫
f(y)
∫
L∗Lf(x)κ(x, y; t)dxdy
+O(N−1(1 + t−3/2))
=
3
√
2Ef [σ
−1(X)]
8
√
πt5/2N
+ ‖Lf‖2 + t
∫
f(y)L∗L2f(y)dy
+O(N−1(1 + t−3/2) + t2),
where we have used a consequence of Lemma 1,∫
f(x)L∗Lκ(x,Xi; t)
∣∣∣
Xi=x
dx∼ 3
√
2Ef [σ
−1(X)]
8
√
πt5/2
, t ↓ 0,
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and a consequence of the detailed balance equation (15),∫
L∗Lf(x)κ(x, y; t)dx=
∫
p(x)L∗Lf(x)
p(y)
κ(y,x; t)dx
= L∗Lf(y) + tL∗L∗Lf(y) +O(t2).
Therefore, the squared bias has asymptotic behavior (N →∞)
(Ef [ ̂EfL∗Lf ]− ‖Lf‖2)2 ∼
(
3
√
2Ef [σ
−1(X)]
8
√
πt5/2N
+ t
∫
f(y)L∗L2f(y)dy
)2
.
Since estimator ‖̂Lf‖2 equals ̂EfL∗Lf when the latter is evaluated at 2t2,
the asymptotic squared bias of ‖̂Lf‖2 follows immediately, and we simply
repeat the arguments in the proof of Proposition 1 to obtain the desired t∗2.

Note that t∗2 has the same rate of convergence to 0 as ∗t2 in (28). In
fact, since the Gaussian kernel density estimator is a special case of the
diffusion estimator (9) when p(x) = a(x) = 1, the plug-in estimator (32) for
the estimation of ‖Lf‖2 reduces to the plug-in estimator for the estimation
of 14‖f ′′‖2. In addition, when p(x) = a(x) = 1, the t∗2 in (33) and ∗t2 in
(28) are identical. We thus suggest the following bandwidth selection and
estimation procedure for the diffusion estimator (9).
Algorithm 2.
1. Given the data X1, . . . ,XN , run Algorithm 1 to obtain the Gaussian
kernel density estimator (1) evaluated at ∗tˆ and the optimal bandwidth√
∗tˆ2 for the estimation of ‖f ′′‖2. This is the pilot estimation step.
2. Let p(x) be the Gaussian kernel density estimator from step 1, and let
a(x) = pα(x) for some α ∈ [0,1].
3. Estimate ‖Lf‖2 via the plug-in estimator (32) using tˆ∗2 = ∗tˆ2, where ∗tˆ2
is computed in step 1.
4. Substitute the estimate of ‖Lf‖2 into (23) to obtain an estimate for t∗.
5. Deliver the diffusion estimator (9) evaluated at tˆ∗ as the final density
estimate.
The bandwidth selection rule that we use for the diffusion estimator in
Algorithm 2 is a single stage direct plug-in bandwidth selector, where the
bandwidth t∗2 for the estimation of the functional ‖Lf‖2 is approximated
by ∗tˆ2 (which is computed in Algorithm 1), instead of being derived from a
normal reference rule. In the next section, we illustrate the performance of
Algorithm 2 using some well-known test cases for density estimation.
KERNEL DENSITY ESTIMATION VIA DIFFUSION 25
Remark 5 (Random variable generation). For applications of kernel
density estimation, such as the smoothed bootstrap, efficient random vari-
able generation from the diffusion estimator (9) is accomplished via the Euler
method as applied to the stochastic differential equation (8) (see [34]).
Algorithm 3.
1. Subdivide the interval [0, tˆ∗] into n equal intervals of length δt= tˆ∗/n for
some large n.
2. Generate a random integer I from 1 to N uniformly.
3. For i= 1, . . . , n, repeat
Yi = Yi−1 + µ(Yi−1)δt+ σ(Yi−1)
√
δtZi,
where Z1, . . . ,Zn ∼i.i.d. N(0,1), and Y0 =XI .
4. Output Yn as a random variable with approximate density (9).
Note that since we are only interested in the approximation of the sta-
tistical properties of Yn, there are no gains to be had from using the more
complex Milstein stochastic integration procedure [34].
6. Numerical experiments. In this section, we provide a simulation study
of the diffusion estimator. In implementing Algorithm 2, there are a num-
ber of issues to consider. First, the numerical solution of the PDE (7) is
a straightforward application of either finite difference or spectral methods
[36]. A Matlab implementation using finite differences and the stiff ODE
solver ode15s.m is available from the first author upon request. Second, we
compute ‖Lg(·; tˆ∗2)‖2 in Algorithm 2 using the approximation
‖Lg(·; t)‖2 =
∥∥∥∥∂g∂t (·; t)
∥∥∥∥2 ≈ ‖g(·; t+ ε)− g(·; t)‖2/ε2, ε≪ 1,
where g(·; t) and g(·; t+ε) are the successive output of the numerical integra-
tion routine (ode15s.m in our case). Finally, we selected α= 1 or a(x) = p(x)
in Algorithm 2 without using any clipping of the pilot estimate. For a small
simulation study with α= 0, see [5].
We would like to point out that simulation studies of existing variable-
location scale estimators [27, 46, 51] are implemented assuming that the
target p.d.f. f and any functionals of f are known exactly and no pilot
estimation step is employed. In addition, in these simulation studies the
bandwidth is chosen so that it is the global minimizer of the exact MISE.
Since in practical applications the MISE and all functionals of f are not
available, but have to be estimated, we proceed differently in our simula-
tion study. We compare the estimator of Algorithm 2 with the Abramson’s
popular adaptive kernel density estimator [1]. The parameters ∗t and ∗t2
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of the diffusion estimator are estimated using the new bandwidth selection
procedure in Algorithm 1. The implementation of Abramson’s estimator in
the Stata language is given in [33]. Briefly, the estimator is given by
fˆA(x) =
1
N
√
tλi
N∑
i=1
φ
(
x−Xi√
tλi
)
,
where λ2i = G/fˆ (Xi; tp), G = (
∏N
i=1 fˆ(Xi; tp))
1/N , and the bandwidths
√
t
and
√
tp are computed using Least Squares Cross Validation (LSCV) [38].
Our criterion for the comparison is the numerical approximation to
Ratio =
‖g(·; tˆ∗)− f‖2
‖fˆA − f‖2
,
that is, the ratio of the integrated squared error of the diffusion estimator
to the integrated squared error of the alternative kernel density estimator.
Table 2
Results over 10 independent simulation experiments. In all cases the domain was
assumed to be R
Case Target density f(x) N Ratio I Ratio II
1 1
2
N(0, ( 1
10
)2) + 1
2
N(5,1) 103 0.9 0.82
105 0.23 0.48
2 1
2
N(0,1) +
∑4
k=0
1
10
N( k
2
− 1, ( 1
10
)2) 103 0.65 0.99
3× 105 0.11 0.51
3
∑7
k=0
1
8
N(3(( 2
3
)k − 1), ( 2
3
)2k) 103 1.05 0.75
105 0.15 0.45
4 49
100
N(−1, ( 2
3
)2) + 49
100
N(1, ( 2
3
)2) + 1
350
∑6
k=0N(
k−3
2
, ( 1
100
)2) 103 0.94 0.63
105 0.46 0.76
5 2
7
∑2
k=0N(
12k−15
7
, ( 2
7
)2) + 1
21
∑10
k=8N(
2k
7
, ( 1
21
)2) 103 0.54 2.24
105 0.12 0.84
6 46
100
∑1
k=0N(2k− 1, (
2
3
)2) +
∑3
k=1
1
300
N(− k
2
, ( 1
100
)2) 104 0.83 0.93
+
∑3
k=1
7
300
N( k
2
, ( 7
100
)2) 105 0.55 0.68
7 1
2
N(−2, 1
4
) + 1
2
N(2, 1
4
) 103 0.51 0.51
105 0.41 0.89
8 3
4
N(0,1) + 1
4
N( 3
2
, ( 1
3
)2) 103 0.59 0.53
106 0.79 1.01
9 Log-Normal with µ= 0 and σ = 1 103 0.17 0.85
105 0.12 0.51
10 1
2
N(0,1) +
∑2
k=−2
21−k
31
N(k+ 1
2
, ( 2
−k
10
)2) 103 0.88 0.98
104 0.30 0.85
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Table 3
Practical performance of the boundary bias correction of the diffusion estimator for the
test cases: (1) exponential distribution with mean equal to unity; (2) test cases 1 through
8, truncated to the interval (−∞,0]
Test case Exp(1) 1 2 3 4 5 6 7 8
Ratio 0.52 0.38 0.74 0.25 0.70 0.38 0.74 0.56 0.46
Table 2, column 4 (ratio I) shows the average results over 10 independent
trials for a number of different test cases. The second column displays the
target density and the third column shows the sample size used for the
experiments. In the table N(µ,σ2), denotes a Gaussian density with mean
µ and variance σ2. Most test problems are taken from [42]. For each test
case, we conducted a simulation run with both a relatively small sample size
and a relatively large sample size wherever possible. The table shows that,
unlike the standard variable location-scale estimators [27, 51], the diffusion
estimator does not require any clipping procedures in order to retain its
good performance for large sample sizes.
Next, we compare the practical performance of the proposed diffusion es-
timator with the performance of higher-order kernel estimators. We consider
the sinc kernel estimator defined as
fˆsinc(x) =
1
N
N∑
i=1
1√
t
K
(
x−Xi√
t
)
, K(x) =
sin(x)
πx
,
where again
√
t is selected using LSCV. Table 2, column 5 (ratio II) shows
that the results are broadly similar and our method is favored in all cases ex-
cept test case 5. Higher-order kernels do not yield proper density estimators,
because the kernels take on negative values. Thus, an important advantage
of our method and all second order kernel methods is that they provide
nonnegative density estimators. As pointed out in [53], the good asymptotic
performance of higher-order kernels is not guaranteed to carry over to finite
sample sizes in practice. Our results confirm this observation.
In addition, we make a comparison with the novel polynomial boundary
correction method of Hall and Park [20]. The results are given in Table 3,
where we use some of the test cases defined in Table 1, truncated to the
interval (−∞,0]. Table 3 shows that for finite sample sizes the practical per-
formance of our approach is competitive. We now give the implementation
details. Let β be the point of truncation from above, which is assumed to
be known in advance. Then, the Hall and Park estimator is
fˆα(x; t) =
1
N
∫ β
−∞ φ((x− y)/h)dy
N∑
i=1
φ
(
x−Xi + α(x)√
t
)
, x≤ β,(34)
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where α(x) = t
fˆ ′0(x)
fˆ0(x)
ρ(x−ah ); fˆ0(x) is equivalent to fˆα(x) when α(x)≡ 0, and
fˆ ′0(x) is an estimator of f
′(x); ρ(u) = 1φ(u)
∫ u
−∞ vφ(v)dv. We use LSCV to
select a suitable bandwidth
√
t. The denominator in (34) adjusts for the
deficit of probability mass in the neighborhood of the end-point, but note
that theoretically (34) does not integrate to unity and therefore random
variable generation from (34) is not straightforward. In addition, our esti-
mator more easily handles the case with two end-points. On the positive
side, Hall and Park [20] note that their estimator preserves positivity and
has excellent asymptotic properties, which is an advantage over many other
boundary kernels.
Finally, we give a two-dimensional density estimation example, which to
the best of our knowledge cannot be handled satisfactorily by existing meth-
ods [19, 31] due to the boundary bias effects. The two-dimensional version
of equation (2) is
∂fˆ
∂t
(x; t) =
1
2
(
∂2fˆ
∂x21
(x; t) +
∂2fˆ
∂x22
(x; t)
)
∀t > 0,x ∈X ,
fˆ(x; 0) = ∆(x),
n · ∇fˆ(x; t) = 0 ∀t > 0,
where x= (x1, x2) belongs to the set X ⊆R2, the initial condition ∆(x) is
the empirical density of the data, and in the Neumann boundary condition
n denotes the unit outward normal to the boundary ∂X at x. The partic-
ular example which we consider is the density estimation of 600 uniformly
distributed points on the domain X = {x :x21 + (4x2)2 ≤ 4}. We assume
Fig. 5. A two-dimensional example with 600 points generated uniformly within an ellipse.
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that the domain of the data X is known prior to the estimation. Figure 5
shows fˆ(x; tˆ∗) on X = {x :x21 + (4x2)2 ≤ 4}, that is, it shows the numeri-
cal solution of the two-dimensional PDE at time tˆ∗ = 0.13 on the set X .
The bandwidth was determined using the bandwidth selection procedure
described in Appendix E. We emphasize the satisfactory way in which the
p.d.f. fˆ(x; tˆ∗) handles any boundary bias problems. It appears that cur-
rently existing methods [19, 22, 31, 32] cannot handle such two-dimensional
(boundary) density estimation problems either because the geometry of the
set X is too complex, or because the resulting estimator is not a bona-fide
p.d.f.
7. Conclusions and future research. We have presented a new kernel
density estimator based on a linear diffusion process. The key idea is to con-
struct an adaptive kernel by considering the most general linear diffusion
with its stationary density equal to a pilot density estimate. The result-
ing diffusion estimator unifies many of the existing ideas about adaptive
smoothing. In addition, the estimator is consistent at boundaries. Numeri-
cal experiments suggest good practical performance. As future research, the
proposed estimator can be extended in a number of ways. First, we can con-
struct kernel density estimators based on Le´vy processes, which will have
the diffusion estimator as a special case. The kernels constructed via a Le´vy
process could be tailored for data for which smoothing with the Gaussian
kernel density estimator or diffusion estimator is not optimal. Such cases
arise when the data is a sample from a heavy-tailed distribution. Second,
more subtle and interesting smoothing models can be constructed by con-
sidering nonlinear parabolic PDEs. One such candidate is the quasilinear
parabolic PDE with diffusivity that depends on the density exponentially:
∂
∂t
g(x; t) =
∂
∂x
(
e−αg(x;t)
∂
∂x
g(x; t)
)
, α > 0.
Another viable model is the semilinear parabolic PDE
∂
∂t
(eu(x;t)) =
1
2
∂2
∂x2
u(x; t),
where u(x; t) = log(g(x; t)) is the logarithm of the density estimator. The
Cauchy density t
π(x2+t2)
is a particular solution and thus the model could
be useful for smoothing heavy-tailed data. All such nonlinear models will
provide adaptive smoothing without the need for a pilot run, but at the cost
of increased model complexity.
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APPENDIX A: GAUSSIAN KERNEL DENSITY ESTIMATOR
PROPERTIES
In this appendix, we present the technical details for the proofs of the
properties of the diffusion estimator. In addition, we include a description
of our plug-in rule in two dimensions.
We use ‖ · ‖ to denote the Euclidean norm on R.
Theorem 3. Let t= tN be such that limN→∞ tN = 0 and limN→∞N
√
tN =
∞. Assume that f ′′ is a continuous square-integrable function. The inte-
grated squared bias and integrated variance of the Gaussian kernel density
estimator (1) have asymptotic behavior
‖Ef [fˆ(·; t)]− f‖2 = 14t2‖f ′′‖2 + o(t2), N →∞,(35)
and ∫
Varf [fˆ(x; t)]dx=
1
2N
√
πt
+ o((N
√
t)−1), N →∞,(36)
respectively. The first-order asymptotic approximation of MISE, denoted
AMISE, is thus given by
AMISE{fˆ}(t) = 1
4
t2‖f ′′‖2 + 1
2N
√
πt
.(37)
The asymptotically optimal value of t is the minimizer of the AMISE
∗t=
(
1
2N
√
π‖f ′′‖2
)2/5
,(38)
giving the minimum value
AMISE{fˆ}(∗t) =N−4/5 5‖f
′′‖2/5
47/5π2/5
.(39)
For a simple proof, see [53].
APPENDIX B: PROOF OF LEMMA 1
We seek to establish the behavior of the solution of (11) and (10) as t ↓ 0.
We use the Wentzel–Kramers–Brillouin–Jeffreys (WKBJ) method described
in [2, 8, 29, 43]. In the WKBJ method, we look for an asymptotic expansion
of the form
κ(x, y; t)∼ e−1/(2t)s2(x,y)
∞∑
m=0
tm−1/2Cm(x, y), t ↓ 0,(40)
where {Cm(x, y)} and s(x, y) are unknown functions. To determine s(x, y)
and {Cm(x, y)}, we substitute the expansion into (10) and, after canceling
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the exponential term, equate coefficients of like powers of t. This matching
of the powers of t leads to solvable ODEs, which determine the unknown
functions. Eliminating the leading order O(t−5/2) term gives the ODE for s
a(x)
[
∂
∂x
s(x, y)
]2
− p(x) = 0.(41)
Setting the next highest order O(t−3/2) term in the expansion to zero gives
the ODE
0 = 2a(x)s(x, y)
∂s
∂x
dp
dx
p(x)C0(x, y)− 2a(x)s(x, y) ∂s
∂x
p2(x)
∂C0
∂x
+ p3(x)C0(x, y) + s
2(x, y)p3(x)C1(x, y)
− da
dx
p2(x)s(x, y)
∂s
∂x
C0(x, y)(42)
+ a(x)s2(x, y)
(
∂s
∂x
)2
p2(x)C1(x, y)− a(x)
(
∂s
∂x
)2
p2(x)C0(x, y)
− a(x)s(x, y) ∂
2s
∂x2
p2(x)C0(x, y).
To determine a unique solution to (41), we impose the condition s(x,x) = 0,
which is necessary, but not sufficient, to ensure that limt↓0 κ(x, y; t) = δ(x−
y). This gives the solution
s(x, y) =
∫ x
y
√
p(s)
a(s)
ds.
Substituting this solution into (42) and simplifying gives an equation without
C1(x, y),
C0(x, y)p(x)
da
dx
+4a(x)p(x)
∂C0
∂x
− 3C0(x, y) dp
dx
a(x) = 0,(43)
whence we have the general solution C0(x, y) = h(y)p
3/4(x)a−1/4(x) for some
as yet unknown function of y, h(y). To determine h(y), we require that
the kernel κ˜(x, y; t) satisfies the detailed balance equation (15). This en-
sures that κ˜(x, y; t) also satisfies (11). It follows that C0(x, y) has to satisfy
p(y)C0(x, y) = p(x)C0(y,x), which after rearranging gives
h(x)(a(x)p(x))1/4 = h(y)(a(y)p(y))1/4.
A separation of variables argument now gives h(y)(a(y)p(y))1/4 = const.,
and hence
C0(x, y) = const.(a(y)p(y))
−1/4p3/4(x)a−1/4(x).
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We still need to determine the arbitrary constant. The constant is chosen so
that
lim
t↓0
∫ ∞
−∞
κ˜(x, y; t)dx= 1,
which ensures that limt↓0 κ˜(x, y; t) = δ(x− y). This final condition yields
C0(x, y) =
p(x)√
2π(a(y)p(y)a(x)p(x))1/4
,
and hence
κ˜(x, y; t) =
p(x)√
2πt[p(x)a(x)a(y)p(y)]1/4
exp
{
− 1
2t
[∫ x
y
√
p(s)
a(s)
ds
]2}
.
Remark 6. Matching higher powers of t gives first order linear ODEs
for the rest of the unknown functions {Cm(x, y),m≥ 1}. The ODE for each
Cm(x, y),m= 1,2,3, . . . is
as′(Cm/p)′ +
(
(as′)′
2p
+ (m− 1/2)
)
Cm = (a(Cm−1/p)′)
′, Cm(y, y) = 0,
where all derivatives apply to the variable x and y is treated as a constant.
Thus, in principle, all functions {Cm(x, y)} can be uniquely determined.
It can be shown (see [8]) that the expansion (40) is valid under the
conditions that a, p and all their derivatives are bounded from above, and
p(x)≥ p0 > 0, a(x)≥ a0 > 0. Here, we only establish the validity of the lead-
ing order approximation κ˜ under the milder conditions (17). We do not
attempt to prove the validity of the higher order terms in (40) under the
weaker conditions. The proof of the following lemma uses arguments similar
to the ones given in [8].
Lemma 2. Let a(x) and p(x) satisfy conditions (17). Then, for all t ∈
(0, t0], where t0 > 0 is some constant independent of x and y, there holds
|κ(x, y; t)− κ˜(x, y; t)| ≤ const. C0(x, y)t1/4e−s2(x,y)/(2t) ∀x, y.
To prove the lemma, we first begin by proving the following auxiliary
results.
Proposition 4. Define
ℓ(z) = ℓ(z;x, y, t, τ) =
s2(x, z)
2(t− τ) +
s2(z, y)
2τ
.
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Then for τ ∈ (0, t), we have
ℓ(z)≥ s
2(x, y)
2t
.
Moreover, there exists a unique z0 = z0(x, y, t, τ) for which ℓ(z0) =
s2(x,y)
2t ,
and ℓ(z) is increasing for z > z0 and decreasing for z < z0.
Proof. We have
ℓ(z) =
1
2(t− τ)
(∫ x
z
σ−1(s)ds
)2
+
1
2τ
(∫ z
y
σ−1(s)ds
)2
,
and hence
ℓ′(z) =
−σ−1(z)
t− τ
∫ x
z
σ−1(s)ds+
σ−1(z)
τ
∫ z
y
σ−1(s)ds.(44)
For x 6= y, ℓ′(y) > 0, ℓ′(x) < 0, and therefore by the continuity of ℓ′, there
exists z0 ∈ (x, y) : ℓ′(z0) = 0. For x= y, set z0 = x. Setting z = z0 in (44),
1
t− τ
∫ x
z0
σ−1(s)ds=
1
τ
∫ z0
y
σ−1(s)ds.(45)
Therefore,
∫ x
z0
σ−1(s)ds= t−ττ
∫ z0
y σ
−1(s)ds and adding
∫ z0
y σ
−1(s)ds to both
sides we obtain ∫ x
y
σ−1(s)ds=
t
τ
∫ z0
y
σ−1(s)ds,
from which we see that (45) is also equal to 1t
∫ x
y σ
−1(s)ds. Hence, by sub-
stitution ℓ(z0) =
1
2t(
∫ x
y σ
−1(s)ds)2, as required. Finally, note that if F (z) =
ℓ(z)− t2τ(t−τ)(
∫ z
z0
σ−1(s)ds)2, then F ′(z) = 0 for all z. Hence, F (z) = F (z0) =
ℓ(z0) and
ℓ(z) = ℓ(z0) +
t
2τ(t− τ)
(∫ z
z0
σ−1(s)ds
)2
.(46)
As a consequence of Proposition 4, we have the following result. 
Proposition 5. Assuming limz→±∞
∫ z
z0
σ−1(s)ds = ±∞, we have the
following equality:∫ t
0
√∫ ∞
−∞
(
e−s2(x,z)/(2(t−τ))√
t− τ
e−s2(z,y)/(2τ )√
σ(z)
√
τ
)2
dz dτ
= 2π−1/4t1/4Γ2(3/4)e−s
2(x,y)/(2t)
= c2t
1/4e−s
2(x,y)/(2t),
where c2 is a constant [indeed c2 = 2π
−1/4Γ2(3/4)].
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Proof. We have∫ ∞
−∞
e−s
2(x,z)/(t−τ)
t− τ
e−s
2(z,y)/τ
σ(z)τ
dz
=
1
(t− τ)τ e
−2ℓ(z0)
∫ ∞
−∞
σ−1(z)e−(
∫ z
z0
σ−1(s)ds)2/(τ(t−τ)/t)
dz
=
1√
t(t− τ)τ e
−2ℓ(z0)
∫ ∞
−∞
e−v
2
dv,
with the change of variable v(z) = 1√
τ(t−τ)/t
∫ z
z0
σ−1(s)ds. Then the result
follows from the fact that
∫ t
0 (τ(t− τ))−1/4 dτ = 2π−1/2t1/2Γ2(3/4).
Given these two auxiliary results, we proceed with the proof of Lemma 2.
Writing
κ∗(x, y; t) =
∂
∂t
κ˜(x, y; t)−Lκ˜(x, y; t) =−e
−s2(x,y)/(2t)
√
t
LC0(x, y),
we define inductively the following sequence of function {ρj}, starting with
ρ0 = 0:
ρj+1(x, y; t) =−κ∗(x, y; t)−
∫ t
0
∫ ∞
−∞
κ∗(x, z; t− τ)ρj(z, y; τ)dz dτ,
j = 1,2, . . . .
Note in particular that ρ1 =−κ∗. We will show that there exists a limit of
{ρj}. We begin by proving via induction that for j ≥ 1, x, y ∈R, t ∈ (0, t0],
where
t0 =min
{( √
2π
2c1c2
)4/3
,1
}
,
there holds
|ρj+1(x, y, t)− ρj(x, y, t)| ≤ c3
2j
|LC0(x, y)|t1/4e−s2(x,y)/(2t),(47)
where c3 = 2c1c2/
√
2π. First, we calculate for j = 1
ρ2(x, y, t) =−κ∗(x, y, t) +
∫ t
0
∫ ∞
−∞
κ∗(x, z, t− τ)κ∗(z, y, τ)dz dτ.
Therefore, we have the following bound:
|ρ2(x, y, t)− ρ1(x, y, t)|
≤
∫ t
0
∫ ∞
−∞
|κ∗(x, z, t− τ)κ∗(z, y, τ)|dz dτ
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=
∫ t
0
∫ ∞
−∞
e−s
2(x,z)/(2(t−τ))
√
t− τ
e−s
2(z,y)/(2τ )
√
τ
|LC0(x, z)LC0(z, y)|dz dτ
=
∫ t
0
∫ ∞
−∞
e−s
2(x,z)/(2(t−τ))
√
t− τ
e−s
2(z,y)/(2τ )√
σ(z)τ
×
√
σ(z)|LC0(x, y)| |Lq(z)|√
2π(a(z)p(z))1/4
dz dτ
=
1√
2π
|LC0(x, y)|
∫ t
0
∫ ∞
−∞
e−s
2(x,z)/(2(t−τ))
√
t− τ
× e
−s2(z,y)/(2τ )√
σ(z)τ
|Lq(z)|
q(z)
dz dτ
≤ 1√
2π
|LC0(x, y)|c1c2t1/4e−s2(x,y)/(2t),
where the last inequality follows from the Cauchy–Schwarz inequality, Propo-
sition 5 and assumption (17). We thus have
|ρ2(x, y, t)− ρ1(x, y, t)| ≤ c3
2
|LC0(x, y)|t1/4e−s2(x,y)/(2t).
Next, assume the induction statement is true for 2,3, . . . , j − 1. Then
|ρj+1(x, y, t)− ρj(x, y, t)|
≤
∫ t
0
∫ ∞
−∞
|κ∗(x, z, t− τ)||ρj(z, y, τ)− ρj−1(z, y, τ)|dz dτ
≤
∫ t
0
∫ ∞
−∞
e−s
2(x,z)/(2(t−τ))
√
t− τ |LC0(x, z)|
c3
2j−1
|LC0(z, y)|
× τ1/4e−s2(z,y)/(2τ ) dz dτ
≤ c3
2j−1
|LC0(x, y)|
∫ t
0
∫ ∞
−∞
e−s
2(x,z)/(2(t−τ))
√
t− τ
e−s
2(z,y)/(2τ )√
σ(z)τ
× τ3/4 |Lq(z)|√
2πq(z)
dz dτ
≤ c3
2j−1
|LC0(x, y)|t1/4e−s2(x,y)/(2t)t3/40
c1c2√
2π
.
The last line follows from the Cauchy–Schwarz inequality and the fact that
τ3/4 ≤ t3/4 ≤ t3/40 . Since t3/40 c1c2√2π ≤
1
2 , we obtain
|ρj+1(x, y, t)− ρj(x, y, t)| ≤ c3
2j
|LC0(x, y)|t1/4e−s2(x,y)/(2t).
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This establishes (47). Next, we have the bound for all j ≥ 1:
|ρj(x, y, t)| ≤ |ρ1(x, y, t)|+
∞∑
j=1
c3
2j
|LC0(x, y)|t1/4e−s2(x,y)/(2t)
≤ |LC0(x, y)|
(
1√
t
+ c3t
1/4
)
e−s
2(x,y)/(2t)(48)
≤ |LC0(x, y)| 2√
t
e−s
2(x,y)/(2t).
In the light of (48) and (47), the pointwise limit
ρ(x, y, t) = lim
j→∞
ρj(x, y, t)
exists on R×R× (0, t0). In addition, ρ(x, y, t) satisfies the limiting equation
0 = κ∗(x, y, t) + ρ(x, y, t) +
∫ t
0
∫ ∞
−∞
κ∗(x, z, t− τ)ρ(z, y, τ)dz dτ,
and indeed
κ(x, y; t)− κ˜(x, y; t) =
∫ t
0
∫ ∞
−∞
κ˜(x, z, t− τ)ρ(z, y, τ)dz dτ.(49)
In order to see this, we can apply directly the arguments of Section 5 of [8]
in the case N = 0; see also Section 1.3 of [14]. Hence, we can take the limit
in (48) to conclude
|ρ(x, y, t)| ≤ 2|LC0(x, y)|t−1/2e−s2(x,y)/(2t)(50)
for t ∈ (0, t0]. The claim of the lemma then follows from
|κ(x, y; t)− κ˜(x, y; t)|
≤
∫ t
0
∫ ∞
−∞
κ˜(x, z, t− τ)|ρ(z, y, τ)|dz dτ
≤ 2
∫ t
0
∫ ∞
−∞
e−s
2(x,z)/(2(t−τ))
√
t− τ C0(x, z)
e−s
2(z,y)/(2τ )
√
τ
|LC0(z, y)|dz dτ
≤ 2√
2π
C0(x, y)
∫ t
0
∫ ∞
−∞
e−s
2(x,z)/(2(t−τ))
√
t− τ
e−s
2(z,y)/(2τ )√
σ(z)τ
|Lq(z)|
q(z)
dz dτ
≤ 2C0(x, y)t1/4e−s2(x,y)/(2t) c1c2√
2π
= c3C0(x, y)t
1/4e−s
2(x,y)/(2t).

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APPENDIX C: PROOF OF THEOREM 1
Note that (18) is given by
∫∞
−∞ κ(x, y; t)f(y)dy − f(x), and from (11) we
have
∂
∂t
g(x; t) =
∫
X
f(y)L∗κ(x, y; t)dy
=−1
2
d
dy
(
f(y)
p(y)
)
a(y)κ(x, y; t)
∣∣∣
y∈∂X
+
∫
X
κ(y,x; t)Lf(x)dx.
Given that X ≡ R, Lemma 1 gives κ(x, y; t)|y∈∂X ∼ κ˜(x, y; t)|y=∞y=−∞, t ↓ 0.
The last term is zero since for fixed x,
lim
y→±∞
[∫ x
y
√
p(s)
a(s)
ds
]2
=∞,
and hence limy→±∞ κ˜(x, y; t) = 0. We have
g(x; t) = g(x; 0) + t
∂
∂t
g(x; t)
∣∣∣
t=0
+O(t2),
because g(x; t), t > 0 is smooth (see, e.g., Theorem IV · 10 · 1 in [35]). There-
fore,
g(x; t) = f(x) + tLf(x) +O(t2),
and (18) and (19) follow. We now proceed to demonstrate (20). First, the
second moment has the behavior
Ef [κ
2(x,Y ; t)]
=
∫
X
f(y)κ2(x, y; t)dy ∼
∫
X
f(y)κ˜2(x, y; t)dy
∼ p
2(x)
2πt
√
p(x)a(x)
∫ ∞
−∞
f(y)√
p(y)a(y)
e−1/2[
√
2/t
∫ y
x
√
p(s)/a(s)ds]2 dy.
We can simplify the last expression by the change of variable u=
√
2
t ×∫ y
x
√
p(s)
a(s) ds. This gives
p2(x)
2π
√
2t
√
p(x)a(x)
∫ ∞
−∞
f(y(u, t))
p(y(u, t))
e−u
2/2 du,
where y(u, t) = y(u,0) +
√
t ∂y
∂
√
t
|t=0 +O(t) = x+ u
√
ta(x)
2p(x) +O(t) is a Taylor
expansion of y(u, t) at
√
t= 0. Therefore, f(y(u,t))p(y(u,t)) ∼
f(x)
p(x) as t ↓ 0, and
p2(x)
2π
√
2t
√
p(x)a(x)
∫ ∞
−∞
f(y(u, t))
p(y(u, t))
e−u
2/2 du∼ 1
2
√
πt
f(x)
√
p(x)
a(x)
, t ↓ 0.
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Hence, from (9) we have
Varf [g(x; t)] =
1
N
Ef [κ
2(x,Y ; t)]− 1
N
Ef [κ(x,Y ; t)]
2
∼ f(x)
2N
√
πtσ(x)
, t ↓ 0,
from which (21) and (20) follow.
APPENDIX D: CONSISTENCY AT BOUNDARY
As in [53], we consider the case where the support of f is [0,∞]. The con-
sistency of the estimator near x= 0 is analyzed by considering the pointwise
bias of estimator (9) at a point xN such that xN is O(
√
tN ) away from the
boundary, that is, xN is approaching the boundary at the same rate at
which the bandwidth is approaching 0. We then have the following result,
which shows that the diffusion estimator (9), and hence its special case (3),
is consistent at the boundaries.
Proposition 6. Let X ≡ [0,∞], and assume that x= xN = α
√
tN for
some constant α ∈ [0,1], where limN→∞ tN = 0 and limN→∞N
√
tN =∞.
Then for the diffusion estimator (9) we have
Efg(xN ; t) = f(xN ) +O(
√
tN ), N →∞.
Hence, the diffusion estimator (9) is consistent at the boundaries.
Proof. First, we differentiate both sides of Efg(x; t) =
∫ 1
0 f(y)κ(x;y; t)dy
with respect to t and use (11) to obtain
∂
∂t
Efg(x; t) =
∫ ∞
0
f(y)
∂
∂t
κ(x;y; t)dy
=
∫ ∞
0
f(y)L∗κ(x;y; t)dy
=−1
2
(
f(y)
p(y)
)′
a(y)κ(x;y; t)
∣∣∣y=∞
y=0
+
∫ ∞
0
κ(x;y; t)Lf(y)dy.
Second, we show that κ(α
√
tN ; 0; tN ) =O(t
−1/2) and limy→∞ κ(α
√
tN ;y; tN) =
o(1), and
∫ 1
0 κ(x;y; tN )Lf(y)dy =O(1) as N →∞. To this end, we consider
the small bandwidth behavior of κ. It is easy to verify using Lemma 1 that
the boundary kernel
κB(x, y; t) = κ˜(x, y; t) + κ˜(x,−y; t)
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satisfies
∂
∂t
κB(x, y; t) =L
∗κB(x, y; t) +O(e−s
2(x,y)/(2t)t−1/2), t ↓ 0,
on x, y ∈ R with initial condition κB(x, y; 0) = δ(x − y). In addition, the
boundary kernel satisfies the condition ∂∂yκB(x, y; t)|y=0 = 0, and therefore
κB describes the small bandwidth asymptotics of the solution of the PDE
(11) on the domain x, y ∈ [0,∞) with boundary condition ∂∂yκ(x, y; t)|y=0 =
0. Hence, we have
κ(α
√
t; 0; t)∼ κB(α
√
t; 0; t) = const. t−1/2eO(
√
t), t ↓ 0,
and
lim
y→∞
κB(α
√
t;y; t) = 0, t > 0.
Therefore,
∂
∂t
Efg(xN ; tN ) = o(1)−O(t−1/2N ), N →∞,
or
Efg(xN ; tN )−Efg(xN ; 0)
tN
+O(tN ) =O(t
−1/2
N ) +O(1), N →∞,
which, after rearranging, gives
Efg(xN ; tN ) = f(xN ) +O(
√
tN ), N →∞. 
APPENDIX E: BANDWIDTH SELECTION IN HIGHER DIMENSIONS
Algorithm 1 can be extended to two dimensions for the estimation of a
p.d.f. f(x) on R2. Assuming a Gaussian kernel
φ(x,y; t) =
1
2πt
e−(x−y)
T (x−y)/(2t),
where x = [x1, x2]
T and y = [y1, y2]
T , the asymptotically optimal squared
bandwidth is given by ([53], page 99)
t∗ = (2πN(ψ0,2 +ψ2,0 +2ψ1,1))
−1/3,
where
ψi,j = (−1)i+j
∫
R2
f(x)
∂2(i+j)
∂x2i1 ∂x
2j
2
f(x)dx, i, j ∈N+,
(51)
=
∫ (
∂(i+j)
∂xi1 ∂x
j
2
f(x)
)2
dx.
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Note that our definition of ψ differs slightly from the definition of ψ in [53].
Here the partial derivatives under the integral sign are applied 2(i+j) times,
while in [53] they are applied (i+ j) times. Similar to the one-dimensional
case, there are two viable plug-in estimators for ψi,j . The first one is derived
from the first line of (51):
ψ˜i,j =
(−1)i+j
N2
N∑
k=1
N∑
m=1
∂2(i+j)
∂x2i1 ∂x
2j
2
φ(Xm,Xk; ti,j),(52)
and the second one is derived from the second line of (51):
ψ̂i,j =
1
N2
N∑
k=1
N∑
m=1
∫
∂(i+j)
∂xi1 ∂x
j
2
φ(x,Xm; ti,j)
∂(i+j)
∂xi1 ∂x
j
2
φ(x,Xk; ti,j)dx
(53)
=
(−1)i+j
N2
N∑
k=1
N∑
m=1
∂2(i+j)
∂x2i1 ∂x
2j
2
φ(Xm,Xk; 2ti,j).
The asymptotic expansion of the squared bias of estimator ψ˜i,j is given by
([53], page 113)
(Ef [ψ˜i,j]− ψi,j)2
(54)
∼
(
q(i)q(j)
Nti+j+1i,j
+
ti,j
2
(ψi+1,j +ψi,j+1)
)2
, N →∞,
where
q(j) =

(−1)j 1× 3× 5× · · · × (2j − 1)√
2π
, j ≥ 1,
1√
2π
, j = 0.
Thus, we have
(Ef [ψ̂i,j]−ψi,j)2
(55)
∼
(
q(i)q(j)
N(2ti,j)i+j+1
+ ti,j(ψi+1,j +ψi,j+1)
)2
, N →∞.
For both estimators the squared bias is the dominant term in the asymptotic
mean squared error, because the variance is of the order O(N−2t−2i−2j−1).
It follows that both estimators will have the same leading asymptotic mean
square error term provided that
ti,j =
(
1 + 2−i−j−1
3
−2q(i)q(j)
N(ψi+1,j + ψi,j+1)
)1/(2+i+j)
.(56)
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We estimate ti,j via
tˆi,j =
(
1 + 2−i−j−1
3
−2q(i)q(j)
N(ψ̂i+1,j + ψ̂i,j+1)
)1/(2+i+j)
.(57)
Thus, estimation of ψi,j requires estimation of ψi,j+1 and ψi+1,j , which in
turn requires estimation of ψi+2,j , ψi+1,j+1, ψi,j+2 and so on applying for-
mula (57), recursively. Observe that to estimate all ψi,j for which i+ j = k,
that is, {ψi,j : i+ j = k}, we need estimates of all {ψi,j : i+ j = k+1}. For ex-
ample, from formula (57) we can see that estimation of t2,0, t1,1, t0,2 requires
estimation of t3,0, t2,1, t1,2, t0,3.
For a given integer k ≥ 3, we define the function γ(t) as follows. Given an
input t > 0:
1. Set tˆi,j = t for all i+ j = k.
2. Use the set {tˆi,j : i+ j = k} to compute all functionals {ψ̂i,j : i+ j = k}
via (53).
3. Use {ψ̂i,j : i+ j = k} to compute {tˆi,j : i+ j = k− 1} via (57).
4. If k = 2 go to step 5; otherwise set k := k− 1 and repeat from step 2.
5. Use {ψ̂i,j : i+ j = 2} to output
γ(t) = (2πN(ψ̂0,2 + ψ̂2,0 + 2ψ̂1,1))
−1/3.
The bandwidth selection rule simply consists of solving the equation γ(t) = t
for a given k ≥ 3 via either the fixed point iteration in Algorithm 1 (ignoring
step 4) or by using Newton’s method. We obtain excellent numerical results
for k = 4 or k = 5. Higher values of k did not change the value of t in any
significant way, but only increased the computational cost of evaluating the
function γ(t). Again note that this appears to be the first successful plug-
in bandwidth selection rule that does not involve any arbitrary reference
rules, but it is purely data-driven. An efficient Matlab implementation of
the bandwidth selection rule described here, and using the two-dimensional
discrete cosine transform, can be downloaded freely from [4]. The Matlab
implementation takes an additional step in which, once a fixed point of γ(t)
has been found, the final set of estimates {ψ̂i,j : i+ j = 2} is used to compute
the entries
√
tX1 and
√
tX2 of the optimal diagonal bandwidth matrix ([53],
page 111) for a Gaussian kernel of the form
1
2π
√
tX1tX2
e−(x1−y1)
2/(2tX1 )−(x2−y2)2/(2tX2 ).
These entries are estimated via the formulas
tX1 =
(
ψ̂
3/4
0,2
4πNψ̂
3/4
2,0 (ψ̂1,1 +
√
ψ̂2,0ψ̂0,2)
)1/3
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and
tX2 =
(
ψ̂
3/4
2,0
4πNψ̂
3/4
0,2 (ψ̂1,1 +
√
ψ̂2,0ψ̂0,2)
)1/3
.
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