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Abstract
We prove the local Lipschitz continuity and the higher differentiability of local minimizers
of functionals of the form
F(u,Ω) =
ˆ
Ω
(
F(x,Du) + f(x) · u(x)
)
dx
with non autonomous integrand F(x, ξ) which is degenerate convex with respect to the gradient
variable. The main novelty here is that the results are obtained assuming that the partial map
x 7→ DξF(x, ξ) has weak derivative in the almost critical Zygmund class L
n logα L and the
datum f is assumed to belong to the same Zygmund class.
Mathematics Subject Classification. 35J47; 35J70; 49N60.
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1 Introduction
In this paper we deal with the regularity properties of local minimizers of non autonomous and non
homogeneous functionals of the form
F(u,Ω) =
ˆ
Ω
(
F(x,Du) + f(x) · u(x)
)
dx, (1.1)
where Ω ⊂ Rn, n ≥ 2 is a bounded open set, u : Ω → RN , N ≥ 1 , F : Ω × Rn×N → [0,+∞) is
a Carathe´odory function with growth p ≥ 2, assumed to be uniformly convex with respect to the
gradient variable only at ∞, and f : Ω ⊂ Rn → RN is a given datum. To be more precise, we
shall assume that ξ 7→ F(x, ξ) is convex and, for an exponent p ≥ 2, satisfies the following set of
hypotheses.
(F0) There exist positive constants ℓ, L such that
ℓ(|ξ|p − 1) ≤ F(x, ξ) ≤ L(|ξ|p + 1)
for a.e. x ∈ Ω and every ξ ∈ Rn×N .
1
This is the unique assumption that has to hold true on the whole Rn×N . From now on we list the
assumptions that need to hold only at ∞, i.e. outside a ball of radius R.
(F1) There exists F : Ω× [R,∞)→ [0,+∞) such that
F(x, ξ) = F (x, |ξ|)
for a.e. x ∈ Ω and for every ξ ∈ Rn×N \BR(0).
(F2) The partial map ξ 7→ F(x, ξ) is C2(Rn×N \BR(0)) and there exists ν > 0 such that
〈DξξF(x, ξ)λ, λ〉 > ν|ξ|
p−2|λ|2,
for a.e. x ∈ Ω, every λ ∈ Rn×N and every ξ ∈ Rn×N \BR(0).
(F3) There exists a positive constant L1 such that
|DξξF(x, ξ)| 6 L1|ξ|
p−2
for a.e. x ∈ Ω and every ξ ∈ Rn×N \BR(0).
(F4) There exist and exponent α > 0 and a non-negative function k ∈ Ln logα L loc (Ω) such that
|DxξF(x, ξ)| 6 k(x)|ξ|
p−1,
for a.e. x ∈ Ω and for every ξ ∈ Rn×N \BR(0).
There is no loss of generality in assuming that R = 1, what we will do in what follows.
The functionals with degenerate convexity have attracted a wide interest in the last few years.
Among the reasons, they arise in problems of optimal transport with congestion effects and in
the construction of Wardrop equilibriums in traffic problems (see for instance Carlier, Jime´nez
and Santambrogio [4]). In particular, the regularity of minimizers, and more specifically their
Lipschitz continuity, allows the application of the Di Perna - Lions theory to describe the equilibrium
configurations. This connection was first described by Brasco, Carlier and Santambrogio [3], and
has partially motivated a research line which is nowadays very active.
In this setting, the local Lipschitz regularity of the minimizers was proven in [3, Theorem 5.2] for
f ∈ Cα and α > 0 , and in [2, Theorem 2.1] for f ∈ Ls, s > n in case the energy density has the
following special structure
F(x, ξ) = (|ξ| − 1)p+, p ≥ 2.
It is worth mentioning that the regularity of minimizers of non autonomous widely degenerate func-
tionals is challenging also from the theoretical point of view and many contributions to its study
are available.
Actually, they fit into the broader contest of asymptotically convex functionals, whose study started
with the pioneering paper by Chipot and Evans ([6]) concerning the homogeneous, autonomous,
quadratic growth case. Later on, still for the homogeneous, autonomous case, the Lipschitz con-
tinuity of local minimizers of asymptotically convex functionals has been established for the su-
perquadratic growth ([25]), in the subquadratic growth case ([31]). Since then, many contributions
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to the regularity theory of asymptotically convex functionals have been established. Among the
others we quote the results in [11, 17, 18, 19, 20, 21, 22, 23, 30, 36, 37, 38].
We’d like to recall that, in the non autonomous homogeneous case, i.e. f ≡ 0, Fonseca, Fusco and
Marcellini proved in [16] that local minimizers of F(u,Ω) are Lipschitz continuous if
|DxξF(x, ξ)| ≤ k(x) (1 + |ξ|)
p−1 (x, ξ) ∈ Ω× Rn×N
for some function k ∈ L∞, i.e. under a Lipschitz regularity of the partial map x 7→ DξF(x, ξ). More
recently, still for f ≡ 0, in [13] this result was extended to the case k ∈ Lsloc (Ω) for some s > n (see
also [14, 15]).
Especially for applications, it is desirable to understand what is the situation under assumptions on
the map x 7→ DξF(x, ξ) weaker than the Ho¨lder continuity. We know, though, that if s = n = 2 then
∇u ∈ L∞ may fail even in the linear uniformly elliptic setting [8, 33], while in the case n > 2 some
regularity results under a Sobolev or Orlicz Sobolev assumption on the coefficients, that doesn’t
imply their Ho¨lder continuity, can be found in [24, 26, 27, 28, 32, 34].
The case k ∈ Lnloc (Ω) has been studied in [9] for homogeneous functionals with degenerate convexity,
but obtaining only W 1,t regularity for every t ∈ [p,∞).
As far as we know, no Lipschitz regularity results are available for local minimizers of this class
of functionals under weaker assumptions on the coefficients and the datum and this motivated our
study.
Here we will show that the gradient of the local minimizers of F(u,Ω) is locally bounded in Ω under
a regularity assumption on the map x → Dξf(x, ξ) and the datum f that, roughly speaking, will
be intermediate between Ln and Ls, with s > n.
Actually, we are able to prove that in order to obtain the local Lipschitz regularity of the minimizers
it suffices to assume that both the weak derivative with respect to x of Dξf(x, ξ) and the datum
f belong to the Orlicz Zygmund class Ln logα L, with α > 0 sufficiently large with respect to the
dimension n. More precisely, our main result is the following
Theorem 1. Let u ∈ W 1,ploc (Ω) be a local minimizer of the functional F(u,Ω) in (1.1), and assume
that the energy density F(x, ξ) satisfies assumptions (F0)–(F4). If f ∈ Ln logα L loc (Ω), with
α > 3n and where α is the exponent appearing in (F4), then Du ∈ L∞loc(Ω) and the following
estimate
sup
Bρ
|Du| 6 Cˆ
(ˆ
Br
(1 + |Du|)p dx,
) 1
p
holds for every balls Bρ ⊂ Br ⋐ Ω and for a constant Cˆ = Cˆ(n, p, α, ν, L1, ρ, r, ||k||Ln logα L(Br), ||f ||Ln logα L(Br)).
Note that, by virtue of the embedding Theorems in the Orlicz-Sobolev setting ([7]), our assump-
tion on the partial map x 7→ DξF(x, ξ) implies the continuity of the coefficients but not their Ho¨lder
continuity.
As usual, the proof of this Theorem is divided in two parts: an a priori L∞ estimate, and an
approximation argument.
The a priori estimate is achieved by the use of test functions that vanish on the set where the
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functional in not uniformly convex. The novelty here is the use of a suitable Young’s inequality in
Orlicz space and an appropriate modification of the Moser iteration argument.
The size of the exponent α in assumption (F4) is used in order to let this iteration argument work.
Once the a priori estimate is established, we perform an approximation procedure with a sequence
of functionals regular enough to apply the a priori estimate to their minimizers.
The lack of the uniqueness of the minimizers, due to the lack of uniform convexity of the integrand,
could effect the approximation argument. We overcome this difficulty, as done in [5], by adding
to the approximating functionals a penalization term that forces the approximating sequence to
converge to an arbitrarily fixed local minimizers.
It is worth mentioning that in order to start the Moser iteration procedure, we need to estimate
quantities involving the second derivatives of the local minimizers. Therefore, another result that
we are able to establish here consists in showing that minimizers turn out to gain one degree of
differentiability, in the weak sense, away from the degeneracy set. This can be quantitatively stated
as follows. Denoting by
G(t) := 1 +
ˆ t
0
(1 + s)
p−4
2 s ds, (1.2)
we have the following higher differentiability result.
Theorem 2. Let u ∈ W 1,p(Ω;Rn×N ) be a local minimizer of the functional F(·,Ω) in (1.1), and
assume that the energy density F(x, ξ) satisfies assumptions (F0)-(F4). If f ∈ Ln logα L loc (Ω)
with α > 3n, then
G((|Du| − 1)+) ∈W
1,2
loc (Ω)
and the following Caccioppoli type inequality holds,
ˆ
Bρ(x0)
|D(G((|Du| − 1)+))|
2 ≤ C˜
ˆ
Br(x0)
(1 + |Du|p) dx, (1.3)
for every balls Bρ ⊂ Br(x0) ⋐ Ω, for some C˜ = C˜(n, p, α, ν, L1, ρ, r, ||k||Ln logα L(Br), ||f ||Ln logα L(Br)).
The proof of Theorem 2 is established as before combining an a priori estimate with an approx-
imation argument.
This time the regularity of the approximating minimizers is transferred to the limit by the use of
a measure theory result ( see Proposition 8 below) that is an improved version of Proposition 6 in
[10].
Let us mention that in equation (1.3), the term on the left hand side is equivalent to
ˆ
Bρ(x0)
|D(G((|Du| − 1)+))|
2 =
ˆ
Bρ(x0)
(|Du| − 1)2+ |Du|
p−4 |D2u|2 dx
so that the above result is, in fact, a weighted bound for D2u with the weight (|Du| − 1)2+ |Du|
p−4.
The paper is structured as follows. In Section 2 we recall some preliminaries. In Section 3 we
prove both the interior a priori Lipschitz and the a priori second order Sobolev estimates. In Sec-
tion 4 we prove the Lipschitz regularity of the minimizers of F(u,Ω), i.e. Theorem 1. In Section 5
we prove the interior second order Sobolev regularity of the minimizers of F(u,Ω), i.e. Theorem 2.
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2 Preliminary results
We will follow the usual convention and denote by c or C a general constant that may vary on
different occasions, even within the same line of estimates. Relevant dependencies on parameters
and special constants will be suitably emphasized using parentheses or subscripts. All the norms we
use will be the standard Euclidean ones and denoted by | · | in all cases. In particular, for matrices ξ,
η ∈ Rn×m we write 〈ξ, η〉 := trace(ξT η) for the usual inner product of ξ and η, and |ξ| := 〈ξ, ξ〉
1
2 for
the corresponding euclidean norm. By Br(x) we will denote the ball in R
n centered at x of radius
r. The integral mean of a function u over a ball Br(x) will be denoted by ux,r, that is
ux,r :=
1
|Br(x)|
ˆ
Br(x)
u(y) dy,
where |Br(x)| is the Lebesgue measure of the ball in R
n. If no confusion arises, we shall omit the
dependence on the center.
The following lemma is an important application in the so called hole-filling method. Its proof
can be found for example in [29, Lemma 6.1] .
Lemma 3. Let h : [r, R0] → R be a nonnegative bounded function and 0 < ϑ < 1, A,B ≥ 0 and
β > 0. Assume that
h(s) ≤ ϑh(t) +
A
(t− s)β
+B,
for all r ≤ s < t ≤ R0. Then
h(r) ≤
cA
(R0 − r)β
+ cB,
where c = c(ϑ, β) > 0.
In what follows, for each γ ≥ 0, we will denote
Φ(t) = Φγ(t) =
t2
(1 + t)2
(1 + t)γ . (2.1)
For such Φ, one can easily check that
tΦ′(t) ≤ 2(1 + γ)Φ(t), (2.2)
and also that, since
Φ′(t) ≤ 2(1 + γ)t(1 + t2)γ−2,
we have
Φ′(t) ≤ 2γ+1(1 + γ) for every t ∈ (0, 1). (2.3)
We introduce the following notation for the positive part of |Du| − 1,
P = (|Du| − 1)+ = max{|Du| − 1, 0}
so that
DP = χ{|Du|>1} ·
Du
|Du|
·D2u. (2.4)
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2.1 Orlicz Spaces
In this section we recall some basic properties of Orlicz spaces (for more details we refer to [1]).
Let Ψ : [0,∞)→ [0,∞) be a Young function, that is Ψ(0) = 0, Ψ is increasing and convex. If Ω
is a open subset of Rn, we define the Orlicz space LΨ(Ω) generated by the Young function Ψ as the
set of the measurable functions u : Ω→ R such thatˆ
Ω
Ψ
(
|u|
λ
)
dx <∞,
for some λ > 0. Once equipped with the Luxemburg norm
‖u‖LΨ(Ω) = inf
{
λ > 0 :
ˆ
Ω
Ψ
(
|u|
λ
)
dx 6 1
}
LΨ(Ω) is a Banach space. We define the space WLΨ(Ω) as the set
WLΨ(Ω) =
{
u ∈W 1,1(Ω) : |∇u| ∈ LΨ(Ω)
}
.
The Zygmund space Lp logα L(Ω), for 1 6 p <∞, α ∈ R (α > 0 for p = 1), is defined as the Orlicz
space LΨ(Ω) generated by the Young function
Ψ(t) ≃ tp logα(e + t) for every t ≥ t0 ≥ 0 . (2.5)
Therefore, a measurable function u on Ω belongs to Lp logα L(Ω) ifˆ
Ω
|u|p logα(e+ |u|) dx <∞ ,
and we recall that the quantity
[u]p,α =
[ ˆ
|u|p logα
(
e+
|u|
‖u‖p
)
dx
] 1
p
is equivalent to the Luxemburg norm for α ≥ 0. For further needs, we record that the function
Ψ(t) = tp logα(e + t), p > 1, α ∈ R, satisfy the so called ∆2 and ∇2 conditions. This is equivalent
to the fact that
Ψ(t)
tp−ε
ր
Ψ(t)
tp+ε
ց for every ε > 0,
and so, it can be easily checked that
Ψ(λt) ≥ λp+εΨ(t) for every λ ∈ (0, 1)
and
Ψ(µt) ≥ µp−εΨ(t) for every µ > 1
From this and the definition of Luxenburg norm, we deduce that
1 =
ˆ
Ω
Ψ
(
|f |
||f ||Ψ
)
dx ≥
(
1
||f ||Ψ
)p+ε ˆ
Ω
Ψ(|f |) if ||f ||Ψ ≥ 1
and
1 =
ˆ
Ω
Ψ
(
|f |
||f ||Ψ
)
dx ≥
(
1
||f ||Ψ
)p−ε ˆ
Ω
Ψ(|f |) if ||f ||Ψ ≤ 1
We deduce that ˆ
Ω
|f |p logα(e + |f |) dx ≤ ||f ||ϑΨ (2.6)
for some ϑ = ϑ(p) > 0.
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3 The a priori L∞ estimate
This section is devoted to the proof of the a priori estimates that will be the crucial steps in the
proofs of both Theorems 1 and 2 . The precise statement is the following one.
Theorem 4. Assume (F0)–(F4) hold, and let f ∈ Ln logα L loc (Ω) where α > 3n is the exponent
appearing in (F4). Fix a ball Br(x0) ⋐ Ω, and functions u, u¯ ∈W
1,p(Br(x0);R
N ), and define
F˜(v;Br(x0)) := F(v;Br(x0)) +
ˆ
Br(x0)
arctan(|v − u¯(x)|2) dx,
where F is defined in (1.1). Let v ∈ u+W 1,p0 (Br(x0);R
N ) be a minimizer of F˜, satisfying
v ∈W 2,2loc (Br(x0);R
N ) ∩W 1,∞loc (Br(x0);R
N ) and |Dv|p−2|D2v|2 ∈ L1loc(Br(x0)).
Then, for every Br¯(x¯) ⋐ Br(x0), every 0 < ρ < r
′ ≤ r¯
sup
Bρ(x¯)
|Du| 6 C
[ ˆ
Br′ (x¯)
(1 + |Du|)pdx
] 1
p
, (3.1)
for some constant C = C(n,N, p, L1, ν, ρ, r
′, ||k||Ln logα L(Br′ ), ||f ||Ln logα L(Br′ )). Moreover, one has
ˆ
Bρ(x¯)
(|Du| − 1)2+
(1 + (|Du| − 1)+)2
|Du|p−2|D2u|2 dx ≤ C
ˆ
Br′ (x¯)
(1 + |Du|p) dx, (3.2)
for some C = C(n,N, p, L1, ν, ρ, r
′, ||k||Ln logα L(Br′ ), ||f ||Ln logα L(Br′ )).
For the proof of the above result, the integral
´
Br(x0)
arctan(|v − u¯|2) dx is a perturbation of
F(v;Br(x0)) that provides no difficulties. Indeed, denoting g(x, v) := arctan(|v − u¯(x)|
2), we have
that g and its derivatives gvα , α = 1, . . . ,m, are bounded. Thus, for the sake of clarity, we prefer
to drop this perturbation term, and to state, and prove an a priori estimate for local minimizers of
F(·; Ω) only, as done in [10], see Theorem 5 below.
Theorem 5. Let F(x, ξ) satisfy assumptions (F0)–(F4), and let f ∈ Ln logα L loc (Ω) where α >
3n is the exponent appearing in (F4). Assume that u ∈ W 2,2loc (Ω,R
N ) ∩ W 1,∞loc (Ω,R
N ) is a local
minimizer of the functional F(·; Ω), and that |Du|p−2|D2u|2 ∈ L1loc(Ω). Then the estimate
sup
Bρ
|Du| 6 Cˆ
[ˆ
BR
(1 + |Du|)pdx
] 1
p
, (3.3)
holds for every concentric balls Bρ ⊂ BR ⋐ Ω. Moreover, the following second order Caccioppoli
type inequality
ˆ
Bρ
(|Du| − 1)2+
(1 + (|Du| − 1)+)2
|Du|p−2|D2u|2 dx ≤ Cˆ
ˆ
B2R
(1 + |Du|p) dx, (3.4)
holds for some Cˆ = Cˆ(n,N, p, L1, ν, ρ, R, ||k||Ln logα L(B2R), ||f ||Ln logα L(B2R)) and for every concen-
tric balls Bρ ⊂ BR ⊂ B2R ⋐ Ω.
7
Proof. We will prove the theorem in 3 steps.
Step 1. The first step is to prove that for every γ > 0 and for every non-negative function
η ∈ C∞0 (Ω), there exists a positive constant C = C(n,N, ν, p, L1) such thatˆ
Ω
η2Φ(P ) |Du|p−2|D2u|2 dx ≤ C(γ + 1)2
ˆ
{x∈Ω: |Du|>1}
η2k2|Du|γ+p dx
+ C
ˆ
{x∈Ω: |Du|>1}
|Dη|2|Du|γ+p dx+ C(γ + 1)2
ˆ
{x∈Ω: |Du|>1}
η2|f |2|Du|γ dx,
(3.5)
where Φ is the function defined at (2.1) and P = (|Du| − 1)+.
Since u is a local minimizer of F(·; Ω), it satisfies the following integral identity
ˆ
Ω
〈DξF(x,Du), Dψ〉 =
ˆ
Ω
f · ψ ∀ψ ∈ C∞0 (Ω,R
N ).
By our assumptions on u and a standard approximation argument, we can choose
ψ ≡
∑
s
Dxs
(
η2 · Φ(P ) ·Dxsu
)
,
where η ∈ C∞0 (Ω). Such a choice, together with an integration by parts in the left hand side of
previous identity, yields
−
∑
s
ˆ
Ω
〈
DxsξF(x,Du) +DξξF(x,Du) ·DxsDu,D
(
η2Φ(P )Dxsu
)〉
=
∑
s
ˆ
Ω
fη2Φ(P )Dxsu (3.6)
We now use the product rule to calculate the derivatives of η2 · Φ(P ) · Dxsu. This converts (3.6)
into
I1 + I2 + I3 + I4 + I5 + I6 + I7 + I8 + I9 = 0,
where
I1 = 2
∑
s
ˆ
Ω
〈DξξF(x,Du) ·DxsDu,Dη ·Dxsu〉 ηΦ(P ) dx,
I2 =
∑
s
ˆ
Ω
〈DξξF(x,Du) ·DxsDu,DxsDu〉 η
2Φ(P ) dx,
I3 =
∑
s
ˆ
Ω
〈DξξF(x,Du) ·DxsDu,Φ
′(P )DxsP ·Dxsu〉 η
2 dx,
I4 = 2
∑
s
ˆ
Ω
〈DxsξF(x,Du), Dη ·Dxsu〉 ηΦ(P ) dx,
I5 =
∑
s
ˆ
Ω
〈DxsξF(x,Du), DxsDu〉 η
2Φ(P ) dx,
I6 =
∑
s
ˆ
Ω
〈DxsξF(x,Du),Φ
′(P )DxsP ·Dxsu〉 η
2 dx,
I7 = 2
∑
s
ˆ
Ω
f ηΦ(P )Dxsη ·Dxsu dx,
I8 =
∑
s
ˆ
Ω
f η2 Φ(P )Dxsxsu dx,
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I9 =
∑
s
ˆ
Ω
f η2 Φ′(P )Dxsu ·DxsP dx.
We will estimate each term separately. It is worth pointing out that the integrals Ii, with i = 1, . . . , 6
will be estimate with arguments similar to those in [13], [9]. We will report here for the sake of
completeness.
For the estimate of I1, we use assumption (F3) and Young’s inequality as follows
|I1| 62L1
∑
s
ˆ
Ω
η |Dη| |Du|p−2 |DxsDu| |Dxsu|Φ(P ) dx
6ε
ˆ
Ω
η2|Du|p−2|D2u|2Φ(P ) dx + Cε(L1)
ˆ
Ω
|Dη|2|Du|pΦ(P ) dx, (3.7)
where ε > 0 will be chosen later. In order to estimate I4, we use assumption (F4) and Young’s
inequality as follows,
|I4| 6 2
ˆ
Ω
η |Dη| k |Du|pΦ(P ) dx
6 C
ˆ
Ω
η2 k2 |Du|pΦ(P ) dx + C
ˆ
Ω
|Dη|2 |Du|pΦ(P ) dx.
(3.8)
We estimate I5, using (F4) and Young’s inequality again. Indeed
|I5| 6
ˆ
Ω
η2k |Du|p−1 |D2u|Φ(P ) dx
6 ε
ˆ
Ω
η2 |Du|p−2 |D2u|2Φ(P ) dx+ Cε
ˆ
Ω
η2 k2 |Du|pΦ(P ) dx.
(3.9)
For the estimate of I6, again by virtue of assumption (F4), we have
|I6| 6
∑
s
ˆ
Ω
η2 k |Du|p−1 |Dxsu|Φ
′(P ) |DxsP | dx
6 C
ˆ
Ω
η2 k |Du|pΦ′(P ) |DP | dx 6 C
ˆ
Ω
η2 k |Du|pΦ′(P )|D2u|
= C
ˆ
{|Du|≥2}
η2 k |Du|pΦ′(P )|D2u|+ C
ˆ
{1<|Du|<2}
η2 k |Du|pΦ′(P )|D2u|,
(3.10)
where we used the equality in (2.4). Noting that
|Du| = (|Du| − 1)+ + 1 ≤ 2(|Du| − 1)+ on the set {|Du| ≥ 2} (3.11)
and, recalling (2.2), we can estimate the first integral in the right hand side of previous inequality
as follows
C
ˆ
{|Du|≥2}
η2 k |Du|pΦ′(P )|D2u| ≤ 2C
ˆ
{|Du|≥2}
η2 k |Du|p−1 PΦ′(P )|D2u|
≤ 4C(1 + γ)
ˆ
{|Du|≥2}
η2 k |Du|p−1Φ(P )|D2u|
≤ ε
ˆ
{|Du|≥2}
η2 |Du|p−2Φ(P )|D2u|2 + Cε(1 + γ)
2
ˆ
{|Du|≥2}
η2 k2 |Du|pΦ(P ).
(3.12)
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After setting Γγ = 2(1 + γ) > 0, we multiply and divide the last integrand in (3.10) by
(
δ+P
Γγ
)1/2
with 0 < δ < 1, and use Young’s inequality, thus obtaining
C
ˆ
{1<|Du|<2}
η2Φ′(P )
{
δ + P
Γγ
|Du|p−2 |D2u|2
} 1
2
×
{
Γγ
δ + P
k2 |Du|p+2
} 1
2
dx
6 ε
ˆ
{1<|Du|<2}
η2 Φ′(P )
δ + P
Γγ
|Du|p−2 |D2u|2 dx
+Cε
ˆ
{1<|Du|<2}
η2 k2Φ′(P )
Γγ
δ + P
|Du|p+2 dx
≤
ε
Γγ
ˆ
{1<|Du|<2}
η2Φ′(P )P |Du|p−2 |D2u|2 dx+
εδ
Γγ
ˆ
{1<|Du|<2}
η2Φ′(P ) |Du|p−2 |D2u|2 dx
+Cε
ˆ
{1<|Du|<2}
η2 k2Φ′(P )
Γγ
δ + P
|Du|p+2 dx
6 ε
ˆ
{1<|Du|<2}
η2 Φ(P ) |Du|p−2 |D2u|2 dx+ εδC˜γ
ˆ
{1<|Du|<2}
η2 |D2u|2 |Du|p−2 dx
+Γ2γCε
ˆ
{1<|Du|<2}
η2 k2 |Du|γ+p dx (3.13)
where, in the last line we used (2.2), (2.3) and the fact that, since
P
δ + P
6 1, we have
(δ + P )−1Φ′(P ) = Φ′(P ) ·
P
δ + P
· P−1
6 ΓγΦ(P ) · P
−2 = Γγ (1 + P )
γ−2
= Γγ |Du|
γ−2 in the set {1 < |Du| < 2}.
(3.14)
Plugging (3.12) and (3.13) into (3.10), we get
|I6| 6 2ε
ˆ
Ω
η2Φ(P )|Du|p−2|D2u|2 dx+ εδC˜γ
ˆ
Ω
η2 |D2u|2 |Du|p−2 dx
+ Γ2γCε
ˆ
{|Du|>1}
η2 k2 |Du|γ+p dx.
By virtue of the assumption |D2u|2 |Du|p−2 ∈ L1loc(Ω), we can let δ → 0 in previous estimate thus
getting
|I6| ≤ 2ε
ˆ
Ω
η2Φ(P )|Du|p−2|D2u|2 dx+ Cε(1 + γ)
2
ˆ
{|Du|>1}
η2 k2 |Du|γ+p dx, (3.15)
where we used that Γγ ∼ (γ+1). For I7, using Young’s inequality and recalling that P = (|Du|−1)+,
we get
|I7| ≤ 2
ˆ
Ω
η|Dη||f ||Du|Φ(P ) = 2
ˆ
{|Du|>1}
η|Dη||f ||Du|γ−1(|Du| − 1)2
≤ C
ˆ
{|Du|>1}
η2|f |2(|Du| − 1)2|Du|γ−p + C
ˆ
{|Du|>1}
|Dη|2(|Du| − 1)2|Du|γ+p−2
= C
ˆ
{|Du|>1}
η2|f |2Φ(P )|Du|2−p + C
ˆ
{|Du|>1}
|Dη|2Φ(P )|Du|p
≤ C
ˆ
{|Du|>1}
η2|f |2Φ(P ) + C
ˆ
{|Du|>1}
|Dη|2Φ(P )|Du|p,
(3.16)
10
where we used that p ≥ 2 and that the set of integration is {|Du| > 1}. Concerning I8 and I9, by
(3.11) and Young’s inequality, we have
|I8|+ |I9| ≤
ˆ
Ω
η2|f ||D2u|Φ(P ) +
ˆ
Ω
η2|f ||Du||D2u|Φ′(P )
=
ˆ
{|Du|>1}
η2|f ||D2u|Φ(P ) +
ˆ
{|Du|≥2}
η2|f ||Du||D2u|Φ′(P ) +
ˆ
{1<|Du|<2}
η2|f ||Du||D2u|Φ′(P )
≤
ˆ
{|Du|>1}
η2|f ||D2u|Φ(P ) + 2
ˆ
{|Du|≥2}
η2|f ||D2u|PΦ′(P ) +
ˆ
{1<|Du|<2}
η2|f ||Du||D2u|Φ′(P )
≤ cΓγ
ˆ
{|Du|>1}
η2|f ||D2u|Φ(P ) +
ˆ
{1<|Du|<2}
η2|f ||Du||D2u|Φ′(P ). (3.17)
The first integral in the right hand side of (3.17) can be estimated by Young’s inequality as follows
cΓγ
ˆ
{|Du|>1}
η2 |f | |D2u|Φ(P )
≤ ε
ˆ
{|Du|>1}
η2 |D2u|2Φ(P ) + Cε · Γ
2
γ
ˆ
{|Du|>1}
η2|f |2Φ(P )
≤ ε
ˆ
Ω
η2|Du|p−2|D2u|2Φ(P ) + Cε · Γ
2
γ
ˆ
Ω
η2|f |2Φ(P ),
(3.18)
where we used that |Du|p−2 > 1 on the set |Du| > 1 since p > 2, and that, as before, Γγ ∼ (γ + 1).
To estimate the second integral in (3.17), we argue as we did for I6, multiplying and dividing it by(
δ+P
Γγ
) 1
2
with 0 < δ < 1 and using Young’s inequality. We get
ˆ
{1<|Du|<2}
η2|f ||Du||D2u|Φ′(P ) =
ˆ
{1<|Du|<2}
η2Φ′(P )
{
δ + P
Γγ
|D2u|2
} 1
2
{
|f |2|Du|2
Γγ
δ + P
} 1
2
≤
ε
Γγ
ˆ
{1<|Du|<2}
η2(δ + P )|D2u|2Φ′(P ) + Cε · Γγ
ˆ
{1<|Du|<2}
η2
|Du|2|f |2
(δ + P )
Φ′(P )
≤
ε
Γγ
ˆ
{1<|Du|<2}
η2 |D2u|2PΦ′(P ) +
ε
Γγ
δ
ˆ
{1<|Du|<2}
η2|D2u|2Φ′(P )
+Cε · Γγ
ˆ
{1<|Du|<2}
η2
|Du|2|f |2
(δ + P )
Φ′(P )
≤ ε
ˆ
{1<|Du|<2}
η2|D2u|2Φ(P ) + δεC˜γ
ˆ
{1<|Du|<2}
η2|D2u|2|Du|p−2
+Cε Γ
2
γ
ˆ
{1<|Du|<2}
η2|Du|γ |f |2
≤ ε
ˆ
{1<|Du|<2}
η2|D2u|2|Du|p−2Φ(P ) + δεC˜γ
ˆ
{1<|Du|<2}
η2|D2u|2|Du|p−2
+CεΓ
2
γ
ˆ
{1<|Du|<2}
η2|Du|γ |f |2, (3.19)
where we used that δ + P ≤ 2P in the set {|Du| > 2}, inequalities (2.2), (2.3), (3.14) and that
|Du|p−2 > 1 in the set {|Du| > 1}. Inserting (3.18) and (3.19) in (3.17) and letting δ → 0, we get
|I8|+ |I9| ≤ 2ε
ˆ
Ω
η2|Du|p−2|D2u|2Φ(P ) + Cε Γ
2
γ
ˆ
{|Du|>1}
η2|Du|γ |f |2. (3.20)
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We remind that
I2 + I3 = −I1 − I4 − I5 − I6 − I7 − I8 − I9. (3.21)
We now elaborate on the precise form of DξξF(x, ξ) to estimate I3. To do this, we abuse of notation
and for every scalar t we denote F ′(x, t) = ∂tF (x, t) and F
′′(x, t) = ∂ttF (x, t). By (F1), for every
ξ ∈ Rn×N \ {0} one has
DξξF(x, ξ) =
(
F ′′(x, |ξ|)
|ξ|2
−
F ′(x, |ξ|)
|ξ|3
)
ξ ⊗ ξ +
F ′(x, |ξ|)
|ξ|
IdRn×N .
Componentwise,
Dξβj ξαi
F(x, ξ) =Dξβj
(
F ′(x, |ξ|)
ξαi
|ξ|
)
=
(
F ′′(x, |ξ|)
|ξ|2
−
F ′(x, |ξ|)
|ξ|3
)
ξαi ξ
β
j +
F ′(x, |ξ|)
|ξ|
δξαi ξ
β
j
.
Recalling the equality in (2.4), it is well known that for a.e. x ∈ {|Du| ≥ 1}, we have∑
s
〈DξξF(x,Du) ·DxsDu,DP ·Dxsu〉 =
∑
s,i,j,α,β
Dξβj ξαi
F(x,Du)uαxsu
β
xsxjPxi
=
(
F ′′(x, |Du|)
|Du|
−
F ′(x, |Du|)
|Du|2
)∑
α
(∑
i
uαxi(|Du|)xi
)2
+ F ′(x, |Du|)|D(|Du|)|2.
(3.22)
Thus,
I3 =
ˆ
Ω
η2Φ′(P )
F ′′(x, |Du|)
|Du|
∑
α
(∑
i
uαxi(|Du|)xi
)2
dx
+
ˆ
Ω
η2Φ′(P )F ′(x, |Du|)
(
|D(|Du|)|2 −
∑
α
(∑
i u
α
xi(|Du|)xi
)2
|Du|2
)
dx.
The use of the Cauchy-Schwartz inequality implies
∑
α
(∑
i
uαxi(|Du|)xi
)2
≤ |Du|2|D(|Du|)|2.
and since
Φ′(t) = (1 + t)γ−3t(γt+ 2) (3.23)
is nonnegative for every t ≥ 0 and, by (F2), F ′(x, |Du|) ≥ 0, then we conclude that
I3 ≥
ˆ
Ω
η2Φ′(P )
F ′′(x, |Du|)
|Du|
∑
α
(∑
i
uαxi(|Du|)xi
)2
dx ≥ 0. (3.24)
Therefore, using that I3 > 0 together with (3.21) we have
I2 6 |I1|+ |I4|+ |I5|+ |I6|+ |I7|+ |I8|+ |I9|. (3.25)
On the other hand, the ellipticity assumption (F2) gives that
I2 > ν
ˆ
Ω
η2 · Φ(P ) · |Du|p−2 · |D2u|2 dx. (3.26)
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Inserting estimates (3.7), (3.8), (3.9), (3.15), (3.16), (3.20) and (3.26) into (3.25), we obtain
ν
ˆ
Ω
η2 · Φ(P ) |Du|p−2 |D2u|2 dx
≤ 6 ε
ˆ
Ω
η2Φ(P ) |Du|p−2 |D2u|2 dx+ Cε(L1)
ˆ
{|Du|>1}
|Dη|2| |Du|p+γ dx
+ Cε
ˆ
{|Du|>1}
η2k2 |Du|p+γ dx+ Cǫ(γ + 1)
2
ˆ
{|Du|>1}
η2k2 |Du|p+γ dx
+ Cε(γ + 1)
2
ˆ
{|Du|>1}
η2|f |2|Du|γ dx, (3.27)
where we used that Φ(P ) ≤ (1 + P )γ . We now choose ε = ν12 , and reabsorb the first integral in the
right hand side by the left hand side. We obtain
ˆ
Ω
η2 · Φ(P ) |Du|p−2 |D2u|2 dx
≤ C
ˆ
{|Du|>1}
|Dη|2| |Du|p+γ dx + C
ˆ
{|Du|>1}
η2k2 |Du|p+γ dx
+ C(γ + 1)2
ˆ
{|Du|>1}
η2k2 |Du|p+γ dx + C(γ + 1)2
ˆ
{|Du|>1}
η2|f |2|Du|γ dx
≤ C
ˆ
{|Du|>1}
|Dη|2| |Du|p+γ dx + C(γ + 1)2
ˆ
{|Du|>1}
η2k2 |Du|p+γ dx
+ C(γ + 1)2
ˆ
{|Du|>1}
η2|f |2|Du|γ dx,
with C = C(n,N, p, ν, L1), that is inequality (3.5).
Step 2. Fix a ball BR(x0) ⋐ Ω and radii 0 < ρ < r < t < R. Let η ∈ C
∞
0 (Bt) be a cut off function
such that η ≡ 1 on Br and |Dη| 6
C
t− r
. Recalling the definition of Φ(t) and that |Du| = 1+ P on
the set {|Du| > 1}, inequality (3.5) can be written as follows
ˆ
{|Du|>1}
η2P 2 (1 + P )γ+p−4|D2u|2 dx
≤ C
ˆ
{|Du|>1}
|Dη|2(1 + P )γ+p dx+ C(γ + 1)2
ˆ
{|Du|>1}
η2(k2 + |f |2) (1 + P )γ+p dx
=: J1 + J2 (3.28)
Using the properties of η, we get
J1 6
C
(t− r)2
ˆ
Bt∩{|Du|>1}
(1 + P )(γ+p) dx. (3.29)
In order to estimate J2, it is convenient to split the ball Bt as follows
Bt =
{
x ∈ Bt : k
2 + |f |2 ≤ exp
(
1
ε
)
− e
}⋃{
x ∈ Bt : k
2 + |f |2 > exp
(
1
ε
)
− e
}
=: B1ε ∪B
2
ε
so that
J2 = C(γ + 1)
2
[ˆ
B1ε∩{|Du|>1}
(k2 + |f |2) (1 + P )γ+p dx +
ˆ
B2ε∩{|Du|>1}
(k2 + |f |2) (1 + P )γ+p dx
]
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≤ C(γ + 1)2
[(
exp
(
1
ε
)
− e
) ˆ
Bt∩{|Du|>1}
(1 + P )γ+p dx+
ˆ
B2ε∩{|Du|>1}
(k2 + |f |2) (1 + P )γ+p dx
]
≤ C(γ + 1)2
[
exp
(
1
ε
)ˆ
Bt∩{|Du|>1}
(1 + P )γ+p dx+
ˆ
B2ε∩{|Du|>1}
(k2 + |f |2) (1 + P )γ+p dx
]
=: J12 + J
2
2 (3.30)
We estimate J22 , by virtue of the assumptions k, f ∈ L
n logα Lloc(Ω). In fact, we have
J22 =C(γ + 1)
2
ˆ
B2ε∩{|Du|>1}
(k2 + |f |2) log
2α
n (e+ k2 + |f |2) log−
2α
n (e+ k2 + |f |2) (1 + P )γ+p dx
≤C(γ + 1)2
(ˆ
B2ε∩{|Du|>1}
(kn + |f |n) logα(e + k2 + |f |2) dx
) 2
n
·
(ˆ
B2ε∩{|Du|>1}
log−
2α
n−2 (e + k2 + |f |2) (1 + P )
n(γ+p)
n−2 dx
) n−2
n
≤Cε
2α
n (γ + 1)2||k + |f |||ϑLn logα L
(ˆ
B2ε∩{|Du|>1}
(1 + P )
n(γ+p)
n−2 dx
)n−2
n
, (3.31)
where we used Ho¨lder’s inequality, the definition of B2ε (2.6), and where now ϑ = ϑ(n). Inserting
(3.31) in (3.30), we obtain
J2 ≤C(γ + 1)
2 exp
(
1
ε
) ˆ
Bt∩{|Du|>1}
(1 + P )γ+p dx
+Cε
2α
n (γ + 1)2||k + |f |||ϑLn logα L
(ˆ
B2ε∩{|Du|>1}
(1 + P )
n(γ+p)
n−2 dx
)n−2
n
(3.32)
Setting
ER := ‖k‖
ϑ
Ln logα L(BR)
+ ‖f‖
ϑ
Ln logα L(BR)
(3.33)
and inserting (3.29) and (3.32) into (3.28), and using the notation in (3.33), we get
ˆ
{|Du|>1}
η2 P 2 (1 + P )γ+p−4|D2u|2 dx ≤
C
(t− r)2
ˆ
Bt
(1 + P )(γ+p) dx
+C(γ + 1)2 exp
(
1
ε
) ˆ
Bt
(1 + P )γ+p dx
+Cε
2α
n (γ + 1)2ER
(ˆ
Bt
(1 + P )
n(γ+p)
n−2 dx
)n−2
n
. (3.34)
Following [13], for t ≥ 0 we consider the auxiliary function
G(t) = 1 +
ˆ t
0
(1 + s)
γ+p−4
2 s ds
and, recall that, by Lemma 2.2 in [15], the following inequalities
1
2(γ + p)2
(1 + t)
γ+p
2 ≤ G(t) ≤ 2(1 + t)
γ+p
2 , G′(t) = t(1 + t)
γ+p−4
2 (3.35)
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hold true. Let us denote by
2∗ =

2n
n−2 if n > 2
any exponent if n = 2.
We consider now the case n > 2. By the Sobolev imbedding Theorem, we get(ˆ
Ω
∣∣∣η G(P )∣∣∣2∗ dx) 22∗ ≤ C ˆ
Ω
∣∣∣D(η G(P ))∣∣∣2 dx ≤ C ˆ
Ω
|Dη|2G(P )2 dx+ C
ˆ
Ω
η2G′(P )2|DP |2 dx.
Using the properties of G(t) at (3.35) in the previous inequality we obtain
1
(γ + p)4
(ˆ
Ω
η2
∗
(1 + P )
2∗(γ+p)
2 dx
) 2
2∗
≤ c
ˆ
Ω
|Dη|2(1 + P )γ+p dx+ c
ˆ
Ω
η2(1 + P )γ+p−4 P 2 |DP |2 dx
≤
c
(t− r)2
ˆ
Bt
(1 + P )γ+p dx+ c
ˆ
Ω
η2Φ(P ) (1 + P )p−2|D2u|2 dx,
(3.36)
where we also used the properties of the function η. Inserting estimate (3.36) in (3.34) and using
that η ≡ 1 on Br, we get(ˆ
Br
(1 + P )
n(γ+p)
n−2 dx
)n−2
n
≤
C(γ + p)4
(t− r)2
ˆ
Bt
(1 + P )(γ+p) dx+ C(γ + p)6 exp
(
1
ε
) ˆ
Bt
(1 + P )γ+p dx
+ Cε
2α
n (γ + p)6E2R
(ˆ
Bt
(1 + P )
n(γ+p)
n−2 dx
)n−2
n
,
with C = C(n,N, p, ν, L1). Choosing ε such that
C(γ + p)6ER · ε
2α
n =
1
2
⇐⇒
1
ε
= (2CER)
n
2α (γ + p)
3n
α
and setting Θ = 2CER, we get(ˆ
Br
(1 + P )
n(γ+p)
n−2 dx
)n−2
n
≤
1
2
(ˆ
Bt
(1 + P )
n(γ+p)
n−2 dx
)n−2
n
+
C(γ + p)4
(t− r)2
ˆ
BR
(1 + P )(γ+p) dx
+C(γ + p)6 · exp
(
Θ
n
2α (γ + p)
3n
α
)ˆ
BR
(1 + P )(γ+p) dx
By the iteration Lemma 3 we infer that(ˆ
Bρ
(1 + P )
n(γ+p)
n−2 dx
)n−2
n
≤
C(γ + p)4
(R− ρ)2
ˆ
BR
(1 + P )(γ+p) dx
+C(γ + p)6 · exp
(
Θ
n
2α (γ + p)
3n
α
) ˆ
BR
(1 + P )(γ+p) dx
≤C
(γ + p)6 · exp
(
Θ
n
2α (γ + p)
3n
α
)
(R − ρ)2
ˆ
BR
(1 + P )(γ+p) dx, (3.37)
since we may suppose without loss of generality that 0 < R − ρ < 1.
Step 3. Let us define the decreasing sequence of radii ρj , j ∈ N, by setting
ρj := ρ+
R− ρ
2j
,
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and the increasing sequence of exponents
pj = p
(
2∗
2
)j
.
Since γ ≥ 0 can take any value, estimate (3.37) can be written on every ball Bρj as follows
( ˆ
Bρj+1
(1 + P )pj+1 dx
) 1
pj+1
6
C
1
pj p
6
pj
j
(
exp
(
Θ
n
2α p
3n
α
j
)) 1
pj
(ρj − ρj+1)
2
pj
( ˆ
Bρj
(1 + P )pj dx
) 1
pj
. (3.38)
Iterating estimate (3.38) we obtain
( ˆ
Bρ
(1 + P )pm+1 dx
) 1
pm+1
6
m∏
j=0
C
1
pj p
6
pj
j
(
exp
(
Θ
n
2α p
3n
α
j
)) 1
pj
(ρj − ρj+1)
2
pj
( ˆ
BR
(1 + P )p dx
) 1
p
6
m∏
j=0
C
1
pj 4
j+1
pj p
6
pj
j
(
exp
(
Θ
n
2α p
3n
α
j
)) 1
pj
(R − ρ)
2
pj
(ˆ
BR
(1 + P )p dx
) 1
p
where we used the definition of ρj . Now, we want to prove that the product in the right hand side
of previous estimate is bounded by a constant. To this aim we write
m∏
j=0
C
1
pj 4
j+1
pj p
6
pj
j
(
exp
(
Θ
n
2α p
3n
α
j
)) 1
pj
(R− ρ)
2
pj
=
m∏
j=0
C
1
pj 4
j+1
pj p
6
pj
j
(R− ρ)
2
pj
m∏
j=0
exp
(
Θ
n
2α p
3n
α
−1
j
)
=
m∏
j=0
C
1
pj 4
j+1
pj p
6
pj
j
(R− ρ)
2
pj
exp
Θ n2α m∑
j=0
p
3n
α
−1
j

= exp
log C
(R − ρ)2
m∑
j=0
1
pj
+ 6
m∑
j=0
1
pj
log pj + log 4
m∑
j=0
j + 1
pj
+Θ
n
2α
m∑
j=0
p
3n
α
−1
j

≤ exp
c log C
(R − ρ)2
[
m∑
j=0
1
pj
+
m∑
j=0
1
pj
log pj +
m∑
j=0
j + 1
pj
]
+Θ
n
2α
m∑
j=0
p
3n
α
−1
j
 .
Taking in account the definition of pj , one can easily prove that[
m∑
j=0
1
pj
+
m∑
j=0
1
pj
log pj +
m∑
j=0
j + 1
pj
]
≤ c(σ)
+∞∑
j=0
(
2
2∗
)jσ
< c(n),
for some σ ∈ (0, 1) and
m∑
j=0
p
3n
α
−1
j 6
+∞∑
j=0
p
3n
α
−1
j = c(n, α)
since by assumption 3nα − 1 < 0.
Therefore, ( ˆ
Bρ
(1 + P )pm+1 dx
) 1
pm+1
6 Ĉ
( ˆ
BR
(1 + P )p dx
) 1
p
,
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for every m ∈ N. Now, letting m→∞ we end up with
sup
Bρ
|Du| ≤ lim
m→∞
(ˆ
Bρ
(1 + P )pm
) 1
pm
≤ Ĉ
(ˆ
BR
(1 + |Du|)p
) 1
p
,
that gives (3.3).
For further needs we observe that the constant Ĉ has the form
Ĉ = c(n, p, α, ρ,R) exp
(
c(n,N, p, L1, ν, α)(||k||Ln logα L + ||f ||Ln logα L)
ϑ
)
, (3.39)
where ϑ = ϑ(n).
Step 4. In this Step we are going to establish estimate (3.4). To this aim it suffices to write estimate
(3.5) with γ = 0 and with η a cut off function between concentric balls Bρ and BR, to get
ˆ
Bρ
Φ(P ) |Du|p−2 |D2u|2 dx ≤ C
ˆ
BR
k2 |Du|p dx
+
C
(R− ρ)2
ˆ
BR
|Du|p dx+ C
ˆ
BR
|f |2 dx.
(3.40)
Using estimate (3.3), we obtain
ˆ
Bρ
Φ(P ) |Du|p−2|D2u|2 dx ≤ C sup
BR
|Du|p
ˆ
BR
k2 dx +
C|BR|
(R− ρ)2
sup
BR
|Du|p + C
ˆ
BR
|f |2 dx
≤ Cˆ
( ˆ
B2R
(1 + |Du|)p dx
)
,
(3.41)
for a constant Cˆ = Cˆ(n,N, p, L, L1, ν, ρ, R, ||k||Ln logα L(B2R), ||f ||Ln logα L(B2R)).
The proof is finished in case n > 2. In the case n = 2, it suffices to use the appropriate Moser-
Trudinger Sobolev inequality and argue in the same way.
4 Proof of Theorem 1
This section is devoted to the proof of Theorem 1. To this end, we state first an approximation
result, which we take from [5, 11]. It shows that one can find a sequence of uniformly elliptic
integrands Fm that approximate the given F . The approximants can be chosen to be smooth in
the x variable, and also to have ellipticity bounds on the whole Rn×N , although these bounds may
depend on m (see conditions (F˜m2)-(F˜m4) below). Furthermore, these ellipticity conditions may
be assumed uniform in m away from a ball of the ξ variable (see conditions (F˜0)-(F˜4) below). We
recall that, without loss of generality, we assumed that the radius R appearing in the assumptions
(F0)–(F4) is equal to 1.
Proposition 6. Let F : Ω × Rn×N → [0,+∞) be a Carathe´odory function, convex with respect to
the second variable, and satisfying assumptions (F0)–(F4). For a fixed open set Ω′ ⋐ Ω, there exists
a sequence Fm : Ω
′ × Rn×N → [0,+∞) of Carathe´odory functions, C2 and convex in the second
variable, such that Fm converges to F pointwise a.e. on Ω
′ and everywhere in Rn×N . Moreover,
each Fm can be chosen so that the following properties are satisfied:
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(F˜0) there exist constants L˜, ℓ˜ > 0 depending on ℓ, L such that for all (x, ξ) ∈ Ω′ × Rn×N
ℓ˜(|ξ|p − 1) ≤ Fm(x, ξ) ≤ L˜(1 + |ξ|)
p,
(F˜1) for every x ∈ Ω′ and ξ ∈ RnN \B2(0) one has Fm(x, ξ) = Fm(x, |ξ|),
(F˜2) there exists ν˜ = ν˜(ν, p) such that for every x ∈ Ω′, ξ ∈ Rn×N \B2(0) and λ ∈ R
n×N
ν˜(1 + |ξ|)p−2|λ|2 ≤ 〈DξξFm(x, ξ)λ, λ〉,
(F˜3) there exists L˜1 > 0 such that for every (x, ξ) ∈ Ω
′ ×
(
R
nN \B2(0)
)
|DξξFm(x, ξ)| ≤ L˜1(1 + |ξ|)
p−2,
(F˜4) for every x ∈ Ω′ and ξ ∈ RnN \B2(0),
|DξxFm(x, ξ)| ≤ 2
p−1km(x)(1 + |ξ|)
p−1,
where km ∈ C
∞(Ω′) is a non-negative function such that km → k strongly in L
n logα L(Ω′).
Moreover, the above properties can be extended to every ξ ∈ Rn×N in the following way:
(F˜m2) There exists µm > 0 such that for every (x, ξ) ∈ Ω
′ × Rn×N and for every λ ∈ Rn×N
µm(1 + |ξ|)
p−2|λ|2 ≤ 〈DξξFm(x, ξ)λ, λ〉,
(F˜m3) there exists γm > 0 such that for every (x, ξ) ∈ Ω
′ × RnN
|DξξFm(x, ξ)| ≤ γm(1 + |ξ|)
p−2,
(F˜m4) there exists Λm > 0 such that for every x ∈ Ω
′ and ξ ∈ B2(0)
|DξxFm(x, ξ)| ≤ Λm(1 + |ξ|)
p−1.
We now recall a regularity result for minimizers of functionals of the form
inf
w
ˆ
Ω
(F(x,Dw) + arctan(|w − u¯|2)) dx
where F has standard growth conditions and smooth dependence on the x-variable, and u¯ is fixed.
In absence of the perturbation term arctan(|w−u¯|2), this regularity result is well known. We refer to
[25] for the higher differentiability result, and to [11, Theorem 1.1] as far as the Lipschitz continuity
of the local minimizers is concerned. In presence of the perturbation term, the proofs can be easily
adapted because of the boundedness of the function arctan(|w − u¯|2) and of its derivative with
respect to the variable w, thus obtaining the following
Theorem 7. Let G : Ω× Rn×N → [0,+∞), G ∈ C2(Ω× Rn×N ), and define the functional
ˆ
Ω
(
G(x,Dw) + arctan(|w − u¯|2)
)
dx (4.1)
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with u¯ ∈ C2(Ω;RN ). Assume that there exists p ≥ 2 such that for every x ∈ Ω and every ξ, λ ∈
R
n×N ,
c1|ξ|
p − c2 ≤ G(x, ξ) ≤ L(1 + |ξ|)
p,
ν (1 + |ξ|)p−2|λ|2 ≤ 〈DξξG(x, ξ)λ, λ〉,
|DξξG(x, ξ)| ≤ L1 (1 + |ξ|)
p−2,
|DξxG(x, ξ)| ≤ K(1 + |ξ|)
p−1,
with positive constants c1, c2, L, L1, ν,K. Then any local minimizer v ∈ W
1,p
loc (Ω) of (4.1) is in
W 2,2loc (Ω;R
N ) and
(1 + |Dv|2)
p−2
2 |D2v|2 ∈ L1loc(Ω).
Moreover, if there exists G : Ω× [0,+∞)→ [0,+∞) such that G(x, ξ) = G(x, |ξ|), then one also has
v ∈W 1,∞loc (Ω;R
N ).
We are now ready for proving Theorem 1.
Proof of Theorem 1. Let u ∈W 1,ploc (Ω) be a local minimizer of the functional F(u,Ω), and let Br ⊂ Ω
be a fixed ball. We consider the sequence of energy densities Fm(x, ξ) obtained after applying
Proposition 6 to the integrand F . For a standard sequence of mollifiers ρε, we set uε = u ∗ ρε,
fε = f ∗ ρε and define
Fε,m(w,Br) :=
ˆ
Br
(
Fm(x,Dw) + fε(x)w + arctan |w − uε|
2
)
dx.
The lower semi-continuity and strict convexity of Fε,m with respect to the gradient variable ensure
that the minimization problem
min
{
Fε,m(w;Br) : w ∈ u+W
1,p
0 (Br,R
N )
}
(4.2)
has a unique solution vε,m ∈ u +W
1,p
0 (Br,R
N ). By the growth conditions of Fm stated in (F˜0) of
Proposition 6 and the minimality of vε,m, we deduce that
ℓ˜
ˆ
Br
|Dvε,m|
p dx ≤
ˆ
Br
(
ℓ˜+ Fm(x,Dvε,m)
)
dx
≤ Fε,m(vε,m, Br) +
ˆ
Br
(
ℓ˜− fε(x) · vε,m
)
dx
≤ Fε,m(u,Br) +
ˆ
Br
(
ℓ˜ − fε(x) · vε,m
)
dx
=
ˆ
Br
(
Fm(x,Du) + arctan |u− uε|
2
)
dx−
ˆ
Br
fε(x)(vε,m − u) dx+ ℓ˜|Br|
≤
ˆ
Br
(
L˜|Du|p +
π
2
)
dx+
ˆ
Br
|fε(x)||vε,m − u| dx+ (ℓ˜+ L˜)|Br|.
Hence ˆ
Br
|Dvε,m|
p dx ≤ C
ˆ
Br
|Du|p dx +
ˆ
Br
|fε(x)||vε,m − u| dx+ C|Br|
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with a constant C = C(ℓ˜, L˜) independent of m and of ε.
Using Young’s and Poincare´ inequalities in the last integral of previous estimate, we get
ˆ
Br
|Dvε,m|
p dx ≤ C
ˆ
Br
(
1 + |Du|p
)
dx+ cκ
ˆ
Br
|fε(x)|
p′ dx+ κ
ˆ
Br
|vε,m − u|
p dx
≤ C
ˆ
Br
(
1 + |Du|p
)
dx+ cκ
ˆ
Br
|fε(x)|
p′ dx + κ cn,p,r
ˆ
Br
|Dvε,m −Du|
p dx,
≤ C
ˆ
Br
(
1 + |Du|p
)
dx+ cκ
ˆ
Br
|fε(x)|
p′ dx + κ cn,p,r
ˆ
Br
|Du|p dx+ κ cn,p,r
ˆ
Br
|Dvε,m|
p dx,
Choosing κ = 12cn,p,r , we can reabsorb the last integral in the right hand side of previous inequality
by the left hand side, gettingˆ
Br
|Dvε,m|
p dx ≤ C
ˆ
Br
(
1 + |Du|p
)
dx+ C
ˆ
Br
|fε(x)|
p′ dx
for a constant C independent of ε and m and so with right hand side independent of m. Moreover,
since p′ ≤ 2 ≤ n, the strong convergence of fε to f in L
n logα L, implies thatˆ
Br
|fε(x)|
p′ dx 6 C,
with C independent of ε. Therefore ˆ
Br
|Dvε,m|
p dx ≤ C (4.3)
with a constant C independent of ε and m. Hence, by weak compactness, we deduce that there
exists vε ∈ u+W
1,p
0 (Br;R
N ) such that
{vε,m}m ⇀ vε weakly in W
1,p(Br) (4.4)
and
{vε,m}m → vε strongly in L
p(Br) (4.5)
as m→ +∞, up to a subsequence. Set now
Fε(w,Br) :=
ˆ
Br
(
F(x,Dw) + fε(x)w + arctan(|w − uε|
2)
)
dx.
For every fixed ε > 0, one can see that the functionals Fε,m Γ-converge to Fε as m → ∞ (see
Theorem 5.14 and Corollary 7.20 in [12]). As a consequence, vε is a minimizer of Fε. Now, the weak
lower semicontinuity of the Lp norm and (4.3) imply that
ˆ
Br
|Dvε|
p dx ≤ lim inf
m→∞
ˆ
Br
|Dvε,m|
p dx 6 C. (4.6)
Since the constant C in (4.6) is independent of ε, as before, by compactness there exists v ∈
u+W 1,p0 (Br;R
N ) such that
{vε}ε ⇀ v weakly in W
1,p(Br) (4.7)
and
{vε}ε → v strongly in L
p(Br) (4.8)
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as ε→ 0, up to a subsequence. Also, again by the weak lower semicontinuity of the norm,ˆ
Br
|Dv|p dx ≤ lim inf
ε→0
ˆ
Br
|Dvε|
p dx 6 C. (4.9)
Observe that, as ε→ 0, the functionals Fε Γ-converge to
F0(w,Br) :=
ˆ
Br
(
F(x,Dw) + f(x) · w + arctan(|w − u|2)
)
dx,
whence v is a minimizer of F0 coinciding with u on ∂Br, and therefore F0(v,Br) ≤ F0(u,Br). This,
together with the minimality of u, implies that
F(u,Br) ≤ F(v,Br) ≤ F0(v,Br) ≤ F0(u,Br) = F(u,Br).
Hence all the above inequalities hold true as equalities, and as a consequenceˆ
Br
arctan |u− v|2 dx = 0, ⇒ u = v a.e. in Br.
Since the functionals Fε,m satisfy the assumptions of Theorem 7 for every ε and m, their minimizers
vε,m belong to W
2,2
loc ∩W
1,∞. Therefore we are legitimate to use the a priori estimate at (3.1) of
Theorem 4, thus getting
sup
Bρ
|Dvε,m| 6 C exp
(
C(||kε||Ln logα L + ||fε||Ln logα L)
ϑ
)( ˆ
Bρ′
(1 + |Dvε,m|
p) dx
) 1
p
, (4.10)
for every Bρ ⊂ Bρ′ ⋐ Br and for a constant C independent of ε and m by the expression at (3.39).
By virtue of (4.6) and (4.9), and since kε → k and fε → f strongly in L
n logα L, passing to the
limit, first as m→ +∞, and then as ε→ 0 in estimate (4.10), we conclude that
sup
Bρ
|Du| 6 C exp
(
C(||k||Ln logα L + ||f ||Ln logα L)
ϑ
)( ˆ
Bρ′
(1 + |Du|p) dx
)
.
This finishes the proof.
5 Proof of Theorem 2
In this section, we establish the integrability of second order distributional derivatives of the local
minimizers of the functional F(·,Ω). To this aim, we will need a measure theory tool, that is inspired
by a result in [9]. The result we present here goes a bit further, as it states convergence on the set
{|Df | > 1}, and not only on {|Df | > t} for each t > 1 and this improvement is due to the Lipschitz
regularity of the minimizers proven in Theorem 1. The precise statement is as follows.
Proposition 8. Let p ≥ 2, N ≥ 1, and let fk, f ∈ W
1,p(Ω;RN ) be given, and denote Pk =
(|Dfk| − 1)+. Assume that:
(a) fk ⇀ f in W
1,p(Ω;RN ),
(b) Pk ∈ L
∞ and there exists a positive constant M independent of k such that
‖Pk‖L∞(Ω) ≤M (5.1)
for every k ∈ N .
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(c) Assume that there exists a positive constant N independent of k such that
ˆ
Ω
P pk
(1 + Pk)2
|DPk|
2 dx ≤ N (5.2)
for every k ∈ N.
Then one has (|Df | − 1)
p
2+1
+ ∈W
1,2(Ω). Moreover, there exists a not relabeled subsequence fk such
that
lim
k→∞
|Dfk| = |Df | strongly in L
p+2
(
Ω ∩ {|Df | > 1}
)
,
and
lim
k→∞
|Dfk| = |Df | a.e. in Ω ∩ {|Df | > 1}.
Proof. First, it is immediate to see that
ˆ
Ω
∣∣∣D (P p+22k )∣∣∣2 = c(p)ˆ
Ω
P pk |DPk|
2 = c(p)
ˆ
Ω
P pk
(1 + Pk)2
(1 + Pk)
2|DPk|
2
≤ c(p,M)
ˆ
Ω
P pk
(1 + Pk)2
|DPk|
2 ≤ c(p,M,N),
where we used assumptions (b) and (c). By compactness, there exists ϕ ∈ W 1,2(Ω) such that
P
p+2
2
k ⇀ ϕ weakly in W
1,2(Ω) and strongly in L2(Ω). As a consequence, ϕ ≥ 0 almost everywhere.
Using also that r 7→ r
2
2+p is 22+p -Ho¨lder continuous on [0,∞), we can deduce that
ˆ
Ω
∣∣∣Pk − ϕ 2p+2 ∣∣∣p+2 ≤ c(p)ˆ
Ω
∣∣∣P p+22k − ϕ∣∣∣2
and therefore Pk → ϕ
2
p+2 strongly in Lp+2(Ω) and also in measure. From now on, let us denote
P = ϕ
2
p+2 and, recalling the definition of Pk, observe that
lim
k→+∞
ˆ
Ω
∣∣Pk − P ∣∣p+2
= lim
k→+∞
ˆ
{x∈Ω: |Dfk|≤1}
|P |p+2 + lim
k→+∞
ˆ
{x∈Ω: |Dfk|>1}
∣∣|Dfk| − 1− P ∣∣p+2 = 0
that, in particular, implies
lim
k→+∞
ˆ
{x∈Ω: |Dfk|>1}
∣∣|Dfk| − 1− P ∣∣p+2 = 0. (5.3)
Moreover by the convergence in measure of Pk to P , for every t > 0, we have
0 = lim
k→+∞
|{x ∈ Ω :
∣∣(|Dfk| − 1)+ − P | ≥ t}∣∣
= lim
k→+∞
|{x ∈ Ω : |Dfk| ≤ 1 and
∣∣P | ≥ t}∣∣
+ lim
k→+∞
|{x ∈ Ω : |Dfk| > 1 and
∣∣|Dfk| − 1− P | ≥ t}∣∣,
that, in particular, yields
0 = lim
k→+∞
|{x ∈ Ω : |Dfk| ≤ 1 and
∣∣P | ≥ t}∣∣. (5.4)
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For t > 0, we writeˆ
{x∈Ω:P≥t}
∣∣|Dfk| − 1− P ∣∣p+2
=
ˆ
{|Dfk|≤1 and P≥t}
∣∣|Dfk| − 1− P ∣∣p+2 + ˆ
{|Dfk|>1 and P≥t}
∣∣|Dfk| − 1− P ∣∣p+2
= I1,k + I2,k. (5.5)
By (5.3) we have that
lim
k→+∞
I2,k ≤ lim
k→+∞
ˆ
{|Dfk|>1}
∣∣∣|Dfk| − 1− P ∣∣∣p+2 = 0. (5.6)
Since by virtue of the assumption (b), we have ||P ||∞ ≤ c(M), we get
lim
k→+∞
I1,k ≤ c(p) lim
k→+∞
ˆ
{|Dfk|≤1 and P≥t}
(2 + |P |)p+2
≤ c(M,p) lim
k→+∞
|{|Dfk| ≤ 1 and P ≥ t}| = 0, (5.7)
by the equality in (5.4). Inserting (5.7) and (5.6) in (5.5), we conclude
lim
k→+∞
ˆ
{P≥t}
∣∣∣|Dfk| − 1− P ∣∣∣p+2 = 0 (5.8)
for every t > 0 . One can easily observe that
B(0) := {x ∈ Ω : P > 0} =
⋃
n∈N
{
x ∈ Ω : P ≥
1
n
}
=:
⋃
n∈N
B
(
1
n
)
and, since B
(
1
n
)
⊂ B
(
1
n+1
)
,
|{x ∈ Ω : P > 0}| = lim
n→+∞
∣∣∣∣{x ∈ Ω : P ≥ 1n
}∣∣∣∣ .
Since B
(
1
n
)
⊂ B(0), for every n ∈ N,
‖χB(0) − χB(1/n)‖L1(Ω) = ‖χB(0)\B(1/n)‖L1(Ω) = |B(0)−B(1/n)| → 0.
Therefore ˆ
{P>0}
∣∣|Dfk| − 1− P ∣∣p+2
=
ˆ
{P>0}
∣∣|Dfk| − 1− P ∣∣p+2 − ˆ
{P≥1/n}
∣∣|Dfk| − 1− P ∣∣p+2
+
ˆ
{P≥1/n}
∣∣|Dfk| − 1− P ∣∣p+2
=
ˆ ∣∣|Dfk| − 1− P ∣∣p+2(χB(0) − χB(1/n))
+
ˆ
{P≥1/n}
∣∣|Dfk| − 1− P ∣∣p+2
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≤C(M)‖χB(0) − χB(1/n)‖L1(Ω) +
ˆ
{P≥1/n}
∣∣|Dfk| − 1− P ∣∣p+2, (5.9)
where we used assumption (b). Passing to the limit first as k → ∞ and using (5.8) with t = 1/n,
and then as n→∞ in (5.9), we conclude that
lim
k→∞
ˆ
{P>0}
∣∣|Dfk| − 1− P ∣∣p+2 = 0. (5.10)
From previous equality we deduce that
|Dfk| → P + 1 strongly in L
p+2({P > 0}) (5.11)
and, of course, modulo subsequences, also weakly and almost everywhere. By assumption, (fk) is
weakly convergent inW 1,p(Ω;RN ) to f , so, by the essential uniqueness of the weak limit we conclude
that
|Df | = P + 1 a.e. in {P > 0}. (5.12)
Therefore
{P > 0} = {x ∈ Ω : |Df | > 1}.
By (5.11) and (5.12) and the equality above, there exists a subsequence (not relabeled) of fk such
that
|Dfk| →k→∞ |Df | strongly in L
p+2
(
{x ∈ Ω : |Df | > 1}
)
. (5.13)
The fact that (|Df | − 1)
p
2+1
+ ∈ W
1,2(Ω) now easily follows by the semicontinuity of the L2 norm,
assumption (5.2) and (5.12).
We can now proceed with the proof of Theorem 2.
Proof of theorem 2. Let vε,m be the solution of the problem (4.2). The functionals Fε,m, for ev-
ery ε and m, satisfy the assumptions of Theorem 7. Therefore their minimizers vε,m belong to
W 2,2loc
⋂
W 1,∞ and are such that |Dvǫ,m|
p−2|D2vε,m|
2 ∈ L1. As a consequence, we are legitimate to
use the a priori estimate (3.2) of Theorem 4, thus getting
ˆ
Bρ(x0)
P 2ε,m
(1 + Pε,m)2
|Dvε,m|
p−2|D2vε,m|
2 dx ≤ C
ˆ
B2R(x0)
(1 + |Dvε,m|
p) dx, (5.14)
with constant Cˆ = C exp(C(‖kε‖Ln logα L loc (Ω) + ‖fε‖Ln logα L loc (Ω))
ϑ) independent of m. As usual,
Pε,m = (|Dvε,m| − 1)+. Now combining estimates (5.14) and (4.3), we obtain
ˆ
Bρ(x0)
|D(G(Pε,m))|
2 dx =
ˆ
Bρ(x0)
P 2ε,m
(1 + Pε,m)2
|Dvε,m|
p−2|D2vε,m|
2 dx ≤ C (5.15)
with a constant C independent of m and of ε, and where G is the function defined in (1.2). Fur-
thermore, by estimates (3.1) and (4.3), we have that
‖Pε,m‖L∞(Bρ) ≤ sup
Bρ
|Dvε,m| ≤ C,
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with a constant C independent of m and ε. Thus, recalling that vε,m weakly converges to vε in
W 1,p(Br), we are legitimate to apply Proposition 8 to the sequence (Pε,m)m and this yields
|Dvε,m| → |Dvε| strongly in L
p(Bρ ∩ {|Dvε| > 1}), (5.16)
and
|Dvε,m| → |Dvε| a.e. in Bρ ∩ {|Dvε| > 1}, (5.17)
as m→∞. If we now set wε,m = G(Pε,m), then from (5.15) we deduce that (up to a subsequence)
one has wε,m → wε as m→∞ for some wε ∈ W
1,2(Bρ), with weak convergence in W
1,2(Bρ), strong
convergence in L2(Bρ), and a.e. convergence in Bρ. The latter, together with (5.17), implies that
wε = G((|Dvε| − 1)+) almost everywhere on Bρ ∩ {|Dvε| > 1}. But then the lower semicontinuity
of the norm implies that ˆ
Bρ(x0)
|D(G((|Dvε| − 1)+))|
2 ≤ C, (5.18)
with a constant C independent of ε. We now argue for the sequence vε as we did for vε,m, and the
theorem follows .
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