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en redes eléctricas inteligentes
Escrita por el Ing. Jorge Luis Strack para obtener el grado de Doctor en Ingenieŕıa
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7.4. Distinción vinculada con la temática de la tesis . . . . . . . . . . . . . . . . . . . 171
7.5. Otras publicaciones realizadas (2013 - 2019) . . . . . . . . . . . . . . . . . . . . . 172
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1.8. Operación de un relé diferencial. . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
1.9. Protección de sobrecorriente en un sistema radial. . . . . . . . . . . . . . . . . . . 35
1.10. Protección de alimentadores secundarios de baja tensión mediante fusibles. . . . 36
1.11. Operación de un reconectador. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
1.12. Dip de tensión debido a la energización de un transformador sin carga. . . . . . . 38
1.13. Dip de tensión debido a la energización de un transformador con carga. . . . . . 38
1.14. Interrupción con una extinción lenta de las tensiones de ĺınea. . . . . . . . . . . . 39
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5.3. Estimación del estado de la red eléctrica y del tipo de evento ocurrido. . . . . . . 148
5.4. Análisis de discernimiento para un evento tipo B. . . . . . . . . . . . . . . . . . . 149
5.5. Análisis de la inmunidad al ruido del algoritmo propuesto. . . . . . . . . . . . . . 150
5.6. De izquierda a derecha: errores de clasificación bajo saltos de fase simétricos,
saltos de fase asimétricos, rotaciones de fase simétricas, rotaciones de fase
asimétricas y desviaciones de la tensión de prefalla en un evento tipo B. (a)
SCA (b) SPA (c) SVA (d) ASA. Obsérvese que los puntos grises representan
todas las combinaciones de condiciones (saltos de fase y rotaciones, tensión de
prefalla y magnitud del evento) que producen clasificaciones erróneas. . . . . . . 152
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B.4. Diagrama fasorial y forma de onda instantánea de un evento tipo D. . . . . . . . 185
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Durante muchos años, gran parte de los equipos conectados a las redes eléctricas han sido
capaces de operar en forma satisfactoria ante amplias variaciones en los parámetros de tensión
y corriente del suministro eléctrico. Sin embargo, en los últimos años, con el advenimiento de la
tecnoloǵıa, la sofisticación de los electrodomésticos, el desarrollo de la electrónica de consumo,
etc., se ha añadido una gran cantidad de equipos a la red, que no son tan tolerantes a estas
variaciones, por lo cuál demandan enerǵıa de calidad. En este sentido, proveer enerǵıa en forma
ininterrumpida y de calidad se ha convertido en una estrategia de negocios para las empresas
productoras de enerǵıa, dando origen a un mercado energético abierto y competitivo.
Dentro del abanico de fenómenos comprendidos en el concepto de calidad de la enerǵıa se
encuentra un conjunto de perturbaciones de tensión denominadas dips de tensión, swells e
interrupciones de corta duración. Estas perturbaciones, conocidas como eventos de tensión,
son los responsables de importantes pérdidas económicas, tanto para las empresas de enerǵıa
como para los usuarios, en especial los industriales. A fin de cuantificarlos y caracterizarlos para
evaluar sus causas, sus consecuencias, e incluso tomar acciones correctivas para mitigarlos, es
de vital importancia contar con herramientas que permitan detectarlos y clasificarlos en forma
automatizada en el menor tiempo y con la mayor certeza posibles.
El objetivo de esta tesis es la evaluación y propuesta de métodos de clasificación de eventos
de tensión. Para cumplir con este objetivo se han tenido en cuenta las causas que originan
los eventos de tensión y las caracteŕısticas asociadas a los mismos. Se han estudiado con
profundidad los criterios de detección, segmentación y clasificación presentes en la literatura
espećıfica poniendo en evidencia todas las limitaciones asociadas a los mismos, haciendo énfasis
en los criterios y algoritmos de clasificación.
A partir del análisis de estas limitaciones se diseñó un nuevo método que mejora el desempeño
en la clasificación de eventos en determinadas condiciones de operación que son factibles de
hallar en la práctica. Se han modelado, simulado y evaluado todos los métodos bajo las mismas
condiciones y se realizaron ensayos experimentales, programando el método propuesto en un
Medidor Inteligente de Calidad de Enerǵıa desarrollado por el grupo de Calidad de la Enerǵıa
del Laboratorio de Instrumentación y Control. Se mostró que el algoritmo es implementable en
una plataforma digital de recursos limitados y se verificó que el método propuesto en su conjunto
es capaz de detectar el evento, dividir el mismo en sus correspondientes segmentos y clasificar
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EPS sistemas eléctricos de potencia (del inglés electric power systems), p. 61
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SCA algoritmo de componentes simétricas (del inglés symmetrical components
algorithm), pp. 117, 119, 137–139, 150, 151, 168
SDFT transformada de Fourier de tiempo discreto de ventana deslizante (del inglés sliding
discrete Fourier transform), pp. 93–99
SEMI Asociación Internacional de la Industria de Semiconductores (del inglés
Semiconductor Equipment and Materials International), p. 65
SFDF salto de fase debido a la falla, pp. 130, 132, 150, 151, 153
SFDR salto de fase debido a la red , pp. 132, 150, 151, 153
SGT transformada de Goertzel de ventana deslizante (del inglés sliding Goertzel
transform), pp. 93, 95–99
SMES almacenamiento de enerǵıa magnética por superconducción (del inglés
superconducting magnetic energy storage), p. 46
SNR relación señal ruido (del inglés signal to noise ratio), p. 148
SPA algoritmo de seis fases (del inglés six phases algorithm), pp. 118, 137, 138, 140,
150, 151, 168
SVA algoritmo de vector espacial (del inglés space vector algorithm), pp. 121, 122, 137,
138, 141, 150, 168
Tac tiempo anti-causal , pp. 113, 114
Tc tiempo causal , pp. 113, 114
td tiempo de detección, pp. 84, 101
TDI tiempo de detección del inicio, pp. 73, 76, 77, 81
tf tiempo de fin, pp. 72, 84, 104
ti tiempo de inicio, pp. 72, 84, 104
TPA algoritmo de tres fases (del inglés three phases algorithm), p. 126
TP-TA algoritmo de tres fases - tres ángulos (del inglés three phases three angles), pp. 125,
126
UART transmisor-receptor aśıncrono universal (del inglés universal asynchronous
receiver-transmitter), pp. 202, 204
UPS sistema de alimentación ininterrumpida (del inglés uninterruptible power supply),
pp. 46, 66
Ures valor mı́nimo alcanzado durante el evento conocido como tensión residual , pp. 74,
75, 92, 99, 138
Uth umbral de tensión para la detección del inicio de un evento, p. 74
Uth+hys umbral de tensión para la detección del fin de un evento, pp. 74, 92
VSC convertidor de fuente de tensión (del inglés voltage source converter), p. 46
VSPT técnica de periodo de muestreo variable (del inglés variable sampling period
technique), p. 156
1 Introducción
“La Persistencia de la Memoria”, Salvador Daĺı, 1931.
“Lo que pinta este pincel ni el tiempo lo ha de borrar, ..., no pinta quien tiene gana sino quien
sabe pintar”
“La vuelta de Mart́ın Fierro”, José Hernández, 1879.
En este Caṕıtulo se introducen los conceptos de red eléctrica convencional, red eléctrica
inteligente, y la temática de calidad de la enerǵıa, poniendo énfasis en los eventos de
tensión. A fin de comprender la importancia de los mismos, se desarrollan brevemente
sus causas, consecuencias y los principales métodos de mitigación. Finalmente, el
caṕıtulo concluye con una breve descripción de la propuesta y los aportes realizados,




1.1 Red eléctrica convencional
La red eléctrica convencional es un sistema f́ısico que conecta los grandes generadores con los
consumidores finales a través de ĺıneas de transmisión, subtransmisión, y distribución. Desde
su inicios a mediados del siglo XIX, en la era industrial, evolucionó desde pequeños sistemas
insulares atendiendo áreas geográficas acotadas hacia una red más amplia interconectada que
abarca múltiples áreas y se encuentra en constante expansión [1, 2].
La estructura de una red eléctrica convencional, es decir su topoloǵıa, consiste de tres
componentes principales que se aprecian en la Fig. 1.1:
• Centrales eléctricas: producen enerǵıa eléctrica a gran escala por medio de generadores
que convierten enerǵıa térmica (combustión de carbón, gas, petróleo, etc.), enerǵıa nuclear
o enerǵıa renovable (hidráulica, eólica, solar fotovoltaica, solar de concentración, biomasa,
undimotriz, etc.) en enerǵıa eléctrica. En su gran mayoŕıa los generadores constan
de máquinas rotativas sincrónicas y/ó inversores electrónicos, ambos controlados para
mantener una tensión con amplitud y frecuencia estables, inyectando a la red eléctrica
cantidades controladas de enerǵıa activa y reactiva. En una central eléctrica t́ıpica, varios
generadores operan en paralelo conectados en un punto común proporcionando la enerǵıa
total demandada. Generalmente estas centrales se ubican en las cercańıas del recurso que
explotan (fósil, nuclear o renovable), y no siempre esta locación coincide con las regiones
de mayor consumo y/o densamente pobladas que demandan esa enerǵıa generada [3, 4].
• Redes de transmisión y subtransmisión: a fin de transportar la enerǵıa eléctrica
generada hacia los centros de consumo, que suelen hallarse a grandes distancias, se debe
elevar la tensión a fin de reducir la corriente y en consecuencia las pérdidas de enerǵıa por
efecto Joule. Por tal motivo las ĺıneas de transmisión operan en rangos que se denominan
alta tensión (de 35 kV a 230 kV) y muy alta tensión (de 245 kV a 1200 kV) de acuerdo
a la norma IEC 60038 [5]. Estas redes interconectan las centrales eléctricas a lo largo de
un páıs o continente, canalizando y transmitiendo la enerǵıa generada por varias centrales
a lo largo de grandes áreas. La proliferación de estas redes ha contribuido a bajar los
precios de la electricidad en los páıses industrializados y ha permitido la desregulación del
mercado de la enerǵıa eléctrica en algunos casos. [3, 4].
• Redes de distribución: luego de recorrer grandes distancias, cuando la enerǵıa eléctrica
llega a las áreas de consumos (urbanas o rurales), se reduce a niveles de tensión más
bajos a fin de reducir los costos de aislamiento y aumentar la seguridad de la población.
La red distribuye enerǵıa desde las estaciones y subestaciones transformadoras hacia los
consumidores en diferentes niveles de tensión (alta, media y baja tensión) dependiendo
de las necesidades del usuario final, siendo la baja tensión el nivel requerido para los
consumidores residenciales y comerciales (de 100 V a 1000 V [5]), la media tensión para
industrias individuales (de 1 kV a 35 kV [5]) y la alta tensión para complejos de varias
industrias o parques industriales (de 35 kV a 230 kV [5]). Estas redes pueden ser radiales
o anilladas, pero generalmente operan en forma radial (en el caso de las anilladas operan
con el anillo abierto y este se cierra sólo en casos de emergencias) [6, 7].
La topoloǵıa de la red mostrada en la Fig. 1.1 permite emplear métodos de protección y
operación simples y continua vigente en la mayoŕıa de los páıses industrializados. Sin embargo,
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Figura 1.1.: Red eléctrica convencional. Figura extráıda del trabajo de Lavaei [8].
la principal desventaja de esta configuración reside en que las fallas en cualquier punto tendrán
algún impacto sobre las tensiones y corrientes de toda la red, debido a que se trata de un sistema
en cascada. Por ejemplo, un fallo en la red de transmisión dará lugar a una falla en la red de
distribución, lo cual produce una interrupción del servicio para un gran número de usuario finales
[9].
A modo de resumen, entre las principales caracteŕısticas de las redes eléctricas convencionales
se destacan [10]:
1. Tienen estructura vertical.
2. El flujo de potencia es en general unidireccional, en especial en las redes de distribución.
3. El precio de la enerǵıa eléctrica es fijado por las empresas que brindan el servicio al
consumidor. Los consumidores no pueden elegir el proveedor, por lo cuál son considerados
pasivos.
1.2 Red eléctrica inteligente
Los cambios a los cuáles están sometidas las redes eléctricas convencionales en el curso de los
últimos años han evidenciado que las mismas no están preparadas para enfrentar los desaf́ıos del
futuro. Esta necesidad de modernizar las redes eléctricas ha evolucionado hacia el desarrollo del
concepto de red eléctrica inteligente (REI). En el curso de la última década, el mismo ha pasado
de ser un tópico futurista a convertirse en una realidad concreta, al menos en los páıses más
desarrollados. El concepto de las REI se puede sintetizar como la conjunción de la red eléctrica
tradicional con tecnoloǵıas modernas de la información y comunicación más la integración de
sistemas de generación distribuida y microrredes (Fig. 1.2).
El concepto de REI se percibe ampliamente como una forma de resolver problemas
relacionados con el creciente consumo de enerǵıa, la integración de la generación distribuida,
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Figura 1.2.: Red eléctrica inteligente. Figura extráıda del trabajo de Marris [11].
la eficiencia energética, la fiabilidad del suministro de enerǵıa y la calidad de la enerǵıa (del
inglés power quality , PQ) [10]. A continuación se resumen los factores más importantes que
llevaron al desarrollo del concepto de REI:
• El envejecimiento de las redes eléctricas convencionales junto con la aparición de nuevas
funcionalidades que representan nuevos requerimientos técnicos.
• Factores poĺıticos y ambientales, como por ejemplo, la inclusión de fuentes de enerǵıa
renovables o el uso racional de la enerǵıa.
• Liberalización o desregulación del mercado eléctrico.
• Motivación e inclusión de clientes como participantes activos en la gestión de la red.
Al d́ıa de hoy, los páıses más desarrollados han realizado inversiones millonarias para la
automatización de la distribución, la lectura remota de los medidores de enerǵıa y la implantación
de generadores de enerǵıa basados en fuentes renovables. En el caso de los páıses en v́ıas de
desarrollo y, en particular de América Latina, el panorama de las REI está más rezagado, pero
hay una tendencia positiva a fomentar la implementación de proyectos afines a esta temática.
Se espera que las futuras REI difieran de las redes eléctricas convencionales en varios aspectos.
La Tabla 1.1 resume las diferencias fundamentales entre la red eléctrica inteligente y la red
eléctrica convencional, particularmente en lo que respecta a la red de distribución.
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1.2. Red eléctrica inteligente







Comunicaciones Ninguna o unidireccional,
normalmente no es en
tiempo real
Bidireccional, tiempo real
Interacción con el cliente Limitada Extensiva
Medición Electromecánica o digital
sin comunicación
Digital (actualizando








basado en el tiempo
Generación Centralizada Centralizada y distribuida
Control del flujo de
potencia
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Red, múltiples v́ıas de
flujo de potencia
La obsolescencia de las redes eléctricas convencionales se ha visto acelerada por importantes
cambios que resultaron ser dif́ıciles de integrar, tales como:
1. La integración de generadores de enerǵıa distribuida (del inglés distributed energy
resources, DER) basados en generadores que incluyen fuentes de enerǵıa renovables (del
inglés renewable energy sources, RES) y sistemas de almacenamiento en redes eléctricas.
2. La reciente evolución de la industria del transporte en términos de veh́ıculos eléctricos se
presenta como un nuevo tipo de carga adicional para la red, que además presenta una
caracteŕıstica de movilidad f́ısica y temporal.
3. La situación dinámica entre los actores del mercado eléctrico y las empresas eléctricas
debido a la liberalización del mercado eléctrico en los últimos años, que requiere la
implementación de nuevas herramientas y metodoloǵıas con la ayuda de tecnoloǵıas nuevas
y avanzadas.
Estos cambios han llevado al ĺımite el funcionamiento, la gestión y la protección de las
redes convencionales de diversas maneras. Además, el avance de las tecnoloǵıas digitales, de
comunicación, de control automático y otras, ha abierto nuevas ventanas y oportunidades para
encontrar soluciones y abordar los problemas de la red. Esto ha conducido a pensar inicialmente
en la modernización de las redes eléctricas convencionales y, finalmente, en el desarrollo del
concepto de la Red Eléctrica Inteligente.
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La red de enerǵıa mostrada en la Fig. 1.2 podŕıa ser una red de transmisión, una red de
distribución, una red industrial, o cualquier otro tipo de red eléctrica. Para una red de
transporte, los clientes son, por ejemplo, las estaciones de generación, redes de distribución,
grandes clientes industriales (que estaŕıan generando o que consumen electricidad en momentos
diferentes, según, por ejemplo, el precio de la electricidad en ese momento) y otras redes de
transmisión. Para una red de distribución, los clientes son principalmente los usuarios finales
que sólo consumen electricidad, aunque también la red de transmisión y estaciones de generación
más pequeños pueden ser clientes de la red [12, 13].
El modelo de la Fig. 1.2 es válido también cuando se considera la integración de fuentes de
enerǵıa renovables, de bajo impacto ambiental, a la red eléctrica. El objetivo de la REI no es sólo
el transporte de la enerǵıa eléctrica, sino permitir las transacciones entre los clientes. En este
modelo algunos clientes pueden producir enerǵıa (productores), otros consumirla (consumidores)
y algunos pueden realizar ambas acciones en diferentes momentos (prosumidores). Por lo cuál,
en este esquema, la red eléctrica se comporta en forma bidireccional con respecto al flujo de
enerǵıa eléctrica. Dependiendo del valor del bien en el mercado y de la disponibilidad de enerǵıa
algunos clientes pueden cambiar su rol.
1.3 Calidad de la enerǵıa
En una red eléctrica ideal cada cliente debe percibir al suministro de electricidad como una
fuente de tensión ideal, con una impedancia cero. Cualquiera que sea la corriente, la tensión
recibida por el cliente debe mantener su valor nominal. En la realidad esto no ocurre, y los
clientes de la empresa distribuidora pueden verse afectados por las interacciones entre las cargas
de los usuarios y la red de distribución (ĺıneas, transformadores, etc.). De esta forma, la conexión
o desconexión de grandes cargas en las inmediaciones de un punto de la red pueden afectar las
caracteŕısticas de la tensión en dicho punto. Es en estos casos donde es necesario ahondar
en el concepto de PQ, el cual integra aquellos fenómenos que provocan cambios en la tensión
suministrada.
Durante décadas, gran parte de los equipos conectados a las redes eléctricas han sido capaces
de operar en forma satisfactoria ante amplias variaciones en los parámetros de tensión y corriente
del suministro eléctrico. Sin embargo, en los últimos años, con el advenimiento de la tecnoloǵıa,
la sofisticación de los electrodomésticos, el desarrollo de la electrónica de consumo, etc., se ha
añadido una gran cantidad de equipos a la red, que no son tan tolerantes a estas variaciones, por
lo cuál demandan enerǵıa de calidad. En este sentido, proveer enerǵıa en forma ininterrumpida
y de calidad se ha convertido en una estrategia de negocios para las empresas productoras de
enerǵıa, dando origen a un mercado energético abierto y competitivo. Al igual que las demás
mercanćıas, para la enerǵıa eléctrica no debe haber problemas de calidad en ningún punto de
transacción del sistema [14].
1.3.1 Definición
Al analizar la bibliograf́ıa espećıfica, se observa que diversas fuentes dan diferentes definiciones,
a veces contradictorias, de lo que significa calidad de enerǵıa eléctrica. El diccionario del Instituto
de Ingenieŕıa Eléctrica y Electrónica (del inglés Institute of Electrical and Electronics Engineers,
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IEEE) define calidad de enerǵıa eléctrica como el concepto de alimentación y puesta a tierra de
equipos sensibles de tal forma que el funcionamiento de dichos equipos sea el adecuado [15].
En cambio, la Comisión Electrotécnica Internacional (del inglés International Electrotechnical
Commission, IEC) la define como las caracteŕısticas de la electricidad en un punto dado de
un sistema eléctrico, evaluado contra una serie de parámetros técnicos de referencia [16]. La
definición utilizada a lo largo de esta tesis es la misma que la propuesta en el trabajo de
Bollen [17], donde se establece que la PQ concierne a las desviaciones de la tensión real y
corriente real de sus contrapartes ideales. Se entiende a la tensión ideal como una forma de
onda de tensión sinusoidal con amplitud y frecuencia constantes, donde tanto la amplitud y la
frecuencia son iguales a sus valores nominales, y la corriente ideal cuya amplitud y frecuencia
también son constantes, pero además, la frecuencia y la fase es la misma que la frecuencia y la
fase de la tensión (Fig. 1.3). Cualquier desviación de la tensión o de la corriente del ideal es un
perturbación de PQ.






u; i [pu] tension
corriente
Figura 1.3.: Tensión y corriente ideales.
1.3.2 Importancia de la calidad de la enerǵıa
Los sistemas de generación, transporte y distribución deben tener como objetivo prioritario
suministrar a los usuarios la enerǵıa eléctrica a un costo competitivo y con una calidad acorde
con las exigencias actuales. El creciente interés en la PQ se debe principalmente a las siguientes
razones:
• Los equipos tecnológicos de consumo de última generación utilizan controles basados
en microprocesadores y electrónica de potencia. Debido a esto son más sensibles a las
perturbaciones de PQ que los equipos analógicos de generaciones anteriores [18].
• Los procesos de producción, que utilizan equipos industriales cada vez menos sensibles a las
perturbaciones, se han vuelto a su vez menos tolerantes a un funcionamiento incorrecto del
equipamiento, y las empresas se han vuelto menos tolerantes a las paradas de producción.
Todo esto conduce a costos más elevados que antes, incluso en el caso de perturbaciones
de muy corta duración.
• Los equipos actuales, en su mayoŕıa equipados con convertidores electrónicos de alta o
baja potencia, producen más distorsión armónica en la forma de onda de la corriente, en
comparación con equipos preexistentes, lo cuál da un indicio de que la distorsión armónica
en el sistema eléctrico (particularmente en redes de distribución) está aumentando [6].
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• Los usuarios finales han aumentado su conocimiento en materia de PQ, y están exigiendo
a los proveedores del servicio eléctrico mejorar la calidad de enerǵıa entregada [18].
• La desregulación del mercado eléctrico requiere cada vez más indicadores de calidad al
mismo tiempo que los clientes exigen más información sobre la PQ que reciben [12].
• La inclusión de generación distribuida y fuentes de enerǵıa renovable a la red eléctrica
puede crear problemas de PQ, o por el contrario, en algunos casos puede contribuir con
la mitigación de algunos de ellos. La mayoŕıa de las interfaces entre la red eléctrica y este
tipo de generadores son sensibles a las perturbaciones de tensión [6, 19, 20, 21].
• El interés creciente en tecnoloǵıa con bajo impacto ambiental que permita mejorar la
eficiencia energética y hacer un uso racional de la enerǵıa ha conducido a la inclusión masiva
de dispositivos de bajo consumo. Sin embargo, estos equipos suelen tener comportamientos
no lineales que perturban la PQ. Por ejemplo, las lámparas de bajo consumo son una fuente
importante de distorsión de la forma de onda [22, 23].
En nuestro páıs, en 1996 el Ente Nacional Regulador de la Electricidad (ENRE) establece a
nivel nacional la “Base Metodológica para el Control de la Calidad del Servicio Técnico”[24]. En
1997 el Organismo de Control de Enerǵıa Eléctrica de la Provincia de Buenos Aires (OCEBA)
establece las “Normas de Calidad del Servicio Público y Sanciones”, en el ámbito de la provincia
de Buenos Aires [25]. Esta normativa es incorporada en los contratos celebrados con las
concesionarias del servicio de distribución de enerǵıa eléctrica en cuyo“Subanexo D”se especifican
cuatro etapas con diferentes niveles de exigencia crecientes en la calidad de servicio.
El concepto de calidad se divide en dos tópicos principales: Calidad del Servicio Técnico
Prestado y Calidad de Producto. La continuidad del suministro eléctrico o Calidad del Servicio
Técnico Prestado, involucra la frecuencia y duración media de las interrupciones en el suministro.
La Calidad de Producto Técnico se relaciona con el nivel de tensión en el punto de suministro
y sus perturbaciones asociadas (variaciones rápidas, cáıdas lentas de tensión y distorsión
armónica).
Cada d́ıa es mayor el número de cargas que utilizan electrónica sofisticada y requieren de la red
de alimentación un nivel de continuidad en la prestación del servicio y calidad en el suministro
eléctrico. Por ello, la problemática de la calidad del producto y servicio técnico, es objeto de un
interés creciente, tanto por las compañ́ıas distribuidoras, los usuarios de enerǵıa eléctrica, como
en el ámbito académico. La calidad bajo las reglas del Mercado Eléctrico Argentino, constituye
un factor de mérito en la prestación a controlar por los Entes Reguladores, como condición
contractual en la concesión del servicio público.
Espećıficamente, la Calidad del Servicio Técnico Prestado se evalúa a partir de datos
estad́ısticos como la frecuencia de interrupciones y a la duración de cada una de ellas en función
de los siguientes indicadores: a) Frecuencia de interrupciones (cantidad de veces en un peŕıodo
determinado que se interrumpe el suministro a un cliente). b) Duración de cada interrupción
(tiempo total sin suministro para cada interrupción). La misma normativa establece los valores
máximos admitidos para cada indicador, en caso de excederse de dichos valores se aplican las
sanciones descriptas en el reglamento.
En lo que respecta a la Calidad del Producto se evalúan los niveles de tensión (fluctuaciones
rápidas y lentas), niveles de distorsión armónica en la tensión, emisiones armónicas en corriente,
oscilaciones en la tensión (flicker) y factor de potencia, y se aplican las respectivas sanciones en
función del tiempo sobre el cuál se excedieron los niveles exigidos.
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Dentro del abanico de fenómenos comprendidos en el concepto de PQ (o Calidad del Producto)
se encuentra un conjunto de perturbaciones de tensión denominadas dips de tensión, swells e
interrupciones de corta duración. Las mismas no están reguladas en nuestro páıs, a pesar de
su importancia e impacto sobre los usuarios de la enerǵıa eléctrica. Estas perturbaciones son
comúnmente conocidas como eventos de tensión [17, 6] y son las responsables de importantes
pérdidas económicas, tanto para las empresas de enerǵıa como para los usuarios, en especial los
industriales. A fin de cuantificarlos y caracterizarlos para evaluar sus causas, sus consecuencias,
e incluso tomar acciones correctivas para mitigarlos, es de vital importancia contar con
herramientas que permitan detectarlos y clasificarlos en forma automatizada en el menor tiempo
y con la mayor certeza posibles. En la próxima sección se abordará con mayor profundidad esta
rama de la calidad de la enerǵıa a la cuál está dedicada esta tesis.
1.4 Eventos de tensión
A fin de normalizar las definiciones y caracteŕısticas de las perturbaciones eléctricas, la norma
IEEE 1159:2009 [26] hace referencia a una clasificación general de fenómenos electromagnéticos
realizada en la norma IEC 61000-2-5:1995 [27], describiendo cada categoŕıa, como se verá en el
Caṕıtulo 2. En esta clasificación, los dips, swells e interrupciones se clasifican como variaciones
de corta duración que pueden ser instantáneas (0.5 a 30 ciclos), momentáneas (30 ciclos a
3 segundos) y temporales (3 segundos a 1 minuto), como se aprecia en la Fig. 1.4. Otra fuente
bibliográfica relevante en el área de calidad de la enerǵıa, como la de Bollen y Gu [6], clasifica
a las perturbaciones en dos tipos bien diferenciados: variaciones y eventos, ubicando a los
dips, swells e interrupciones en este último grupo. Según esta bibliograf́ıa, las variaciones son
pequeñas desviaciones estacionarias respecto de su valor ideal que se miden en forma continua,
como por ejemplo el valor eficaz, la frecuencia o la distorsión armónica. Por otra parte, los
eventos son perturbaciones repentinas que tienen un inicio y un fin bien demarcados, como los
dips, swells e interrupciones.
Figura 1.4.: Definición de dip, swell e interrupción de acuerdo a la norma IEEE 1159-2009.
Un dip de tensión (Fig. 1.5) es una reducción del valor eficaz (del inglés root mean square,
RMS) de la tensión de alimentación de un sistema eléctrico durante un breve periodo de tiempo.
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El término dip es europeo y será utilizado en esta tesis, sin embargo en norteamérica se lo
denomina sag y en sudamérica se lo suele denominar hueco de tensión. Se describe de acuerdo
con su duración y la tensión remanente más baja que, por lo general, se expresa en porcentaje de
la tensión RMS nominal y vaŕıa entre el 90 % y el 10 % según la norma IEEE 1159-2009 [26]. En
algunos textos, en lugar de emplear la tensión remanente o retenida, se emplea la profundidad
del dip, es decir, la cáıda de tensión medida desde el valor nominal. Aśı, por ejemplo una tensión
residual del 70 % es equivalente a una profundidad del dip del 30 %. La ocurrencia de un dip
de tensión supone que la carga no recibirá la enerǵıa necesaria para su funcionamiento, lo cuál
puede acarrear graves consecuencias que dependerán del tipo de carga que se trate. Un swell
de tensión (Fig. 1.5) es un aumento de la tensión RMS de alimentación de un sistema eléctrico
durante un breve periodo de tiempo. Al igual que un dip, un swell se define por su duración
y la tensión remanente más alta. Este valor de tensión, superior al 110 % del valor nominal
de la red, puede interferir el normal funcionamiento de los equipos y según su severidad puede
generar daños irreversibles. Por último, una interrupción de tensión (Fig. 1.5) es una reducción
por debajo del 10 % del valor RMS nominal. Las interrupciones dejan fuera de servicio a un
numero importante de clientes residenciales, comerciales e industriales, dando lugar a grandes
pérdidas, en especial a los últimos dos, que pueden alcanzar un lucro cesante significativo durante
cada interrupción.
Figura 1.5.: Ejemplo de dip, swell e interrupción de acuerdo a la norma IEEE 1159-2009.
1.4.1 Causas
Los eventos de tensión se pueden originar por diversas causas, entre las cuáles se destacan:
• Fallas en la red
• Arranque de motores de inducción
• Energización de transformadores
• Maniobras de grandes cargas
• Descargas de origen atmosférico
A continuación se describe cada una de estas causas a fin de comprender el origen de los eventos
y la dependencia de su severidad en la magnitud, duración y frecuencia.
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1.4.1.1 Fallas en la red
Las mismas pueden producirse entre una fase y tierra, dos fases, dos fases y tierra, o
entre las tres fases. Se pueden originar por contactos accidentales con vegetación o animales,
envejecimiento de aisladores, cáıdas de ĺıneas por fuertes vientos, sabotajes, etc. Como ya se
mencionó, los parámetros más importantes que definen un evento de tensión son su magnitud y
su duración.
La magnitud de un dip de tensión en un punto determinado, debida a una falla en otra parte de
la red de transmisión o distribución, depende de la topoloǵıa de ésta, que en general es compleja,
y de las impedancias relativas del lugar donde se produjo la falla, de la carga y de los generadores
en su punto de acoplamiento. En la Fig. 1.6 se presenta un ejemplo ilustrativo de una red con
dos generadores y tres niveles de distribución diferentes. Teniendo en cuenta las impedancias
indicadas en la red (expresadas en por unidad y considerando que son resistivas puras a modo
de simplificación), una falla en la posición F1 afectará a todos los usuarios de la carga 1 con una
tensión retenida del 0% y los usuarios de las cargas restantes verán un dip de tensión retenida
del 50%. Mientras que una falla en la posición F3 dejará a los usuarios de la carga 3 con una
tensión retenida del 0%, a los usuarios de la carga 2 con una tensión del 64% y a los usuarios
de la carga 1 con una tensión del 98%. Nótese que una falla en el nivel 1 afecta a muchos más
consumidores y con mayor severidad que una falla en el nivel 3. Las cargas conectadas al nivel 3
probablemente sufrirán muchos más dips de tensión que una carga conectada al nivel 1, porque
en ese nivel hay muchos más puntos de fallas potenciales que están afectados por las fallas en el
nivel 1 y nivel 2. Las cargas de los niveles 2 y 1 son progresivamente menos sensibles a las fallas
en el nivel 3. Como corolario, cuanto más alejada esté la carga de la fuente, más frecuentes y
más severos serán los dips de tensión debidos a fallas en la red [28].
Figura 1.6.: Ejemplo de fallas en diferentes puntos de una red eléctrica. Figura extráıda del trabajo de Chapman [28].
La duración del dip de tensión depende del tiempo que tardan los elementos de protección
en detectar y aislar una falla. El tiempo de despeje de una falla de un relé de protección se
puede dividir en dos partes diferentes: el tiempo de operación del relé de control (que incluye
algún retardo intencional necesario para la coordinación de protecciones) y el tiempo de apertura
del interruptor de potencia. El tiempo de operación del relé es el intervalo de tiempo desde el
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instante en el cuál es detectada la falla hasta el instante en el cuál una señal de disparo es
enviada al interruptor. El tiempo de apertura del interruptor es el tiempo total transcurrido
para interrumpir completamente la corriente [29].
En las redes de transmisión de alta tensión se utilizan sistemas de protección de distancia y
sistemas de protección diferencial con tiempos de despeje de la falla en el orden de 50 a 300ms
(2.5 a 15 ciclos). En sistemas de distribución de media tensión, en redes radiales, el método
de protección es principalmente la utilización de relés de sobrecorriente con retardo de tiempo.
Los tiempos de despeje de fallas están en el orden de 200 a 2000ms (10 a 100 ciclos). En
sistemas de baja tensión con menos necesidad de redundancia en materia de protecciones, se
utilizan los fusibles. Cuando interrumpen el circuito, no se pueden reemplazar automáticamente
y causan largas interrupciones. Los tiempos de despeje están en el rango de 10 a 1000ms (0.5
a 50 ciclos). Los generadores, barras de distribución y transformadores se protegen utilizando
relés diferenciales con tiempos de despeje de fallas entre 100 y 300 ms (5 a 15 ciclos) [29].
En la Fig. 1.7 se observa una parte de una red mallada que puede ser alimentada por diferentes
fuentes a través de los nodos 1, 3 y 4. Si ocurre una falla en el punto a aumentará la corriente
en el interruptor B12 y caerá la tensión en el nodo 1. La protección de distancia (50-100ms) se
basa en sensar la relación V1/I12, la cuál presenta mucha sensibilidad para detectar la falla. El
valor V1/I12 se puede ver como la fracción λZ12 de la impedancia total Z12. Si se cumple que
V1/I12 = λZ12 < ZC , siendo Zc un valor preajustado menor a Z12, entonces el relé de distancia
enviará una señal al interruptor B12 para que abra el circuito. Es decir, las fallas ocurridas a
cierta distancia del nodo 1 (zona 1), dispararán el interruptor B12 a través del relé de distancia
que sensa en esa zona. Al usar varios relés de distancia para cada interruptor, son posibles
diferentes zonas de protección, en este caso los relés de las zonas 2 y 3 también dispararán el
interruptor B12 pero luego retardos suficientemente grandes (proporcionales a la distancia al
nodo 1) para que sólo operen si por algún error no actuó el relé de distancia de la zona 1. Estos
sistemas de protección redundantes se utilizan especialmente en redes de transmisión malladas.
Figura 1.7.: Protección usando relés de distancia. Figura extráıda del trabajo de Wuamundson [29].
El relé diferencial protege motores, barras de distribución y transformadores, comparando
las corrientes entrante y saliente del equipo protegido. (Fig. 1.8). Si la diferencia entre ambas
supera un valor predefinido el relé emite una señal de disparo que activa a un interruptor de
potencia, interrumpiendo la corriente entrante.
El relé de sobrecorriente, utilizado principalmente en redes radiales de distribución, se basa en
enviar una señal de disparo hacia un interruptor cuando la corriente que lo atraviesa supera un
número preajustado de veces la corriente nominal que debeŕıa pasar por ese interruptor durante
un tiempo superior al retardo predefinido. En el sistema radial de la Fig. 1.9 la corriente de
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Figura 1.8.: Operación de un relé diferencial. Figura extráıda del trabajo de Wuamundson [29].
cortocircuito para una falla en el punto a es superior a la correspondiente a una falla en el punto
b. El relé de protección de sobrecorriente en B2 será ajustado para disparar inmediatamente
ante una corriente de 1.5 veces la corriente nominal de S3 (falla en el punto b). El relé de
protección en B1 estará entonces coordinado para disparar inmediatamente ante una corriente
de 1.5 veces la corriente nominal de S2 más S3 (falla en a), pero con un retardo para corrientes
de falla menores a esta, a fin de darle tiempo a que actue el relé ubicado en B2 si ocurre una
falla en el punto b (si se cumple esto se dice que ambas protecciones están bien coordinadas). En
caso de que falle el relé o el interruptor B2 (o ambos estén mal coordinados) entonces actuará
B1 ampliando la zona fuera de servicio y el número de usuarios afectados.
Figura 1.9.: Protección de sobrecorriente en un sistema radial. Figura extráıda del trabajo de Wuamundson [29].
En redes de media o baja tensión, cuando no se requiere de una recuperación rápida del
servicio luego de una falla, se suele optar por los fusibles ya que brindan protección a bajo
costo. En la Fig. 1.10 se muestra el uso de fusibles a nivel de baja tensión. Los alimentadores
principales conectados a la barra de distribución están protegidos con relés de sobrecorriente,
con la posibilidad de reconectar el interruptor luego de una falla. Los alimentadores secundarios
están protegidas con fusibles. La coordinación de tiempo entre los relés de sobrecorriente y los
fusibles se puede ajustar para evitar que los fusibles mitiguen las fallas temporales, un método
llamado ahorro de fusibles. Cuando se queme un fusible, será necesario sustituirlo manualmente,
lo cuál provocará una larga interrupción para los clientes conectados al alimentador secundario
afectado. Otros clientes conectados al mismo alimentador principal y barra de distribución
experimentarán un dip de tensión con una duración relacionada con el tiempo de despeje de
fallas del fusible, del orden de 10 a 1000 ms.
Cuando las fallas son transitorias, por ejemplo las que se producen cuando la rama de un árbol
cae sobre una ĺınea desnuda de media tensión, puede resolverse muy rápidamente. Si la ĺınea se
desconecta permanentemente por equipos de protección contra cortocircuitos, todos los usuarios
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Figura 1.10.: Protección de alimentadores secundarios de baja tensión mediante fusibles. Figura extráıda del trabajo de
Wuamundson [29].
aguas abajo de estos equipos sufrirán un apagón hasta que la ĺınea se haya verificado y vuelto a
conectar. Los interruptores de reconexión automática denominados comúnmente reconectadores
pueden facilitar esta situación, reduciendo la frecuencia y duración de apagones, aunque como
consecuencia, pueden provocar un aumento de la frecuencia de dips de tensión. Esto se debe
al modo de funcionamiento de un reconectador. Ante una corriente de falla preajustado, el
mismo abrirá el circuito y luego de un intervalo de reconexión (alrededor de 2s) intentará volver
a conectar el circuito durante un tiempo muy breve (algunos ciclos de red), como se muestra en
la Fig. 1.11.
Figura 1.11.: Operación de un reconectador. Figura extráıda del trabajo de Yam Pérez [30].
Si el defecto ya ha sido eliminado (por ejemplo la rama que hab́ıa tocado la ĺınea ya cayó
al suelo), la reconexión automática se llevará a cabo con éxito restaurando el suministro de
enerǵıa a todos los usuarios afectados. Las cargas ubicadas aguas abajo del reconectador
experimentarán una interrupción (cáıda a 0 % de la tensión nominal) entre la desconexión
y la reconexión automática, mientras que las cargas ubicadas aguas arriba, en otros puntos de
la red experimentarán dips de tensión de diferentes magnitudes menos severas y durante menor
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tiempo, es decir, sólo mientras se establece el cortocircuito hasta el aislamiento del mismo.
Por el contrario, si el defecto no se ha eliminado, cuando el reconectador realice la reconexión,
el módulo de protección actuará nuevamente abriendo el circuito. Este proceso puede repetirse
un número finito de veces preajustado en el reconectador automático (en general configurable a
2, 3 o 4 operaciones de reconexión). Cada vez que el reconectador intenta conectar la ĺınea sobre
la cuál no se ha eliminado el defecto, se produce otro dip de tensión, de manera que usuarios en
distintos puntos de la red pueden sufrir una serie de dips de tensión consecutivos [28].
1.4.1.2 Arranque de motores de inducción
La corriente durante el arranque directo de este tipo de motores de gran potencia puede
alcanzar un valor de entre 4 y 12 veces la corriente nominal y sostenerse durante 2 a 20 s. El
valor absoluto de esta corriente de arranque y su duración es función de la carga mecánica que
tenga que traccionar el motor durante el arranque. Es decir dependerá si se trata de un arranque
con poca carga mecánica, conocido como arranque liviano, o de un arranque con mucha carga,
conocido como arranque pesado. Si la fuente de alimentación y el cableado de la instalación
están dimensionados para la corriente de funcionamiento normal (en régimen permanente), la
elevada corriente inicial provocará una cáıda de tensión abrupta en las tres ĺıneas tanto en la
red de suministro como en la instalación, seguida de una recuperación lenta del nivel de tensión.
La magnitud del efecto producido depende de lo robusta que sea la red, entendiendo robustez
como una baja relación entre la impedancia en el punto de conexión común (del inglés point
of common coupling , PCC) y la impedancia de la instalación. En otras palabras dependerá de
qué tan grande sea la corriente a rotor bloqueado del motor respecto de la corriente máxima
de cortocircuito trifásico de la red que lo alimenta. Las bajadas de tensión producidas por las
corrientes de arranque se caracterizan por ser menos profundas y de una duración mucho mayor
que las provocadas por fallos de la red. Mientras estas últimas duran en general menos de
un segundo, las primeras duran normalmente desde uno a varios segundos, incluso decenas de
segundos [28].
1.4.1.3 Energización de transformadores
La corriente de inrush de un transformador también resulta en una cáıda de tensión abrupta
seguida de una recuperación lenta, al igual que durante el arranque de un motor. La diferencia
reside en que la cáıda de tensión es diferente en las tres fases y el evento está asociado con
distorsión armónica par significativa debido a la saturación del núcleo magnético. En la Fig. 3.7
se muestra un ejemplo de un dip debido a la energización de un transformador sin carga. En
la evolución del valor RMS se observa claramente la cáıda de tensión abrupta seguida de una
recuperación lenta exponencial determinada por la constante de tiempo con la cuál decae el flujo
continuo en el núcleo del transformador. Alĺı también se observa el caracteŕıstico desbalance en
las tres tensiones y la distorsión armónica presente en las mismas [6].
La energización de transformadores con carga, maniobra t́ıpica al energizar un alimentador
de distribución luego de una interrupción, también origina dips de tensión, pero el efecto de la
carga es una reducción en el pico de la corriente de inrush y principalmente una reducción en
la constante de tiempo con la cuál decrece esta corriente. En la Fig. 3.7 se presenta un ejemplo
de tal evento medido aguas abajo del interruptor y en la Fig. 3.7 se muestra la corriente medida
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Figura 1.12.: Dip de tensión debido a la energización de un transformador sin carga. (a) Forma de onda de las tensiones.
(b) Tensiones RMS. Figura extráıda del libro de Boolen & Gu [6].
aguas arriba del interruptor durante la maniobra de cierre del mismo. El elevado pico de la
corriente se debe a que es la suma de las corrientes de inrush de todos los transformadores del
alimentador energizados al mismo tiempo al cerrar el interruptor.
Figura 1.13.: Dip de tensión debido a la energización de un transformador con carga. (a) Tensiones RMS medidas aguas
abajo del interruptor. (b) Forma de onda de las corrientes de inrush medidas aguas arriba del interruptor.
Figura extráıda del libro de Boolen & Gu [6].
1.4.1.4 Maniobras de grandes cargas
La desconexión y conexión de grandes cargas tiene lugar principalmente cuando sale de servicio
parte de una red debido a una falla, y luego de despejar la misma se vuelve a conectar esta parte
de la red, o durante la parada y puesta en marcha de una máquina industrial de gran potencia
(hornos de fundición, cámaras frigoŕıficas, etc.). El cambio abrupto de carga genera un cambio
también abrupto en la corriente que circula por la red. Este último origina una variación de
corta duración en la cáıda de tensión de las ĺıneas por las cuáles circula esta corriente dando
lugar a swells (desconexión de cargas) o dips (conexión de cargas) de tensión en distintos puntos
de la red, aumentando la severidad de los mismos en aquellos puntos más cercanos al PCC donde
se produjo la maniobra de una gran carga.
Al salir de servicio un tramo de red compuesto por varios usuarios, es muy común que la tensión
en los usuarios afectados (aguas abajo del punto de corte) no caiga abruptamente a cero, sino
que se extinga suavemente como se observa en la Fig. 1.14. Esto se debe a la tensión residual
que continuan suministrando los motores asincrónicos o sincrónicos en proceso de ralentización
(durante 0.3 a 1s) o a la tensión procedente de la descarga de los condensadores conectados a la
red [31].
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Figura 1.14.: Interrupción con una extinción lenta de las tensiones de ĺınea debida a las tensiones residuales de motores y
descarga de condensadores conectados a la red aislada. Datos propios capturados con instrumento PQube el
20/12/2018 a las 16:17 hs en una red de baja tensión de Mar del Plata.
Un caso particular es la conmutación de circuitos capacitivos (ĺıneas o cables en vaćıo y bancos
de condensadores), las cuáles provocan sobretensiones de maniobra. Por ejemplo, la maniobra
de un banco de condensadores provoca una sobretensión transitoria cuya primera cresta puede
alcanzar 2
√
2 veces el valor eficaz de la tensión de la red, y una sobreintensidad transitoria del
valor de cresta que puede alcanzar 100 veces la corriente asignada del condensador. En general
estos fenómenos duran menos de medio ciclo, por lo cual en lugar de swells, se denominan
sobretensiones transitorias [32].
1.4.1.5 Descargas de origen atmosférico
El rayo es un fenómeno natural como consecuencia de la formación de nubes tempestuosas
que, con el suelo, forman un auténtico dipolo. El campo eléctrico en el suelo puede alcanzar
hasta unos 20 kV/m. Por saltos sucesivos una chispa llega de la nube al suelo, creando un
canal ionizado por el cual circula el arco de retorno o descarga de rayo. Dependiendo de la
polaridad de la nube respecto al suelo, se habla de descarga negativa (nube negativa) o positiva
(nube positiva) y, según el origen de la chispa, la descarga es ascendente o descendente. Se ha
observado que, en los páıses de clima templado, la mayor parte de los rayos son negativos, pero
los que tienen más enerǵıa son los positivos [33].
Los efectos de los rayos se pueden estudiar bajo dos aspectos diferentes: cuando el elemento
que se estudia (ĺınea, estructura o centro de transformación) es el que ha recibido directamente
el rayo, (cáıda directa de un rayo) y cuando el elemento estudiado no sufre más que sus efectos
(descarga indirecta de un rayo), entre los que se destacan las sobretensiones inducidas y el
aumento del potencial de tierra.
En el caso de la cáıda directa de un rayo, la enerǵıa es tal que se produce un frente de onda
impulsivo de corriente cuya rampa de subida puede alcanzar los 100 kA/µs. Como se ilustra en
la Fig. 1.15, si bien el impulso dura algunos microsegundos, rara vez se presenta un único impulso
durante la cáıda de un rayo, normalmente se detectan varios impulsos o descargas separados unas
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decenas de milisegundos. En la Fig. 1.16 se presentan las clases de sobretensiones representativas
de la norma IEC 60071 [34].
Figura 1.15.: Forma de la corriente de un rayo de descarga negativa. Figura extráıda del trabajo de Séraudie [33].
Figura 1.16.: Forma de sobretensiones representativas y ensayos considerados por el proyecto de la norma IEC 60071. Figura
extráıda del trabajo de Fulchiron [34].
La descarga indirecta de un rayo es la manifestación a distancia de la descarga directa. Se
manifiesta por medio de tres aspectos diferentes: las sobretensiones conducidas, la elevación del
potencial de tierra y la radiación. Las sobretensiones conducidas son la consecuencia de una
descarga en las ĺıneas aéreas, que puede alcanzar varios centenares de kilovoltios, y que impactan
generalmente en ĺıneas de media tensión (MT), y la transmisión a través del transformador al
lado de baja tensión (BT) se realiza por acoplamiento capacitivo, pasando menos del 4% de
la amplitud de la sobretensión en el lado de MT. Por otro lado, la elevación del potencial de
tierra se origina en una instalación cuya toma de tierra se encuentra en las inmediaciones (hasta
100 m) de la cáıda de un rayo. En estos casos la tensión entre tierra y neutro puede alcanzar un
valor t́ıpico de hasta 10 kV. Por último, la radiación es una variación extremadamente rápida
del campo electromagnético en cercańıas de un rayo o relámpago. Esta radiación puede inducir
tensiones importantes en circuitos abiertos que actúan como antenas [33].
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1.4.1.6 Śıntesis de las causas
En general, las fallas monofásicas son las más comunes y menos severas. Les siguen las bifásicas,
y por último las trifásicas, las cuáles son menos frecuentes, pero más severas [35]. Como śıntesis
de todo lo presentado en la Sección 1.4.1, la severidad de los dips de tensión depende de:
• La puesta a tierra del sistema
• La impedancia y localización de la falla
• Las conexiones de los transformadores
• La forma de actuación de las protecciones
• El modo de conmutación de la carga y el tipo de carga que se conecta o desconecta
1.4.2 Consecuencias
Los dips e interrupciones de tensión perturban el normal funcionamiento de numerosos equipos
conectados a la red. Son la causa más frecuente de los problemas de PQ. Estad́ısticamente se
ha comprobado que los dips de tensión son la causa del 85% de los reclamos de los usuarios ante
las empresas distribuidoras [36]. Los sistemas más sensibles son:
• Ĺıneas de producción continua: su proceso no tolera ninguna parada temporal de
ninguno de sus elementos (imprenta, siderurgia, papelera, petroqúımica, etc.).
• Sistemas de alumbrado y seguridad: su salida de servicio pone en riesgo la seguridad
de las personas (hospitales, balizamiento de aeropuertos, locales de pública concurrencia,
edificios de gran altura, etc.).
• Equipos informáticos: si son afectados por eventos de tensión pueden originar pérdida
de datos, errores en los mismos, problemas de comunicación, entre otros perjuicios (centros
de proceso de datos, bancos, telecomunicaciones, etc.).
• Elementos auxiliares en centrales eléctricas: su perturbación puede originar fallas
en cascada que lleven a una salida de servicio de un sistema de generación eléctrica.
A continuación se citan las principales consecuencias de los dips e interrupciones de tensión
en los equipos más utilizados en el sector industrial, terciario y doméstico.
1.4.2.1 Motor asincrónico
Durante un dip de tensión, el par de un motor aśıncrono (proporcional al cuadrado de la
tensión) disminuye bruscamente y provoca una ralentización. Esta disminución de la velocidad
de rotación es función de la amplitud y duración del dip, de la inercia de las masas giratorias y
de la caracteŕıstica par-velocidad de la carga arrastrada. Si el par motor pasa a ser inferior al par
resistente, la máquina se va deteniendo según su inercia. Luego del dip, el retorno de la tensión
produce una solicitación de corriente de reaceleración próxima a la intensidad de corriente de
arranque, cuya duración depende de la duración del dip. En una instalación que cuenta con
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muchos motores, sus reaceleraciones simultáneas pueden provocar una cáıda de tensión en las
impedancias de la red aguas arriba prolongando la duración del dip y dificultando la reaceleración
(rearranques largos con sobrecalentamiento) y hasta imposibilitando la misma (par motor inferior
al par resistente). La realimentación rápida (≈ 150 ms), sin ningún tipo de precaución, de un
motor aśıncrono que está perdiendo velocidad puede llevar a una conexión en oposición de fase
entre la tensión de la fuente y la tensión residual mantenida por los motores aśıncronos. En
este caso la primera cresta de corriente puede alcanzar hasta tres veces la corriente de arranque
(15 a 20 veces la corriente nominal In) [37].
Estas sobreintensidades y las cáıdas de tensión que ellas producen tienen consecuencias para el
motor (calentamientos adicionales y esfuerzos electrodinámicos en los arrollamientos, que puede
deteriorar el aislamiento, y también variaciones bruscas de par, con sobreesfuerzos anormales
en los acoplamientos y en los reductores, provocando su envejecimiento prematuro y hasta su
rotura) y también para los otros equipos, como los contactores (desgaste e incluso soldadura de
los contactos). Las sobreintensidades pueden provocar el disparo de las protecciones generales
de la instalación, provocando la parada de todo el proceso [31].
1.4.2.2 Motor sincrónico
Si bien los efectos son aproximadamente iguales que en el caso de los motores asincrónicos, los
motores śıncronos pueden soportar dips de tensión más importantes (del orden del 50%) casi sin
perder velocidad, debido a su inercia generalmente mayor, a las posibilidades de sobreexitación
y a la proporcionalidad de su par con la tensión. En caso de pérdida de sincronismo el motor se
detiene y se debe volver a realizar el proceso de arranque, que es bastante complejo [31].
1.4.2.3 Accionamientos
Los órganos de mando (contactores, interruptores automáticos con bobina de tensión mı́nima)
alimentados directamente por la red son sensibles a los dips de tensión cuya profundidad
sobrepase el 25% de la tensión nominal. Para un contactor t́ıpico, por ejemplo, existe una
tensión mı́nima a respetar (denominada tensión de desenganche o cáıda) a partir de la cuál los
polos se separan.
1.4.2.4 Equipos informáticos
En la actualidad los equipos informáticos ocupan un lugar destacado en la vigilancia y el
control y mando de las instalaciones, la gestión y la producción. La mayoŕıa de estos equipos son
sensibles a dips de profundidades superiores al 10% de la tensión nominal. Existen normativas,
como la ITI-CBEMA, que se describirá con detalle en la Sección 2.1.3.2, que establecen la
tolerancia t́ıpica de los equipos informáticos a los dips, interrupciones y swells. El funcionamiento
fuera de estos ĺımites lleva a pérdidas de datos, órdenes erróneas, paradas o aveŕıas en los
equipos. Las consecuencias de la pérdida de funciones de los equipos dependen especialmente
de las condiciones de reinicio cuando se restablece la tensión. Por ejemplo, ciertos equipos
tienen su propio dispositivo de detección del dip de tensión que permite salvaguardar los datos
y garantizar la seguridad interrumpiendo el proceso de cálculo y evitando las órdenes erróneas.
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1.4.2.5 Variadores de velocidad
Los dips de tensión pueden ocasionar diversos problemas en estos equipos de control. El
variador de velocidad puede verse imposibilitado de suministrar la tensión suficiente al motor
dando lugar a una pérdida en el par, que puede terminar en una ralentización de la máquina y
en una parada de la misma. Según la severidad y duración del dip, los circuitos de control del
variador alimentados directamente de la red pueden dejar de funcionar. Al producirse el retorno
de la tensión, se puede producir una sobreintensidad que recargue los capacitores de filtro de los
variadores. En el caso de un dip asimétrico en una sóla fase, puede originar una sobreintensidad
y desequilibrio de corriente. Los variadores de corriente continua funcionando como inversores
pueden sufrir una pérdida de control (frenado por recuperación de enerǵıa). En general, los
variadores de velocidad se desconectan por defecto para un dip de tensión superior al 15% [31].
1.4.2.6 Alumbrado
Los dips de tensión provocan un envejecimiento prematuro de las lámparas de incandescencia
y de los tubos fluorescentes. Los huecos de tensión de profundidad superior o igual al 50% y
con una duración del orden de 50 ms producen la extinción de las lámparas de descarga. En
este caso se necesita apagar la lámpara durante algunos minutos, para permitir su enfriamiento,
antes de reiniciar el encendido [31].
1.4.2.7 Efectos de las sobretensiones
Las consecuencias son muy diversas según la duración, amplitud, repetitividad, el modo
(común o diferencial), la pendiente de crecimiento y la frecuencia. Pueden perforar el dieléctrico
de los materiales aislantes destruyendo componentes electrónicos, degradar el material por
envejecimiento (sobretensiones no destructivas pero repetitivas), pueden originar largos cortes
del suministro por destrucción de material, generar perturbaciones en los circuitos de control y
mando con comunicación de corriente débil, y ocasionar esfuerzos electrodinámicos y térmicos
excesivos (incendios). Las sobretensiones de maniobra que son repetitivas, más duraderas y cuya
probabilidad de aparición es claramente superior a la del rayo, pueden llegar a producir defectos
tan importantes como los de este último [31, 34].
1.4.3 Mitigación
Como se ha visto en secciones previas, si bien los eventos de tensión tienen diversos oŕıgenes,
la mayoŕıa de ellos son el resultado de fallas (cortocircuitos) en las redes, es decir conexiones de
baja impedancia entre dos o más fases, o entre una o más fases y tierra. Teniendo en cuenta
esta premisa, existen diferentes abordajes para mitigar los eventos de tensión [17]:
• Reducir el número de fallas de cortocircuitos.
• Reducir el tiempo de despeje de una falla.
• Modificar el sistema de manera tal que las fallas de cortocircuito resulten en eventos menos
severos en los terminales del equipamiento o en la acometida del cliente.
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• Conectar equipamiento de mitigación entre el equipamiento sensible y la fuente de
alimentación.
• Aumentar la inmunidad del equipamiento.
A continuación se describe cada uno de estos métodos:
1.4.3.1 Reducir el número de fallas de cortocircuito
Para cumplir este objetivo se pueden llevar adelante varias tareas:
• Reemplazar las ĺıneas aéreas por cables subterráneos: una gran fracción de las
fallas se deben a los efectos de las inclemencias climáticas sobre las ĺıneas aéreas (cáıda de
árboles, contacto con ramas mojadas, pérdida de aislación, cáıda de rayos, cortocircuitos
generados por aves, u otras influencias externas). Por el contrario, los cables subterráneos
son menos sensibles a las influencias externas, exceptuando las excavaciones y acción de
roedores. Si bien su adquisición y tendido requiere de una gran inversión, la reducción de
costos debidos a salidas de servicio contribuye a su amortización. Como contrapartida,
la principal desventaja del cable subterráneo es el tiempo para reparar una falla, mucho
mayor que el requerido por una ĺınea aérea [17].
• Usar cables recubiertos en ĺıneas aéreas: si bien la mayoŕıa de las ĺıneas aéreas están
constituidas por conductores desnudos, en las últimas dos décadas se ha extendido el uso
de cables recubiertos de una delgada capa de material aislante en la construcción de nuevas
ĺıneas aéreas. Si bien no se trata de una aislación completa, reduce significativamente la
frecuencia de fallas sobre la ĺınea.
• Implementar una estricta poĺıtica de poda de árboles: el contacto entre ramas
y cables es una causa importante de fallas de cortocircuito, en especial cuando se trata
de ĺıneas pesadas de gran vano (distancia entre dos postes o torres contiguos). Cuando
la ĺınea está más caliente, la flecha (distancia entre la horizontal que une dos postes o
torres contiguos y el punto mas bajo de la ĺınea) es mayor aumentando la probabilidad de
contacto con ramas de árboles. Este tipo de fallas son las más severas y duraderas.
• Instalar hilos de guarda adicionales: estos conductores inactivos se instalan arriba
de las ĺıneas aéreas entre torres adyacentes y se conectan a las estructuras metálicas de
las torres y a tierra. Su objetivo es captar los rayos y conducir su descarga a tierra
reduciéndose aśı la probabilidad de descarga sobre las ĺıneas aéreas operativas.
• Aumentar el nivel de aislación: teniendo en cuenta que muchos cortocircuitos se deben
a sobretensiones y el respectivo deterioro de la aislación, aumentar el nivel de aislación de
los componentes del sistema reducirá el riesgo de fallas.
• Aumentar las frecuencias de mantenimiento e inspección: esto reducirá el riesgo
de fallas previendo la falta de aislación de los componentes por envejecimiento, la rotura
de aisladores, la corrosión de las bases de los postes, etc.
Los costos de estas medidas deberán ser comparados con los costos debidos a las fallas, la
salida de servicio de numerosos clientes, penalizaciones, rotura de equipos sensibles, etc.
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1.4.3.2 Reducir el tiempo de despeje de una falla
Si bien la reducción del tiempo de despeje de fallas no reduce el numero de eventos, es una
forma de limitar la duración de los mismos. El tiempo de despeje se determina frecuentemente
por restricciones de estabilidad en redes de transmisión, y por restricciones térmicas en redes de
distribución. Las primeras son mas estrictas que las segundas, requiriendo tiempo de despeje más
cortos, menores a 200 ms. No obstante, es posible reducir estos tiempos utilizando protecciones
más rápidas [17].
1.4.3.3 Modificar el sistema para reducir la severidad de los eventos
Implementar cambios en la generación puede reducir la severidad de los eventos de tensión,
aunque a un costo bastante elevado que solo están justificados para grandes clientes industriales
y comerciales. El número de interrupciones breves se puede evitar conectando menos clientes
a un reconectador (por lo tanto, instalando más reconectadores), o eliminando el esquema de
reconexión por completo. Las interrupciones cortas y largas se reducen considerablemente en
frecuencia al instalar redundancia adicional en el sistema. En cuanto a la mitigación de dips de
tensión se pueden mencionar los siguientes métodos [17]:
• Instalar un generador cerca de la carga sensitiva: el objetivo es mantener la tensión
durante un dip debido a una falla remota. La reducción en la cáıda de tensión es igual a la
contribución porcentual del generador a la corriente de falla. Este concepto importante se
debeŕıa tener en cuenta a la hora de emplazar nuevas estaciones generadoras centralizadas,
aśı como fuentes de enerǵıa renovable distribuida.
• Dividir buses o subestaciones en la misma ruta de suministro de enerǵıa: el
objetivo de esta medida es limitar el número de alimentadores en el área expuesta, es decir
tener más subestaciones y menos distribuidores por cada subestación.
• Instalar bobinas limitadoras de corriente: si se instalan en lugares estratégicos del
sistema pueden aumentar la distancia eléctrica a la falla reduciendo la severidad de los
dips de tensión en determinados puntos de la red. Se debe tener en cuenta que esto puede
afectar la severidad de los dips de tensión en otros puntos del sistema.
• Alimentar el equipamiento sensible desde dos o más subestaciones: Una cáıda
de tensión en una subestación será mitigada por la entrada de las otras subestaciones.
Cuanto más independientes sean las subestaciones, mayor será el efecto de mitigación. El
mejor efecto de mitigación se logra cuando la alimentación proviene de dos subestaciones
de transmisión diferentes. La introducción de la segunda alimentación aumenta el número
de dips, pero reduce su severidad.
Una herramienta nueva en las REI es el uso de sistemas de localización de fallas, aislamiento
y restauración del servicio (del inglés fault location, isolation and service restoration, FLISR).
Esta aplicación es una de las caracteŕısticas principales de un moderno sistema de gestión de
distribución para respaldar la implementación de redes inteligentes con recuperación automática.
El módulo FLISR facilita las operaciones de la sala de control al proporcionar la posible ubicación
de la falla y el plan óptimo de acciones de control para aislar la misma y devolver el suministro a la
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parte sana del alimentador afectado. El módulo FLISR generalmente consta de tres aplicaciones:
la aplicación de localización de la falla que determina todas las ubicaciones probables; la
aplicación de aislamiento de fallas que determina la secuencia de orden de conmutación óptima
para aislar la falla; y la aplicación de restauración del servicio que identifica la secuencia de orden
de conmutación óptima para restaurar la enerǵıa a los tramos sanos de los alimentadores [38].
1.4.3.4 Conectar equipamiento de mitigación
El método de mitigación más comúnmente aplicado es la instalación de equipos adicionales
creados para este fin. Los desarrollos recientes apuntan hacia un interés continuo en esta forma
de mitigación, ya que es la única donde el cliente tiene control sobre la situación. Existen
numerosos equipos de mitigación cuya explicación exhaustiva excede el propósito de esta tesis,
entre los cuáles se destacan:
• sistema de alimentación ininterrumpida (del inglés uninterruptible power supply , UPS)
• convertidor de fuente de tensión (del inglés voltage source converter , VSC)
• restaurador dinámico de tensión (del inglés dynamic voltage restorer , DVR)
• almacenamiento de enerǵıa magnética por superconducción (del inglés superconducting
magnetic energy storage, SMES)
• Conmutador electrónico
• Grupo electrógeno
• Sistemas de almacenamiento (volante de inercia, supercapacitores, celdas de combustible)
1.4.3.5 Aumentar la inmunidad del equipamiento
El mejoramiento de la inmunidad del equipo es probablemente la solución más efectiva contra
la salida de servicio del mismo debido a dips de tensión, pero no es una solución a corto plazo.
El cliente normalmente desconoce la inmunidad del equipo ya que no está en contacto directo
con el fabricante. Solo un gran equipo industrial está hecho a medida para una determinada
aplicación, lo cuál permite la incorporación de requisitos de tolerancia de tensión. Algunas
soluciones espećıficas para mejorar el equipo son [17]:
• La inmunidad de la electrónica de consumo, las computadoras y los equipos de control
(equipos monofásicos de baja potencia) se puede mejorar significativamente agregando más
capacitancia al bus de corriente continua (CC) interno, aumentando la duración máxima
tolerada del dip de tensión.
• Se puede incrementar la inmunidad del equipamiento monofásico de baja potencia
utilizando convertidores CC-CC más sofisticados que permitan operar con un rango más
amplio de tensiones de entrada.
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• En el caso de los variadores de velocidad, también se puede agregar más capacitancia al
bus de CC interno para mejorar la inmunidad a cáıdas debidas a fallas monofásicas y de
fase a fase. Para lograr tolerancia contra cáıdas debido a fallas trifásicas, se necesitan
mejoras mayores en el inversor o rectificador.
• Una adecuada selección de todos los contactores, relés, sensores, etc. también puede
mejorar significativamente el proceso.
• Cuando se instale un equipo nuevo, se debe obtener información sobre su inmunidad por
parte del fabricante, y cuando sea posible, se deben incluir los requisitos de inmunidad en
la especificación del equipo.
1.5 Medición de calidad de la enerǵıa
La calidad de la enerǵıa eléctrica se basa en la medición, análisis y mejora de la calidad de
tensión y corriente en la red eléctrica, en especial en los puntos de transacción de enerǵıa. El
objetivo principal es detectar todas aquellas perturbaciones que no permitan cumplir con las
normativas impuestas en esta transacción, analizar sus causas y consecuencias, y procurar su
mitigación.
Existen numerosas razones para controlar la calidad de la enerǵıa. La más importante es
el daño económico producido por los fenómenos electromagnéticos en las cargas de procesos
cŕıticos. El monitoreo provee los datos esenciales que se necesitan para mejorar la calidad de
la enerǵıa suministrada minimizando el costo en la resolución de los problemas. A su vez, los
programas de monitoreo efectivos son importantes para asegurar la confiabilidad de la enerǵıa
tanto para las empresas de servicios públicos como para los clientes [39].
1.5.1 Proceso de medición
Los fenómenos relacionados con la calidad de la enerǵıa son generalmente eventos f́ısicos
estocásticos, es decir, muchos tipos de perturbaciones aparecen y desaparecen arbitrariamente.
Por lo tanto, es necesario registrarlas durante un intervalo de tiempo lo suficientemente largo.
A fin de reducir la enorme cantidad de datos al registrar y analizar varios parámetros eléctricos
durante un largo peŕıodo de tiempo, se establecen algunos ĺımites de grabación para algunas de
estas variables, tal es el caso de los eventos de tensión. Si se superan esos ĺımites, los instrumentos
de monitoreo evalúan los datos sin procesar y registran sólo los datos esenciales de los eventos
acontecidos.
El proceso de medición o monitoreo de la calidad de la enerǵıa involucra una serie de pasos que
requieren el procesamiento de las señales muestreadas a fin de analizar y extraer caracteŕısticas
relevantes de las misma [6]:
• Definir caracteŕısticas de las variaciones: la elección de las mismas está relacionada
a la esencia de la variación. Por ejemplo, las variaciones de tensión están asociadas a
la variación de magnitud de la forma de onda de tensión. Pero esta definición no es
suficiente para cuantificar la severidad de la variación de tensión a través de mediciones.
Se debe especificar qué caracteŕıstica se puede usar para cuantificar esta magnitud, tal
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como el valor absoluto de la tensión compleja, la tensión RMS o el valor pico. También se
debe precisar el método de medición, y sus parámetros asociados, como la frecuencia de
muestreo, la longitud de la ventana sobre la cuál es extráıda la caracteŕıstica, la frecuencia
de repetición de la medición, y el modo de procesar una serie de valores. La elección de
los métodos de medición puede influir sobre el valor resultante, por lo cuál es un factor
decisivo para cumplir con una norma.
• Distinguir entre una variación y un evento: para esta tarea se necesita un mecanismo
de trigger. El método más comúnmente utilizado compara un valor RMS de ventana
deslizante con un valor umbral. Esto requiere la definición de un número de valores, tal
como el tamaño de la ventana, el solapamiento entre ventanas sucesivas, y la elección del
umbral, aunque por supuesto existen también otros métodos apropiados.
• Caracterizar cada evento a través de parámetros: una vez que el evento es
detectado, por ejemplo un dip de tensión, el mismo se caracteriza por medio de parámetros
como la duración, magnitud, fase de inicio, salto de fase, etc.
• Clasificar cada evento de acuerdo a su causa principal: frecuentemente, este es
el objetivo final del análisis. Un tema esencial es la elección del criterio y del método de
clasificación.
Una descripción exhaustiva de los principales métodos de detección, segmentación y
clasificación de eventos de tensión, sobre los cuáles se fundamentan los aportes de esta tesis,
se presenta en el Caṕıtulo 3.
Particularmente, para la evaluación de dips de tensión e interrupciones, en el libro de
A. Baggini [40] se sugiere aplicar el siguiente procedimiento de cinco etapas, de las cuáles se
abordan las primeras tres en esta tesis:
• Etapa 1: Muestrear las tensiones con una cierta frecuencia de muestreo y resolución. La
norma IEC 61000-4-30 [16] no especifica ninguno de estos parámetros, sin embargo en la
mayoŕıa de los casos, el mismo equipo de medición se utiliza para medición de componentes
armónicas, por lo cual requieren una tasa de muestreo de al menos 80 muestras por ciclo,
aunque los valores t́ıpicos suelen ser 128 o 256 muestras por ciclo.
• Etapa 2: Calcular las caracteŕısticas del evento como funciones del tiempo a partir de
las tensiones muestreadas. La IEC 61000-4-30 establece el uso de una tensión RMS de un
ciclo que se actualiza cada medio ciclo (URMS1/2).
• Etapa 3: Calcular ı́ndices de evento único desde las caracteŕısticas del evento. Por
ejemplo, la duración, el mı́nimo valor de tensión durante una perturbación (tensión
residual), u otro tipo de parámetro (salto del ángulo de fase, componentes simétricas
de la tensión, etc.). Estos parámetros podŕıan compararse por ejemplo con las curvas de
tolerancia de los equipos más sensibles conectados a la red.
• Etapa 4: Calcular los ı́ndices de sitio único a partir de los ı́ndices de evento único de
todos los eventos medidos durante un cierto periodo de tiempo. Los ı́ndices de sitio se
usan para evaluar la compatibilidad entre el equipamiento sensible y la fuente de potencia.
Los ı́ndices de sitio de diferentes localizaciones pueden ser útiles en la elección de una
localización adecuada para una instalación que contiene equipamiento sensible. También
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se pueden usar para proveer información a consumidores locales sobre la calidad de la
tensión, por ejemplo para elegir un método de mitigación o para verificar el cumplimiento
de los contratos de suministro de enerǵıa.
• Etapa 5: Calcular los ı́ndices del sistema a partir de los ı́ndices de sitio para todos las
locaciones de una cierta región o una parte del sistema de potencia. Estos tipos de ı́ndice
requieren un periodo de monitoreo largo, de al menos 1 año. Estos ı́ndices son utilizados
por el operador de la red para evaluar la performance del sistema y emprender a partir de
esta evaluación acciones de mejora.
1.6 Propuesta
El objetivo de esta tesis es la evaluación y propuesta de métodos de clasificación de eventos de
tensión, presentados en la Sección 1.4. Este objetivo se fundamenta a partir de las consecuencias
que originan los mismos presentadas en la Sección 1.4.2, y la importancia que tiene conocer el
origen de los eventos suscitados en las redes eléctricas (tipos de fallas) para hacer diagnósticos,
llevar estad́ısticas y tomar acciones de control a fin de mitigar sus efectos. Para cumplir con este
objetivo se han tenido en cuenta las causas que originan los eventos de tensión (Sección 1.4.1) y
las perturbaciones y caracteŕısticas asociadas a los mismos. Se han estudiado con profundidad los
criterios de detección, segmentación y clasificación presentes en la literatura espećıfica poniendo
en evidencia todas las limitaciones asociadas a los mismos. Se ha evaluado el principio de
funcionamiento y el desempeño de los métodos de clasificación existentes en la bibliograf́ıa y
a partir del análisis de sus limitaciones se diseñó un nuevo método que mejora el desempeño
en la clasificación de eventos en determinadas condiciones de operación que son factibles de
hallar en la práctica. Se han modelado, simulado y evaluado todos los métodos en el entorno
MATLAB & Simulink bajo las mismas condiciones a fin de realizar una comparativa justa entre
los métodos existentes y el método propuesto. Finalmente, se realizaron ensayos experimentales,
programando el método propuesto en un Medidor Inteligente de Calidad de Enerǵıa desarrollado
por el grupo de Calidad de la Enerǵıa del Laboratorio de Instrumentación y Control (LIC)
perteneciente al Instituto de Investigaciones Cient́ıficas y Tecnológicas en Electrónica (ICyTE).
1.7 Estructura de la tesis
Esta tesis se organiza en siete caṕıtulos, cuatro apéndices y la correspondiente bibliograf́ıa.
En el Caṕıtulo 1 se han presentado los conceptos de red eléctrica convencional, red eléctrica
inteligente, y la temática de calidad de la enerǵıa, poniendo énfasis en los eventos de tensión.
A fin de comprender la importancia de los mismos, se desarrollaron brevemente sus causas,
consecuencias y los principales métodos de mitigación. Finalmente, el caṕıtulo concluye con una
breve descripción de la propuesta y aportes, que se desarrollarán a lo largo de esta tesis.
Posteriormente, en el Caṕıtulo 2 se describe la normativa internacional y nacional dedicada
a la calidad de la enerǵıa, precisamente aquella que hace referencia a la definición, medición,
caracterización de eventos de tensión y el cálculo de ı́ndices caracteŕısticos.
Conocida ya la temática y su normativa asociada, se presenta el estado del arte en lo que
respecta a métodos de detección, segmentación y clasificación de eventos de tensión en el
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Caṕıtulo 3. Se presentan las caracteŕısticas de los mismos y en el caso de los métodos de
detección y segmentación se resaltan los principales defectos y virtudes de cada uno de ellos.
En el caso particular de los métodos de clasificación (tema principal de esta tesis) se presentan
las caracteŕısticas y principio de funcionamiento de cada uno de ellos, reservando el análisis
detallado de sus limitaciones para el caṕıtulo siguiente. Si bien en este caṕıtulo se presentan en
forma separada las tareas de detección, segmentación y clasificación, se verá en el Caṕıtulo 6
que el método de clasificación propuesto también permite realizar las otras dos tareas.
En el Caṕıtulo 4 se describen los eventos de tensión reales, es decir, aquellos que presentan
saltos y rotaciones de fase debidos a las impedancias de la red, de la falla y a cambios bruscos de
la carga; aśı como desviaciones de las tensiones respecto de las tensiones de prefalla. Se analizan
las limitaciones tanto de los criterios como de los algoritmos de clasificación presentando ejemplos
ilustrativos.
En el Caṕıtulo 5 se presenta el método propuesto describiendo su fundamento anaĺıtico, y
un diagrama de flujo que facilita su comprensión e implementación. Se evalúa su capacidad de
discernimiento en la clasificación de eventos, y su sensibilidad al ruido en las señales de entrada.
A fin de validar el método propuesto, se evalúa su desempeño haciendo una comparativa con los
algoritmos existentes en la bibliograf́ıa bajo iguales condiciones de ensayo.
Luego, en el Caṕıtulo 6 se implementa el algoritmo propuesto en un instrumento Medidor
Inteligente de Calidad de Enerǵıa desarrollado en el Laboratorio de Instrumentación y Control ,
y se evalúa su desempeño en la clasificación de eventos reales registrados por un monitor de
calidad de la enerǵıa (del inglés power quality monitor , PQM) comercial (PQube de PSL [41])
y luego sintetizados por un generador de señales programable.
Finalmente, en el Caṕıtulo 7 se resumen las principales conclusiones y aportes de esta tesis y
se describen las ĺıneas de trabajo futuras. También se incluye un listado de todos los trabajos
realizados en relación directa o indirecta con el tema central de la tesis.
En el Apéndice A se describe el criterio de clasificación ACD, presentando el diagrama
fasorial, la forma de onda, las ecuaciones de la terna de tensiones y las ecuaciones de las
componentes simétricas de cada uno de los eventos definidos en este criterio. El mismo tipo
de descripción se realiza en el Apéndice B respecto al criterio de clasificación ABC. Luego, en
el Apéndice C se describe el teorema de Fortescue y la transformada homónima que permite
encontrar las componentes simétricas de una terna de tensiones, ya que las mismas son utilizadas
por algunos de los criterios y algoritmos de clasificación presentados en las tesis. Finalmente, en
el Apéndice D se describe brevemente el Medidor Inteligente de Calidad de Enerǵıa desarrollado
en el LIC, en el cuál se realizaron los ensayos experimentales.
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“Destino”, John William Waterhouse, 1900.
“Trabaja duro pero, en silencio. Deja que el éxito se encargue de hacer todo el ruido”
Papa Francisco, 2014.
En este Caṕıtulo se describe la normativa internacional y nacional dedicada a la
calidad de la enerǵıa, precisamente aquella que hace referencia a la definición, medición,





En esta sección se presenta una revisión general de las normas internacionales más relevantes
vinculadas a la medición, caracterización y mitigación de eventos de tensión.
2.1.1 Normativa IEC
La Comisión Electrotécnica Internacional (del inglés International Electrotechnical
Commission, IEC) es una de las tres organizaciones mundiales, junto a la Organización
Internacional de Normalización (del inglés International Organization for Standardization, ISO)
y la Unión Internacional de Telecomunicaciones (del inglés International Telecommunication
Union, ITU), que desarrollan normas de referencia internacionales. En particular, la IEC
prepara y publica normas internacionales para las áreas tecnológicas eléctrica, electrónica y
afines. Dentro del extenso catálogo de normas que comprende la IEC, existe un grupo espećıfico
de normas que regulan ciertos aspectos de la calidad de la enerǵıa. Estas normas se agrupan
dentro de la serie denominada IEC 61000, también conocidas como normas de compatibilidad
electromagnética (del inglés electromagnetic compatibility , EMC). Esta serie se subdivide en seis
partes, como se describe a continuación:
• IEC 61000-1-x General. Provee definiciones, terminoloǵıa, etc.
• IEC 61000-2-x Ambiente. Define las caracteŕısticas del ambiente donde se instalarán los
equipos.
• IEC 61000-3-x Ĺımites de emisión. Determinan los ĺımites permisibles de perturbaciones
que pueden ser ocasionadas por los equipos conectados al sistema de potencia.
• IEC 61000-4-x Técnicas de medición y pruebas. Proveen directivas detalladas para los
equipos de medición y procedimientos de prueba para asegurar el cumplimiento con las
restantes partes de la norma.
• IEC 61000-5-x Directivas de mitigación e instalación. Suministran una gúıa detallada
de los equipos, tales como filtros, acondicionadores de enerǵıa, mitigadores, supresores de
sobretensiones, etc.
• IEC 61000-6-x Normas genéricas y de productos. Definen los niveles de inmunidad
requeridos para los equipos espećıficos o generales.
Estas normas han sido adoptadas por la Comunidad Europea, pero son un referente para
much́ısimos páıses que no forman parte de la misma. En lo que respecta a esta tesis, las normas
más relevantes se encuentran en la parte 4, Técnicas de medición y pruebas. A continuación se
describirán tres normas particulares de esta familia que brindan las especificaciones necesarias




Esta norma actualizada en el 2015 (edición 3.0) [16], titulada “Compatibilidad
Electromagnética (EMC) – Parte 4-30: Técnicas de ensayo y medición – Métodos de medición
de calidad de la enerǵıa” define los métodos de medición e interpretación de los resultados de
los parámetros de calidad de la enerǵıa en los sistemas de alimentación de corriente alterna con
una frecuencia fundamental declarada de 50 Hz o 60 Hz. Los métodos de medición se describen
para cada parámetro relevante en términos que proporcionan resultados fiables y repetibles,
independientemente de la implementación del método. La medición de los parámetros cubiertos
por esta norma se limita a los fenómenos conducidos en los sistemas de potencia. Los parámetros
de calidad de la tensión considerados en esta norma son: frecuencia, magnitud, flicker, dips y
swells, interrupciones, transitorios, desequilibrio, armónicos e interarmónicos, cambios rápidos,
etc.
La normativa define tres clases de instrumentos de medición de calidad de la enerǵıa:
• Clase A (Advanced): Estos instrumentos deben cumplir los requisitos de rendimiento,
exactitud y precisión más elevados de la norma. Se utilizan en aplicaciones contractuales
que pueden requerir resolver conflictos, verificar el cumplimiento de normas, etc. Cualquier
medición de un parámetro realizado con dos instrumentos diferentes que cumplan con los
requisitos de la clase A deben producir resultados coincidentes al medir las mismas señales,
dentro de la incertidumbre especificada para ese parámetro.
• Clase S (Surveys): Esta clase se usa para aplicaciones estad́ısticas como relevamientos
de calidad de la enerǵıa, posiblemente con un subconjunto limitado de parámetros. Aunque
utiliza intervalos equivalentes de medición como los instrumentos Clase A, los requisitos
de procesamiento de Clase S son mucho más bajos. Algunos relevamientos pueden evaluar
los parámetros de calidad de la enerǵıa de varios sitios de medición en una red; otros
relevamientos evalúan los parámetros de calidad de la enerǵıa en un solo sitio durante un
peŕıodo de tiempo, o en ubicaciones dentro de un edificio.
• Clase B: Esta clase es menos exigente que la clase A, pero no debe emplearse para nuevos
instrumentos. Todos los diseños de instrumentos nuevos deben cumplir con la Clase A o
la Clase S. La Clase B puede ser relevante para los instrumentos heredados que todav́ıa
están en uso, aunque puede ser removida en una próxima edición de esta norma. Los
métodos clase B proveen información útil, pero no necesariamente comparable. Se definió
en la versión del año 2003 para evitar que muchos instrumentos antiguos que no cumpĺıan
con los requerimientos de la Clase A quedaran obsoletos.
En lo que respecta a la medición de dips y swells de tensión, la norma especifica el método de
medición para cada tipo de instrumento. Además, la norma establece el concepto de marcado
(flagging) para evitar contar un único evento más de una vez, en parámetros diferentes (por
ejemplo contar un único evento tanto como un dip y como una variación de frecuencia), e
indica que el valor acumulado puede no ser fiable. El marcado se dispara sólo por dips, swells
e interrupciones. Durante las mismas, el algoritmo de medición de otros parámetros (como por
ejemplo la frecuencia) podŕıa producir un valor poco confiable. La detección de dips y swells
depende de los umbrales seleccionados por el usuario y esta selección influirá qué datos serán
marcados. El concepto de marcado se aplica a las clases A y S durante la medición de frecuencia,
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magnitud de tensión, flicker, desbalance de tensión, armónicos de tensión, interarmónicos de
tensión, etc. Si durante un intervalo de tiempo dado cualquier valor es marcado y almacenado,
al valor representativo que incluye este valor también lo marcará y almacenará.
2.1.1.1.1. Métodos de medición de dips y swells de tensión
• Clase A: la medición básica de un dip o swell debeŕıa ser la URMS1/2 sobre cada canal
de medición, siendo esta última la tensión RMS calculada con una ventana deslizante de
1 ciclo que se actualiza cada 1/2 ciclo. La duración del ciclo para calcular la URMS1/2
claramente depende de la frecuencia de ĺınea. La norma sugiere que la frecuencia puede
determinarse mediante la última medición de frecuencia no marcada (non-flagged), es decir
la última frecuencia calculada antes del inicio del evento de tensión.
• Clase S: la medición básica de un dip o swell debeŕıa ser la URMS1/2 , o la URMS1 sobre
cada canal de medición, siendo esta última la tensión RMS calculada con una ventana
deslizante de 1 ciclo que se actualiza cada 1/2 ciclo. El fabricante debeŕıa especificar el
tipo de medición utilizada.
2.1.1.1.2. Detección de un dip de tensión
Para detectar un dip de tensión, se compara el valor RMS de las tensiones medidas con un
umbral que es un porcentaje de la tensión declarada o de la tensión de referencia deslizante. El
usuario deberá aclarar la referencia de tensión adoptada.
• En sistemas monofásicos un dip comienza cuando la tensión RMS cae por debajo del
umbral, y termina cuando la misma es igual o superior al umbral de detección más un
valor de histéresis.
• En sistemas polifásicos un dip comienza cuando la tensión RMS de uno o más canales
está por debajo del umbral de detección y finaliza cuando la tensión de todos los canales
medidos es igual o superior al umbral de detección más un valor de histéresis.
2.1.1.1.3. Evaluación de un dip de tensión
De acuerdo a esta normativa, un dip se caracteriza por la tensión residual, la profundidad del
evento y su duración:
• la tensión residual de un dip de tensión es el menor valor RMS medido sobre cualquier
canal durante el dip.
• la profundidad es la diferencia entre la tensión de referencia (declarada o deslizante) y la
tensión residual, generalmente expresada en porcentaje de la tensión de referencia.
• la duración de un dip es la diferencia de tiempo entre el inicio y el fin del mismo.
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2.1.1.1.4. Detección de un swell de tensión
Para detectar un swell de tensión, se compara el valor RMS de las tensiones medidas con un
umbral que es un porcentaje de la tensión declarada o de la tensión de referencia deslizante. El
usuario deberá aclarar la referencia de tensión adoptada.
• En sistemas monofásicos un swell comienza cuando la tensión RMS supera el umbral, y
termina cuando la misma es igual o menor al umbral de detección menos la tensión de
histéresis.
• En sistemas polifásicos un swell comienza cuando la tensión RMS de uno o más canales
está por encima del umbral de detección y finaliza cuando la tensión sobre todos los canales
medidos es igual o inferior al umbral de detección menos un valor de histéresis.
2.1.1.1.5. Evaluación de un swell de tensión
De acuerdo a esta normativa, un swell se caracteriza por la máxima tensión del swell y la
duración:
• la máxima tensión del swell es el mayor valor RMS medido sobre cualquier canal durante
el swell.
• la duración de un swell es la diferencia de tiempo entre el inicio y el fin del mismo.
2.1.1.1.6. Evaluación de una interrupción de tensión
El umbral de interrupción de tensión es un porcentaje de la tensión declarada.
• En sistemas monofásicos, una interrupción de tensión comienza cuando la tensión RMS
cae por debajo del umbral de interrupción de tensión y finaliza cuando el valor RMS es
igual o superior al umbral de interrupción más un valor de histéresis.
• En sistemas polifásicos, una interrupción de tensión comienza cuando las tensiones RMS
de todos los canales cae debajo del umbral de interrupción, y finaliza cuando la tensión
RMS de cualquier canal es igual o superior al umbral de interrupción más un valor de
histéresis.
El umbral de interrupción y el valor de histéresis son ajustados por el usuario de acuerdo a la
aplicación. El umbral de interrupción de tensión no debeŕıa ser menor a la incertidumbre en la
medición de la tensión residual más el valor de histéresis. De acuerdo a la norma, un valor de




Esta parte de la IEC 61000 actualizada en 2004 [42] define los métodos de ensayo de inmunidad
a dips de tensión, interrupciones cortas y variaciones de tensión. Establece además el rango de
niveles de ensayo preferidos para equipamiento eléctrico y electrónico conectado a redes de
alimentación de baja tensión. La misma se titula “Técnicas de ensayo y medición - Ensayos
de inmunidad a dips de tensión, interrupciones cortas y variaciones de tensión” y se aplica a
equipamiento con conexión a redes de 50Hz o 60Hz cuya corriente nominal de entrada no exceda
los 16A por fase. La norma describe tres ensayos diferentes:
1. Dips de tensión: están definidos como reducciones repentinas de tensión por un corto
periodo de tiempo, seguido de la recuperación de la tensión original.
2. Interrupciones cortas: están definidos como una discrepancia de la tensión durante un
corto periodo de tiempo, que t́ıpicamente no excede 1 minuto, seguido por una recuperación
de la tensión original. Las interrupciones cortas son consideradas como dips de tensión de
tensión nula.
3. Variaciones de tensión: son cambios graduales de la tensión de alimentación a un valor
superior o menor que la tensión nominal. La duración puede ser larga o corta.
La norma también describe cómo se debeŕıan presentar los resultados. Los mismos se debeŕıan
clasificar en cuatro categoŕıas:
1. Criterio de desempeño A: rendimiento dentro de los ĺımites de especificación.
2. Criterio de desempeño B: degradación temporaria autorecuperable.
3. Criterio de desempeño C: degradación temporaria que requiere intervención de un
operador.
4. Criterio de desempeño D: pérdida de función que no es recuperable.
La descripción de los resultados de acuerdo al criterio de desempeño da una idea clara de
cómo respondió el equipamiento a las condiciones del ensayo.
2.1.1.3 IEC 61000-4-34
Esta norma actualizada en 2005 [43], al igual que el IEC 61000-4-11 define los métodos de
ensayo de inmunidad a dips de tensión, interrupciones cortas y variaciones de tensión, pero a
diferencia de este último, se aplica a equipamiento con conexión a redes monofásicas o trifásicas
de 50 Hz o 60 Hz cuya corriente nominal de entrada exceda los 16 A por fase.
Tanto la norma IEC 61000-4-11, como la 61000-4-34 son de interés por el impacto que pueden
tener los eventos, pero no aportan información significativa desde el punto de vista de la detección




El IEEE es una asociación mundial de técnicos e ingenieros dedicada a la estandarización y
el desarrollo en áreas técnicas. Mediante sus actividades de publicación técnica, conferencias
y normas basadas en consenso, el IEEE produce más del 30% de la literatura publicada en
el mundo sobre ingenieŕıa eléctrica de potencia, electrónica, computación, telecomunicaciones,
telemática, mecatrónica, tecnoloǵıa de control y robótica, entre otras ramas derivadas y
correspondientes a la Ingenieŕıa Eléctrica. Las normas norteamericanas sobre calidad de enerǵıa
son las recomendaciones de la IEEE, las cuales no tienen carácter de cumplimiento obligatorio.
2.1.2.1 IEEE 1159
Esta norma actualizada en 2009 [26] se titula “Práctica recomendada por IEEE para monitorear
la calidad de la enerǵıa eléctrica”. Su alcance abarca el monitoreo de las caracteŕısticas eléctricas
de los sistemas de alimentación de corriente alterna (CA) monofásicos y polifásicos. Incluye
descripciones consistentes de fenómenos electromagnéticos conducidos que ocurren en sistemas
de enerǵıa y presenta definiciones de condiciones nominales y desviaciones que pueden originarse
dentro de la fuente de suministro o el equipo de carga, o que pueden provenir de interacciones
entre la fuente y la carga. Además, analiza las técnicas de medición, las técnicas de aplicación
y la interpretación de los resultados del monitoreo.
En la Tabla 2.1 se muestran los fenómenos principales que originan perturbaciones





• impedancia de la fuente
Mientras que para fenómenos no estacionarios se pueden requerir otros atributos:
• tasa de incremento
• duración
• tasa de ocurrencia
• potencial energético
En la Tabla 2.1 se observa que en particular los dips e interrupciones de tensión se originan
debido a fenómenos conducidos de baja frecuencia.
La Tabla 2.2 provee información respecto al contenido espectral, la duración y magnitud t́ıpicos
para cada categoŕıa de fenómeno electromagnético que sirve como herramienta para identificar
los diferentes tipos de perturbaciones electromagnéticas. Las categoŕıas y sus descripciones son
importantes para poder clasificar los resultados de las mediciones y describir los fenómenos
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Tabla 2.1.: Fenómenos principales que originan perturbaciones electromagnéticas cómo las clasificadas por la IEC según la
Norma IEEE 1159-2009 [26].
Grupo Ejemplos
Fenómenos conducidos de baja frecuencia Armónicos, interarmónicos
Sistemas de señales (ĺınea de potencia portadora)
Fluctuaciones de tensión
Dips de tensión e interrupciones
Desbalances de tensión
Variaciones de frecuencia
Tensiones inducidas de baja frecuencia
CC en redes CA
Fenómenos radiados de baja frecuencia Campos magnéticos
Campos eléctricos
Fenómenos conducidos de alta frecuencia Tensiones o corrientes de onda continua inducidas
Transitorios unidireccionales
Transitorios oscilatorios





Fenómenos de descarga electrostática –
Pulso electromagnético nuclear –
electromagnéticos que pueden causar problemas de calidad de enerǵıa. La mayoŕıa de los
fenómenos descritos en esta tabla se aplican a las tensiones medidas, no obstante, en ocasiones
un fenómeno se puede manifestar en una corriente.
En la Tabla 2.2 se observa que en particular los eventos de tensión (dips, swells e
interrupciones) se clasifican como variaciones de corta duración. Estas se pueden distinguir entre
las variaciones instantáneas (dips y swells de 0.5 ciclos a 30 ciclos de duración), las variaciones
momentáneas (dips y swells de 30 ciclos a 3 segundos e interrupciones de 0.5 ciclos a 3 segundos)
y las variaciones temporarias (dips, swells e interrupciones de 3 segundos a 1 minuto). Cabe
destacar que los dips son definidos como cáıdas de tensión de 0.1por unidad (pu) a 0.9 pu y
las interrupciones como cáıdas menores a 0.1pu para cualquiera de las variaciones mencionadas.
Mientras que los swells se definen en un rango de tensión diferente para cada tipo de variación.
Es decir, los swells se definen en el rango 1.1pu a 1.8pu para variaciones instantáneas, 1.1pu a
1.4pu para variaciones momentáneas y 1.1pu a 1.2pu para variaciones temporarias.
La norma realiza una descripción detallada de cada tipo de perturbación. Particularmente en
lo que respecta a dips y swells se deben señalar algunos aspectos importantes mencionados en
este documento. Según esta norma, un dip se define como un decremento del valor RMS entre
0.1pu y 0.9pu con duraciones desde 0.5 ciclos a 1min. Los valores t́ıpicos se encuentran en el
mismo rango de tensiones. La terminoloǵıa utilizada para describir la magnitud de un dip de
tensión es a menudo confusa. Por ejemplo, un dip del 20% puede hacer referencia a un dip que
resulta en una tensión de 0.8pu o 0.2pu. Por este motivo la terminoloǵıa sugerida al describir
variaciones RMS es la tensión retenida o tensión remanente, cuya definición proporcionada por
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Tabla 2.2.: Categoŕıas y caracteŕısticas t́ıpicas de perturbaciones en la calidad de enerǵıa eléctrica, según la norma
IEEE 1159− 2009.
Categoŕıas Contenido Espectral T́ıpico Duración T́ıpica Magnitud T́ıpica
1.0 Transitorios
1.1 Impulsivos
1.1.1 Nanosegundos te= 5 ns < 50 ns
1.1.2 Microsegundos te = 1 µs 50− 1 ms
1.1.3 Milisegundos te = 0.1 ms > 1 ms
1.2 Oscilatorios
1.1.1 Baja frecuencia < 5 kHz 0.3− 50 ms 0− 4 pu
1.1.2 Frecuencia media 5− 500 kHz 20 µs 0− 8 pu
1.1.3 Alta frecuencia 0.5− 5 MHz 5 µs 0− 4 pu
2.0 Variación corta del valor RMS
2.1 Instantáneas
2.1.1 Dip 0.5− 30 ciclos 0.1− 0.9 pu
2.1.2 Swell 0.5− 30 ciclos 1.1− 1.8 pu
2.2 Momentáneas
2.2.1 Interrupción 0.5 ciclos− 3 s < 0.1 pu
2.2.2 Dip 30 ciclos− 3 s 0.1− 0.9 pu
2.2.3 Swell 30 ciclos− 3 s 1.1− 1.4 pu
2.3 Temporarias
2.3.1 Interrupción > 3 s− 1 min < 0.1 pu
2.3.2 Dip > 3 s− 1 min 0.1− 0.9 pu
2.3.3 Swell > 3 s− 1 min 1.1− 1.2 pu
3.0 Variación larga del valor RMS
3.1 Interrupción > 1 min 0.0 pu
3.2 Sobretensión > 1 min 1.1− 1.2 pu
3.3 Subtensión > 1 min 0.8− 0.9 pu
3.4 Sobrecarga de Corriente > 1 min
4.0 Desbalance
4.1 Tensión estado-estacionario 0.5− 2%
4.2 Corriente estado-estacionario 1.0− 30%
5.0 Distorsión de la Forma de Onda
5.1 Offset de CC estado-estacionario 0− 0.1%
5.2 Armónicos 0− 9 kHz estado-estacionario 0− 20%
5.3 Interarmónicos 0− 9 kHz estado-estacionario 0− 2%
5.4 Notching banda ancha estado-estacionario
5.5 Ruido estado-estacionario 0− 1%
6.0 Fluctuación de Tensión < 25 Hz intermitente 0.1− 7%
0.2− 2 Pst
7.0 Variación Frecuencial < 10 s ±0.1 Hz
la norma IEC 61000-4-30 fue presentada en la sección 2.1.1.1.3. En el ejemplo recién visto, un
dip del 20% correspondeŕıa a una tensión retenida del 20%, es decir de 0.2pu.
2.1.2.2 IEEE 1564
Esta norma actualizada en 2014 [44] se titula “Gúıa para ı́ndices de dips de tensión”, e
identifica indices y caracteŕısticas apropiados para dips de tensión en sistemas eléctricos de
potencia aśı como los métodos para calcularlos. Provee métodos para cuantificar tanto la
severidad de dips de tensión individuales (caracteŕısticas de eventos simples o únicos), como
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el desempeño de eventos múltiples en una locación espećıfica (́ındices de sitio único), y el
desempeño de eventos múltiples para todo el sistema (indices de sistema). Los métodos son
apropiados para ser empleados en sistemas eléctricos de potencia de transmisión y distribución
de 50/60Hz, aunque también se pueden aplicar a sistemas con otras frecuencias fundamentales.
En esta gúıa se presentan definiciones importantes, muchas de las cuáles se utilizarán en esta
tesis, por lo cual se transcriben algunas de ellas:
tensión caracteŕıstica (de un dip de tensión): es una caracteŕıstica de un único
evento que combina las tensiones en las tres fases en un único valor que corresponde a la tensión
RMS de ventana deslizante definida para registros de fases simples. La tensión caracteŕıstica es
la menor entre las tres tensiones RMS entre fases y las tres tensiones RMS entre fase y tierra
luego de remover la componente de secuencia cero, todas ellas expresadas en pu.
tensión declarada: es una tensión nominal u otro valor de tensión acordado entre el
proveedor de enerǵıa y el consumidor.
profundidad (de un dip de tensión): es la diferencia entre la tensión de referencia
y la tensión residual. Generalmente se expresa como porcentaje de la tensión de referencia.
duración (de un dip de tensión): es la longitud del intervalo de tiempo transcurrido
entre el tiempo donde la tensión RMS cae debajo del umbral de detección de dips y el tiempo
subsiguiente donde la misma supera dicho umbral.
duración (de un swell de tensión): es la longitud del intervalo de tiempo transcurrido
entre el tiempo donde la tensión RMS supera el umbral de detección de swells y el tiempo
subsiguiente donde la misma cae debajo de dicho umbral.
magnitud (de un dip de tensión): es el valor mı́nimo de la tensión RMS de ventana
deslizante registrado durante un dip. La magnitud se expresa en volts o en relación (porcentual
o por unidad) a la tensión declarada o de la tensión de referencia deslizante.
magnitud (de un swell de tensión): es el máximo valor de la tensión RMS de ventana
deslizante registrada durante un swell. La magnitud se expresa en volts o en relación (porcentual
o por unidad) a la tensión declarada o de la tensión de referencia deslizante.
tensión de referencia deslizante: es una magnitud de tensión promediada sobre un
intervalo de tiempo espećıfico, que representa la tensión que precede a un dip de tensión.
tensión RMS de ventana deslizante: es el valor de la tensión RMS medida sobre
un ciclo y actualizado cada medio ciclo.
umbral de detección de dips: es un valor de tensión RMS especificado para el propósito de
detectar el inicio y el fin de un dip de tensión. Los valores t́ıpicos están entre el 90% y 95% de
la tensión declarada o tensión de referencia deslizante.
umbral de detección de swells: es un valor de tensión RMS especificado para el
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propósito de detectar el inicio y el fin de un swell de tensión. Los valores t́ıpicos están entre el
110% y 180% de la tensión declarada o tensión de referencia deslizante.
2.1.2.3 IEEE 1547
Se trata de una norma actualizada recientemente en el año 2018 [2] titulada “Norma IEEE
para la Interconexión e Interoperabilidad de Recursos de Enerǵıa Distribuida con Interfaces
de Sistemas Eléctricos de Potencia Asociados”. El foco de esta norma está puesto en las
especificaciones técnicas y ensayos para la interconexión e interoperabilidad entre los sistemas
eléctricos de potencia (del inglés electric power systems, EPS) y los DER. Provee requerimientos
relevantes para el desempeño, operación, ensayo, consideraciones de seguridad y mantenimiento
de la interconexión. Además incluye requerimientos generales sobre respuesta a condiciones
anormales, calidad de la enerǵıa, modo isla; especificaciones y requerimientos de ensayo
para diseño, producción, evaluación de la instalación, puesta en marcha y pruebas periódicas.
Los requisitos establecidos se emplean en la interconexión de los DER, incluyendo máquinas
sincrónicas, máquinas de inducción, o convertidores/inversores de potencia. Los criterios y
requerimientos se aplican a todas las tecnoloǵıas DER interconectadas a tensiones de distribución
primarias y secundarias t́ıpicas de los EPS. El principal énfasis del documento está puesto en
la instalación de los generadores de enerǵıa distribuida sobre sistemas de distribución primarios
y secundarios radiales aunque se consideran también otros sistemas.
En lo concerniente a calidad de la enerǵıa, merecen ser destacados algunos aspectos
importantes vinculados a las variaciones de tensión admisibles. En la norma se establecen las
siguientes tolerancias:
cambios rápidos de tensión (del inglés rapid voltage changes, RVC): algunas
de las causas incluyen los arranques, las corrientes iniciales de excitación, la operación de
conmutación de equipos como los bancos de condensadores y los transformadores. Cuando el
PCC es de MT, los DER no debeŕıan causar escalones o rampas en la tensión RMS del PCC
que excedan el 3% de la tensión nominal ni el 3% por segundo promediado sobre un periodo
de un segundo. Cuando el PCC es de BT, los DER no debeŕıan causar escalones o rampas
en la tensión RMS del PCC que excedan el 5% de la tensión nominal ni el 5% por segundo
promediado sobre un periodo de un segundo. Cualquier excepción a los ĺımites está sujeta a la
aprobación por parte del operador del EPS, considerando otras fuentes de RVC dentro del área
del EPS. Por lo mencionado, los RVC no debeŕıan disparar los umbrales de detección de dips
ni de swells de tensión.
Limitación de sobretensión sobre un periodo fundamental: los DER no debeŕıan
contribuir a sobretensiones instantáneas a frecuencia fundamental con los siguientes ĺımites:
• el DER no debeŕıa causar que la tensión de linea a tierra de frecuencia fundamental en
ninguna parte del área del EPS diseñado para funcionar con una conexión de tierra efectiva,
exceda el 138% de la tensión ĺınea a tierra de frecuencia fundamental por una duración
que exceda un ciclo de red.
• el DER no debeŕıa causar que la tensión de linea a linea de frecuencia fundamental en
ninguna parte del área del EPS exceda el 138% de la tensión ĺınea a ĺınea nominal de
frecuencia fundamental durante una duración que exceda un ciclo de red.
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Limitación de la sobretensión instantánea acumulativa: El DER no causará que la
tensión instantánea en ninguna parte del EPS exceda las magnitudes y duraciones acumuladas
que se muestran en la Fig. 2.1. La duración acumulativa solo incluirá la suma de duraciones
para las cuales la tensión instantánea excede el umbral respectivo en una ventana de tiempo de
1min, como se observa en el ejemplo de la Fig. 2.2.
Figura 2.1.: Limitación de sobretensiones instantáneas acumulativas según la norma IEEE 1547-2018 [2].
Figura 2.2.: Ilustración de la duración acumulativa. IEEE 1547-2018 [2].
De lo visto anteriormente se puede concluir que a diferencia de los RVC, las sobretensiones
originadas por DER podŕıan disparar los umbrales de detección de swells y ser clasificados




2.1.3 Especificaciones para equipos de ICT
Los equipos de tecnoloǵıa de la información y comunicación (del inglés information and
communication technology , ICT), como los sistemas de control de procesos, servidores de datos,
sistemas de instrumentación virtual, etc. son sensibles a los eventos de tensión, particularmente
a las disminuciones graduales de tensión. Si bien suelen estar provistos de sistemas de protección
que detectan fallas y perturbaciones en la red eléctrica, las mismas pueden no ser suficientemente
rápidas para detectar una disminución de la tensión de suministro. En estos casos, los niveles de
tensión pueden caer por debajo del nivel de funcionamiento mı́nimo admisible por los equipos
de ICT. En consecuencia, se pueden perder o dañar datos, y una vez recuperada la tensión, los
equipos pueden llegar a ser incapaces de reiniciarse correctamente, necesitando una reposición
manual o incluso una reprogramación.
La tolerancia de los equipos de ICT a los eventos de tensión frente a la calidad del producto
presente en un determinado punto de suministro de la red eléctrica, está definida por curvas que
relacionan la duración y magnitud de los mismos. De esta forma se definen las regiones donde
un equipo de ICT debeŕıa soportar y continuar operativo, tal como se resumirá a continuación.
2.1.3.1 Especificación CBEMA
En 1977, la Asociación de Fabricantes de Equipos para Empresas de Computación (del
inglés Computer Business Equipment Manufacturers Association, CBEMA) desarrolló la curva
homónima (Fig. 2.3) para describir la tolerancia de una computadora a variaciones de tensión
del sistema de alimentación. Si bien muchas computadoras modernas presentan una mayor
tolerancia, la curva se ha convertido en un objetivo de diseño estándar para equipos sensibles y un
formato común para presentar los datos concernientes a la calidad de la enerǵıa, espećıficamente
a la ocurrencia de eventos en la red.
Figura 2.3.: Curva CBEMA - 1977. Figura extráıda de [45]
63
2. Normativa
Analizando la curva presentada en la Fig. 2.3 se observa que la región de tensión de ±10%
se define como margen de estado de suministro estable. Cualquier variación incluida en esta
región no es evaluada como un evento. A su vez esta región está incluida en la región verde,
la cual se define como una zona admisible de operación. Aquellos puntos que están emplazados
por encima de esta región admisible (región roja) suponen causas de mal funcionamiento, tales
como fallas en el aislamiento, disparos por sobretensión, y sobreexcitación. Mientras que los
puntos por debajo de la región admisible (región amarilla) implican causas de pérdida de carga
debido a la disminución de la enerǵıa proporcional al cuadrado de la tensión y al tiempo que
dura el evento.
2.1.3.2 Especificación ITI (CBEMA)
En 1990, el Consejo de la Industria de la Tecnoloǵıa de la Información (del inglés
Information Technology Industry Council , ITI) desarrolló una curva (Fig. 2.4) que contempla
el comportamiento de un espectro más amplio de equipos presentes en la industria. Esta
especificación ha sido base de diseño de nuevos dispositivos con mayores capacidades para
compatibilizar con niveles superiores de calidad de la enerǵıa. Por este motivo, se han ampliado
las tolerancias frente a eventos de tensión. En la última revisión del año 2000 se definen varias
regiones a saber:
• Región de funcionamiento en estado estacionario: comprende el rango de ±10%
de la tensión nominal. Las tensiones comprendidas dentro de este rango pueden estar
presentes durante un periodo indefinido y son una función de las cargas y pérdidas normales
en un sistema de distribución.
• Región de swells de tensión: esta región describe un swell que tiene una amplitud RMS
de hasta 120% de la tensión nominal RMS, con una duración de hasta 0.5s. Este evento
transitorio puede ocurrir cuando grandes cargas son removidas del sistema o cuando la
tensión es suministrada desde otras fuentes distintas a la de la compañ́ıa distribuidora.
• Región de decaimiento oscilatorio de baja frecuencia: este decaimiento resulta
t́ıpicamente de la conexión de bancos de capacitores correctores del factor de potencia en
un sistema de distribución. La frecuencia de este transitorio puede variar desde 200Hz
hasta 5kHz, dependiendo de la frecuencia de resonancia del sistema de distribución. La
magnitud del transitorio se expresa como un porcentaje de la tensión nominal pico (no el
valor RMS). Se supone que el transitorio se produce cerca del pico de la forma de onda de
tensión nominal y se asume que el mismo decaerá completamente luego del semiciclo en
el que ocurre. La amplitud del transitorio vaŕıa desde 140% para ondas de 200Hz hasta
200% para ondas de 5kHz, con un incremento lineal de la amplitud con el crecimiento de
la frecuencia.
• Impulso y oscilación de alta frecuencia: esta región describe los transitorios que
ocurren t́ıpicamente como resultado de descargas atmosféricas. Las formas de ondas
aplicables a este transitorio y las condiciones generales de ensayo se describen en
ANSI/IEEE C62.41-1991. Esta región de la curva trata tanto con la amplitud como
con la duración (enerǵıa), en lugar de la duración RMS. La intención es proporcionar una
inmunidad transitoria mı́nima de 80 Joules.
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• Región de dips de tensión: Se describen dos dips de tensión RMS. Generalmente estos
transitorios resultan de la aplicación de cargas pesadas, aśı como condiciones de falla en
varios puntos del sistema de distribución. Se asume que los huecos de hasta 80% de la
tensión nominal (desviación máxima de 20%) tienen una duración t́ıpica de hasta 10s,
y huecos de hasta 70% de la tensión nominal (desviación máxima de 30%) tienen una
duración de hasta 0.5s.
• Interrupción de tensión: incluye tanto dips RMS severos como interrupciones
completas seguidos de una recuperación inmediata de la tensión nominal. La interrupción
puede durar hasta 1.2ciclos. Este transitorio resulta t́ıpicamente de la ocurrencia y
subsecuente despeje de las fallas en el sistema de distribución.
• Región sin daños: los eventos en esta región incluyen dips e interrupciones que son más
severos que aquellos ya especificados anteriormente, y tensiones aplicadas continuamente
menores al ĺımite inferior del rango de tolerancia de estado estacionario. Normalmente en
estas condiciones no se espera el estado funcional normal del equipo de ICT , pero tampoco
se esperan daños en el mismo.
• Región prohibida Esta región incluye cualquier swell que exceda el ĺımite superior de la
envolvente. Si el equipo de ICT es sometido a tales condiciones el mismo puede resultar
dañado.
Figura 2.4.: Curva ITI-CBEMA - revisión 2000. Figura extráıda de [45].
2.1.3.3 Especificación SEMI F47
A fin de aumentar la tolerancia de los equipos de ICT a los dips de tensión, la Asociación
Internacional de la Industria de Semiconductores (del inglés Semiconductor Equipment and
Materials International , SEMI) ha desarrollado la especificación SEMI F47 que establece las
tolerancias a dips de tensión para equipos de fabricación de semiconductores. Las fábricas
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de semiconductores requieren altos niveles de calidad de enerǵıa debido a la sensibilidad de
los equipos y controles de proceso. Los equipos de procesamiento de semiconductores son
especialmente vulnerables a los dips de tensión. Esta especificación, cuya última edición
aprobada técnicamente por el Comité Técnico de Instalaciones (del inglés Facilities Technical
Committee, FTC) a nivel mundial es del año 2012 y se publicó originalmente en 1999, define
la inmunidad a los dips de tensión requerida para el procesamiento de semiconductores, su
metroloǵıa y los equipos de prueba automatizados para realizar los controles. Esta especificación
establece un equilibrio entre la inmunidad al dip de tensión y el aumento del costo del equipo,
determinando los requisitos mı́nimos de inmunidad a dips de tensión en términos de profundidad
de cáıda de tensión (en porcentaje de la tensión nominal restante durante la cáıda) y duración
de la cáıda de tensión (en ciclos o segundos). Además establece los requisitos de adquisición, los
métodos de prueba, los criterios de aprobación y los requisitos del informe de prueba. Como se
observa en la Fig. 2.5, estos equipos deben tolerar interrupciones de hasta 20ms, dips de 50%
(tensión residual) con duraciones de hasta 200ms, de 70% hasta 500ms y de 80% hasta 1000ms.
Los ĺımites establecidos determinan la región de funcionamiento y establecen una zona inferior
como prohibida o del mal funcionamiento.
Figura 2.5.: Curva SEMI-F47. Figura extráıda de [45].
2.1.3.4 Especificación POWER VACCINE
La empresa Samsung Semiconductor ha desarrollado la especificación ”Power Vaccine” para
equipos de fabricación de semiconductores, la cuál es mucho más estricta que la especificación
habitual de inmunidad a la calidad de la enerǵıa para este tipo de equipos, SEMI F47. La misma
establece que este tipo de equipos debe tolerar una pérdida total de potencia en todas las fases
de la alimentación durante 1s basándose en reglamentaciones de las empresas distribuidoras de
enerǵıa eléctrica de Corea. Indica que para cumplir este requerimiento no se debeŕıa utilizar
un UPS evitando la proliferación de los mismos, y lo trata como un caso especial de la norma
IEC 61000-4-11 [42]. Como se observa en la Fig. 2.6 las normas ITI-CBEMA, SEMI F47 e IEC
61000-4-11 requieren que el equipo tolere una interrupción completa durante sólo 1 ciclo y en al
66
2.2. Normativa nacional
menos una fase, no necesariamente en todas las fases simultáneas. En la nota técnica [46] de la
empresa Power Standard Lab (PSL) se analizan varias formas de cumplir con la especificación
de Samsung.
Figura 2.6.: Curvas profundidad-duración de inmunidad a los dips de tensión de varias normas. Figura extráıda de [45].
2.2 Normativa nacional
A nivel nacional no existe una normativa espećıfica en materia de calidad de la enerǵıa.
En general, el referente normativo nacional es el Instituto Argentino de Normalización y
Certificación (IRAM), representante argentino ante las organizaciones internacionales ISO e
IEC, en este caso, en conjunto con la Asociación Electrotécnica Argentina (AEA). No obstante,
existe el ENRE que regula la actividad eléctrica a través de resoluciones y contratos de concesión.
2.2.1 ENRE
El ENRE es un organismo autárquico encargado de regular la actividad eléctrica y de controlar
que las empresas del sector (generadoras, transportistas y distribuidoras) cumplan con las
obligaciones establecidas en el Marco Regulatorio y en los Contratos de Concesión.
Creado en 1993 por la Ley N° 24.065 en el ámbito de la Secretaŕıa de Enerǵıa y del Ministerio de
Planificación Federal, Inversión Pública y Servicios de la Nación, el ENRE debe llevar a cabo las
medidas necesarias para cumplir los objetivos de la poĺıtica nacional respecto del abastecimiento,
transporte y distribución de la electricidad.
Entre los objetivos con los que debe cumplir el ente, se destacan los siguientes:
• Proteger adecuadamente los derechos de los usuarios.
• Promover la competitividad en la producción y alentar inversiones que garanticen el
suministro a largo plazo.




• Regular las actividades del transporte y distribución asegurando tarifas justas y razonables.
• Incentivar y asegurar la eficiencia de la oferta y la demanda por medio de tarifas apropiadas.
• Alentar la realización de inversiones privadas en producción, transporte y distribución,
asegurando la competitividad de los mercados donde sea posible.
El ENRE provee la base metodológica para el control de las distribuidoras en materia de
calidad del producto (es decir, calidad de la enerǵıa) a través de diferentes resoluciones.
2.2.1.0.1. Resolución ENRE 184/00
Esta resolución es la Base Metodológica para el Control de la Calidad del Producto Técnico
ofrecido por las empresas distribuidoras. La misma define los niveles de referencia para
fluctuaciones de tensión (flicker) y los niveles de referencia para tensiones armónicas. Estos
niveles representan la magnitud de perturbación garantizada en un punto dado de suministro
(definida para cada tipo de perturbación), que asegura que si no es sobrepasada en un tiempo
mayor a un determinado porcentaje del peŕıodo de medición (en general 95%), la calidad del
producto técnico es adecuada y existe compatibilidad electromagnética satisfactoria entre las
instalaciones y equipos del usuario con la red de suministro. Estos valores son establecidos
siguiendo los lineamientos de la normativa internacional.
2.2.1.0.2. Resolución ENRE 99/97
Esta resolución es la Base Metodológica para el Control de la Emisión de Perturbaciones por
parte de los consumidores. Es decir, establece las responsabilidades de la distribuidora en cuanto
al control de las perturbaciones (flicker y armónicas) presentes en las redes de suministro. Alĺı
se definen los ĺımites de emisión individuales para fluctuaciones de tensión (flicker) y los ĺımites
de emisión individuales para corrientes armónicas.
2.2.2 OCEBA
El OCEBA ejerce control sobre tres (3) distribuidores con concesión en el ámbito de
la provincia de Buenos Aires: - EDEN S.A., EDEA S.A., EDES S.A. - y casi doscientas
distribuidoras con concesión municipal. Las funciones que la ley acuerda al Organismo de Control
se rigen por el principio de la especialidad de la competencia, atribuyéndosele actividades de
control y fiscalización, normativas y jurisdiccionales en materia eléctrica. Entre las primeras,
de control y fiscalización, se encuentran las de hacer cumplir la ley, el reglamento y los
contratos de concesión, controlando la calidad técnica y comercial, fiscalizando la seguridad,
el medio ambiente, exigiendo el cumplimiento de los cuadros tarifarios y aplicando las sanciones
pertinentes cuando ello corresponda. Entre las segundas, de carácter normativo, se encuentran
las de reglamentar los procedimientos de audiencias públicas, de aplicación de sanciones, de
controversias y todas aquellas necesarias para el mejor cumplimiento de sus funciones y de los
fines legales.
Por último, en su rol de tercero imparcial, dicta actos administrativos de alcance jurisdiccional,
con control judicial suficiente, interviniendo en forma previa y obligatoria en toda controversia
entre agentes de la actividad eléctrica provincial, como aśı también en los casos de usuarios
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Tabla 2.3.: Bandas de tolerancia de tensión según Subanexo D.
Nivel de tensión Etapa Ĺımites
Alta tensión Transición ±7%
Régimen ±7%
Media tensión Transición ±10%
Régimen ±8%
Baja tensión Transición ±10%
Régimen ±8%
Zonas rurales en punto de suministro Transición ±13%
Régimen ±12%
residenciales que opten por la v́ıa del Ente. Los contratos de concesión celebrados entre el
OCEBA y las distintas empresas, ya sean provinciales o municipales, deben cumplir con ocho
(8) subanexos en los cuales se establece el régimen tarifario, el reglamento de suministro y
conexión, las normas de calidad de servicio y producto, entre otros parámetros. OCEBA no fija
formalmente la metodoloǵıa de control, por lo cuál los niveles de calidad de enerǵıa admitidos
son los fijados por el ENRE para su jurisdicción.
2.2.2.0.1. El Subanexo D del contrato de concesión
El Subanexo define los conceptos de calidad de producto técnico, calidad de servicio técnico y
calidad de servicio comercial. La calidad del producto técnico suministrado se relaciona con el
nivel de tensión en el punto de suministro y sus perturbaciones (variaciones rápidas y cáıdas
lentas de tensión y armónicas). La calidad del servicio técnico involucra la frecuencia y duración
media de las interrupciones en el suministro. La calidad de servicio comercial involucra los
aspectos relacionados a la relación entre la distribuidora y el cliente. Los aspectos de calidad
del producto técnico que se controlarán son el nivel de tensión y las perturbaciones, siendo la
distribuidora la responsable de efectuar las mediciones correspondientes, y el procesamiento de
los datos relevados.
Los peŕıodos de control son semestrales, y las sanciones por incumplimiento a los parámetros
de calidad son abonadas a los clientes mediante un crédito en la facturación inmediatamente
posterior al peŕıodo de control. En el Subanexo se definen niveles de referencia para niveles de
tensión y perturbaciones. Para evaluar los niveles de tensión se establecen bandas de tolerancia
diferentes para cada nivel de tensión y para áreas urbanas y rurales. Las mismas se exponen en
la Tabla 2.3.
De lo relevado, se concluye que en ninguna de las resoluciones anteriores del ENRE ni del
OCEBA concernientes a la calidad del producto se definen exigencias en cuanto a eventos de
tensión, por lo cuál en esta tesis se adoptarán los lineamientos de las normativas internacionales.
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3 Estado del arte
“La scapigliata”, Leonardo da Vinci, 1508.
“Haz siempre lo máximo que puedas”
“Los cuatro acuerdos”, Cap. 5. El cuarto acuerdo tolteca, Miguel Ruiz, 1977.
La caracterización de eventos de tensión usualmente requiere de tres etapas. La primera
etapa, de detección del evento, tiene como objetivo detectar el instante de tiempo a
partir del cual comienza y finaliza un evento. La segunda etapa es la de segmentación,
a través de la cual se distinguen regiones de transición que permiten identificar las
etapas que componen un evento. Y la tercera etapa, de clasificación, cuantifica
la severidad y duración del evento catalogando el mismo de acuerdo a determinados
criterios a fin de poder realizar un registro estad́ıstico, inferir sus causas, etc. En este
caṕıtulo se presentan las principales metodoloǵıas propuestas en la bibliograf́ıa para
resolver cada una de estas tres etapas con una visión cŕıtica, resaltando las virtudes y
defectos de cada una de ellas.
Śıntesis del caṕıtulo
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La completa caracterización de eventos de tensión requiere de tres etapas bien definidas
denominadas detección, segmentación y clasificación. La etapa de detección tiene por
objetivo identificar el tiempo de inicio (ti) y tiempo de fin (tf ) del evento. Una metodoloǵıa
propuesta por la normativa correspondiente (Caṕıtulo 2), consiste en comparar el valor eficaz de
la tensión simple de cada ĺınea con umbrales definidos para los dips y swells. Por ejemplo, el Std.
IEEE 1159 establece los umbrales de 0.9pu y 0.1pu (referidos a la tensión nominal o declarada)
como valores ĺımites superior e inferior para la detección de un dip de tensión y la norma IEC
61000-4-30 establece los umbrales de 0.9pu y 0.01pu (referidos a la tensión nominal o declarada)
para el mismo fin. El valor eficaz de la tensión simple instantánea sobre el cual se realizará la
operación de comparación de una señal con un umbral de disparo (trigger) se puede estimar a
partir de diversos algoritmos. Como se verá, también existen otros métodos de detección que
no utilizan esta metodoloǵıa sino que basan su principio de funcionamiento en la detección de
cambios abruptos de la señal de tensión.
En aplicaciones que requieren mayor detalle en la caracterización del evento, se debeŕıa
acompañar la etapa de detección por una etapa de segmentación, a través de la cual se particiona
el evento en segmentos. Usualmente se discierne entre dos tipos, los segmentos de transición y
los segmentos de eventos en los cuales se suscita un evento simple. En consecuencia un evento
múltiple, como el de la Fig. 3.1 se puede segmentar en varios eventos simples.






















Figura 3.1.: Segmentación de un evento de múltiples etapas compuesto de varios tipos de dips de tensión. Figura adaptada
de Bollen [6].
La tercera etapa, de clasificación, consiste en determinar los parámetros caracteŕısticos de
cada evento simple. El mismo se cataloga de acuerdo a determinadas caracteŕısticas impuestas
por el criterio de clasificación empleado. El objetivo es agrupar los eventos a fin de cuantificarlos
en función de su severidad, causalidad, impacto en la red, etc.
A continuación se abordará con detalle cada una de las tres etapas mencionadas describiendo
las principales metodoloǵıas propuestas en la bibliograf́ıa espećıfica y haciendo un análisis cŕıtico
que resalte las ventajas y desventajas de cada una de ellas.
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3.1 Métodos de detección de eventos de tensión
El objetivo principal de la detección de eventos es la identificación de los tiempos de inicio y
finalización del evento. Esta información es muy importante tanto para cuestiones estad́ısticas
como para las tareas de diagnóstico y análisis de redes, ya que a partir de la correcta ubicación
temporal del evento se lo puede vincular con la falla que originó el mismo. También tiene interés
para realizar acciones de mitigación sobre la red, ya que cuanto antes se identifique el inicio del
evento, más rápido se podrá intervenir activamente en la misma para atenuar su efecto. Si bien
la detección pareciera ser algo trivial, en la práctica aparecen diferentes problemas según cual
sea el enfoque de detección empleado. Existen numerosos métodos de detección de eventos de
tensión. A fin de ordenar su presentación, algunos autores [47] han clasificado estos métodos de
acuerdo a tres enfoques:
• Métodos basados en caracteŕısticas de la forma de onda temporal
• Métodos basados en filtros pasa altos
• Métodos basados en técnicas paramétricas
Para completar esta clasificación, se propone agregar un cuarto enfoque:
• Métodos basados en transformaciones tiempo-frecuencia
A continuación se presentarán diversos métodos de detección presentes en la literatura
respetando esta clasificación y se aportará una comparativa de desempeño destacando las
ventajas y desventajas de cada método. Para que la comparación se realice en las mismas
condiciones, todos los métodos serán evaluados a partir de una señal patrón, la cuál presentará
un evento de tensión cuya magnitud, duración y punto sobre la onda (del inglés point on wave,
POW) estén bien definidos. Se evaluará la desviación del valor de referencia (dvr), el error de
duración (ED) y el tiempo de detección del inicio (TDI) del evento presente en la señal patrón
(Fig. 3.2). La dvr permite analizar la diferencia entre la estimación del valor RMS realizada
Figura 3.2.: Indicación de los parámetros medidos en un evento de tensión.
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por el algoritmo bajo estudio (URMS1/2 en el ejemplo de la Fig. 3.2) y una señal de referencia
llamada UPVref , que consiste en el valor pico (del inglés peak value, PV) de la señal patrón.
El ED representa el error en la estimación de la duración total del evento (diferencia entre la
duración estimada, De y la duración de referencia, Dr), mientras que el TDI indica cuan rápido
es cada algoritmo en detectar el inicio del evento.
3.1.1 Métodos basados en caracteŕısticas de la forma de onda temporal
Dentro de este conjunto se destacan los algoritmos basados en el valor RMS y los algoritmos
basados en el valor pico de la señal instantánea de tensión.
3.1.1.1 Algoritmos basados en el valor RMS
El cálculo del valor RMS de la tensión es el método más común para conocer la magnitud, el
inicio y el fin de un evento de tensión. La exactitud de la medición dependerá de la longitud de
la ventana de integración, del intervalo de tiempo para actualizar los valores y de la frecuencia
de muestreo utilizada. Dependiendo de la elección de estos parámetros, y del POW en el cual
comienza y finaliza el evento, los resultados obtenidos pueden diferir significativamente. De
acuerdo a la norma IEC 61000-4-30 [16], el evento de tensión comienza cuando el valor eficaz
de una de las tensiones simples del sistema eléctrico toma un valor menor al umbral de tensión
para la detección del inicio de un evento (Uth) de 0.9pu de la tensión nominal o declarada, y
finaliza cuando todas las tensiones simples del sistema superan este umbral más un pequeño
valor de histéresis (t́ıpicamente un 2% de la tensión de entrada declarada) [16], denominado en
esta tesis umbral de tensión para la detección del fin de un evento (Uth+hys) a fin de evitar falsos
disparos. Esta misma norma establece que para medir la magnitud de la tensión en una fase se
debe calcular el valor RMS en un intervalo de 10 ciclos de la componente fundamental. Esta
ventana tan amplia permite observar variaciones lentas de tensión, pero no resulta adecuada
para la detección de eventos. A continuación se presentan diferentes alternativas para obtener
la magnitud RMS de un evento de tensión con mı́nimo error posible.
3.1.1.1.1. RMS de 1/2 ciclo
Para esta tarea espećıfica, la norma IEC 61000-4-30 [16] propone emplear la magnitud URMS1/2 ,
definida como la tensión eficaz (3.1) medida en una ventana de un ciclo de duración que








La constante N es un número entero que representa la cantidad de muestras en un ciclo.
En la Fig. 3.3 se muestra un ejemplo de un dip, cuyo valor mı́nimo alcanzado durante el
evento conocido como tensión residual (Ures) es igual a 0.5pu y 15ms de duración, que comienza
en el POW= 90◦. La tensión instantánea como el valor RMS están expresados en pu 1. Alĺı
1La tensión base instantánea, ub, es
√
2 veces la tensión base eficaz, Ub.
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se observa que el valor URMS1/2 expresado en pu difiere significativamente del valor UPVref
expresado también en pu.
De acuerdo a este valor de referencia, el evento es detectado con un retraso de 5ms, la duración
estimada es de 30ms, justo el doble del valor de referencia, y la Ures estimada por el algoritmo
es de 0.657pu.
























Figura 3.3.: Dip de tensión de 0.5pu, 15ms de duración, POW= 90◦. Tensión de referencia, UPVref , y calculada con
algoritmo, URMS1/2 , de acuerdo al Std. IEC 61000-4-30.
3.1.1.1.2. RMS recursivo de 1 ciclo
La definición conservadora propuesta por la normativa, cuyas limitaciones se ampĺıan con
mayor detalle en el trabajo de Barros y Pérez [48], se puede mejorar. Manteniendo el tamaño
N de la ventana de medición en un ciclo de la tensión simple de ĺınea, se podŕıa desplazar o
actualizar cada muestra, para obtener la máxima resolución temporal posible. Surge aśı una
primera alternativa denominada URMS1c1m (3.2) [48], cuya estructura se presenta en la Fig. 3.4.
URMS1c1m [n] =
{




Figura 3.4.: Estructura del algoritmo RMS1c1m.
3.1.1.1.3. RMS recursivo de 1/2 ciclo
Si además se asume que la señal no tiene componentes armónicas pares, podŕıa reducirse
el tamaño de la ventana a medio ciclo, dando lugar a una segunda alternativa denominada
75
3. Estado del arte
URMS1/2c1m (3.3) [48], cuya estructura se presenta en las Fig. 3.5.
URMS1/2c1m [n] =
{




Figura 3.5.: Estructura del algoritmo RMS1/2c1m.
3.1.1.1.4. Comparativa de algoritmos basados en el valor RMS
En la Fig. 3.6 se puede observar la estimación del valor URMS1c1m y URMS1/2c1m comparadas
con el valor URMS1/2 y con la referencia UPVref en la detección del dip del ejemplo presentado en
la Fig. 3.3. A partir de este ejemplo, se concluye que la estimación de la magnitud del evento, su
duración y su inicio vaŕıa significativamente de acuerdo al algoritmo empleado. A continuación
se evaluará con más detalle la dvr, el ED y el TDI para cada uno de estos algoritmos basados
en el valor RMS.






















Figura 3.6.: Diferentes alternativas para estimar el valor RMS en la detección de un dip de tensión de 0.5pu, 15ms de
duración, POW = 90◦.
En la Fig. 3.7(a) se muestra el comportamiento de la dvr para la estimación de la magnitud
del dip mediante el valor URMS1/2 . Se analizaron dips con profundidades de 10% a 90% y
duraciones de 0.5 a 1.5 ciclos (en pasos de 0.25 ciclos), considerando instantes de inicio de 0◦
a 360◦ (en pasos de 15◦). Como se aprecia las desviaciones más severas se observan en dips de
corta duración y mayor profundidad. En la Fig. 3.7(b) se repitió el análisis de la dvr para la
estimación de la magnitud del dip mediante el valor URMS1c1m . Como se aprecia la desviación
máxima se da en dips de poca duración y mayor profundidad, es decir, más severos en cuanto a
su magnitud. Sin embargo, la desviación comienza a ser nula para dips de 1 ciclo de duración,
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mientras que con el valor URMS1/2 la desviación comienza a ser nula para dips de 1.5 ciclos de
duración, tal como se presentó en la Fig. 3.7(a). En la Fig. 3.7(c) se presentan los resultados
de un análisis similar realizado con el valor URMS1/2c1m . Con este valor se obtiene la mejor
estimación de magnitud, ya que la desviación es nula para dips desde 1/2 ciclo de duración en
adelante (IEC 61000-4-30:2015).
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Figura 3.7.: Desviación máxima entre el valor de referencia y la estimación de la magnitud de dips de 0.5 a 1.5 ciclos
mediante (a) el valor URMS1/2 , (b) el valor URMS1c1m y (c) el valor URMS1/2c1m .
Otro factor importante que influye en el desempeño de los algoritmos es la tasa de muestreo,
que para los ejemplos recién presentados es de 128 muestras/ciclo. Como es de esperar, el
desempeño del algoritmo también dependerá de este parámetro. A fin de ilustrar su importancia,
en la Fig. 3.8 se presenta la dvr para la estimación de la magnitud de dips de 0.5, 0.75, 1 ciclo
y 10 ciclos para diferentes tasas de muestreo desde 16 hasta 256 muestras/ciclo. Para realizar
este análisis se optó por el algoritmo RMS1c1m por tener mayor resolución que el RMS1/2 y
no tener las limitaciones del RMS1/2c1m, es decir, dar una estimación correcta sólo en señales
que no tienen componentes armónicas pares. Se observa que para eventos de 0.5 ciclos de
duración, Fig. 3.8(a), desviación máxima es la misma independientemente de la tasa de muestro
utilizada. Para eventos de 0.75 ciclos de duración, Fig. 3.8(b), la desviación máxima vaŕıa
proporcionalmente con la tasa de muestreo, es decir, a mayor tasa de muestro la desviación es
mayor. Este hecho a priori contradictorio se debe a que el algoritmo no alcanza a converger a la
magnitud del evento debido a la muy breve duración del mismo. Mientras que para eventos de
1 ciclo de duración, Fig. 3.8(c), la dvr es cero para tasa de muestreo iguales o superiores a 128
muestras/ciclo. Para eventos de duración mayor a un ciclo se observa el mismo comportamiento
que para un ciclo. Esto se debe a que luego de 1 ciclo, el algoritmo converge al valor exacto,
sin considerar aqúı el error propio de resolución de la plataforma digital sobre la cual corra el
algoritmo.
Luego, se evaluó el ED, utilizando una tasa de muestreo de 128 muestras/ciclos. Como
es de esperar, en la Fig. 3.9 se observa que las alternativas URMS1c1m y URMS1/2c1m reducen
ampliamente este error respecto del valor URMS1/2c1m .
Por último, se evaluó el TDI. En la Fig. 3.10 se observa que las alternativas URMS1c1m y
URMS1/2c1m reducen ampliamente el TDI respecto del valor URMS1/2 . No obstante, el menor
error en la detección de dips en todo el rango [10,90]% de profundidad se da en el algoritmo
URMS1/2c1m y es menor o igual a 10ms (medio ciclo). Qué tan bueno es este desempeño dependerá
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Figura 3.8.: Máxima desviación del valor de referencia en la estimación de la magnitud de dips de (a) 0.5 ciclos, (b) 0.75
ciclos y (c) 1 ciclo, obtenidos con el valor URMS1c1m a diferentes tasas de muestreo.
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Figura 3.9.: Error máximo en la estimación de la duración de dips de 0.5 a 1.5 ciclos obtenidos con el valor URMS1/2 (a),
URMS1c1m (b) y URMS1/2c1m (c).
de la aplicación espećıfica del algoritmo. Una demora de medio ciclo puede ser aceptable, por
ejemplo, para un instrumento de calidad de la enerǵıa que registre eventos de tensión, pero no
es suficientemente rápido para un compensador de dips.
Un factor a tener en cuenta en estos algoritmos basados en el valor RMS es que en el valor
estimado se incluyen los aportes de las componentes armónicas y del ruido presentes en la señal
de entrada. Por tal motivo, si se desea obtener el valor RMS de la componente fundamental,
será necesario incluir una etapa de prefiltrado que atenúe las componentes de frecuencia mayores
a la fundamental.
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Figura 3.10.: Tiempo máximo requerido para la detección de dips de 0.5 a 1.5 ciclos por los algoritmos URMS1/2 (a),
URMS1c1m (b) y URMS1/2c1m (c).
3.1.1.2 Algoritmos basados en el valor pico
En la literatura se han propuesto diversos algoritmos basados en el procesamiento de la señal
temporal instantánea con el fin de estimar el valor pico (del inglés peak value, PV). Siempre
que la forma de onda de la señal sea sinusoidal pura, a partir del PV se puede estimar el valor
RMS a fin de compararlo con los umbrales de detección establecidos por la normativa y detectar
eventos de tensión. A continuación se describen brevemente cada uno de ellos.
3.1.1.2.1. Método del valor máximo
Una forma de estimar el PV de la señal temporal de tensión es a través de la siguiente ecuación
[49]:
Up[n] = max





donde u[n] es la señal de tensión muestreada y N/2 es el número de muestras correspondientes
a medio ciclo de frecuencia fundamental. Es decir, cada una muestra se calcula el valor máximo
absoluto dentro del último medio ciclo transcurrido. Bajo las premisas mencionadas en la












Es decir, esto es válido siempre que la distorsión armónica sea nula o reducida, lo cuál se da
normalmente en redes de MT donde gran parte de las componentes armónicas originadas en BT
son filtradas por los transformadores de distribución.
En la Fig. 3.11 se aprecia la respuesta del algoritmo ante una señal de entrada que presenta
un evento de tensión de 0.5 pu, 15ms de duración y que inicia en un ángulo de fase de 90◦.
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Figura 3.11.: Dip de tensión de 0.5pu, 15ms de duración, POW= 90◦. Tensión UPVref y tensión estimada con algoritmo
PV1/2c1m.
3.1.1.2.2. Método de cuadratura
Este método propuesto por Hui-Yung Chu et al [50] se basa en una identidad trigonométrica
fundamental de las funciones sinusoidales. Asumiendo una señal de entrada senoidal de la forma:
u(t) = Up sin(ωt) (3.6)
donde Up es el PV de la señal de entrada. Si u(t) se desfasa 90
◦ en retraso, se obtiene la señal
u′(t) como:
u′(t) = Up sin(ωt− 90◦) = −Up cos(ωt) (3.7)
Debido a que, u(t) y u′(t) son funciones ortogonales, se cumple que:
√
u(t)2 + u′(t)2 =
√
U2p [sin
2(ωt) + cos2(ωt)] = Up (3.8)
Si se implementa la expresión de tiempo continuo (3.8) en forma discreta, se obtiene la
siguiente expresión en diferencias finitas:
Up[n] =
√
u[n]2 + u[n−N/4]2 (3.9)
donde u[n] es la muestra actual y u[n − N/4] es una muestra atrasada un cuarto de ciclo, es
decir 90◦. Teniendo en cuenta que se asumió una señal de entrada sinusoidal, se puede estimar
el valor RMS de la misma dividiendo la expresión (3.9) por
√
2 a fin de poder comparar este
valor con los umbrales de detección establecidos por la normativa:





Adicionalmente, es posible estimar el ángulo de fase utilizando la siguiente ecuación [51]:







3.1. Métodos de detección de eventos de tensión
Implementando la expresión (3.10), se obtuvo la respuesta del algoritmo a una señal de entrada
con un evento de tensión de 0.5pu, 15ms de duración y POW de 90◦. La misma se muestra en
la Fig. 3.12. Nótese el doble cruce por el umbral de detección al inicio del evento. El criterio
adoptado en esta tesis para una detección correcta es tomar el primer cruce como tiempo de
inicio y durante un tiempo igual a medio ciclo (duración mı́nima de un dip establecido por la
norma IEC 61000-4-30 [16] y Std. IEEE 1159 [26]) ignorar los valores que caigan por debajo del
umbral.
























Figura 3.12.: Dip de tensión de 0.5pu, 15ms de duración, POW= 90◦. Tensión UPVref y tensión estimada con algoritmo
PV q1/2c1m.
3.1.1.2.3. Comparativa de algoritmos basados en el valor pico
En la Fig. 3.13(a) se muestra la desviación del valor de referencia (dvr) máxima en la magnitud
del dip estimada con el valor UPV1/2c1m , para dips de 10% a 90% de profundidad y duraciones
de 0.5 a 1.5 ciclos. La desviación graficada es la máxima de las desviaciones correspondientes a
los diferentes ángulos de inicio (desde 0◦ hasta 360◦). Se observa que esta desviación máxima
es nula para cualquier profundidad y magnitud. En la Fig. 3.13(b) se muestra la dvr para la
magnitud del dip estimada con el valor UPV q1/2c1m . Se observa que éste es independiente de
la duración del evento, tiene un valor extremo de 2.5% y decrece abruptamente a medida que
aumenta la magnitud del dip.
Luego, se analizó el error de duración (ED) del evento para ambos algoritmos. En el caso
del algoritmo PV1/2c1m se observa en la Fig. 3.14(a) que para una determinada duración del
evento, el valor del máximo error de duración es constante para cualquier profundidad de dip.
El error es mayor cuando el evento dura medio ciclo y el mismo tiende a disminuir para eventos
de duraciones mayores. Mientras que en el caso del algoritmo PV q1/2c1m, en la Fig. 3.14(b) se
observa un patrón similar al del algoritmo PV1/2c1m pero los errores se reducen prácticamente
a la mitad.
Por último, evaluando el tiempo máximo requerido para la detección del evento, es decir,
el tiempo de detección del inicio (TDI), se observa en la Fig. 3.15(a) que para el algoritmo
PV1/2c1m el TDI es siempre igual a medio ciclo (10ms para señales de 50Hz). Mientras que en
la Fig. 3.15(b) se observa que para el algoritmo PV1/2c1m el TDI es como máximo un cuarto de
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Figura 3.13.: Desviación máxima en la estimación de la magnitud de dips de 0.5 a 1.5 ciclos mediante el valor (a) UPV1/2c1m
y (b) UPV q1/2c1m .




































































Figura 3.14.: Error máximo en la estimación de la duración de dips de 0.5 a 1.5 ciclos obtenidos con el valor (a) UPV1/2c1m
y (b) UPV q1/2c1m .
ciclo, para eventos menos severos de hasta 20% de profundidad, y como mı́nimo de un octavo
de ciclo para eventos muy severos de profundidad superior a 70%.
El mayor problema de estos algoritmos es la presencia de pequeños valores espurios (ruido)
y contenido armónico, lo cuál origina que el valor pico medido no represente el valor RMS
real. Esto hace necesario la adición de prefiltros que eliminen estas componentes de frecuencia
superiores a la fundamental.
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Figura 3.15.: Tiempo máximo requerido para la detección de dips de 0.5 a 1.5 ciclos por el algoritmo (a) PV1/2c1m y (b)
PV q1/2c1m.
3.1.2 Métodos basados en filtros pasa altos
Como ya se ha mencionado en la introducción de este caṕıtulo, la normativa sugiere realizar
la detección de eventos comparando el valor RMS promediado en una ventana de un ciclo
actualizado cada medio ciclo con umbrales establecidos tanto para el inicio como para el fin
de cada tipo de evento (dip o swell). No obstante, en la bibliograf́ıa existen otros algoritmos
basados en filtros pasa altos que basan su funcionamiento en la detección de cambios abruptos
en la señal de entrada bajo análisis utilizando otro tipo de umbrales establecidos ad hoc. Aqúı se
abordarán las técnicas basadas en la transformada Wavelet, y en filtros pasa altos tipo respuesta
finita al impulso (del inglés finite impulse response, FIR).
3.1.2.1 Algoritmos basados en la Transformada Wavelet
La transformada Wavelet descompone una señal temporal (en este caso cada una de las tres
tensiones simples) a partir de versiones escaladas y trasladadas en el tiempo de una función
conocida denominada wavelet madre. Se obtienen aśı componentes temporales de la señal
original a distintas frecuencias, que dan información simultánea en el plano tiempo-frecuencia
y brindan un gran potencial en el procesamiento de señales no estacionarias. Por tal motivo,
el análisis wavelet es una herramienta muy útil y de especial interés en la detección de eventos
de tensión, que ha sido utilizada ampliamente en los últimos años en el área de calidad de la
enerǵıa [52].
De todas las variantes de la transformada Wavelet disponibles en la bibliograf́ıa, en esta tesis
se optó por analizar la transformada Wavelet de tiempo discreto (del inglés discrete Wavelet
transform, DWT), que a diferencia de la transformada continua, es computacionalmente más
eficiente y requiere menos memoria [53], por lo cual, es más adecuada para ser implementada en
plataformas digitales con las cuales se podŕıa desarrollar un instrumento de medición de eventos.
Una herramienta muy útil que se aplica con la DWT es el análisis multi-resolución (del inglés
multiresolution analysis, MRA) o Algoritmo de Mallat [54], cuya primera etapa se observa en
la Fig. 3.16.
En la primera etapa, se filtra la señal de entrada a través de dos filtros complementarios,
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Figura 3.16.: Primera etapa del algoritmo de Mallat.
uno pasa bajos y otro pasa altos, surgiendo dos nuevas señales submuestreadas denominadas
coeficiente de aproximación del nivel 1 de la DWT (CA1) y coeficiente de detalle del nivel 1 de
la DWT (CD1). El vector CA1 tiene información de baja frecuencia y alta escala, mientras que
el vector CD1 tiene información de alta frecuencia y baja escala. Este filtrado se puede aplicar
nuevamente a la señal de aproximación, logrando una descomposición en frecuencia hasta el
nivel deseado.
Debido a que el CD1 representa el contenido de alta frecuencia de la señal, el mismo permite
detectar el evento y estimar los tiempo de inicio (ti) y tiempo de fin (tf ), y en consecuencia
tiempo de detección (td), del evento en determinadas condiciones. Sin embargo esta virtud
también es una desventaja debido a su sensibilidad al contenido armónico, a los transitorios de
alta frecuencia y al ruido presente en la red. Para diferenciar apropiadamente el ruido de las
variaciones propias del dip de tensión y reducir los falsos disparos, se deben establecer umbrales
de detección [55].
El análisis wavelet permite identificar el ti y tf de un evento de tensión cuando la transición
es abrupta, o sea, cuando hay un elevado contenido armónico asociado al evento. Esto no es
aśı cuando la transición es suave, por lo tanto la capacidad de detección depende de la fase de
inicio y fin del evento (POW). Cuando este ocurre en las cercańıas de los cruces por cero, la
transición es suave y por lo tanto el coeficiente de detalle no supera el umbral de detección. Algo
similar ocurre cuando la variación de la magnitud al comenzar y finalizar el evento es pequeña, es
decir, para magnitudes de dips cercanas a 0.9pu y para magnitudes de sobretensiones cercanas a
1.1pu. Como se ve, a diferencia de los algoritmos presentados hasta aqúı, los basados en wavelets
no permiten estimar en forma directa la magnitud, sólo permiten estimar en forma directa el
comienzo y fin del evento, y a lo sumo la duración del mismo.
Con respecto a la elección de la función wavelet madre más adecuada, en la bibliograf́ıa se
han realizado varios estudios sobre detección y caracterización de perturbaciones que apuntan
a que las funciones wavelet con pocos coeficientes son la más adecuadas para el procesamiento
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de transitorios rápidos y viceversa [56]. En este sentido, se optó en esta tesis por la función
wavelet madre Daubechies de seis coeficientes (DB6), que es la más recomendada por su buen
desempeño en la detección de eventos en la red en comparación con otras funciones evaluadas
en la bibliograf́ıa [55]. En la Fig. 3.17(a) se muestra a modo de ejemplo la respuesta del CD1 de
un filtro DWT con una función madre DB6 y una única etapa de filtrado.
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Figura 3.17.: Dips de tensión de 0.5pu. Tensión UPVref y respuesta del CD1 de un filtro DWT con una función madre db6.
(a) Dip de 20ms de duración, POW= 90◦. (b) Dip de 25ms de duración, POW= 0◦. (c) Dip de 20ms de
duración, POW= 0◦.
En la Fig. 3.17(a) se observa que cuando el evento comienza con un cambio abrupto, por
ejemplo con un valor de POW= 90◦ y termina también con un cambio abrupto (en este caso
con el mismo POW), el CD1 de la DWT presenta dos picos en su salida, los cuales, mediante un
adecuado umbral permitiŕıan detectar tanto el inicio como el fin del evento. En cambio, cuando la
transición en el inicio es muy suave, por ejemplo con un valor extremo de POW= 0◦ (Fig. 3.17(b))
el CD1 no presenta un pico que permita detectar el inicio del evento. Lo mismo ocurriŕıa con la
detección del fin del evento si el mismo correspondiese con una transición muy suave. Incluso
cuando ambos, inicio y fin son extremadamente suaves (Fig. 3.17(c)) el CD1 no presenta ningún
pico a su salida que permita detectar el inicio y fin del evento. Para valores intermedios de POW,
es decir para transiciones que no son extremadamente suaves ni extremadamente abruptas, juega
un papel fundamental el valor del umbral adoptado, mediante el cual se determinará si un pico
a la salida del CD1 corresponde o nó con un inicio o fin de algún evento.
En la Fig. 3.18 se graficó el error relativo en la estimación de la duración en función del umbral
adoptado para CD1 en la detección de dips de 1 ciclo de duración y profundidades de 10 %, 50 %
y 90 % y POW de 90◦, 45◦ y 10◦. Se observa que cuando el POW disminuye (transición mas
suave) el rango del umbral para poder detectar el evento es más acotado. Lo mismo ocurre
cuando el evento es menos profundo, teniendo un margen pequeño para la elección del umbral.
A su vez, comparando los tres gráficos se concluye que es muy dif́ıcil elegir un valor de umbral
que permita detecciones satisfactorias para cualquier profundidad de dip y valor de POW.
Se han implementado también Filtros pasa altos FIR de orden 1 y 2 con una frecuencia de
corte de 5 kHz. Al igual que el coeficiente de detalle de la DWT, filtran las componentes de
alta frecuencia que se desarrollan cuando la tensión presenta cambios bruscos de amplitud, por
lo tanto son útiles para detectar el comienzo y fin del evento, excepto cuando este ocurre en
las cercańıas de los cruces por cero, donde la tensión no tiene un cambio abrupto de amplitud,
presentando las mismas limitaciones que la DWT.
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Figura 3.18.: Error relativo de duración en función del umbral adoptado para CD1 en la detección de dips de 1 ciclo de
duración, profundidades de 10%, 50% y %90, y (a) POW= 90◦, (b) POW= 45◦, y (c) POW= 10◦.
3.1.3 Métodos basados en técnicas paramétricas
3.1.3.1 Algoritmos basados en el Filtro de Kalman Discreto
Algunos autores han propuesto realizar la detección de eventos mediante la implementación de
algoritmos basados en el filtro de Kalman de tiempo discreto (del inglés discrete Kalman filter ,
DKF). Es un método de estimación eficiente que permite inferir el estado actual de un sistema
lineal, dinámico y de tiempo discreto, basándose en mediciones ruidosas y en un modelo del
sistema [57, 58]. Este algoritmo recursivo se implementa usando como parámetros de entrada el
estado calculado previamente y una matriz de incertidumbre.
El DKF estima el estado x de un proceso gobernado por una ecuación estocástica lineal de la
forma:
x[n] = Φ[n− 1]x[n− 1] + w[n− 1] (3.12)
donde:
• x[n] es el vector de estados en el instante t[n] de dimensión k x 1;
• Φ[n− 1] es la matriz de transición de estados en el instante t[n− 1] de dimensión k x k;
• x[n− 1] es el vector de estados en el instante t[n− 1] de dimensión k x 1;
• w[n− 1] es un vector que representa el error del proceso en el instante t[n− 1] a través de
una secuencia no correlacionada con covarianza conocida.
La medición discreta del proceso se representa a través de la siguiente ecuación:
z[n] = H[n]x[n] + v[n] (3.13)
donde:
• z[n] es el vector de mediciones en el instante t[n] de dimensión m x 1;
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• H[n] es la matriz m x k que da la relación ideal (sin ruido) entre el vector de mediciones
y el vector de estados;
• v[n] es el vector m x 1 del error de medición que se asume como una secuencia no
correlacionada con covarianza conocida.
Las matrices de covarianza de los vectores del error del proceso, w[n], y del error de medición,
v[n], se definen como:
E[w[n] w[i]t] =
{
Q[n] , si (i = n)




R[n] , si (i = n)
0 , si (i 6= n)
(3.14b)
donde el supráındice t se usa para indicar que la matriz es transpuesta, E es el valor esperado
o esperanza, Q[n] es la covarianza del ruido del proceso y R[n] es la covarianza del ruido de la
medición.
El objetivo del DKF es obtener el mejor estimador x[n] del sistema en el instante t[n],
teniendo en cuenta la medida tomada z[n] en ese instante, y el estado anterior x[n− 1].
Estructura recursiva del DKF:
En la Fig. 3.19 se muestra el algoritmo recursivo del DKF. Este filtro realiza estimaciones
mediante el siguiente proceso de realimentación:
1. El filtro estima el estado en el instante t[n], por medio de las ecuaciones de actualización
para obtener las estimaciones a priori. La ecuación (3.15a) es la denominada ecuación de
predicción que permite proyectar el estado actual x̂[n], y la ecuación (3.15b) representa la
estimación de la covarianza del error P̂ [n].
x̂[n] = Φ[n− 1]x[n− 1] (3.15a)
P̂ [n] = Φ[n− 1]P [n− 1]Φt[n− 1] +Q[n− 1] (3.15b)
siendo Φt[n] y Ht[n] las matrices transpuestas de Φ[n] y H[n] respectivamente.
2. El filtro realiza la realimentación por medio de las ecuaciones de medida, incorporando la
nueva medición para obtener la estimación a posteriori. A través de la ecuación (3.16a) se
calcula la denominada ganancia de Kalman (K[n]), donde H[n]t es la matriz traspuesta
de H[n]. Mediante (3.16b) se corrige la estimación, donde el término (z[n]−H[n]x̂[n]) se
denomina residuo y refleja la diferencia entre la predicción de la medición H[n]x̂[n] y la
medición actual z[n]. Por medio de (3.16c) se corrige la covarianza del error, donde I es
la matriz identidad.
K[n] = P̂ [n]Ht[n](H[n]P̂ [n]Ht[n] +R[n])−1 (3.16a)
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x[n] = x̂[n] +K[n](z[n]−H[n]x̂[n]) (3.16b)
P [n] = (I −K[n]H[n])P̂ [n] (3.16c)
Este proceso del tipo predicción-corrección, se fundamenta en las propiedades estad́ısticas de
las muestras a procesar. La ganancia del filtro se determina de forma de minimizar el error
cuadrático medio esperado entre los valores actuales de las variables de estado y los valores
estimados. Cada muestra que se obtiene se utiliza para mejorar la estimación a priori, hasta
alcanzar una condición estacionaria.
Figura 3.19.: Estructura del filtro de Kalman lineal.
El DKF es ampliamente utilizado en sistemas de potencia para estimar las amplitudes y fases
de los componentes armónicos a partir de las muestras de tensión o corriente [59]. Según la
bibliograf́ıa es eficiente en procesado digital en tiempo real donde los datos de entrada están a
menudo contaminados con ruido. Existen dos variantes principales utilizadas en la estimación
de la amplitud de las tensiones de cada ĺınea: El filtro lineal de Kalman (del inglés linear
Kalman filter , LKF) y el filtro extendido de Kalman (del inglés extended Kalman filter , EKF).
A continuación se hará una breve descripción de cada uno de ellos.
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3.1.3.1.1. Filtro de Kalman Lineal
El LKF se basa en suponer que la frecuencia fundamental del sistema de potencia permanece
constante. Para diseñar el filtro es necesario modelar la señal bajo análisis en variables de estado.
Existen básicamente dos modelos, dependiendo de las variables de estado adoptadas, el modelo
de componentes fasoriales (MCF) y el modelo de componentes instantáneas (MCI).
• Modelo de componentes fasoriales




Ai cos(iω0nTs + ϕi) (3.17)
donde Ai es la amplitud del armónico i, ω0 = 2πf [rad/s] es la frecuencia angular
fundamental, ϕi es el ángulo de fase del armónico i y Ts es el periodo de muestreo de
la señal. La expresión 3.17 se puede reescribir como:
k∑
i=1
[Ai cos(ϕi) cos(iω0nTs)−Ai sin(ϕi) sin(iω0nTs)] (3.18)
En este caso se eligen como variables de estado del armónico i sus componentes fasoriales:
xpi = Ai cosϕi (3.19a)
xqi = Ai sinϕi (3.19b)
donde xpi y xqi representan la componente en fase y en cuadratura del armónico i
respectivamente, totalizando 2k variables de estado para k − 1 armónicos además de la
componente fundamental.




{xpi cos(iω0nTs)− xqi sin(iω0nTs)} (3.20)
Las ecuaciones de estado se resumen a:
x[n] = Φ[n− 1]x[n− 1] + w[n− 1] (3.21)
y la salida es:
z[n] = H[n]x[n] + v[n] (3.22)
siendo:
x[n] = [ x[p1]x[q1] ... x[pk]x[qk] ]tk (3.23a)
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Φ = I2n x 2n (3.23b)
H[n] = [cos(ω0nTs)− sin(ω0nTs) ... cos(ω0knTs)− sin(ω0knTs)]t (3.23c)
donde v es el vector de covarianza del ruido y w es el vector que describe la variación de
las variables de estado debido al ruido blanco de entrada.
El valor RMS y el ángulo de fase de cada componente pueden ser calculados a partir del












• Modelo de componentes instantáneas




Ai cos(iω0nTs + ϕi) (3.25)
En este caso, se adoptan como variables de estado del armónico i las componentes
instantáneas:
xpi = Ai cos(iω0nTs + ϕi) (3.26a)
xqi = Ai sin(iω0nTs + ϕi) (3.26b)
Las ecuaciones completas de este modelo se pueden encontrar en [56].
Debido a que el modelo de componentes fasoriales es más simple que el modelo de componentes
instantáneas se implementará el primero.
Otro aspecto a considerar es que al utilizar cualquiera de los dos modelos descriptos
anteriormente para estimar la amplitud de las tensiones de cada ĺınea, existen dos opciones
[56]. En la primera se utiliza un modelo que describe sólo la componente fundamental. En
este caso, se supone que los cambios en la forma de onda serán detectados rápidamente por el
algoritmo. La principal desventaja es que en el caso de contenido armónico el filtro se tornará
inestable, y ante una perturbación de alta frecuencia, la estimación inicial de la amplitud podŕıa
distar bastante del valor real. En la segunda opción se utiliza un modelo de orden superior,
agregando al mismo componentes armónicos. De este modo la detección de un cambio de la
forma de onda se tornará más lenta, pero la estimación de la amplitud será más exacta, puesto
que las componentes armónicas debidas a cargas alineales y las componentes de alta frecuencia
debidas a fenómenos transitorios se observarán en los componentes armónicos del modelo, y no
causarán cambios en la amplitud de la componente fundamental.
En la Fig. 3.20 se aprecia la respuesta del DKF de dos estados (componente fundamental),
cuya salida se denomina UDKF2e , ante una señal de entrada que presenta un evento de tensión
de 0.5 pu, 15ms de duración y que inicia en un ángulo de fase de 90◦. En la Fig. 3.21 se aprecia
la respuesta del DKF de doce estados (componente fundamental y primeros cinco armónicos
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Figura 3.20.: Dip de tensión de 0.5pu, 15ms de duración, POW= 90◦. Tensión UPVref y tensión estimada con algoritmo
DKF2e.

























Figura 3.21.: Dip de tensión de 0.5pu, 15ms de duración, POW= 90◦. Tensión UPVref y tensión estimada con algoritmo
DKF12e.
impares), cuya salida se denomina UDKF12e , para la misma señal de entrada. Ambos filtros
fueron configurados para estimar la tensión simple fundamental.
En la Fig. 3.22 se muestra la máxima desviación del valor de referencia en la magnitud del
dip estimada con el valor UDKF2e (Fig. 3.22(a)) y con el valor UDKF12e (Fig. 3.22(b)), para
dips de 10% a 90% de profundidad, duraciones de 0.5 a 1.5 ciclos (en pasos de 0.25 ciclos), y
diferentes ángulos de inicio (desde 0◦ hasta 360◦ en pasos de 15◦). Se observa que el DKF de 12
estados presenta menor desviación, alcanzando una máxima desviación del valor de referencia
de magnitud del 0.9% en la detección de eventos de 0.5 ciclos de duración, POW de 270◦ y
profundidad entre 10 y 90 %. Mientras que el DKF de 2 estados alcanza una máxima desviación
del valor de referencia de magnitud del 5.4% en la detección de eventos de 0.5 ciclos de duración,
POW de 165◦ y profundidad de 10%. A su vez, ambos algoritmos presentan menor desviación
del valor de referencia en la estimación de la magnitud cuanto más prolongado es el evento.
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Figura 3.22.: Máxima desviación del valor de referencia en la estimación de la magnitud de dips de 0.5 a 1.5 ciclos mediante
el valor (a) UDKF2e y (b) UDKF12e .
Por el contrario, si se analiza el error en la estimación de la duración del evento, se observa
que el DKF de doce estados presenta en general, sobre todo en eventos de profundidad mayor al
20%, mayor error que el DKF de dos estados, describiendo el comportamiento de la Fig. 3.23(a).
Esto se debe principalmente a la mayor lentitud en la respuesta a los cambios en la señal de
entrada que presenta el DKF de doce estados, frente al de dos, lo cual incrementa el tiempo de
detección del fin del evento. Por este motivo, seŕıa lógico pensar que cuanto más profundo es el
evento, mayor será el retardo en la detección del fin del mismo (llevará más tiempo pasar del
valor de Ures al valor de Uth+hys). Este comportamiento se verifica en la Fig. 3.23(b).








































































Figura 3.23.: Error máximo en la estimación de la duración de dips de 0.5 a 1.5 ciclos obtenidos con el valor (a) UDKF2e y
(b) UDKF12e .
Por último, evaluando el tiempo máximo requerido para la detección del evento, se observa
en la Fig. 3.24, que el DKF de 2 estados detecta el evento con mayor rapidez logrando detectar
eventos de profundidad menor a 20% en menos de un cuarto de ciclo en el peor de los casos,
recordando que aqúı se grafican aquellos máximos errores que se dan para determinados valores
de POW. Mientras que, tal como lo sugeŕıan las premisas, el DKF de 12 estados tiene
una respuesta más lenta, detectando cualquier evento en menos de medio ciclo y eventos de
profundidad mayor al %40 en menos de un cuarto de ciclo.
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Figura 3.24.: Tiempo máximo requerido para la detección de dips de 0.5 a 1.5 ciclos obtenido con el valor (a) UDKF2e y
(b) UDKF12e .
3.1.4 Métodos basados en transformaciones tiempo-frecuencia
3.1.4.1 Algoritmos basados en la Transformada de Fourier
La transformada de Fourier de tiempo discreto (del inglés discrete Fourier transform, DFT) es
la herramienta más utilizada en el procesamiento de señales para determinar sus componentes
frecuenciales. La misma se implementa t́ıpicamente a través de la transformada rápida de
Fourier (del inglés fast Fourier transform, FFT). Sin embargo, la detección de eventos requiere
un análisis espectral online sólo de un subconjunto de M frecuencias (a priori sólo la fundamental)
de una DFT de N puntos (M < N/2). Por este motivo, es preferible el uso de la DFT deslizante
de una única componente (del inglés single-bin sliding DFT , Sb-SDFT) respecto de la aplicación
directa de la FFT. En este sentido, los algoritmos más empleados [60] son:
• transformada de Fourier de tiempo discreto de ventana deslizante (del inglés sliding discrete
Fourier transform, SDFT)
• transformada de Goertzel de ventana deslizante (del inglés sliding Goertzel transform,
SGT)
• algoritmo de S. Douglas y J. Soh (D&S)
• transformada de Fourier de tiempo discreto de ventana deslizante modulada (del inglés
modulated sliding discrete Fourier transform, mSDFT)
3.1.4.1.1. Transformada de Fourier de tiempo discreto de ventana deslizante
La SDFT es un algoritmo que implementa la DFT de N puntos sobre muestras contenidas
en una ventana de tiempo deslizante que se actualiza de a una muestra. El principio usado
por la SDFT se conoce como la propiedad de desplazamiento de la DFT, que establece que las
componentes espectrales de la secuencia de tiempo desplazada una muestra, son las componentes
espectrales de la secuencia original multiplicadas por el factor complejo W kN = e
j 2π
N , donde k
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es la componente espectral de interés. La virtud de la SDFT es que se puede implementar
recursivamente para un k deseado como:
Xk[n] = W
k
NXk[n− 1]− x[n−N ] + x[n] (3.27)
donde Xk[n] y Xk[n − 1] son el valor actual y previo de la k-ésima componente espectral,
respectivamente, de una DFT de N puntos. La ecuación (3.27), cuya deducción formal se
puede encontrar en el trabajo de Jacobsen y Lyons [61], permite calcular el valor eficaz de la
componente fundamental (3.28a) y el ángulo de fase (3.28b) de la componente k de la señal de
entrada en forma recursiva y con baja complejidad computacional, ya que sólo requiere de una
multiplicación compleja y dos sumas reales por cada valor de salida.
AkRMS [n] = abs(Xk[n])
√
2/N (3.28a)
Φk[n] = arg(Xk[n]) (3.28b)
El algoritmo de la SDFT es implementado como un filtro de respuesta infinita al impulso (del
inglés infinite impulse response, IIR), que puede dividirse en una ventana deslizante seguida por
un resonador complejo. Su estructura se presenta en la Fig. 3.25. Si se requiere calcular las N
componentes espectrales de una DFT de N puntos, se deben implementar N resonadores con














Figura 3.25.: Estructura de la SDFT como filtro IIR, de acuerdo a la ecuación 3.27.






El retardo de N muestras de la ventana deslizante hace que la respuesta transitoria del filtro
tenga una longitud de N − 1 muestras, por lo cual la salida no alcanza el estado estacionario
hasta la muestra N .
La SDFT es sólo marginalmente estable ya que presenta un polo localizado en Z = W kN sobre
el ćırculo unitario. En la práctica, una representación con precisión finita de W kN conduce a la
inestabilidad de la Sb-SDFT. A menos que el polo se encuentre localizado en z = ±1 o z = ±j,
la precisión numérica no ideal del coeficiente W kN sitúa el polo ligeramente dentro o fuera del
ćırculo unitario volviéndose inestable en último caso. Un enfoque comúnmente adoptado para
estabilizar el algoritmo de la ecuación (3.27) es mover el polo ligeramente dentro del ćırculo
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unitario a través de un factor de amortiguamiento r que es cercano a la unidad. Finalmente, la
versión estable de la SDFT está dada por la siguiente ecuación en diferencias finitas:
X̃k[n] = rW
k
NX̃k[n− 1]− rNx[n−N ] + x[n] (3.30)
donde se observa que ahora el polo queda situado en z = rW kN garantizando la estabilidad del
sistema, a costa de una reducción de la exactitud en el cálculo de la componente k deseada.
En la Fig. 3.26 se muestra la estructura estable de la SDFT implementada como un filtro IIR.
Debido a que el polo se sitúa dentro del ćırculo unitario, el sistema es estable, por lo cual se
















Figura 3.26.: Estructura estable de la SDFT como filtro IIR, de acuerdo a la ecuación 3.30.
3.1.4.1.2. Transformada de Goertzel deslizante
La SGT es otro tipo de DFT deslizante utilizada para calcular una única componente k de
una DFT de N puntos. Permite reducir el número de multiplicaciones requeridas en la SDFT,
lo cual se logra mediante la creación de un nuevo polo con su respectivo cero [61, 62]. Por lo
tanto, multiplicando el numerador y denominador de la ecuación (3.29) por (1 −W−kN z−1), se
obtiene:
HSGT (z) =
(1−W−kN z−1)(1− z−N )
(1−W−kN z−1)(1−W kNz−1)
=
(1−W−kN z−1)(1− z−N )
1− 2cos(2πk/N)z−1 + z−2 (3.31)
En la Fig. 3.27 se observa la estructura de la SGT implementada como filtro IIR.
Al igual que la SDFT, la SGT posee polos sobre la ćırculo unitario, por lo cual es
marginalmente estable. Cuando el filtro de la Fig. 3.27 se implementa con precisión finita,
puede volverse inestable si los polos se desplazan fuera del ćırculo unitario. Por este motivo se
adopta el mismo enfoque empleado con la SDFT para estabilizar el algoritmo. Es decir, mover
los polos ligeramente dentro del ćırculo unitario mediante un factor de amortiguamiento r.
Luego, la versión estable de la transferencia de la SGT es:
H̃SGT (z) =
(1− rW−kN z−1)(1− rNz−N )
1− 2r cos(2πk/N)z−1 + r2z−2 (3.32)
La ecuación en diferencias que permite calcular la versión estable de la SGT es:
v[n] = C1 v[n− 1]− C2 v[n− 2] + x[n]− rNx[n−N ] (3.33a)
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Figura 3.27.: Estructura de la SGT como filtro IIR correspondiente a la ecuación (3.31), donde C1 = 2cos(2πk/N).
X̃k[n] = v[n]− rW−kN v[n− 1] (3.33b)
en la cual C1 = 2r cos(2πk/N) y C2 = r
2. En la Fig. 3.28 se muestra la estructura estable del
filtro IIR que permite calcular la SGT de una componente espectral k siempre que se mantenga
r < 1. Esta es una aproximación del valor verdadero de Xk[n] de una DFT de N puntos. Al



























Figura 3.28.: Estructura estable de la SGT como filtro IIR correspondiente a la ecuación (3.32), donde C1 = 2cos(2πk/N)
y C2 = r2.
3.1.4.1.3. Algoritmo de S. Douglas y J. Soh
Como se vio en las subsecciones previas, el uso de un factor de amortiguamiento en la SDFT
y la SGT garantiza la estabilidad, pero la salida de los filtros IIR en las Fig. 3.26 y 3.28 no es
exactamente igual a la k-ésima componente de una DFT deN puntos. Este error se puede reducir
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en la medida en que r −→ 1, lo cual dependerá del nivel de precisión finita en la implementación.
El algoritmo D&S [63] permite reducir este error a expensas de un funcionamiento alineal. Este
algoritmo, al igual que la SDFT y la SGT permite calcular la componente espectral k deseada,
en forma recursiva. El mismo se distingue por un sistema periódicamente variable en el tiempo
especialmente diseñado para que cualquier error numérico introducido por aritmética de precisión
finita decrezca con el paso del tiempo en forma exponencial hasta llegar a cero. En la ecuación







W−kN , si (n mod N) ≥ m
rW−kN , si (n mod N) < m
(3.34b)
donde x[n] es la señal de entrada, X̃k[n] es la salida, h[n,m] es la respuesta al impulso variable en
el tiempo del sistema y r es el factor de amortiguamiento necesario para garantizar la estabilidad.
El sistema representado por la ecuación (3.35) tiene una implementación recursiva simple, que
hace que sea útil para la aproximación de la DFT de N puntos para una componente k deseada:
X̃k[n] =
{
rW−kN X̃k[n− 1]− rx[n−N ] + x[n] , si (n mod N) = 0
W−kN X̃k[n− 1]− rx[n−N ] + x[n] , si (n mod N) 6= 0
(3.35)
La Fig. 3.29 presenta la implementación de la ecuación 3.35 como un filtro IIR, el cual requiere
dos multiplicaciones, dos sumas, y la lógica de control para determinar cuando (n mod N) = 0.
En la figura, la conmutación entre ambas expresiones de la ecuación, se realiza mediante la llave
conmutadora S1, cuyo peŕıodo de conmutación es igual a N ∗ TS , donde Ts es el peŕıodo de



















Figura 3.29.: Estructura estable del algoritmo DS como filtro IIR estable correspondiente a la ecuación (3.35).
Los cambios en la estructura son mı́nimos y la ventaja es significativa, ya que la misma se
modifica cada N muestras y la lógica de control adicional es sencilla, logrando una mejora en la
precisión de la SDFT y del SGT.
3.1.4.1.4. Transformada de Fourier de tiempo discreto de ventana deslizante
modulada
Como se vio anteriormente, la SDFT, la SGT y el D&S sin factor de amortiguamiento
son marginalmente estables. Cuando se estabilizan incondicionalmente con el factor de
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amortiguamiento, convergen a un valor finito con un cierto error. Para el caso particular,
en que se desea calcular una DFT de N puntos con k = 0, es decir, la componente de CC, las
ecuaciones recursivas (3.30), (3.33), (3.35) de estos tres algoritmos con r = 1 se reducen a la
siguiente expresión:
X0[n] = X0[n− 1]− x[n−N ] + x[n] (3.36)
Debido a la ausencia del coeficiente W kN , que normalmente conduce a problemas de estabilidad
cuando se representa con precisión finita, la expresión 3.36 es incondicionalmente estable. Por
esta razón, es posible implementar esta expresión recursiva sin un factor de amortiguamiento,
con lo cual se converge a un valor sin error.
La técnica denominada mSDFT extiende este caso particular a la componente k-ésima de una
DFT de N puntos [64]. Para esto se utiliza la propiedad de modulación de la DFT a fin de
desplazar la componente k-ésima de una señal de entrada a la posición k = 0 [65]. Esto se logra




Gracias a este enfoque, es posible excluir el factor complejo W kN del resonador y evitar la
acumulación de errores y potenciales inestabilidades. La mSDFT puede calcularse en forma
recursiva mediante:
X0k [n] = X
0










La ecuación (3.38b) evidencia la relación entre la componente k-ésima de la DFT de N puntos
Xk[n] y la calculada X
0
k [n] con la ecuación (3.38a). En la Fig. (3.30) se presenta la estructura
del filtro que permite calcular la mSDFT de acuerdo a la ecuación (3.38). Al estar el factor
complejo W kN fuera del resonador, las singularidades de la mSDFT están ubicadas con precisión,
es decir sin error numérico debido a la precisión finita, en el ćırculo unitario. De esta forma, se
eliminan en la mSDFT la acumulación de errores e inestabilidades potenciales inherentes en los












X0k [n] Xk [n]
W knNz
−1
Figura 3.30.: Estructura de la mSDFT correspondiente a la ecuación (3.38).
Si se separan los efectos de modulación y demodulación, y sólo se tiene en cuenta la ventana











3.1. Métodos de detección de eventos de tensión
La ecuación 3.39 corresponde a un filtro IIR que rechaza todos los múltilplos de la frecuencia
fs/N , siendo fs la frecuencia de muestreo. Si fs = Nf0 siendo f0 la frecuencia fundamental,
entonces la función de transferencia resultante tiene ceros en todos los componentes armónicas
de la señal de entrada x[n]. La transferencia resultante es independiente del valor de k y se
corresponde al caso particular de especializar las transferencias respectivas de la SDFT, la SGT
y el D&S en k = 0 y r = 1.
Para la detección de eventos, en principio es suficiente el cálculo de la componente
fundamental. Sin embargo, es muy probable que al implementar la misma en un PQM se
aproveche la mSDFT ya implementada para el cálculo de componentes armónicas. En tal caso,
se puede implementar una versión más eficiente de la mSDFT que evita tener que utilizar
una ventana deslizante por cada componente armónica modulada. Debido a que la secuencia






la ecuación 3.38 se puede reescribir de la siguiente forma:
X0k [n] = X
0






La Fig. 3.31 muestra la estructura del filtro IIR que permite calcular la mSDFT de manera
eficiente de acuerdo a la ecuación 3.41. Es importante mencionar que la ventana deslizante de












X0k [n] Xk [n]
W knNz
−1
Figura 3.31.: Estructura eficiente de la mSDFT correspondiente a la ecuación (3.41).
Por último, se debe aclarar que en la detección de eventos es posible prescindir de la última
etapa de la Fig. 3.31, es decir de la demodulación y quedarse únicamente con el valor de
X0k [n] calculado con la ecuación 3.41a. La estructura eficiente de la mSDFT sin la etapa de
demodulación (mSDFT0) resulta:
3.1.4.2 Desempeño de los algoritmos basados en la Transformada de Fourier
En la Fig. 3.33(a) se muestra la forma de onda de un evento de Ures igual a 0.5pu, 2.5 ciclos de
duración y POW = 90◦. En la Fig. 3.33(b) se muestra el desempeño de los cuatro algoritmos
presentados en la detección de este evento. Los algoritmos SDFT, SGT y D&S fueron simulados
con un factor de amortiguamiento r = 0.9999. En la Fig. 3.33(b) se observa en detalle como
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Figura 3.32.: Estructura eficiente de la mSDFT0 correspondiente a la ecuación (3.41a).
responden estos tres algoritmos. La SDFT y la SGT convergen a un valor con error, y tienen
una salida oscilante pero no divergen. Por otro lado, el algoritmo D&S acumula error, pero en
cada ciclo este se anula, debido a su principio de funcionamiento. Finalmente, el algoritmo más
exacto es la mSDFT ya que no requiere ningún factor de amortiguamiento y en consecuencia no
presenta errores. A su vez, se observa en la Fig. 3.34, donde se ampĺıan las señales estimadas
luego del evento, que a diferencia de sus pares, la mSDFT1c tampoco presenta oscilaciones a su
salida (Fig. 3.34(d)).




















































Figura 3.33.: (a) Forma de onda de un dip de tensión de Ures = 0.5 pu, 2.5 ciclos y POW = 90◦. (b) Desempeño de los
cuatro algoritmos basados en la Transformada de Fourier.
Por lo descripto anteriormente, de los cuatro algoritmos basados en la DFT, el correspondiente
a la mSDFT es el más apropiado para detectar eventos de tensión, razón por la cual se procede
a realizar una evaluación de su desempeño más exhaustiva. En primer lugar, al igual que con
los algoritmos anteriores, se procede a evaluar la máxima desviación del valor de referencia
en la estimación de la magnitud del evento. En la Fig. 3.35 se observa que su desviación es
constante para cualquier profundidad de dip. Esta desviación constante es de alrededor del
50% para dips de 0.5 ciclos, del 40% para dips de 0.75 ciclos y nulo para dips de 1 ciclo en
adelante. Al analizar el error máximo en valor absoluto en la estimación de la duración, se
muestra en la Fig. 3.36 que se obtiene un error mı́nimo cuando la profundidad del dip es igual
al 20%, mientras que aumenta para valores de profundidad inferiores (dips menos severos) y
para valores de profundidad superiores (dips más severos). Este comportamiento que a priori
resulta extraño se puede comprender mejor en la Fig. 3.37. Alĺı se presentan eventos de la misma
duración, en este ejemplo 15ms, y profundidad desde 10% (Fig. 3.37(a)) hasta 90% (Fig. 3.37(i)).
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Figura 3.34.: Estimación del valor RMS una vez transcurrido el evento por los algoritmos basados en la DFT, con k=1,
N=128 y r=0.9999.
Los umbrales temporales en verde indican los tiempos de inicio y fin verdaderos, mientras que
los umbrales temporales en rojo indican los tiempos de inicio y fin estimado por el algoritmo.
Estos últimos surgen de intersecar la respuesta del filtro mSDFT (curva violeta) con el umbral
de detección de un dip de tensión (ĺınea de trazos roja) definido por la normativa [26, 42]. Se
observa que para una profundidad del 20% el ancho del intervalo de duración verdadera (ĺınea
de cota verde) es igual al ancho del intervalo de duración estimada (ĺınea de cota roja), es decir
el error de duración absoluto es nulo, tal como se mostró en la Fig. 3.36. Para profundidades
menores, del 10% al 20% el error es mayor y en defecto (ĺınea de cota roja menor a la verde), es
decir, la duración estimada es menor a la verdadera. Mientras que para profundidades mayores
al 20%, el error es mayor y en exceso (ĺınea de cota roja mayor a la verde), es decir, la duración
estimada es mayor a la verdadera.
Por último, en la Fig. 3.38 se analiza el tiempo máximo requerido por el algoritmo basado
en la mSDFT para la detección de dips de 0.5 a 1.5 ciclos de duración. Se observa en términos
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Figura 3.35.: Máxima desviación del valor de referencia en la estimación de la magnitud de dips de 0.5 a 1 ciclo mediante
el valor UmSDFT1c .



































Figura 3.36.: Error relativo máximo en valor absoluto en la estimación de la duración de dips de 0.5 a 1 ciclo mediante el
valor UmSDFT1c .
generales que para profundidades menores al 20% el td es superior a medio ciclo y depende de
la duración del evento, mientras que para profundidades mayores al 20% el td es siempre menor
a medio ciclo e independiente de la duración del evento.






























Figura 3.38.: Tiempo máximo requerido para la detección de dips de 0.5 a 1.5 ciclos por el algoritmo mSDFT1c.
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Figura 3.37.: Respuesta del filtro mSDFT (curva violeta) y umbral de detección (ĺınea de trazos roja) para eventos de 15ms
de duración y profundidades desde (a) 10% hasta (i) 90%.
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3.1.5 Desempeño de los métodos de detección ante eventos reales
En las subsecciones previas se han descripto diferentes métodos de detección de eventos de
tensión existentes en la bibliograf́ıa espećıfica. Se han analizado las principales caracteŕısticas de
cada uno de ellos y se ha evaluado la máxima desviación del valor de referencia en la estimación
de la magnitud, tiempo de inicio y duración para diferentes eventos con forma de onda sinusoidal
pura variando la magnitud, duración y ángulo de fase de inicio (POW). Sin embargo, en las
redes eléctricas reales, raramente la forma de onda es una sinusoidal ideal. La mayor parte
del tiempo las señales de tensión medidas por un PQM presentan contenido armónico y ruido
de alta frecuencia. Si bien, en general el contenido de componentes armónicas y ruido en
las señales de tensión es bajo en relación al valor nominal o declarado, es posible que aumente
durante la ocurrencia de una falla, por lo cuál es apropiado evaluar sus efectos analizando señales
reales. Para este propósito se optó por emplear como señales de prueba, aquellas provistas por
el IEEE 1159.2 Working Group que se encuentran disponibles en [66]. En la Fig. 3.39(a) se
presenta a modo de ejemplo la señal trifásica instantánea denominada wave 1. A fin de evaluar
el desempeño de cada algoritmo, se procesó previamente esta señal. En la Fig. 3.39(b) se
muestra la estimación del valor eficaz de la componente fundamental con el algoritmo mSDFT1c.
Las estimaciones realizadas con este algoritmo se utilizarán como referencia para comparar los
restantes algoritmos. Esto se debe a dos razones. En primer lugar, a diferencia de los ensayos
realizados con señales sintetizadas, en este caso, al tratarse de señales reales, se carece de un
valor pico de referencia. Por este motivo se debeŕıa adoptar algún algoritmo como referencia y
calcular para los algoritmos restantes errores relativos a la misma. En segundo lugar, de todos
los algoritmos evaluados, el algoritmo mSDFT1c es uno de los más adecuados ya que es estable,
es inmune al ruido, al contenido armónico, y provee una estimación del valor RMS fundamental
con muy buena exactitud.
A partir de esta estimación fue posible estimar el ti, tf y magnitud de cada evento en cada
una de las ĺıneas, es decir la menor tensión durante un dip o la mayor tensión durante un swell.
Para esto se utilizaron los umbrales establecidos por el Std. IEC 61000-4-30 [16]. Las ĺıneas de
trazos verdes corresponden a los umbrales que definen el inicio del evento (0.9pu ó 0.1pu para
un dip y 1.1pu para un swell recordando lo expuesto al principio del caṕıtulo). Mientras que las
ĺıneas de trazos rojas corresponden a los umbrales que definen el fin del evento, considerando
los umbrales anteriores con un 2% de histéresis como se sugiere en [16] (0.92pu ó 0.12pu para
un dip y 1.08pu para un swell). Corresponde aclarar que los umbrales de 0.1 y 0.12pu definen
la transición entre un dip y una interrupción, y viceversa respectivamente.
En la Figura 3.40 se presentan los restantes eventos analizados y las correspondientes señales
fundamentales obtenidas con el algoritmo mSDFT1c. Corresponde destacar que algunas señales
teńıan un valor pico en régimen estacionario menor al ĺımite de 0.9pu, por lo cual se afectaron por
un factor de escala tal que el valor pico en régimen estacionario de pre o post falla valiera 1pu.
Tal es el caso de las señales wave3a.xls, wave4.xls, wave5.xls, wave7.xls, wave11a.xls, wave11b.xls
y wave12.xls.
En las Tablas 3.1, 3.2 y 3.3 se presentan las desviaciones relativas porcentuales de estimación de
magnitud (eV [%]) y duración (ed[%]), y el tiempo de inicio absoluto (ti[ms]) de los algoritmos
analizados respecto de las estimaciones realizadas por el algoritmo mSDFT1c utilizado como
referencia. Estas estimaciones de referencia son la magnitud del evento (V [pu]), su duración
(d[ms]) y tiempo de inicio (ti[ms]). En el caso de la magnitud y duración se calculó la desviación
y el error relativo porcentual respectivamente, mientras que para el tiempo de inicio resulta más
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Figura 3.39.: (a) Señales extráıdas de IEEE 1159.2 Working Group, Test waveforms, wave1.xls. [Online]. Disponible en:
grouper.ieee.org/groups/1159/2/testwave.html. (b) Señal procesada con algoritmo mSDFT1c.
representativo el error absoluto que representa que tan rápido el algoritmo detecta el evento con
respecto a la mSDFT1c. El signo de estos errores indica si el error es en exceso (+) o en defecto
(-).
A fin de sintetizar los datos de las Tablas 3.1, 3.2 y 3.3, y hacer visible de una manera más
clara las conclusiones que se extraigan de sus datos, se confeccionaron las Tablas 3.4 y 3.5 con los
errores medios y sus desviaciones promediados en los 15 dips y en los 7 swells respectivamente
presentes en los eventos analizados.
En la Tabla 3.4 se observa que la menor desviación media de magnitud en la detección de dips
respecto de la mSDFT1c se presenta en los algoritmos basados en el valor RMS, en los cuáles el
menor error se da en el algoritmo propuesto por el Std. IEC 61000-4-30, RMS1/2. En cuanto
a la estimación de la duración de dips el RMS1c1m y el RMS1/2 son los algoritmos con menor
error. Finalmente, en cuanto a la estimación de los tiempos de inicio y fin de los dips analizados,
todos los algoritmos tuvieron un desempeño bastante bueno y parejo, aunque los que presentan
mayor desviación son los algoritmos PVq1/2c1m y DKF2e.
Por otro lado, en la Tabla 3.5 se observa que la menor desviación media de magnitud en la
detección de swells respecto de la mSDFT1c se presenta en los algoritmos RMS1/2 y RMS1c1m
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al igual que con los dips. En cuanto a la estimación de duración, el DKF2e, la mSDFT1/2c y
el RMS1c1m tiene los menores errores. Por último, al igual que los dips, todos los algoritmos
tienen un error y desviación relativamente pequeños a excepción de los algoritmos PVq1/2c1m y
DKF2e que presentan el mayor error y la mayor desviación respectivamente.
Del análisis realizado anteriormente con señales sinusoidales se concluyó que el DKF lineal de 2
estados detecta el inicio y fin del evento rápidamente, siendo uno de los algoritmos más rápidos
en la detección del evento. Sin embargo, al ensayarlo aqúı con señales reales que contienen
ruido y armónicos se pone en evidencia que, si bien tiene una alta inmunidad a este tipo
de perturbaciones, su limitación radica en presentar inestabilidad y proporcionar resultados
erróneos cuando no está bien sintonizado. A su vez, es sabido del análisis anterior con señales
sinusoidales que, en función de la fase de inicio del evento vaŕıan ampliamente tanto los tiempos
de detección como la magnitud de la tensión estimada. Si bien algunos autores han estudiado
la influencia de sus parámetros de sintonización en su desempeño [67], no hay consenso y las
técnicas de sintonización son poco rigurosas.
Un análisis más profundo de la inmunidad de estos algoritmos de detección ante contenido
armónico, escalones de fase y frecuencia supera los alcances de esta tesis. Sin embargo, un
estudio sobre este tema fue publicado en un congreso nacional (Strack, et al [68]) y se puede
acceder al mismo para más información.
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Tabla 3.1.: Desempeño de los algoritmos bajo estudio en la detección de eventos reales provistos por el IEEE 1159.2 Working Group [66].
Wave Fase evento mSDFT1c mSDFT1/2c RMS1/2 RMS1c1m
V [pu] d[ms] ti[ms] eV [%] ed[%] Eti[ms] eV [%] ed[%] Eti[ms] eV [%] ed[%] Eti[ms]
1 2 dip 0.4898 25.91 25.65 -50.74 -19.35 -3.25 37.14 -35.68 7.62 34.32 -26.13 1.30
1 3 swell 1.1535 34.77 10.35 7.29 40.88 -1.98 1.72 61.01 6.84 2.42 61.01 -0.33
3a 1 dip 0.1628 - 23.05 -4.92 - -0.72 3.17 - 1.89 1.96 - 1.43
3a 2 swell 1.1523 49.22 30.79 4.70 -13.89 -7.16 -1.39 1.59 2.47 0.48 1.59 -0.46
3a 3 swell 1.1922 50.59 35.81 1.85 2.32 -7.42 -0.02 15.31 -2.54 0.39 13.00 -6.12
4 1 dip 0.1740 47.14 31.58 -9.55 -16.02 -0.52 22.13 -11.60 1.69 14.97 -10.77 0.59
4 2 swell 1.1338 13.87 52.47 1.98 -3.29 -0.46 -2.75 80.28 -10.87 0.27 4.69 -0.39
4 3 dip 0.2244 46.61 47.20 -19.20 -14.80 -1.43 17.69 - 11.07 17.45 -10.75 4.95
5 1 dip 0.5990 26.95 31.90 -5.40 -28.74 -0.65 11.52 -7.25 1.37 2.60 -5.07 0.72
5 3 dip 0.3922 33.20 30.21 -16.69 -26.67 -0.78 30.99 0.39 3.06 8.99 -4.31 0.46
6abc 1 dip 0.0996 165.10 32.94 -0.57 -2.88 -1.04 -90.17 0.95 8.66 -1.01 1.14 0.46
6abc 2 dip 0.0983 163.87 35.94 0.15 -3.54 -1.04 -68.21 1.71 5.66 1.07 0.60 0.39
6abc 3 dip 0.0985 108.59 33.40 0.03 -5.46 -0.85 -14.48 2.15 5.66 0.42 0.31 0.39
7 1 dip 0.1787 55.60 20.96 -2.98 -13.70 -0.59 3.05 4.92 3.97 2.66 -1.99 0.91
7 2 swell 1.1542 32.16 29.17 3.60 21.86 -7.49 -1.99 3.64 4.10 0.51 3.04 -0.59
7 3 swell 1.1840 34.11 34.44 2.65 18.89 -8.01 0.02 -2.29 7.16 0.80 21.76 -6.97
11a 2 dip 0.4736 76.17 25.13 -38.27 -23.93 -0.52 46.59 -1.53 8.14 38.83 -1.62 0.72
11b 2 dip 0.173 - 124.74 -42.07 - -0.79 20.22 - 8.53 20.13 - 0.52
12 1 dip 0.7664 - 24.61 -23.12 - -1.24 7.53 - 8.66 4.89 - 3.32
13 1 dip 0.2315 38.74 25.78 -9.33 -20.17 -0.46 17.54 -13.95 7.49 17.46 -11.09 4.04
13 2 swell 1.1246 15.63 40.43 1.46 31.67 -7.88 0.47 6.67 1.17 0.61 5.83 -0.52



















Tabla 3.2.: Desempeño de los algoritmos bajo estudio en la detección de eventos reales provistos por el IEEE 1159.2 Working Group [66].
Wave Fase evento RMS1/2c1m PV1/2c1m PV q1/2c1m
eV [%] ed[%] Eti[ms] eV [%] ed[%] Eti[ms] eV [%] ed[%] Eti[ms]
1 2 dip -47.89 -44.72 -2.73 141.61 -56.28 8.53 -75.93 -67.59 -0.07
1 3 swell 8.72 50.31 -7.16 52.96 79.87 -9.51 - - -
3a 1 dip -3.39 - -0.39 -3.09 - 7.03 -17.89 - 4.56
3a 2 swell 4.92 14.55 -7.29 19.89 20.50 -8.27 5.28 -76.98 6.38
3a 3 swell 1.95 13.77 -7.61 7.09 20.59 -9.70 9.90 -77.22 3.58
4 1 dip -2.22 -17.27 -0.33 34.81 -34.39 0.46 -49.95 -50.00 -1.69
4 2 swell -0.78 -6.10 -18.49 3.44 287.79 -20.57 - - -
4 3 dip -11.41 -15.92 -0.98 -10.79 -46.09 5.47 -68.70 -68.30 1.30
5 1 dip -3.97 -31.88 -0.26 3.97 -43.24 2.21 -30.90 -32.85 -1.95
5 3 dip -2.19 -28.43 -0.52 13.89 -56.08 1.17 -75.62 -48.43 -1.89
6abc 1 dip -2.33 -2.56 -0.91 -2.03 -5.76 5.79 -4.12 -5.72 1.63
6abc 2 dip 0.98 -3.33 -0.85 -1.71 -4.65 2.34 0.10 -4.57 -1.82
6abc 3 dip -0.91 -5.40 -0.85 -3.25 -6.94 2.34 -1.89 -6.94 -1.82
7 1 dip -0.08 -14.40 -0.26 1.36 -41.80 7.29 -18.93 -37.35 4.75
7 2 swell 4.09 23.48 -7.75 27.43 34.21 -8.59 - - -
7 3 swell 3.47 20.23 -8.27 9.82 28.44 -9.70 - - -
11a 2 dip -19.49 -24.36 -0.20 - - - -62.26 -86.75 -1.37
11b 2 dip -33.33 - -0.39 -18.51 - 2.34 -42.96 - -1.82
12 1 dip -17.92 - -1.04 - - - -13.13 - 46.88
13 1 dip 7.90 -21.85 -0.07 33.92 -58.82 6.97 -57.29 -64.54 4.23
13 2 swell 2.05 49.58 -8.59 7.98 67.08 -9.90 - - -











Tabla 3.3.: Desempeño de los algoritmos bajo estudio en la detección de eventos reales provistos por el IEEE 1159.2 Working Group [66].
Wave Fase evento DKF2e DKF12e
eV [%] ed[%] Eti[ms] eV [%] ed[%] Eti[ms]
1 2 dip -52.17 -55.78 -3.13 -49.99 -21.11 -3.26
1 3 swell - - - 15.80 42.14 -7.16
3a 1 dip -22.29 - -0.65 -8.06 - -1.23
3a 2 swell 41.19 -81.69 -8.40 4.49 11.90 -6.71
3a 3 swell 7.13 -82.75 -10.81 2.32 2.96 -8.01
4 1 dip -43.87 -65.61 -1.82 -14.50 -15.88 -1.04
4 2 swell - - - 2.02 -11.74 -0.85
4 3 dip -33.88 -29.19 -2.86 -17.36 -14.94 -1.82
5 1 dip -8.14 -61.59 -2.80 -10.11 -27.54 -1.24
5 3 dip -86.38 -49.22 -1.95 -30.20 -27.06 -1.17
6abc 1 dip -2.93 -3.71 -2.54 -0.38 -3.00 -1.30
6abc 2 dip -0.58 -3.73 -3.65 1.40 -3.50 -1.56
6abc 3 dip -27.20 -28.73 -3.65 -0.26 -5.40 -1.56
7 1 dip -23.55 -28.45 -0.52 -6.09 -14.87 -0.39
7 2 swell - - - 4.41 18.83 -6.97
7 3 swell 12.12 -65.46 15.76 6.98 18.32 -8.33
11a 2 dip -82.19 -86.24 97.33 -39.25 -24.36 -1.04
11b 2 dip -51.27 - -2.28 -42.33 - -1.17
12 1 dip - - - -25.33 - -1.69
13 1 dip -52.69 -41.51 -0.06 -11.96 -20.34 -0.91
13 2 swell - - - 3.79 -14.17 -1.04
15 3 dip -19.59 -49.60 -1.89 -4.43 -18.88 -1.37
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Tabla 3.4.: Resumen del desempeño de los algoritmos bajo estudio en la detección de dips reales provistos por el IEEE
1159.2 Working Group [66].
Algoritmo êV [%] σeV [%] êd[%] σed[%] êti[ms] σeti[ms]
mSDFT1/2c -14.97 16.63 -15.92 8.60 -0.98 0.69
RMS1/2 3.05 36.93 -6.80 11.85 6.06 3.02
RMS1c1m 11.05 12.59 -5.90 7.83 1.38 1.48
RMS1/2c1m -9.18 14.83 -18.87 12.41 -0.69 0.64
PV1/2c1m 15.56 40.94 -37.01 21.32 4.04 2.86
PV q1/2c1m -35.97 27.42 -44.14 27.26 3.55 12.25
DKF2e -36.20 26.78 -41.95 24.59 4.97 26.61
DKF12e -17.26 16.47 -16.41 8.62 -1.38 0.62
Tabla 3.5.: Resumen del desempeño de los algoritmos bajo estudio en la detección de swells reales provistos por el IEEE
1159.2 Working Group [66].
Algoritmo êV [%] σeV [%] êd[%] σed[%] êti[ms] σeti[ms]
mSDFT1/2c 3.36 2.06 14.06 19.72 -5.77 9.94
RMS1/2 -0.56 1.55 23.74 32.97 1.19 6.28
RMS1c1m 0.78 0.74 15.85 21.11 -2.20 2.98
RMS1/2c1m 3.49 2.96 23.69 20.25 -9.31 4.08
PV1/2c1m 18.37 17.38 76.93 95.83 -10.89 4.31
PV q1/2c1m 7.59 3.27 -77.10 0.17 4.98 1.98
DKF2e 20.15 18.39 -76.33 9.69 -1.15 14.69
DKF12e 5.69 4.75 9.75 19.54 -5.58 3.22
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3.2 Segmentación de eventos de tensión
Los eventos de tensión en un sistema de potencia de transmisión o distribución de enerǵıa
eléctrica son originados por diferentes causas eventuales, tales como cortocircuitos, energización
de transformadores, arranque de motores, descargas atmosféricas, maniobras en las ĺıneas que
involucran la conexión o desconexión de grandes cargas, etc. Estos eventos directos perturban el
sistema y pueden desencadenar otros eventos indirectos tales como la actuación de protecciones
o la desconexión de cargas sensibles. Los eventos indirectos pueden modificar la evolución del
evento directo generándose de esta manera eventos de etapas múltiples.
La segmentación consiste en dividir un evento en diferentes regiones, separando la señal en
partes estacionarias y partes no estacionarias denominadas:
• Segmentos de transición: Son los segmentos donde la señal no es estacionaria,
correspondientes al cambio repentino de la forma de onda de tensión o corriente o de
su magnitud. Los segmentos de transición están normalmente relacionados con eventos o
acciones en el sistema de potencia, tales como comienzo, desarrollo o término de una falla,
apertura o cierre de interruptores, etc.
• Segmentos de evento: Es un segmento localizado entre dos segmentos de transición
adyacentes y la señal es estacionaria o cuasi-estacionaria. Este tipo de segmento es el
utilizado para realizar la caracterización de un evento de PQ.
Comúnmente, además de estos dos tipos de segmentos, un registro de evento contiene un
segmento anterior al mismo (pre-evento) y un segmento posterior a la recuperación del estado
normal del sistema (post-evento). Por tanto, el primer paso para la segmentación del evento
consiste en la localización de los segmentos de transición. Luego, los segmentos de eventos quedan
bordeados por los segmentos de transición. Como se observa en la Figura 3.41 la perturbación
está subdividida en cinco regiones: un segmento pre-evento, el primer segmento de transición
que indica el inicio del evento (primer área sombreada), el segmento de evento o duración de
la falla (entre ambas áreas sombreadas), el segundo segmento de transición que indica el fin
del evento (segunda área sombreada), y el segmento post-evento, (posterior a la segunda área
sombreada).
En general, para propósitos de segmentación, se diseña un detector para monitorear una o más
caracteŕısticas de la señal en cuestión y proveer una alarma o una bandera en caso de detectar
cambios. Para el diseño del detector se pueden seguir varias opciones [69]. Algunas de ellas son:
• Detección basada en cambios en la magnitud de tensión.
• Detección basada en las componentes de alta frecuencia de las señales de tensión.
• Detección basada en modelos: consiste en el seguimiento de qué tan bien se ajusta el
modelo a los datos reales, configurando en forma apropiada la medición y detección de
cambios.
Independientemente de la opción elegida, la mayoŕıa de los métodos de detección y
segmentación usan un parámetro de detección (del inglés detection parameter , DP) con un
umbral para determinar cuando tienen lugar las transiciones. Una de las tareas más cŕıticas
es hallar un umbral que sea representativo para detectar eventos y que al mismo tiempo tenga
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una baja tasa de falsas alarmas. Además, existe otra debilidad en los métodos de detección y
segmentación, el retraso en la localización del inicio de una transición, debido, por ejemplo, a
la aplicación de filtros y al procesamiento que implica la comparación del DP con el valor del
umbral establecido. Como consecuencia, la localización temporal de la ocurrencia del evento no
forma parte del segmento de transición [70, 71].

































Figura 3.41.: División de un evento en segmentos: (a) Señal sinusoidal de un evento con indicación de los segmentos de
transición; (b) Valor RMS del evento analizado con indicación de los segmentos de transición y segmentos de
evento.
Muchos métodos utilizados para la segmentación derivan de aquellos que fueron abordados en
la sección anterior. En esta sección se describe una metodoloǵıa que se destaca entre otras por
sus ventajas, y porque aun en la actualidad diversos autores la utilizan y proponen mejoras al
respecto.
3.2.1 Segmentación causal y anti-causal
En la Fig. 3.42 se observa que la segmentación convencional implementada en dirección
temporal hacia adelante (causal) no proporciona una estimación exacta de la transición que
precede al evento con respecto al instante inicial de dicha transición.
A fin de solucionar este inconveniente, Cuong Le [72] propone un método de segmentación
denominado causal y anti-causal (del inglés causal and anti-causal , CaC). La segmentación CaC
se basa en integrarle a la tradicional ventana deslizante causal, una ventana deslizante anti-causal
que se mueve en sentido contrario. Analizando la combinación de estas dos ventanas, se obtiene
la localización del instante de tiempo en el que tiene lugar la transición con un alto nivel de
exactitud. Un ejemplo de este efecto se muestra en la Fig. 3.43, donde el área sombreada
resultado de la segmentación CaC comprende la ocurrencia del evento.
113
3. Estado del arte
Figura 3.42.: Concepto de segmentación causal de un evento.
Figura 3.43.: Concepto de segmentación anticausal de un evento
Este concepto de ventana causal y anti-causal se aplica en el trabajo de Cuong Le [72] para
mejorar la estimación temporal del inicio del evento utilizando el residuo de un filtro de Kalman.
En ese trabajo se realiza una clasificación de transiciones en lentas o rápidas teniendo en cuenta
los segmentos de transición CaC. Cuando los segmentos CaC están superpuestos la transición
se considera lenta, si por el contrario existe un lapso entre ambos segmentos la transición se
considera rápida. Para determinar si los segmentos están superpuestos o existe una distancia de
tiempo entre ellos se comparan los puntos de disparo de las dos ventanas deslizantes, es decir,
el instante de tiempo causal (Tc) y el instante de tiempo anti-causal (Tac):
• Si Tc<Tac, se considera una transición lenta. La duración estimada de la transición es la
duración de la superposición determinada por la ecuación (3.42):
D0 = [Tc, Tac] (3.42)
• Si Tc>Tac, se considera una transición rápida. La localización del instante de la transición
es determinada como la mitad del lapso existente entre los dos instantes de disparo, como
indica la ecuación (3.43)
T0 = (Tc + Tac)/2 (3.43)
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3.3 Algoritmos de clasificación de eventos de tensión
Como se mencionó en el Caṕıtulo 1, los eventos provocan principalmente perjuicios económicos
para los usuarios. Por esta razón, es necesario contar con la capacidad de evaluarlos en forma
automática, clasificándolos y, de ser posible, identificando las causas que los producen, para
intervenir en el sistema y reducir los efectos adversos en los usuarios.
Existen diversas formas de clasificar los eventos: por el número de fases involucradas, por la
severidad en la magnitud, por la duración, por una combinación de ambas, etc. En esta tesis se
plantea el uso de criterios de clasificación más descriptivos, o complejos, que permitan asociar
eventos a ciertos modelos predefinidos que son representativos de fallas t́ıpicas. Para ello, se va a
emplear como punto de partida el libro de Bollen & Gu [6], en donde se plantean dos criterios que
se destacan en la literatura especializada, y que han sido referenciados en numerosos art́ıculos
de investigación:
• criterio de clasificación de eventos de tensión basado en las componentes
simétricas (ACD): se distinguen tres tipos de dips trifásicos, los dips balanceados
tipo A (presentan la misma tensión residual en las tres fases), y los dips desbalanceados
tipo C (menor tensión residual en dos fases) y D (menor tensión residual en una fase y
mayor tensión residual en las otras dos fases). Los dips tipo C y D se subdividen de
acuerdo a la fase de simetŕıa (la fase con mayor tensión residual en el dip tipo C y la fase
con menor tensión residual en el dip tipo D). Se obtienen aśı en total seis tipos de dips
desbalanceados y un dip balanceado que es un caso particular de los anteriores. En el
Apéndice A se desarrollan con mayor profundidad y se presentan los diagramas fasoriales
con sus respectivas ecuaciones. Alĺı se presenta el único evento balanceado y los dos eventos
desbalanceados, utilizando para estos últimos la fase a como referencia, sin embargo, los
mismos también pueden tener como referencia la fase b ó c dando lugar a un total de siete
(1+2*3) eventos en total.
• criterio de clasificación de eventos de tensión basado en modelos teóricos de
fallas t́ıpicas (ABC): Se distinguen siete tipos de dips trifásicos. El dip balanceado
tipo A (similar al tipo A del criterio ACD), los dips desbalanceados con la menor tensión
residual en una fase conocidos como tipo B, D y F (el tipo D se corresponde con el tipo
D del criterio ACD), y los dips desbalanceados con la menor tensión residual en dos fases,
conocidos como tipo C, E y G (el tipo C se corresponde con el tipo C del criterio ACD).
En la tesis doctoral de Ignatova [73] se propusieron tres tipos de eventos adicionales a
este criterio ABC, que a diferencia de los planteados por Bollen, que sólo representan
dips de tensión, estos caracterizan tres swells de tensión. El evento tipo H presenta swells
de tensión en dos fases y un dip en la fase restante, mientras que los eventos tipo I* e
I** presentan un swell en una de las fases y dips en las otras dos. En el Apéndice B
se desarrollan con mayor profundidad y se presentan los diagramas fasoriales con sus
respectivas ecuaciones. Alĺı se presenta el único evento balanceado y los nueve eventos
desbalanceados, utilizando para estos últimos la fase a como referencia, sin embargo, estos
eventos también pueden tener como referencia la fase b ó c dando lugar a un total de
veintiocho (1+3*9) eventos en total.
La clasificación ACD es más general y contiene a la mayoŕıa de los eventos de tensión
desbalanceados, lo cuál resulta conveniente para clasificaciones más generales. Por otro lado,
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la clasificación ABC es más descriptiva, puesto que tiene más variedad de eventos de tensión
y en consecuencia, brinda más detalles a la hora de establecer una relación entre los eventos
clasificados y los tipos de fallas que los causaron, y permite analizar la propagación de los
mismos a través de transformadores de potencia con diferentes grupos de conexión. Por esta
razón se adopta esta última en todos los algoritmos de clasificación analizados en esta tesis, al
igual que en [74, 75, 76].
En la Figura 3.44 se sintetiza un diagrama de flujo de la clasificación ABC basada en
mediciones obtenidas a través de la clasificación ACD. Este diagrama se realizó a partir de
una adaptación del criterio expuesto en el trabajo de Bollen & Gu [6].
Evento clasificado
con criterio ACD
Tipo=D? V01 ≈ 0?
F ≈ 1pu? Tipo=B
V = F?
F ≈ 1pu? Tipo=D
V > 0.9pu? Tipo=N
Tipo=A
F > V ? Tipo=F
Tipo=C? V01 ≈ 0? V = F? V > 0.9pu?
F < 1pu? F > V ?
Tipo=E
F ≈ 1pu?


























Figura 3.44.: Clasificación ABC basada en mediciones obtenidas a través de la clasificación ACD.
En la bibliograf́ıa existen numerosos métodos de clasificación de eventos de tensión. Los
mismos vaŕıan en función del criterio de clasificación que utilizan y fundamentalmente de las
herramientas utilizadas para procesar los datos a partir de los cuales realizan la clasificación.
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En base a esta premisa, se pueden organizar los métodos de clasificación de acuerdo al siguiente
diagrama conceptual.
Métodos de clasificación











Algoritmo de componentes simétricas (SCA)
Algoritmo de seis tensiones (SPA)
Algoritmo de vectores espaciales (SVA)
Otros
Figura 3.45.: Métodos de clasificación de eventos de tensión.
Los algoritmos de clasificación de eventos basados en herramientas de inteligencia
computacional [77, 78] han demostrado tener un buen desempeño en entornos de simulación.
Sin embargo, el mismo depende en gran medida del conjunto de datos con el que se entrenó o
configuró el algoritmo. Al mismo tiempo presentan un alto nivel de complejidad matemática,
por lo cual su implementación en un procesador de señales digitales (del inglés digital signal
processing , DSP) resulta en un elevado requerimiento computacional. Por otro lado, los
algoritmos de clasificación de eventos que utilizan reglas lógicas [79, 80, 81, 82] son simples, no
requieren de datos de entrenamiento que afecten su desempeño y presentan un bajo requerimiento
de cómputo. Es este sentido, teniendo en cuenta que el principal objetivo de esta tesis es
implementar algoritmos de detección, segmentación y clasificación de eventos de tensión en un
instrumento de calidad de la enerǵıa, se analizarán en detalles aquellos métodos presentes en la
bibliograf́ıa basados en reglas lógicas.
3.3.1 Algoritmo de Componentes Simétricas (SCA - Symmetrical Components
Algorithm)
El algoritmo de componentes simétricas (del inglés symmetrical components algorithm, SCA),
propuesto en el trabajo de M. H. Bollen [79], usa la expresión 3.44 para clasificar eventos de
tensión de acuerdo al criterio ACD [6]. Como se observa, y tal como su nombre lo indica, el
mismo utiliza la información proveniente de las componentes simétricas de la terna de tensiones
fundamentales, por lo cual es necesario disponer de las mismas para su implementación. Su
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donde V̇−1 y V̇+1 son las componentes de secuencia negativa y positiva de la terna fundamental de
tensiones respectivamente. El valor de T se aproxima al entero inferior o superior más cercano
y puede tomar valores entre 0 y 5. A partir de este parámetro, es posible definir el tipo de
evento en la clasificación ACD, como se puede observar en la Tabla 3.6 y en la Fig. 3.46, donde
se sintetizan los pasos del algoritmo a través de un diagrama de flujo.
Tabla 3.6.: Determinación del tipo de evento en la clasificación ACD por el algoritmo SCA.
Tipo de evento Ca Dc Cb Da Cc Db
T 0 1 2 3 4 5




































Figura 3.46.: Diagrama de flujo del algoritmo de clasificación SCA, según el criterio ACD.
Si bien este algoritmo fue concebido para el criterio de clasificación ACD, es posible utilizarlo
como base para clasificar eventos de acuerdo al ABC [6]. Para esto es necesario obtener tres
parámetros adicionales: la tensión caracteŕıstica V , el factor F y la componente de secuencia
cero de la tensión fundamental V01. Los parámetros V y F son estimados desde la ecuación













Va1 + Vb1 + Vc1
3
(3.46)




3 es un versor que genera una rotación positiva de 60◦ y Va1, Vb1 y Vc1 son
los fasores de las tres ĺıneas. Finalmente, ingresando con el parámetro T y los valores de V01,
F y V a la Tabla 3.7 (realizada a partir de una adaptación del trabajo de Bollen & Gu [6]), se
obtiene el tipo de evento de la clasificación ABC y las ĺıneas afectadas.
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Tabla 3.7.: Determinación del tipo de evento ABC y fases afectadas con el algoritmo SCA.
Variables de entrada Salida
T |V01|[pu] |F|[pu] Tipo Fase afectada
3 a
5 ≥ 0.033 > |V | y ≥ 0.967 B b
1 c
4 a y b
0 < 0.033 > |V | y ≥ 0.967 C b y c
2 c y a
3 a
5 < 0.033 > |V | y ≥ 0.967 D b
1 c
4 a y b
0 ≥ 0.033 > |V | y < 0.967 E b y c
2 c y a
3 a
5 < 0.033 > |V | y < 0.967 F b
1 c
4 a y b
0 < 0.033 > |V | y < 0.967 G b y c
2 c y a
− < 0.033 ≈ |V | y ≤ 0.9 A a, b, c
− < 0.033 ≈ |V | y > 0.9 y < 1.1 N −
Nota 1: Tipo N corresponde al estado normal de la red, es decir, sin la ocurrencia de alguna falla.
Nota 2: Todas las tensiones están expresadas en [pu] respecto de la tensión nominal o declarada de la red.
3.3.2 Algoritmo de Seis Fases (SPA - Six Phases Algorithm)
El algoritmo de seis fases (del inglés six phases algorithm, SPA), propuesto también en
[79], utiliza únicamente las magnitudes eficaces de las tres tensiones simples (entre ĺınea y
neutro) (3.47) y de las tres tensiones compuestas (entre ĺıneas) (3.48) desafectando previamente
la componente de secuencia homopolar. Esto último se debe a que este algoritmo fue concebido
para clasificar eventos de tensión de acuerdo al criterio de clasificación ACD, cuyos tres tipos



































El tipo de evento es determinado por la menor tensión eficaz de las seis tensiones, como se
muestra en la Tabla 3.8 y en la Fig. 3.47, donde se sintetizan los pasos del algoritmo a través de
un diagrama de flujo.
Tabla 3.8.: Determinación del tipo de evento en la clasificación ACD por el algoritmo SPA.
Tipo de evento Ca Dc Cb Da Cc Db
Menor Tensión VBC1 VC1 VCA1 VA1 VAB1 VB1
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Transformada
de Fourier
va(k), vb(k), vc(k) Va1, Vb1, Vc1 V01 =
Va1+Vb1+Vc1
3
VA1, VB1, VC1, VAB1, VBC1, VCA1
|V | = min{VA1, VB1, VC1, VAB1, VBC1, VCA1}
|V | = VBC1?|V | = VC1?
Tipo Ca
|V | = VCA1?
Tipo Dc
|V | = VA1?
Tipo Cb
|V | = VAB1?
Tipo Da
|V | = VB1?
Tipo CcTipo Db
f = 50Hz












Figura 3.47.: Clasificación del algoritmo SPA en el criterio ACD.
Tal como sucede con el algoritmo SCA, es interesante conocer el tipo de evento de acuerdo al
criterio de clasificación ABC, aśı como las ĺıneas afectadas. Para esto es necesario estimar las
variables adicionales V01, la cual es calculada con la expresión (3.46), |V | y |F |. En este caso,







min{VA1, VB1, VC1, VAB1, VBC1, VCA1}
max{VA1, VB1, VC1, VAB1, VBC1, VCA1}
]
(3.49)
Por último, a partir de estas variables auxiliares y la menor de las seis tensiones se ingresa a
la Tabla 3.9 (realizada a partir de una adaptación del trabajo de Bollen & Gu [6]) y se obtiene
el tipo de evento en el criterio de clasificación ABC.
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Tabla 3.9.: Determinación del tipo de evento ABC y fases afectadas con el algoritmo SPA.
Variables de entrada Salida
Menor tensión |V̇01|[pu] |Ḟ|[pu] Tipo Fase afectada
V̇A1 a
V̇B1 ≥ 0.033 > |V̇ | y ≥ 0.967 B b
V̇C1 c
V̇AB1 a y b
V̇BC1 < 0.033 > |V̇ | y ≥ 0.967 C b y c
V̇CA1 c y a
V̇A1 a
V̇B1 < 0.033 > |V̇ | y ≥ 0.967 D b
V̇C1 c
V̇A1 a y b
V̇BC1 ≥ 0.033 > |V̇ | y < 0.967 E b y c
V̇CA1 c y a
V̇A1 a
V̇B1 < 0.033 > |V̇ | y < 0.967 F b
V̇C1 c
V̇A1 a y b
V̇BC1 < 0.033 > |V̇ | y < 0.967 G b y c
V̇CA1 c y a
− < 0.033 ≈ |V̇ | y ≤ 0.9 A a, b, c
− < 0.033 ≈ |V̇ | y > 0.9 y < 1.1 N −
Nota 1: Tipo N corresponde al estado normal de la red, es decir, sin la ocurrencia de alguna falla.
Nota 2: Todas las tensiones están expresadas en [pu] respecto de la tensión nominal o declarada de la red.
3.3.3 Algoritmo de Vector Espacial (SVA - Space Vector Algorithm)
En los trabajos de Ignatova et al [80, 74, 73], se presenta una técnica para detectar y clasificar
eventos de tensión basada en el análisis de la trayectoria del vector espacial en el plano complejo.
El algoritmo de vector espacial (del inglés space vector algorithm, SVA) se fundamenta en la
transformación de vectores espaciales, que consiste en calcular un fasor (3.50), cuya magnitud y
ángulo de fase son representativos de las tres tensiones simples. Aśı, la cantidad de información









donde a = ej
2π
3 es un versor que genera una rotación positiva de 120◦.
En un sistema trifásico simétrico, las tres tensiones tienen la misma magnitud y están rotadas
120◦. Aśı, la trayectoria del vector espacial es un ćırculo de radio unitario. En [74], se demuestra
que un dip simétrico describe un ćırculo con un radio proporcional a la profundidad del evento,
mientras que un dip asimétrico describe una elipse. Para distinguir entre los diferentes tipos de
eventos, se recurre al análisis de los parámetros de la elipse (3.51), descriptos en la Fig. 3.48, y
la tensión de secuencia cero (3.46).
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donde rma, rme, φinc y SI son el eje mayor, eje menor, ángulo de inclinación e ı́ndice de
forma (shape index), respectivamente, mientras que φ+1 y φ−1 son los ángulos de fase de las
componentes de secuencia positiva y negativa de la tensión fundamental, respectivamente.
El método de clasificación se muestra en la Tabla 3.10, en la cual se puede notar que, a
diferencia de los métodos descriptos previamente, el SVA fue concebido para clasificar dips en
el criterio ABC, y sobretensiones que afectan una ĺınea (tipo H) o dos ĺıneas (tipo I∗ y I∗∗).
En la Fig. 3.49 se presenta un diagrama de flujo del SVA, en el cual se aprecia el proceso de
clasificación del mismo, tanto para determinar el tipo de evento (letra principal) como las ĺıneas
afectadas (letra sub́ındice).
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Tabla 3.10.: Determinación del tipo de evento ABC y fases afectadas con el algoritmo SVA.
Variables de entrada Salida
SI φinc φ01 − φ+1 |V01|[pu] rma[pu] Tipo Fase
−90± 15◦ − a
< 1 −30± 15◦ − ≥ 0.033 ≥ 0.967 B b
30± 15◦ − c
−60± 15◦ − a y b
< 1 0± 15◦ − < 0.033 ≥ 0.960 C b y c
60± 15◦ − c y a
−90± 15◦ − a
< 1 −30± 15◦ − < 0.033 ≥ 0.967 D b
30± 15◦ − c
−60± 15◦ − a y b
< 1 0± 15◦ − ≥ 0.033 < 0.967 E b y c
60± 15◦ − c y a
−90± 15◦ − a
< 1 −30± 15◦ − < 0.033 < 0.967 F b
30± 15◦ − c
−60± 15◦ − a y b
< 1 0± 15◦ − < 0.033 < 0.960 G b y c
60± 15◦ − c y a
≈ 1 − − < 0.1 ≤ 0.9 A a, b, c
≈ 1 − − < 0.1 > 0.9 and < 1.1 N −
0± 15◦ a
≈ 1 − 60± 15◦ ≥ 0.1 − H b
−60± 15◦ c
−60± 15◦ a y b
≈ 1 − 0± 15◦ ≥ 0.1 − I∗ b y c
60± 15◦ c y a
−60± 15◦ a y b
< 1 − 0± 15◦ ≥ 0.033 ≥ 0.967 I∗∗ b y c
60± 15◦ c y a
Nota 1: Tipo N corresponde al estado normal de la red, es decir, sin la ocurrencia de alguna falla.
Nota 2: Todas las tensiones están expresadas en [pu] respecto de la tensión nominal o declarada de la red.
Nota 3: Para discernir entre los swells tipo H e I∗ se determina la cantidad de tensiones de fase que superan el umbral de
1.1pu.
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Figura 3.49.: Clasificación del algoritmo SVA en el criterio ABC.
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3.3.4 Otros algoritmos de clasificación de eventos
A continuación se presentan otros dos algoritmos de clasificación de eventos de menor
relevancia en la literatura. Estos algoritmos, al igual que los tres presentados anteriormente se
basan en el cálculo de determinados parámetros caracteŕısticos y la comparación de los mismos
con umbrales o rangos fijos por medio de reglas lógicas.
3.3.4.1 Algoritmo de Tres Fases - Tres Ángulos (TP-TA - Three Phases Three
Angles)
El algoritmo de tres fases - tres ángulos (del inglés three phases three angles, TP-TA) se
trata de un algoritmo concebido para clasificar eventos bajo el criterio ACD. El mismo emplea
información provista por las tres tensiones simples y los tres ángulos comprendidos entre las
mismas. El algoritmo TP-TA propuesto por Madrigal & Rocha [81] está basado en la tensión
eficaz remanente (RV ), la tensión remanente inversa (IRV ), el delta de tensión remanente
inversa (∆IRV ) y la separación angular entre fases (α, β, y γ), indicadas en la Fig. 3.50.
Figura 3.50.: Parámetros del algoritmo TP-TA. Figura extráıda del trabajo de Madrigal & Rocha [81].
La tensión RV (3.52) representa la disminución de tensión durante la ocurrencia del evento
expresada en pu:
RVa = |1− rms{Va}|
RVb = |1− rms{Vb}| (3.52)
RVc = |1− rms{Vc}|
y la tensión IRV (3.53) es la disminución de tensión RV en cada ĺınea relativa a la menor tensión
RV , dada por:
IRVa = RVa/RVmin
IRVb = RVb/RVmin (3.53)
IRVc = RVc/RVmin
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donde la RVmin es el menor valor de las tres tensiones RVa, RVb, RVc.
La ∆IRV (3.54) se obtiene con la expresión:
∆IRV = IRVmax1 − IRVmax2 (3.54)
donde IRVmax1 e IRVmax2 son los dos valores más altos de las tres tensiones IRVa, IRVb, IRVc
Finalmente, los tres ángulos están dados por:
α = arg{Va} − arg{Vb}
β = arg{Vb} − arg{Vc} (3.55)
γ = arg{Vc} − arg{Va}
El TP-TA utiliza la tensión ∆IRV y los ángulos para identificar el tipo de evento de tensión
de acuerdo a las siguientes reglas:
1. Al menos una RV debe estar en el rango [0.1, 0.9]pu para considerar la ocurrencia de un
dip, de acuerdo a la definición dada en la normativa IEEE 1159 [26].
2. Si RVmin = 0 el dip de tensión es tipo C y corresponde a la misma fase de RVmin
3. Si ∆IRV < 3 y el ángulo opuesto a la RVmin es menor que 120
◦, el dip de tensión es tipo
C y corresponde a la fase de RVmin.
4. Si ∆IRV ≥ 3 y el ángulo opuesto a RVmax es mayor a 120◦, el dip de tensión es tipo D y
corresponde a la fase de RVmax .
Los fundamentos del método están fuera del alcance de esta tesis, pero se pueden encontrar en
el trabajo de Madrigal y Rocha [81].
3.3.4.2 Algoritmo de Tres Fases (TPA - Three Phases Algorithm)
El algoritmo de tres fases (del inglés three phases algorithm, TPA), propuesto por Thakur &
Singh [82], se enfoca en la caracterización de eventos de acuerdo al criterio ACD a través de los
ángulos de las tres tensiones simples fundamentales, y de la magnitud y ángulo del factor de
desbalance de tensión complejo (del inglés complex voltage unbalance factor , CVUF). El CVUF






donde V+1 y V−1 son las componentes de secuencia positiva y negativa de la tensión fundamental
por unidad. A la magnitud Ku se la denomina factor de desbalance y θu representa el ángulo
de desfase entre V−1 y V+1.
El algoritmo utiliza los siguientes pasos para determinar el tipo de dip de tensión
desbalanceado acontecido en la red :
• A través de la una etapa de filtrado aplicada a la señal adquirida se obtienen las magnitudes
de las tres tensiones simples (Va, Vb, Vc) y sus respectivos ángulos de fase (φa, φb, φc).
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• Estas tres tensiones simples complejas determinan los valores complejos de V+1 y V−1 a
través de la transformada de Fortescue [83] (Ver Apéndice C), mientras que Ku y θu se
obtienen a partir de estas componentes simétricas calculadas (3.56).








• Por último, se realiza una comparación entre seis ángulos (φa±β, φb±β, φc±β, φab±β+90◦,
φbc±β+90◦, φca±β+90◦) para definir el tipo de evento suscitado de acuerdo a las siguientes
reglas condicionales:
 si abs(φa ± β) es el menor, entonces es un evento tipo Da;
 si abs(φb ± β) es el menor, entonces es un evento tipo Db;
 si abs(φc ± β) es el menor, entonces es un evento tipo Dc;
 si abs(φab ± β + 90◦) es el menor, entonces es un evento tipo Cc;
 si abs(φbc ± β + 90◦) es el menor, entonces es un evento tipo Ca;
 si abs(φca ± β + 90◦) es el menor, entonces es un evento tipo Cb; donde el tipo de
falla asociado al dip se indica de acuerdo a las siguientes observaciones:
? si el signo que precede a β es negativo, entonces el tipo C o D está asociado a una
falla monofásica a tierra;
? si el signo que precede a β es positivo, entonces el tipo C o D está asociado a una
falla bifásica a tierra.
Si bien este algoritmo clasifica eventos según el criterio ACD, en [82] no se precisa cuál es la
metodoloǵıa para clasificar un evento simétrico, sino que sólo plantea las reglas a seguir para
clasificar un evento asimétrico.
3.4 Conclusiones
Se han presentado los principales metodoloǵıas propuestas en la bibliograf́ıa utilizadas en la
caracterización de eventos de tensión. Las mismas se han organizado en tres etapas: detección,
segmentación y clasificación. Se han evaluado exhaustivamente los algoritmos de detección
de eventos de tensión resaltando sus virtudes y defectos. Si bien todos estos algoritmos también
permiten realizar la tarea de segmentación, se ha presentado una metodoloǵıa particular muy
citada en la literatura especializada. Finalmente, se han presentado los principales algoritmos
de clasificación de eventos basados en reglas lógicas que se destacan por su simplicidad y baja
demanda de recursos computacionales, ideales para ser implementados en una plataforma digital
donde se pueda realizar una clasificación en tiempo real. No obstante, estos algoritmos basan
su clasificación en criterios fundamentados en modelos teóricos de eventos de tensión. Estos
criterios no contemplan ciertas perturbaciones producidas durante los eventos que pueden dar




4 Limitaciones de los criterios y
algoritmos de clasificación
“Amarillo, rojo, azul”, Wassily Kandinsky, 1925
“En algún lugar, algo incréıble está esperando a ser descubierto”
Carl Sagan.
Los criterios de clasificación propuestos en la bibliograf́ıa se basan en un modelo ideal
de eventos de tensión, donde se modelan las impedancias de la red como resistencias.
En las redes eléctricas reales de distribución y transmisión, las impedancias presentan
inductancias propias de los generadores, transformadores y ĺıneas. A su vez la presencia
de máquinas rotantes, de cargas balanceadas y desbalanceadas y el accionamiento
de dispositivos de protección conllevan a una situación muy diferente de la ideal.
Por estos motivos, al ocurrir un evento de tensión real y propagarse por la red, la
forma y caracteŕısticas del mismo distan en mayor o menor medida de los valores de
aquellos modelos ideales propuestos en los criterios de clasificación. En este caṕıtulo
se describen aquellas perturbaciones asociadas a los eventos de tensión reales que son
las principales responsables de la clasificación errónea de los algoritmos.
Śıntesis del caṕıtulo
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4.1 Descripción de un evento de tensión real
Los eventos de tensión presentados en el Caṕıtulo 3 son eventos ideales sintetizados. Es decir,
no tienen en cuenta determinadas perturbaciones de amplitud y fase que son consecuencia de las
impedancias de falla, de las impedancias de la red, de las máquinas rotantes que la componen,
de los efectos de la carga, etc. En este caṕıtulo se abordarán las principales perturbaciones que
pueden acompañar a un evento de tensión ideal. Estas perturbaciones generan una limitación
de los criterios de clasificación y son las responsables directas de los errores de clasificación
cometidos por los algoritmos presentes en la literatura.
4.1.1 Saltos de fase debidos a la falla
En esta tesis se denomina salto de fase debido a la falla (SFDF) a aquel cambio en el ángulo
de fase producido durante el evento únicamente en las tensiones de las ĺıneas afectadas. Su
principal causa es el cambio brusco de impedancia en las ĺıneas afectadas debido a la aparición
de una impedancia de falla, frecuentemente resistiva [84, 85]. Para ejemplificar este fenómeno se
tomó la red presentada en la Fig. 4.1, cuyas impedancias se sintetizan en la Tabla 4.1. La misma
es una red radial de distribución simplificada con valores t́ıpicos. No obstante, los resultados
















Figura 4.2.: Modelo unifilar de una red de distribución radial con impedancias equivalentes.
Tabla 4.1.: Caracteŕısticas de los elementos de la red modelada.
Elemento de la red Caracteŕıstica
Fuente E = 1pu, Zfuente = j0.004pu
Transformador A ZTa = (0.001 + j0.045)pu
Ĺınea Zlinea = (0.0153 + j0.0404)pu
Transformador B ZTb = (0.001 + j0.030)pu
Carga Zcarga = (1, 3889 + j1.8519)pu
Se simuló una falla monofásica a tierra en la fase a en el lado primario del transformador Tb
variando la impedancia de falla desde Zcc = 0pu (falla franca) hasta Zcc = 1pu (impedancia
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puramente resistiva). En la Fig. 4.2 se observa el modelo equivalente con sus correspondientes
impedancias.
A partir del modelo equivalente se obtuvieron en forma anaĺıtica la tensión de prefalla en la
ĺınea a, Vpa, y las diversas tensiones de falla en la ĺınea a, Vfa, que seŕıan medidas en el PCC por
un PQM para diferentes valores de impedancia de falla. Se utilizaron las siguientes expresiones:
Vpa =
Zf + Zl




Zs + Zf + Zp
E (4.2)
donde Zs = Zfuente+ZTa es la impedancia entre la fuente y el PCC, Zf = Zlinea es la impedancia
entre el PCC y la falla, Zl es la impedancia entre la falla y la carga, Zcc es la impedancia de
falla a tierra, y Zp = Zcc ∗ Zl/(Zcc + Zl) es la impedancia paralela aguas abajo de la falla.
En la Fig. 4.3 se grafica el diagrama fasorial de la tensión de prefalla y de diversas tensiones
de falla que surgen al variar Zcc. Se observa que el lugar geométrico de la tensión de falla
es una semicircunferencia. En el extremo derecho de la semicircunferencia se ubica el fasor
Vfa = Vpa que corresponde al caso de Zcc →∞ (es decir no hay falla). En el extremo izquierdo
se ubica un fasor Vfa que es el de menor amplitud y se da cuando Zcc = 0 (falla franca). Sin
embargo se observa que en ninguna de las dos condiciones extremas se da el máximo salto de
fase, sino que este se produce en una condición intermedia de Zcc, cuyo valor dependerá de las
demás impedancias de la red. En la Fig. 4.4 se grafica el valor RMS y el ángulo de fase que
toma la tensión de falla al variar Zcc. Se observa que el máximo salto de fase se da para un
valor particular de Zcc y luego disminuye a medida que la misma aumenta. La generalización
por medio del desarrollo anaĺıtico para la falla monofásica a tierra tomada como ejemplo y para
otros tipos de fallas excede el alcance de esta tesis, pero se tratan con mayor detalle en el trabajo






Figura 4.3.: Diagrama fasorial de las tensiones de falla medidas en el PCC variando la impedancia de falla desde Zcc = 0pu
(Vfa1) hasta Zcc = 1 pu (Vfa2). En este caso, para Z = 0.05pu (Vfa3) se obtiene el máximo salto de fase igual
a −20.76◦. El arco representa el lugar geométrico de todos los valores intermedios que puede tomar el fasor de
la tensión de falla en la ĺınea a al variar Zcc.
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Figura 4.4.: Evolución del valor RMS y ángulo de fase de la tensión de falla medida en el PCC variando el valor de la
impedancia de falla desde Zcc = 0pu hasta Zcc = 1pu.
4.1.2 Saltos de fase debidos a la red
En esta tesis se denomina salto de fase debido a la red (SFDR) a aquel cambio en el ángulo
de fase que se debe principalmente a la diferencia en la relación X/R (reactancia/resistencia) de
las impedancias comprendidas entre el PCC y la falla, Zf y entre el PCC y la fuente, Zs [86]. Si
se analiza una falla franca en cualquiera de las ĺıneas (Zcc = 0) a fin de no considerar el SFDF





Aplicando el método de las componentes simétricas, se puede obtener una expresión similar
para la tensión residual, V ∗, durante la falla (que coincide con la tensión de falla Vf de la ĺınea






donde los valores de Zf y Zs son calculados de forma diferente, de acuerdo a las ecuaciones
































Zf+ + Zf− + Zf0
Zs+ + Zs− + Zs0
]
(4.7)
donde Zf+ y Zs+ son las impedancias de la red de secuencia positiva; Zf− y Zs− son las
impedancias de la red de secuencia negativa; mientras que Zf0 y Zs0 son las impedancias de la
red de secuencia cero.
Si se considera la relación de impedancias Zf/Zs = λe






Donde λ = |Zf/Zs| es una medida de la distancia eléctrica (por distancia eléctrica se puede
interpretar una distancia f́ısica) hasta la falla y α = arg(Zf/Zs) es una medida del máximo salto
de fase asimétrico que debeŕıa suceder durante un evento de tensión. Analizando la expresión
(4.8) se deduce que si λ tiende a cero, |V ∗| también tiende a cero, y arg(V ∗) tiende a α. Cuando
Zf/Zs >> 1, o cuando la relación Xs/Rs es igual a la relación Xf/Rf , arg(V ) = 0 por lo cual no
aparecen saltos de fase asimétricos en el PCC. Generalmente, arg(V ∗) 6= 0 dando lugar a saltos
de fase asimétricos en el PCC, cuyo máximo valor podŕıa llegar a ser α, por ejemplo cuando
(Zf/Zs) << 1.
A modo de presentar un ejemplo ilustrativo, se consideró la misma falla de la fase a a tierra
analizada anteriormente, pero esta vez variando la relación X/R de la impedancia de ĺınea
manteniendo el módulo de la misma constante. Aśı se obtuvo el lugar geométrico de las tensiones
de falla medidas en el PCC en función de esta variación. Como se observa en la Fig. 4.5, se
produce un salto de fase máximo de −46.7◦ cuando la ĺınea es resistiva pura, valor particular
que depende de las impedancias restantes de la red, pero que ilustra el fenómeno. Alĺı se observa
también, que el lugar geométrico de las tensiones de falla difiere del obtenido para los saltos de






Figura 4.5.: Diagrama fasorial y lugar geométrico de las tensiones de falla medidas en el PCC variando la relación X/R de
la impedancia de la ĺınea Zf que coincide con la impedancia entre el PCC y la falla. El valor de Xf se escaló
desde Xf = 0pu(Vfa1), es decir ĺınea resistiva pura, hasta Xf = |Zf |(Vfa2), es decir ĺınea inductiva pura,
ajustando el valor de Rf para mantener constante el |Zf |.
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Figura 4.6.: Evolución del valor RMS y ángulo de fase de la tensión de falla medida en el PCC variando la relación X/R de
la impedancia de la ĺınea Zf que coincide con la impedancia entre el PCC y la falla.
4.1.3 Rotaciones de fase asimétricas
Una rotación de fase asimétrica (RFA) se origina cuando las impedancias de secuencia
positiva y negativa entre el PCC y la fuente son distintas. Esto ocurre cuando la falla que da
lugar al evento se origina en cercańıas de máquinas rotantes que, a diferencia de los cables
y transformadores, presentan impedancias de secuencia positiva y negativa de magnitudes
significativamente diferentes. Para ilustrar este fenómeno se modeló una falla bifásica sin
contacto a tierra entre las fases b y c en el mismo punto en el que se modeló la falla monofásica a
tierra en los casos previos (Fig. 4.1 y Fig. 4.2). Se supuso una impedancia de falla Zcc = 0 para
evitar la ocurrencia de saltos de fase analizados previamente. Se varió la impedancia de secuencia
negativa entre la fuente y el PCC, entre Zs2 = 0pu y Zs2 = 10Zs1 simulando la presencia de
máquinas rotantes en ese tramo de la red. En la Fig. 4.7 se observa el lugar geométrico de
los fasores de las tensiones de falla en las tres fases para distintos valores de la componente de
secuencia negativa de la impedancia comprendida entre la fuente y el PCC. Los valores extremos
de los lugares geométricos corresponden a Zs2 = 0pu (tensiones Vfa1, Vfb1, Vfc1) y a Zs2 = 10Zs1
(tensiones Vfa2, Vfb2, Vfc2).
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Figura 4.7.: Diagrama fasorial de las tensiones de falla medidas en el PCC durante una falla bifásica entre las fases b y c,
para distintos valores de la componente de secuencia negativa de la impedancia comprendida entre la fuente y
el PCC.


















































Figura 4.8.: Evolución del valor RMS y ángulo de fase de la tensión de falla medida en el PCC durante una falla bifásica entre
las fases b y c, para distintos valores de la componente de secuencia negativa de la impedancia comprendida
entre la fuente y el PCC.
4.1.4 Rotaciones de fase simétricas
Una rotación de fase simétrica (RFS) produce un cambio de fase de igual argumento en
las tres tensiones simples, cuyo origen puede encontrarse en los cambios bruscos de grandes
cargas balanceadas muy inductivas. Un claro ejemplo es el de los grandes motores trifásicos
de inducción, que en el momento del arranque presentan el rotor bloqueado, por lo cual su
impedancia es altamente inductiva y su corriente alcanza valores de hasta 7 veces la nominal (caso
de arranque directo) [88, 89]. En la Fig. 4.9 se presenta un diagrama fasorial con la evolución de
las tensiones en el PCC durante el arranque de un motor inductivo conectado en la red del modelo
en lugar de la carga pasiva. En este análisis, no se considera la falla monofásica a tierra, es decir,
Zcc = ∞. Vpa, Vpb, Vpc son las tensiones de prefalla (antes de conectar el motor); Vfa, Vfb, Vfc
son las tensiones durante la falla simétrica (arranque del motor); y Vra, Vrb, Vrc son las tensiones
en régimen. El motor tiene una impedancia de arranque ZMf = (0.1429 + j0.1260)pu y una
impedancia de régimen ZMr = (1+j0.4843)pu (valores t́ıpicos de un motor de inducción trifásico
de potencia superior a 100kW de baja o media tensión [90]). En estas condiciones, y para esta
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Figura 4.9.: Diagrama fasorial de las tensiones de falla medidas en el PCC antes, durante y posterior al arranque de un
motor de inducción que se encuentra reemplazando la carga pasiva de la red de distribución modelada.
red en particular se obtuvo una rotación de fase simétrica de −5.9◦. Este valor podŕıa aumentar
considerablemente en redes tales que la potencia del motor esté en el orden de la potencia de
cortocircuito de la red. En esos casos, se debeŕıa adaptar la red aumentando su potencia de
cortocircuito, o bien adoptar un arranque a tensión reducida para minimizar el impacto sobre
otras cargas conectada en el PCC.
4.1.5 Desviaciones de la tensión de prefalla respecto de su valor nominal
La carga puede modificar la magnitud de la tensión de prefalla generando una desviación
de la tensión de prefalla respecto de su valor nominal (DTP). A su vez, en una red eléctrica
la magnitud de la tensión en cada punto de la misma, depende no sólo de la carga, sino de
otros factores. Por ejemplo, de los sistemas de control en los grandes generadores que inyectan
potencia activa a la red y con la misma regulan la tensión, de los taps de regulación con los
que cuentan los transformadores, de los bancos de capacitores utilizados para corregir el factor
e potencia, etc. Por tal motivo, es normal que al ocurrir un evento en alguna de las fases del
sistema, la tensión en las fases no afectadas difiera de la nominal tanto en magnitud como en
fase.
4.2 Limitaciones en los criterios de clasificación de eventos
En la literatura espećıfica se describen en forma sintética los errores de algunos algoritmos
de clasificación [79] bajo ciertas condiciones, y en el caso de otros algoritmos no se menciona
ningún tipo de error [80]. Sin embargo, las causas de esta clasificación errónea no son explicadas
en detalle. En esta tesis se muestra que estos errores resultan no sólo de la arquitectura propia
de cada algoritmo, sino también de las limitaciones inherentes al criterio de clasificación.
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4.2.1 Limitaciones en presencia de saltos y rotaciones asimétricas de fase
El criterio de clasificación ACD considera que la componente de secuencia cero de la tensión
fundamental es cero (Va1 +Vb1 +Vc1 = 0), por lo tanto, de las ecuaciones que definen la terna de
tensiones, sólo dos son linealmente independientes. Cuando esta caracteŕıstica se tiene en cuenta
en las seis expresiones correspondientes a cada tipo de dip (por ejemplo la expresión (A.1) del
Apéndice A para el dip tipo Ca), cada expresión genera un conjunto de dos ecuaciones con dos
incógnitas, V y F . En consecuencia, cuando se resuelve anaĺıticamente el sistema, podŕıa suceder
que la misma terna resulte de cualquiera de los seis tipos de eventos posibles, cada uno de ellos
con una combinación particular de V y F . Con la salvedad de que estos parámetros no pueden
tomar cualquier valor. En general, |F | ≥ |V | y |V | ≤ 0.9pu. El ángulo de fase de F tomará un
valor distinto de cero en presencia de rotaciones de fase y el ángulo de fase de V será distinto
de cero en presencia de saltos de fase [6]. En definitiva, si bien los ĺımites de amplitud y fase de
V y F debeŕıan permitir descartar alguna de las seis combinaciones debido a su imposibilidad
f́ısica, ante la existencia de elevadas rotaciones o saltos de fase, es imposible distinguir un tipo
de evento de otro. Esta limitación es la mayor desventaja del criterio de clasificación en general,
independientemente del algoritmo implementado, y no es analizada en la literatura. Peor aún,
los errores de clasificación son asociados a la performance de los algoritmos y no al criterio de
clasificación.
En la Fig. 4.10 se ilustra un ejemplo de la limitación recién mencionada. Las ĺıneas punteadas
representan la terna ideal de tensiones, la ĺınea llena negra representa el evento ideal, a la
izquierda un evento tipo Cc y a la derecha un evento tipo Da, y la ĺınea llena azul representa
las tres tensiones resultantes al incluir saltos y rotaciones de fase durante la ocurrencia de estos
eventos.
(a) (b)
Figura 4.10.: Evento tipo Cc (a) y tipo Da (b). En ĺınea punteada se representa la terna ideal. En ĺınea llena negra se
representa el evento ideal y en ĺınea azul se representan las tensiones resultantes al incluir saltos y rotaciones
de fase durante la ocurrencia de los eventos.
Vale aclarar que un evento es definido como ideal cuando se obtiene de acuerdo a la definición
del modelo, con las correspondientes variaciones en las tres tensiones y sus respectivas fases, es
decir, sin saltos de fase o rotaciones de fase producidas por el efecto de las impedancias de la
red, de la falla o de la carga. En el primer caso, Fig. 4.10(a), se generó un evento tipo Cc con
V = 0.5e−j20
◦
pu y F = 1pu. En el segundo caso, Fig. 4.10(b), se generó un evento tipo Da
137
4. Limitaciones de los criterios y algoritmos de clasificación
con V = 0.54ej10.95
◦
pu y F = 0.98e−j16.13
◦
pu. Como se observa en este ejemplo, no hay modo
alguno de distinguir qué tipo de evento ocurrió, ya que en ambos casos, las tensiones resultantes
luego de ser afectadas por los saltos y rotaciones de fase correspondientes son iguales (ĺıneas
azules en ambas figuras), y fueron obtenidas con combinaciones de V y F f́ısicamente válidas
que se podŕıan dar en diferentes puntos de una misma red de distribución determinada o en
distintas redes con diferentes topoloǵıas. Además, se puede concluir que independientemente de
la estructura particular de cada algoritmo, la posibilidad de una mala clasificación está siempre
presente. Nuevamente, como ya se mencionó, esto es inherente a las limitaciones del criterio de
clasificación. Si se realiza el mismo análisis para el criterio de clasificación ABC, la conclusión
es similar, es decir, las mismas tres tensiones pueden ser obtenidas desde diferentes eventos
con combinaciones particulares de saltos y rotaciones de fase asimétricas. Considerando que
los criterios de clasificación no pueden garantizar una correspondencia uńıvoca entre el evento
real y el evento detectado en el punto de medición, los algoritmos de clasificación presentan esa
misma limitación. En el trabajo de M. H. Bollen [79] se expone un estudio parcial de los errores
del SCA y del SPA, debido sólo a saltos de fase y rotaciones de fase asimétricas. En el mismo
se concluye que el SCA no presenta errores bajo saltos de fase. Lo mismo se aplica al SPA con
rotaciones de fase asimétricas. Estas condiciones fueron evaluadas individualmente, es decir,
eventos con rotaciones de fase asimétricas sin saltos de fase (V = 1pu), y con saltos de fase sin
ninguna rotación asimétrica de fases (F = 1pu). Al limitar de esta manera el número de variables
independientes, los ensayos no revelan las limitaciones del criterio con respecto a la clasificación
del evento. Aunque estas condiciones de ensayo permiten analizar los efectos individualmente,
no son totalmente representativos de una condición real de operación. Finalmente, un estudio
sobre errores del SVA no está disponible en la literatura [80, 74, 73, 75, 76].
4.2.2 Limitaciones en presencia de rotaciones simétricas de fase
Uno de los efectos de las rotaciones simétricas de fase es la clasificación errónea de eventos
por parte de los algoritmos SCA y SVA. Esto se debe a que estos algoritmos usan el módulo y
fase de las componentes de secuencia positiva y negativa de las tensiones fundamentales como
dato de entrada en el proceso de clasificación. Sin embargo la performance del algoritmo SPA
no es afectada ya que éste sólo utiliza la amplitud de las tres tensiones simples y de las tres
tensiones compuestas.
En la Fig. 4.11 se muestra un ejemplo particular en el cual se sintetiza un evento tipo Da,
con una Ures igual a V = 0.5e
−j20◦pu. La Fig. 4.11(a) muestra la generación del evento bajo
condiciones ideales, es decir, sin saltos de fase y/o rotaciones simétricas de fase, usando una
tensión de prefalla igual a la unidad, y midiendo el ángulo de fase de las tres tensiones respecto
del de la tensión de prefalla. Bajo estas condiciones, el ángulo del fasor Vβ = V−1/(1 − V+1),
llamado β, es igual a 180◦. De acuerdo a la ecuación (3.44) y la Tabla 3.6 del Caṕıtulo 3, T = 3
y el evento es clasificado correctamente por el algoritmo SCA. En la Figura 4.11(b), el mismo
evento de tensión es afectado por una rotación de fase simétrica, la cual produce una diferencia
de 20◦ entre las tres tensiones simples y las correspondientes tensiones de prefalla. En este caso,
las componentes de secuencia positiva y negativa de la terna fundamental son rotadas con el
mismo ángulo de fase, pero β = 119.01◦, aśı, T = 2, y de acuerdo al criterio de la Tabla 3.6, el
evento es clasificado erróneamente como Cb en lugar de Da.
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(a) (b)
Figura 4.11.: Evento tipo Da con una Ures igual a V = 0.5pu. (a) Evento bajo condiciones ideales. (b) Evento con una
rotación simétrica de −20◦ con respecto a la tensión de prefalla. Vβ es el fasor cuyo argumento β permite
estimar el valor del parámetro T , con el cual el algoritmo SCA estima el tipo de evento.
4.2.3 Desviación de la tensión de prefalla respecto de la nominal
Como se mencionó previamente, las cargas pueden producir variaciones en el módulo y
ángulo de fase de la tensión de prefalla con respecto a su valor nominal. A su vez, la tensión
en cada nodo de la red eléctrica depende de la carga y de otros factores tales como: sistemas
de control de potencia reactiva en generadores para regular el nivel de tensión, la posición de
los taps de regulación de los transformadores de potencia, bancos de capacitores para corrección
del factor de potencia, etc. Por las razones expuestas, es normal que un evento de tensión en
cualquiera de las fases de la red produzca cambios en las fases no afectadas. Este hecho, da lugar
a clasificaciones erróneas en los algoritmos descriptos en el caṕıtulo 3, ya que estos se basan en
umbrales de detección estáticos, los cuales son calculados bajo la asunción que la tensión en las
fases no afectadas es igual a la tensión nominal.
4.3 Discusión acerca de las limitaciones de los algoritmos de
clasificación
A continuación se discuten brevemente las limitaciones propias de los algoritmos lógicos, que
se suman a las limitaciones de los criterios ya descriptos. El objetivo es entender las razones
por las cuáles las chances de obtener una clasificación uńıvoca son reducidas con estos criterios
y algoritmos.
4.3.1 Algoritmo de componentes simétricas
Teniendo en cuenta la ecuación (3.44) del Caṕıtulo 3, la clasificación del SCA se obtiene
a partir de las componentes de secuencia positiva y negativa. Esta clasificación falla ante la
presencia de rotaciones de fase simétricas y asimétricas debido a la formulación del algoritmo en
śı y a la ambigüedad del criterio de clasificación cuando se consideran grandes rotaciones de fase.
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En el trabajo de Bollen [79] el algoritmo se modifica agregando un ángulo de fase constante igual
a 20◦ al argumento de fase estimado con las componentes de secuencia (4.9). Esta corrección
incorporada a la ecuación (3.44) del Caṕıtulo 3 mitiga los errores cuando las rotaciones de fase
son negativas y de pequeña magnitud. Sin embargo, esta solución parcial no incluye todas las













Para entender las razones por las cuáles se origina una clasificación errónea cuando se aplica la
ecuación (3.44) del Caṕıtulo 3 a un evento de tensión que presenta rotaciones de fase, se debeŕıan
conocer las componentes de secuencia positiva y negativa que forman parte de la misma. Si se
aplica la transformación de Fortescue (Apéndice C) a las seis ecuaciones que describen los dips
















Vβ es un fasor de tensión que representa una rotación de fase asimétrica particular para cada
tipo de evento. Es decir, la componente de secuencia positiva como función de los parámetros F
y V es independiente del tipo de evento, mientras que la secuencia negativa guarda una relación
con el tipo de evento. Desde la ecuación 4.10, se puede deducir que es posible caracterizar cada









Desde (4.11) y (4.12), se derivan dos nuevas ecuaciones para estimar el parámetro T y,
consecuentemente, clasificar el evento sin errores en la presencia de rotaciones y saltos de fase:

















El dilema es que V y F son variables estimadas a partir de TV y TF respectivamente, por lo
tanto, para calcularlas es necesario implementar un algoritmo recursivo o iterativo.
4.3.2 Algoritmo de seis tensiones
El SPA produce una clasificación errónea ante la presencia de grandes saltos de fase. Este
error de clasificación se debe a la mı́nima tensión RMS que permite determinar el tipo de evento,
la cual difiere de la mı́nima tensión previa al salto de fase. Una posible mitigación podŕıa ser
medir las primeras dos tensiones RMS mı́nimas, estimar los valores de F y V y determinar cuál
de los posibles eventos es más representativo para los valores de estas magnitudes caracteŕısticas.
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4.3.3 Algoritmo de vector espacial
Al analizar el principio de funcionamiento del SVA y sus umbrales de detección se concluye
que el mismo tendrá errores de clasificación ante la presencia de saltos y rotaciones de fase
superiores a 15◦. Esto origina la desviación del ángulo caracteŕıstico (φinc o φ01 − φ+1 según el
evento) con respecto a los umbrales de clasificación del tipo de evento. Estos errores podŕıan ser
parcialmente resueltos estimando la rotación o salto de fase a partir de los parámetros V y F .
4.4 Conclusiones
En este caṕıtulo se realizó un estudio anaĺıtico que muestra que la forma y caracteŕısticas de un
evento de tensión propagado en una red eléctrica real distan en mayor o menor medida a las de
un evento ideal modelado perteneciente a los criterios de clasificación. Como se describió en cada
tipo de perturbación, estas diferencias se deben principalmente a las impedancias que presentan
los generadores, transformadores y ĺıneas, aśı como la presencia de máquinas rotantes, cargas
balanceadas y desbalanceadas, y el accionamiento de dispositivos de protección. Vale destacar
que el principal aporte de este caṕıtulo ha sido analizar con mayor profundidad, ampliar y
unificar los escasos conceptos sobre la temática encontrados en la literatura a fin de lograr
una base teórica completa más general y fácil de comprender. Teniendo en cuenta que estas
perturbaciones asociadas a los eventos de tensión reales son los principales responsables de la
clasificación errónea de los algoritmos encargados de esta tarea, se concluye que es necesario




5 Algoritmo de secuencias absolutas
“La alegŕıa de vivir”, Henri Matisse, 1949.
“Es el verdadero arte del maestro despertar la alegŕıa por el trabajo y el conocimiento”
“Mi visión del mundo”, Albert Einstein, 1949.
El conocimiento de las perturbaciones que se presentan en las redes eléctricas cuando
ocurre un evento de tensión y su influencia en el desempeño de los algoritmos de
clasificación presentes en la bibliograf́ıa, estableció las bases para proponer un nuevo
algoritmo que lejos de ser infalible a las limitaciones planteadas, al menos reduce los
errores de clasificación. Este algoritmo utiliza la información provista por el valor
absoluto de las tres componentes simétricas fundamentales de las tensiones trifásicas
y un estimador que evalúa cual es el tipo de evento más probable de acuerdo a las
tres tensiones de entradas. A diferencia de los otros algoritmos que utilizan umbrales
fijos, este presenta umbrales adaptivos por lo cuál se adapta mejor a los cambios de
amplitud y fase durante una falla en la red.
Śıntesis del caṕıtulo
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5.1 Descripción
En los caṕıtulos 3 y 4 se describieron diferentes algoritmos de clasificación de eventos y las
limitaciones de los criterios de clasificación debido a la presencia de diversas perturbaciones.
Se hizo evidente que en determinadas condiciones de operación, factibles de tener lugar en
aplicaciones reales, se pueden producir clasificaciones incorrectas. Esto se debe a la forma en
que cada algoritmo extrae la información del evento y en cómo ese evento se ve afectado por
cuestiones propias de la red real (diferencias de impedancias, etc.). En el presente caṕıtulo
se describe una propuesta de algoritmo de clasificación denominado algoritmo de secuencias
absolutas (del inglés absolute sequences algorithm, ASA), que utiliza la información provista por
el valor absoluto de las tres componentes simétricas fundamentales de las tensiones trifásicas
y un estimador que evalúa cual es el tipo de evento más probable de acuerdo a las tensiones
medidas. A diferencia de los otros algoritmos que utilizan umbrales fijos, este presenta umbrales
adaptivos por lo cuál se adapta mejor a los cambios de amplitud y fase durante una falla en la
red.
El algoritmo de clasificación propuesto se basa en comparar dos magnitudes entre śı:
• las mediciones reales (componentes simétricas reales obtenidas a partir de un prefiltrado
de las tensiones de fase);
• las predicciones del modelo (componentes simétricas calculadas a partir de un modelo para
cada tipo de evento posible y adaptado a la tensión de prefalla);
tal como se ilustra en el esquema de funcionamiento de la Fig. 5.1. Luego, a través de un
estimador, el algoritmo estima cual es el tipo de evento más probable.
Figura 5.1.: Esquema de funcionamiento del algoritmo de clasificación propuesto.




5.1.1 Mediciones reales y predicciones del modelo
Las mediciones reales son los valores absolutos de las componentes simétricas de las tres
tensiones simples fundamentales medidas durante un evento (|Ṽi1|, donde i = 0,+,−). Nótese
que los sub́ındices de las componentes de secuencia (0,+ ,−) indican las componentes cero, positiva
y negativa respectivamente, mientras que el sub́ındice 1 significa que todas las secuencias derivan
de las tensiones trifásicas fundamentales. Estas componentes simétricas pueden ser estimadas
por varios métodos, tales como el detector de secuencia propuesto en Carugati et al [91].
Las predicciones del modelo son los valores absolutos de las componentes simétricas
obtenidas a partir del modelo anaĺıtico de cada tipo de evento (|Vi1|, donde i = 0,+,−), basado
en el criterio de clasificación ABC. Las mismas se obtienen desde la Tabla 5.1 ingresando a
la misma con la tensión de prefalla estimada promedio entre las tres tensiones simples (E1) y
con la amplitud estimada del dip o swell durante el evento, conocido como el parámetro h. Las
expresiones en esta tabla fueron obtenidas aplicando el teorema de Fortescue [83] en un sistema
trifásico desbalanceado, considerando las expresiones anaĺıticas del modelo de clasificación ABC
[92, 73].
Tabla 5.1.: Componentes simétricas función de h y E1 para cada evento.
Tipo |V01|[pu] |V+1|[pu] |V−1|[pu]
A 0 E1h 0
B E1(1− h)/3 E1(2 + h)/3 E1(1− h)/3
C 0 E1(1 + h)/2 E1(1− h)/2
D 0 E1(1 + h)/2 E1(1− h)/2
E E1(1− h)/3 E1(1 + 2h)/3 E1(1− h)/3
F 0 E1(1 + 2h)/3 E1(1− h)/3
G 0 E1(1 + 2h)/3 E1(1− h)/3
H E1(1− h) E1 0
I∗ 2E1(1− h) E1 0
I∗∗ E1/2 E1(1 + 2h/3) E1(1− 2h/3)
Nota: El tipo de evento I se define por tramos: si h ≤ 0.75⇒ I = I∗∗; si h > 0.75⇒ I = I∗.
Todas las tensiones se expresan en por unidad [pu] adoptando como base la tensión RMS
nominal o declarada de la red bajo análisis.
5.1.2 Tensión de prefalla (E1)
En esta tesis se propone estimar la tensión de prefalla como el promedio de todas las tensiones
de referencia deslizantes calculadas para todas las fases del sistema. Cada tensión de referencia
deslizante se calcula siguiendo los lineamientos propuestos en el Std. IEC 61000-4-30:2015 [16]
y en el Std. IEEE 1564-2014 [44]. Ambas normas proponen calcular la tensión de referencia a
través de un filtro de primer orden con una constante de tiempo de 1 minuto que es actualizado
con cada tensión RMS. Esta última computada en una ventana de 10/12 ciclos en sistemas de
50/60Hz respectivamente. La siguiente ecuación representa anaĺıticamente el filtro mencionado
de la Fig. 5.2:
Usrj [n
′] = 0, 9967× Usrj [n′ − 1] + 0, 0033× U(10/12)rmsj [n′] (5.1)
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Figura 5.2.: Filtro digital que permite obtener la tensión de referencia deslizante de cada fase. La frecuencia de actualización
es 10/12 veces menor que la frecuencia del sistema (50/60Hz).
donde Usrj [n
′] y Usrj [n
′ − 1] son el valor actual y el valor previo de la tensión de referencia
deslizante de la fase j (a, b o c); U(10/12)rmsj [n
′] es el valor RMS de la fase j (a, b o c) obtenido
en los 10/12 ciclos más recientes y n′ es un ı́ndice que se incrementa cada 10/12 ciclos del periodo
fundamental. Luego, E1 es calculada como:
E1[n] =
Usra [n] + Usrb [n] + Usrc [n]
3
(5.2)
5.1.3 Amplitud del evento
Para determinar si la red se encuentra en un estado operativo normal de acuerdo a las
regulaciones, o si se está desarrollando un evento, se calcula la tensión mı́nima (Vmin) y la




























El parámetro h, el cuál representa la amplitud del evento, se estima como h = V/E1, donde V
es la tensión en la fase fallada o entre las fases falladas durante el evento, conocida como tensión
retenida. La misma se puede estimar como la menor de las seis tensiones RMS fundamentales
[6], es decir, V = Vmin.
5.1.4 Estimador del tipo de evento más probable
Para determinar el tipo de evento más probable, se evalúa la similitud entre las mediciones
reales (|Ṽi1|) y las predicciones del modelo (|Vi1|) para todos los tipos de eventos posibles.
Hay varios estimadores posibles para calcular esta similitud. Uno de los estimadores más simples
y ampliamente utilizados es el error cuadrátrico medio (del inglés mean squared error , MSE),
el cual fue empleado en el algoritmo propuesto de acuerdo a la siguiente ecuación.
ek
2 = (|Ṽ01|−|V01k |)2 + (|Ṽ+1|−|V+1k |)2 + (|Ṽ−1|−|V−1k |)2 (5.5)
donde k = A,B, ..., I. El evento más probable será aquel con el menor MSE.
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5.1.5 Implementación del algoritmo
En la Fig. 5.3 se describe una posible implementación del algoritmo propuesto y consta de los
siguientes pasos:
1. Si las tres tensiones RMS fundamentales están en el rango [0.9, 1.1]pu entonces el estado de
la red eléctrica es normal desde el punto de vista de la detección de eventos. Este rango
está basado en el Std. IEC 61000-4-30:2015 [16] y en el Std. IEEE 1159-2009 [26], las
cuáles definen un dip cuando la tensión RMS en cualquier fase está en el rango [0.1, 0.9]pu
y un swell cuando la tensión en cualquier fase es mayor que 1.1pu. En cualquier otro caso,
se procede al paso 2.
2. Computar Vmin y Vmax de acuerdo a las ecuaciones 5.3 y 5.4 respectivamente. Luego, se
computan las mediciones reales.
3. Si Vmax > 1.1pu entonces la red eléctrica está en estado de swell y se continua con el
paso 4. En caso contrario (Vmin < 0.9pu), la red eléctrica atraviesa el estado de dip y se
continua con el paso 5.
4. Computar el MSE para el evento tipo H (eH) y para el evento tipo I (eI) entre las
mediciones reales y las predicciones del modelo. Luego calcular el mı́nimo entre ambos
para determinar el tipo de evento más probable. Para determinar las fases mayormente
afectadas se analiza cuál es la tensión Vmax, y si la misma es de ĺınea o de fase.
5. Computar el MSE para los eventos tipo A, B, C, D, E, F y G (eA, eB, eCD, eE , eFG)
respectivamente y calcular el mı́nimo de todos ellos para determinar el tipo de evento más
probable. Notese que para los eventos tipo C y D se calcula el mismo error. Lo mismo
se aplica a los eventos tipo F y G. No obstante, es posible distinguir entre estos tipos
de eventos de acuerdo a Vmin, para eso se procede al paso 7. Para determinar las fases
mayormente afectadas se analiza cuál es la tensión Vmin, y si la misma es de ĺınea o de
fase.
6. Si Vmin es una tensión de fase entonces el evento es tipo A, C, E o G de acuerdo al mı́nimo
error calculado. En otro caso, el evento es tipo A, B, D o F de acuerdo al mı́nimo error
calculado.
5.1.6 Análisis de la capacidad de discernimiento
El propósito de este análisis es verificar que para cada tipo de evento el MSE correspondiente
es el menor para cualquier valor de V en el rango [0.1, 0.9]pu y para valores de E1 comprendidos
en el rango [0.9, 1.1]pu. La Fig. 5.4 muestra un ejemplo del análisis realizado para un evento
tipo B, donde el error absoluto correspondiente a la estimación de tal evento es cero para todo
valor de V y E en los rangos mencionados. Este análisis fue repetido con los otros eventos y se
obtuvieron resultados similares en todos los casos, infiriendo aśı, que el principio de operación
del algoritmo propuesto tiene la capacidad de discriminar entre diferentes tipos de eventos.
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Figura 5.3.: Estimación del estado de la red eléctrica y del tipo de evento ocurrido.
5.1.7 Contribución del ruido
Para analizar la inmunidad al ruido del algoritmo propuesto y la calidad del estimador MSE, se
evaluó la respuesta del ASA a la presencia de ruido gaussiano blanco aditivo (del inglés additive
white gaussian noise, AWGN) a las tres tensiones de entrada. El sistema bajo estudio consiste
de un método de estimación de secuencia y el algoritmo ASA. En esta tesis, para estimar las
secuencias se ha adoptado el método propuesto en [91], el cuál implementa la mSDFT y el
teorema de Fortescue. La Fig. 5.5 presenta los errores relativos porcentuales de clasificación
(eC) de cada tipo de evento en función de los niveles de relación señal ruido (del inglés signal
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Figura 5.4.: Análisis de discernimiento para un evento tipo B. La curva de arriba de cada área sombreada fue trazada con
E1 = 0, 9[pu] y la curva de abajo con E1 = 1, 1[pu]. Observe que solo el error cuadrático medio de B permanece
igual a cero para todos los valores posibles de V .





donde eck es el error de clasificación del evento de tensión tipo k, con k = A, B, ..., o I,
NEMC es el número de eventos mal clasificados y NE es el número total de eventos de cada
tipo evaluado (un valor grande estad́ısticamente representativo).
De la Fig. 5.5 se concluye que para SNR < 10dB el método es un estimador sesgado. Es decir,
el nivel de ruido es tan grande respecto al nivel de señal que se producen clasificaciones erróneas.
Se observa que estos errores son mayores en aquellos tipos de eventos cuyas componentes
simétricas se calculan con expresiones anaĺıticas muy similares (ver Tabla 5.1). Tal es el caso de
los pares de eventos tipo B y E, C y D, G y F , cuyas expresiones presentan mayor similitud
y el discernimiento se realiza analizando las fases afectadas a través del valor de Vmin. Por el
contrario, aquellos eventos cuyas componentes simétricas se calculan con expresiones anaĺıticas
bien diferenciadas (tipo A, H e I) son los que presentan menores errores de clasificación, aun
cuando el nivel de ruido es tan grande como el nivel de señal.
Por otro lado, se observa que para SNR > 10dB, el método es consistente con un estimador no
sesgado de varianza mı́nima, ya que cualquier tipo de evento presenta error nulo de clasificación.
Se debe señalar que las señales están procesadas por la mSDFT, y que su rango de operación
óptimo es mayor que −10dB, de acuerdo al análisis realizado en [91].
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Figura 5.5.: Errores relativos porcentuales de clasificación de cada tipo de evento en función de los niveles de SNR para el
algoritmo propuesto (ASA).
5.2 Evaluación del desempeño
Para evaluar el desempeño del algoritmo ASA frente al de los algoritmos SCA, SPA y SVA,
se ensayaron los mismos bajo las diferentes perturbaciones descritas en el Caṕıtulo 4 (SFDF,
SFDR, RFS, RFA y DTP).
En la Fig. 5.6 se sintetizan los resultados de los cuatro métodos ensayados para la clasificación
de un evento tipo B, donde los puntos grises indican las regiones donde el algoritmo realiza una
clasificación errónea del evento. La región sombreada verde contiene los eventos con mayor
probabilidad de ocurrencia. Consiste en un área de estudio que fue elegida considerando el
DPQ Statistical Summary Report [35] del Instituto de Investigación de Enerǵıa Eléctrica (del
inglés Electric Power Research Institute, EPRI). De acuerdo al mismo, el 74.79% de los eventos
presentan una tensión efectiva mı́nima en el rango de [0.6, 0.9]pu y desfasajes en el rango de
[−45◦, 45◦].
La Fig. 5.6(a) muestra que el SCA es inmune a los dos tipos de saltos de fase ya que no alteran
el argumento entre V−1 y (1 − V+1) que se utiliza como base en su principio de operación. Sin
embargo, su desempeño se deteriora claramente ante la clasificación de eventos afectados por
rotaciones de fase y desviaciones de la tensión de prefalla.
En la Fig. 5.6(b) se observa que el SPA es inmune a las rotaciones de fase simétricas, ya que
los valores absolutos de las tensiones de fase y de ĺınea utilizadas en su principio de operación
no son modificados cuando ocurre una rotación simétrica de fase. Sin embargo, este método
falla considerablemente bajo saltos de fase, rotaciones asimétricas y desviaciones de la tensión
de prefalla.
La Fig. 5.6(c) muestra que el SVA comete errores de clasificación en la presencia de
cualquiera de las cinco perturbaciones de tensión mencionadas anteriormente. Este algoritmo
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clasifica incorrectamente cuando los saltos de fase están asociados con dips de tensión de poca
profundidad. Además, es muy sensible a las rotaciones de fase tanto simétricas como asimétricas
debido a la rotación de la trayectoria eĺıptica del vector espacial a lo largo del tiempo, usada en
su principio de operación. Por último, el método presenta un bajo desempeño en la clasificación
de eventos asociados a variaciones de la tensión de prefalla respecto de la nominal.
Finalmente, la Fig. 5.6(d) muestra el desempeño del método propuesto (ASA). Hay un
pequeño o nulo error en los ensayos de SFDF, RFS y DTP. Mientras que en los ensayos
de SFDR y RFA aparece el error de clasificación para dips de tensión de cualquier magnitud
acompañados de saltos o rotaciones de fase mayores a 30◦ y para dips de tensión de magnitud
menor a 0, 2[pu] y cualquier valor de salto o rotación de fase. Es importante señalar que esta
región de error comprende a los eventos menos probables en una red, ya que en general los eventos
más frecuentes son aquellos de poca profundidad y saltos o rotaciones de fase moderadas (área
sombreada verde). Esta mejora respecto de los otros algoritmos se debe a dos factores. En
primer lugar, mientras otros algoritmos usan umbrales fijos, al algoritmo propuesto selecciona el
tipo de evento más probable minimizando el MSE entre el modelo y las mediciones. En segundo
lugar, las secuencias se calculan considerando la tensión de prefalla estimada.
Este análisis se repitió con los otros tipos de eventos y se obtuvieron resultados similares en
todos los casos. El desempeño de cada algoritmo con los diferentes tipos de eventos se muestra en
la Tabla 5.2, donde se reportan los errores relativos porcentuales de clasificación. Estos errores
fueron obtenidos promediando los errores de clasificación para las cinco perturbaciones, y cada
uno de estos cinco errores fue calculado como el número de eventos mal clasificados (área gris
de la Fig. 5.6) sobre el número total de eventos analizados (área total), es decir con la Ec. 5.6.
En todos los casos, el algoritmo propuesto genera el menor número de errores de clasificación,
logrando un mejor desempeño que el resto de los algoritmos. Nótese que en el caso del SCA
y SPA, los errores en la clasificación de eventos tipo H e I no se informaron porque ambos
algoritmos no clasifican estos tipos de eventos. Esto se debe a que dichos algoritmos fueron
concebidos antes de que Ignatova et al [80] agregara los mismos a la clasificación ABC.
Adicionalmente, se realizó un análisis similar cuyos resultados se muestran en la Tabla 5.3,
pero analizando particularmente el área sombreada verde, que como se mencionó anteriormente,
representa la región con eventos de mayor probabilidad de ocurrencia [35]. Se puede ver que
en estas condiciones el ASA sigue siendo el algoritmo con el menor nivel de error, alcanzando
error nulo con las perturbaciones SFDF, RFS y DTP y errores marginales con las perturbaciones
SFDR y RFA.
Tabla 5.2.: Error de clasificación de cada algoritmo, obtenido al promediar los cinco ensayos realizados.
Algoritmo eA% eB% eC% eD% eE% eF% eG% eH% eI%
SCA 0, 050 42, 087 59, 903 57, 623 39, 647 60, 029 62, 011 − −
SPA 0, 003 34, 456 42, 948 40, 669 52, 449 56, 084 58, 047 − −
SV A 0, 009 33, 698 47, 235 45, 177 45, 504 67, 335 69, 397 41, 530 40, 006
ASA 0, 003 25, 749 32, 757 27, 298 27, 235 49, 526 53, 485 13, 897 10, 395
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Tabla 5.3.: Error de clasificación de cada algoritmo, obtenido al promediar los cinco ensayos realizados considerando sólo el
área sombreada verde correspondiente a los eventos más probables.
Algoritmo eA% eB% eC% eD% eE% eF% eG% eH% eI%
SCA 0.051 38.690 54.925 53.952 51.867 72.418 73.055 − −
SPA 0.008 48.865 51.089 50.138 60.597 62.004 62.538 − −
SV A 0.044 50.464 53.236 52.555 57.366 78.101 78.898 53.509 62.240





Figura 5.6.: De izquierda a derecha: errores de clasificación bajo saltos de fase simétricos, saltos de fase asimétricos,
rotaciones de fase simétricas, rotaciones de fase asimétricas y desviaciones de la tensión de prefalla en un
evento tipo B. (a) SCA (b) SPA (c) SVA (d) ASA. Obsérvese que los puntos grises representan todas las





En este caṕıtulo se ha propuesto un nuevo algoritmo de clasificación de eventos de tensión,
que utiliza la información provista por el valor absoluto de las tres componentes simétricas
fundamentales de las tres tensiones simples y un estimador para evaluar cual es el tipo de evento
más probable de acuerdo a las señal trifásica de entrada. Este algoritmo, denominado ASA, se
diferencia de los otros algoritmos evaluados por no utilizar umbrales de clasificación fijos, por lo
cuál se adapta mejor a las variaciones de amplitud de la tensión de prefalla, y a las variaciones de
amplitud y fase durante la falla. Este método presenta un desempeño adecuado en la clasificación
de eventos cuando estos son afectados por saltos de fase debidos a la impedancia de falla y a los
parámetros de la red, rotaciones de fase simétricas y asimétricas, y desviaciones de la tensión
de prefalla respecto del valor nominal. A través de diversos ensayos se demostró que el ASA
presenta errores nulos ante perturbaciones como SFDF, RFS y DTP, y errores marginales con
las perturbaciones SFDR y RFA obteniendo en todos los casos un desempeño mejor al de los




“Napoleón cruzando los Alpes”, Jacques-Louis David, 1801
“El coraje no es tener la fuerza para seguir; es seguir cuando no tienes fuerza”
Napoleón Bonaparte.
En este Caṕıtulo se implementa el algoritmo propuesto en un instrumento Medidor
Inteligente de Calidad de Enerǵıa que se encuentra en desarrollo en el Laboratorio
de Instrumentación y Control (LIC), y se evalúa su desempeño en la clasificación de




La clasificación de eventos puede abordarse desde dos perspectivas claramente diferentes:
como un proceso offline, sobre datos ya almacenados de diferentes lugares ó como un proceso
online realizando la clasificación a medida que ocurren los eventos prácticamente en tiempo real.
El proceso offline permite extraer información estad́ıstica relevante o para el análisis a
posteriori de fallos en la red y tiene la ventaja de poder realizarse en plataformas digitales
con recursos computacionales elevados, y sin restricciones notorias de tiempo o eficiencia de
procesamiento.
Por otro lado, el proceso online, es decir en tiempo real o cuasi real, en donde los eventos son
detectados, segmentados y clasificados a medida que evolucionan es mucho más interesante,
ya que permite no solo obtener información procesada, mucho más útil desde el punto de
vista operativo y estad́ıstico, sino que evita el almacenamiento de enorme volúmenes de datos
crudos. El problema en este caso es que las plataformas digitales no tienen demasiados recursos
computacionales ni de tiempo a disposición, ya que en general realizan muchas otras tareas
simultáneas, como es el caso de los medidores de calidad de la enerǵıa, lo que conlleva a
la necesidad de implementar algoritmos que sean eficientes en el uso de estos recursos. Los
algoritmos lógicos descriptos con profundidad en el Caṕıtulo 3 son aptos para implementar en
plataformas digitales ya que requieren menos capacidad de procesamiento, en comparación con
algoritmos basados en herramientas de inteligencia computacional. Sin embargo, en la literatura
espećıfica [74, 75, 76, 79, 80] no abundan ejemplos de implementación en plataformas digitales,
no se explica de manera consistente a través de que tipo de pre-procesamiento se rechaza el
ruido y el contenido armónico presentes en la red, ni son analizados rigurosamente bajo estas
condiciones reales de operación. En este caṕıtulo se describirá la implementación del método
propuesto en esta tesis y se evaluará su desempeño en la clasificación de eventos reales en tiempo
real.
6.1 Implementación
En esta sección se aborda la implementación del algoritmo propuesto (ASA) en un Medidor
Inteligente de Calidad de Enerǵıa en desarrollo en el LIC (ver Apéndice D). Este instrumento
está compuesto por un DSP (TMS320F28335, procesador digital de señales de 32 bits con punto
flotante) y una electrónica de acondicionamiento y adquisición de señales. En el mismo se ha
programado un algoritmo de detección de secuencias que fue presentado en trabajos previos
[91] basado en la mSDFT y en una técnica de periodo de muestreo variable (del inglés variable
sampling period technique, VSPT), el cual se adapta en fase y frecuencia y proporciona un
rechazo elevado al contenido armónico y ruido presentes en la red [93]. El método propuesto se
ensayó con eventos reales capturados en laboratorio y luego sintetizados por un generador de
señales programable para evaluar su desempeño.
6.1.1 Detector de secuencias
En los trabajos de Carugati et al [93, 91], se propuso un medidor de armónicos y detector
de secuencias para señales trifásicas basado en la mSDFT y en una VSPT, cuyo diagrama en
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Figura 6.1.: Diagrama en bloques del detector de secuencias empleado para realizar los ensayos experimentales [93, 91]
La mSDFT es una implementación de la DFT que utiliza la propiedad de modulación para
calcular la k-ésima componente espectral de la señal en una ventana de tiempo deslizante de
longitud N (como se vió en detalle en la Sección 3.1.4.1.4 del Caṕıtulo 3). En la Fig. 6.1 se
puede observar esta ventana deslizante entre el conversor analógico digital (del inglés analog to
digital converter , ADC) y el detector de componentes armónicos. La componente estimada por
el algoritmo es un valor complejo y constante (la información de frecuencia es eliminada por la
modulación), cuyo valor absoluto es la amplitud del armónico de interés y el argumento es la fase
del mismo con respecto a la fase de la modulante. Tal como se describió en la Sección 3.1.4.1.4,
a diferencia de otras implementaciones de la DFT de ventana deslizante, la mSDFT es siempre
estable y no acumula error, lo cual la hace muy adecuada para el diseño de sistemas de medición
y monitoreo de las componentes armónicas de una determinada señal. En el trabajo citado,
se propone el uso de una mSDFT por cada ĺınea del sistema trifásico, empleándose la misma
modulante para cada una de ellas. De esta forma, se estiman las tres k-ésimas componentes
de la señal trifásica sin modificar la diferencia de fase original entre ellas. Luego, mediante el
concepto de componentes simétricas, se estima la componente de secuencia positiva, negativa
y cero de la misma. Debido a que la mSDFT sufre del problema t́ıpico de la DFT cuando la
frecuencia fundamental (fL) de la señal es variable (efecto conocido como espectro esparcido),
se utiliza una técnica de periodo de muestreo variable para ajustar dinámicamente la frecuencia
de muestreo a N ∗ fL. Como resultado del alto rechazo que provee la mSDFT a los armónicos
de la red eléctrica y el ajuste dinámico del periodo de muestreo, el método propuesto en [93, 91]
presenta un excelente desempeño para el procesamiento de las tensiones y corrientes de ĺınea
en tiempo real. Aqúı se va a utilizar este sistema como pre-filtro, estimando las componentes
fundamentales de las tensiones simples y sus componentes simétricas, que serán utilizadas por




El ASA, fue implementado adoptándose una ventana deslizante de N=128 [muestras/ciclo].
En el diagrama de bloques de la Fig. 6.1 se ajustó el filtro pasabajos (FPB) para que opere
como uno de segundo orden con una frecuencia de corte de 50Hz. El fin es filtrar y minimizar las
oscilaciones en las tensiones fundamentales estimadas. Esto modifica levemente la dinámica, pero
afecta favorablemente tanto a la estimación de las componentes de secuencias como al periodo
de muestreo adaptivo, ya que interviene en el lazo de control que utiliza la parte imaginaria de
la secuencia positiva como señal de realimentación para ajustar la frecuencia de muestreo.
A fin de analizar el comportamiento del método propuesto en condiciones experimentales se
ensayó el ASA con cuatro eventos de tensión reales. Como se observa en la Fig. 6.2, los eventos
fueron registrados por un PQM comercial (PQube de PSL [41]) y luego se sintetizaron por un
generador de señales programable. Estas señales fueron procesadas por el detector de secuencias
y luego ingresaron al algoritmo de secuencias absolutas, el cuál generó dos salidas: el tipo de
evento de acuerdo al criterio de clasificación ABC y las fases mayormente afectadas durante el
mismo.
Figura 6.2.: Estructura del banco de ensayos.
A continuación se describen los cuatro ensayos y el desempeño del método propuesto. Como
se apreciará, el método propuesto en un principio para la tarea de clasificar eventos de tensión,
permite también realizar las tareas de detección y segmentación de las diferentes etapas que
atraviesan los eventos durante su evolución. En este sentido, se presentará la descripción de
estas tres tareas en cada uno de los eventos que forman parte de los ensayos realizados. Para
cada ensayo se presentará una figura con el gráfico de las tensiones adquiridas, el valor RMS
estimado con una ventana deslizante de 1 ciclo actualizada en cada muestra, el periodo de
muestreo, la estimación del tipo de evento y la estimación de las ĺıneas afectadas. En el gráfico
del valor RMS se observa en ĺınea de trazos negra los umbrales de detección del 90 % del valor
nominal para detectar el inicio de un dip y del 110 % del valor nominal para detectar el inicio
de un swell, y el área verde que corresponde al estado normal de la red desde el punto de vista
del análisis de eventos.
6.1.2.1 Ensayo nº 1: dip de tensión simétrico
El primer evento ensayado consiste en un dip simétrico que se caracteriza por presentar la
misma cáıda de tensión en las tres ĺıneas (Fig. 6.3). La mı́nima tensión RMS durante el dip es
aproximadamente 74.53 % del valor nominal, la duración del evento es de 133.3 ms (6.67 ciclos
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aproximadamente) y fue capturado a las 05:53 hs del d́ıa 13/05/2018 en el LIC. A continuación
se describe el desempeño del ASA en cada una de las tareas.
• Detección: si se mide el tiempo transcurrido entre el cruce por debajo del umbral de
detección de la primera tensión RMS y el primer flanco en la salida del ASA se encuentra
que el mismo tardó sólo 5 ms (un cuarto de ciclo) en pasar del estado normal a clasificar
el evento. Mientras que si se mide el tiempo transcurrido entre el cruce por encima del
umbral de detección de la última tensión RMS que se recupera del evento y el último flanco
en la respuesta del ASA se encuentra que el mismo tardó 6.7 ms (poco más de un cuarto
de ciclo) en pasar de clasificar un evento al estado normal. Según la respuesta del ASA,
el evento tiene una duración aproximada de 135 ms. Estas diferencias se deben a que el
valor RMS se calcula con la señal completa mientras que las componentes empleadas en
el ASA se procesan por la mSDFT y el filtro de segundo orden.
• Segmentación: el algoritmo divide el evento en cuatro segmentos. Hay dos segmentos
durante el inicio, que duran 30 ms (un ciclo y medio) que podŕıan denominarse segmentos
de transición, un segmento predominante de 101.6ms (poco más de 5 ciclos), y un segmento
pequeño al finalizar el evento de 3.4 ms que también podŕıa denominarse segmento de
transición. Es importante notar que los segmentos de transición dependen de la evolución
de las tensiones además de los tiempos de convergencia de los algoritmos.
• Clasificación: en la Fig. 6.3 se observa que la tensión de la ĺınea b es la primera en caer
por debajo del umbral de detección del 90 %, motivo por el cuál el ASA pasa de un estado
de red normal a clasificar inicialmente el evento como un dip tipo D e indicar que la ĺınea
mayormente afectada es la b. Luego, durante un breve lapso, el evento se clasifica como
un dip tipo F con la misma ĺınea afectada. Como es de esperar, el algoritmo clasifica el
segmento principal como un dip tipo A e identifica que las tres tensiones están mayormente
afectadas. Cuando las mismas se recuperan, durante un breve transitorio el ASA vuelve
a clasificar el evento como un dip tipo F e identifica la tensión mayormente afectada c.
Esto concuerda con la evolución del valor RMS, donde se observa que esta tensión es la
de menor amplitud durante la recuperación. Finalmente, el algoritmo indica que las tres
tensiones tiene un valor normal (NOR).
6.1.2.2 Ensayo nº 2: dip de tensión asimétrico en dos ĺıneas
El segundo evento ensayado consiste en un dip asimétrico que afecta mayormente a las ĺıneas
a y c (Fig. 6.4). La mı́nima tensión RMS durante el dip es aproximadamente 44.71 % del
valor nominal, el evento tiene una duración de 143.1 ms (7.15 ciclos aproximadamente) y fue
capturado a las 10:47 hs del d́ıa 03/09/2015 en el LIC. A continuación se describe el desempeño
del ASA en cada una de las tareas.
• Detección: respecto del valor RMS el ASA tardó sólo 5 ms (un cuarto de ciclo) en
pasar del estado normal a clasificar el evento y 10 ms (medio ciclo) en pasar de clasificar




• Segmentación: el algoritmo divide el evento en tres segmentos. Hay un segmento durante
el inicio, que dura 25.7 ms (un ciclo y cuarto) que podŕıa denominarse segmento de
transición, un segmento predominante de 74.3 ms (poco más de 5 ciclos), y un segmento al
finalizar el evento de 50 ms (dos ciclos y medio) que también podŕıa denominarse segmento
de transición.
• Clasificación: en la Fig. 6.4 se observa que durante el inicio del evento, los valores RMS
de las tensiones a y c caen por debajo del umbral de detección manteniéndose la tensión
RMS de la ĺınea b por encima de este umbral. A su vez, observando las señales adquiridas
se aprecia que ambas ĺıneas afectadas presentan un salto de fase al iniciarse el evento. Estas
caracteŕısticas descriptas son compatibles con un dip de tensión tipo C (Sección B.3 del
Apéndice B), por lo cuál se verifica que la respuesta del algoritmo durante este segmento
de transición, que indica la ocurrencia de un evento tipo C que afecta mayormente a las
ĺıneas a y c, es correcta. Luego, durante el segmento de mayor duración también desciende
por debajo del umbral la tensión b. Un evento con dos tensiones afectadas mayormente
y la tercera tensión afectada en menor medida pero con una cáıda menor al umbral es
compatible con las caracteŕısticas del dip tipo G (Sección B.7 del Apéndice B). De esta
forma se verifica que el algoritmo estaŕıa brindando una respuesta consistente, ya que indica
la ocurrencia de un dip tipo G con las ĺıneas a y c mayormente afectadas. Finalmente,
durante el último segmento de transición las tres tensiones se recuperan en forma simétrica,
por lo cuál el algoritmo clasifica este evento como un dip tipo A indicando que las tres
ĺıneas están mayormente afectadas.
6.1.2.3 Ensayo nº 3: dip de tensión asimétrico en una ĺınea
El tercer evento ensayado consiste en un dip asimétrico que afecta mayormente a la ĺınea
c (Fig. 6.5). La mı́nima tensión RMS durante el dip es aproximadamente 25.26 % del valor
nominal, el evento tiene una duración de 108.8ms (5.44 ciclos aproximadamente) y fue capturado
a las 09:11 hs del d́ıa 25/01/2016 en el LIC. A continuación se describe el desempeño del ASA
en cada una de las tareas.
• Detección: respecto del valor RMS, el ASA tardó sólo 3.3 ms (menos de un cuarto
de ciclo) en pasar del estado normal a clasificar el evento y 9 ms (casi medio ciclo) en
pasar de clasificar un evento al estado normal, estimando que el evento tiene una duración
aproximada de 115 ms.
• Segmentación: el algoritmo divide el evento en dos segmentos. Hay un segmento
principal de 104 ms (poco más de 5 ciclos), y un segmento al finalizar el evento de 11 ms
(poco más de medio ciclo) que podŕıa denominarse segmento de transición. Se observa que
a diferencia de los eventos analizados previamente, este evento carece de un segmento de
transición al comienzo del mismo.
• Clasificación: en la Fig. 6.5 se observa que desde el inicio del evento, se presenta una
abrupta cáıda de tensión en la ĺınea c y una cáıda en las dos ĺıneas restantes menor pero
de magnitud suficiente para que el evento sea compatible con un dip tipo D (Sección B.4
del Apéndice B), teniendo en cuenta también los saltos de fase que se observan en las
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señales adquiridas. Las ĺıneas a y b muestran un desfasaje entre śı de casi 180◦, lo cual
es consistente con un dip tipo D, en donde se ve reducida la componente real, llevando a
que ambas tensiones se encuentren prácticamente en contrafase. Como se observa en los
gráficos, la salida del ASA es consistente con este razonamiento tanto en la clasificación
del evento como en la identificación de la ĺınea principalmente afectada. Luego, al finalizar
el evento, se observa una transición bastante abrupta, pero que lleva a que el algoritmo
clasifique el evento como un dip tipo C durante alrededor de medio ciclo. Esto se debe a
que durante la recuperación se observa una cáıda de tensión bastante similar en las ĺıneas
a y c, mientras la restante se encuentra en la región de normalidad (entre ambos umbrales
de detección).
6.1.2.4 Ensayo nº 4: dip de tensión de dos etapas principales
El cuarto y último evento ensayado consiste en un evento compuesto por dos etapas principales.
En la primera etapa se trata de un dip con una ĺınea mayormente afectada, que luego de varios
ciclos evoluciona a un dip prácticamente simétrico (Fig. 6.6). La mı́nima tensión RMS durante
el dip es aproximadamente 27.04 % del valor nominal, el evento tiene una duración de 223 ms
(11.15 ciclos aproximadamente) y fue capturado a las 07:35 hs del d́ıa 19/01/2019 en el LIC.
Debido a que el evento dura más de 10 ciclos no es posible almacenar las señales completas, ya
que se supera el ĺımite actual del buffer en el cuál se almacena el principio y el fin del evento.
Por esta razón, se observa en la Fig. 6.6 el evento dividido en dos partes. A continuación se
describe el desempeño del ASA en cada una de las tareas.
• Detección: respecto del valor RMS el ASA tardó sólo 3.3 ms (menos de un cuarto de
ciclo) en pasar del estado normal a clasificar el evento y 6.7 ms (poco más de medio
ciclo) en pasar de clasificar un evento al estado normal, estimando que el evento tiene una
duración aproximada de 226.7 ms.
• Segmentación: el algoritmo divide el evento en cuatro segmentos. Hay dos segmentos
principales (por su duración mayor a 1 ciclo) y dos segmentos de transición. El primer
segmento principal dura 43.3 ms (poco más de 2 ciclos), y el segundo dura 163.3 ms (poco
más de 8 ciclos). Mientras que los dos segmentos de transición duran 8.3 ms y 6.6 ms
(ambos duran menos de medio ciclo). Se observa que este evento carece de un segmento
de transición al comienzo del mismo.
• Clasificación: en la Fig. 6.6 se observa que desde el inicio del evento, se presenta una
abrupta cáıda de tensión en la ĺınea c y una cáıda en las dos ĺıneas restantes menor
pero de magnitud suficiente para que el evento sea más compatible con un dip tipo D
(Sección B.4 del Apéndice B). Como se observa en los gráficos, la salida del ASA en esta
primera etapa es consistente con este razonamiento tanto en la clasificación del evento
como en la identificación de la ĺınea principalmente afectada. Luego, al finalizar esta
primera etapa del evento, se observa que las dos tensiones restantes (a y b) comienzan a
descender a valores tales que el evento pasa a tener mayor compatibilidad con un dip tipo
G (Sección B.7 del Apéndice B). Posteriormente a esta etapa de transición, una vez que
estas dos tensiones descienden hasta alcanzar valores RMS cercanos al de la tensión c, el
evento evoluciona hacia un dip simétrico (tipo A) verificando la correcta clasificación. Se
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observa que durante el evento las señales adquiridas presentan una distorsión armónica
significativa que es mitigada por la mSDFT asegurando una clasificación sin oscilaciones.
Finalmente, durante la recuperación del evento, se observa en el gráfico del valor RMS que
durante menos de medio ciclo se produce una situación tal que la magnitud de las ĺıneas
a y b son menores a la magnitud de la ĺınea c, que a su vez presenta una cáıda de tensión
por debajo del umbral de detección. Esto conduce a que el ASA clasifique este segmento
de transición como un dip tipo G con las fases a y b mayormente afectadas.
6.2 Conclusiones
En este Caṕıtulo se ha descripto la implementación del algoritmo de secuencias absolutas en
un instrumento Medidor Inteligente de Calidad de Enerǵıa que se encuentra en desarrollo en el
Laboratorio de Instrumentación y Control , y se evaluó su desempeño en la clasificación de cuatro
eventos reales registrados por un PQM comercial (PQube de PSL [41]) y luego sintetizados por
un generador de señales programable. Se mostró que el algoritmo es implementable en una
plataforma digital de recursos limitados, ya que ha sido adicionado al instrumento en desarrollo
sin afectar el resto de las tareas y funcionalidades ya implementadas. Finalmente, se verificó
que el método propuesto en su conjunto es capaz de detectar el evento, dividir el mismo en
sus correspondientes segmentos (de acuerdo a lo presentado en la Sección 3.2 del Caṕıtulo 3),
y clasificar cada uno de estos segmentos determinando cuál es el modelo del criterio ABC más
compatible con el evento real.
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Figura 6.3.: Clasificación de un dip de tensión simétrico. Tensiones adquiridas, valor RMS estimado con una ventana
deslizante de 1 ciclo actualizada en cada muestra, periodo de muestreo del detector de secuencias, estimación
del tipo de evento y estimación de las ĺıneas afectadas.
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Figura 6.4.: Clasificación de un dip de tensión asimétrico en dos ĺıneas. Tensiones adquiridas, valor RMS estimado con
una ventana deslizante de 1 ciclo actualizada en cada muestra, periodo de muestreo del detector de secuencias,
estimación del tipo de evento por el ASA y estimación de las ĺıneas afectadas.
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Figura 6.5.: Clasificación de un dip de tensión asimétrico en una ĺınea. Tensiones adquiridas, valor RMS estimado con una
ventana deslizante de 1 ciclo actualizada en cada muestra, periodo de muestreo del detector de secuencias,
estimación del tipo de evento y estimación de las ĺıneas afectadas.
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Figura 6.6.: Clasificación de un dip de tensión de dos etapas. Tensiones adquiridas, valor RMS estimado con una ventana
deslizante de 1 ciclo actualizada en cada muestra, periodo de muestreo del detector de secuencias, estimación
del tipo de evento y estimación de las ĺıneas afectadas.
166
7 Conclusiones
“El descanso”, Pablo Picasso, 1932.
“El mayor goce es el descanso después del trabajo”
Immanuel Kant, 1724-1804.
En este Caṕıtulo se resumen las principales conclusiones y aportes de esta tesis y se




7.1 Principales conclusiones y aportes
La evolución de la red eléctrica convencional hacia una verdadera red eléctrica inteligente
presenta una serie de desaf́ıos de gran magnitud. Esta tesis se ha focalizado en la calidad de
la enerǵıa y su importancia, haciendo especial énfasis en los eventos de tensión. La tesis está
enfocada principalmente en la identificación y clasificación de eventos, en donde se ha realizado
un relevamiento exhaustivo y detallado del estado del arte, se han analizado en profundidad
las limitaciones de los algoritmos y criterios de clasificación presentados en la bibliograf́ıa, y se
ha propuesto un nuevo método que mitiga parte de estas limitaciones mejorando el desempeño
y cometiendo menos errores de clasificación que los anteriores. A continuación se listan los
principales aportes logrados en esta tesis:
• En primer lugar, se han descripto con sumo detalle diversos algoritmos de detección de
eventos de tensión. Se han resaltado las ventajas y desventajas de cada método analizando
su desempeño y se ha realizado una comparativa de todos los algoritmos bajo idénticas
condiciones de ensayo, unificando criterios de evaluación y aportando información clara a
la literatura.
• Esta tesis presenta un análisis de las ventajas y limitaciones de los principales criterios y
algoritmos de clasificación de eventos de tensión presentes en la bibliograf́ıa. El análisis
se basó en dos criterios de clasificación y tres algoritmos diferentes, cuyo desempeño
fue ensayado bajo las mismas condiciones de operación. El algoritmo de componentes
simétricas (SCA) y el algoritmo de seis fases (SPA), originalmente propuestos para el
criterio de clasificación de eventos de tensión basado en las componentes simétricas (ACD)
fueron extendidos para contemplar el criterio de clasificación de eventos de tensión basado
en modelos teóricos de fallas t́ıpicas (ABC), siguiendo las sugerencias de la literatura.
El algoritmo de vector espacial (SVA) fue originalmente diseñado para el criterio ABC,
extendido a 3 nuevos tipos de eventos que incluyen swells. Se realizó un análisis detallado
de su desempeño que no estaba disponible en la literatura. Se demostró que el desempeño
de los tres algoritmos es limitado cuando los eventos de tensión están combinados con
rotaciones de fase (simétricas y asimétricas), saltos de fase y/o desviaciones de la tensión
de prefalla respecto de la tensión nominal.
• Se estudió cómo se originan aquellas perturbaciones durante la ocurrencia de un
evento, todas ellas comunes en redes eléctricas reales y directamente relacionadas a las
caracteŕısticas de la red y de la carga. A pesar que algunos de estos errores fueron
informados en la bibliograf́ıa espećıfica (sólo dos de los tres algoritmos analizados), el
análisis de las causas de los mismos es superficial. En esta tesis se enumeraron y
describieron cada una de estas perturbaciones tratando de formar una explicación teórica
completa, unificada y general, ya que en la bibliograf́ıa la información era escasa, se
encontraba dispersa y era poco clara.
• En esta tesis se muestra que estos errores no sólo se deben a la arquitectura particular
de cada algoritmo, sino también a la ambigüedad de los criterios de clasificación, lo cuál
no es tratado en la literatura respectiva. En el caso del SCA, las ecuaciones (4.13) o
(4.14) son más generales y tienen mayor validez que la ecuación (3.44). Sin embargo, las
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mismas dependen del tipo de evento de tensión, por lo cuál se debeŕıa implementar un
algoritmo recursivo o iterativo. El desempeño de los algoritmos SPA y SVA se pueden
mejorar estimando los saltos o rotaciones de fase. No obstante, en aquellos casos donde el
evento de tensión se combina con saltos o rotaciones de fase severos, la clasificación se torna
prácticamente imposible. Finalmente, se destaca la importancia de la referencia de tensión
utilizada en los algoritmos como el SCA y SVA. Teniendo en cuenta que ambos algoritmos
están diseñados para tensiones trifásicas referidas a la tensión de prefalla, se debeŕıan
considerar aquellos casos en los cuáles el sistema no está basado en esta referencia para
obtener un buen desempeño en implementaciones recursivas. Basándose en estos resultados
se concluye que es necesario desarrollar un nuevo criterio de clasificación, utilizando
información estad́ıstica de las fallas actuales e ı́ndices descriptores más comprensivos.
• A pesar que el alcance de esta tesis escapa al desarrollo de un nuevo criterio de
clasificación de eventos de tensión, se consideró la propuesta de un nuevo algoritmo que
minimice los errores mencionados, aprovechando el conocimiento adquirido al analizarlos
en detalle. En este sentido, se propuso un nuevo algoritmo de clasificación de eventos de
tensión trifásicos, denominado algoritmo de secuencias absolutas (ASA). Este algoritmo
utiliza la información provista por el valor absoluto de las tres componentes simétricas
fundamentales de las tensiones trifásicas y un estimador que evalúa cuál es el tipo de evento
más probable de acuerdo a la señal trifásica de entrada. A diferencia de otros métodos,
este no utiliza umbrales de clasificación fijos, por lo tanto se adapta a las variaciones de
amplitud de las tensiones de prefalla y a las variaciones de amplitud y fase de las tensiones
durante la falla. Se demostró que este método presenta un desempeño adecuado en la
clasificación de eventos cuando las tensiones de la red son afectadas por saltos de fase
debidos a la impedancia de falla y a la impedancia de la red, rotaciones de fase simétricas
y asimétricas, y desviaciones de la tensión de prefalla desde su valor nominal. Debido a
que el método propuesto no utiliza umbrales de clasificación fijos, se obtiene una mejor
adaptación a los cambios en la red eléctrica antes y durante la ocurrencia de la falla,
reduciendo aśı el número de errores de clasificación en comparación con los otros métodos
estudiados.
• Finalmente, se implementó el ASA en un instrumento Medidor Inteligente de Calidad de
Enerǵıa que se encuentra en desarrollo en el Laboratorio de Instrumentación y Control ,
y se evaluó su desempeño en la clasificación de cuatro eventos reales registrados por un
PQM comercial (PQube de PSL [41]) y luego sintetizados por un generador de señales
programable. Se mostró que el algoritmo es implementable en una plataforma digital de
recursos limitados, ya que ha sido adicionado al instrumento en desarrollo sin afectar el
resto de las tareas y funcionalidades ya implementadas. Finalmente, se verificó que el
método propuesto en su conjunto es capaz de detectar el evento, dividir el mismo en sus
correspondientes segmentos (de acuerdo a lo presentado en la Sección 3.2 del Caṕıtulo 3),
y clasificar cada uno de estos segmentos determinando cuál es el modelo del criterio ABC
más compatible con el evento real.
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7.2 Ĺıneas de trabajo futuras
Al desarrollar esta tesis doctoral, se fortaleció el conocimiento en la temática, lo que motivo
nuevas ideas e hipótesis que permitieron confeccionar las siguientes ĺıneas de trabajo futuras:
• Desarrollo de nuevos criterios de clasificación basados en múltiples puntos de
medición o en el uso de información de tensión y corriente en forma simultánea:
los problemas detectados en la clasificación provienen de la ambigüedad que introducen
ciertas perturbaciones relacionadas con la estructura de la red y la naturaleza de la falla,
que hacen que dos tipos de fallas diferentes causen un mismo tipo de evento en el punto de
medida. Seŕıa factible eliminar esta ambigüedad empleando más de un punto de medición o
empleando información de tensión y corriente en el punto de medida. Esto puede evaluarse
en forma computacional.
• Analizar la posibilidad de emplear unidades de medición fasorial como
dispositivo para clasificar eventos: un unidad de medición fasorial (del inglés phasor
measurement units, PMU) provee de información de los fasores de tensión con una
sincronización basada en un reloj de tiempo universal. Es factible emplear este tipo de
mediciones para clasificar eventos desde diferentes puntos de medición, para localizar e
identificar correctamente la falla.
• Desarrollar un método de clasificación que fusione la información de todos
los algoritmos analizados, y que mediante un método probabiĺıstico determine
cuál es el evento más factible: el objetivo es que todos los algoritmos de clasificación
estudiados en esta tesis compitan, y a través de un método de votación que tiene en cuenta
la respuesta de cada algoritmo se determine cuál es el evento más probable.
7.3 Publicaciones realizadas vinculadas con la temática de la
tesis (2013 - 2019)
En el transcurso de la investigación se realizaron diversos trabajos que presentan partes de
la labor realizada. A continuación se listan los mismos, agrupados según el medio (revista o
congreso) y ámbito (nacional o internacional).
Revistas internacionales
J. L. Strack, I. Carugati, C. M. Orallo, S. Maestri, P. G. Donato, M. A. Funes, “Three-phase
voltage events classification algorithm based on an adaptive threshold”. Electric Power System
Research, ELSEVIER, Aprobado el 15 de enero de 2019 con cambios pendientes.
J. L. Strack, I. Carugati, C. M. Orallo, P. G. Donato., S. Maestri, D. Carrica, “Analysis of
drawbacks and constraints of classification algorithms for three-phase voltage dips”. International
Review of Electrical Engineering, no 1, Vol. 13, 2018.
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I. Carugati, C. M. Orallo, P. G. Donato, S. Maestri, J. L. Strack, D. Carrica, “Three Phase
Harmonic and Sequence Components Measurement Method Based on mSDFT and Variable
Sampling Period Technique”. IEEE Transactions on Instrumentation and Measurement , vol.
65, no. 8, pp. 1761-1772, Aug. 2016.
Congresos internacionales
P. G. Donato, I. Carugati, J. L. Strack, C. M. Orallo, S. O. Maestri, M. A. Funes, M. Hadad,
“Algoritmo de clasificación automática de eventos: una herramienta para el diagnóstico y
corrección de fallas en redes de distribución”. V Congreso Smart Grids, Madrid, Dic. 2018.
Disponible en: Smart Grids Info
Congresos nacionales
J. L. Strack, I. Carugati, P. G. Donato, S. Maestri, C. M. Orallo, G. F. di Mauro y D.
Carrica, “Algoritmo de clasificación de eventos de tensión trifásicos basado en la transformada
de Fortescue”. IEEE ARGENCON 2018. San Miguel de Tucumán, Argentina.
J. L. Strack, I. Carugati, C. M. Orallo, P. G. Donato, S. Maestri, D. Carrica, “Evaluación y
comparación de algoritmos de clasificación de eventos de tensión mediante su implementación
en un DSP”. IEEE ARGENCON 2016. UTN – FRBA. CABA. Argentina.
J. L. Strack, I. Carugati, C. Orallo, P. Donato, S. Maestri, J. Suárez, “Evaluación de métodos de
detección de eventos de tensión”. XVI Reunión de Trabajo en Procesamiento de la Información
y Control - RPIC 2015. UTN Facultad Regional Córdoba y Universidad Nacional de Córdoba.
Córdoba. Argentina.
J. L. Strack, I. Carugati, C. Orallo, P. Donato, S. Maestri, J. Suárez, “Evaluación de
algoritmos para la clasificación de huecos de tensión trifásicos con herramientas de inteligencia
computacional”. XVI Reunión de Trabajo en Procesamiento de la Información y Control -
RPIC 2015. UTN Facultad Regional Córdoba y Universidad Nacional de Córdoba. Córdoba.
Argentina.
7.4 Distinción vinculada con la temática de la tesis
En 2017, junto a colegas del Laboratorio de Instrumentación y Control (LIC) se recibió
el “Premio en Concurso Nacional de Innovaciones, INNOVAR 2017 - Enerǵıa y Desarrollo
Sustentable”. Ministerio de Ciencia, Tecnoloǵıa e Innovación Productiva, por la participación
en el desarrollo de un Medidor Inteligente de Calidad de Enerǵıa (Cód. 20817, página 178 del
Catálogo INNOVAR 2017 [94]). El prototipo de este equipo es el que ha servido de plataforma
para evaluar el ASA en forma experimental, tal como se vio en el Caṕıtulo 6.
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D. Carrica, “Sistema de Emulación Eólica para el ensayo de Convertidores de Baja Potencia”.
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urbanos de Mar del Plata – Primera Etapa”. XXXVII Reunión de Trabajo de la Asociación
Argentina de Enerǵıas Renovables y Medio Ambiente. Vol. 2, pp. 04.29-04.38, 2014. Impreso
en la Argentina. ISBN 978-987-29873-0-5.
Revistas de divulgación
P. Cervellini, M. Kuzman, J. Strack, P. Donato, “Resultados preliminares de un relevamiento
de instalaciones fotovoltaicas en Argentina”. Revista Ingenieŕıa Eléctrica. Abril 2017.
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Aqúı se describe el criterio de clasificación ACD basado en las secuencias fundamentales
de la tensión, y se detallan los diagramas fasoriales, la forma de onda instantánea y
las ecuaciones fasoriales de las tensiones y secuencias de cada uno de los eventos que
forman parte de este criterio.
Śıntesis del apéndice
La clasificación ACD, basada en el análisis de las componentes simétricas de la tensión,
distingue entre dips con la principal cáıda de tensión en una fase (tipo D) y dips con la principal
cáıda de tensión en dos fases (tipo C). Los dips tipo D se subdividen en Da, Db o Dc, donde el
sub́ındice indica la fase más afectada. Por otro lado los huecos tipo C se subdividen en Ca, Cb y
Cc, donde el sub́ındice indica la fase menos afectada. De acuerdo a esta clasificación, los huecos
de tensión se pueden representar fasorialmente a través de dos parámetros complejos, V y F .
El factor V es definido como la tensión caracteŕıstica y representa a la mı́nima tensión durante
el evento, sea esta una tensión de ĺınea afectada por el factor
√
3, ó bien una tensión simple.
El factor F es conocido como el factor PN (positive-negative), ya que depende de la diferencia
entre las impedancias de secuencia positiva y negativa ubicadas entre la fuente y el PCC [92].
Cada tipo de dip se define a través de un juego de ecuaciones expresadas en función de V y





























De la misma manera, un dip tipo Da se obtiene permutando V y F en (A.1). Según este criterio,
un dip simétrico, es decir, con igual cáıda de tensión en las tres fases, es un caso particular de los
dips asimétricos C y D donde se cumple que V = F . Para los dips restantes (Db, Dc, Cb, Cc), se
definen ecuaciones similares pero con la mayor cáıda de tensión en otras fases. A continuación
se presentan los diagramas fasoriales y ecuaciones de cada tipo de evento.
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A. Clasificación ACD
A.1 Evento tipo A
Se trata de un dip de tensión balanceado, es decir, se produce la misma disminución del
valor eficaz en las tres tensiones de fase, como se observa en la Fig. A.1 [6]. Puede tener
diversos oŕıgenes, como por ejemplo un cortocircuito trifásico, el arranque de un motor trifásico
asincrónico de elevada potencia en relación a la potencia de cortocircuito de la red, o cambios















Figura A.1.: Diagrama fasorial y forma de onda instantánea de un evento tipo A con tensión caracteŕıstica V = 0, 5[pu].
Expresión fasorial
función de Secuencias
la tensión caracteŕıstica V fundamentales:







































En este caso particular, se cumple que V ≈ F .
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A.2. Evento tipo C
A.2 Evento tipo C
Es un dip de tensión desbalanceado en el cual disminuye el valor eficaz de dos de las tres
tensiones de fase [6]. Este evento se origina en general cuando se da un cortocircuito entre
dos fases sin contacto a tierra o neutro. Además de verse afectadas las magnitudes de las dos
tensiones, se produce un corrimiento de sus fases. Como se observa en la Fig. A.2, una de
ellas sufre un adelanto de fase y la otra un atraso, para que la suma de las tres tensiones sea
nula. Adicionalmente, la componente homopolar de tensión no puede tener lugar, ya que en el
cortocircuito no hay contacto a tierra, de manera que no interviene la red de secuencia cero en














Figura A.2.: Diagrama fasorial y forma de onda instantánea de un evento tipo C con tensión caracteŕıstica V = 0, 5[pu].
Expresión fasorial
función de Secuencias
la tensión caracteŕıstica V fundamentales:











































En este caso particular, se cumple que F ≈ 1.
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A. Clasificación ACD
A.3 Evento tipo D
Es un dip de tensión desbalanceado con la principal cáıda en una fase, y la disminución de la
parte real de las otras dos, originando sus desfasajes (Fig. A.3) [6]. No tiene un origen primario,
sino que es consecuencia de la propagación de eventos originados a otros niveles de tensión a
través de transformadores de potencia. Existen dos posibilidades, la primera es que provenga
de un evento tipo B (Ver Apéndice ) propagado a través de transformadores que eliminan la
componente homopolar como los de conexión Y y o Dd. La segunda posibilidad es que el evento
provenga de un evento tipo C propagado a través de transformadores que eliminan la componente
homopolar y transforman tensiones de linea a fase o viceversa, como los de conexión Y Nd, Y d,














Figura A.3.: Diagrama fasorial y forma de onda instantánea de un evento tipo D con tensión caracteŕıstica V = 0, 5[pu].
Expresión fasorial
función de Secuencias
la tensión caracteŕıstica V fundamentales:











































En este caso particular, se cumple que F ≈ 1.
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B Clasificación ABC
Aqúı se describe el criterio de clasificación ABC basado en modelos teóricos de fallas
t́ıpicas, y se detallan los diagramas fasoriales, la forma de onda instantánea y las
ecuaciones fasoriales de las tensiones y secuencias de cada uno de los eventos que
forman parte de este criterio.
Śıntesis del apéndice
La clasificación ABC presentada en [17] distingue entre siete tipos de dips (A, ..., G), y
facilita la vinculación entre el tipo de evento y la falla que lo originó. El método fue desarrollado
originalmente como parte de una predicción estocástica de dips de tensión. Al realizar un análisis
estad́ıstico de las fallas es posible calcular la frecuencia de ocurrencia de los diferentes tipos de
eventos. Además, la clasificación ABC permite generar una amplia variedad de dips de tensión
sintéticos reproducibles que permiten ensayar equipamiento trifásico que puede estar sometido
a cualquiera de estos tipos de eventos cuando se encuentra conectado a la red eléctrica. En [96]
se ha propuesto este criterio como complemento a los ensayos recomendados en el Std. IEC
61000-4-11 [42].
Originalmente, esta clasificación constaba de un tipo de dip de tensión simétrico, A, tres tipos
de dips cuya principal cáıda de tensión se da en una fase, B, D y F , y tres tipos de dips cuya
principal cáıda de tensión se da en dos fases, C, E y G. A fin de completar la clasificación ABC,
en [73] se propuso añadir tres dips de tensión combinados con swells. El tipo H, en el cuál la
principal cáıda de tensión se da en una fase y en las fases restantes aparece una elevación de
tensión, y los tipo I∗ e I∗∗, cuya principal cáıda se da en dos fases y aparece una elevación de
tensión en la fase restante.
A continuación se muestran las ecuaciones fasoriales que representan a la terna trifásica para
cada tipo de evento de tensión en la clasificación ABC. Las mismas surgen de unificar los aportes
de [17] y [73] y expresar las ecuaciones en dos sistemas de variables. Por un lado en función de
la tensión de prefalla de la fase a denominada E1 y de la tensión residual V
∗. Por otro lado, en
función de las mismas variables utilizadas en el criterio ACD, como son la tensión caracteŕıstica
V y el factor F . Finalmente, se presentan las relaciones entre ambos sistemas de variables.
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B. Clasificación ABC
B.1 Evento tipo A
Se trata de un dip de tensión balanceado, es decir, se produce la misma disminución del
valor eficaz en las tres tensiones de fase, como se observa en la Fig. B.1 [6]. Puede tener
diversos oŕıgenes, como por ejemplo un cortocircuito trifásico, el arranque de un motor trifásico
asincrónico de elevada potencia en relación a la potencia de cortocircuito de la red, o cambios















Figura B.1.: Diagrama fasorial y forma de onda instantánea de un evento tipo A con tensión residual V ∗ = 0, 5[pu].
Expresión fasorial Expresión fasorial
función de función de Secuencias
la tensión de prefalla E1 y la tensión caracteŕıstica V fundamentales:










































































B.2. Evento tipo B
B.2 Evento tipo B
Es un dip de tensión desbalanceado, cuya principal cáıda de tensión se da sólo en una de
las tres tensiones de fase [6]. Este evento generalmente se origina debido a un cortocircuito
entre una fase y tierra o una fase y neutro en un tramo de red tal que pueda tener lugar una
componente de tensión homopolar distinta de cero. La aparición de esta componente homopolar
es la responsable de que las dos tensiones de fase restantes no se vean afectadas en su magnitud














Figura B.2.: Diagrama fasorial y forma de onda instantánea de un evento tipo B con tensión residual V ∗ = 0, 5[pu].
Expresión fasorial Expresión fasorial
función de función de Secuencias
la tensión de prefalla E1 y la tensión caracteŕıstica V fundamentales:






























































































B.3 Evento tipo C
Es un dip de tensión desbalanceado en el cual disminuye el valor eficaz de dos de las tres
tensiones de fase [6]. Este evento se origina en general cuando se da un cortocircuito entre
dos fases sin contacto a tierra o neutro. Además de verse afectadas las magnitudes de las dos
tensiones, se produce un corrimiento de sus fases. Como se observa en la Fig. B.3, una de
ellas sufre un adelanto de fase y la otra un atraso, para que la suma de las tres tensiones sea
nula. Adicionalmente, la componente homopolar de tensión no puede tener lugar, ya que en el
cortocircuito no hay contacto a tierra, de manera que no interviene la red de secuencia cero en














Figura B.3.: Diagrama fasorial y forma de onda instantánea de un evento tipo C con tensión residual V ∗ = 0, 5[pu].
Expresión fasorial Expresión fasorial
función de función de Secuencias
la tensión de prefalla E1 y la tensión caracteŕıstica V fundamentales:

















































































B.4. Evento tipo D
B.4 Evento tipo D
Es un dip de tensión desbalanceado con la principal cáıda en una fase, y la disminución de
la parte real de las otras dos, originando sus desfasajes (Fig. B.4) [6]. No tiene un origen
primario, sino que es consecuencia de la propagación de eventos originados a otros niveles de
tensión a través de transformadores de potencia. Existen dos posibilidades, la primera es que
provenga de un evento tipo B propagado a través de transformadores que eliminan la componente
homopolar como los de conexión Y y o Dd. La segunda posibilidad es que el evento provenga de
un evento tipo C propagado a través de transformadores que eliminan la componente homopolar















Figura B.4.: Diagrama fasorial y forma de onda instantánea de un evento tipo D con tensión residual V ∗ = 0, 5[pu].
Expresión fasorial Expresión fasorial
función de función de Secuencias
la tensión de prefalla E1 y la tensión caracteŕıstica V fundamentales:


















































































B.5 Evento tipo E
Se trata de un dip de tensión desbalanceado, que al igual que el evento tipo C, presenta una
disminución del valor eficaz de dos de las tres tensiones de fase [6]. A diferencia del evento tipo
C, se origina cuando se da un cortocircuito entre dos fases con contacto a tierra. En este caso
puede existir componente homopolar de la tensión fundamental, por lo tanto, como se aprecia














Figura B.5.: Diagrama fasorial y forma de onda instantánea de un evento tipo E con tensión residual V ∗ = 0, 5[pu].
Expresión fasorial Expresión fasorial
función de función de Secuencias
la tensión de prefalla E1 y la tensión caracteŕıstica V fundamentales:





























































































B.6. Evento tipo F
B.6 Evento tipo F
Es un dip de tensión desbalanceado con la principal cáıda en una tension de fase, con una
disminución de la componente real e imaginaria de las otras dos tensiones originando un desfasaje
en las mismas (Fig. B.6) [6]. Al igual que el evento tipo D, no tiene un origen primario, sino
que es resultado de la propagación de eventos originados a otros niveles de tensión a través
de transformadores de potencia. En general, es el resultado de un evento tipo E propagado a
través de transformadores que eliminan la componente homopolar y que transforman tensiones
de linea en tensiones de fase o viceversa, como por ejemplo transformadores con conexión Y Nd,














Figura B.6.: Diagrama fasorial y forma de onda instantánea de un evento tipo F con tensión residual V ∗ = 0, 5[pu].
Expresión fasorial Expresión fasorial
función de función de Secuencias
la tensión de prefalla E1 y la tensión caracteŕıstica V fundamentales:


































































































B.7 Evento tipo G
Es un dip de tensión desbalanceado con la principal cáıda en dos tensiones de fase y una
disminución de la magnitud aunque de menor proporción en la tensión restante (Fig. B.7)
[6]. Al igual que los eventos D y F no tiene un origen primario, sino que es el resultado de
la propagación de eventos originados a otros niveles de tensión a través de transformadores de
potencia. En general, es el resultado de un evento tipo E propagado a través de transformadores














Figura B.7.: Diagrama fasorial y forma de onda instantánea de un evento tipo G con tensión residual V ∗ = 0, 5[pu].
Expresión fasorial Expresión fasorial
función de función de Secuencias
la tensión de prefalla E1 y la tensión caracteŕıstica V fundamentales:



































































































B.8. Evento tipo H
B.8 Evento tipo H
Es un evento de tensión caracterizado por presentar un dip de tensión en una de las tres
tensiones de fase y un swell en las dos tensiones de fase restantes como se observa en la Fig.
B.8. Se puede originar por una falla monofásica a tierra en un sistema trifásico sin neutro, o
con neutro impedante (presenta alta impedancia a tierra), o por una falla monofásica a neutro














Figura B.8.: Diagrama fasorial y forma de onda instantánea de un evento tipo H con tensión residual V ∗ = 0, 5[pu].
Expresión fasorial
función de Secuencias
la tensión de prefalla E1 y fundamentales:













































B.9 Evento tipo I∗
Es un evento caracterizado por presentar un swell de tensión en una de las tres tensiones de
fase y un dip de tensión en las otras dos tensiones de fase, tal como se ve en la Fig. B.9. El
mismo se puede originar por un cortocircuito bifásico a tierra en un sistema trifásico sin neutro
o con neutro impedante, o por una falla bifásica a neutro de elevada impedancia. El mismo está














Figura B.9.: Diagrama fasorial y forma de onda instantánea de un evento tipo I∗ con tensión residual V ∗ = 0, 8[pu].
Expresión fasorial
función de Secuencias
la tensión de prefalla E1 y fundamentales:
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B.10. Evento tipo I∗∗
B.10 Evento tipo I∗∗
Es un evento caracterizado por presentar un swell de tensión en una de las tres tensiones de
fase y un dip de tensión en las otras dos tensiones de fase, tal como se ve en la Fig. B.10. El
mismo se puede originar por un cortocircuito bifásico a tierra en un sistema trifásico sin neutro
o con neutro impedante o por una falla bifásica a neutro de elevada impedancia. El mismo está














Figura B.10.: Diagrama fasorial y forma de onda instantánea de un evento tipo I∗∗ con tensión residual V ∗ = 0, 5[pu].
Expresión fasorial
función de Secuencias
la tensión de prefalla E1 y fundamentales:






















































C Teorema de Fortescue
Aqúı se describe brevemente el concepto de componentes simétricas, desarrollado
por Fortescue en 1918. Se presentan las ecuaciones principales de la transformada
homónima y su interpretación en un sistema trifásico, aunque la misma tiene validez
en cualquier sistema de corriente alterna polifásico.
Śıntesis del apéndice
C.1 Componentes Simétricas
El concepto de componentes simétricas es muy utilizado para analizar sistemas trifásicos en
régimen sinusoidal desequilibrado. Con este método, un conjunto de variables asimétricas
(desbalanceadas) se puede descomponer en tantos sistemas simétricos (balanceados) como
cantidad de fases tenga el sistema. Estos sistemas simétricos que comprenden al sistema
asimétrico original se denominan sus componentes simétricas. Mediante este concepto se pueden
analizar los desbalances de las señales provenientes de la red eléctrica, debido a que la misma
ofrece una explicación rigurosa con sentido matemático y f́ısico del sistema trifásico bajo esta
condición de funcionamiento, y además permite obtener una medida para cuantificar el nivel de
desbalance de una señal [83].
El concepto de componentes simétricas fue originalmente propuesto para fasores, por lo que















donde a = e−j2π/3 es una rotación de −120◦, a2 = e−j4π/3 es una rotación de −240◦ y E (t) =
V̂1e
jϕv (t) es el fasor tomado como referencia del sistema. Analizando cada uno de los fasores
del vector, se concluye que el orden temporal de los mismos es Va (t), luego Vb (t) y por último
Vc (t).
Cuando se modela una terna desbalanceada, la Ec. C.1 pierde validez debido a que el
fasor E (t) y la rotación a son independientes para cada elemento del vector. El concepto
de componentes simétricas establece que una terna desbalanceada puede descomponerse en tres
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V+a (t) + V−a (t) + V0a (t)
V+b (t) + V−b (t) + V0b (t)





V+1 (t) + V−1 (t) + V01 (t)
aV+1 (t) + a
2V−1 (t) + V01 (t)
a2V+1 (t) + aV−1 (t) + V01 (t)

 (C.2)
donde las tres tensiones complejas V+1 (t), U−1 (t) y U01 (t) son llamadas la secuencia positiva


















En la Ec. C.3 se verifica que cada componente tiene diferente módulo (A+1, A−1, A01) y
fase inicial (0°, ϕ−1, ϕ+1), pero giran a la misma velocidad ϕv (t). Analizando la Ec. C.2 se
concluye que cada señal perteneciente a la secuencia positiva de la terna conserva el orden de
giro en relación a un sistema balanceado. Por otro lado, las señales pertenecientes a la secuencia
negativa giran en sentido contrario mientras que la secuencia cero es igual en cada fase.
Trabajando matemáticamente la Ec. C.2 se demuestra que cada secuencia de una terna






















siendo a = ej2π/3 una rotación de 120° conocida como el operador de Fortescue.
C.2 Interpretación
Considerando una señal trifásica en régimen sinusoidal desequilibrado (sin componentes

















cos (ϕu (t) +ϕ−)
cos (ϕu (t)−2π/3 + ϕ−)






cos (ϕu (t) +ϕh)
cos (ϕu (t)−2π/3 + ϕh)




donde los sub́ındices +, − y h, denotan la componente de secuencia positiva, secuencia negativa
y secuencia homopolar de la terna, respectivamente. En un sistema trifásico balanceado solo
existe la componente de secuencia positiva, como se verifica al comparar las Ecuaciones C.1 y
C.5, por lo cual se interpreta a estas señales como las componentes balanceadas dentro de una
terna desbalanceada. Un ejemplo que justifica este razonamiento es el torque producido por
un motor de inducción alimentado con una terna desbalanceada. En este caso el torque medio
queda definido por la secuencia positiva de la terna mientras que la secuencia negativa genera
oscilaciones y vibraciones de dos veces la frecuencia de las señales que alimentan al dispositivo
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C.2. Interpretación
[97, 98]. Por lo tanto, la tensión de secuencia positiva de la terna puede interpretarse como la
tensión que contribuye con el flujo de potencia desde el generador al motor.
La secuencia negativa también es un sistema balanceado, pero gira en sentido contrario a la
secuencia positiva. Mientras que esta última tiene el máximo de la tensión va (t) seguido por el
máximo de la tensión vb (t) y a su vez seguido por el máximo de la tensión vc (t), en la secuencia
negativa el orden es va (t), luego vc (t) y por último vb (t). La aparición de tensión de secuencia
negativa indica un desbalance en la red lo cual lleva a un uso ineficiente del sistema trifásico.
Por último, la secuencia cero resulta el promedio entre las tres tensiones. La aparición de
tensión de secuencia cero indica una conexión a tierra, es decir, esta relacionada con la corriente
que no retorna al generador a través de los conductores de las fases.
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D Medidor Inteligente de Calidad
de Energia
Aqúı se describe brevemente el instrumento desarrollado por el grupo Calidad de
Enerǵıa del Laboratorio de Instrumentación y Control (LIC) perteneciente al Instituto
de Investigaciones Cient́ıficas y Tecnológicas en Electrónica (ICyTE). En el mismo se
realizaron los ensayos experimentales.
Śıntesis del apéndice
D.1 Descripción conceptual del sistema
El LICPM2 es un medidor inteligente de calidad de enerǵıa con funcionalidades de registrador,
fruto de casi una década de investigación cient́ıfica sobre temáticas relacionadas con la calidad
de enerǵıa eléctrica. Este equipo emplea avanzados métodos digitales de procesamiento para
el cálculo eficiente y preciso de los ı́ndices de calidad de enerǵıa y, a partir de un hardware
sencillo y robusto, permite calcular y almacenar en una memoria SD tendencias, estad́ısticas y
eventos. Al mismo tiempo, su diseño modular permitiŕıa adicionar diferentes funcionalidades
a futuro, tales como GPS (para implementar sistemas de medición sincrofasoriales o para
georreferenciación), alimentación ininterrumpida, comunicación wireless, Ethernet, PLC (Power
Line Communication), etc. En la Figura D.1 se presenta un diagrama genérico del LICPM2. A
continuación, se describe cada uno de los módulos, que se conectan entre śı mediante conectores
DB15.
D.1.1 Módulo de procesamiento
Este módulo es responsable de la adquisición de las tensiones y corrientes de la red eléctrica, su
procesamiento a fin de determinar los ı́ndices de calidad de enerǵıa y el almacenamiento de los
datos procesados en una memoria SD. Además de los registros almacenados relacionados a la
calidad de enerǵıa en el punto de medición, la memoria SD almacena el archivo de configuración
y calibración de la unidad (ganancias y offsets de los canales analógicos). Los datos almacenados
por el instrumento se dividen en tendencias y eventos. Las tendencias (trends) son un conjunto
de datos que incluye el valor promedio, máximo y mı́nimo durante el peŕıodo de medición
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D. Medidor Inteligente de Calidad de Energia
Figura D.1.: Idea conceptual del LICPM2.
de cada ı́ndice. Se generan dos tipos de tendencias, uno cada 150 ciclos de fundamental (3
segundos aproximadamente) y otro cada 5 minutos. Por defecto, solo las tendencias de 5
minutos son almacenados en la memoria SD, sin embargo, mediante la configuración de la
unidad se puede habilitar el almacenamiento de las tendencias de 150 ciclos. Por otro lado, los
eventos son situaciones particulares de las tensiones y corrientes que tiene un inicio y fin bien
demarcado. Las condiciones que pueden disparar un evento son diversas, siendo la más común
la cáıda de tensión de una fase de la red a menos del 90% de su valor nominal. Los umbrales de
disparo están determinados en el archivo de configuración. Para la conexión de otros módulos,
el móodulo de procesamiento cuenta con dos conectores DB15 (uno a la derecha y otro a la
izquierda). Todas las tareas realizadas en este módulo son gestionadas por un DSP y procesador
de arquitectura RISC (del inglés advanced RISC machine, ARM). El DSP es responsable de
la adquisición y procesamiento de las tensiones y corriente de la red eléctrica mientras que el
ARM es responsable del almacenamiento de los datos en la memoria SD y las comunicaciones
con el exterior. El panel frontal del módulo (parte superior) permite el acceso a la memoria SD,
un puerto USB, dos leds (uno indica el funcionamiento del ARM mientras que el otro indica el
estado de la memoria SD), dos botones (uno para solicitar la extracción de la memoria SD y
otro sin función por el momento).
D.1.2 Módulo de alimentación
Este módulo tiene la electrónica necesaria para alimentar todo el medidor inteligente y proveer
de autonomı́a ante interrupciones del suministro eléctrico (se utiliza una bateŕıa para este fin).
El panel frontal del módulo de alimentación consta de un interruptor de encendido/apagado y
un led amarillo para indicar el estado de la unidad.
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D.2. LICPM2 Portátil
D.1.3 Módulo de comunicación
Se utiliza para implementar la comunicación entre el módulo de procesamiento y otro dispositivo
externo. Entre las posibles tecnoloǵıas a implementar en este módulo se destacan la comunicación
wireless, Ethernet y comunicación por la ĺınea de enerǵıa (del inglés power line communication,
PLC). No hay caracteŕısticas espećıficas de este módulo debido a que se puede adaptar a la
necesidad y aplicación.
D.1.4 Dispositivo externo
Se trata de todo dispositivo que pueda conectarse al instrumento y proveer de una interface para
que el usuario acceda en forma remota o local a los datos y control del mismo.
D.2 LICPM2 Portátil
Los módulos del LICPM2 se han desarrollado con gabinetes individuales compatibles con riel
DIN para su fácil instalación en tableros eléctricos. Al mismo tiempo, es posible montar todos
sus módulos dentro de un solo gabinete a fin de proveer al equipo de portabilidad. En esta
sección se describe la implementación de una unidad desarrollada con este concepto, la cual se
utilizará como base para explicar las tareas y funcionalidades del LICPM2. Primero se describe
el hardware del equipo y por último se presenta el funcionamiento del sistema basado en la
descripción del hardware y un diagrama en bloques del sistema.
D.2.1 Exterior del gabinete
En la Figura D.2 se presentan imágenes que corresponden a una unidad portátil del LICPM2.
En la parte superior del gabinete se observan cinco conectores. El de mayor diámetro mostrado
a la derecha corresponde a un conector AMP de 9 terminales utilizado para las puntas de tensión
(sólo se emplean 5 de los terminales). Los cinco cables salientes a este conector terminan en
conectores tipo banana aislados en los que se puede instalar conectores tipo cocodrilo. Por
otro lado, los otro cuatro corresponden a conectores AMP de 4 terminales para las sondas de
corriente. En el caso mostrado se observan transductores de corriente ECAMEC TI-FLEX 400
(mangueras azules), los cuales, requieren de la tensión proporcional a la corriente medida, GND y
±5v. En el costado derecho del gabinete se observa el conector Ethernet. Por último, por debajo
de la tapa transparente del gabinete se observa el panel frontal del módulo de alimentación y el
módulo de procesamiento. El panel frontal del módulo de procesamiento permite el acceso a la
tarjeta de memoria SD y el puerto USB aśı como a los 2 botones y 2 led testigos.
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Figura D.2.: Fotos del LICPM2 portátil - unidad 2
D.2.2 Interior del gabinete
En la Figura D.3 se presenta un detalle del interior del LICPM2 portátil donde se pueden
observar los módulos, placas y conectores. Debido a que esta versión del PQM corresponde a
un prototipo desarrollado para el estudio y ensayo de nuevos algoritmos, aśı como la detección
de posibles problemas, existen diferencias entre la implementación mostrada y la descripción
conceptual del sistema previamente dada. Entre sus caracteŕısticas más importantes se observa
que (1) el módulo de comunicación se ha implementado con una Raspberry Pi 3 y (2) que el
conjunto bateŕıa y cargador, los cuales proveen de autonomı́a a la unidad, son externos al módulo
de alimentación.
D.2.3 Interior del módulo de procesamiento
En la Figura D.4 se observa el interior de este módulo resaltando las zonas y dispositivos
relevantes. Los elementos se pueden dividir en dos grupos, la zona fŕıa aislada eléctricamente de
la red y por ende segura para el operario (en verde); y la zona caliente eléctricamente conectada
a la red (en rojo).
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Figura D.3.: Interior del gabinete.
En la zona fŕıa se ha resaltado:
• La fuente de switching de 5V, 3A que es alimentada desde el módulo de alimentación y
soporta una tensión entre 4.5V y 40V aproximadamente.
• La adecuación de señales para los canales de tensión, los cuales implementan filtros de
tercer orden y llevan las tensiones de ±400v a (0, 3V) para ser conectadas al ADC del
DSP.
• La adecuación de señales para los canales de corriente, los cuales implementan filtros de
tercer orden y se diseñaron para utilizar transductores de corriente a tensión del tipo
Fluke i400. Sin embargo, el diseño puede modificarse para utilizar otros tipos de puntas
de corriente, como es el caso de las puntas ECAMEC.
• La Control Card donde está montado el DSP, el cual es utilizado para la adquisición de
las tensiones y corrientes aśı como para el procesamiento de las señales.
• La placa de adaptación que permite la adquisición de la tensión proveniente del módulo
de alimentación (utilizada para detectar la cáıda de la red) y las salidas digitales que
controlan el estado de la Raspberry Pi 3.
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Figura D.4.: Interior del módulo de procesamiento.
En la zona caliente se ha resaltado:
• La placa de interface donde está montado el USB, la SD Card, los dos botones y los dos
leds.
• El ARM que recibe los datos procesados por el DSP, gestiona las tareas en la placa de
interface y está conectado a la Raspberry PI 3 mediante una transmisor-receptor aśıncrono
universal (del inglés universal asynchronous receiver-transmitter , UART).
• El socket para bateŕıa de 3V utilizado para mantener el reloj de tiempo real (del inglés
real time clock , RTC) del ARM encendido (mantiene en hora la unidad).
• Parte de la control card que, mediante una UART aislada permite la comunicación entre
wl DSP y el ARM.
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D.2.4 Principio de funcionamiento
La Figura D.5 presenta una diagrama funcional del LICPM2 portátil, donde se ha identificado
cada módulo y placa descripta previamente. De esta forma, la descripción presentada en esta
sección se complementa con los datos presentados previamente y ayuda a la comprensión del
principio de funcionamiento del sistema. Se describe el diagrama de derecha a izquierda.
Figura D.5.: Diagrama funcional del LICPM2 portátil
Los canales de tensión se conectan en el conector AMP9. El módulo de alimentación cuenta con
dos terminales de entrada (derecha), cinco terminales de salida (superior) y el DB15 (izquierda)
para conectar este con el módulo de procesamiento. Los terminales de entada permiten conectar
alguna de las fases del sistema eléctrico para alimentar al sistema y para la bateŕıa de gel
de 6V. Internamente, a partir de la entrada de fase se generan los 12V con una fuente de
switching y un arreglo de diodos con la bateŕıa permite alimentar al resto del equipo. En caso
de que se corte el suministro eléctrico, la fuente de switching de 12V se apaga y el arreglo de
diodos env́ıa al módulo de procesamiento los 6V de la bateŕıa. A su vez, para poder apagar
el equipo cuando se está operando en este modo de funcionamiento, se emplea un MOS para
habilitar/deshabilitar la tensión proveniente de la bateŕıa. Este control lo implementa el DSP
del módulo de procesamiento. Por otro lado, se ha adicionado externo a este módulo un cargado
de bateŕıa para asegurarse que la misma este siempre cargada. En relación a los terminales de
salida, el módulo de alimentación provee de GND, Vin (salida de los diodos que dependiendo
del estado y pueden ser los 12V de la fuente de switching o los 6V de la bateŕıa), 12V y ± 5V
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(utilizados en las puntas ECAMEC). Los -5V son generados a partir de los 5V provenientes del
módulo de procesamiento.
El módulo de procesamiento esta divido en dos partes, la zona caliente y la zona fŕıa. En la
zona caliente se generan los 5V a partir de la tensión entregada por el módulo de alimentación.
Además, se monitorea esta señal a fin de detectar la cáıda de la fase utilizada para energizar el
equipo y se sensan las tensiones y corrientes provenientes de la red eléctrica en el DSP. Este
genera datos que son enviados al ARM de la zona fŕıa a partir de una UART aislada ubicada
en la Control Card. El ARM guarda los datos en una memoria SD y se conecta con el módulo
de comunicaciones a través de un DB15 y una placa de adaptación externa. Además de la
alimentación y la UART, el DSP utiliza dos GPIO, uno para indicar a la Raspberry PI que debe
apagarse y otro para habilitar/deshabilitar la alimentación en caso de tener que ahorrar enerǵıa.
El módulo de comunicación esta implementado con una Raspberry PI 3 que provee
de Ethernet, Wi-Fi y USB; y genera una interface web. De esta forma el usuario
pueda acceder a los datos almacenados desde cualquier dispositivo con navegador web
sin la necesidad de software espećıfico. Se puede solicitar los datos almacenados en
al memoria SD (lista de trends o eventos por ejemplo) aśı como el archivo correspondiente.
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[13] M. Bollen, “What is power quality?” Electric Power Systems Research, vol. 66, no. 1, pp.
5 – 14, 2003, power Quality. [Online]. Available: http://www.sciencedirect.com/science/
article/pii/S0378779603000671 (Citado en página 28.)
[14] S. Chattopadhyay, M. Mitra, and S. Sengupta, Electric Power Quality, ser. Power Systems.
Springer Netherlands, 2011. (Citado en página 28.)
[15] I. of Electrical, E. Engineers, J. Radatz, and I. C. S. S. C. Committee, The IEEE Standard
Dictionary of Electrical and Electronics Terms, ser. IEEE (std.). IEEE, 1997. (Citado en
página 29.)
[16] IEC 61000-4-30:2015-02. Electromagnetic compatibility (EMC) - Part 4-30: Testing and
measurement techniques - Power quality measurement methods, IEC Std., 2015. [Online].
Available: https://webstore.iec.ch/publication/21844 (Citado en páginas 29, 48, 53, 74,
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[46] A. McEachern, “Samsung’s “power vaccine” standard:applications and recommendations
for a stringent power quality immunity standard,” White Paper - Power Standards Lab,
Emeryville, California, USA, pp. 1 – 4, 2002. (Citado en página 67.)
[47] M. H. J. Bollen, I. Y. H. Gu, S. Santoso, M. F. Mcgranaghan, P. A. Crossley, M. V. Ribeiro,
and P. F. Ribeiro, “Bridging the gap between signal and power,” IEEE Signal Processing
Magazine, vol. 26, no. 4, pp. 12–31, July 2009. (Citado en página 73.)
[48] J. Barros and E. Perez, “Limitations in the use of r.m.s. value in power quality analysis,”
in 2006 IEEE Instrumentation and Measurement Technology Conference Proceedings, April
2006, pp. 2261–2264. (Citado en páginas 75 y 76.)
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