Abstract: We present a reconfigurable optical directed logic architecture that offers several significant improvements over the original directed logic presented by Hardy and Shamir. Specific embodiments of on-chip, waveguided, large-scale-integrated, cellular optical directed logic fabrics are proposed and analyzed. Five important logic functions are presented as examples to show that the same switch fabric can be reconfigured to perform different logic functions. 
Introduction
The purpose of this paper is to present a new optical directed logic (DL) architecture that is based on a regular array of optical switches. The same circuit can be reconfigured to perform different logic functions. This new architecture offers significant improvements in reconfigurability and scalability over the original DL proposed by Hardy and Shamir in their pioneering 2007 paper [1] .
Speaking generally, DL is an innovative paradigm that minimizes the latency in calculating a complicated logic function by taking advantage of fast and low-loss propagation of light in a highly integrated, waveguided, on-chip photonic system. DL is best applied to real-time applications such as video analysis, recognition-and-analysis of fast-moving objects, and visualization. DL can also provide ultrafast network routing functions that enable highly efficient packet-switched interconnections for high-performance computing. The main task for packet routing is to look up the network address in the routing table. The new architecture we present here can directly and dynamically map a lookup table onto an optical switch fabric and obtain the result with very low delay. In an interconnection network, the lookup table is probably small enough so that the routing function can be realized with the moderate-scale photonic integration capability that has been demonstrated today. Optical DL has the potential to achieve lower latency than state-of-the-art electronic transistor logic.
A DL circuit is formed by an on-chip network of optical switches [2] . The state of each switch is controlled by an input logic signal. While it takes a finite amount of time for each switch to respond to a change in its control signal, all of the switches operate simultaneously and their switching delays do not accumulate-in contrast to electronic transistor logic circuits wherein gate delays are cascaded, resulting in large latency.
We develop in this paper a new DL architecture that is well suited for CMOS-compatible silicon photonics, especially for logic based upon resonant, electro-optical 1 × 1 and 2 × 2 optical switches that employ micro-rings or micro-disks whose resonance mode is shifted by the depletion or injection of carriers [3] [4] [5] [6] . The idea is to create large-scale integrated (LSI) optical logic -fabrics‖ (gate arrays) using the small size, fast switching speed and ultra-low power consumption of the micro resonators. In other words, resonant switches are essential enablers of LSI.
Compared to the original DL, the improvements and advantages of our new DL are: (1) a complete cellular geometry for large-scale logic fabrics, (2) much shorter optical paths and therefore better scalability because of parallel path sum-of-products processing, (3) simple row-column layout of a large fabric without any waveguide crossovers, (4) matrix addressing, (5) greater ease of programming, (6) multi-spectral fabrics, and (7) low-cost manufacture of LSI optical DL in a high-volume CMOS-photonics foundry [7] . The new DL is believed to hold the key to reconfigurable optical logic systems such as the optical -field programmable‖ gate arrays. In this paper, five important logic functions are used as examples to show that the same switch fabric can be reconfigured to perform different logic functions.
Background
Optical computing has a long and diverse history. In our opinion, the future of optical computing resides in four areas: digital optical logic (the topic of this paper), quantum computing, analog-and-digital optical signal processing, and photonic reservoir computing that involves nonlinear elements, neural networks and training sets.
The original DL paradigm proposed in [1] is an innovative way of performing digital optical logic. In that design, at least three 2 × 2 optical switches are required to perform a twoinput logic operation. To calculate a complex function, the number of switches needed scales super-linearly with the total number of logic operations in the function. These switches are cascaded in such a way that light has to propagate through a long chain of switches in the worst case scenario, which poses a significant limitation on the scalability of the original DL paradigm.
The long optical path can be a problem both in terms of the latency and the insertion loss. The longer physical length of the circuit will be translated into a longer delay. In addition, when optical micro-resonators are used as the 2 × 2 switches, light going to the cross port of the switch experiences an additional delay determined by the photon lifetime of the resonator, which is on the order of picoseconds. Thus cascading a large number of 2 × 2 switches can result in a large latency that is comparable to electronic transistor logic. Note that the delay we discuss here is the group delay experienced by the lightwave when the switch is in steady state [8, 9] , which is due to the phase response associated with the resonance peak. This is different from the switching time limit imposed by the photon lifetime [10] , which is of a lesser concern here because that the switching time does not accumulate, and that this limit can be overcome with a special switching mechanism [11] . The number of switches in an optical path is also limited by the insertion loss of the 2 × 2 switches, which is usually non-negligible for the cross port.
Here we propose a two-stage structure wherein a large number of parallel optical paths are used, thereby significantly reducing the length of each path. Besides that, only 1 × 1 switches (on/off switches) are necessary to form the switch fabrics. A 1 × 1 switch can be built based on the through port of a micro-resonator, which has both low delay [8] and low loss. That is because when light can pass the switch, it does not interact with the resonator; and when light is coupled into the resonator, the optical power is dropped. In either case, the output of the switch is not affected by the optical delay and optical loss in the resonator. The lower latency and loss in each optical path significantly improves the scalability of the proposed architecture when compared to the original DL paradigm. While the optic-to-electric (O/E) conversion between the two stages introduces an additional latency, this latency is small with the compact and integrated photodetectors, and this latency does not scale with the size of the logic. We will also show alternative implementations where the O/E conversion module is not needed.
The goals of this paper are: (1) to develop the reconfigurable and cellular realization of DL with high scalability, (2) to present practical photonic realizations of the unit cells based on ultra-small semiconductor waveguided optical switches, and (3) to give specific examples of important combinational logic fabrics to demonstrate the value of our proposed reconfigurable cellular fabric.
Our approach-the themes of this paper-are reconfigurability, waveguided components and interconnections, scalability, very low latency, on-chip planar integration, wavelengthmultiplexed fabrics, and large scale integration. The minimized latency implies that the optical loss for light propagating across the entire logic fabric will be relatively low, obviating the need for semiconductor optical amplifiers.
We would like to suggest that the approach just cited can be exploited in all four optical computing areas listed above (not just in logic) leading to many advances there.
Logic architecture
Any combinational logic function can be written in a sum-of-products format. Each product is an AND function of the input logic signals, where each input signal appears only once in either its inverted or noninverted form. The sum is the result of an OR function of all the products. The sum-of-products expression of a logic function can be mapped onto a two-stage directed-logic circuit shown in the block-diagram of Fig. 1 where the first stage calculates all the products, and the second stage calculates the sum of the products. Each stage is formed by an array of parallel optical waveguides. Each waveguide passes through an array of identical and reconfigurable 1 × 1 optical switches controlled by the logic input signals. Each optical switch is in either the pass or the block state depending on the logic signal applied to it and the operation mode in which this switch is configured. In between the two stages, an optic-to-electric (O/E) conversion module converts the optical output of a waveguide in the first stage to an electrical logic signal that is used to control the optical switches in the second stage. The optical outputs of the second stage give the calculated results of the target logic functions. If desired, they can be converted back to electric logic signals by an optional O/E conversion module.
A continuous-wave (CW) laser is sent into each optical waveguide. Light can pass through the waveguide and thus give an output signal as TRUE (‗1') only when all the switches are in the pass state. The optical output of this waveguide thus represents a product of the logic inputs. Each 1 × 1 switch can be reconfigured to be in the pass state either when the control signal is TRUE (‗1') (the pass/block mode) or when the control signal is FALSE (‗0') (the block/pass mode). Correspondingly, the product that the waveguide calculates will include either the noninverted or the inverted control signal. The 1 × 1 switch can also be reconfigured to a third mode where it is always in the pass state no matter what the logic input is (the pass/pass mode). In this mode, the logic input will not appear in the product that is calculated by this waveguide.
While the OR function is hard to implement directly, we can take advantage of this relationship between OR and NAND functions:
Equation (1) shows that the inversion of the sum is a product that can be calculated in the same way as discussed above. To take advantage of this, we express the inversion of the target function in the sum-of-products form. Then the target function can be obtained by calculating the product of the inverted products. In the next two subsections, we will use three examples to illustrate this process.
Eight-bit priority encoder
Here we use an 8-bit priority encoder as the first example to illustrate how a logic function is mapped onto the proposed directed-logic circuit. To understand this mapping from the sum-of-products expression, we can use the output 0 y as an example. As mentioned before, we should express the inverted output function 0 y in the sum-of -products form which is 0 7 6 7 6 5 4 7 6 5 4 3 2 7 6 5 4 3 2 1 0
Then, the output 0 y can be written as a product of the inverted products: 
This is the expression that is mapped onto the two-stage directed logic circuit shown in 
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While the logic circuit is split into two stages, both of them have the same structure and can be constructed on the same switch fabric. In Fig. 2(c) , we show the circuit of Fig. 2(b) drawn in a different way, illustrating that the 2nd stage can be part of the same switch fabric that is used for the 1st stages. In the rest part of the paper, we will continue to draw the circuit in a way similar to Fig. 2(b) , since that is clearer logically. However, in all cases, the two stages can be mapped on one switch fabric connected to one O/E conversion module.
Multiplexing and demultiplexing functions
To show the versatility of this logic architecture, we now use two new examples to demonstrate that the same uniform switch fabric can be reconfigured to perform different logic functions. Figure 3 shows the circuit diagrams of the directed logic circuits that perform 8-to-1 multiplexer (MUX) (a) and 1-to-8 demultiplexer (DEMUX) (b) functions. The MUX selects one of the eight input logic signals according to the binary number S = s 2 s 1 s 0 and sends it to the output (y = x S ). The DEMUX, on the other hand, sends the input logic signal to one of its eight outputs according to the binary number S = s 2 s 1 s 0 (y S = x).
One can see that these functions can be realized with switching fabrics of the same structure as that used in the previous subsection. To convert from a particular logic function to another, one needs only to redefine the input and output signals and to reconfigure the operation mode of the 1 × 1 switches. 
O/E conversion module
The O/E module is a 1D in-line array of efficient photodetectors and associated electronic amplifiers that are easy to manufacture and integrate monolithically with the logic array. For example, in the case of silicon photonics, the O/E converter will be based on a group of identical waveguide-integrated Germanium photodiodes that have high efficiency, high speed and are CMOS compatible [12] [13] [14] [15] .
Switching fabric and the unit cell
The cellular switching fabric employed in the above logic architecture is composed of identical unit cells, and the reconfigurable 1 x 1 switch that constitutes the unit cell can be built based on silicon microring or microdisk resonators. In this subsection, we will show the structure of this switch and show how to implement the three operation modes of the switch. The ideal optical switches for DL circuits should have small size, fast switching speed, low power consumption and the capability of large-scale integration. The latency of the logic circuit is determined by the overall path length of light and the switching time of a single switch. A compact size for each switch is necessary to reduce the overall path length of the circuit. Since a complex logic circuit may use thousands of switches, a highly integrated solution is required wherein each switch needs to have a very low power consumption.
Optical switches based on silicon micro-resonators are the best fit for directed-logic circuits since they meet all of the criteria listed above. The high refractive-index contrast of a silicon-on-insulator (SOI) platform makes it possible to build very compact micro-resonators, down to sub-wavelength dimensions [16] , with high quality factor Q. Optical switches with low switching energy (~3 fJ/bit [6] ) can be realized with micro-resonators that have both small mode volume and high Q. Silicon photonics is a leading contender for the most economical platform for large-scale optoelectronic integration. It takes full advantage of the mature silicon process infrastructure. Integrated silicon photonic systems have been fabricated in commercial CMOS foundries [17] , leading to high yield and low cost. Figure 4 (a) shows an SEM picture of a typical microring resonator having a radius as small as 1.5 μm side-coupled to a straight waveguide [16] . This device is the basis of a 1 × 1 switch that can be used as the unit cell of the proposed logic architecture. When the light traveling in the straight waveguide resonates with the microring resonator, light couples from the waveguide to the ring, and the optical transmission in the waveguide reach a minimum. Thus, as shown in Fig. 4(c)-4(e) , a typical transmission spectrum of a microring resonator shows a sharp dip around the resonant wavelength. By tuning the resonant wavelength of the resonator, the transmission of light at a given wavelength λ L can be changed from high to low, or vice versa, resulting in the pass and block states we need for a 1 × 1 switch.
The resonant wavelength of a microring resonator can be tuned by changing the effective index of the silicon ring. This can be done in numerous ways, including changing the freecarrier density in silicon [18] , varying the temperature of the silicon ring with integrated micro-heaters [5, 19] , or modifying the structural parameters through micromechanical tuning [20, 21] . Figure 4(b) shows one example where a p-i-n junction is built across the ring to inject and extract free carriers in the microring resonator [4] . The refractive index of silicon changes with the carrier density due to the plasma dispersion effect, resulting in the desired resonance tuning.
In the reconfigurable switch, two types of resonance tuning will be used. One is for the switching controlled by the logic signal, and the other is to change the operation mode of the switch. Figures 4(c)-4(e) show a way to realize the three operation modes of the reconfigurable switch. The logic signal tunes the resonant wavelength between λ 0 (when the logic signal is ‗0') and λ 1 (when the logic signal is ‗1'). The position of λ 0 with respect to the laser wavelength λ L is controlled by the reconfiguration signal. When λ L aligns with λ 1 (see Fig. 4(c) ), the switch is in the block/pass mode. When λ L aligns with λ 0 (see Fig. 4(d) Fig. 4 (e)), the switch is in the pass/pass mode. . This is one of the mechanisms that can be used to tune the resonance of the ring with high speed. (c) The transmission spectra of a switch in block/pass mode for light with the wavelength of λL. Red line is the spectrum when the logic signal is ‗1', and λ1 marks the resonant wavelength at this state. Blue line is the spectrum when the logic signal is ‗0', and λ0 marks the resonant wavelength at this state. (d) The transmission spectra of a switch in pass/block mode. (e) The transmission spectra of a switch in pass/pass mode.
The two types of resonance tuning involved in the reconfigurable switch operation have different requirements. The switching operation needs to be very fast so that a logic signal with a high bit rate can be processed. The tuning mechanisms based on free carriers are most suitable in this situation, since switching (amplitude modulation) speeds of 40 Gbit/s have been demonstrated [22] . The tuning for reconfiguration does not require a high speed, but a wider tuning range is needed. While the free-carrier-based tuning can still be used for reconfiguration, slower and lossless tuning mechanisms such as those based on the thermooptic effect and those based on micro-mechanical structures can also be employed. The advantage of thermo-optic tuning lies in its structural simplicity, while the main strength of the micro-mechanical tuning is that it has no steady-state power consumption.
Silicon compatible electro-absorption (EA) structures [23] can also be used as the 1 × 1 switches in the proposed architecture. To do that, however, the insertion loss of the EA switch has to be reduced to a fraction of a dB, so that cascading a large number of EA switches is possible.
Architecture with expanded unit cell
While any logic function can be expressed in the sum-of-products format, the number of products that needs to be calculated can be very large for some logic functions. In the worst case scenario, a logic function with N inputs requires ~2 N products to be calculated. For some of these functions, we can calculate them with a much more compact circuit if we can implement XOR and XNOR gates in addition to the AND gates we show above. When adding the capability of XOR and XNOR gates, we want to maintain the cellular structure of the circuit, which is necessary to achieve maximal reconfigurability. We will show in this section an expanded unit cell that can be reconfigured to perform both AND/NAND and XOR/XNOR operations.
The expanded unit cell
The expanded unit cell is composed of two parallel waveguides, a 2 × 2 switch and a 1 × 1 switch. Figure 5(a) shows the structure of an expanded unit cell implemented with microring resonators, and Fig. 5(b) is a block diagram of the unit cell. Figure 5(d) gives an example showing how the expanded unit cells are connected to form a switch fabric. As for the two waveguides in the expanded unit cell, the top waveguide is the main line that carriers the logic signal, while the bottom waveguide is an auxiliary waveguide used to realize the XOR and XNOR functions. The two coupled microring resonators in Fig. 5(a) act as a forward-dropping 2 × 2 switch [24] between the two waveguides, a pair that redirects light to the bottom waveguide when they are on resonance (cross state), and keeps light in the input waveguide when they are off resonance (bar state). The 1 × 1 switch is a microring resonator coupled only to the bottom waveguide. By passing or blocking optical waves in the bottom waveguide, it changes the logic function that the unit cell performs.
The 2 × 2 switches are controlled by both a logic signal and a reconfiguration signal, in the same way as that described in Section 4 for the single microring resonators. By adjusting λ 0 of these two resonators, this switch can be reconfigured into three modes: the bar/cross, cross/bar and bar/bar modes. The 1 × 1 switch in this unit cell, on the other hand, is not controlled by the logic signal. Its state is determined only by a reconfiguration signal.
When the 1 × 1 switch is in the pass state, this unit cell will calculate an XOR or XNOR function between its logic input and the logic input of the next unit cell. Figure 5(c) shows how an XOR between two logic inputs A and B is calculated. The 2 × 2 switches in the two unit cells are in the cross/bar mode and the bar/cross mode respectively. Therefore, only when the two logic signal A and B are different, the two 2 × 2 switches will be both in the bar state or both in the cross state. When both switches are in the bar state, light goes directly through the top waveguide, and when both switches are in the cross state, light passes the first 1 × 1 switch and goes back to the top waveguide of the second unit cell. In either case, a high optical transmission at the top waveguide is obtained. When A and B are the same, on the other hand, light goes to the bottom waveguide after the second 2 × 2 switch, and is then blocked by the second 1 × 1 switch.
When the 1 × 1 switch in an unit cell is in the block state, the unit cell acts as an 1 × 1 switch for the top waveguide: it blocks light when the 2 × 2 switch is in the cross state, and it passes light when the 2 × 2 switch is in the bar state. In this way, the unit cell performs AND functionality just like the 1 × 1 switches described in the previous section. The logic function that an array of cascaded unit cells (as shown in Fig. 5(d) ) can calculate is in the form of XOR/XNOR operations between neighboring logic inputs that are linked by AND operations (e.g. (A XOR B) AND (C XNOR D) ). We will call this type of function a generalized product in the following subsections. Any logic function can be expressed as a sum of generalized products of the logic inputs. This is true because the product we considered in the previous section is just a subset of the generalized product we defined here. In the next two subsections, we will show two examples in which the capability of performing XOR and XNOR functions helps to significantly reduce the size of the directed logic.
Four-bit comparator
Since comparing two bits is inherently an XOR/XNOR operation, the availability of XOR and XNOR gates makes it much easier to implement a comparator than if only AND gates are available. Figure 6 
Four-bit full adder
An adder is another example where the availability of XOR gates (an XOR gate is also a 1-bit half-adder) in the expanded unit cells can significantly reduce the complexity of the directed logic circuits. The circuit is shown in Fig. 6(b) . The output of the circuit is a 5-bit binary number that is the sum of two 4-bit binary numbers. To add two N-bit binary numbers, N 2 + N + 1 generalized products are needed. In comparison, the products that need to be calculated when the adder is expressed in the sum-of-product form is on the order of 2 2N1 , which is significantly larger than N 2 + N + 1 even when N is not very large. 
Discussion
As shown in the two examples above, for some logic functions, using the expanded unit cell can significantly reduce the number of (generalized) products that need to be calculated. Even though each expanded unit cell needs 3 times more micro-resonators than the 1 × 1 switch unit cell used in Section 4, using the expanded unit cell can still result in a significant reduction in the total number of micro-resonators-which implies a corresponding reduction in both size and power consumption of the circuit. However, using the expanded unit cell brings back a disadvantage in terms of latency. As explained in Section 2, when light travels to the cross port of a 2 × 2 switch based on microresonators, it experiences an additional delay determined by the photon lifetime of the microresonator. By using only 1 × 1 switches, this delay is avoided. Since the expanded unit cell uses a 2 × 2 switch, it brings back the additional delay when XOR and XNOR operations are performed, which erodes into the latency advantage of directed logic paradigm. There is thus a trade-off between the size of the circuit and the latency. To limit the maximal latency, one may need to put an upper limit on the number of XOR/XNOR gates that can be cascaded along a waveguide, even though that may require a larger number of generalized products to be calculated.
Alternative implementations
The two-stage electro-optic logic architecture shown above is not the only way to implement a reconfigurable cellular DL. Here we show some alternative approaches, and we will discuss their pros and cons compared to the two-stage architecture we show above.
All-optical logic circuit
The logic architecture presented here can also be used to build an all-optical logic. This is done by replacing the electro-optic switches with all-optic switches. It has been shown that, in micro-resonators, one optical beam can control the transmission of another optical beam (a nonlinear interaction). For example, the intense control light generates free carriers in the microresonator due to two-photon absorption in silicon and shifts its resonance through the plasma dispersion effect. All-optical switches with fast speed and low switching power have been demonstrated [25] .
In an all-optical logic circuit, the O/E conversion module is no longer needed. The optical output of the first stage can, in principle, be directly used to control the switches in the second stage. To do that, however, one needs to make sure the optical output of the 1st stage has enough energy to drive the switches in the 2nd stage. This can be done by using an all-optical switch with lower switching power (higher Q and/or smaller mode volume) for the 2nd stage.
Circuit based on incoherent sum
In this subsection, we show an alternative way to calculate the sums (the OR function). In the architectures presented in previous sections, the sums are calculated by a 2nd-stage switch fabric that performs an inverted product. The alternative way is to calculate the sum by directly collecting the optical output of all the waveguides in the 1st-stage switch fabric and assigning the output as logic ‗1' if the total power is above the level of a single active waveguide.
If the light from all the waveguides are joined together coherently, e.g. with directional couplers, the combined power will depend on the phase relationship between light from different waveguides, which is hard to control precisely. A more practical approach is to add the optical power together incoherently. Here we show two ways to perform the incoherent sum. One way to perform an incoherent sum is to convert the optical output of each waveguide to photocurrent and then to add up all of the individual photocurrents with a parallel-connected photodetector array as shown in Fig. 7 . If the combined photocurrent is higher than that expected when only one of the optical waveguide has high output, it will trigger the receiver circuit to define the output logic as ‗1'. This performs an OR (sum) function. Since light waves in different waveguides do not interact with each other directly, no interference between them would occur. By eliminating the second stage of switch fabric in the previous design, this logic structure reduces the complicity, size and power consumption of the logic circuit by about half. It can reduce the latency even more significantly, since in the two-stage design, the path of light is generally longer in the 2nd stage (determined by the number of products) than that in the 1st stage (determined by the number of inputs). On the other hand, this incoherent sum approach put more stringent requirements upon the extinction ratio of the optical switches, the uniformity of the optical power in each waveguide and the dark current of the photodetectors. When the leaked light from the turned-off switches and the dark currents of all the parallel connected photodetectors are added up, they have to be lower than the lowest signal level when only one waveguide is active. Fig. 7 . The diagram of a four-input directed-logic circuit where parallel connected p-i-n photodetectors sum optical output signals from the switch fabric that calculates products or generalized products of the logic input. The switch fabric has the same structure as the 1st-stage switch fabric shown in either Section 3 or Section 5.
Multi-spectral logic: wavelength-multiplexed circuits
Another way to perform the incoherent sum is to inject multiple wavelengths into the fabric with a comb laser or a set of lasers at different wavelengths. Then we can obtain a 1st-stage fabric that has (for example) a different wavelength in each waveguide. Figure 8(a) shows the structure of such a circuit. The 1st-stage switch fabric used to calculate the products (or the generalized products) has the same structure as before, but the switches on different waveguides operate at different wavelengths. The calculated products are then carried by light at different wavelengths and are selectively coupled to an output waveguide by a tunable microring resonator. This multi-spectral approach eliminates the middle O/E conversion module.
To give a more specific example, Fig. 8(b) shows a 4-bit comparator circuit that has the same functionality as that shown in Fig. 6(a) . The optical source of this circuit is a multiwavelength laser such as those demonstrated in [26] [27] [28] [29] . Different wavelengths are dropped into different waveguides by microring resonators having different diameters. After light passes through a (horizontal) switch array, it will be redirected to an output (vertical) waveguide if the ring resonator at the waveguide's cross point is on resonance with the light (orange circles). If the microring resonator at the cross point is tuned away from the wavelength of light in the horizontal waveguide (dashed green circles), light will not be collected by that output waveguide.
The broadband photodetector at the end of an output waveguide will absorb photons at all source wavelengths and create a photocurrent that sums the optical outputs from the horizontal waveguides that couple to that vertical output waveguide. If the photocurrent is higher than that expected when one of the horizontal waveguide has high output, it will trigger the receiver circuit to define the output logic as ‗1'. This performs the OR (sum) function of the products calculated by the coupled horizontal waveguides. 
Discussion
Compared to the two-stage switch fabric designs shown in Sections 3 and 4, the incoherent sum methods remove the middle O/E conversion block and reduce the number of optical switches used in the directed logic circuit. Therefore, they can have advantages in power consumption, size and latency. However, both incoherent sum methods shown above require high extinction ratio for the switches and a uniform distribution of light to every waveguide that calculates products. Since experimentally demonstrated optical switches based on microring resonator generally have extinction ratios below 20 dB, the number of products that can be summed up this way is well below 100. In order to achieve better scalability, the incoherent sum methods can be combined with the 2nd-stage switch fabric shown in the previous sections. If a large number (m × n) of products need to be summed, they can be grouped into n groups, where m products in each group are summed incoherently to create a single control signal, and the n control signals from the n groups are then summed with a switch fabric that has the same structure as the 2nd-stage switch fabric shown in Sections 3 and 4.
Conclusion
We propose here a cellular optical DL logic architecture that is reconfigurable and scalable. This architecture is built upon ultra-compact silicon photonic devices that offer the capability of large-scale integration. Based on this architecture, we show the circuits that realize several common logic functions, including an encoder, a multiplexer, a full adder and a comparator. We also show several alternative implementations of the proposed architecture, whose pros and cons are discussed.
