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Implementation of quantum logic operations
and creation of entanglement
in a silicon-based quantum computer with constant interaction
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We describe how to implement quantum logic operations in a silicon-based quan-
tum computer with phosphorus atoms serving as qubits. The information is stored
in the states of nuclear spins and the conditional logic operations are implemented
through the electron spins using nuclear-electron hyperfine and electron-electron ex-
change interactions. The electrons in our computer should stay coherent only during
implementation of one Control-Not gate. The exchange interaction is constant and
selective excitations are provided by a magnetic field gradient. The quantum logic
operations are implemented by rectangular radio-frequency pulses. This architecture
is scalable and does not require manufacturing nanoscale electronic gates. As shown
in this paper parameters of a quantum protocol can be derived analytically even
for a computer with a large number of qubits using our perturbation approach. We
present the protocol for initialization of the nuclear spins and the protocol for cre-
ation of entanglement. All analytical results are tested numerically using a two-qubit
system.
PACS numbers: 03.67.Lx, 75.10.Jm
I. INTRODUCTION
The long decoherence time of nuclear spins of phosphorus donors in silicon makes quantum
computers based on these spins attractive for quantum information processing. A scanning
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FIG. 1: A schematic illustration of two phoshorus atoms placed in a permanent magnetic field ~B0.
The electron spins ~S1 and ~S2 (large arrows) of the neigboring atoms interact with each other via
the exchange interaction and the nuclear spins ~I1 and ~I2 (small arrows) interact with the electron
spins through the hyperfine interactions.
tunneling microscopy technique [1, 2, 3, 4, 5] can be used for creation of many identical
arrays of phosphorus atoms on the (100) surface of silicon. The phosphorus qubits can be
encapsulated by overgrowing additional silicon layers [5] to increase the electron relaxation
time. Kane [6] proposed to use nanoscale electronic gates to control the qubits. This
technique has not yet been realized, due to fabrication issues, and so in this paper we
consider a different architecture. In our approach, the exchange interaction between qubits
is constant and selective interactions are realized through the use of a magnetic field gradient
and both microwave and radio frequency pulses. Measurement can be implemented using
optical techniques [7, 8, 9]. The measurement can be facilitated by creation of many identical,
noninteracting spin chains to amplify the signal.
The 31P atom has electron spin 1/2 and nuclear spin 1/2. If the qubits in each chain are
placed at a separation of ∼ 10 nm from each other, the nuclear-nuclear, nuclear-electron,
and electron-electron dipole-dipole interactions are small compared to the electron-electron
exchange interaction so that one can neglect the dipole-dipole interactions (see Fig. 1).
There is also a relatively strong hyperfine interaction between the electron and nuclear spins
of a 31P atom. Since the relaxation time for the electron spins at temperatures of 1-7 K
3is relatively small (0.6-60 ms at 7 K [10]), the quantum information must be stored in the
states of the nuclear spins. Because the nuclear spins do not interact, electron spins can be
used to mediate the nuclear-nuclear interactions. In this setup, the electron spins must be
coherent only during the relatively short time of implementation of a quantum logic gate,
such as a Control-Not gate, on a particular pair of qubits.
We consider in this paper a procedure for implementation of entanglement between the
nuclear spins in a two-qubit quantum computer using rectangular radio-frequency pulses.
Entanglement is the simplest quantum logic operation needed for implementation of more
complex quantum logic gates and is useful for demonstration of quantum computation in a
potentially scalable solid-state system. The paper is organized as follows. The eigenstates
of the system are calculated analytically in Section II. A brief description of the protocol
for creation of entanglement is given in Section III. The quantum dynamics of the system
is described in Section IV. The eigenstates from Section II are used for calculation of pulse
parameters in Section V. Initialization and entanglement with two qubits are simulated
numerically in Section VI. In Section VII we review the working conditions and the parameter
range for our computer.
II. EIGENSTATES
The unperturbed Hamiltonian of the system reads
Hˆ0 = γeB
z
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z
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z
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,
where Sˆαk (Iˆ
α
k ) is the projection of the kth electron (nuclear) spin on the αth axis, k = 1, 2,
α = x, y, z; Sˆ±k = Sˆ
x
k ± iSˆyk , Iˆ±i = Iˆxk ± iIˆyk ; γe and γn are, respectively, the electron and
nuclear gyromagnetic ratios; Bzk is the permanent magnetic field in the location of the kth
spin; A and J are, respectively, the hyperfine and exchange interaction constants.
Let us define
Σˆ = Sˆz1 + Sˆ
z
2 + Iˆ
z
1 + Iˆ
z
2 .
The quantum states form 5 independent subspaces characterized by the value of
Σn = 〈ψn|Σˆ|ψn〉.
4Two one-dimensional subspaces with Σn = ±2 are formed by the eigenstates with the
following eigenvalues En and eigenvectors |ψn〉:
E15 =
1
2
(−γeBz1 − γeBz2 + γnBz1 + γnBz2) +
A
2
+
J
4
= (−γe + γn) b+ A
2
+
J
4
, (1)
|ψ15〉 = | ↓2 ⇓2 ⇓1 ↓1 〉, (2)
E0 = (γe − γn) b+ A
2
+
J
4
, |ψ0〉 = | ↑2 ⇑2 ⇑1 ↑1 〉, (3)
where b = (Bz2 +B
z
1)/2 and we use the notation | ⇑k〉 and | ⇓k〉 for the states of the electron
spins and | ↑〉k and | ↓〉k for the states of the nuclear spins, k = 1, 2.
The basis vectors for the subspace with Σn = −1 are

| ↓2 ⇓2 ⇑1 ↓1 〉
| ↓2 ⇑2 ⇓1 ↓1 〉
| ↓2 ⇓2 ⇓1 ↑1 〉
| ↑2 ⇓2 ⇓1 ↓1 〉


=


|13〉
|11〉
|14〉
|7〉


. (4)
Introducing the notation δB = (Bz2 −Bz1)/2 the Hamiltonian matrix for Σn = −1 becomes

−γeδB + γnb− J4 J2 A2 0
J
2
γeδB + γnb− J4 0 A2
A
2
0 −γeb+ γnδB + J4 0
0 A
2
0 −γeb− γnδB + J4


. (5)
This matrix can be diagonalized analytically. For δB = 0 the eigenvalues and eigenfunctions
were found in Ref. [11]. Instead of the exact analytical solution we apply here a perturbative
approach. Our perturbative approach has an advantage over the exact analytical solution
because it can be used to find the eigenstates for the quantum computer with more than two
qubits when no exact analytical solution is available. The perturbation theory is based on the
fact that γeb is at least three orders of magnitude larger than J/4, A/2, γeδB, γnb, and γnδB.
(We take b ≈ 3.3 T so that γeb/(2π) ≈ 93 GHz, J/(2π) ≈ 1− 10 MHz or less, A/(2π) = 116
MHz.) For our range of parameters the matrix (5) splits into two relatively independent
2×2 blocks [12, 13]. The first block is formed by the matrix elements in the upper left corner
and the second block is formed in the lower right corner. The relative independence of the
two different blocks follows from the facts that (a) the moduli of the differences between
the eigenvalues of each block are much smaller than the moduli of the differences (∼ γeb)
5between the eigenvalues of the different blocks; and (b) the matrix elements A/2 relating
the different blocks are much smaller than γeb. The corrections to the wave function due to
the neglected terms are of the order of
ǫ =
(A/2)
γeb
≈ 6× 10−4 (6)
and corrections E
(2)
i to the energy levels E
(0)
i , i = 1, . . . , 14, are of the order of tens of
kilohertz. These corrections are important in order to flip the nuclear spins because the
Rabi frequencies of the nuclear spins are of the same magnitude.
The eigenvalues and the eigenfunctions are
E
(0)
7 = −γeb− γnδB +
J
4
, |ψ(0)7 〉 = | ↑2 ⇓2 ⇓1 ↓1 〉, (7)
E
(0)
14 = −γeb+ γnδB +
J
4
, |ψ(0)14 〉 = | ↓2 ⇓2 ⇓1 ↑1 〉, (8)
E
(0)
13 = γnb−
J
4
−
√
(γeδB)2 +
J2
4
, (9)
E
(0)
11 = γnb−
J
4
+
√
(γeδB)2 +
J2
4
. (10)
The eigenfunctions corresponding to E
(0)
13 and E
(0)
14 are
|ψ(0)13 〉 = D13| ↓2 〉 ⊗



γeδB +
√
(γeδB)2 +
J2
4

 | ⇓2 ⇑1 〉 − J
2
| ⇑2 ⇓1 〉

⊗ | ↓1 〉, (11)
|ψ(0)11 〉 = D11| ↓2 〉 ⊗

J2 | ⇓2 ⇑1 〉+

γeδB +
√
(γeδB)2 +
J2
4

 | ⇑2 ⇓1 〉

⊗ | ↓1 〉, (12)
where Di, i = 1, . . . , 14, are the normalization constants. The correction E
(2)
7 is calculated
in Appendix A and all corrections E
(2)
i , i = 1, 14, are listed in Appendix B.
The basis vectors for the subspace with Σn = 1 are

| ↑2 ⇑2 ⇓1 ↑1 〉
| ↑2 ⇓2 ⇑1 ↑1 〉
| ↑2 ⇑2 ⇑1 ↓1 〉
| ↓2 ⇑2 ⇑1 ↑1 〉


=


|2〉
|4〉
|1〉
|8〉


.
The Hamiltonian matrix for Σn = 1 has the following form:

γeδB − γnb− J4 J2 A2 0
J
2
−γeδB − γnb− J4 0 A2
A
2
0 γeb− γnδB + J4 0
0 A
2
0 γeb+ γnδB +
J
4


. (13)
6The eigenvalues and the eigenfunctions are
E
(0)
1 = γeb− γnδB +
J
4
, |ψ(0)1 〉 = | ↑2 ⇑2 ⇑1 ↓1 〉, (14)
E
(0)
8 = γeb+ γnδB +
J
4
, |ψ(0)8 〉 = | ↓2 ⇑2 ⇑1 ↑1 〉, (15)
E
(0)
2 = −γnb−
J
4
+
√
(γeδB)2 +
J2
4
, (16)
E
(0)
4 = −γnb−
J
4
−
√
(γeδB)2 +
J2
4
, (17)
|ψ(0)2 〉 = D2| ↑2 〉 ⊗



γeδB +
√
(γeδB)2 +
J2
4

 | ⇑2 ⇓1 〉+ J
2
| ⇓2 ⇑1 〉

⊗ | ↑1 〉, (18)
|ψ(0)4 〉 = D4| ↑2 〉 ⊗

−J2 | ⇑2 ⇓1 〉+

γeδB +
√
(γeδB)2 +
J2
4

 | ⇓2 ⇑1 〉

⊗ | ↑1 〉. (19)
The six-dimensional multiplet with Σn = 0 splits into three relatively independent sub-
spaces. The first two eigenvalues and eigenfunctions are
E
(0)
6 = −γeb− γnb−
A
2
+
J
4
, |ψ(0)6 〉 = | ↑2 ⇓2 ⇓1 ↑1 〉, (20)
E
(0)
9 = γeb+ γnb−
A
2
+
J
4
, |ψ(0)9 〉 = | ↓2 ⇑2 ⇑1 ↓1 〉. (21)
The remaining four eigenstates with the basis vectors


| ↑2 ⇑2 ⇓1 ↓1 〉
| ↑2 ⇓2 ⇑1 ↓1 〉
| ↓2 ⇑2 ⇓1 ↑1 〉
| ↓2 ⇓2 ⇑1 ↑1 〉


=


|3〉
|5〉
|10〉
|12〉


are related to the following Hamiltonian matrix:

δB(γe − γn) + A2 − J4 J2 0 0
J
2 δB(−γe − γn)− A2 − J4 0 0
0 0 δB(γe + γn)− A2 − J4 J2
0 0 J2 δB(−γe + γn) + A2 − J4


.
(22)
One can see that these states form two independent (in our approximation) two-dimensional
subspaces. The first subspace is described by the 2×2 matrix in the upper left corner and the
7second subspace is described by the 2×2 matrix in the lower right corner of the matrix (22).
The eigenvalues and eigenfunctions are
E
(0)
3 = −γnδB −
J
4
+
√(
γeδB +
A
2
)2
+
J2
4
, (23)
|ψ(0)3 〉 = D3| ↑2 〉 ⊗



γeδB + A
2
+
√(
γeδB +
A
2
)2
+
J2
4

 | ⇑2 ⇓1 〉+ J
2
| ⇓2 ⇑1 〉

⊗ | ↓1 〉,
(24)
E
(0)
5 = −γnδB −
J
4
−
√(
γeδB +
A
2
)2
+
J2
4
, (25)
|ψ(0)5 〉 = D5| ↑2 〉 ⊗

−J2 | ⇑2 ⇓1 〉+

γeδB + A
2
+
√(
γeδB +
A
2
)2
+
J2
4

 | ⇓2 ⇑1 〉

⊗ | ↓1 〉,
(26)
E
(0)
10 = γnδB −
J
4
−
√(
γeδB − A
2
)2
+
J2
4
, (27)
|ψ(0)10 〉 = D10| ↓2 〉 ⊗

−J2 | ⇑2 ⇓1 〉+

γeδB − A
2
+
√(
γeδB − A
2
)2
+
J2
4

 | ⇓2 ⇑1 〉

⊗ | ↑1 〉,
(28)
E
(0)
12 = γnδB −
J
4
+
√(
γeδB − A
2
)2
+
J2
4
, (29)
|ψ(0)12 〉 = D12| ↓2 〉 ⊗



γeδB − A
2
+
√(
γeδB − A
2
)2
+
J2
4

 | ⇑2 ⇓1 〉+ J
2
| ⇓2 ⇑1 〉

⊗ | ↑1 〉.
(30)
The eigenvalues E10 and E12 in Eqs. (27) and (29) are written for the case A/2 ≥ γeδB. For
the opposite case, A/2 < γeδB, one must exchange the eigenvalues E10 ↔ E12 and leave the
eigenvectors |ψ10〉 and |ψ12〉 unchanged.
III. CREATION OF ENTANGLEMENT
Consider the quantum dynamics generated by electromagnetic pulses for different param-
eters J and δB. The four states, 6th, 7th, 14th, and 15th, have the lowest energies of the
order of −γeb. The distance between the lower 6th and the upper 15th levels of the quartet
is (2γnb + A)/(2π) ≈ 173 MHz [γn/(2π) ≈ 17.25144 MHz/T]. This is much smaller than
kBT = 20.83 GHz, where T = 1 K is the temperature. Consequently, all four of these states
are initially populated.
8The initialization of the nuclear spins and creation of entanglement between the nuclear
spins can be implemented by using the fact that the electron spins are polarized. Our system
can be represented as a one-dimensional spin chain
|n2e2e1n1〉. (31)
In Eq. (31) e1 assumes the values ⇑1 ,⇓1 , e2 =⇑2 ,⇓2 , n1 =↑1 , ↓1 , and n2 =↑2 , ↓2 , In the
spin chain (31) there are interactions only between the neighboring spins, so that this kind
of spin ordering is convenient for analysis of conditional quantum logic gates.
Initially our chain is in the superposition of states with the lowest energies E6, E7, E14,
and E15. From Eqs. (2), (7), (8), and (20) one can see that these states are
|n2 ⇓2 ⇓1 n1〉, (32)
with different n1 and n2. One possible initial state is shown in Fig. 1. By using Control-
Not gates between the electron and nuclear spins, one can transfer the polarization from
electron to nuclear spins. After some time the electron spins polarize and one obtains the
only populated state
| ↓2 ⇓2 ⇓1 ↓1 〉.
By using the Hadamard transform on the 1st nuclear spin, Control-Not gate between the
1st nuclear spin and 1st electron spin, Control-Not gate between the 1st electron spin and
2nd electron spin, and Control-Not gate between the 2nd electron spin and 2nd nuclear spin
one can create entanglement between all spins of the system
1√
2
(
| ↑2 ⇑2 ⇑1 ↑1 〉+ eiθ| ↓2 ⇓2 ⇓1 ↓1 〉
)
. (33)
The exact value of the phase θ is not important for us.
IV. DYNAMICS
The time-dependent magnetic field has the following components:
~B1(t) = B1(cos(νt + ϕ),− sin(νt + ϕ), 0), (34)
where B1, ν, and ϕ are, respectively, amplitude, frequency and phase of the pulse and t is
time. The frequency ν can assume both positive and negative values as shown in Fig. 2.
9B1
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FIG. 2: Different kinds of polarization of the electromagnetic wave for ν > 0 and ν < 0.
The perturbation term in the Hamiltonian has the form
Vˆ (t) =
[
Ω0e
2
(
Sˆ−1 + Sˆ
−
2
)
− Ω
0
n
2
(
Iˆ−1 + Iˆ
−
2
)]
e−i(νt+ϕ)+
[
Ω0e
2
(
Sˆ+1 + Sˆ
+
2
)
− Ω
0
n
2
(
Iˆ+1 + Iˆ
+
2
)]
ei(νt+ϕ), (35)
where Ω0e = γeB
1 and Ω0n = γnB
1.
A. Scheme for numerical simulations
The numerical simulations are performed without using the perturbation approach and
results are presented in Sec. VI below. It is convenient to work in the rotating frame where
the effective Hamiltonian is independent of time. The relationship between the wave function
|Ψ(t)〉 in the laboratory frame and the wave function |Φ(t)〉 in the rotating frame is
|Ψ(t)〉 = eiΣˆ(νt+ϕ)|Φ(t)〉. (36)
The Schro¨dinger equation in the rotating frame is
i|Φ˙(t)〉 =
(
Hˆ0 + νΣˆ + Vˆ
)
|Φ(t)〉, (37)
Vˆ = Ωe(Sˆ
x
1 + Sˆ
x
2 )− Ω0n(Iˆx1 + Iˆx2 ). (38)
Let us decompose the wave function over the eigenstates |ψn〉 of the Hamiltonian Hˆ0 as
|Φ(t)〉 =
15∑
n=0
cn(t)|ψn〉, (39)
10
where the functions |ψn〉 are related to the basis functions |i〉 by
|ψn〉 =
∑
i
an,i|i〉. (40)
The coefficients an,i are calculated in Section II in the zeroth order approximation. (For
our numerical simulations we use the exact values of an,i.) The system of 16 differential
equations for the expansion coefficients cn(t) is
ic˙n(t) = (En + Σnν) cn(t) +
15∑
m=0
Vnmcm(t), (41)
where
Vn,m = 〈ψn|Vˆ |ψm〉. (42)
Eq. (41) can be regarded as the Schro¨dinger equation
ic˙n(t) =
15∑
m=0
hn,mcm(t) (43)
with the time-independent Hamiltonian hˆ whose matrix elements have the following form:
hn,m = (En + νΣn)δnm + Vnm. (44)
The dynamics of the coefficients cn(t) can be computed using the eigenfunctions b
q
n, q =
0, . . . , 15 and the eigenvalues eq of the Hamiltonian hˆ as
cn(t) =
15∑
m=0
cm(t0)
15∑
q=0
(bqm)
∗ bqne
−ieq(t−t′), (45)
where t′ is the time of the beginning of the pulse. The wave function in the laboratory frame
can be represented as
|Ψ(t)〉 =
15∑
p=0
Dp(t)e
−iEpt|ψp〉. (46)
Before each pulse at time t = t′ we make the transformation to the rotating frame using the
relation [see Eqs. (36), (39) and (46)]
Dp(t) = exp [iEpt+ iΣp(νt+ ϕ)] cp(t), (47)
and after the pulse at the time t = t′ + τ (τ is the duration of the pulse) we make the back
transformation to the laboratory frame using the same formula.
11
V. IMPLEMENTATION OF LOGIC GATES
We describe here implementation of logic gates in terms of the basis states |i〉, i =
0, . . . , 15. From Section II the basis functions |i〉 are approximately equal to the eigenfunc-
tions |ψi〉 if the conditions γeδB ≫ J/2 and |γeδB−A/2| ≫ J/2 are satisfied. Assume that
the frequency of a pulse is close to the transition frequency of the kth (k = 1, 2) electron or
nuclear spin; the direction of the spin in the state |p〉 is along the direction of the permanent
magnetic field ~B0 (i.e. |p〉 = | . . . ↑k . . .〉 or |p〉 = | . . . ⇑k . . .〉); and the state |q〉 is related to
the state |p〉 by a flip of the kth spin. For the initial conditions
Dp(t
′) = 1, Dq(t
′) = 0
the dynamics of this spin is described by the following equations [14, 15]:
Dp(t
′ + τ) =
{
cos
[
λq,pτ
2
]
+ i
∆q,p
λq,p
sin
[
λq,pτ
2
]}
e−i∆q,pτ/2,
Dq(t
′ + τ) = i
Ω
λq,p
sin
[
λq,pτ
2
]
ei∆q,pt
′
−iϕ+i∆q,pτ/2, (48)
where
∆q,p = Eq − Ep − ν, λq,p =
√
∆2q,p + Ω
2,
t′ is the time of the beginning of the pulse, τ is the duration of the pulse, Ω = Ωe is the
Rabi frequency of the electron spin, and Ω = Ωn is the Rabi frequency of the nuclear spin.
For the other initial conditions
Dp(t
′) = 0, Dq(t
′) = 1
the solution is
Dp(t
′ + τ) = i
Ω
λq,p
sin
[
λq,pτ
2
]
e−i∆q,pt
′+iϕ−i∆q,pτ/2,
Dq(t
′ + τ) =
{
cos
[
λq,pτ
2
]
− i∆q,p
λq,p
sin
[
λq,pτ
2
]}
ei∆q,pτ/2. (49)
The complete transition between the states |p〉 and |q〉 takes place when the detuning is
equal to ∆q,p = 0 and when τ = π/Ω (π-pulse). A near-resonant transition with ∆ 6= 0 can
be completely suppressed when the condition [14]
Ω =
|∆q,p|√
4K2 − 1 , (50)
12
known as the 2πK condition, is satisfied. Here K = 1, 2, . . . is an integer number. For this
value of Ω the value of the sine in Eqs. (48) and (49) is equal to zero.
As follows from the above considerations, (i) in order to implement a complete transition,
the frequency of the pulse must be resonant to this transition, ν = Eq − Ep, where ν can
assume both positive and negative values. (ii) In order to completely suppress a transition
with ∆ 6= 0, the Rabi frequency of the pulse must satisfy the 2πK-condition (50). Both
operations (i) and (ii) can be implemented simultaneously by one pulse if there are two states
in the quantum register. Actually, we described here the procedure for implementation of
the Control-Not gate, which we will use to create entanglement in our system.
We now derive the parameters of the gates described in Section III. Let CNl,k be the
Control-Not gate which flips the kth spin in the state |i〉 and suppresses the flip of the same
spin in the state |j〉 (the latter has different orientation of the lth spin). We assume that
the kth spin is pointed up (along the direction of ~B0) in both states |i〉 and |j〉. Let the
state |i′〉 be related to the state |i〉 by the flip of the kth spin and the state |j′〉 be related
to the state |j〉 by the flip of the same spin. Then the frequency ν and the detuning ∆j′,j in
Eq. (50) for the Rabi frequency are
ν = Ei′ − Ei, ∆j′,j = Ej′ −Ej − ν. (51)
In our notation, it is convenient to treat the state of the electron spin | ⇑k〉 as |0k〉 and the
state | ⇓k〉 as |1k〉. The fact that the energy of the state |0k〉 is larger than the energy of the
state |1k〉 is accounted for by a negative frequency ν of the pulse in the first equation (51) .
A. Initialization
The nuclear spins can be polarized by using the fact that the Larmor frequencies of
the electron spins depend on orientations of the corresponding nuclear spins through the
hyperfine interaction. Measuring the electron Larmor frequencies using, for example, a
scanning tunneling microscope [16, 17], one can define the orientation of the nuclear spins
and apply a selective π-pulse if necessary. Here we describe a different technique. We assume
that initially the nuclear spins are not polarized, the electron spins are polarized, and there
are four states (32) in the register. If we apply the gates
CNe1,n1CNn1,e1 (52)
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(the order of implementation of the operators is from the right to the left), we obtain the
superposition of states
|n2 ⇓2 e1 ↓1 〉 (53)
with indefinite orientation of the first electron spin and with definite orientation of the first
nuclear spin.
Since the state of the first electron spin in Eq. (53) is unknown, we cannot immediately
swap the states of the second electron and nuclear spins because of the interaction between
the electron spins. One has to wait while the electron spin polarizes again (during, for
example, the time-interval 0.1 s). In our numerical simulations the relaxation of the electron
spins is modeled by flipping them “by hand”, without using electromagnetic pulses, in all
states of superposition.
After the electron spins are polarized one applies the gates
CNe2,n2CNn2,e2 (54)
and obtains the state
| ↓2 e2 ⇓1 ↓1 〉. (55)
One waits while the second electron spin relaxes and obtains the state
| ↓2 ⇓2 ⇓1 ↓1 〉 (56)
which is used as an initial state for creation of the entanglement.
B. Entanglement
The sequence of gates
CNe2,n2CNe1,e2CNn1,e1Hadn1 (57)
generates the entangled state (33). In Eq. (57) Hadn1 is the Hadamard gate on the first
nuclear spin, and the gate CNk,k′ is the inverse of the Control-Not gate: it flips the target
qubit only if the control qubit is in the state |0k〉. The parameters of these gates can be
calculated analytically using Eq. (51). In our simulations presented below, the Hadamard
gate is performed by applying a π/2 pulse of duration τ = π/(2Ωn), where Ωn is given by
Eq. (76) below.
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In principle, it is possible to inplement a Control-Not gate between the nuclear spins
without changing the states of the electron spins [18]. In practice, this approach is not
useful because one can show (using calculated in this paper eigenvalues) that the mediated
by the electrons effective coupling between the nuclear spins is of the order of 3.5 Hz or
less. This means that the Rabi frequency of the pulse implementing the Control-Not gate
must be less than 2 Hz and the frequency of the pulse must be tuned in resonance with the
accuracy of approximately 0.1 Hz.
C. Rabi frequencies
The Rabi frequency of the electron spins Ωe is different from Ω
0
e = γeB
1 because of
the exchange interaction between the electron spins. Similarly, the Rabi frequency of the
nuclear spins Ωn is different from Ω
0
n = γnB
1 because of the hyperfine interaction between
the nuclear and electron spins.
Consider, for example, the transition
| ↑2 ⇓2 ⇓1 ↑1 〉 → | ↑2 ⇓2 ⇑1 ↑1 〉, (58)
associated with the flip of the first electron spin. The matrix element V6,4 = Ωe/2 of the
matrix hn,m in Eq. (44) is responsible for this transition. The value of Ωe must satisfy the
2πK condition (50). The value of V6,4 can be calculated using Eq. (42). Only two terms in
the sum
Vnm =
15∑
i,j=0
ai,n〈i|Vˆ |j〉am,j, (59)
where n = 6, m = 4, appreciably contribute. These are
V6,4 =
15∑
i,j=0
ai,6〈i|Vˆ |j〉a4,j ≈ a6,6〈6|Vˆ |4〉a4,4 + a6,6〈6|Vˆ |2〉a4,2. (60)
The first term is due to the flip of the first electron spin by the electromagnetic pulse, i.e.,
due to the transition
| ↑2 ⇓2 ⇓1 ↑1 〉 → | ↑2 ⇓2 ⇑1 ↑1 〉, (61)
The second term is due to the two-step transition
| ↑2 ⇓2 ⇓1 ↑1 〉 → | ↑2 ⇑2 ⇓1 ↑1 〉 → | ↑2 ⇓2 ⇑1 ↑1 〉, (62)
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where the first step is due to the nonselective excitation of the second electron spin and
the second step is implemented due to the exchange interaction between the electrons.
The contribution of the second term is proportional to the ratio of the matrix element
J/2, responsible for the exchange interaction, [see the second transition in Eq. (62)] to the
detuning 2δB, characterizing the first transition. From Eq. (60) the Rabi frequency is
Ωe ≈ Ω0e
(
1− J
4γeδB
)
. (63)
This expression for the electron Rabi frequency holds for all other electron transitions. The
2πK condition (50) for the electron spin becomes
Ω0e = γeB
1 =
|∆j′,j|√
4K2e − 1
(
1− J
4γeδB
)−1
, (64)
where |∆j′,j| ≈ A when the control spin is the nuclear spin and |∆j′,j | ≈ J when the control
spin is the neighboring electron spin.
We now find the Rabi frequency of the nuclear spin. Consider the gate CNe1,n1 in Eq. (52)
acting on the state | ↑2 ⇓2 ⇓1 ↑1 〉. The nuclear spin is flipped as a result of the transition
| ↑2 ⇓2 ⇓1 ↑1 〉 → | ↑2 ⇓2 ⇓1 ↓1 〉, (65)
which is implemented through the matrix element V6,7 = −Ωn/2. In Eq. (42), only two
terms considerably contribute to the value of V6,7, namely
V6,7 ≈ a6,6
(
−Ω
0
n
2
)
a7,7 + a5,6
Ω0e
2
a7,7. (66)
The first term is due to the flip of the nuclear spin by the electromagnetic pulse in Eq. (65).
The second term is due to the two-step transition
| ↑2 ⇓2 ⇓1 ↑1 〉 → | ↑2 ⇓2 ⇑1 ↓1 〉 → | ↑2 ⇓2 ⇓1 ↓1 〉, (67)
where the first step is due to the hyperfine interaction between the first electron spin and the
first nuclear spin and the second step is due to the nonresonant action of the electromagnetic
pulse on the first electron spin. The transition (67) is initiated by the electron spin, which
creates a magnetic field in the x direction comparable to the magnetic field B1 of the pulse.
In spite of the fact that the probability Pe of flipping the electron spin is small, the fact that
Ωe/Ω
0
n ∼ 103 makes the probability of the transition (67) comparable to the probability of
the transition (65).
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In order to calculate a5,6 in Eq. (66), we must calculate the first-order correction to the
wave function (26) using the equation
|ψ(1)n 〉 =
15∑
m=0
m6=n
Vn,m
E
(0)
m − E(0)n
|ψ(0)m 〉. (68)
Taking n = 5 and multiplying by 〈6| we obtain
a5,6 =
15∑
m=0
m6=5
V5,mam,6
E
(0)
m −E(0)5
. (69)
Only one term with m = 6 significantly contributes to the sum, where
V5,6 ≈ 〈5|Vˆ |6〉 = A
2
.
We find
a5,6 ≈ A
2[E
(0)
6 − E(0)5 ]
≈ − A
2γeb
≪ 1.
Putting this value to Eq. (66) we obtain the expression for the Rabi frequency of the nucleus
Ωn = Ω
0
n +
A
2γeb
Ω0e ≈ 2Ω0n. (70)
This equation is valid for the Rabi frequencies associated with other nuclear spin transitions.
Similar to Eq. (63) for the electron spin, the correction to the Rabi frequency is proportional
to the ratio of the matrix element A/2, responsible for the hyperfine interaction, to the
detuning γeb ≈ γeb− γnb between the frequencies of the nuclear and electron spins.
The 2πK condition for the nuclear spin reads
Ω0n = γnB
1 =
|∆j′,j|√
4K2n − 1
(
1 +
A
2γnb
)−1
, (71)
where |∆j′,j| ≈ A. We have calculated the Rabi frequencies only for the two gates. The Rabi
frequencies for the other gates can be calculated using the same formulas (64) and (71).
We still have indefinite parameters Ke and Kn in Eqs. (64) and (71) for the Rabi frequen-
cies of electron and nuclear spins. Increasing Ke and Kn decrease the electron and nuclear
Rabi frequencies which should satisfy the conditions
εe =
Ωe
4γeδB
≪ 1, εn = Ωn
4γnδB
≪ 1. (72)
These conditions provide selective excitations of the spins [19]. The error in the probability
amplitude due to nonselective excitations is of the order of εe for the electron spins and of the
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order of εn for the nuclear spins. The condition (72) can be written as B
1/(4δB)≪ 1. If the
distance between the qubits is 10 nm and the magnetic field gradient is 105 T/m [20, 21, 22],
then B1 ≪ 4δB = 2× 10−3 T. Hence,
Ωe
2π
≈ γe
2π
B1 ≪ 56MHz, (73)
We now choose K = Ke for the electron spin to satisfy the following two conditions: (i)
The value of Ke must be large enough to satisfy the first equation (72), which allows one to
decrease the error due to nonselective excitations; (ii) and the time τe of implementation of
the Control Not gate on the (target) electron spin must be much smaller than the electron
relaxation time Tc (we assume Tc = 60 ms [10]). This condition can be satisfied by decreasing
Ke.
Consider the Control-Not gate on the electron spin with control nuclear spin. The error
√
Pe due to nonselective excitation of the electron spins is of the order of [for |∆| ≈ A in
Eq. (50)] √
Pe ∼ Ωe
4γeδB
≈ A
8γeδBKe
≈ 1.03
Ke
, (74)
where we used the parameters A/2π = 116 MHz, the magnetic field gradient 105 T/m, and
the distance 10 nm. In our simulations we take Ke = 103 so that the error is
√
Pe ≈ 0.01.
The Rabi frequency and the time duration of the π-pulse are
Ωe
2π
≈ A
2π
√
4K2e − 1
≈ 563 kHz, τe ≈ 0.89 µs.
Consider the Control-Not gate on the electron spin with control electron spin. The error
is of the order of (|∆| ≈ J)
√
P ′e ∼ 0.01 if K ′e = 1, where we assume J/(2π) = 500 kHz. The
Rabi frequency and the time duration of the π-pulse are
Ω′e
2π
≈ J
2π
√
4K ′2e − 1
≈ 289 kHz, τ ′e = 2 µs.
Due to the second equation (72), the Rabi frequency Ωn must satisfy the condition
Ωn
2π
≈ 2γn
2π
B1 ≪ 34.5kHz. (75)
For implementation of the Control Not gate, Ωn must also satisfy the 2πK condition (71).
The error in the Control-Not gate on the nuclear spin with control electron spin is
√
Pn ∼
18
0.05 if K = Kn = 33, 620. The Rabi frequency and the time duration of the π-pulse acting
on a nuclear spin are
Ωn
2π
≈ A
2π
√
4K2n − 1
≈ 1.7 kHz, τn ≈ 0.3 ms. (76)
We note here that the magnetic field gradient practically defines the clock speed of our
quantum computer. During the time of implementation of the Control Not gate on the
nuclear (target) spin, the electron (control) spin must stay coherent so that the condition
τn ≪ Tc, where Tc is the transverse relaxation time, must be satisfied. For isotopically
purified 28Si, the relaxation time Tc can be as long as 60 ms [10] at 7 K, which is large enough
for implementation of the Control-Not gate. In natural Si (4.7% of 29Si) the value of Tc is
smaller than 0.6 ms at 1.6 K [10], which is too small for implementation of the Control-Not
gate on the nuclear spin. The Rabi frequency of the order of 1.7 kHz is large in comparison to
the dipole-dipole interaction between the electron and nucleus of the neighboring phosphorus
atoms, which is close to 32 Hz for the distance 10 nm between the qubits, so that one can
neglect this dipole-dipole interaction.
We now make some comments about precision of calculation of the energy levels in
Section II. As follows from Eqs. (48) and (49), the spin rotates around the x axis (in the
rotating frame) with the frequency
λq,p =
√
∆2q,p + Ω
2. (77)
If we wish to implement the resonant transition, ∆q,p must be equal to zero. Since ∆q,p =
Eq −Ep− ν is defined by the distance between the energy levels (eigenvalues), the complete
transition takes place only if these eigenvalues are exactly known. For a system with a small
number of qubits, the eigenvalues can be calculated numerically with a high precision. For a
system with a large number of qubits, (> 30) one can use the perturbation theory described
in Section II. This theory allows one to calculate the eigenvalues with precision ǫmA/2,
where ǫ is defined in Eq. (6) and m is the order of the perturbation theory (m = 2 in our
paper and m = 1 for the zeroth order approximation). The limited accuracy of Eq and Ep
results in a finite detuning of the order of
|∆q,p| ∼ ǫmA
2
.
In order for this detuning to have a small influence on the dynamics, the value of |∆q,p| in
Eq. (77) must be much smaller than the value of Ω. From Eq. (6) we have ǫ = 6× 10−4. In
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the zeroth order approximation (m = 1), the value of |∆q,p/(2π)| is of the order of 35 kHz,
which is much larger than Ωn/(2π) in Eq. (76) and is not acceptable. In the second order
approximation (m = 2), we have |∆q,p/(2π)| ∼ 21 Hz, which is much smaller than Ωn/(2π)
so that this is an acceptable approximation for us. In practice, the above argument means
that the frequency ν of the electromagnetic wave must be tuned with an accuracy of the
order of several tens of Hertz in order to flip a nuclear spin without generating a substantial
error.
D. Spin relaxation
The relaxation of the electron spin can affect (flip) the nuclear spin via the hyperfine
interaction. Here we discuss the conditions required to suppress the nuclear spin flip during
the electron spin relaxation process. Other kinds of relaxation mechanisms can be neglected
because the relaxation time Tn of a neutron is at least four order of magnitude larger
(Tn ∼ 3× 103 s [23]) than the total time of implementation of the algorithm. The electron
spin relaxation allows us to implement the nonunitary transformation
D0| ⇑↓〉 → | ⇓↓〉
ր
D1| ⇓↓〉 ,
(78)
which is necessary for creation of the initial state.
Consider the dynamics of the classical nuclear magnetic moment ~I(t) placed in a perma-
nent external field ~B0 oriented along the z axis and a field created by the electron spin ~S(t).
Here the z component Sz(t) of the electron spin is a given function of time t. The slowly
varying z component of the magnetic field acting on the nuclear spin is
Bz(t) = B0 − A
γnh¯
Sz(t). (79)
The electron spin rotates with the frequency γeB
0 and generates a circularly polarized
time-dependent magnetic field acting on the nuclear spin via the hyperfine interaction. Since
γeB
0 is three orders of magnitude larger than the Larmor frequency of the nuclear spin, this
fast field does not affect the dynamics of the nuclear spin because the nuclear spin is out of
resonance with the field generated by the fast-rotating electron spin.
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There are always stray magnetic fields in a real system, such as, for example, the Earth’s
field, which can affect the dynamics of the nuclear spin. Without loss of generality, we
assume that this field, Bx, is oriented along the x axis. The nuclear spin is flipped if two
conditions are satisfied. (a) The Bz field (79) must go through the zero point Bz(t) = 0.
(b) The condition of adiabatic passage [24]
ξ =
∣∣∣B˙z∣∣∣
γn (Bx)
2 ≪ 1 (80)
must hold. Here ξ is a dimensionless small parameter. We now analyze how to choose the
parameters of our system in order to violate these two conditions and, thus, to suppress the
nuclear spin flip.
Condition (a) is satisfied if the value of Bz in Eq. (79) is always positive, which yields
the minimum value B0min of the external field (for S
z = 1/2)
B0 > B0min =
A
2γnh¯
≈ 3.36 T. (81)
Even if condition (a) is not satisfied, the nuclear spin cannot flip if the magnetic field Bx
is sufficiently small to violate condition (b). With a good approximation the function Sz(t)
can be chosen in the form [25]
Sz(t) =
1
2
(
1− 2 t
Tc
)
. (82)
The parameter ξ in Eq. (80) becomes
ξ ≈ 6.2× 10
3
T˜c
(
B˜x
)2 , (83)
where the dimensionless relaxation time T˜c is equal to the number of milliseconds [T˜c =
Tc/(1 ms)] and the dimensionless B
x field B˜x is equal to the number of gauss [B˜x =
Bx/(1 gauss)]. We take T˜c = 6 (so that Tc = 6 ms). If B
x is equal to the Earth’s magnetic
field, B˜x = 0.5, the condition of adiabatic passage is not satisfied, ξ ≈ 4.1× 103 ≫ 1 so that
the nuclear spin does not flip. The numerical modeling of the classical spin dynamics with
Bx = 0.5 gauss and
B0 = 3.3T < B0min, Tc = 6 ms, I
z(t = 0) = −0.5 (84)
yields
δIz =
Iz(0)− Iz(Tc)
Iz(0)
≈ 7.5× 10−4.
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One can show that the error in the quantum probability amplitude is of the order of δIz.
One can neglect this error if it is small in comparison with the other errors. For Bx = 5 gauss
we have ξ ≈ 41, and a numerical simulation gives δIz ≈ 0.075. For Bx = 50 gauss we have
ξ ≈ 0.41 and numerical simulations show that the nuclear spin flips and Iz(Tc) ≈ 0.5. This
is the situation when the conditions of adiabatic passage are satisfied which prevent the
initialization of our computer.
If the transverse magnetic field is relatively strong, for example, when Bx = 50 gauss, one
can suppress the flip of the nuclear spin by violating condition (a). For example, increasing
B0 from B0 = 3.3 T, which is less than B0min in Eq. (81), to B
0 = 3.5 T > B0min and for the
same transverse magnetic field Bx = 50 gauss, we numerically obtained δIz(Tc) = 7× 10−4,
i.e. the nuclear spin actually does not flip.
Next we will show that, in the situation when the conditions of adiabatic passage are
satisfied for certain spins, the error still can be small if B0 is close to B0min, i.e. when
|(B0min − B0)/B0min| ≪ 1. Assume that we are dealing with an ensemble of identical spin
chains as mentioned in the introduction, B0 < B0min, and condition of adiabatic passage (80)
is satisfied. Since before the relaxation the electron spins point in a random direction, not
all of them pass the point for which Bz(t) = 0 in Eq. (79). In Fig. 3 we show how the
magnetic field acting on different nuclear spins changes with time. Only those nuclear spins
flip for which the condition
B0 − A
2γnh¯
Sz(0) ≤ 0
holds. As follows from the figure, the total number of such spins in the ensemble is
η =
d
d+ d′
=
1
2
− γnB
0h¯
A
=
1
2
(
1− B
0
B0min
)
. (85)
The error
√
Pr in the probability amplitude for the ensemble is
√
Pr ≈ η. For example, for
B0 = 3.3 T (and for B0min = 3.36 T) we have η = 0.009 which is a small error. In summary,
our analysis shows that it is possible to suppress the flip of the nuclear spin during the
relaxation of the electron spin and to implement the transformation (78).
VI. NUMERICAL RESULTS
In our four-qubit system, all parameters of the pulses can be calculated numerically us-
ing exact eigenvalues of the matrix Hˆ0 and off-diagonal elements of the matrix Vˆ , which
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FIG. 3: A schematic illustration of the magnetic field acting on the nuclear spin for different values
of Sz(0) [Sz(0) = 1/2 for the lowest curve and Sz(0) = −1/2 for the top curve]. The nuclear spin
flips for the magnetic fields illustrated by the dashed curves and does not flip for the magnetic
fields shown by the solid curves.
are equal to Ωe/2 for electron transitions and −Ωn/2 for the nuclear transitions. In spite
of the ability to calculate the parameters numerically, we calculate them analytically using
our perturbative approach and simulate the quantum dynamics numerically as described
in Sec. IVA. Our analysis has the following advantages: (i) it can be applied to a system
with an arbitrary number of qubits (ii) it allows one to take into consideration only “slow”
transitions with small detunings and to neglect fast transitions with relatively large detun-
ings, which have little influence the quantum dynamics. Using our approach it is possible
to understand the most important sources of error and to minimize them by the optimal
choice of pulse parameters.
We start with the state
|Ψ(0)〉 = C6(0)|6〉+ C7(0)|7〉+ C14(0)|14〉+ C15(0)|15〉 (86)
with arbitrarily chosen complex coefficients C6(0), C7(0), C14(0), and C15(0) at time t = 0.
Then we make the transformation to the representation of the Hamiltonian Hˆ0 [see Eq. (40)]
Dn(0) =
15∑
i=0
an,iCi(0). (87)
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FIG. 4: The probability error P as a function of J/(2π); δB = 0.5 mT.
After initialization of the system and creation of entanglement, we make the back transfor-
mation
Ci(T ) =
15∑
n=0
ai,nDn(T )e
−iEnT , (88)
where T is the total time of implementation of the protocol. The error is calculated as
P =
∣∣∣∣12 − |C0(T )|2
∣∣∣∣+
∣∣∣∣12 − |C15(T )|2
∣∣∣∣ . (89)
In Fig. 4 we plot the error after implementation of initialization and entanglement. Each
point on the plot is the average over 100 realizations with randomly chosen complex co-
efficients C6(0), C7(0), C14(0), and C15(0). One can see that the error increases with J
increasing. When J is large enough, J ∼ 4γeδB, the basis states |n〉 differ considerably
from the eigenstates |ψn〉 of the Hamiltonian Hˆ0, so that the error is generated as a result
of free evolution of the basis states. The error bars are the consequence of the fact that the
protocol processes some initial states of the superposition better than other states.
In Fig. 5 we plot the probability error P as a function of the magnetic field difference
2δB = Bz2 −Bz1 for the interval 0.1 mT ≤ 2δB ≤ 5 mT. For a qubit spacing of 10 nm, this
interval corresponds to magnetic field gradients from 10−4 to 5×10−5 T/m. As follows from
the figure, the error is large when 2δB is small, i.e. when J/(4γeδB) ∼ 1.
The maximum in P near 2δB ≈ 4.2 mT is defined by the condition γeδB = A/2. When
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FIG. 5: The probability error P as a function of magnetic field difference 2δB for J/(2π) = 2 MHz.
The data are averaged over 100 realizations with randomly chosen normalized complex coefficients
C6(0), C7(0), C14(0), and C15(0).
this condition is satisfied the 10th and 12th eigenvectors defined in Eq. (28) and (30) become
symmetric and antisymmetric superpositions
| ↓2 〉 ⊗
[
1√
2
(| ⇓2 ⇑1 〉 ± | ⇑2 ⇓1 〉)
]
⊗ | ↑1 〉.
These states are formed because the electron frequency difference caused by the magnetic
field gradient is compensated by the hyperfine interactions between the electrons and nuclei.
The numerical results indicate that it is worthwhile to place neighboring qubits at larger
distance d from each other. This gives one the following advantages. (i) At a given gradient,
the value of δB = (B2z −B1z )/2 increases with increasing d, which provides better selectivity
of the pulses and increases the clock speed of the quantum computer [see the second equa-
tion (72) and Eq. (76)]. (ii) The value of J decreases with increasing d [26]. This does not
affect the clock speed of the quantum computer because the clock speed is defined by δB.
(iii) Decreasing J decreases the influence of the off-diagonal components of the exchange
interaction and the eigenstates |ψn〉 of the Hamiltonian Hˆ0 are better approximated by the
basis states |n〉. Since |ψn〉 6= |n〉, the error in the probability amplitude [proportional to
J/(4γeδB)] is generated even in the stationary system when no electromagnetic pulses are
applied. (iv) In a system with more than two qubits increasing d decreases unwanted effect
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of long-range interaction between distant (not neighboring) qubits. (v) When the distance
between the qubits is large, the error is less sensitive to the random qubit displacements
caused by imperfect qubit positioning using a scanning tunneling microscope [27].
VII. SUMMARY
We described how to implement quantum logic operations in a silicon-based quantum
computer with phosphorus atoms serving as qubits. The logic operations can be implemented
in our computer if the following conditions are satisfied.
1. The selective excitations of nuclear spins can be implemented if their Rabi frequencies
are small [see the second equation (72)],
Ωn ≪ 2γn(Bz2 − Bz1), (90)
i.e., when B1 ≪ Bz2 − Bz1 , where B1 is the amplitude of the radio-frequency field
and Bz2 −Bz1 is the magnetic field difference equal to the product of the magnetic field
gradient and the distance between the qubits. Condition (90) defines the clock speed of
our computer. The Control Not gate between the nuclear spins is implemented during
the time-interval approximately equal to τCN ≈ π/Ωn. The time-interval required to
flip the electron spins is at least two orders of magnitude smaller than τCN . As follows
from Eq. (90), the clock speed is practically defined by the magnetic field gradient:
the larger is the gradient, the faster is the computer.
2. The time-interval τCN must be much smaller than the electron relaxation time T2
because the electron spins should stay coherent during implementation of the Control
Not gate.
3. In order to make the electron spins polarized, the magnetic field Bz must be large
and the temperature Θ must be small, i.e., the condition γeB
z ≫ kBΘ (kB is the
Boltzmann constant) must be satisfied.
4. The electron-electron exchange interaction must be small in comparison with the fre-
quency difference γe(B
z
2−Bz1) between the electrons, i.e. the condition γe(Bz2−Bz1)≫ J
must be satisfied, otherwise, the off-diagonal components of the exchange interaction
would modify considerably the basis states and generate error.
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5. The modified inequality |γe(Bz2−Bz1)−A| ≫ J , which includes the hyperfine interaction
constant A, must hold also.
6. In order to suppress the flip of the nuclear spins during the relaxation of the electron
spins, the computer must be shielded from external stray transverse magnetic fields,
Bx, so that Bx ≤ 5 gauss or the external permanent magnetic field B0 must be close
to or larger than B0min = 3.36 T.
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APPENDIX A
Here we calculate the corrections E
(2)
i to the eigenvalues E
(0)
i for some states using per-
turbation theory [12, 13, 15]. The corrections to the other eigenvalues are calculated in a
similar fashion. The second order correction E
(2)
7 to the eigenvalue E
(0)
7 is
E
(2)
7 =
∑
n
|〈ψ7|Hˆ(2)|ψn〉|2
E
(0)
7 − E(0)n
. (A1)
The matrix elements of the operator Hˆ(2) are [see Eq. (5)]
〈i|Hˆ(2)|j〉 =


0 0 A
2
0
0 0 0 A
2
A
2
0 0 0
0 A
2
0 0


. (A2)
The basis vectors |j〉 are defined in Eq. (4).
The transformation from the eigenfunctions |ψn〉 to the basis vectors |i〉 is described by
the matrix an,i in Eq. (40). We have
〈ψ7|Hˆ(2)|ψn〉 =
∑
i,j
ai,7an,j〈i|Hˆ(2)|j〉. (A3)
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From equation (7) we have ai,7 = δi,7 where δi,j is the Kronecker delta-function, and Eq. (A3)
becomes
〈ψ7|Hˆ(2)|ψn〉 =
∑
j
an,j〈7|Hˆ(2)|j〉. (A4)
From Eqs. (4) and (A2), the only nonzero matrix element is
〈7|H(2)|11〉 = A
2
. (A5)
From Eqs. (A1), (A4), and (A5), we obtain
E
(2)
7 =
A2
4
|a11,11|2
E
(0)
7 − E(0)11
. (A6)
For our range of parameters, |a11,11|2 ≈ 1. Using Eqs. (7), (10), and (A6), we obtain Eq. (B2).
Next we will calculate the correction E
(2)
13 .
E
(2)
13 =
∑
n
|〈ψ13|Hˆ(2)|ψn〉|2
E
(0)
13 − E(0)n
.
The matrix elements are
〈ψ13|Hˆ(2)|ψn〉 =
∑
i,j
ai,13an,j〈i|Hˆ(2)|j〉 =
A
2
(a11,13an,7 + a13,13an,14) =
A
2
(a11,13δn,7 + a13,13δn,14).
The second-order correction is
E
(2)
13 =
A2
4
[ |a11,13|2
E
(0)
13 −E(0)7
+
|a13,13|2
E
(0)
13 − E(0)14
]
≈ A
2
4
1
E
(0)
13 − E(0)14
.
In order to calculate the correction to the eigenvalue E
(0)
6 , we note that the state |6〉 is
related by the matrix elements A/2 to the states |5〉 and |10〉 [which can be obtained from
the state |6〉 by swapping the states of ith nuclear and electron spins, i = 1, 2]. After a brief
calculation, one can obtain Eq. (B1).
APPENDIX B
The corrections of the second order E
(2)
i , i = 1, 14, to the energy levels E
(0)
i are
E
(2)
1 ≈
A2
4
1
(γe + γn)b− γnδB −
√
(γeδB)2 + J2/4 + J/2
,
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E
(2)
2 ≈
A2
4
1
−(γe + γn)b+ γnδB +
√
(γeδB)2 + J2/4− J/2
E
(2)
3 ≈ 0,
E
(2)
4 ≈
A2
4
1
−(γe + γn)b− γnδB −
√
(γeδB)2 − J2/4 + J/2
,
E
(2)
5 ≈
A2
4
[
1
E
(0)
5 − E(0)6
+
1
E
(0)
5 −E(0)9
]
,
[the values E
(0)
i , i = 1, . . . , 14 are defined in Section II],
E
(2)
6 ≈
A2
4
[
1
E
(0)
6 −E(0)5
+
1
E
(0)
6 − E(0)10
]
, (B1)
E
(2)
7 ≈
A2
4
1
−(γe + γn)b− γnδB −
√
(γeδB)2 + J2/4 + J/2
, (B2)
E
(2)
8 ≈
A2
4
1
(γe + γn)b+ γnδB +
√
(γeδB)2 + J2/4 + J/2
,
E
(2)
9 ≈
A2
4
[
1
E
(0)
9 − E(0)5
+
1
E
(0)
9 −E(0)10
]
,
E
(2)
10 ≈
A2
4
[
1
E
(0)
10 − E(0)6
+
1
E
(0)
10 −E(0)9
]
,
E
(2)
11 ≈
A2
4
1
(γe + γn)b+ γnδB +
√
(γeδB)2 + J2/4− J/2
,
E
(2)
12 ≈ 0,
E
(2)
13 ≈
A2
4
1
(γe + γn)b− γnδB −
√
(γeδB)2 + J2/4− J/2
,
E
(2)
14 ≈
A2
4
1
−(γe + γn)b+ γnδB +
√
(γeδB)2 + J2/4 + J/2
,
In the text we assume Ei = E
(0)
i + E
(2)
i .
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