The IMT 2020 requirements of 20 Gb/s peak data rate and 1 ms latency present significant engineering challenges for the design of 5G cellular systems. Systems that make use of the mmWave bands above 10 GHz ---where large regions of spectrum are available ---are a promising 5G candidate that may be able to rise to the occasion. However, although the mmWave bands can support massive peak data rates, delivering these data rates for end-to-end services while maintaining reliability and ultra-low-latency performance to support emerging applications and use cases will require rethinking all layers of the protocol stack. This article surveys some of the challenges and possible solutions for delivering end-to-end, reliable, ultra-low-latency services in mmWave cellular systems in terms of the MAC layer, congestion control, and core network architecture.
IntroductIon
Millimeter-wave (mmWave) communication is widely considered to be a promising candidate technology for fifth generation (5G) cellular and next-generation wireless local area networks (WLANs). The wireless industry is already investing heavily in developing systems that operate in the mmWave bands, which are attractive because of the large quantities of available spectrum and the spatial degrees of freedom afforded by very high-dimensional antenna arrays (which are possible thanks to the smaller size of antenna elements at higher frequencies). Regulatory agencies are also beginning to consider defining new licensed and unlicensed bands for commercial use. Although mmWave radio links are already used in a variety of commercial applications such as satellite and point-to-point backhaul communications, until recently they were considered impractical for mobile access networks due to severe vulnerability to shadowing and poor isotropic propagation loss. Results from recent measurement campaigns have demonstrated that the limitations of the mmWave channel can indeed be overcome by high-gain smart antennas, meaning that this spectrum can now, for the first time, be exploited to provide an order of magnitude or more increase in throughput for mobile devices [1, 2] .
Ultra-wideband mmWave access has now been recognized as a means of achieving the IMT 2020 requirements of 100 Mb/s cell edge and 20 Gb/s peak rate, and is expected to play a key role in future wireless networks. Prototypes have already been demonstrated that can approach such data rates [3] . However, the requirements for latency that have been proposed are perhaps even more daunting than the need for high throughput. Achieving the near instantaneous user experience required by many of the anticipated "killer apps" of the 5G Tactile Internet, like immersive virtual reality, augmented reality, telesurgery, and real-time cloud/fog computing, may necessitate end-to-end (E2E) latencies to be reduced below 10 ms. Other emerging use cases like mission-critical machine-type communication (MTC) and control of self-driving cars present a need for less than 1 ms of latency [4, 5] .
While the mmWave bands potentially enable ultra-low latency and massive bandwidths at the physical (PHY) layer, realizing this level of performance for E2E services presents significant engineering challenges. Many aspects of the way cellular systems are designed must be reconsidered if the potential of the mmWave bands is to be fully realized to meet the requirements of next-generation devices and applications. In particular, achieving ultra-low latency in mobile networks calls for a reworking of the entire protocol stack from the ground up. This article surveys some of the challenges and possible solutions for delivering high-rate, ultra-low-latency E2E services in 5G cellular systems. We focus on three critical higher-layer design areas: • Low-latency core network architecture • A flexible medium access control (MAC) layer • Congestion control
We discuss some key limitations of current 4G core networks for providing low-latency E2E services. We review the state-of-the-art research on mobile edge cloud (MEC) architectures, which promise to reduce delay by moving core data centers and network functions closer to the end user. However, optimizing the core network may not, by itself, be sufficient to meet the delay constraints of certain applications. We discuss how the radio stack and, in particular, the MAC layer will also need a fundamentally new design to provide sub-millisecond over-the-air latency. We then move up the stack and consider how optimizations may be required at the transport layer to address the high variability in the mmWave 
core network ArchItecture chAllenges
To understand the challenges in delivering low-latency services, it is useful to begin by considering the typical cellular network architecture over which data services are delivered. Modern deployments of the 4G core network, known as the Evolved Packet Core (EPC), are characterized by a small number of high-capacity, high-reliability network elements (NEs), such as serving gateways (SGWs), packet data network gateways (PGWs), and mobility management entities (MMEs), which rely on expensive application-specific hardware. Due to the cost and complexity of managing these nodes, EPC network elements are typically located at only a small number of core data centers, making present-day mobile core networks highly centralized and geographically dispersed. The limited placement of these core NEs and Internet exchange points (IXPs), where operators peer with other networks, poses a dilemma for offering low-latency services over the top of these networks. Packets must first ingress through the IXP router and be forwarded through PGW and SGW nodes before being routed to the end user. Due to this potentially high routing delay, the target E2E latency of 10 ms for some Internet-based 5G applications cannot typically be met in the current 4G core [4] [5] [6] To reduce latency, core functions such as gateway nodes, along with the applications and services themselves, will need to be moved closer to the network edge. Software-defined networking (SDN) and network functions virtualization (NFV) are two trends in networking being considered for future mobile network architectures, which lend themselves to more distributed topologies and offer opportunities for lower latency [7, 8] . Fundamentally, mobile SDN involves decoupling the control and data planes of routers, switches, and user-plane EPC entities. An intelligent mobile cloud controller then handles all control plane functions, and can actively monitor and control the user plane elements, which enables it to main-tain a global view of the network state, manage traffic ,and dynamically provision resources on a large scale. SDN thus provides operators greater flexibility and control in managing their networks.
To realize more flexible and scalable networks, SDN is complemented by NFV, which enables network functions to be deployed as virtual machines running on commodity servers. This removes the dependence on application-specific Big Iron network entities and makes it possible to deploy leaner, elastic software implementations of core network functions to edge data center sites. As shown in Fig. 1 , instances of soft EPC virtual network functions (VNFs, e.g., virtual SGW and PGW instances) can be provisioned at edge data centers and central offices, or even on servers co-located with the base stations (BSs) themselves, and can be dynamically scaled to adapt to varying load. In addition to core VNFs, the application-layer services such as gaming servers and content distribution network (CDN) nodes can be hosted in the edge network. For instance, a content caching VM may be instantiated at a virtualized BS to provide real-time traffic monitoring and control data to self-driving cars. The term mobile edge cloud has been coined to refer to such a distributed, SDN and NFV-enabled mobile network, where VNFs and applications can be deployed to edge sites to better satisfy the latency requirements of 5G applications.
Moving content and application servers to the edge may also be key to improving TCP performance over unreliable mmWave links. We show how the mmWave channel can exhibit high intermittency and can rapidly fluctuate between high-and low-capacity states. Therefore, fast transport-layer feedback will be needed so that the congestion control algorithm can quickly adapt to changes in the channel capacity, and reducing the E2E latency will naturally lead to faster convergence. We continue the discussion of TCP over the mmWave channel.
Furthermore, distributing the control signaling load across many virtual MME instances placed at the edge may offer a means of reducing control-plane latency and mitigating the surge in sig- naling brought on by the anticipated 100-fold increase in connected devices, as well as the increase in handover-related signaling that may come as a result of cell densification [7] . A more distributed control plane may therefore be particularly desirable for deployments of mmWave cells, which must inherently be dense due to the limited range of the high-frequency signal.
Nevertheless, 5G networks will need to support a class of applications with more extreme latency constraints than even the MEC can meet. For instance, vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I)-based services, such as collision avoidance for self-driving cars, may require less than 1 ms of latency, which cannot be met by the current 4G radio stack (even before factoring in the latency of the core network and the Internet) [4, 5] . We continue in the next section with a discussion of a radio frame and MAC layer design that is suitable for meeting such stringent requirements.
mAc lAyer desIgn Issues chAllenges Current 802.11 wireless LAN systems are easily able to achieve sub-millisecond airlink latencies. However, delivering very low latencies in cellular systems is significantly more challenging. Cellular systems, by their nature, must accommodate large numbers of users per cell and incur significant delay for scheduling, coordinating transmissions, and adjusting to variable channel conditions to maximally utilize the airlink resources. Indeed, the current minimum data plane latency in 4G LTE is on the order of 3 ms and can be higher than 100 ms with multiple higher-layer (i.e., radio link control layer) retransmissions. Thus, 5G mmWave MAC will need to be redesigned to reduce latency by at least an order of magnitude.
A key challenge for mmWave systems is that transmissions must be highly directional to overcome the high isotropic path loss. Most transceivers, at least in the near future, are likely to use phased arrays for directional beamforming. These arrays can achieve very high directional gains but are limited to transmitting to one user at a time, that is, via time-division multiple access (TDMA) scheduling. Unfortunately, TDMA can lead to potentially very poor resource utilization since the entire bandwidth must be allocated to a single user. This allocation can be very inefficient for short MAC-layer and higher-layer control messages since, with 1 GHz of mmWave bandwidth, even a relatively short 100 ms TDMA slot has the capacity to transmit kilobytes of data [9] . Frequency-division multiple access (FDMA)-based systems like LTE can schedule multiple users flexibly in the frequency domain and therefore do not suffer from such poor utilization for smaller packets and control messages.
Moreover, to achieve very low latency and react to very rapidly varying channels, control messages such as scheduling requests and channel quality indicator (CQI) reports will need to have frequent opportunities for transmissions. These short control messages will thus incur significant overhead if they cannot be transmitted efficiently.
Some have contended that, due to its reliance on beamforming, mmWave access technology is not well suited for transmission of control channels. It is argued that, since such signals must be broadcast out omnidirectionally, a split control and data channel design is required where a legacy 4G macrocell performs all control signaling and mmWave BSs simply boost the data plane capacity. However, recent works have shown that, with digital or hybrid beamforming transceivers, most of the standard control channels of 4G systems can be handled effectively in standalone mmWave systems [9, 10] . In this section, we consider such a system design where both control and data channels are transmitted in the same mmWave band. This allows for a shorter turnaround time of control feedback and faster scheduling thanks to the potential for shorter subframes when compared to LTE. 1 
PotentIAl solutIons
Following other proposed mmWave cellular designs, in this article we consider an orthogonal frequency-division multiplexing (OFDM)-based system. However, we note that many of the design considerations in this section can apply generally to other waveforms being evaluated for 5G as well. 2 To deliver very low latencies at the MAC layer, there are at least three key modifications one could consider with respect to current 4G LTE OFDM systems.
Short symbol periods: Efficient TDMA transmission of short control messages requires that one can allocate control transmissions in very short time intervals. LTE uses OFDM, which enables very simple equalization. In OFDM, the minimum allocation is one symbol period, which in the current LTE system is 71.4 ms (for a normal cyclic prefix, CP). To improve utilization, several designs have proposed using much shorter symbol periods on the order of 4 ms. The short OFDM symbol period can be used for mmWave systems due to the wider coherence bandwidth, allowing for larger subcarrier spacing. Also, the required CP length is reduced since these systems are intended for very small cells with low root mean square (RMS) delay spreads (typically under a few hundreds of nanoseconds, even at distances of over 200 m) [1, 12] .
Flexible TTI: In current LTE systems, transmissions are sent in a fixed transmission time interval (TTI) of 1 ms. With TDMA scheduling, allocating data to any reasonable-sized fixed TTI would be very inefficient for small packets that would not be able to fully utilize the TTI. Thus, variable TTIbased TDMA frame structures have been proposed in [9, 13] . Also known as flexible TTI, these schemes allow for slot sizes that can vary according to the length of the packet or transport block (TB) to be transmitted and are well suited for diverse traffic. The flexibility in resource scheduling permitted by a variable TTI system allows both intermittent and bursty traffic with small packets (characteristic of MTC) as well as high throughput flows like streaming and file transfers to be handled efficiently.
Low-power digital beamforming for control: Critical to understanding latency in multi-user environments is the choice of the RF multiple-input multiple-output (MIMO) architecture, particularly how beamforming is performed. 1 We acknowledge that there is the possibility to reduce the subframe TTI in future LTE releases, which would reduce control plane latency. However, transmitting the control and data channel in the same mmWave band may prove to be a simpler approach than serving the control channel out of band over the legacy 4G system, as long as certain engineering challenges (discussed in the sequel) can be addressed. 2 For brevity, we do not provide an assessment of new 5G waveforms. The reader is referred to Ibars et al. [11] for further discussion. Various options are shown in Table 1 . To reduce power consumption, most mmWave designs employ analog beamforming (BF) where combining is performed in analog, at either RF or intermediate frequency (IF), requiring only one digital conversion path. However, this limits the transceiver to communicate in only direction at a time, which is particularly problematic for multiplexing short control packets over wide bandwidths. Conventional fully digital architectures can enable spatial multiplexing but come at the cost of much higher power consumption. A third option is to use a fully digital architecture, but at very low quantization resolution to reduce the power. This enables full spatial multiplexing but limits the maximum signal-tonoise ratio (SNR). In this analysis, we consider a switched architecture system where control signals are sent using low-resolution digital beamforming (to enable multiplexing small control packets) with analog beamforming in the data plane (to enable higher order modulation). As shown in [9] , this approach can considerably reduce the overhead due to control signaling. Thus, more resources are available for data transmission, which in turn reduces the E2E latency.
low-lAtency mmwAve mAc
To evaluate the achievable latency with flexible TTI, we consider the frame structure in Fig.  2 , similar to the designs recently proposed in [9, 13] . The design assumes that the BS transceiver is able to support both analog BF and low-resolution digital BF as previously described, and can dynamically switch between the two modes. The key components of the frame structure and MAC scheme are as follows.
Data Channel: As already noted, we consider a system where data channel transmission relies on analog BF. Therefore, transmission of data slots must be strictly TDMA-based and, as a consequence, the minimum time-domain chunk of resource allocation that can be assigned to a single user in the data period (i.e., the minimum slot length) is 1 OFDM symbol. There must be a small guard time between uplink (UL) and downlink (DL) transmissions as well as a transition time during which the BF vectors are updated at the transmitter and receiver. To reduce the number of these transitions, which are effectively wasted resources, symbols assigned to a particular user may be grouped together so that all DL and UL symbols/slots are contiguously mapped to the DL-DATA and UL-DATA regions, respectively.
Thus, a slot refers to this grouping of consecutive symbols allocated to one UE.
Downlink Control Channel: The DL-CTRL period occupies the first several OFDM symbols of each subframe. We require that the location and duration of this region be fixed because the control messages it contains are periodic and must be decoded by all UEs at the beginning of the subframe. This allows a UE to decode only a small number of symbols to receive any control messages intended for itself, such as the DL control information (DCI), indicating the DL and UL assignments in the current or future subframe. If the control symbols were to be transmitted at any time during the subframe, every UE would have to continually receive and blindly decode even when they are not allocated, needlessly wasting battery power.
For BSs that do not support digital BF and must transmit the control channel in TDMA Figure 2 . Variable and fixed TTI subframe formats for dynamic TDD
mode only, a minimum of one control symbol per allocated user would be needed. Data could, of course, be multiplexed with the control messages for better utilization of the symbol; however, the UE would still have to blindly decode a number of symbols before finding its own DCI. Therefore, there is a strong case for the BS to support digital BF capability in order to multiplex DL control signals to multiple UEs within a single DL-CTRL symbol. Uplink Control Channel: The UL-CTRL period is used for the transmission of periodic control messages such as CQI reports, acknowledgments (ACKs), and scheduling requests (SRs) from the UEs to the BS. In the design presented here, the UL-CTRL is transmitted during the last OFDM symbol(s) of the subframe so that it is contiguous with the UL data symbols. Placement at the end of the subframe also allows ACKs to be transmitted quickly, possibly even in the same subframe as the corresponding DL transmission being ACKed (if it can be decoded in time).
hybrId ArQ retrAnsmIssIon
The severe variability and intermittency experienced by mmWave links suggest that retransmission schemes such as hybrid automatic repeat request (HARQ), which has been used successfully in 4G systems, will be relied on heavily in mmWave systems to improve reliability at the link layer.
On the other hand, retransmissions will naturally result in increased delay. In the DL case, as an example, the UE must first signal the failure of a transmission in an UL negative ACK (NACK), which must be received by the BS before it can schedule a retransmission. As we shall see in the sequel, with shorter subframes providing more frequent opportunities to transmit ACKs/NACKs and DCI messages, it is possible to achieve below 1 ms of latency for reliable link-layer delivery even after multiple retransmissions.
lAtency evAluAtIon for vArIAble And fIxed ttI schemes
While the qualitative benefits of variable TTI over fixed TTI may seem self-evident, in this section we quantify the performance gains for a multi-user TDMA mmWave system with 1 GHz of bandwidth. We also demonstrate that, with the low-latency scheduling loop enabled by the proposed frame structure, LTE-style HARQ can still be employed for enhanced link-layer reliability without exceeding delay constraints excessively. Our simulations make use of the ns-3 full-stack simulation model for mmWave cellular networks presented in [14] . We model the subframe formats shown in Fig. 2 for two subframe periods: 100 ms, equivalent to 24 OFDM symbols, and 66.67 ms, equivalent to 16 OFDM symbols. Each symbol has a length of 4.16 ms, which is based on the design in [12] . Each subframe has one fixed DL-CTRL and one UL-CTRL symbol, with the remaining symbols used for DL or UL data slots. For fixed TTI mode, the entire subframe is allocated to a single user, whereas for variable TTI mode, the scheduler may allocate any number of data symbols within the subframe to match the throughput required by each user.
Additionally, reference or pilot symbols are transmitted on every fourth subcarrier for estimating the channel. This pilot spacing is chosen to be well within the coherence bandwidth [12] . We also note that there may also be some additional delay related to the beam tracking (i.e., for computing and applying the optimal TX/RX BF vectors), although the performance limitations of adaptive BF transceivers and channel tracking techniques in future implementations are still unknown. We assume that this delay can be neglected in our analysis because data is constantly being transmitted to each user equipment (UE), and channel state feedback is being transmitted by the UEs to the BS in each subframe period (which is within the coherence time), thus ensuring that the channel state information is always up-to-date at the BS [12] .
UEs are uniformly distributed at distances between 10 and 150 meters from the serving BS and can have either line-of-sight (LOS) or non-LOS (NLOS) links, with path loss computed using the model from [2] . We also note that UEs are modeled as moving at 25 m/s, typical of vehicular speeds, which causes fast channel variation and frequent packet errors from small-scale fading (it is observed that between 0.5 and 3 percent of transport blocks are lost and require retransmission).
We consider a simple traffic model with Poisson arrivals where each UE sends small 100-byte packets at an average rate of 10 Mb/s, as well as a separate, higher-throughput case where 1000-byte packets are sent at a rate of 100 Mb/s. Scheduling is performed based on an Earliest Deadline First (EDF) policy where the scheduler attempts to deliver each IP packet within 1 ms from its arrival at the PDCP layer, and packets are assigned a priority based on how close they are to the deadline. Priority is therefore always given to HARQ retransmissions. We simulate the performance for between 10 and 100 UEs for the 10 Mb/s (per UE) arrival rate and between Figure 3 shows the mean downlink radio link latency for the best-case 95 percent of users (i.e., the 5 percent of UEs with the highest latency are not considered). Here, latency is measured as the time between the arrival time of packets at the PDCP layer of the eNB stack and the time they are delivered to the IP layer at the UE. The deadline miss ratio (DMR), which represents the fraction of packets delivered after the 1 ms deadline, is also given for the top 95th percentile UEs. We see that for a 10 Mb/s arrival rate (Fig. 3a) , variable TTI is able to achieve sub-millisecond average latency and a DMR of about 10 percent with over 60 users (corresponding to a 600 Mb/s total packet arrival rate) and consistently outperforms fixed TTI. Fixed TTI, despite the relatively short subframe compared to LTE, exceeds 1 ms average latency and has a DMR of over 60 percent even for the 20-UE case and exceeding 90 percent for 40 or more users. This result shows that variable TTI will be essential for reliable, low-latency service, particularly when considering use cases with many lower-rate devices, such as MTC.
For the higher-throughput (100 Mb/s arrival rate per UE) case in Fig. 3b , we expect the deviation between the variable and fixed TTI schemes to be less pronounced, as the bottleneck is the system throughput and not the minimum slot size. However, we do find an improvement in radio link latency of up to 500 ms for the variable TTI scheme in some cases.
We also find that, for a smaller number of users, the shorter 66.67 ms subframe offers some improvement over the longer 100 ms subframe thanks to the decreased turnaround time. In particular, the DMR is consistently less for the 100 Mb/s/UE case for both variable and fixed TTI. However, this trend reverses with more users due to the lower ratio of control to data symbols in the 100 ms subframe case. We note that the control overhead could be mitigated somewhat by multiplexing data in the DL-CTRL region. However, with low-resolution digital BF (as explained in the previous section), this data may need to be encoded at a lower rate, leading to lower system throughput.
congestIon control consIderAtIons
From an end-to-end point of view, mmWave communication could create networks with two features that have thus far never been seen together: links with massive peak capacity, but capacity that is highly variable. The massive peak rates arise from the tremendous amounts of spectrum available in the mmWave bands combined with large numbers of spatial degrees of freedom with high-dimensional antenna arrays. Indeed, recent prototypes have demonstrated multi-gigabits-persecond throughput in outdoor environments [3] . Simulation and analytic studies [2] have also predicted capacity gains that are orders of magnitude greater than in current cellular systems. At the same time, the mmWave channel can vary rapidly, making individual links unreliable. MmWave signals are completely blocked by many common building materials such as brick and mortar, and even the human body can cause up to 35 dB of attenuation [16] . As a result, the movement of obstacles and reflectors, or even changes in the orientation of a handset relative to the body or hand, can cause the channel to rapidly appear or disappear.
This combination of features -massive, but highly variable, bandwidth -presents particular challenges at the transport layer, specifically congestion control. The fundamental role of congestion control is to regulate the rate at which source packets are injected into the network to balance two competing objectives: • To ensure sufficient packets are sent to utilize the available bandwidth • To avoid overwhelming the network by sending too many packets, resulting in congestion and affecting other flows in the network To illustrate these challenges, Figs. 4a and 4b show the performance of a single downlink TCP flow for a single user moving along a simulated route, where the mmWave link transitions between LoS and NLoS states due to being blocked by obstacles. The scenario is again simulated using the same model and parameters introduced in the previous section. The application-layer data rate is fixed at 1 Gb/s, and a baseline one-way delay from the core and routing network is assumed to be 20 ms, or 40 ms round-trip. Under good channel conditions, the TCP server sends packets at its maximum data rate. However, following a deep fade (i.e., a sudden drop in SNR), which occurs due to the LoS path being blocked (e.g., at the 2.5 s mark in Fig. 4a ), hundreds of milliseconds of additional delay are incurred, as shown in Fig. 4b . This is due to the fact that when the SINR is high, the TCP client is able to send packets at a high rate, and the BS is able to transmit packets at the rate they arrive in its DL PDCP queue. However, when the channel capacity is reduced significantly, the buffer becomes backlogged as the BS MAC/ PHY-layer can no longer service it at the initial high rate. Even though the TCP NewReno congestion control algorithm is able to quickly adapt to this sharp loss in capacity, as can be seen in the figure, it is not fast enough to prevent significant spikes in latency due to the TX queue becoming backlogged. This result raises questions as to the effectiveness of current congestion control and avoidance mechanisms and indicates that a new transport-layer algorithm may be required to adapt to this high variability and more quickly converge to the channel capacity [15] . Alternatively, a split TCP scheme could be employed where the BS serves as a TCP proxy. This would enable cross-layer feedback to be facilitated by the lower BS stack to the transport layer to more directly indicate a loss in capacity and more quickly trigger congestion avoidance. Investigation of such optimizations is an interesting direction for future work.
conclusIons
The mmWave bands offer the possibility of a new generation of wide-area cellular networks with very low latencies and massive bandwidths. However, translating the exciting possibilities of the mmWave spectrum for the physical layer to corresponding benefits for E2E services will require significant changes at multiple layers of the protocol stack. This article has identified three particular design issues that need consideration:
• Changes in the core network to bring data and services physically closer to the end user and provide greater flexibility and scalability in deploying and managing network functions • A flexible MAC layer to enable low-latency scheduling while still allowing efficient use of the airlink resources • Fast adaptive congestion control that handles the rapidly varying nature of the mmWave channel For each of the three areas, we have discussed current solutions, possible directions of innovation, and some example results that show the potential of the various techniques in contributing to the reduction of the overall latency to approach the very challenging requirements set forth by the more demanding 5G applications.
We have reviewed many possible solutions and results from our own recent research as well as other state-of-the-art work, but all of these designs are still at a high-level stage, and much further effort will be needed to work out and evaluate these designs in order to make these systems a reality. However, if these technical challenges can be overcome, the potential for next-generation cellular systems is enormous. 
