Direct numerical simulations are used to study the flame-vortex interaction in a laminar reacting vortex ring. The chemical reaction occurs by a one-step, Arrhenius-type reaction that mimics the combustion of typical hydrocarbon and air. The ring is generated by an axisymmetric jet that is impulsed to emit a cold fuel through a nozzle. The fuel enters a quiescent ambient at a much higher temperature. By adjusting the ratio of the ambient and fuel temperatures, the ignition either occurs during the formation or post-formation phase of the ring. When ignition occurs during the formation phase of the ring, the bulk of combustion is by a flame at the front of the vortex bubble. When ignition is delayed until after the formation phase, most of the reaction occurs inside the vortex ring. It is found that premixing the fuel and the oxidizer enhances the amount of product formation. The heat released from the reaction significantly affects production, redistribution, and diffusion of the vorticity throughout the field. The results of the simulations also reveal that the heat of reaction affects the strain rate fields differently depending on when the ignition of the ring occurs.
I. INTRODUCTION
The interaction of flames and vortical flow structures is significant to the understanding and analysis of a variety of combustion processes. Vortical structures shed from flame stabilizers, 1 or burner lips, in a combustion chamber have a significant effect on the combustion process. In most combustion systems of practical interest such as industrial furnaces, turbulence plays a key role in enhancing the molecular mixing and reactions. Flow visualization of these systems reveals pockets of products and unburned reactants due to inhomogeneous stirring by the large-scale structures. These large-scale vortical structures, through their complex interaction with the flame elements play a dominant role in turbulent combustion processes. Some features of the turbulent flames are likely to be understood by studying the interaction of a single vortical structure with a flame. A laminar vortex ring provides a simple and controllable vortical structure that can be used to study flame-vortex interaction.
The dynamics and kinematics of nonreacting vortex rings have been the subject of considerable number of papers and will not be repeated here. An excellent review by Shariff and Leonard 2 summarizes the previous works on the subject of vortex rings and addresses some current unresolved issues. In addition to the vorticity dynamics in rings, the processes of mixing and chemical reaction in rings have recently been the subject of some experimental and numerical studies. Southerland et al. 3 used planar laser-induced fluorescence measurements to study the structure and dynamics of the mixing process in a laminar vortex ring. They identified three stages in the evolution of the mixing rate field; ͑1͒ formation phase, ͑2͒ the pinch-off phase, and ͑3͒ the asymptotic laminar phase. Johari 4 employed an acidbase isothermal reaction to study the molecular scale mixing rate of turbulent vortex rings. Vortex rings were generated by a simple cylindrical generator. A model was developed for mixing in turbulent vortex rings in which the reaction length is dependent on the cylinder aspect ratio, the spreading rate, and the virtual origin of the ring.
Since the detailed structure and various nonequilibrium characteristics of a flame is difficult to obtain experimentally, direct numerical simulations ͑DNS͒ have become an important tool in complementing experimental investigations of practical combustion processes. Even with the growing capabilities of supercomputers, in the foreseeable future, DNS of three-dimensional reacting flows with variable density and transport properties and complex chemistry will not be feasible. 5 Although there are severe limitations to the capability of DNS to capture the physics of a ''realistic'' combustion process, there are certain advantages in its implementation. DNS allow the researcher a degree of control in isolating specific physical phenomena that is inaccessible in experiments.
Verzicco and Orlandi 6 conducted direct numerical simulation to study the mixing process and infinitely fast chemical reaction during the formation phase of a laminar ring. A mixedness parameter was defined and it is shown that after the impulse is imparted to the fluid the mixing increases linearly in time. More recently, James and Madnia 7 considered the mixing and entrainment in a vortex ring. The fuel emerged from the vortex generator and mixed with the quiescent oxidizer at the same temperature in the ambient. An isothermal diffusion limited chemical reaction of the type FuelϩOxidizer→Products was assumed. The maximum rate of product formation in the post-formation phase of a ring was simulated. It was found that as the bubble containing the fuel propels itself forward, the outside oxidizer flow was entrained into it and reacted to form products. Some of these products were then de-entrained into the wake of the bubble.
The present study is a direct numerical simulation of flame-vortex interaction in a chemically reacting vortex ring. The ring is generated by an axisymmetric jet that is a͒ Author to whom correspondence should be addressed.
impulsed to emit a cold fuel. The fuel enters a quiescent ambient that is at a much higher temperature. The ambient has the chemical composition of air. The chemical reaction is modeled by an Arrhenius-type reaction. By adjusting the ratio of the ambient to jet temperatures the ignition either occurs during the formation or the post-formation phase of the ring.
The main objectives of this investigation are ͑1͒ to study the flame characteristics for simulations with ignition during and after the formation phase of the ring, and ͑2͒ to isolate the effects of heat of reaction on the vorticity and strain rate fields. This paper is organized as follows. Section II contains the governing equations and the numerical methodology. Results pertaining to flame evolution and the effects of heat of combustion on the vorticity and strain rate fields are presented in Sec. III. A summary and conclusions are stated in Sec. IV.
II. GOVERNING EQUATIONS AND NUMERICAL METHODOLOGY
The unsteady vorticity field in these simulations is generated by a brief discharge of fuel through a round nozzle resulting in the formation of a vortex ring. The surrounding flow field is initially quiescent and has the chemical composition of air. Due to the axisymmetric nature of the problem, only a two-dimensional cross section of the flow field is considered for calculation ͑Fig. 1͒.
A. Governing equations
The non-dimensional flow quantities density, , radial velocity, v r , axial velocity, v z , total energy, E, and the mass fraction of species i, Y i , are solved. The compressible form of the conservation equations 8 Assuming constant specific heat, the total energy is given by
where T is the temperature, ␥ is the ratio of specific heats at the reference temperature, Y P is the mass fraction of product, M is the Mach number, and Ce is the heat release parameter defined by
where Q is the amount of heat released per kg of product formed, T o is the reference temperature, and C p is the specific heat at constant pressure. The chemical scheme being considered is a one-step global reaction FϩrO→(1ϩr)P, where F is fuel, O is oxidizer, P is product, and r is the stoichiometric mass ratio of oxidant to fuel. The value of r is four for all the reacting simulations.
The non-dimensional reaction rates for fuel, oxidizer, and product are
͑11͒
Y O is the mass fraction of oxidizer, Y P is the mass fraction of fuel, Da is the Damköhler number, and Ze is the Zeldovich number defined by
B is the frequency factor of the reaction, 0 , and V 0 are reference density, and velocity, respectively. D 0 is the jet diameter, M W is the molecular weight of the reacting species, and T a is the activation temperature. The nondimensional numbers Daϭ1.963ϫ10 5 , Zeϭ50, and Ceϭ11.7 are calculated based on a typical hydrocarbon reaction in air 9 and are the same for the reacting simulations.
The ideal gas equation of state is assumed to hold, also the fuel, oxidizer, diluent, and the product have equal molecular weights and diffusivities. The transport coefficients in the simulations are temperature dependent. This temperature dependence is expressed through the molecular viscosity, , given by ϭ 0 (T/T 0 ) a , where aϭ0.70 and 0 is the reference molecular viscosity. The temperature dependence of the mass diffusivity, D, and the thermal conductivity, k, is achieved by setting Prandtl number, Pr, and Schmidt number, Sc, equal to a constant value of unity. This results in a unity Lewis number, Le, throughout this study.
B. Flow field initialization and boundary conditions
At time tϭ0 both components of the velocity are set equal to zero at all the grid points in the computational domain. The pressure and temperature are initially assigned and the density and the total energy are then calculated by the equation of state and the energy equation, respectively. The chemical composition of the domain is set to 0.233 kg/kg O 2 and 0.767 kg/kg N 2 , the composition of air.
A ''top-hat'' profile ͓Fig. 2͑a͔͒ was assigned for the axial velocity and the mass fraction of fuel issuing from the jet (zϭ0). The equation for this profile is provided in Table  I . The finite duration of the jet velocity is defined by a velocity program shown in Fig. 2͑b͒ . The program for the mass fraction of fuel is identical to the velocity program. The equations for the velocity program are given in Table I . The temperature profile assigned for runs 2 and 3 at (zϭ0) is shown in Fig. 2͑c͒ , and its equation is provided in Table I .
The length of the slug of fuel discharged from the nozzle, L(t), is calculated using the expression where U c (t) is the axial velocity at the centerline of the vortex generator. The total length of the slug of fuel displaced by the jet, L 0 , is calculated by substituting tϭt off into the above equation, where t off is the duration of the velocity program.
The boundary conditions for the computational domain are as follows. On the outflow (zϭ14) and the cross-flow (rϭ10) boundaries the first derivatives of each of the flow quantities are set equal to zero with respect to the direction normal to the boundary. On the centerline (rϭ0), the radial velocity, v r , is set equal to zero, while the first derivative of each of the other flow quantities with respect to r is set equal to zero. During the formation phase, first derivatives with respect to z of each of the flow quantities are set equal to zero at the inflow boundary (zϭ0), for only the grid points outside the jet region. After the jet is stopped, the same boundary conditions as for the outflow is implemented on the inflow boundary. The numerical differencing used to compute the derivatives on the boundaries is third-order accurate.
C. Numerical approach and computational domain
The full governing equations, along with the initial and boundary conditions, are solved using a Dissipative Compact Parameter Scheme. The time differencing is performed using a second-order accurate MacCormack method. The order of the differencing is switched from forward/backward to backward/forward to ensure the best possible result for these nonlinear equations. The spatial differencing is performed using the compact method developed by Hirsch, 10 and more recently implemented by Carpenter. 11 There are two limitations enforced on the size of the time step the program is allowed to take between successive iterations. The first limitation is a hydrodynamic constraint. Carpenter 11 found that this compact MacCormack scheme is stable up to a Courant-Fredrichs-Lewy ͑CFL͒ number of 1/). A CFL number of 0.4 is chosen to ensure extra convergence for each time step.
The second limitation enforced on the time step is a chemical restraint, similar to the limitation imposed by Thevinin and Candel. 12 An increase in local mass fraction of product of more than 0.01% is prevented for one time step. This ensures that the reaction rate ͑the source term in the species equations͒ is constantly being monitored to guard against overpredicting the reaction, especially during the thermal runaway. This limitation decreases the time step in the temporal vicinity of ignition.
For this study the computational domain ͑Fig. 1͒ is a rectangle that represents the upper half of a cross-sectional cut through the axisymmetric domain. The rectangle has the centerline of the axisymmetric jet on the bottom, and half of the inlet nozzle in the lower left-hand corner. The size of the computational domain is chosen to minimize the effect of boundary conditions on the flow quantities. Sample profiles of radial variation of the axial velocity for different domain sizes are shown in Fig. 3 for a typical run. Notice that a computational width of 3.5 and 5 diameters exhibit adverse boundary effects ͑nonzero axial velocity at the cross-flow boundary͒, but a width of ten diameters shows no adverse boundary effects. The final dimensions for the computational domain are selected to be L z ϭ14 and L r ϭ10.
A grid refinement study was performed for runs 1-5 to determine the optimum number of grids required to resolve the details of the flame-vortex interaction. A typical plot of the spatial convergence of the vorticity and reaction rate is presented in Fig. 4 . It can be seen from this figure that 513 ϫ513 grids are sufficient to resolve the vorticity and reaction rate fields. In order to achieve higher resolution in the region of the steep gradients, namely in the shear layer of the jet, the grids are compressed in the radial direction. The compression ratio is 2.5:1, which means that the largest ͑uncom-pressed͒ grid space is 2.5 times the length of the smallest ͑most compressed͒ grid space.
A final check on the program is temporal convergence. The results of simulations for CFL numbers of 0.4 and 0.2 at the same time and position yield identical results. Therefore a CFL number of 0.4 is adequate to resolve the flow in time. 
III. PRESENTATION OF RESULTS
Direct numerical simulations of nonreacting and reacting vortex rings are performed. Table II Run 1 is studied in order to verify that the program produces the correct results for a known case and as a reference for comparisons with other runs. Runs 2 and 3 are studied in order to be able to isolate the effects of heat release due solely to chemical reaction ͑runs 4 and 5͒ from the initial temperature difference cases. Several temperature ratios have been examined. The temperature ratio of 4.25:1 in run 4 was chosen so that ignition would be delayed until after formation of the ring is complete. The temperature ratio of 6:1, in run 5 is chosen so that ignition would occur during the formation phase of the ring. The results of simulations for other temperature ratios corresponding to the cases for which ignition occurs during or after the formation of the ring are in qualitative agreement with the ones reported in this paper.
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A. Reference case
In this section, the results of run 1 will be compared to the results of Didden's experiment 14 and theoretical prediction by Batchelor 15 and Saffman. 16 Comparing the results with the laminar to turbulent transition-boundary-plot of vortex rings 17 indicates that the present simulations are well within the laminar regime. Therefore the rings can be simulated by solving the axisymmetric equations previously shown.
A comparison of the circulation results during the formation phase with the results from Didden's experiment 14 for Re jet ϭ2300 and L 0 /D 0 ϭ1.4 are shown in Fig. 5 . In order to make a meaningful comparison between these data, the circulation is normalized by the total circulation in the field when the jet is shut off, ⌫ off , and the length scale chosen is L 0 . Also, the time in the two studies is normalized as t n ϭ(tϪt 0 )U c max /L 0 , where t 0 corresponds to the virtual origin in time. The virtual origin is defined as the intercept on the time axis of the linear portion of the length of the slug of fluid ejected from the vortex generator. Figure 5 shows very good agreement between these simulation results and Didden's experiment.
For the post-formation phase, it has been shown by previous investigators 15, 16 that the impulse of the vortex ring should be invariant for an infinite domain. The value of impulse during the post-formation phase for run 1 remains constant to within 1.5% of the original value. Since the code attempts to simulate an infinite domain, and the impulse remains constant the results indicate that the numerical bound- 
B. Flame characteristics
Since the reaction is an Arrhenius type, the flow must satisfy two criteria for a significant reaction to occur. Both the fuel and oxidizer must be present at a given point in the field, and at that point the temperature must be high enough for the reaction to proceed in a relatively short time. The fuel exits the jet at Tϭ1, which delays the ignition until the fuel is heated by the surrounding oxidizer. Therefore the ambient temperature plays an important role in when ignition occurs. By adjusting the temperature ratio (T ambient /T jet ) the ignition either occurs during the formation or post-formation phase of the ring. In this section the effects of reaction on the flow field of the ring, and some of the characteristics of the flames are presented.
If the ambient temperature is relatively low, as is the case for run 4, the ignition is delayed until after the formation of the ring is complete. The fuel and oxidizer are considered to be ignited when the reaction rate reaches 90% of the overall maximum reaction rate for that run. Figure 6 shows the maximum reaction rate in the field versus time for runs 4 and 5. For run 4, using the above criteria, ignition occurs at tϷ5.3, which is well after the shut-off of the jet (tϷ2.5). While the ring is being formed, fuel, oxidizer, and diluent mix together with very little reaction due to the low value of temperature. Figure 7͑a͒ shows radial mass fraction profiles at tϭ2.0 and an axial location of zϭ0.55. This plot shows a large region 0.4ϽrϽ0.8, where both fuel and oxidizer exist with very little product. Figure 8 shows the freeze frame evolution of the reaction rate at four times for runs 4 and 5. It is observed from Fig. 8͑a͒ that at the early times (tϭ2.0) there is only a very weak reaction surrounding the forming vortex ring. Later (t ϭ6.6), a strong reaction zone ͑flame 1͒ can be seen in the rear of the vortex wake. This reaction begins to propagate in two directions. First, it ignites along the outside of the vortex wake at the interface between the entrained mixture and the surrounding ambient. Then it continues to proceed along this interface until it reaches the core region (tϭ6.6) where it is stabilized by the flow. As can be seen from Fig. 6 and the movies of the flow, due to continuous entrainment of a fresh supply of oxidizer by the core, this flame ͑flame 3͒ remains ignited during the time 5ϽtϽ15. The maximum value of the reaction rate for this flame remains constant during this time.
Soon after the first flame begins (tϭ6.6), a distinct second reaction ͑flame 2͒ starts to propagate forward through the center of the wake region toward the leading edge of the vortex bubble. Ahead of the flame, fuel, oxidizer, and nitrogen exist, as seen from mass fraction profiles similar to Fig.  7 ͑omitted for brevity͒. Behind this reaction mass fraction profiles show product, unburned fuel, and nitrogen with no oxidizer present. This reaction proceeds forward through the wake region, and due to the induced core velocity it accelerates through the core region until it reaches the front edge of the vortex bubble (tϭ12.64). The value of reaction rate at the leading edge of the vortex bubble ͑flame 4͒ increases due to the increased temperature inside the bubble. The reaction then turns radially outward and merges with the stabilized flame and engulfs the remaining core of the vorticity (t ϭ16.53). After the core is surrounded the reaction proceeds radially inward until all of the oxidizer in the core is consumed.
When the ambient temperature is relatively high, as is the case for run 5, ignition occurs much earlier, during the formation of the ring. Using the same criteria for ignition as before and Fig. 6 , the ignition for this run occurs very soon after the jet is turned on at tϭ0.4. The reaction occurring at this early time consumes much of the oxidizer that would have been rolled up in the core with the fuel and replaces it with product. Figure 7͑b͒ shows radial mass fraction profiles at the same time and location, as Fig. 7͑a͒ for run 4. In this figure there is a much smaller region containing both fuel and oxidizer, 0.8ϽrϽ1.0, and the magnitudes are much less than the corresponding values in Fig. 7͑a͒ , for run 4. In the region 0.4ϽrϽ0.8 large amounts of product have replaced the oxidizer that was present in this region for run 4. Figure 8͑b͒ shows the freeze frame evolution of the reaction rate for run 5 at the same four times as for run 4. It can be seen at the early time that a high value of reaction rate surrounds the forming vortex ring. Already by this time the reaction rate is an order of magnitude higher than the reaction rate for run 4 at the same time. The product formed during the early reaction gets entrained into the wake of the vortex bubble, thereby increasing the temperature, but very little reaction is observed inside the vortex bubble due to the limited amount of oxidizer present, as seen from the freeze frames for run 5. As the vortex bubble propels itself downstream, most of the fuel inside the wake region moves forward toward the flame front, due to the induced velocity of the core, and gets consumed by the flame. The sudden 
the wake region of the bubble the mass fraction of fuel starts to decrease, resulting in a decrease in the strength of the flame.
An interesting question is which temperature ratio between the fuel and the oxidizer provides us with a more ''efficient'' combustion. To answer this question it is useful to plot the total amount of product ⌽ formed in the flow held during the life history of the vortex ring in Fig. 9 . Here ⌽ is defined as
where Y p is defined as the mass fraction of product. This figure reveals that although ignition occurs much later for run 4, as compared to run 5, due to the higher rate of product formation in run 4 the total amount of product becomes greater than run 5 after the time tϷ16.5. This observation is of some practical value, since for a fixed domain size it shows that the higher-temperature ratio case does not necessarily provide a more efficient conversion of the reactants to the product. It also suggests that premixing the fuel and oxidizer by delaying the ignition until the post-formation phase of the ring enhances the amount of product formation.
C. Compressible vorticity equation
In order to study how the vorticity field is being affected by the reaction, each term in the vorticity equation is examined. The nondimensional compressible vorticity equation is shown as
͑15͒
In this equation term I is the time rate of change of vorticity, term II is the convective term, term III describes the local amplification of vorticity by vortex filament stretching and local turning of filaments, and term IV is the thermal expansion term. Terms II, III, and IV can be combined to a single term, Ϫ"؋؋v, which represents the rate of change of vorticity entering the computational domain. Term V represents the baroclinic torque. Terms VI, VII, VIII, and IX are viscous related terms. Term VI arises from misalignment between the density gradient and the curl of the vorticity. Term VII is a viscous effect due to dilatation, term VIII is the usual incompressible viscous diffusion term, and term IX is a viscous effect due to temperature-dependent molecular viscosity.
Examination of the terms in the vorticity equation reveals how vorticity is affected at each point in the field. In order to determine how the vorticity field is changing globally, the total circulation of the flow field is calculated. Circulation is the measure of the strength of the vorticity field, and can be calculated using the formula ⌫ϭ ͵ ͵ dA. 
The ‫ץ‬ /‫ץ‬t in Eq. ͑17͒ can be replaced by the righthand side of Eq. ͑15͒. Therefore, integration of each term on the right-hand side of the vorticity equation over the computational area gives the contribution of that term to the rate of change of the circulation. If all of these contributions are first summed and then integrated with respect to time, the total circulation, ⌫, would be recovered. Figure 10 shows the total circulation calculated using Eq. ͑16͒ and also using Eq. ͑17͒, replacing ‫ץ‬ /‫ץ‬t with the right-hand side of Eq. ͑15͒ for run 5. This figure shows very good agreement between the two different methods for calculating the total circulation.
The circulation entering the computational domain, ⌫ in , is calculated by integrating the term Ϫ"؋؋v first over the computational area and then in time. During the formation phase of the ring ͑the jet is on͒ ⌫ in increases, and after the jet is turned off, as expected, the value of ⌫ in remains constant for all the runs.
D. Comparison of vorticity dynamics for runs 2 and 4
The focus of this section is to compare runs having the same temperature ratio with and without the reaction present. When comparing runs 2 and 4, both with temperature ratios of 4.25:1, it is important to remember that this temperature ratio is chosen in order to delay the ignition of the ring until after the formation phase is complete. Before studying runs 2 and 4, it is useful to compare the total circulation in the flow for all the runs. Figure 11 shows the total circulation versus time for runs 1-5. For all the runs the circulation increases during the formation phase and for run 1 reaches its maximum at the shut-off time (tϷ2.5) of the jet. At this time the values of circulation at the pinch-off for runs 2-5 are approximately twice the value of maximum circulation for run 1. The maximum values of circulation for these runs do not occur at the shut-off of the jet, but occur later at tϷ7.5. Between the jet shut-off time and this time vorticity is being generated due to baroclinic production. Also from this figure it can be seen that the rate of decay of circulation for runs 2-5 are higher than run 1. The dip on Fig. 11 corresponding to the total circulation at (tϷ2.5) for all the runs is due to the effect of the stopping vortex.
The effect of heat released due to chemical reaction on the total circulation can be seen by comparing the plots for runs 2 and 4 on Fig. 11 . The total circulation for these runs are almost identical until the time of tϷ8. After this time, a significant amount of reaction occurs, which affects the vorticity field. Figure 11 also shows that once ignition has occurred there is a decrease in the total circulation for run 4 compared to run 2. The rate of decay of the circulation for the reacting case is also higher than the nonreacting run.
In order to further understand the effects of reaction on the vorticity field, the contributions of each term in Eq. ͑15͒ to the total circulation is plotted in Fig. 12 . In this figure each term in Eq. ͑15͒ is first integrated over the computational domain and then integrated in time to obtain the contribution of that term to the overall circulation.
As the cold jet fluid enters the hot ambient ͑runs 2 and 4͒, the resulting density gradients that are not aligned with their corresponding pressure gradients change the local value of the vorticity. This effect is known as baroclinic production of vorticity. For run 4, in addition to generation of vorticity due to the temperature difference between the two fluids, there is vorticity production due to reaction. Figure 12͑a͒ shows that the baroclinic generation term for run 4 is approximately the same as for run 2 until the time tϭ8, and is less than run 2 for later times. This drop in the baroclinic vorticity for the reacting case can be attributed mainly to the propagation of flame 2 ͑Fig. 8͒ through the vortex bubble and the alteration of the pressure and density fields by this flame. Since for runs 2 and 4 the colder jet fluid expands as it enters the warmer ambient, a greater stretching of the ring in the azimuthal direction is observed ͓Fig. 12͑b͔͒ compared to run 1. This stretching of the vortex filament increases the local magnitude of the vorticity due to the conservation of angular momentum, and results in a positive contribution. No new vorticity is generated, but the vorticity is redistributed in the field. Figure 12͑b͒ also shows that heat release due to reaction has a significant effect on the vorticity stretching term. The contribution of this term for run 4 is approximately 100% greater than the contribution from run 2 at a time of tϭ20.
Another term that is responsible for the redistribution of the vorticity in the field is the thermal expansion term. The heat of reaction has a significant effect on this term, as can be seen from Fig. 12͑c͒ , which shows a difference of 130% in the amount of contribution to the circulation between runs 4 and 2 at tϭ20.
The reaction also significantly affects the viscous related terms VI and VIII. The contribution from term VI ͓Fig. 12͑d͔͒, produced as the result of the misalignment between the gradient of the density and the curl of the vorticity to total circulation is negative for runs 2-5. Therefore, similar to the thermal expansion term this term acts as a ''sink'' for the vorticity field. The reaction corresponding to run 4 increases the magnitude of the circulation due to term VI compared to the nonreacting run 2.
The contribution from term VII ͓Fig. 12͑e͔͒, produced as the result of misalignment between the gradient of the density and the gradient of the dilatation, to total circulation is an order of magnitude less than the other viscous terms.
The evolution of incompressible viscous diffusion term for runs 2-5 shown in Fig. 12͑f͒ is quite different than for run 1. For run 1, term VIII is initially zero, and as the vorticity diffuses toward the centerline this term becomes more negative due to the cancellation of the vorticity from the opposite sign vorticity at the centerline. The effect of flame 2 ͑Fig. 8͒ propagating through the vortex bubble on the viscous diffusion term can be seen by comparing runs 2 and 4 in Fig. 12͑f͒ . During the time 7.5ϽtϽ15 the value of term VIII for the reacting case becomes smaller than the nonreacting case. Less vorticity is generated during this time by the baroclinic production term shown in Fig. 12͑a͒ . Figure 12͑g͒ also shows the contribution to the total circulation from the viscous term IX in Eq. ͑15͒. This term is exclusively due to the variation in space of the temperature- FIG. 12 . Contribution to the overall circulation versus time from each term in Eq. ͑15͒ for all runs ͑a͒ term V, ͑b͒ term III, ͑c͒ term IV, ͑d͒ term VI, ͑e͒ term VII, ͑f͒ term VIII, and ͑g͒ term IX. dependent molecular viscosity. The magnitude of this term is zero for run 1, and is small for the other runs. The effect of reaction is to decrease the magnitude of this term.
A comparison of the contour plots of total vorticity for runs 1, 2, and 4 at tϭ16.53 shown in Fig. 13 reveals the effect of the heat release due to chemical reaction on the shape and location of the core vorticity. For run 1, which is nonreacting with no temperature difference between the jet fluid and the ambient, the core gets deformed as the ring travels downstream. This observation is consistent with the results of other investigators. 7, 18 Although the value of core vorticity is higher in run 1 compared to runs 2 and 4, the ring corresponding to run 1 does not travel as far downstream as the other runs. Comparing Figs. 13͑b͒ and 13͑c͒ shows that the heat of reaction alters the shape and the location of the core vorticity. The core gets more deformed and travels a shorter distance for the reacting ring. Some explanations of the above phenomena will be provided in Sect. III F.
From the global results of baroclinic vorticity shown in Fig. 12͑a͒ , it can be seen that the main contributor to the total baroclinic vorticity is the hot/cold interface between the fuel and the oxidizer. In order to isolate the effects of heat of reaction on the vorticity generation rate, contour plots of term V in Eq. ͑15͒ for runs 2 and 4 are plotted in Fig. 14 
E. Comparison of vorticity dynamics for runs 3 and 5
The focus of this section is to compare runs having the same temperature ratio ͑6:1͒ with and without reaction. Ignition occurs during the formation phase of the ring for this temperature ratio. Therefore, the vorticity field is affected by the flame at an earlier time for run 5 as compared to run 4.
In order to isolate the effects of reaction on the vorticity field, the time evolution of total circulation is examined in Fig. 11 . From this plot, it is observed that the circulation corresponding to run 5 is higher than the circulation for run 3 for tϽ13. There is a continual increase in the amount of circulation in the field until tϷ8; thereafter the circulation sharply decreases for the duration of run 5. The contributions to the total circulation from each of the terms in Eq. ͑15͒ show how this overall effect is achieved.
For run 5 due to the heat release from the reaction, an extra amount of baroclinic vorticity is generated as compared to run 3 ͓Fig. 12͑a͔͒. The baroclinic contribution to the total circulation for this run increases until tϷ10 where its value
is approximately 20% greater than for run 3. Unlike run 4, for which the reaction reduces the baroclinic generation of the vorticity, results for run 5 shows the production of extra baroclinic vorticity. This is primarily due to the different flame evolution in the two cases. Comparisons of the contour plots of term V in Eq. ͑15͒ for runs 3 and 5 at tϭ6.6 shown in Fig. 15 reveals the local effect of heat of reaction on the rate of baroclinic vorticity generation. For run 5 contour plots of the reaction rate are overlayed to show the location of the flame. A decrease in the baroclinic vorticity generation can be observed in the front region of the flame. Figure 12͑b͒ shows that heat of reaction has a significant effect on the vorticity stretching term. A comparison of the maximum values of the stretching terms for the reactive cases shows that the value for run 5 is approximately twice the value for run 4. Since for run 5 the ignition occurs at t Ϸ0.4, the difference in stretching contribution between the reacting and the nonreacting runs is noticed much earlier as compared to runs 2 and 4.
Much of the rapid decline in the total circulation after tϷ8 for run 5 is attributed to the dominance of the thermal expansion term, which has a magnitude of nearly two and a half times the value of run 3 at tϷ15 ͓Fig. 12͑c͔͒. Also, comparing the two reactive runs 4 and 5, it can be seen that the contribution to the total circulation from the thermal expansion is higher for run 5.
The reaction also alters the viscous related terms VI and VIII. Since the ignition occurs during the formation phase for run 5, the circulation corresponding to term VI ͓Fig. 12͑d͔͒ begins to differ from run 3 at very early times following a similar trend with an increased magnitude. Finally, the effect of the reaction on the viscous diffusion term ͑VIII͒ can be seen by comparing runs 3 and 5 in Fig. 12͑f͒ . The reaction amplifies the rise and decay of this term primarily by generating new vorticity and by raising the temperature in the field and therefore the temperature-dependent kinematic viscosity.
Contour plots of the total vorticity for the nonreacting and reacting cases show how the chemical reaction is affecting the vorticity field. Figure 16 shows the total vorticity contours at tϭ16.53 for runs 3 and 5. The effect of the heat released due to reaction on the core vorticity can be isolated by comparing Figs. 16͑a͒ and 16͑b͒ . A larger distortion of the core vorticity for the reacting case is observed compared to the nonreacting case. Also, the magnitude of the core vorticity corresponding to run 5 is approximately half of its nonreacting counterpart. Since the ambient temperature is the same for these two runs, the reacting ring with a lower value of the core vorticity travels slower than the nonreacting one. Both cases having a temperature ratio of 6:1 show total vorticity contours much different from the contours for run 1 ͓Fig. 13͑a͔͒, which has a very concentrated, symmetric core.
F. Kinematics of the vortex rings
The difference in flame evolution for runs 4 and 5 has a great influence on the location of the ring. Figure 17͑a͒ shows the radial position of the ring versus time for all runs, while Fig. 17͑b͒ shows the axial position of the ring versus time. For both plots the ring location is defined as the position in the core with the maximum vorticity. Figure 17͑a͒ shows only a gradual increase in ring radius after shut-off for run 1. Runs 2 and 3 show a larger increase in ring radius after shut-off due to thermal expansion caused by the initial temperature difference. As expected, the ring corresponding to run 3 that has the higher-temperature ratio expands more than run 2. Also, it can be seen from this plot and the movies of the total vorticity and the reaction rate fields that both of the reacting rings expand more than their corresponding nonreacting counterpart, but for the reacting cases it is the lower-temperature ratio case, run 4, which shows a larger increase in ring radius than run 5. The main reason for this is the propagation of flame 2 ͓Fig. 8͑a͔͒ through the vortex bubble. For run 5, as described previously, the reaction occurs almost entirely around the outside of the vortex bubble and only a small fraction of the heat of reaction is transferred inside the vortex bubble to thermally expand this region. Run 4 exhibits a large amount of reaction that occurs entirely within the vortex bubble. The heat from this reaction is released into the vortex bubble, which explains why this run shows a much larger increase in ring radius than run 5.
The slope of the lines in Fig. 17͑b͒ represents the translational velocity of the ring. As expected for run 1, Fig. 17͑b͒ shows a gradual decrease in the ring's velocity as it grows and entrains the surrounding fluid. At a given time the rings corresponding to runs 2, 3, 4, and 5 travel farther downstream as compared to the ring for run 1. From the position of the ring for runs 2 and 3 it can be seen that the rings propagate downstream faster than run 1. This is primarily due to the difference in densities of jet and ambient fluids. For both of these nonreacting runs the velocity of the ring can be seen to decrease with time, as is the case for run 1, but the deceleration for these runs is more rapid than for run 1.
The effect of the heat release due to reaction on the propagation speed of the ring can also be seen in Fig. 17͑b͒ . During the post-formation phase of the ring the strength of the core vorticity dictates the velocity of the vortex bubble. A comparison of the reacting runs 4 and 5 with the corresponding nonreacting runs 2 and 3 shows that the reactive rings decelerate faster than their nonreacting counterparts. This is primarily due to the decrease in the value of the core vorticity, shown in Figs. 13 and 16 , which is caused by the heat released from reaction.
G. Influence of reaction on the strain rates
Since the problem is axisymmetric, there are three inplane strain rates ⑀ rr , ⑀ zz , and ⑀ rz , and one out-of-plane strain rate, ⑀ , defined as ⑀ rr ϭ‫ץ‬v r /‫ץ‬r; ⑀ zz ϭ‫ץ‬v z /‫ץ‬z;
In order to analyze the relationship between the strain field and flame, it is helpful to consider the in and out of plane strains separately. The strain components in the rϪz plane are resolved into their principal strains (⑀ 1 ,⑀ 2 ) and principal strain direction ( p ). A comparison of reacting and nonreacting cases show how the strain field is affected by the reaction. The maximum in-plane principal strain, ⑀ 1 , is plotted using vectors to show both the magnitude and direction of the strain, while contour plots of the reaction rate are overlayed to show the location and strength of the flame.
At an early time of tϭ2.0 both temperature ratios show only slight differences between the reacting and non-reacting cases. At this time, the strain rate fields for runs 2 and 4 are almost identical. This is expected since the ignition occurs at tϷ5.3 for the reacting run 4. Comparison of strain rates for runs 3 and 5 show only a slight increase in the size of the strain field due to extra thermal expansion from reaction, but the orientation and magnitudes for runs 3 and 5 are very similar. Although for reacting run 5 ignition occurs at t Ϸ0.4, the amount of product formed is very small and therefore the heat released by the reaction has no significant effect on the strain rates. This suggests that at this early time the strain field is controlled by the hydrodynamics.
As the vortex ring moves downstream more reaction occurs, which results in a significant change in the strain field. In order to quantify this change, the principal strains for runs 2 and 4 are compared in Fig. 18 . This figure shows vector plots of the principal strain ⑀ 1 for runs 2 and 4 at tϭ16.53. The reaction rate contours are also shown for the reacting run 4 in Figs. 18͑b͒ and 18͑c͒ . Figure 18 shows both the orientation and the magnitude of the principal strain change due to the reaction. On this figure every 7th point in z and every 11th point in r is shown. A comparison of the principal angles of strain for runs 2 and 4 in the wake region, 4Ͻz
Ͻ7 and 0ϽrϽ1, of the flow reveals smaller angles for the reacting case. This change in the principal angles is primarily due to the formation and propagation of flame 2 ͓Fig. 8͑a͔͒ in this region. Also, Figs. 18͑a͒ and 18͑b͒ show that the magnitude of the vectors in the wake and core region are smaller FIG. 18 . ͑a͒ Vector plots of the principal strain rate in the field for run 2 at tϭ16.53. ͑b͒ Vector plots of the principal strain rate and overlayed reaction rate contours in the field for run 4 at tϭ16.53. ͑c͒ Magnified area ͑7.75 ϽzϽ8.95 and 0ϽrϽ0.75͒ across the flame for runs 2 and 4. Dashed arrows correspond to run 2, solid lines correspond to run 4.
for the reacting case than the nonreacting case.
In order to examine the changes in principal strain rates across the reaction zone closely, an area ͑7.75ϽzϽ8.95 and 0ϽrϽ0.75͒ in Figs. 18͑a͒ and 18͑b͒ is magnified and shown in Fig. 18͑c͒ . Comparing the principal strain rates for reacting and nonreacting cases in this figure shows that the heat of combustion alters both the magnitude and direction of the principal strain rates. Also this figure reveals that, as expected, the magnitude of ⑀ 1 for the reacting run 4 decreases across the reaction zone. The reduction in the magnitude of the strain rates across the reaction zone can be attributed mainly to a combination of two effects. The dilatation from heat released due to reaction, and to the substantial increase in the value of the kinematic viscosity. Figure 19 shows plots of ⑀ 1 and reaction rate for runs 3 and 5. Similar to runs 2 and 4 results, these plots show that in the wake region, 4ϽzϽ7 and 0ϽrϽ1, the magnitude of the principal strain rates are smaller for the reacting case than the nonreacting case. But, unlike runs 2 and 4, there is very little difference in orientation of the principal strains in this region. This suggests that since the bulk of the reaction for run 5 occurs in a thin zone in the front of the vortex bubble, the effect of the heat released from the reaction on the strain field is limited to the regions close to the reaction zone. Figure 19͑c͒ shows an area ͑7.75ϽzϽ8.95 and 0ϽrϽ0.75͒ near the reaction zone in Figs. 19͑a͒ and 19͑b͒ .
Comparing the principal strain rates for runs 3 and 5 in this figure shows that similar to runs 2 and 4 the heat released due to combustion alters both the magnitude and direction of the principal strain rates. Also, the magnitude of ⑀ 1 for the reacting run 5 decreases across the reaction zone. An interesting observation is that the magnitude of strain rates preceding the reaction zone is larger for run 5 compared to run 3. An opposite trend can be observed in Fig. 18͑c͒ comparing runs 4 and 2.
Finally, a comparison of the out-of-plane strain, ⑀ , for runs 4 and 5 is made. For most times the trend for ⑀ is similar for all of the simulations, positive in front of the vortex core, and negative behind the vortex core. This is due to the positive radial velocity induced preceding the vortex ring and negative radial velocity behind the vortex ring. The only noticeable change in this trend occurs in run 4 at t ϭ6.60. Figure 20 shows contour plots of ⑀ for runs 4 and 5 at this time. A distinguishable region of positive ⑀ is noticed in the region 1ϽzϽ2 for run 4 that is not present for run 5 ͑or any other run͒. This positive ⑀ is the result of a thermal expansion caused by flame 2 ͓Fig. 8͑a͔͒, which immediately precedes this region. The positive radial velocities generated by the thermal expansion are relatively small, but due to the close proximity of the reaction to the centerline the strain is noticeable. Farther forward in the field 2Ͻz Ͻ2.5, the positive velocities from thermal expansion are overcome by the negative velocities induced by the vortex ring, giving an overall negative ⑀ . A comparison of Fig.  14͑b͒ with Fig. 20͑a͒ for run 4 shows that heat of reaction from flame 2 not only produces ⑀ in the region 1ϽzϽ2 but it also generates baroclinic vorticity in this region.
IV. SUMMARY AND CONCLUSIONS
The results presented here provide the first direct numerical simulations of the flame-vortex interaction in lami- FIG. 19 . ͑a͒ Vector plots of the principal strain rate in the field for run 3 at tϭ16.53. ͑b͒ Vector plots of the principal strain rate and overlayed reaction rate contours in the field for run 5 at tϭ16.53. ͑c͒ Magnified area ͑7.75 ϽzϽ8.95 and 0ϽrϽ0.75͒ across the flame for runs 3 and 5. Dashed arrows correspond to run 3, solid lines correspond to run 5. nar reacting vortex rings. They are used to gain some understanding of ͑1͒ the flame characteristics for simulations with ignition during and after the formation phase of the ring, ͑2͒ the effects of heat released due to the chemical reaction on the vorticity field, and ͑3͒ the effects of heat of reaction on the strain rate field.
The chemical reaction occurs by a single step, Arrhenius-type reaction that mimics the combustion of a typical hydrocarbon in air. When ignition occurs during the formation phase of the ring, a significant amount of reaction occurs in the mixing layer as the ring is formed, which limits the amount of oxidizer rolled up into the vortex core. Only a very weak reaction is observed in the wake of the vortex, while the bulk of combustion occurs by a flame at the front of the vortex bubble. When ignition occurs during the postformation phase, fuel and air have sufficient time to mix without reacting. As the temperature of the fuel-air mixture rises, ignition occurs, which results in the formation of several flames. One of the flames ͑flame 2͒ propagates through the vortex wake region. Although there are other flames present, it is shown that flame 2 plays an important role in altering the fluid mechanical properties of the ring.
It is shown that the heat released from reaction significantly affects production ͑baroclinic term͒, redistribution ͑thermal expansion and stretching terms͒, and diffusion of the vorticity in the field. For all the runs the total circulation increases during the formation phase and for the isothermal nonreacting case reaches its maximum at the shut-off time of the jet. The maximum values of circulation for reacting runs do not occur at the shut-off of the jet, but occur at a later time. Between the jet shut-off time and this time vorticity is being generated due to baroclinic production. For these runs the heat of reaction reduces the contribution of the baroclinic vorticity to the total circulation for run 4 and increases it for run 5. The decrease in the baroclinic vorticity for run 4 can mainly be attributed to the alteration of the pressure and density fields by the propagation of flame 2 through the vortex bubble.
For the reactive runs, in addition to the usual incompressible vorticity diffusion term ͓(/ Re)ٌ 2 ͔, the only other viscous term that is significant is (/ 2 Re) ϫ("؋"؋). The results for these runs show that similar to the thermal expansion term this term acts as a ''sink'' for the vorticity field.
The heat of reaction also influences the kinematics of the vortex rings. Both reacting rings expand more than their nonreacting counterparts due to the heat released from reaction. Among the reacting rings, the one for which ignition occurs after the formation phase shows a larger increase in ring radius. This is primarily due to the heat released from the reaction occurring within the vortex bubble. The propagation speed of the rings is also affected by the reaction. During the post-formation phase of the ring the strength of the core vorticity dictates the velocity of the vortex bubble. A comparison of results for reacting rings with their nonreacting counterparts shows that the reactive rings decelerate faster than their nonreacting ones. This can be attributed to the decrease in the value of the core vorticity, which is caused by the heat of reaction.
The results of the reacting simulations reveal that both the magnitude and the orientation of the maximum principal strain rate change due to the chemical reaction. For reacting runs, the magnitude of the principal strains in the wake and the core regions are smaller compared to their nonreacting counterparts. However, the effect of reaction on the principal angles is not the same for these runs. When ignition occurs during the formation phase, the reaction has a very small effect on the principal angles, but due to the formation and propagation of flame 2 corresponding to run 4 a decrease in the principal angles is observed. This flame also generates strains in the azimuthal direction. The results also show that, as expected, the magnitude of the strain rates decrease across the reaction zone. This can be mainly attributed to two effects: ͑1͒ dilatation from heat released from reaction, and ͑2͒ substantial increase in the value of the kinematic viscosity.
Finally, an interesting finding of this investigation that may be of some practical value is that premixing the fuel and oxidizer by delaying the ignition until the post-formation phase of the ring enhances the amount of product formation. FIG. 20 . The strain rate in the azimuthal direction at tϭ6.6 for ͑a͒ run 4, ͑b͒ run 5.
