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Forest fragmentation mapping, change detection, and gas well site identification in 
remotely sensed imagery: the role of spatial resolution 
 
Benjamin A. Baker 
 
This research focuses on identifying optimal data and methods for detecting and quantifying land 
cover/land use change associated with natural gas drilling in Appalachia. Airborne and satellite 
remote sensing provides a tool for examining land cover changes. Although change detection has 
been used in many applications related to natural and anthropogenic land cover change, little 
research has investigated the spatial pattern of land cover change associated with the ongoing 
expansion of natural gas drilling, particularly within the Marcellus Shale formation found across 
much of the northern Appalachian Region. Mapping land cover/land use change facilitates 
research of other relevant topics that require an understanding of methodological and scaling 
issues, particularly concerning environmental impacts of gas well drilling. I found that object-
based classification is not significantly more accurate than pixel-based classification and 
accuracy does not vary with spatial resolution. However, object-based classifications were 
qualitatively more suitable for identifying land cover change related to well clearings at finer (1 
m) resolutions, whereas the pixel-based classifications had a higher percentage of correctly 
identified well clearings at the coarsest resolution (30 m). In addition to investigating 
classification accuracy, scaling relations of landscape metrics at fine resolutions were compared 
to previous research of Wu et al. (2002) and Wu (2004), and were found to be consistent with 
previous research. Landscape metrics were also used to test for statistically significant changes in 
the forested class between the 2004 and 2010 classifications. Landscape metrics derived from 
random quadrats sampled across the entire county produced results that differed from quadrats 
sampled from high and low well density areas. Changes in metrics for sample areas with low 
densities of new wells indicate forest area and mean patch size increased significantly. One 
metric—edge density (ED)—was found to be sensitive to clearings and other development 
(access roads) related to natural gas development in areas with higher densities of new well 
clearings. This research provides a foundation for future investigation into natural gas 
development and suggests significant changes to forested ecosystems must be observed on a 
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1. Introduction and background 
Anthropogenic land use change has a profound influence on the natural environment (Lausch 
and Herzog 2002). Land cover/land use changes (LCLUC) alter ecosystem functions and can 
lead to disruptions of nutrient cycling and degradation of habitat (Simmons et al. 2008, 
Weakland and Wood 2005). In particular, LCLUC related to natural resource extraction not only 
affects the natural environment but may also have implications for human health (Palmer et al. 
2010, Kargbo et al. 2010). Both the magnitude and spatial distribution of land cover change are 
important controls on how ecosystems respond to such change.  
Recent technological advancements in natural gas development, including hydraulic 
fracturing and horizontal drilling, have led to a rapid increase in the rate of natural gas 
exploration in the eastern United States (Renner 2008). The Marcellus Shale formation, 
underlying approximately 128 000 km2 in parts of Pennsylvania, West Virginia, New York, 
Ohio, Virginia and Maryland, USA has become the focus of natural gas companies in this region. 
In Pennsylvania, this resource has been increasingly developed since 2005 (Soeder 2010), 
especially in southwestern Pennsylvania (Fig. 1). The large quantities of water required for 
hydraulic fracturing and the chemicals added to the fluid that is pumped underground pose a 
threat to surface water and groundwater supplies and may be linked to adverse human health 
consequences (Renner 2008). In addition to water quality concerns, clearing forested areas for 
drill pads and infrastructure also contributes to habitat fragmentation and provides new routes for 
invasive species to enter natural ecosystems (Soeder 2010).  Policies to regulate the growing 
natural shale-gas industry are struggling to catch up with these environmental concerns (Renner 
2008).  
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Change detection studies have been employed in numerous case studies investigating land 
cover change associated with resource extraction, including surface mining (e.g. Townsend et al. 
2009) and logging (e.g. Franklin et al. 2002). Change analysis methods can be classified as 
pixel-based or object-based methods. A pixel-based approach assesses change for each pixel, 
independent of its neighbors. A common pixel-based method of observing land cover change is 
post-classification change detection. Post-classification change detection uses independently 
classified thematic maps followed by a geographic information systems (GIS) overlay to assess 
land cover change between the classifications (Jensen 2005). This method is regarded as one of 
the simplest approaches to change detection studies because atmospheric correction is not 
required (Warner et al. 2009). However, one of the major criticisms of this approach is that the 
error of the change analysis can be, at least in the worst case, the product of errors of the 
independent classifications (Rutchey and Vilcheck 1994, Arzandeh and Wang 2003). 
Furthermore, as with all pixel-based methods, a precise co-registration is essential (Dai and 
Khorram 1998).  
Object-oriented change detection is based upon three steps. First, an image is segmented into 
image objects, which are built from groups of contiguous pixels that ideally represent real-world 
objects of similar digital numbers (Hay et al. 2005). This allows a more intuitive approach to 
image analysis as it avoids some of the challenges of an arbitrary per-pixel analysis (Blaschke 
2010). Next, the segments are classified into land cover categories using a membership function 
classifier or a nearest neighbor classifier (Myint 2011). A membership function classifier 
requires an expert to create rules for classifying objects whereas a nearest neighbor classifier 
only requires the user to provide “training” objects for each class (Myint 2011). The final stage 
of an object-oriented change detection study is evaluating change. Although initially 
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recommended for only fine spatial resolution applications (Lu and Weng 2007), Gamanya et al. 
(2009) applied an object-oriented approach to Landsat Thematic Mapper (TM) 30 m imagery, 
and achieved an overall accuracy of nearly 96%. Their study also demonstrated how this method 
might be applied to multiple images to identify how an object (polygon) present in the original 
image has changed over time (Gamanya et al. 2009). A recent study has also shown how the 
incorporation of ancillary vector layers can further improve object-based classification accuracy 
(Newman et al. 2011).  
An important consideration for detecting small features in a change analysis is the resolution 
at which the features of interest can be identified. First, the minimum spatial resolution for 
accurately identifying a feature must be considered. Hengl (2006) suggests at least four pixels 
are needed to detect small objects, although others suggest detection is possible with a smaller 
number (Cracknell 1998). For example, while some well clearings associated with gas wells are 
readily apparent on localized, high resolution imagery (e.g. Fig. 2), detecting clearings associated 
with wells using coarser resolution imagery—such as NASA’s Advanced Spaceborne Thermal 
Emission and Reflection Radiometer (ASTER) or Landsat—would greatly facilitate the detection 
of land-cover change across the broader Appalachian region. In addition to spatial resolution, the 
position of an object with respect to the grid of pixels also influences how well a feature on the 
ground may be detected (Lechner et al. 2009). A feature that is contained mostly within a single 
pixel is more likely to be detected than an object located at the intersection of four pixels. 
Furthermore, identifying real change rather than artifacts due to misalignment from one image 
date to another is also a major concern when using multiple images (Dai and Khorram 1998). 
 Habitat fragmentation resulting from land use/land cover change has been identified as 
one of the major causes of decreased biodiversity (Wilcox and Murphy 1985). Landscape metrics 
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provide another set of tools that may be useful for quantifying how a landscape has changed 
(Betts et al. 2003). For example, a study by Robbins et al. (1989) showed that the probability of 
some avian species, (e.g. the Louisiana Waterthrush) being present in forested areas is a function 
of the size and perimeter/area ratio of forested patches.  
Although calculating landscape metrics has proven to be a useful method for studying 
fragmentation, values are often scale dependent, and affected by the grain (pixel resolution) and 
extent (geographic area) (Wu et al. 2002). Landscape metrics are a product of the thematic data 
used for calculating metrics, and therefore errors within classifications may be propagated to the 
subsequent metrics (Shao and Wu 2008). The use of landscape metrics to quantify changes in a 
landscape has been shown to have limitations; however, metrics remain in use because of the 
ease of calculation and their intuitive nature, but must be linked to real landscape structure and 
processes to be of any use to researchers (Kupfer in press). 
One of the major focuses of research in the scale-dependency of landscape metrics is the 
expected change in class-level and landscape-level landscape indices across different spatial 
resolutions (Benson and MacKenzie 1995, Wu et al. 2002, Wu 2004). A study by Benson and 
MacKenzie (1995) used three different satellite-borne sensors—Système Pour l’Observation de 
la Terre (SPOT) High Resolution Visible, with 20 m resolution, Landsat TM with 30 m 
resolution, and Advanced Very High Radiometer Resolution (AVHRR) with 1.1 km resolution—
to show that as spatial resolution coarsens the number of measured patches decreases while the 
average patch area increases. They used a two-class thematic map, with water bodies as the land 
cover class of interest. Additionally, they found that using a majority rule to aggregate 
classifications to coarser resolutions and derive landscape metrics was an acceptable 
approximation for estimating landscape metrics from classifications produced using imagery at 
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coarser spatial resolutions (Benson and MacKenzie 1995). An empirical investigation by Wu et 
al. (2002) identified three types of pattern effects for 19 different landscape-level metrics when 
grain, extent, and direction of analysis were changed. Metrics they termed “Type I” had 
predictable, simple scaling relationships with increasing grain size. “Type II” metrics had stair-
like changes with increasing grain, and “Type III” metrics showed no consistent responses. 
Another study by Wu (2004) classified two scaling relations for 17 class-level metrics as either 
predictable or unpredictable. Thus, a better understanding of how metrics may change over 
varying spatial resolutions help to predict landscape metrics at resolutions different from the 
classified data. The image of Fig. 2 (b) clearly shows not only forest cut for gas well clearings, 
but also for the access roads leading to these clearing. This type of fine-scale fragmentation may 
be less apparent in classifications produced at resolutions similar to or coarser than the width of 
these roads. 
Another focus of landscape metrics research is the use of such metrics as proxy indices for 
measuring landscape change. For example, Lausch and Herzog (2002) investigated the use of 
selected landscape metrics for observing landscape pattern over time. Other studies have also 
used landscape metrics to quantify trends in landscape patterns over time, focusing especially on 
forest fragmentation (Southworth et al. 2002, Griffith et al. 2003, Ferraz et al. 2006). These 
studies have focused on the ability to characterize a landscape using satellite imagery and to 
understand and identify possible impacts of ecological and human processes (Southworth et al. 
2002, Griffith et al. 2003). Ferraz et al. (2006) investigated how landscape metrics changed at 
specific time intervals and resolutions, ranging from 30-270 m, to test for significant changes in 
metrics between intervals and resolutions. 
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In my research, I focus on a comparison of a pixel-based and object-based classification 
method for characterizing land cover change across five spatial resolutions. The optimal 
resolutions and method for identifying well clearings is of primary interest for monitoring land 
cover change associated with natural gas development. In addition to classification accuracy, this 
study investigates scaling relations of landscape metrics using fine to moderate resolution 
imagery in the Appalachian region and looks for signs of statistically significant changes in these 
metrics as a result of natural gas development. Mapping land cover/land use change facilitates 
research of other relevant topics that require an understanding of methodological and scaling 
issues, particularly concerning environmental impacts of gas well drilling. My research aims to 
answer the following specific questions in the context of the case study: 
1. Is an object-based classification approach a more accurate method than a pixel-based 
approach for identifying land cover change associated with natural gas development? 
2. What are the best spatial resolutions and classification methods for accurately 
identifying the extent of well clearings within forested areas? 
3. How do derived landscape metrics regarding forest fragmentation in this region 
compare over time and spatial resolution? 
Through the simulation of images of different spatial scales, this research has implications 
for change detection studies using sensors that range from high resolution (e.g. QuickBird) to 
moderate resolution (e.g. Landsat ETM). This research thus serves as a foundation for further 
investigation into natural gas development and its impacts on local ecosystems, and may be 




2. Study area and data 
The study area of this research is Greene County, Pennsylvania, in the southwestern 
corner of Pennsylvania, bordered to the west and south by West Virginia (Fig. 1). The county 
covers approximately 1 500 km2 and has a population of 40 672, nearly 70 percent of whom live 
in areas designated as rural (United States Census Bureau 2000).  
Two different dates of 1 m pixel size National Aerial Imagery Program (NAIP) imagery 
formed the primary dataset. A set of images for Greene County acquired in 2004 and another in 
2010 were purchased from the USDA Aerial Photography Field Office (APFO, 
http://www.apfo.usda.gov/). The 2004 3.75” quarter quadrangles were collected during the leaf-
on season of 2004, with bands in the green, red, and near infrared regions of the electromagnetic 
spectrum. The image acquisition dates range between 20 June 2004 and 3 September 2004, with 
the exception of one quarter quadrangle on the edge of the study area which was collected on 7 
October 2004. The 2010 quarter quadrangle image tiles were collected between 18 June 2010 
and 2 September 2010 and are composed of blue, green, red, and near infrared bands. An 
ancillary point dataset containing all active oil and gas well permit locations available from the 
Pennsylvania Spatial Data Access (PASDA, http://www.pasda.psu.edu/default.asp) was used as a 









 The progression of this research follows the diagram outlined in Figure 3. First, 
preprocessing was performed on the imagery, followed by image classification using object-
based and pixel-based methods.  The three research questions were then addressed based upon 
the derived maps of land cover change produced from the classifications. 
 
3.1 Preprocessing 
The quarter quadrangle tiles of Greene County were mosaicked using Erdas Imagine 
2011 (ERDAS 2011), applying a histogram match of the 300 m overlap areas for normalization 
(Fig. 3). Although the majority of the image tiles appear to be matched well with this procedure, 
some tiles remained noticeably different. Next, the 1 m imagery was upscaled to coarser spatial 
resolutions through pixel aggregation to produce 4 additional images at 2, 5, 15, and 30 m (Fig. 
3). Upscaling was applied to eliminate problems associated with using different imagery from 
each scale, including issues due to differences in sensors, atmospheric conditions, and viewing 
geometry, as well as the challenge of finding images from different sensors of the same time 
period (Yang and Merchant 1997).  These steps were performed using both the 2004 and 2010 
imagery, to produce a total of 10 images to be used in classification and analysis.  
Visual comparisons through overlaying the two NAIP images suggested that in places the 
horizontal error co-registration is approximately ±3 m. Further attempts to improve alignment 
were not successful in decreasing the error or the root mean squared error (RMSE) and therefore 




3.2 Land cover classifications 
A binary classification scheme using only the classes Forest and Non-forest was used to 
classify the 2004 and 2010 images at each spatial resolution using the three bands common to 
both datasets (green, red, and near infrared bands). Forest is defined as patches of tree cover 
exceeding a minimum mapping unit (MMU) of 1 800 m2 (the area of two 30 m pixels). Non-
forest is defined as all other land cover classes, including buildings and other developed surfaces, 
open grasslands, agricultural fields, water, shadow, etc. These class definitions were used for 
both the 2004 and 2010 images at each of the 5 resolutions. 
The per-pixel classification used a maximum likelihood classifier to produce the thematic 
maps of land cover for both image dates. Due to variation in spectral response within the Non-
forested class (e.g. bright concrete versus asphalt), 5-10 training areas were collected for each 
spectrally distinct sub-class and the sub-classes were only merged after classification. A thematic 
map was produced for each spatial resolution of the 2004 and 2010 images and then overlaid to 
produce a final map of land cover change at each of the resolutions. These images were filtered 
using the Erdas Imagine 2011 “Clump” and “Eliminate” processes to remove patches less than 
the MMU of 1 800 m2 for all types of land cover classes and to replace the land cover value with 
the same class as the majority of the surrounding pixels.  
Object-based classifications were performed using eCognition Developer 8 (Trimble 
2011). The first step in object-based image analysis is to segment the image into objects that may 
then be characterized using textural and spectral properties (Gamanya et al. 2009). A 
multiresolution segmentation algorithm was used to segment each of the images, with a 
qualitative iterative analysis used to determine the optimal scale, shape, and compactness 
segmentation parameters. Scale is an arbitrary value that influences the size of segmented 
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objects. Shape values can range between 0 and 0.9 and define the relative weight of polygon 
shape versus color, or spectral homogeneity (Trimble 2011). Compactness values range between 
0 and 1 and determines the balance between smooth and compact edges (Myint 2011).  All three 
spectral bands were used in the segmentation, with the near infrared band weighted twice as 
much as the green and red bands because the forest class is most distinctive at these wavelengths.  
Once suitable image segmentations were produced, rulesets were developed empirically 
by testing specific rules and thresholds for classifying Forest and Non-forest objects (see Figure 
10 in the Appendix for example and explanation of a ruleset). Rules that were used to classify 
objects include parameters for mean brightness, standard deviation of a single band, mean values 
of a single band, and a normalized difference vegetation index (NDVI) ratio parameter (Tucker 
1979). NDVI is: 
 
where R is the reflectance and the subscript NIR and red represent the NIR and red bands, 
respectively. The same underlying rules were used for each classification although thresholds of 
the parameters were manually adjusted to produce a qualitatively determined optimal 
classification for each of the 10 images. Rasterized polygon classifications were exported from 
eCognition Developer 8 and overlaid to produce the map of change objects. The maps of land 
cover change were then filtered using the same methods as the pixel-based classifications to 
eliminate objects smaller than the MMU. 
 
3.3 Land cover change map accuracy assessment 
 Accuracy assessments were performed for the maps of land cover change using a visual 
interpretation of the 1 m images as the reference data source. The number of sample points was 
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determined using a calculation for a multinomial distribution based on the number of classes (4 
change classes), the proportion of the largest class (63%), and a 95% confidence level with 7% 
precision (Congalton and Green 2009). The sample size was rounded up and 300 randomly 
generated points were used for accuracy assessment of the thematic maps produced using the 
per-pixel supervised classification method. The same points were used for each of the 5 maps of 
land cover change at 1 m, 2 m, 5 m, 15 m, and 30 m resolutions. Overall, user’s, and producer’s 
accuracies were calculated using a confusion matrix.  
 A commonly used measure of accuracy is the Kappa statistic (Cohen 1960), which 
accounts for the proportion of the image that could be correctly classified due to random chance. 
A recent paper by Pontius and Millones (2011), however, points out limitations in the Kappa 
coefficient and proposes new measures of accuracy—quantity and allocation disagreement. 
Pontius and Millones (2011) define quantity disagreement as the difference between the 
reference data and the classified data based upon mismatches of class proportions. Allocation 
disagreement can be considered the difference between the classified data and reference data due 
to incorrectly allocated pixels or objects in the classification (Pontius and Millones 2011). Both 
measures are easily calculated from the accuracy assessment sample points and are included as 
part of this research. 
 A review of literature by Rakshit (2011) draws the conclusion that there is no 
standardized method for accuracy assessment of object-based classifications, and that authors 
often omit or provide only vague descriptions of methods for accuracy assessment. However, 
Congalton and Green (2009) have suggested that objects be the sampling units of thematic 
accuracy assessment for maps produced using object-based classification methods. In my 
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research, the unit for the object-oriented accuracy polygons of assessment was the change 
polygon, defined by the intersection of the two underlying dates (Fig. 4).  
The object-based method of accuracy assessment consisted of two parts. First, the points 
used in the pixel-based accuracy assessment were used in eCognition Developer 8 to extract the 
objects from both the 2004 and 2010 classifications which contained the randomly selected 
sample points.  These separate sets of objects were then intersected using Environmental 
Systems Research Institute (ESRI) ArcMap 10 and the intersection of the two objects was used 
as the polygons for accuracy assessment. The clear majority of the underlying polygon was used 
as the reference class, following the procedure recommended by Dorren et al. (2003). Accuracy 
was assessed for each polygon based on visual interpretation and was assigned a corresponding 
class value based upon a clear majority of the object. Overall accuracy for object-based maps are 
given as area-weighted accuracies, in which the summed area of correctly classified objects is 
divided by the total area of all objects used in the assessment.   
A comparison of thematic map accuracies of the final change products was performed to 
investigate how overall accuracy changed with spatial resolution, as well as how accuracy varied 
between classification methods. Error estimate measures were also calculated using a modified 
version of an equation used to determine the sample size based on binomial probability theory 
(Jensen 2005).  
	  
where E is the error estimate for a specified sample size (N), accuracy (p), and confidence level 
(q=100-p) (Fitzpatrick-Lins 1981). The value for Z is 2 in this equation and is from the standard 
normal deviate of 1.96 for the 95% two-sided confidence level. Error estimates were calculated 
to determine statistical differentiation of one overall thematic accuracy from another. 
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3.4 Land cover change of new clearings accuracy assessment 
 In addition to investigating how overall accuracy varies with spatial scale and 
classification method, I also examined how scale and classification method affect accuracy of 
identification of new clearings within forested areas associated with natural gas development.  
The gas well point dataset was used to identify the wells that were not present (forested 
area) in 2004 and were present (cleared forest) in the 2010 imagery. The ability to assess land 
cover change using a point dataset poses a problem, since the features of interest, well clearings, 
have an areal extent. 180 of these well points were randomly selected throughout Greene County 
and the extent of the well pad clearing was manually digitized for each point. Only the well 
clearing was included in the polygon that was digitized, and not access roads to the site that were 
sometimes visible. All polygons included in the accuracy assessment were greater than the MMU 
of 1 800 m2. 
The well clearing polygons were then converted to raster files, one for each of the 5 
spatial resolutions studied, and the land cover classes mapped in the change analysis within each 
clearing were summarized using the land cover change maps of both classification methods for 
each of the respective spatial resolutions. The total area of each class from the sample of 180 
clearings was tabulated and the proportion of correctly identified land cover change within each 
polygon was summarized. Each polygon well clearing was assumed to represent the “Forest-to-
Non-forest” class and a percentage of correctly identified change was calculated to provide 
insight into how well each classification method and spatial resolution combination identifies 




3.5 Landscape metrics scaling relations 
 My third objective was to investigate how landscape metrics change with image spatial 
scale. Five selected landscape metrics (Table 1) were computed for both the 2004 and 2010 
object-based classifications at each of the 5 spatial resolutions using Patch Analyst (Rempel et 
al. 2008). Patch Analyst is similar to the popular software FRAGSTATS (McGarigal et al. 2002) 
but has the benefit of integration with ArcGIS as an extension. 
 Scaling relations of five class-level landscape metrics (Table 1) were observed across the 
five spatial resolutions for comparison with those observed by Wu et al. (2002) and Wu (2004). 
In these previous studies, the class metrics scaling relations were identified for thematic maps 
ranging from 30-3 000 m spatial resolution. My research focused on finer spatial resolutions, 
ranging from 1-30 m. Average values of each metric were computed from 30 sample quadrats for 
both Forest and Non-forest classes of the 2004 and 2010 image dates. This provided four 
different classes of landscape metric values that were plotted on a scalogram, which is a graph of 
landscape metric value versus spatial resolution. 
 
3.6 Temporal change in landscape metrics 
 Lastly, I examined whether the pattern of forest cover in the study area, as measured by 
landscape metrics, changed significantly over the period 2004-2010. A method for sampling the 
image similar to that of Griffith et al. (2003) was used to impose a grid of 3 × 3 km quadrats over 
Greene County and select 30 stratified random samples, without replacement, for the analysis. 
The samples were stratified based upon the number of new well clearings within each quadrat 
which is further discussed below. Subsampling the image is necessary both for statistical 
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significance testing requiring a minimum number of samples as well as to avoid 
software/processing limitations due to file size. 
 Quadrat samples were analyzed for statistically significant changes in metrics over the 6-
year period and then split into two categories based upon the number of new wells (cleared 
between 2004 and 2010) within each quadrat. High-activity samples are defined as quadrats 
having 13 or more wells per 9 km2 quadrat; 12 quadrats met this threshold, ranging between 13-
23 wells per quadrat, and 10 of these were randomly selected. The remaining 156 quadrats were 
considered low-activity areas, containing 12 or fewer wells per quadrat, and 20 of these quadrats 
were randomly selected. 
 Patch Analyst was used to compute landscape metrics for each sample for the 2004 and 
2010 classifications at all 5 spatial resolutions of the object-based classifications and then tested 
for significant changes. The Wilcoxon signed ranks test statistic, which is a nonparametric 
statistical test used to compare two related samples and identify significant differences between 
the measured pairs (Corder and Foreman 2009), was calculated at each spatial resolution to 
check for consistency across the spatial resolutions and to identify statistically significant 










4.1 Land cover classification comparison 
The well clearings are apparent in the pixel-based maps at each of the spatial resolutions 
(Fig. 5). The full extent of each well clearing is not accurately reflected in any of the maps, 
although the basic shape of each clearing is evident. Also note that differentiation between forest 
and some non-forest cover types is more accurate at 1-5 m than at 15 and 30 m. For example, the 
clearing in the lower right portion of the 2004 and 2010 images (indicated by A in Fig. 5) is 
identified mostly as “Unchanged Non-forest” (black) at all resolutions of the per-pixel change 
maps, but the clearing on the far left of the images (B in Fig. 5) is identified as “Forest to Non-
forest” (red) at the three finer spatial resolutions, and then is a mix between “Unchanged Non-
forest” and “Non-forest to Forest” (chartreuse) in the 15 and 30 m change maps. The latter class 
is primarily in areas that were in fact forest in both images and did not change over the time 
period. This indicates that the areas were misclassified in the 2004 image but were correctly 
classified in the 2010 image. Visual inspection of the maps of land cover change produced using 
the per-pixel classification method show slight variation in the classifications as the spatial 
resolution changes, although the well clearings are identified reasonably well at all spatial 
resolutions. 
The object-based classification method identified a portion of the disturbed forest for 
each well clearing, although the extent of the clearings is not as clear for some clearings as it was 
in the supervised classifications (Fig. 5). For example, the well clearing in the upper left portion 
of the figures (C in Fig. 5) shows a new clearing, but the 2 m, 5 m, and 15 m maps of land cover 
change have “Unchanged Forest” as the land cover class for portions of this clearing. Although 
less common than in the pixel-based classification maps, the presence of the “Non-forest to 
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Forest” class in all five classifications is an error within the classifications, as none of these areas 
were reforested within the 6 years between images. As one might expect, minor land cover 
changes such as access roads to wells are better identified at finer resolutions between 1 m and 5 
m, although none of the maps fully and accurately identify the entire extent of these smaller 
changes to the forest. 
 
4.2 Land cover change map accuracy assessment comparison 
 The most accurate pixel-based map of land cover change produced was the 5 m map at 
81.6% (Table 2 (e), Fig. 6), and the 1 m and 2 m maps (Table 2 (a) and (c), respectively) having 
nearly the same accuracy (81.3%), and the two coarser resolution maps having accuracies 
slightly lower.  
 For the object-based series of maps, the most accurate classification method was the 1 m 
map (Table 2 (b), Fig. 6) at 87.1% and the 5 m map (Table 2 (f), Fig. 6) at 82.3% had the second 
most accurate classification. Again, the 15 m and 30 m object-based change maps (Table 2 (h) 
and (j), respectively) had lower accuracies (74.7% and 76.0%, respectively) than the finer 
resolution classifications. The 1 m object-based classification was the most accurate of all the 
classification method/spatial resolution combinations. 
 Although the results show that accuracy is higher at some spatial resolutions, the object-
based accuracy measures are not statistically distinguishable from the pixel-based accuracy 
measures for any spatial resolution. The 1 m object-based classification is the only spatial 
resolution/classification method that produced a map statistically more accurate than any other. 
However, the 1 m map is only better than the maps produced at 15 and 30 m spatial resolutions 
and all others are not differentiable by scale or method. 
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  The quantity disagreement values for both classification methods range from 0.07-0.21, 
indicating that approximately 7-21% of the classified images are classified as the incorrect class 
(Table 2). Allocation disagreement is very similar for the object-based and pixel-based maps, 
ranging between 0.06-0.12 indicating that for most classifications—given the proportions of each 
class in the respective maps—pixels/objects were spatially allocated accurately approximately 
90% of the time. Therefore, these two measures of accuracy imply that in general, the quantity of 
pixels apportioned to each class was a source of error more often than the spatial allocation of 
classes within the classifications. 
 
4.3 Land cover change of new clearings accuracy assessment 
 The object-based classification most accurately identified this type of land cover change 
at 1 m resolution with an overall trend of decreasing accuracy as pixel size increased (Fig. 7). In 
comparison, the pixel-based classification most accurately shows land cover change associated 
with well clearings at 30 m and the overall pattern is decreasing accuracy as the resolution 
becomes finer. In both classification methods, the 5 m maps are an exception to the trend with 
accuracies slightly higher than expected given the overall trends. The opposite is true of pixel-
based classifications—the accuracy increases with coarser resolutions at least up to 30 m. At 
even coarser spatial resolutions the accuracies of the pixel-based classification would likely 
decrease as the pixel size started approaching the scale of the well clearings. 
 
4.4 Landscape metrics scaling relations 
 Scalograms reveal that the number of patches metric (Fig. 8 (a)) declines as spatial 
resolution becomes coarser for all four classes. Edge density (Fig. 8 (b)) was found to have the 
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same scaling relations, decreasing from approximately 450 m of edge per hectare to less than 100 
m of edge per hectare as the spatial resolution coarsens from 1 to 30 m. The mean patch size 
(Fig. 8 (c)) metric shows fairly consistent scaling relations for all classes although the metrics for 
the forest classes increase more sharply at 15 m and 30 m than the non-forest classes. Mean 
shape index (Fig. 8 (d)) shows a relatively consistent, decreasing power function with decreasing 
spatial resolution. The last metric, percent of landscape (Fig. 8 (e)) seems insensitive to scale, 
changing little as spatial resolution increases.  
 
4.5 Temporal change in landscape metrics 
 The second question relating to landscape metrics addressed here is whether or not there 
are statistically significant changes in forested areas within Greene County between 2004 and 
2010 due to natural gas development (Tables 3, 4, and 5). When all 30 sample quadrats are 
included in analysis, some interesting patterns emerge (Table 3). Edge density (ED), which is 
typically associated with increase fragmentation, increased significantly between 2004 and 2010 
for the 15 m and 30 m classifications but not at fine resolutions. However, patch size and the 
proportion of forested land within the study area were observed to have increased significantly, 
at least at some of the finer resolutions. The mean shape index (MSI) shows a significant 
decrease at 2 m resolution but a significant increase at 30 m resolution. 
 Results of the low-activity signed ranks test indicate that within these quadrats with 
relatively few wells, forested areas appear to have increased in patch size at 2 m, and the 
proportion of forest in the total landscape has increased at both 2 and 5 m resolutions (Table 4). 
Change in mean patch size (MPS) is the most consistently significant of all of the metrics, at 
least between 2 and 15 m, and change in edge density (ED) was not significant at any of the 
20 
spatial resolutions for low-activity samples. The mean shape index (MSI) data indicate a 
significant increase in the metric at 2 and 30 m resolutions suggesting more complex shapes in 
2010, whereas at 5 m the MSI metric significantly decreased over the 6-year period. Table 4 
indicates that classifications at 2 m and 5 m scales show an increase in the proportion of forest in 
the low-activity samples of Greene County.  
 Table 5 shows the results of the Wilcoxon signed ranks test for changes in landscape 
metrics for the 10 high-activity quadrat samples. The only landscape metric that changed 
significantly for these samples was Edge Density (ED) which significantly increased for the 1, 5, 
and 30 m resolutions. Edge density was expected to increase for high-activity areas since roads 
and clearings cutting into forested areas would increase the perimeter-to-area ratio. Other 
metrics, such as mean patch size (MPS) and number of patches (#PAT), were not expected to 
change significantly as a result of natural gas development, primarily because the clearings are 
not greatly reducing the size of forest patches or dividing them into separate patches. Most 
notable is the fact that classifications produced at different spatial resolutions produce different 
landscape metrics values. For example, changes in landscape metrics found to be significant at 
one spatial resolution are not necessarily significant at other spatial resolutions.   
 Maps of new well clearings (wells within forested areas cleared between 2004 and 2010) 
also provide insight into understanding how metrics changed over time for the high and low 
activity quadrats. The metrics for the 5 m classifications are shown in Figure 9 because they are a 
good example of the associations observed. Change over the 6-year period in the number of 
patches (#PAT) (Fig. 9 (a)) does not seem to show any distinctive pattern related to new well 
activity. Change in the edge density metric (ED) (Fig. 9 (b)) generally increased in the high-
activity samples and decreased in the low-activity areas. For the most part, mean patch size 
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(MPS) (Fig. 9 (c)) decreased in high-activity areas and increased in areas with fewer well 
clearings although there are a couple exceptions. Mean shape index (MSI) (Fig. 9 (d)) shows no 
strong relationship between well density and metric change and neither does the percent of 
landscape metric (PLAND) (Fig. 9 (e)). In summary, the results differ in high-activity vs. low-
activity areas, with only some landscape metrics, such as edge density, appearing to be 




















5.1 Comparison of classification methods 
 Multiple maps of land cover change between 2004 and 2010 in Greene County, 
Pennsylvania were produced in this research, and two classification methods—pixel-based and 
object-based—were compared across five spatial resolutions. The most common classification 
errors for both methods came from similarities between digital number (DN) values of forest 
pixels/objects and other vegetated pixels/objects. This lead to the misclassification of some 
agricultural fields as forest, because brightly illuminated forest had similar reflectance to other 
vegetation. Classification error of this type explains some of the land cover change classified as 
“Non-forest to Forest”.  
 The accuracy assessment indicated that the two methods did not differ significantly from 
one another at any of the observed spatial resolutions (Fig. 6). The 1 m object-based 
classification was, however, statistically different from the 15 m and 30 m maps of both 
methods. This similarity in classification accuracy may be the result of the post-classification 
filtering process which eliminated some of the salt-and-pepper effect common to pixel-based 
classifications. On the other hand, the filtering specifications may have been too aggressive in 
some instances and actually decreased classification accuracy. Based on the overall accuracies of 
both classification methods, it seems that either classification method for 1 m spatial resolution 
imagery would be most suitable for assessing land cover change if a post-classification filtering 
process is performed. However, due to cost and revisit limitations of some data sources, other 
scales and data sources may prove more viable in future applications.  
 The use of NAIP imagery for evaluating land cover change poses several distinctive 
challenges that may be overcome using other data sources. Mosaicking quarter quadrangle tiles 
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collected over an entire growing season leads to differences in DN values across multiple image 
tiles as plant phenology, time of day, and illumination vary between image acquisition times. 
Histogram matching of overlap areas helped normalize some of these differences but some 
image tiles were still noticeably different. Also, although shadows tend to be consistent at least 
within individual quarter quadrangle tiles, they are challenging to classify correctly, especially 
for within-forest shadows that may be misclassified as forest clearings. The ideal would be to use 
satellite data that covers the entire study area in one image. This would eliminate problems of 
within scene variations in phenology and illumination. It must also be noted that the average size 
of a natural gas well clearing is approximately 60 × 60 m, so although 30 m imagery (such as 
Landsat) could be used to monitor this type of land cover change, it is unlikely that imagery 
coarser than 30 m spatial resolution would prove useful for observing this process. The temporal 
resolution of the sensor also factors into the ability to accurately classify and assess land cover 
change, because gas well clearings could potentially be cleared and re-vegetated with grass or 
shrubs in a relatively short period of time, making clearings more spectrally similar to the 
surrounding forest. Therefore, a satellite-borne data source with a spatial resolution finer than 30 
m (such as NASA’s ASTER or any one of the commercial high resolution sensors) with the 
ability to acquire images at yearly intervals would be most effective for monitoring land cover 
change associated with natural gas development. 
 
5.2 Accuracy of clearing identification 
 In examining the accuracy of classification of existing clearings, the 1 m object-based 
classification was found to be the most accurate, although the overall accuracy of the map does 
not differ statistically from those of the 2 m and 5 m maps. Based on these general patterns, it 
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supports observations in the literature that object-based classifications are most accurate with 
fine resolution imagery, but are less suitable at coarser scales. In contrast, the best resolution for 
mapping clearings for the pixel-based classifications was the 30 m map (Fig. 7). It is notable that 
for the pixel-based method, the proportion of correctly identified land cleared for wells increased 
as spatial resolution became coarser. Spatial coregistration of images may also contribute to 
lower accuracy of fine spatial resolution pixel-based classifications. Although classifications 
produced at 15 or 30 m using a pixel-based classification method were the most accurate for 
identifying new well clearings, they are less suitable for identifying fine-scale habitat 
fragmentation. This observation is consistent with Giner and Rogan (in press), who suggest that 
coarser resolution imagery, such as Landsat ETM, is suitable for mapping large contiguous forest 
patches but is less suitable for capturing more complex patterns. 
 
5.3 Landscape metrics scaling relations 
 The five landscape metrics that were calculated for each of the five spatial resolutions 
tend to confirm and extend to finer spatial resolutions the scaling patterns observed by Wu et al. 
(2002) and Wu (2004) (see also Table 1). Similar to Wu et al. (2002), the number of patches and 
edge density were found to have a predictable, decreasing power law function. Wu et al. (2002) 
found that the mean patch size showed an increasing power law function which was also similar 
to results in this paper. One metric that appears to change in a more consistent fashion as spatial 
scale changed than was found by Wu et al. (2002) is the mean shape index metric, which appears 
to have a consistent decreasing power function (Fig. 8).  
 A follow-up paper published by Wu (2004) grouped metrics into “consistent, robust”, 
“consistent, less robust”, and “inconsistent” scaling relation categories. Again, the current 
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research produced similar scaling relations, with number of patches and edge density having 
consistent and robust relationship, mean patch size having consistent but less robust scaling 
relations, and percent of landscape having inconsistent scaling relations. However, it appears that 
mean shape index would fall under the “consistent, robust” category in this research rather than 
the “inconsistent” category characterized by Wu (2004). The difference in scaling relations may 
be due to the types of land cover examined or the finer spatial resolutions studied. Another 
explanation for the differences in scaling relations is the fact that Wu et al. (2002) calculated 
landscape metrics at the landscape-level and not the class-level which may account for the 
different patterns. Scaling relations are important to understand when using landscape metrics to 
characterize ecological patterns since metrics calculated at one spatial resolution may not 
accurately reflect a process operating at a different scale (Wiens 1989). 
 
5.4 Temporal change in landscape metrics 
 The final aspect of this research focused on changes in landscape metrics between 2004 
and 2010 for the object-based classifications produced at each spatial resolution. Two of the 
metrics—edge density (ED) and mean shape index (MSI) were expected to increase as a result of 
natural gas development in sample quadrats that showed a high densities (>12) of new wells 
cleared between 2004 and 2010. The other three metrics—mean patch size (MPS), number of 
patches (#PAT) and percent of landscape (sample) (PLAND) were not expected to change 
significantly in these high-activity areas. These outcomes were expected because natural gas 
development does not require large areas of land to be cleared, but rather forest is fragmented by 
cutting roads to clearings internal to forest patches.  
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 For the most part, my results show that natural gas development is indeed leading to 
increased forest fragmentation in high-activity areas when compared to areas where there are 
fewer new wells. Interestingly, however, no metric besides edge density (ED) changed 
significantly at any spatial resolution for high-activity samples. Likewise, the significant changes 
in low-activity samples seem to trend toward increased forested area and increased patch sizes. 
This trend may be due to many contributing processes, such as agricultural abandonment, which 
is the process of natural succession upon previously farmed land. My results also suggest that 
classification error, as well as spatial resolution, can have profound impacts on metrics analyses 
and can be chosen specifically for a desired outcome. For instance, changes due to natural gas 
development that occur in concentrated areas may not be apparent in summary statistics 
generated from a study area of large geographic extent.  Additionally, the 3 km2 quadrats used in 
this study are potentially too small for 30 m thematic data, encompassing squares of only 100 
pixels per side. The size was kept constant between the 5 spatial resolutions to maintain identical 
samples in terms of geographic extent for comparing scaling relations, but edge effects may have 
impacted results at the coarser spatial resolution. Therefore, any type of landscape metric 
analysis must be reviewed with caution in the land management decision-making process. 
 Edge density was the only metric that showed a significant increase in fragmentation over 
the six-year period (Table 5). Increased edge density reduces continuous forested areas important 
for some species, as well as opens new routes to invasive species to infiltrate natural ecosystems 
(Soeder 2010). This is important to note for land managers and wildlife biologists because 
natural gas development is continuing in this area, and thus edge density is likely to increase. 
The consequence of increased edge density in this area is likely to differ by the affected species. 
For example, access roads may pose more of a threat to smaller animal species and plant species 
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than to larger animals such as the whitetail deer. Thus, although this research gives an indication 
of which metrics may be changing, further research is needed to explain the ecological 
significance. 
  It is notable that the patterns of changes in landscape metrics for the county as a whole 
were not consistent with those observed when the county was stratified into high-activity and 
low-activity areas. This suggests that summary landscape metrics over large areas can obscure 
important, but contradictory patterns, in different regions of the study area. Although the use of 
landscape metrics within the context of this study focused on evaluating whether natural gas 
development is significantly altering the landscape, it is difficult to isolate changes in metrics 
due solely to this type of activity from other types of development. However, the use of high-
activity and low-activity samples does show that there tends to be increased fragmentation in 
high-activity areas as would be expected.  
 This research provides an overall assessment of how the forested areas of Greene County 
have changed over the past six years as a result of natural gas development as well as other 
resource extraction industries. Significant change was only evident for some landscape metrics 
and not others. The overall changes in metrics might not be as important as the spatial 
arrangement of these changes upon the landscape in the context of fine-scale habitat studies. 
Therefore, more focus on fragmentation related to natural gas development at a scale finer than 
the county level is necessary, because changes at the broader scale may be small, but at the same 






6. Conclusions and future research 
 The classifications produced for this study were the result of a pixel-based maximum 
likelihood supervised classification and an object-based membership function classifier. The two 
methods produced maps with an accuracy that varied between 74.7-87.1%. However, the 1 m 
object-based classification was the only map that was statistically more accurate than any other 
map. Thus, as scales become coarser than 1 m, there was no difference between the classification 
methods. My research has shown NAIP imagery to be a useful, low-cost data source, although 
several limitations of the data provide ample justification for testing classification methods using 
alternate imagery sources. In particular, radiometric normalization between images acquired at 
different times of day and even different months is a challenge. 
 As the spatial resolution of object-based classifications coarsens, the accuracy of 
correctly identified well clearings decreased, which is what was expected based on previous 
studies. In contrast, pixel-based accuracy increased as spatial resolution coarsened. Thus, the two 
classification methods indicate higher accuracy at opposite ends of the analyzed spatial 
resolutions. Perhaps more importantly for the specific context of gas wells, the 1 m object-based 
classification was significantly more accurate overall than the 30 m classification, but the 30 m 
pixel-based classification was slightly more accurate when identifying well clearing land cover 
change. 
 Although complete automation for identifying gas well clearings is not yet possible, 
object-based rulesets provide a unique opportunity for incorporating not only shape, texture, and 
spectral properties, but also the relationships with surrounding objects. Image segmentation 
parameters affect the classification accuracy, and so care must be taken to develop the most 
suitable segmentation settings possible (Clinton et al. 2010). As of this writing, there are no 
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standardized methods for choosing optimal segmentation scales and parameters (Myint et al. 
2011), although Kim et al. (2009) suggest the use of autocorrelation for selecting the optimal 
scale parameters. Improvements in both segmentation parameters and ruleset development will 
greatly advance object-based methods for mapping the extent of well clearings and monitoring 
this process over a broader geographic scale. However, constraints regarding file size and object 
segmentation software limitations hinder object-based classification of large (geographic) extents 
of high-resolution imagery. Therefore, pixel-based classification methods may still be most 
suitable for efficient classification, with little compromise in accuracy. 
 Although my research used landscape metrics to investigate scaling relations and to 
characterize changes in forested lands within the study area, this is only a start to assessing the 
potential impacts of natural gas development on Appalachian habitats. Scaling relations and 
statistically significant changes provide a baseline for further investigation into habitat 
fragmentation and ecological impacts of natural gas development. At finer geographic extents 
(smaller than the county level), natural gas development, and associated human activities, has the 
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Figure 1. Map of study area showing active oil and gas well permit locations in Greene County, Pennsylvania. Inset 




Figure 3. Research flow chart showing main steps in methods and analysis 
Figure 2. Standard false color infrared National Agricultural Imagery Program (NAIP) images of well locations in 
forested area near Jefferson, PA (a) 2004 and (b) 2010. Notice increased fragmentation following the placement of 









































Figure 4. Example of object-based accuracy assessment polygon.
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Figure 5. Comparison of the original images (rows 1 and 2), pixel-based (row 3), and object-based (row 4) maps of land cover change at 1 – 30 m spatial resolutions (columns). Note that both the 







Figure 6. Comparison of overall accuracy of land cover change maps for pixel-based and object-based 
classification methods of 5 spatial resolutions. Error bars indicate 95% confidence interval. 
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Figure 7. Accuracy comparison of the proportion of correctly identified land cover change for 180 well clearings 






























Figure 8. Scalograms showing landscape metric scaling relations across selected spatial resolutions (1 m, 2 m, 5 m, 














Figure 9. Maps of changes in landscape metrics between 2004 and 2010 for classification of 5 m data, for 30 
random quadrat samples. (a) Number of patches, (b) Edge density, (c) Mean patch size, (d) Mean shape index, (e) 










Table 1. Selected landscape metrics, definitions, and previous findings regarding scaling relations of landscape metrics at coarse resolutions 
  Scaling Relationships 
Metric Definition Wu et al. 2002 Wu 2004 
Number of patches 
(#PAT) 
Total number of patches in the landscape for 
forest class 
Predictable, decreasing power law 
function 
Consistent, robust 
Edge Density (ED) Length of edge for forest class relative to the 
landscape area. Reported in m/ha 
Predictable, decreasing power law 
function 
Consistent, robust 
Mean Patch Size 
(MPS) 
Average patch area for forest class patches (m2) Predictable, increasing power law function Consistent, less robust 
Mean Shape Index 
(MSI) 
Shape complexity of forest patches. MSI equals 1 
when patch is square and increases with 
increasing shape irregularity. 
Erratic response, relatively insensitive to 
changing scale 
Inconsistent 
% of Landscape 
(PLAND) 
Percentage of total landscape made up of forest 
patches 

































Table 2. Overall accuracy, producer’s accuracy, user’s accuracy, quantity disagreement, and allocation disagreement for maps of land cover change (a), (c), (e), 
(g), & (i) pixel-based and (b), (d), (f), (h), & (j) object-based classification methods at 1 m, 2 m, 5 m, 15 m, and 30 m spatial scales. *Note object-based 
classifications have area-weighted overall accuracy but otherwise accuracies are reported on a per-object (pixel) basis. 
a) Accuracy measures for 1m pixel-based map  
Classified Reference 
 1 2 3 4 Total User's (%) 
1 174 1 1 17 193 90 
2 1 6 0 15 22 27 
3 9 0 2 7 18 11 
4 5 0 0 62 67 93 
Total 189 7 3 101 300 
Producer's (%) 92 86 67 61 
Overall Accuracy = 81.3% 
Quantity Disagreement = 0.11 
Allocation Disagreement = 0.07 
 
 
b) Accuracy measures for 1m object-based map  
Classified Reference 
 1 2 3 4 Total User's (%) 
1 156 0 1 11 168 93 
2 5 4 0 5 14 29 
3 9 0 0 3 12 0 
4 5 1 0 80 86 93 
Total 175 5 1 99 280 
Producer's (%) 89 80 0 81 
Area-weighted Overall Accuracy = 87.1% 
Quantity Disagreement = 0.07 
Allocation Disagreement = 0.07 
 
c) Accuracy measures for 2m pixel-based map  
Classified Reference 
 1 2 3 4 Total User's (%) 
1 176 1 1 18 197 89 
2 4 5 0 17 26 19 
3 5 0 2 5 12 17 
4 4 0 0 61 65 94 
Total 189 7 3 101 300 
Producer's (%) 93 71 67 60 
Overall Accuracy = 81.3% 
Quantity Disagreement = 0.12 
Allocation Disagreement = 0.07 
 
 
d) Accuracy measures for 2m object-based map  
Classified Reference 
 1 2 3 4 Total User's (%) 
1 166 3 1 5 175 95 
2 4 1 0 5 10 10 
3 15 0 0 22 37 0 
4 3 1 0 69 73 95 
Total 188 5 1 101 295 
Producer's (%) 88 20 0 68 
Area-weighted Overall Accuracy = 80.1% 
Quantity Disagreement = 0.14 
Allocation Disagreement = 0.06 
 
e) Accuracy measures for 5m pixel-based map  
Classified Reference 
 1 2 3 4 Total User's (%) 
1 176 1 1 17 195 90 
2 7 6 0 16 29 21 
3 3 0 2 7 12 17 
4 3 0 0 61 64 95 
Total 189 7 3 101 300 
Producer's (%) 93 86 67 60 
Overall Accuracy = 81.6% 
Quantity Disagreement = 0.12 
Allocation Disagreement = 0.06 
 
 
f) Accuracy measures for 5m object-based map  
Classified Reference 
 1 2 3 4 Total User's (%) 
1 162 2 1 10 175 93 
2 3 4 0 1 8 50 
3 15 0 3 19 37 8 
4 3 0 0 73 76 96 
Total 183 6 4 103 296 
Producer's (%) 89 67 75 71 
Area-weighted Overall Accuracy = 82.3% 
Quantity Disagreement = 0.12 
Allocation Disagreement = 0.06 
 
g) Accuracy measures for 15m pixel-based map  
Classified Reference 
 1 2 3 4 Total User's (%) 
1 148 0 1 12 161 92 
2 5 7 0 6 18 39 
3 28 0 2 12 42 5 
4 8 0 0 71 79 90 
Total 189 7 3 101 300 
Producer's (%) 78 100 67 70 
Overall Accuracy = 76.0% 
Quantity Disagreement = 0.17 
Allocation Disagreement = 0.07 
 
 
h) Accuracy measures for 15m object-based map  
Classified Reference 
 1 2 3 4 Total User's (%) 
1 134 2 1 4 141 95 
2 21 5 0 8 34 15 
3 20 0 2 15 37 5 
4 7 0 0 76 83 92 
Total 182 7 3 103 295 
Producer's (%) 74 71 67 74 
Area-weighted Overall Accuracy = 74.7% 
Quantity Disagreement = 0.21 
Allocation Disagreement = 0.06 
 
i) Accuracy measures for 30m pixel-based map  
Classified Reference 
 1 2 3 4 Total User's (%) 
1 144 0 1 10 155 93 
2 14 6 0 9 29 21 
3 11 0 1 6 18 6 
4 20 1 1 76 98 78 
Total 189 7 3 101 300 
Producer's (%) 76 86 33 75 
Overall Accuracy = 75.6% 
Quantity Disagreement = 0.12 
Allocation Disagreement = 0.12 
 
 
j) Accuracy measures for 30m object-based map  
Classified Reference 
 1 2 3 4 Total User's (%) 
1 142 17 18 7 184 77 
2 9 7 0 9 25 28 
3 0 0 4 12 16 25 
4 0 0 0 68 68 100 
Total 151 24 22 96 293 
Producer's (%) 94 29 18 71 
Area-weighted Overall Accuracy = 76.0% 
Quantity Disagreement = 0.12 
Allocation Disagreement = 0.13 
 
















































Table 3. Wilcoxon signed ranks test of landscape metric changes 
between 2004 and 2010 for all quadrat samples (n = 30) 
 Landscape Metric 
Spatial 
Resolution 
(m) #PAT ED MPS MSI PLAND 
1 
2  ▲ ▼ ▲ 
5    ▲ 
15 ▲ ▲  
30 ▲  ▲ 
▲ represents significant increase in metric (p<0.05) 
▼ represents significant decrease in metric (p<0.05) 
Table 4.  Wilcoxon signed ranks test of landscape metric changes 
between 2004 and 2010 for low-activity quadrat samples (n = 20) 
 Landscape Metric 
Spatial 
Resolution 
(m) #PAT ED MPS MSI PLAND 
1 
2 ▲  ▲ ▲ ▲ 
5  ▲ ▼ ▲ 
15  ▲  
30   ▲ 
▲ represents significant increase in metric (p<0.05) 
▼ represents significant decrease in metric (p<0.05) 
Table 5.  Wilcoxon signed ranks test of landscape metric changes 
between 2004 and 2010 for high-activity quadrat samples (n = 10) 
 Landscape Metric 
Spatial 
Resolution 
(m) #PAT ED MPS MSI PLAND 
1  ▲    
2      
5  ▲    
15      
30  ▲    
▲ represents significant increase in metric (p<0.05) 
▼ represents significant decrease in metric (p<0.05) 
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8. Appendix 1: Example object-based ruleset 
 
Figure 10. Example of object-based ruleset using eCognition Developer 
 
 The first step in the object-based classification is image segmentation. Next, rules were 
developed to classify Forest and Non-Forest objects. The first rule uses Brightness to classify 
very dark objects such as water and coal, and bright objects like concrete and some rooftops. 
Next, Normalized Difference Vegetation Index (NDVI) values were incorporated to classify 
Non-forested objects below a specified threshold, and then NDVI and NIR standard deviation 
were used to classify Forest objects that met a certain criterion. The use of standard deviation to 
classify objects is helpful for separating Forest from other Non-Forest vegetation objects 
because, at appropriate segmentation scales, Forest objects are more heterogeneous than other 
vegetation land covers (e.g. fields) and thus have a coarser texture which increases the standard 




9. Appendix 2: Image acquisition date map 
 
Figure 11. Map of image acquisition dates by year for each 3.75’ × 3.75’ quarter quadrangle within study area 
 
