This paper presents a new invariant local descriptor, contrast context histogram, for image matching. It represents the contrast distributions of a local region, and serves as a local distinctive descriptor of this region. Object recognition can be considered as matching salient corners with similar contrast context histograms on two or more images in our work. Our experimental results show that the developed descriptor is accurate and efficient for matching.
Introduction
Image matching is difficult due to large variations of possible appearances of objects or scenes. The appearance variations might be caused by scale changes, rotations, different lighting conditions, and/or partial occlusions. Recently, invariant local descriptors constructed from images have been proposed to overcome appearance variations in object recognition [1] [6] [9] . The idea is to detect invariant local properties of salient image corners under a class of transformations, and then establish discriminating descriptors for these corners. In the past, Freeman and Adelson [3] developed steerable filters, which synthesize filters of arbitrary orientations from linear combinations of pixel derivatives in particular directions. Belongie et al. [1] proposed shape context that is a histogram of edge points with respect to a reference point under the log-polar coordinate. Ojala et al. [10] proposed a circularly symmetric binary pattern to discriminate textures. The gray value of the center point is subtracted by those of the local neighborhood points, and then quantized by a threshold to form a binary pattern. Lowe [6] proposed a scale invariant feature transformation (SIFT) descriptor that is invariant to scale and rotation. He computed discriminating image features through the detection of scale-space extremes. Then, invariant descriptors are constructed by using a weighted orientation histogram around the feature point.
In this paper, we propose a new invariant local descriptor called contrast context histogram (CCH) and apply it to image matching. CCH exploits contrast properties of a local region. Rotation and linear illumination changes are considered to make it robust against geometric and photometric transformations. In the experiments, we use CCH descriptors to represent clutter scenes and show its successfulness in image matching.
The CCH Descriptor
A main issue in developing invariant local descriptors is to represent a region effectively and discriminatively. Color histogram [2] is an option for textural description, but it is sensitive to illumination changes. Instead, we introduce the concept of contrast histogram to describe a component represented by an image patch, as shown below.
In our approach, we assume that there are already many salient corners extracted from an image I. For each salient corner p c in the center of an n×n local region R, we compute the contrast C(p) of a point p in R as
where I(p) and I(p c ) are the intensity values of p and p c , respectively.
We then construct a descriptor of p c based on these contrast values. In our approach, we separate R into several non-overlapping regions, R 1 , R 2 ,…, R t . Without lost of generality, we use a log-polar coordinate system (r, θ) to perform the division, as shown in Figure 1 . Log-polar coordinate system has been used in many previous works [1] [11] , and is more sensitive to positions of nearby points respect to the center. To make the descriptor invariant to image rotations, the direction of θ = 0 in the log-polar coordinate system is set to be coincide with the edge orientation of p c .
How to represent a sub-region R i efficiently and discriminatively is an important issue. We consider a histogram-based representation since histogram is relatively insensitive to non-uniform deformations of a region. An intuitive way to employ the histogram feature is to accumulate the contrast values in a subregion into a histogram bin. However, summations of positive and negative contrast values may decrease the discriminating responses of the bin. Thus, to increase the discriminative ability of the descriptor, we introduce the positive and negative histogram bins of the contrast values for each sub-region, as shown in the following.
For each p in R i , we define the positive contrast histogram bin with respective to p c as
is the number of positive contrast values in R i . In a similar manner, the negative contrast histogram bin is defined as
where # − i R is the number of negative contrast values in R i . By composing the contrast histograms of all the sub-regions into a single vector, the CCH descriptor of p c with respect to its local region R is defined as follows:
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To further overcome linear light changes, we normalize the CCH descriptor to a unit vector.
Experiments
We evaluated CCH descriptors on the data set 1 used in [9] . The dataset contains images with various geometric and photometric transformations for different scene types. To compute CCH descriptors from an input image, we first extracted corners from a multi-scale [5] Laplacian pyramid [8] by detecting Harris corners [4] on each level of the pyramid. A salient corner is selected if its minimal eigenvalue is larger than all the eigenvalues of its neighbors in a 7×7 region. Figure 1 illustrates the contrast context histogram of a salient corner p c under the log-polar coordinate system. A local n×n region R is divided into 
where Dist(⋅) is the Euclidean distance between the CCH descriptors and α is 0.6 in our experiment.
We compare CCH 2 with SIFT [6] , which has been shown to be superior to other approaches in [9] . We used the SIFT code available in [7] in the experiments. Both CCH and SIFT were computed on images whose intensities are normalized to [0, 1]. We used k = 3 for the distance quantization and l = 8 for orientation quantization to implement the CCH descriptor according to empirical experience. Thus, the dimension of the CCH feature is 2×4×8 = 64. shows some examples of matching results by using CCH. The correspondences between two images were marked and connected with straight lines.
The results are shown in Table I . Both of these two methods have high matching accuracies on the dataset. Although the dimension of CCH is less than that of SIFT, it can perform comparable accuracy to SIFT.
Both methods were implemented by C# under an Intel P4 3.4G computer, and the computation time is shown in Table II . In this table, the descriptor time is the total time for salient corner selection and descriptor construction of the whole dataset. The matching time is the total time for finding the corresponding pairs of the whole dataset. It can be seen that the descriptor time of CCH is much less than that of SIFT because only subtraction is required when constructing CCH. By contrast, SIFT needs to compute magnitudes and the orientations of all pixels in a local sampled region. Average descriptor time is the average time to construct a descriptor for a salient corner. The matching time of CCH is also less because the dimension of CCH is smaller than that of SIFT. Our experiments show that the CCH descriptor has comparable matching accuracy than SIFT, but is more efficient to compute and match.
Summary
In this paper, we introduce CCH that is a new invariant descriptor to describe local properties of image patches. CCH is efficient to compute since simple subtraction is used in its construction. Employing positive and negative histogram bins of the contrast values makes CCH discriminative for image matching. Experimental results and comparative studies show that CCH has high matching accuracies with less computation time. 
