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Abstract—Thrust, power and intermediate wake 
predictions obtained using resolved rotating blade with 
sliding mesh simulations for a hydrokinetic turbine 
(HKT) are assessed using the open-source flow solver 
OpenFOAM. Single- and two-phase URANS and DES 
computations are performed for three-blade, 0.5m 
diameter (D) turbine mounted on a stanchion that 
intersects the free surface with a tip-speed ratio λ = 6.15. 
The thrust and power predictions compare within 5% of 
the experimental data. Results show that the thrust 
predictions are dominated by the pressure distribution 
on the blades, whereas the shear stress plays a significant 
role in the power predictions. The turbine performance 
showed unsteadiness with amplitudes around 3% of the 
mean, due to the disruption of the flow each time a blade 
passed in front of the stanchion. The wake recovery is 
primarily due to the growth of shear layers (originating 
from the blade tips) towards the turbine axis, which are 
primarily caused by the cross-plane turbulent velocity. 
The shear layer growth is enhanced by the turbulence 
produced by the stanchion. Predictions of the mean wake 
profile compared within 10% of the experimental data, 
which is significant improvement over previous Fluent 
predictions that showed large errors of 22%. The 
improved predictions in OpenFOAM is attributed to 
better turbulence predictions. Two-phase results show 
that the interaction between the wake and free-surface is 
initiated by the interaction of stanchion with the free-
surface. The free-surface creates a blockage effect that 
accelerates the flow in the upper bypass region and 
enhances the wake recovery. 
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I.  INTRODUCTION 
YDROELECTRIC power represents a clean and 
renewable source of energy that accounts for 16% of 
all electricity generated in the world [1] and is 
predominately produced by the impoundment of rivers. In 
contrast, hydrokinetic power, produced by naturally 
flowing water without impoundment such as river 
currents, ocean currents, and tidal streams, represents a 
largely untapped renewable energy source. The primary 
advantage of the hydrokinetic power is its predictability, 
as the energy in the tides can be accurately predicted well 
in advance [2]. While impounded hydropower is a well-
understood technology, hydrokinetic power generation is 
an area of active research.  
Computational fluid dynamics (CFD) has the ability to 
assist in design of hydrokinetic turbine farms through 
assessment of device performance under complex flow 
conditions [3]. A review of the literature shows that CFD 
simulations have been used to either understand the 
effects of free-stream turbulence [4], topography and 
boundary layer [5, 6], dynamic motions of the platform [7], 
etc. on power production and loading on turbines; and 
prediction of turbine wake recovery for a single turbine [8] 
or those in an array [9,10] to estimate appropriate array 
design [11]. Some studies have been performed to study 
the effect of the air-water interface on HKT performance 
and wake recovery. The following provides a summary of 
the studies.  
Power production and dynamic loading studies have 
employed high-fidelity, blade-resolved simulations using 
either Reynolds Averaged Navier Stokes (RANS) or large 
eddy simulation (LES) turbulence modeling strategies. For 
example, Afghan et al. [4] performed RANS and LES 
computations of flow over a three-blade turbine to validate 
prediction of thrust and power coefficients for a range of 
tip-speed–ratio  λ= 4 to 10. Results demonstrated that LES 
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performs better than URANS in predicting the blade tip 
vortices and their interaction with the supporting tower. 
Results also demonstrated that wake recovery distance 
decreases with increasing upstream turbulence. Ahmed et 
al. [12] performed RANS and LES of flow over HKT to 
evaluate the fluctuating loads, including thrust, power and 
bending moment, on turbine blades. They concluded that 
both URANS and LES predict mean power coefficients in 
good agreement with experimental data. However, LES 
predicts a realistic unsteadiness in blade loads, which arise 
due to flow separation from the blade, blocking effect of 
the support tower and blade-generated turbulence, and 
result in up to ±10% variation over mean loads. Zhang and 
Kim [13] and Liu et al. [7] performed RANS computations 
for semi-submersible-type floating offshore wind turbines 
(FOWTs) under combined wind–wave excitation 
conditions. Zhang and Kim [13] reported 8 to 10% increase 
in the thrust and power predictions for FOWTs compared 
with an onshore wind turbine due to pitching of the 
turbine.  
Wake prediction studies have been performed using 
RANS and LES, but using low-fidelity turbine blade 
models, such as actuator disk or actuator line models. 
Bouras and Ingham [6] used RANS along with an actuator 
disk model for prediction of the wake. The results 
demonstrated that traditional RANS models predict faster 
wake recovery than experiments and over predict 
turbulent kinetic energy (TKE). Kasmi et al [14] drew a 
similar conclusion. Their study reported that the standard 
k-ε URANS model, where 𝑘𝑘 = 12(𝑢𝑢′
2+𝑣𝑣′2+𝑤𝑤′2) is the TKE and 
ε is the dissipation, over predicts turbulence kinetic energy 
in the regions of high mean shear, i.e., in the near/ 
intermediate wake region behind the blade tip, thereby 
increasing the turbulent diffusion and under predicting 
the velocity deficit. They proposed modifications to the 
turbulence model by adding a dissipation term to limit the 
turbulent kinetic energy (and viscosity) in the high shear 
regions. Espinosa [15] performed LES of flow over a wind 
turbine using actuator disk model. The study reported 
good predictions of velocity deficit and TKE profiles in the 
wake (from x/D = 2 to 10), when compared with 
experimental data. One of the critical modelling aspects 
emphasized in the study was implementation of resolved 
turbulence trigger. Wang et al. [10] performed LES of flow 
over three yawed wind turbines arranged in different 
wake configurations using actuator-line model. The CFD 
predictions compared very well with experimental data 
for wake behaviour and power output. Archer et al. [16] 
used LES and an actuator-line model to quantify the effects 
of array layout on the performance of offshore wind farms. 
Moon et al. [17] used the above numerical approach to 
generate wake profiles of wind turbines. The wake-related 
mean and turbulence field were then estimated to develop 
a stochastic wake model for farm design.  
Bahaj et al. [18] investigated the effect of topography 
and the free-surface on turbine performance using a 
porous disc model. The study reported that the closeness 
of the free surface to the turbine induces axial asymmetry 
in the wake. Riglin et al. [19] performed numerical analysis 
of hydrokinetic turbine power production using a resolved 
blade model with four different tip clearances (i.e., gap 
between the blade tip and the free-surface) ranging from C 
=0.57D -2.28D, where D is turbine diameter. The tip 
clearances corresponded to critical Froude number FrC = 
1.31 to 0.71. Results showed a 32.2% reduction in turbine 
power at critical flow conditions, i.e., FrC ≥ 1, and at these 
conditions the turbine wake started to interact with the 
free surface at around 4 to 5D downstream of the turbine 
and shift upwards. Kolekar et al. [20] investigated the 
effect of channel blockage and tip clearances on three-
blade marine HKT power production both experimentally 
and using blade resolved simulations. The tip clearances 
were varied from C = 0.03D to 0.73D. They concluded that 
channel blockage improves the power productions, 
whereas the free-surface interaction reduces the power 
production when tip clearances are less than 0.25D. 
Smaller tip clearances, i.e., C ≤ 0.2D, also result in a 5 to 10 
% drop in water depth behind the turbine, which 
significantly affects the wake expansion and recovery. 
Overall, the literature review shows that fully-
resolved blade model has been used primarily for studies 
to evaluate loading on turbine blade, whereas wake 
studies have primarily employed on the actuator disk/line 
models with high fidelity LES to either optimize array 
layout or to develop wake models to be used for array 
design [21].   
The objective of this research is to validate the 
predictive capability of blade-resolved simulations for 
HKT thrust, power and intermediate wake predictions 
using flume data [2]. The study builds on the authors’ 
previous blade-resolved HKT validation effort using 
Ansys/Fluent using RANS, Detached eddy simulation 
(DES) and LES models [22,29]. Their study demonstrated 
that, although blade-resolved simulations are sufficiently 
accurate for HKT thrust and power predictions, they 
exhibit deficiencies in the prediction of wake recovery. 
Typically, the recovery was significantly under predicted 
compared to experimental data. The LES simulations were 
somewhat better than URANS, but both failed to 
accurately predict the TKE levels in the tip vortex region. 
In the LES simulations, the limitations were clearly caused 
by issues at the rotating domain interface, as resolved 
turbulence generated at the blade tips was not transported 
across the interface. It was difficult to determine whether 
this limitation was due to grid design, i.e., use of 
tetrahedral meshes (even though the grid was adaptively 
refined in the tip vortex region) or solution interpolation at 
the rotating interface. In this study, OpenFOAM 
simulations are performed using RANS and DES and two 
different grid topologies, i.e., mixed 
hexahedral/tetrahedral cells, and hexahedral cells using 
SnappyHexMesh a mesh generator supplied with 
OpenFOAM. Simulations are also performed for two-
phase flows to accurately depict the experimental 
EL FAJRI et al.: SHALLOW-WATER EFFECTS ON HYDROKINETIC TURBINE WAKE RECOVERY 
 
27 
conditions. The predictions are compared with 
experimental data and with Fluent results to assess the 
current state-of-art in predictive capability of blade-
resolved simulations.  
II.  NUMERICAL METHODS 
Simulations are performed using OpenFOAM, an open-
source finite volume CFD toolbox developed by Jasak et al. 
[23]. The flow fields are governed by the two-phase 
incompressible Navier-Stokes equations for which the 
mass and momentum conservation equations are: 
 
∇. ρ𝒖𝒖𝒓𝒓 = 0 (1a) 
𝜕𝜕ρ𝒖𝒖
𝜕𝜕𝜕𝜕
+ ∇. (ρ𝐮𝐮𝒓𝒓𝐮𝐮) + 𝛚𝛚 × 𝒖𝒖
= −∇p + ∇. {2(µ + 𝜐𝜐𝑇𝑇)𝑫𝑫} + ρ𝒇𝒇𝒃𝒃 
(1b) 
 
where, 𝒖𝒖 is a velocity vector, 𝐮𝐮𝒓𝒓 = 𝒖𝒖 − ω × 𝒓𝒓 is the relative 
velocity, ω = (ω𝑥𝑥, 0,0) is the turbine rotation vector, 𝒓𝒓 is the 
radial location vector,  𝑫𝑫 is the rate-of-strain tensor, 𝒇𝒇𝒃𝒃 is the 
body force term due to gravity and surface tension, µ is the 
molecular  dynamic viscosity, 𝜐𝜐𝑇𝑇 is the turbulent dynamic 
viscosity, ρ is the density of the fluid, and p is the 
kinematic pressure. For single-phase simulations, ρ and µ 
are constant and specified to be those of water. For two-
phase simulations, an addition transport equation is 
solved for volume-of-fluid (VOF) which tracks the air and 




+ ∇. (𝒖𝒖 𝜕𝜕) = 0 (1c) 
 
𝜕𝜕 is the phase fraction whose value varies between 0 ≤ 𝜕𝜕 ≤
1. Note that 𝜕𝜕 = 0 represents the air and 𝜕𝜕 = 1 represents 
the water and in between is the air-water interface. The 
density and viscosity of the mixture are defined as:  
 
 𝜌𝜌 = 𝜕𝜕𝜌𝜌𝑙𝑙 + (1 − 𝜕𝜕)𝜌𝜌𝑔𝑔 (1d) 
𝜇𝜇 = 𝜕𝜕𝜇𝜇𝑙𝑙 + (1 − 𝜕𝜕)𝜇𝜇𝑔𝑔 (1e) 
 
where the g and l subscripts denote the air and water 
phases, respectively. For the two-phase simulations 
performed herein, surface tension effects were neglected, 
and the body force term (i.e., gravity) is applied only to the 
water phase.  
In a previous study, Robertson et al. [24] validated 
OpenFOAM numerical methods and turbulence models 
for incompressible, bluff-body, single-phase flows, which 
included flow over a backward facing step, a sphere and a 
sharp leading-edge delta wing. The study identified the      
2nd-order linear upwind and blended 1st/2nd-order bounded 
central difference schemes as the most efficient for RANS 
and DES simulations, respectively. These numerical 
guidelines are adopted in this study.  
Simulations were run on 60 processors for about 318K 
time steps, which corresponds to 111 turbine blade 
rotations, and each time step took 11.1s of CPU time. The 
total CPU run time was 40 days and 58.3K CPU hours.  
III.  SURVEY OF EXPERIMENTAL DATA 
Model-scale experiments focusing on measurements of 
turbine performance, i.e., thrust (CT) and power (CP) 
coefficient, and intermediate wake (x/D=1.5-7, where x is 
the streamwise direction) characteristics were performed 
in a recirculating flume at the University of Liverpool 
[2,25,26]. The model HKT had a blade diameter D=0.5 m 
and could have up to six blades [25]. The experiments were 
performed using a three-blade model (Fig. 1) for different 
pitch angles. The blade has a Wortmann FX 63-137 profile 
with a chord length of 0.03 m at the tip and 0.08 m at the 
root with a 35° twist along the length. The turbine was 
supported from above using a cylindrical stanchion 
located 0.3m (or 0.6D) behind the blades and the turbine 
axis was at a water depth of 0.425m. Thus, in the transverse 
(y) direction, the tip of the turbine was 0.175m (or 0.35D) 
below the free-surface, and 0.125m (or 0.25D) above the 
bottom wall. The test section had a spanwise (z) extent of 
1.35 m, thus the blade tip clearance was 0.425m (or 0.85D). 
Mason-Jones et al. [24] performed experiments using 
blade pitch angles of 3°, 6° and 9°, and an incoming water 
velocity of 𝑈𝑈0 =1 m/s. The thrust, power and torque were 
measured for different blade rotation velocities from ω0=11 
rad/s (𝜆𝜆 = 𝜔𝜔0𝐷𝐷/2𝑈𝑈0=2.7) to ω0=28 rad/s (λ=7). Morris [25] 
identified that the above data had a high level of scatter as: 
(1) there was an insufficient distance between the turbine 
rotation plane and the support stanchion; and (2) the 
coupling between the turbine and the motor coupling was 
located above the water surface. The experimental set-up 
was modified, and measurements were repeated for a 
blade pitch angle of 6° and 𝑈𝑈0 =1 m/s. The thrust, power 
and torque were measured for ω0=18 rad/s (λ=4.4) to ω0=28 
rad/s (λ=7). As shown in Figure 2(a), CP measurements 
from experiments [24,25] agreed well for λ=4.4 -5. 
However, some of the data [23] showed higher CP values 
for λ>5 and a 5% higher CT (Fig. 2b). 
Tedds et al. [2] performed experiments using a blade 
pitch angle of 6° for λ=6.15, and an inflow velocity range of 
U0=0.5–1.5 m/s with a turbulence intensity (TI) of 2%. Wake 
measurements were performed for x/D=1.5 to 7 that 
included: contours of streamwise, transverse and 
spanwise velocities in five transverse planes at y/D=0, 
±0.25 and ±0.5; 𝑢𝑢′and TKE profiles with respect to z/D in 
the plane at y/D=0; maximum Reynolds stresses and TKE 
in the plane at y/D=0, ±0.25 and ±0.5 planes; and a 
turbulence anisotropy map in the wake.  
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Figure 1: Photograph of the turbine blade and support assembly 
(taken from [2]). 
IV.  DOMAIN, GRID AND SIMULATION CONDITIONS 
Simulations were performed for the three-blade HKT with 
blade pitch angle of 6° as used in the experiments [2,25]. 
Simulations are performed for D=0.5 m, U0 =0.892 m/s, 
inflow turbulence intensity TI=2%, blade rotation 
ω0=21.932 rad/s, λ=6.15 and diameter based Reynolds 
number ReD=4.5×105 (assuming water at T=20°C). The flow 
conditions corresponded to the experimental conditions 
reported in [2].  
As shown in Fig. 3, the simulation domain consisted 
of two blocks – a hexahedron outer block, and a cylindrical 
blade assembly block with the turbine center located at the 
origin (x =0, y =0 and z =0). The outer domain extended 
from x/D=[-5, 21], y/D=[-0.75, 1.15] and z/D=[-1.35, 1.35]. 
The y and z extents of the domain were same as that of the 
dimensions of the test section, i.e., the cross-section of the 
flume below the free-surface. The blade assembly 
cylindrical domain had a diameter of 1.4D and spanned 
from x/D=[-0.22, 0.38]. 
A Dirichlet boundary condition was used at the inlet. 
A steady inflow velocity U0 was specified and the modeled 
turbulence parameter was adjusted to produce the 
appropriate TI. A fixed pressure boundary condition was 
used at the outlet. A wall-function boundary condition 
was used both for the blade, stanchion surfaces, and 
bottom and side boundaries. A sliding interface was used 
to transfer information between the rotating turbine 
assembly domain and the static outer domain. The flow in 
the outer domain was solved in an Earth-fixed inertial 
reference frame, i.e., ωx=0 in Eq. 1(b). The flow in the 
turbine assembly domain was solved in an Earth-fixed 






Figure 2: (a) Power coefficient CP and (b) thrust coefficient CT 






Figure 3: Simulation domain and boundary conditions. Inset figure 












































Figure 4: (a) Mixed prism and tetrahedral cells mesh; and (b) hex cells mesh used in this study. 
Table 1: Summary of simulations performed in the study. 
 
Two different grid topologies were used for the 
simulations: (1) mixed prismatic- and hexahedral-cell 
mesh; and (2) hexahedral-cell mesh. The mixed cells mesh 
was manually generated using Pointwise software [28]. 
For this grid, first a triangular surface mesh was generated 
on the boundaries. The boundary cells were then extruded 
normal to the surfaces by specifying extrusion length to 
obtain prismatic cells in the boundary layer. The extrusion 
length was estimated using ReD and analytical turbulent 
flat plate boundary layer profiles to maintain y+~1 for the 
first cell away from the wall. To capture the boundary 
layer, around 10 layers were extruded from the surface 
using an expansion ratio of 1.1. The hexahedral meshes 
were created using OpenFOAM mesh utility 
SnappyHexMesh [23], a 3D Cartesian-based mesh 
generation tool. For SnappyHexMesh, the body geometry 
file and background hex-cell mesh which corresponds to 
the computational domain were provided to the mesh 
generator, they undergo cell splitting and surface 
snapping. The mesh refinement in the regions of interest 
was obtained by adding refinement blocks. Close-up view 
of the grid designs are shown in Fig. 4(a,b). 
As summarized in Table 1, single-phase URANS and 
DES computations were performed using 11M mixed-cell 
and 7M hex-cell grids, and two-phase URANS simulations 
were performed using a 19M hex-cell grid. Note that the 
two-phase simulation grid was much larger than the 
single-phase simulations grid, as an additional refinement 
block was added near the free surface region.  
V.  RESULTS AND DISCUSSION 
A. Performance Predictions 
The 2nd-order, bounded-central difference scheme 
provided more accurate power predictions than 2nd-order 
upwind scheme because of improved wall shear stress 
predictions on the on the leeward side of the blade (results 
not shown). Simulations on hex cells under predicted 
thrust and power compared to predictions mixed cells, 
because of lower surface pressures and mostly over 
predicted of blade shear stress towards the tip. As shown 
in Figure 2 and Table 1, CT and CP predictions obtained 
using the 2nd-order bounded-central difference schemes on 
mixed cells compared within 4% of the experimental data. 
The poor predictions on the hex-cells were probably 
because the blade boundary layer was not predicted well 
by the cut-cell grids. Both thrust and power were primarily 
due to the pressure and stress distributions over the 
blades, and hub contributions were < 2%. The thrust was 
primarily due to pressure forces, whereas both stress and 
pressure components were important for power 
predictions. The viscous moments were around 35% of the 
pressure moments and acted in the opposite direction of 
the latter. The Fluent simulations showed similar 
contributions of pressure and stress moments. 
Analysis of the pressure distribution on the blade 
showed high pressure on the front face and low pressure 
on the back face, near the blade tips. The pressure 
difference between the front and back faces was the 
primary source of drag. For the power predictions, the 
high and low pressures on the front and back faces, 
respectively, acted opposite to each other. Whereas the 
Solver Grid Model Phase 
Thrust Power 
CT (E%) CT,p (%CT) CT,f (%CT) CP (E%) CP,p (%CP) CP,f (%CP) 






1.042 (3%) 1.034 (99.2%) 0.013 (1.2%) 0.248 (19.3%) 0.342 (137.9%) -0.094 (-37.9%) 




Mixed cells  
URANS 
Single 
0.968 (-4.4%) 0.96 (99.2%) 0.006 (0.7%) 0.198 (-1%) 0.303 (152.8%) -0.105 (-53%) 
DES 0.959 (-5.3%) 0.952 (99.2%) 0.008 (0.7%) 0.191 (-5.2%) 0.294 (154.3%) -0.104 (-54.7%) 
7M, 
Hex cells 
URANS 0.890 (-13.4%) 0.879 (98.7%) 0.0107 (1.2%) 0.155 (-29%) 0.291 (187.2%) -0.135 (-87%) 
DES 0.886 (-13.9%) 0.875 (98.7%) 0.0106 (1.1%) 0.152 (-31.5%) 0.287 (188.1%) -0.135(-88.8%) 
19M,  
Hex cells 
URANS Two 0.901 (-10.8%) 0.890 (98.8%) 0.09 (1.2%) 0.220 (10%) 0.322 (150.9%) -0.112 (-50.9%) 
Tetrahedral cells 
Prism cells 
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high shear stresses towards the blade tips on both the front 
and back faces resulted in power loss. Thus, it is reasonable 
that shear stresses played a larger role in power 
predictions than for thrust.   
CT and CP time histories in Fig. 6 showed unsteady 
variations with amplitudes around 3% relative to the 
mean. The variations showed a dominant frequency f=10 
Hz, which was close to NB×ω0/2π, where NB is the number 
of blades. A similar dominant unsteadiness was not 
predicted in simulations without the stanchion (results not 
shown); thus, the unsteady thrust and power predictions 
were attributed to the disruption of the flow each time a 
blade passes in front of the stanchion. Such blade-tower 
interaction is well documented in the literature [4,24]. 
 
  
                       (a)                                                      (b)               
Figure 5: Blade surface (a) pressure and (b) shear stress magnitude 
distribution on front face (left) and back face (right) obtained using 
mixed cells using URANS. 
  











Figure 7: Instantaneous wake is shown using isosurface of second 
invariant of rate-of-strain tensor Q = 5 coloured using streamwise 
velocity. (a) DES predictions on mixed prism/tetrahedral cells mesh; 
(b) URANS and (c) DES predictions on hex cells mesh (d) URANS 
two phase flow along with isosurfaces of the free surface coloured 
using wave elevation height. 
B. Wake Recovery 
Instantaneous wake flow in Fig. 7 showed that the 
wake region was dominated by large-scale spiralling 
vortical structures generated from the tip of the turbine 
blades. The tip vortices expanded slowly outwards and 
resulted in an annular inverted jet with two shear layers, 
one developing inward towards the turbine axis and other 
appearing outward of the blade tip region. The inner shear 
layer growth was significantly affected by the turbulence 
generated by the turbine, and thus played a critical role in 
wake recovery. Predictions also showed spiral vortex rings 
emerging from the root of the blades. The root vortices 
showed strong interaction with the turbine-shaft 
boundary layer and the flow separation behind the shaft. 
The root vortex ring shrunk in diameter and dissipated 
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URANS predicted steady vortical structures which 
decay rapidly by 2-3D downstream whereas in DES the 
ring vortices were observed even in far wake up to 10-15D. 
The vortex ring disintegrated once it interacted with the 
stanchion, and coherent turbulent structures were 
generated. As evident, the coherent structures were 
predicted significantly better on the hex-cell mesh than on 
tetrahedral cell mesh. The free-surface prediction in the 
two-phase simulation shows a standing wave pattern with 
higher wave elevation upstream of the stanchion and 
lower wave elevation in the wake (Fig. 7d). The free-
surface also shows a prominent scar pattern, which is 
sustained up to 10D downstream in the wake. This scar 
pattern could be due to the effect of tip vortices. Similar 
scar patterns have been reported in ship flows due to 
vortices generated from the hull in the water [30]. 
The wake deficit profile in the far-wake, beyond, i.e., 
x/D=8, showed a self-similar Gaussian profile. The wake 
deficit amplitude and the width show a linear variation 
with x/D. The wake amplitude decayed at a rate of 
0.185U0/D, whereas the wake width increased. The wake 
width increase was consistent with those reported by 
Bastankhan and Porte-Agel [27].   
C. Mean Wake Predictions 
The experimental data in the plane at y/D=0 in Fig. 8(a) 
showed a peak mean wake deficit (1-u/U0) of 71% U0 at 






 Figure 8: Mean streamwise velocity contour: (a) experiments and (b) 
OpenFOAM on mixed cells mesh. 
The deficit peak moved towards the axis and reached the 
centerline by x/D=5.5-6, where the deficit is about 16%U0. 
The deficit contours in the planes at y/D=±0.25 were 
qualitatively similar to those in the plane at y/D=0 except 
that the peak occurred at z/D~±0.32, slightly inward of the 
tip location on the plane at z/D~±0.43. The mean deficit 
behind the blade tips in the planes at y/D=±0.5 showed a 
peak value around z/D~0, which decreased gradually in 
the downstream direction. The stanchion side planes at 
y/D=0.25 and 0.5 showed 2% and 6% higher deficits 
throughout the intermediate wake, respectively, 
compared to those in the center plane at y/D=0. On the 
other hand, the deficit in non-stanchion side planes at 
y/D=-0.25 and -0.5 showed 5% and 14% lower wake 
deficits, respectively. 
 







Figure 9: Validation URANS and DES wake predictions using 
experiment [2]. Variation of peak wake deficit downstream of 
turbine at: (a) y/D = 0 and (b) y/D =-0.5 and (c) y/D = 0.5 planes. 
 
The CFD predictions were qualitatively consistent 
with the experimental data, as shown in Figs. 8(b). The 
CFD predictions also showed higher wake deficit towards 
the stanchion side than on a deep-water side similar to the 
experiments. To validate the predictions, the peak wake 
deficits in the planes at y/D=0, ±0.25 and ±0.5 were 
compared with the experimental data. Sample results in 
the planes at y/D=-0.5, 0 and 0.5 are shown in Fig. 9. Both 
URANS and DES predictions compared quite well with 
the experimental data, and the averaged error is 8.2%, 
10.1% and 12.2% for y/D=-0.5, 0 and 0.5, respectively. The 
OpenFOAM results were significantly better than those 
predicted using Fluent, where the latter showed an 
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predicted better in OpenFOAM than Fluent, although the 
shear-layer reached the centerplane further downstream 
than the experiment. 
The experimental data in the y/D=0 plane in Fig. 10(a) 
showed negative and positive mean transverse velocities 
(v) for positive and negative z/D, respectively. The peak 
|v|~0.12U0 was observed at x/D~1.5 and decreased 
downstream. The peak location showed asymmetry and 
the profile tended to shift towards the negative z/D 
direction. CFD predictions showed negative and positive 
v contours consistent with the experiment. Analysis of the 
instantaneous solution showed that the antisymmetric 
velocity pattern was predicted due to the counterclockwise 
swirl imparted by clockwise rotating turbine in the wake. 
The peak |v| was obtained around z/D~0.3, which is in 
between the blade tip and the root. The CFD predictions 






Figure 10: Mean transverse velocity contour: (a) experiments and (b) 
OpenFOAM on mixed cells mesh.    
 
The experimental data showed mostly small mean 
spanwise velocities with peak values |w|<0.05U0 (figure 
not shown). The spanwise velocity didn’t not show any 
well-defined structure on other planes. The CFD 
predictions also showed almost negligible spanwise 
velocity with |w|<0.1U0.   
D. Turbulent Wake Predictions 
The TKE profiles in the intermediate wake predicted by 
the simulations in the plane at y/D=0 were compared with 
the experiment data in Figure 111. The experimental data 
showed large TKE values close to the blade tips around 
z/D=0.55 for x/D≤2. The TKE peak moved slightly towards 
the axis, and an almost uniform TKE was observed at 
x/D=4.5. The peak TKE value decreased with x/D, where 
the rate of decay is much higher close to the turbine. The 
data also showed high TKE towards the axis at x/D=1.5, 
which decays rapidly and was not observed at x/D=2.5. 
The u′ profiles were very similar to the TKE profiles (figure 
not shown). A comparison of the TKE and u′ data showed 
that only 30-40% of the TKE was contained in the 
 
 
1 √𝑘𝑘 is plotted in the figure, as it provides a measure of the turbulent velocity. 
streamwise component over the measured region of the 
wake. Although not included here, the Reynolds stress 
invariant map in the intermediate wake region illustrated 
that the turbulence in the near wake region is strongly 
anisotropic and was primarily two-component turbulence, 









Figure 11: TKE predictions on mixed and hex cell grid are compared 
with experimental data. (a) Modeled TKE predicted for URANS. (b) 
Modeled TKE and (c) resolved TKE in DES. (d) TKE profiles at 
several downstream locations are compared with experimental data.  
 
URANS predictions showed high TKE emerging from 
the blade tips. The TKE levels increased further 
downstream and diffuses towards the center. DES also 
predicted high TKE in the blade tip wake. The resolved 
TKE was dominant in the near wake region (up to 1D), but 
beyond that resolved TKE was dominant and accounts for 
90% of TKE. Both URANS and DES predictions compared 
well with experiment, except the predictions towards the 
center for x/D = 2.5 to 5.  
E. Effect of Free-surface on Wake 
Preliminary two-phase simulations with a tip clearance 
of 0.35 D were performed to investigate the free surface 
and wake interactions. The free-surface wave elevation in 
Fig. 7(d) showed a dead water region behind the 
shanchion, and tip votices started to interact with the free-
surface around x/D=4. The streamwise velocity contours 
for single and two-phase flow at different locations 
downstream are compared in Fig. 12. The results showed 
a strong interaction between the wake defict region and 
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the free surface. The interaction between the wake and 
free-surface was initiated by the interaction of the 
stanchion with the free-surface. A significant wake 
deformation (skewness) was observed at x/D=7 which 








Figure 12: Wake predicted in (a) single-phase and (b) two-phase 
URANS simulations are compared at x/D=1.5, 4, 7. (c) Velocity 
deficit profiles at several downstream locations predicted using DES 
on mixed (M) and hex cell (H) grids, and URANS free-surface (FSw) 
simulation are compared with experimental data. The experimental 
profiles were extracted from Tecplot contours files provided by the 
Professor Robert Poole, and do not correspond to the actual 
measurement locations. 
 
As shown in Fig. 13, the presence of the free surface 
creates a blockage effect which accelerates the flow in the 
upper bypass region. Note that the blockage occurs 
because the free-surface does not deform significantly. 
Intuitively, it is expected that the free-surface should 
increase downstream of the turbine due to momentum 
reduction, similar to the hydraulic jump phenomena. The 
absence of the hydraulic jump could be due to upstream 
flow conditions and tip-clearance gap, which needs to be 
further investigated. As shown in Fig. 12(c), the velocity 
deficit profiles obtained using the two-phase simulations 
compare better with the experiments than those obtained 
using single-phase simulations. This suggests that flow 






Figure 13: Velocity contours and Q=5 isosurfaces predicted for two-
phase flow: (a) with stanchion and (b) without stanchion. 
VI.  CONCLUSIONS 
The capability of rotating, blade-resolved simulations that 
employ a sliding mesh  to predict HKT thrust, power and 
the intermediate wake was validated. For this purpose, 
single- and two-phase URANS and DES computations 
were performed for a three-blade 0.5m-diameter HKT 
turbine with a tip-speed ratio λ = 6.15, and blade tip 
clearance of 0.35D. The validation study focused on the 
prediction of turbine performance characteristics and 
mean and turbulent wake profiles in the intermediate 
wake between x/D = 1.5 to 7 using experimental data of 
Tedds et al. [2].  
The thrust predictions were dominated by the 
pressure distribution on the blades, whereas blade shear 
stress played a significant role in the power predictions. 
The mean predictions did not show a significant 
dependence on the turbulence modelling, and results 
agreed within 4% of the experimental data. However, the 
choice of turbulence model could be important for the 
operation at off-design conditions where flow separation 
might be present on the blades. The predictions for 
configurations with a stanchion showed unsteady thrust 
and power with unsteady amplitudes around 3% of the 
mean, due to the disruption of the flow each time a blade 
passes in front of the stanchion.  
It was identified that the wake recovery was primarily 
due to the growth of shear layers (originating from the 
blade tips) towards the turbine axis, which were primarily 
caused by the cross-plane turbulent velocity. The shear 
layer growth was enhanced by the turbulence induced by 
the stanchion. The far-wake develops around 8D, showed 
a self-similar Gaussian deficit profile, and isotropic 
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turbulence structures. OpenFOAM predictions of the 
mean wake profile compared within 10% of the 
experimental data, which was significant improvement 
over Fluent prediction that showed large errors of 22%. 
The improved predictions in OpenFOAM were due to 
better turbulence predictions, both for URANS and DES. 
Preliminary two-phase results showed that the interaction 
of the free-surface and the wake was initiated by the 
stanchion, and resulted in a skewed wake. The blockage 
generated by the free surface accelerates the flow in the 
upper bypass region and enhances the wake recovery in 
the near and intermediate wake. 
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