We present two sets of 12 integers that have the same sets of 4-sums. The proof of the fact that a set of 12 numbers is uniquely determined by the set of its 4-sums published 50 years ago is wrong, and we demonstrate an incorrect calculation in it
Introduction
For an arbitrary set A of n real numbers consider a set A (k) of all sums of k distinct elements of A. We call this set the set of k-sums. For which pairs (n, k) the initial set A is uniquely determined by the set of its k-sums? This question was posed by L. Moser [7] in American Math. Monthly in 1957. It turned out to be highly nontrivial and was discussed in several papers in 1960-th [4] , [8] , [3] and 1990-th [1] , [2] . In the book "Unsolved problems in number theory" by R. Guy this problem is mentioned as one of the unsolved problems in additive number theory [5, problem C5] .
In 1958 J. L. Selfridge and E. G. Straus [8] proved that in the case (n, 2) the initial set A can be recovered from A (k) if and only if n is not a power of 2. For the general case, they constructed a system of Diophantine equations on the variables n and k. If a pair (n, k) satisfies neither of these equations (this is a typical case), the initial set A can be recovered uniquely. But if a pair (n, k) satisfies at least one of the equations (we have exactly this case for (n, k) = (12, 4)), the possibility of recovery is not clear. In 1962 A. S. Fraenkel, B. Gordon, E. G. Straus [4] showed that it is sufficient to consider the problem over integers and that for every k there exists only a finite set of numbers n for which A is not uniquely determined by A (k) . For bad cases (8, 2), (16, 2), (6, 3) and (12, 4), they gave an upper bound on the number of sets A for which the sets A (k) coincide. In 1968 J. Ewell [3] proved that for the case (6, 3) the maximal number of sets A with the same set of k-sums is 4. In 1994 D. V. Fomin and O. T. Izhboldin [1] showed, for cases (27, 3) and (486, 3), the examples of two different sets with the same set of k-sums. Similar examples were constructed independently by J. Boman and S. Linusson [2] . J. Ewell [3] proved also that for the case (12, 4) the initial set A can be recovered uniquely. Unfortunately, this is not correct, and below we show a mistake in Ewell's proof. While we were trying to fix the mistake using the computer algebra system Maple, we found an example of two sets of 12 numbers with the same set of 4-sums. So, the following theorem holds. Theorem 1. There exist two sets of 12 integers that have the same set of 4-sums.
There do not exist three sets of 12 numbers with the same set of 4-sums. This statement is proven in [4] . It follows from our calculations that the example of two sets with the same set of 4-sums is unique (up to shifts and scalings).
The original proof
Let A be an arbitrary set of n (not necessarily different) numbers A = {a 1 , a 2 , . . . , a n }.
A k-sum is a number of the form
Denote by A (k) the set of all k-sums. We consider the special case n = 12, k = 4 of the following main problem on the sets A (k) .
Find all pairs (n, k) such that the set A is determined by the set A (k)
We briefly describe the approach to this problem developed in [8, 4, 3] . In [4] , it is shown that the answer to the question does not depend on whether the numbers a i are integer, real, or complex. So we assume that our sets contain complex numbers. Consider the symmetric functions of set A. For 1 ≤ j ≤ n and for any set of nonnegative integers {p 1 , p 2 , . . . , p j } denote by S p 1 ,p 2 ,...,p j the symmetric monomial power sum
where the summation runs over the set D(j) of all ordered j-subsets {i 1 , i 2 , . . . , i j } ⊂ {1, . . . , n}. In particular
The following observation allows us to reduce the complexity of calculations. It is easy to check that the shift {a 1 , . . . , a n } → {a 1 + t, . . . , a n + t} and the scaling {a 1 , . . . , a n } → {ta 1 , . . . , ta n } do not affect the solvability of the original problem. Hence, we can put S 1 = 0, S 2 = 1 in the most cumbersome calculations.
It is well known that the set of power sums S p , p ∈ {1, 2 . . . , n} determines the set A uniquely. The sum S m for m > n can be expressed via S 1 , . . . , S n by repeatedly applying the following formula (see MacMahon's book [6, page 6]):
The monomial power sum S p 1 ,p 2 ,...,p j can also be expressed via S 1 , . . . , S n by applying the following formula:
which follows from the definition of the monomial power sum (1). Now consider the symmetric functions of set A (k) . Let E p denote the p-th power sum of A (k) . Expand the brackets in the definition of E p (for the case k = 4):
We can apply formulas (3), (2) to the right-hand side of the last formula and obtain the following expressions of E p via S 1 , . . . , S n (these expression are given in [3] ).
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(15) Observe that the coefficient of S 6 in (10) vanishes. This explains why the case (12, 4) is "bad". If the coefficient were not equal to 0, we could successively find S 2 , . . . , S 12 and recover the initial set A uniquely.
Since the equation (10) turned out to be useless, J. Ewell added one more equation to the system:
Express the sum S 14 in terms S 2 , . . . , S 12 by formula (2) and substitute this expression into the above equation. We obtain a system where the number of the variables S i equals to the number of equations. Now we will successively eliminate the variables S 2 , . . . , S 5 , S 7 , . . . , S 12 from the system. To do this, we express the variables S 2 , . . . , S 5 in terms of E i directly from (6)-(9), and the variables S 7 , . . . , S 12 are expressed as polynomials in S 6 with coefficients depending on E i . Thus we obtain the following equation: The last term, denoted by the dots, depends on the parameters E i only. The underlined coefficients presented here are the results of our calculations, they do not coincide with the coefficients from the paper by J. Ewell [3] . The exact values of the coefficients are not really important, but J. Ewell relies on the fact that the doubly underlined coefficient is sufficiently large, which ensures that the equation has only one positive root. But in our calculations, this coefficient is approximately 3000 times less than in J. Ewell's paper. The following simple example shows that that the equation can have two positive roots.
Example. Let A = {−1, 0 10 , 1}, then A (4) = {−1 120 , 0 255 , 1 120 }. Then E i = 0 for odd i and E i = 240 for even i. Substituting these numbers into (18), we obtain an equation with two positive roots, S 6 = 2 and S 6 = 377762/44361, which contradicts [3, theorem 2].
Proof of theorem 1
Consider the sets
and
An easy computation shows that the sets (A ′ ) (4) and (A ′′ ) (4) coincide.
Some details
In this section, we explain how we found the above two sets. Computations were performed in the computer algebra system Maple. We try to find the sets A ′ = {a ′ 1 , . . . , a ′ 12 } and A ′′ = {a ′′ 1 , . . . , a ′′ 12 } whose sets of 4-sums coincide. Let S ′ p , S ′′ p be the p-th powers sums of the sets A ′ and A ′′ , and E p be the p-th power sum of the set (A ′ ) (4) = (A ′′ ) (4) . Using the equations (6), (7), . . . , we express E 2 , E 3 , . . . in terms of S ′ 1 , . . . , S ′ 12 . According to the above remark, we may assume that S ′ 1 = 0, S ′ 2 = 1. Consider the system of equations (6), (7), . . . once again with respect to new variables S i . Let us number the equations by their left-hand sides: the k-th equation is the equation whose left-hand side contains E k . So (6) is the second equation and (7) is the 12th equation etc. In what follows, we use the equations with numbers from 1 to 26. In them, we substitute the expressions for E i obtained in the previous paragraph.
Thus we have 26 equations with respect to the variables S i , and the left-hand sides E i of these equations are expressed in terms S ′ 1 , . . . , S ′ 12 . Now apply the same transformations as in the paper by J. Ewell for the equations from 13 to 26: express S 13 , S 14 , . . . , S 26 in terms of S 2 , . . . , S 12 using formula (2) and then eliminate S 2 , . . . , S 5 , S 7 , . . . , S 12 using equations (6)-(16). For example, 14th equation becomes a quadratic equation in S 6 , the only difference with (18) is that all E i here are expressed via S ′ j . The roots of the 14th equation should be equal to S ′ 6 and S ′′ 6 . Indeed, the equation vanishes when we substitute S 6 = S ′ 6 , and due to this fact the second possible root S 6 = S ′′ 6 can be expressed via S ′ 1 ,
