This paper investigates the property of the penalized estimating equations when both the mean and association structures are modelled. To select variables for the mean and association structures sequentially, we propose a hierarchical penalized generalized estimating equations (HPGEE2) approach. The first set of penalized estimating equations is solved for the selection of significant mean parameters. Conditional on the selected mean model, the second set of penalized estimating equations is solved for the selection of significant association parameters. The hierarchical approach is designed to accommodate possible model constraints relating the inclusion of covariates into the mean and the association models. This two-step penalization strategy enjoys a compelling advantage of easing computational burdens compared to solving the two sets of penalized equations simultaneously. HPGEE2 with a smoothly clipped absolute deviation (SCAD) penalty is shown to have the oracle property for the mean and association models. The asymptotic behavior of the penalized estimator under this hierarchical approach is established. An efficient two-stage penalized weighted least square algorithm is developed to implement the proposed method. The empirical performance of the proposed HPGEE2 is demonstrated through Monte-Carlo studies and the analysis of a clinical data set.
INTRODUCTION
Clustered binary data arise in many application areas of the biological and social sciences.
For example, the disease status of members within a family is correlated due to the sharing of common genetic factors and environmental background. The objectives of statistical analysis often focus on modeling of the relationship between the response and explanatory variables and the association among response measurements within clusters.
First-order generalized estimating equations (GEE) have been developed for the analysis of longitudinal and other types of clustered data (Liang & Zeger, 1986) . This approach does not require the specification of the joint distribution of the responses and is widely used to make inferences about the regression parameters on the marginal means. Recently, there has been increasing interest in the inferences on the association models. Second-order GEEs have been proposed to model the association between the responses. Prentice (1988) developed second-order GEEs with emphasis on the estimation of correlation parameters. Fitzmaurice & Laird (1993) proposed a model which parameterizes the association in terms of conditional odds ratios. Lipsitz, Laird & Harrington (1991) , Liang, Zeger & Qaqish (1992) , Carey, Zeger & Diggle (1993) , Molenberghs & Lesaffre (1994) , Lang & Agresti (1994) , and Fitzmaurice & Lipsitz (1995) proposed models that parameterizes the association in terms of marginal odds ratio. Other discussion can be found in Yi & Cook (2002) , Yi, He & Liang (2009 , 2011 and , among others.
When we model the mean and the association structures, we may face a large collection of covariates in which some of them are not important to feature the mean and the association structures of the responses. It is desirable to have a model selection approach which can select the significant covariates for both the mean and association models. In the literature, most variable selection procedures have been developed for the selection of covariates that influence the mean responses (e.g., Tibshirani, 1996 , Fan & Li, 2002 , 2004 Qu & Li, 2006; Garcia, Ibrahim & Zhu, 2010; Wang, 2011) . In a different direction, many other methods have been proposed to select covariance structures for multivariate Gaussian or binary data under the framework of graphical models (e.g., Meinshausen & Buhlmann, 2006; Yuan & Lin, 2007; Friedman, Hastie & Tibshirani, 2007) . In Bondell, Krishna & Ghosh (2010) and Ibrahim, et al. (2011) , fixed and random effects selection is considered in mixed effects models. So far, however, there has been little development on variable selections on mean and association models simultaneously.
When both the mean and association structures are modeled, we may be interested in model selection for mean model only, or for association model only, or for both mean and association models together. Suitable constraints may be imposed on the selection procedures to reflect individual analysis objectives. For example, in some applications, practitioners may add constraints that the exclusion of certain covariates from the mean model conceptually implies the exclusion of those covariates from the association model. This poses a technical question of how to properly incorporate such model constraints into selection and estimation procedures for the mean and association models. To address all of these concerns, we propose a hierarchical model selection strategy. In principle, we first select the covariates for the mean model, and then conditional on the selected mean model, we proceed to select variables for the association model. However, an important issue arises, as the selection procedure for the mean model involves estimation of the association parameters. To overcome this difficulty, we use the estimators obtained from the usual unpenalized GEE2 equations as the initial estimates. We first apply a one-step penalization on the mean parameters, then based on the penalized mean estimator, apply a one-step penalization on the association parameters. The penalized estimators obtained from the proposed HPGEE2 using a SCAD penalty is shown to have the oracle property.
The asymptotic behavior of the penalized estimator under this hierarchical approach is investigated. An efficient two-stage penalized weighted least square algorithm is developed for the implementation of the proposed method.
The rest of the article is organized as follows. Section 2 and 3 introduce the development of hierarchical penalized GEE2 method. Section 4 establishes the theoretical properties of the proposed method. Section 5 provides the details of the implementation of the algorithm. In Sections 6 and 7, empirical performance of the proposed penalized GEE2 is demonstrated through Monte-Carlo studies and the analysis of a clinical data set.
NOTATION AND MODEL FORMULATION
Suppose n clusters are randomly selected for the study. For cluster i = 1, . . . , n, let
T be an n i × 1 binary response vector with mean E(Y i ) = µ i , and let φ ijk be the odds ratio between responses Y ij and Y ik (1 ≤ j < k ≤ n i ) defined by
We consider a marginal model as follows: 1) g(µ ij ) = x T ij β, where g(.) is a known link function, x ij is a p × 1 vector of explanatory variables associated with Y ij , and the β are regression coefficients to be estimated; 2) log φ ijk = z T ijk α, where z ijk is a q × 1 vector of covariates which specifies the form of the association between Y ij and Y ik , and α is a q × 1 vector of association parameters to be estimated.
To ease computation, in contrast to the method of Prentice (1988) , Carey, Zeger & Diggle (1993) proposed the alternating logistic regression method. The strategy is to estimate α using the n i C 2 conditional events, Y ij given Y ik and the covariates, for 1 ≤ j < k ≤ n i with an appropriate offset:
where
Let ζ i denote the n i C 2 -vector with elements
and let R i be the vector of residuals with elements R ijk = Y ij − ζ ijk . Let S i denote the diagonal matrix with diagonal element ζ ijk (1−ζ ijk ), and T i denote the matrix ∂ζ i /∂α T . We
The two sets of equations for the mean and association parameters are given by
and
The two equations are solved iteratively by alternating between two steps: 1) Given the association parameter α, estimate β as a parameter in a marginal logistic regression using the first set of equations; 2) For a given β, estimate the odds ratio parameter α using a logistic regression of Y ij on each Y ik (k > j) with offset that involves µ ij and ν ijk . Let β A andα A denote the resultant estimators. Under regularity conditions,β A andα A are consistent estimators.
3. METHODOLOGY
OBJECTIVES AND ISSUES
If we consider variable selection and estimation in GEE2 setting, there could be three different scenarios: a) We can select the mean model while the association parameters are assumed to be appropriate and therefore are consistently estimated; b) We are interested in the selection of association model while the mean parameters are assumed to be appropriate and therefore consistently estimated; c) We are interested in the simultaneous selection of mean and association parameters. Therefore, it is desirable to have a unified approach which can accommodate all of these scenarios. Furthermore, in the last scenario, we need to consider the relationship between the two sets of covariates x ij and z ijk , which can be classified as (1)
Scenario (2) is actually a special case of scenario (3). In the latter two scenarios, the covariates for the mean model are also considered as potential covariates for the association model. Then there may or may not exist constraints relating the selection of covariates.
For example, some models may require that if x ij is significant predictor with nonzero α x in the association model, it implies that x ij is a significant predictor with nonzero β x in the mean model. For instance, in the study of disease occurrence rates in a family, if a genetic marker is not significant for the disease occurrence rates for each individual, scientists may speculate that this marker cannot influence the association between the disease occurrence among the family members. Therefore, for the underlying true model, it would be sensible to add such constraints as β x0 = 0 implying α x0 = 0. This would then create an additional issue for developing procedures for selecting mean and association models. To address all of these considerations, we propose a hierarchical model selection strategy. We first select the covariates for the mean model and then conditional on the selected mean model, we proceed to select the association model. However, some conceptual issues arise, as the selection procedure for the mean model involves estimation of the association parameters. But such difficulty can be solved if we use the estimators for the unpenalized GEE2 equations as the initial estimates and then apply a one-step penalization, first on the mean parameters, then based on the penalized mean estimator, apply a one-step penalization on the association parameters.
MODEL SELECTION AND ESTIMATION
We propose to perform the model selection for mean parameters by using:
where p
T with sign(t) = I(t > 0) − I(t < 0), and I(.) is the indicator function. The notation ⊙ denotes the component-wise product. Letβ be the penalized estimator for the mean parameter, obtained by solving Equation (2).
Next we perform the model selection for the association parameters by using the following function:
T is a q-dimensional vector of penalty functions, and sign(α) = (sign(α 1 ), . . . , sign(α q )) T .
Remark 1: As we start with the consistent estimatorsβ A andα A , one-step penalization with proper penalty leads to consistent and sparse estimatorsβ andα, with many of the elements estimated to be zero. Furthermore, we are able to show that such penalized estimators enjoy the oracle property. That is, with probability tending to one, the procedure selects the correct sub mean model and the correct sub association model.
Our sequential two-stage approach allows the selection of covariates for the association to be conditional on the result from the selection of mean model. This property has an advantage to incorporate into selection procedures the constraints concerning the mean and association covariates. For example, if there is a model constraint that β x0 = 0 leads to α x0 = 0, then ifβ x = 0, the procedure would automatically setα x = 0, so that the solution satisfies the constraint. Due to the stagewise nature, this method allows users to perform only model selection on either the mean parameters or the association parameters or both. If both steps utilize nonzero penalties, we jointly selects the mean and association models. If there are no constraints relating the mean and the association models, an alternative approach could be simultaneously solving the two sets of penalized estimating equations. This alternative procedure would involve alternating between the two penalized equations until convergence, which will be computationally more intensive than the proposed sequential two-stage method.
Remark 2: In terms of the choice of penalty function, there are many penalty functions available. As the LASSO penalty, p λ (|θ l |) = λ|θ l |, increases linearly with the size of its argument, it leads to biases for the estimates of nonzero coefficients. To attenuate such estimation biases, Fan and Li (2001) proposed the SCAD penalty. The penalty function satisfies p λ (0) = 0, and its first-order derivative is
where a is some constant, usually set to 3.7 (Fan and Li, 2001) , and (t) + = tI(t > 0) is the hinge loss function. The SCAD penalty is a quadratic spline function with knots at λ and aλ. It is singular at the origin which ensures the sparsity and continuity of the solution. The penalty function does not penalize as heavily as the L 1 penalty function on parameters with large values. It has been shown that the likelihood estimation with the SCAD penalty not only selects the correct set of significant covariates, but also produces parameter estimators as efficient as if we know the true underlying sub-model (Fan & Li, 2001 ). Namely, the estimators have the so-called oracle property. However, it
has not been investigated if the oracle property is also enjoyed by hierarchical penalized estimating equations with the SCAD penalty. Furthermore, the asymptotic behavior of the hierarchical penalized GEE2 estimators needs to be investigated. In the next section, we will address these issues.
THEORY
Let β 0 and α 0 denote the true value of β and α, respectively. Define
} for the case with n = 1. We define the matrix of H(β, α) as
Denote the covariance matrix of the estimating equations for n = 1 as
For notational convenience, let s denote the set of j such that β j0 = 0 and s c denote the set of j such that β j0 = 0. Let v denote the set of j such that α j0 = 0 and v c denote the set of j such that α j0 = 0. To establish the asymptotic properties of the proposed penalized estimators, we assume certain regularity conditions which are listed in Appendix A.
, and G j (β,α A )) be its jth
Furthermore, we have
for all j such that β j0 = 0, Theorem 1 establishes the existence of consistent estimatorβ to G(β,α A ) = 0. Furthermore, the estimator has the property of setting the nonsignificant mean parameter to zero with probability tending to one. Next, we establish the asymptotic distribution of the penalized mean estimatorβ. Let β s = (β 10 , . . . , β p ′ 0 ) T be the subset of nonzero
Theorem 2. Given the SCAD penalty function p λ (θ), if λ n → 0 and √ nλ n → ∞, as n → ∞, then the sub-vector of the root-n consistent estimatorβ s has the following asymptotic distribution:
Now we investigate the properties of the penalized estimator for the association param-
, where J j (β, α) denotes its jth element, j = 1, . . . , q. Let J v denote the set of penalized equations corresponding to indices set v, and U αv denote the subset of U α corresponding to indices set v. Denote the inverse of
As H βα = 0, it can be shown that H βα = 0, H ββ = H 
Next, we need to establish the asymptotic joint distribution of the penalized estimator for the mean and the association parameters. Denote by α v = (α 10 , . . . , α q ′ 0 )
T the subset of nonzero association parameters,
Theorem 4. Given the SCAD penalty function, if λ n → 0 and √ nλ n → ∞, as n → ∞, then the sub-vectors of the root-n consistent estimatorsβ s andα v have the following joint asymptotic distribution:
.
IMPLEMENTATION: PENALIZED RE-WEIGHTED LEAST SQUARE LGORITHM
For notational convenience, Let
T , and B be block diagonal with B i as the diagonal elements. Let
T , and S be block diagonal with S i as the diagonal elements.
We employ the following two steps for selection and estimation purposes.
• Step1 : Selection and estimation for the mean model using penalized estimating equation (2).
-Outer loop: Based on the current estimateβ (t) , we compute the updated estimateβ (t+1) . We iterate the update, t = 1, 2, 3, . . . , until ||β (t) −β (t+1) || ≤ ǫ, the prespecified tolerance level. Using modified Fisher scoring method, we obtain
Update the modified dependent variable Z( 
-Inner loop: By the coordinate descent method (Friedman et al, 2007) and the method of one-step local linear approximation (Zou and Li, 2008) , we obtain the update of the estimate sequentially for coordinates l = 1, . . . , p:
where S(z, λ) = sign(z)(|z| − λ) + is the soft-thresholding operator.
Throughout
Step 1, α is fixed at the initial valueα A . At the tth update of the outer loop, we calculateβ t based on the updated Z, C and B. Nested within the outer loop, we cycle through the coordinates ofβ
convergence. Based on this newβ t , we update Z, C and B and proceed to the (t + 1)th update of the outer loop.
•
Step 2: Selection and estimation for the association model using penalized estimating equation (3).
-Outer loop: Based on the current estimateα (t) , we compute the updated estimateα (t+1) . We update the offsets term in Equation (1) using α (t) andβ.
Then we perform the penalized offset logistic regression of y ij on y ik with a total of n i C 2 observations. We iterate the update, t = 1, 2, 3, . . . , until ||α (t) −α (t+1) || ≤ ǫ, the prespecified tolerance level.
-Inner loop: We update the penalized estimatorα coordinate-wise for m = 1, . . . , q, 1, . . . , q, . . . until convergence:
Step 2, β is fixed at the final valueβ obtained from Step 1.
NUMERICAL STUDIES
We conduct simulation studies to assess the performance of the proposed methods under various circumstances. Binary response vectors y i = (y i1 , y i2 , . . . , y in i )
T are generated from the joint probability function
is modelled as
The regression coefficients are set as β 0 = −1.6, β x = (3.0, 0, 0, 1.5, 0) T , and β z = (0, 0, −1.5, 0, 0) T . Covariates x ij are generated from a d 1 -multivariate normal distribution N(µ x , Σ x ), and covariates z ij are independently generated from a d 2 -multivariate
, σ x = σ z = 1, and ρ x = ρ z = 0.5.
The odds ratio φ ijk between Y ij and Y ik is modelled as
The regression coefficients are set as α 0 = 0.693, α w = (0.3, −0.3, 0, 0, 0) T , and α v = (0, 0, 0, 0, 0) T . Covariates w ijkl are generated from a d 3 -multivariate normal distribution N(µ w , Σ w ), and covariates v ijkl ′ are independently generated from a d 4 -multivariate nor-
, σ w = σ v = 1, and ρ w = ρ v = 0.5.
The cluster size n i is set as 5. We carry out three analyses of variable selection for three different scenarios: (1). We select the significant mean parameters with no selection conducted for the association parameters; (2). We focus on variable selection for the association parameters with no selection conducted for the mean parameters; (3). We conduct variable selection for both the mean and the association parameters. In Analysis 1, we only perform the first stage penalized estimation on the mean parameters with the second stage being omitted. To select the optimum tuning parameter, we used modified BIC information criterion, which takes the form: BIC =
In Analysis 2, we perform the second stage penalized estimation on the association parameters with the first stage having zero penalty and hence the mean parameter estimate equal to the unpenalized ALR estimate. The BIC takes the following form: BIC =
In Analysis 3, the corresponding BIC takes the following form:
The final model is chosen with the smallest BIC value. For Analysis 1, sample sizes with n = 200, 500, and 1000 are considered, while for Analysis 2 and 3, we choose sample sizes with n = 500, 1000 and 2000 are considered. One hundred data sets are simulated for each parameter setting. Table 1 summarizes the performance of the variable selection procedure for the mean parameters, i.e., the results for Analysis 1. There are 11 mean parameters, 4 of which are nonzero and 7 of which are set to zero. The procedure is implemented with both LASSO and SCAD penalties for comparison. The optimum tuning parameter λ is chosen through the BIC criterion. Based on the output of the penalized estimates, average positive selections (P S) and average false discoveries (F D) are calculated. The penalized estimator using the SCAD penalty together with the BIC information criterion is able to achieve average P S = 4, the true number of nonzero coefficients. It also achieves small average F D = 0.36 for n = 500 and average F D = 0.02 for n = 1000. In comparison, the penalized estimator using the LASSO penalty with the BIC information criterion is also able to achieve average P S = 4. However, it consistently has higher average false discoveries: average F D = 2.885 for n = 500 and average F D = 2.719 for n = 1000. Table 2 summarizes the performance of the variable selection procedure for the association parameters, i.e., the results for Analysis 2. There are 11 association parameters, 3 of which are nonzero and 8 of which are set to zero. The penalized estimator using the SCAD penalty together with the BIC information criterion is able to achieve positive selections close to the true number of nonzero coefficients: P S = 2.4 for n = 500 and P S = 2.98 for n = 2000 . It has average F D = 3.27 for n = 500 and average F D = 2.91
for n = 2000. This result shows that not surprisingly, compared to the selection of mean parameters, variable selection of association parameters has higher number of false discoveries. The penalized estimator using the LASSO penalty with the BIC information criterion is also able to achieve similar positive selections: P S = 2.53 for n = 500 and P S = 2.93 for n = 2000 . However, compared to the SCAD penalty, the estimator with the LASSO penalty consistently has higher average false discoveries: average F D = 4.65 for n = 500 and average F D = 4.67 for n = 2000. Table 3 summarizes the performance of the variable selection procedure for the joint selection of mean and association parameters, i.e., the results for Analysis 3. There are 22 parameters in total, 7 of which are nonzero and 15 of which are set to zero. The penalized estimator with the SCAD penalty maintains its satisfactory performance. Its average P S is always close to the true number of nonzero coefficients: P S = 6.77 for n = 500 and P S = 6.99 for n = 2000. It has average F D = 7.13 for n = 500 and average F D = 3.39
for n = 2000. Among the false discoveries, most are attributed from falsely identified association parameters. Its FD improves when sample sizes increases.
In summary, the penalized estimator based on the SCAD penalty tends to outperform the penalized estimator based on the LASSO penalty. The selection procedures for the mean model perform better than those for the association model. Both high sensitivity and selectivity are achieved for the selection of mean parameters, while for the selection of association parameters, only sensitivity is high but selectivity is moderate. This phenomenon is consistent with the estimation results. For example, based on one random data set with n = 2000 observations generated from the setting above , the 8 unpenalized estimates for the zero association parameters have values range from 0.006 to 0.27, and assciated standard errors ranging from 0.09 to 0.11; in contrast, the 7 unpenalized estimates for zero mean parameters have values range from 0.001 to 0.04 and associated standard errors range from 0.04 to 0.07.
It is also noted that when the modified BIC is used with the LASSO estimator, the variable selection exhibits high false discovery rates. This is because the LASSO penalty increases linearly with the size of the estimator, which leads to large biases for large nonzero parameters. This forces the procedure to select smaller tuning parameter to make the first term in BIC criterion small. By comparing the average optimum tuning parameters in Tables 1, 2 and 3, we can see the the modified BIC consistently selects smaller tuning parameters and hence has higher false discoveries for the LASSO estimator than the SCAD estimator.
DATA ANALYSIS
We apply the proposed method to analyze the data arising from a smoking cessation study ( Gruder et al., 1993 , Hedeker & Gibbons, 2006 . The data contain repeated measurements at four different time points for 489 individuals. The outcome is the dichotomous measurement representing whether or not an individual has quit smoking. Data were collected at four telephone interviews: post-intervention, and 6, 12, and 24 months later. The subjects are divided into four groups by the treatments they received: (1). randomized to the control condition; (2). randomized to receive a group treatment, but never showed up to the group meetings; (3). randomized to and received group meetings; and (4).
randomized to and received enhanced group meetings. In the analysis, these four groups were compared using Helmert contrasts. The three treatment contrasts were denoted as H1, H2, and H3. Additional covariates that may influence the probability of smoking abstinence include time (T), a race indicator (race), an indicator of TV intervention (tv) and an indicator of manual intervention (manual).
We consider a mean model with the main covariates effects and several interaction terms included:
For the association structure, we examine the empirical correlation matrix among the four repeated measurements, and it shows that the correlation becomes weaker as the time interval gets larger. Therefore, for the association structure, we consider the model
We perform penalized estimation and variable selection on both mean and association parameters simultaneously. Using the modified BIC, we obtain the optimum tuning parameter λ = 0.09. Table 4 summarizes the result of the penalized estimators obtained from the proposed two-stage penalized estimating equations. Through variable selection, 7 out of the 12 mean parameters are estimated to be nonzero, and 2 of the 3 association parameters are estimated to be nonzero. Both the linear and quadratic time parameters are significant, which implies the overall change in smoking abstinence involves linear and quadratic time effect. As the estimate for the linear effect is negative and the estimate for the quadratic effect is positive, a decelerating negative trend is suggested. Among the three treatment contrasts, H2 is estimated to have zero effect. This implies that whether or not showing up to the group meetings is not associated with subsequent cessation.
H1 is found to be significant, which implies whether randomization to group versus to control had effect on subsequent cessation. H3 is also found to be significant, indicating that the type of meetings influenced the outcome. The race indicator is not found to be significant, indicating that there is no evidence of suggesting different effects between the white population and other ethnic groups. The TV intervention and manual instructions are found to significantly increase the probability of smoking abstinence. All of the interaction effects between time and treatments are estimated to be zero. For the association structure, it seems that the log odds ratio does decrease linearly with the time difference.
The quadratic term of the time difference is found to be insignificant in modelling the log odds ratio. Compared to the unpenalized estimates by the ALR method, the two methods seem in good agreement. The parameters that are thresholded to zero by our penalized method are those with large p-values generated by ALR method. As the tuning parameter is selected by the data driven information criterion, our method achieves the variable selection without employing any preset significance level in contrast to traditional variable selection methods.
CONCLUSION
We present a hierarchical two-stage procedure to perform simultaneous selection and estimation on generalized estimating equations for which both mean and association structures are modelled. The asymptotic behavior of the penalized estimates has been established. The numerical results and data analysis illustrate the practical utility of the proposed method and demonstrate satisfactory performance. The proposed method can be modified to deal with data with more complex association structures. For example, clustered data frequently arise in longitudinal studies. Common examples include school-based longitudinal studies and community-based longitudinal survey. For such data, association structures typically involve three types of correlation: the clustering effect among subjects within cluster at a given time point, serial correlation of replicate measurements within subjects, and mixed effects of different subjects within the same cluster at different time points. We may adapt the discussion of Yi & Cook (2002) 
and the inequalities hold true componentwise. 3) For n = 1, the covariance matrices
finite and positive definite.
APPENDIX B: PROOF OF THE THEOREMS

Proof to Theorem 1
Proof. Consider a ball ||β − β 0 || ≤ Mn − 1 2 for some finite M. Applying Taylor Expansion, we obtain:
for j = 1, . . . , p, and some β * between β and β 0 .
wise. First we consider j ∈ s c . Because lim inf n→∞ lim inf θ→0+ p ′ λn (β)/λ n > 0, and λ n → 0, and √ nλ n → ∞ as n → ∞, the third term dominates the the first two terms. Thus the sign of G j (β,α A ) is completely determined by the sign of β j . This entails that inside this
Therefore for any β inside this ball, if β j = 0, it solves the equation G j (β,α A ) = 0 with probability tending to one. This entails for any finite constant M, and any sequence of β, such thatβ j = 0, and ||β − β 0 || < Mn
Next we consider j ∈ s. For n large enough and β j0 = 0, p 
hence C large enough, we have the second term of equation (8) 
Proof to Theorem 2
Proof. Based on Taylor expansion presented in Proof to Theorem 1, we have
where Σ *
|)}, and β * lies betweenβ and β 0 . This entails
Asβ → β 0 in probability, 1 n W * ss → H ss in probability and Σ * 1 → Σ 1 in probability. It can also be shown that
As √ n(α A − α 0 ) is bounded in probability and
Proof to Theorem 3
Proof. Consider a ball ||α − α 0 || ≤ Mn we obtain:
for some β * betweenβ and β 0 and some α * between α and α 0 . As E(U α j (β 0 , α 0 )) = 0,
Note that the first three terms are all of order O p (n 1/2 ). As lim inf n→∞ lim inf α→0+ p ′ λn (α)/λ n > 0, and λ n → 0, and n 1 2 λ n → ∞ as n → ∞, the four term dominates the the first three terms. Thus the sign of J j (β, α) is completely determined by the sign of α j . This entails that inside this
Therefore for any α inside this ball, if α j = 0, it solves the equation J j (β, α) = 0 with probability tending to one. This entails for any finite constant M, and any sequence of α, ifα j = 0, and ||α − α 0 || < Mn − 1 2 , we have lim n→∞ P (J j (β,α) = 0) = 1, for all j / ∈ v.
Next we consider j ∈ v. It is known that for n large enough, and α j0 = 0, p 
From the proof to Theorem 2, we have (
we have W * vs → H vs in probability and W * vv → H vv in probability. Therefore, Equation
(11) can be simplified as
We choose
ss + H vv H vs = 0, the left side of the equation can be expressed as
Because both U βs (β 0 , α 0 ) and U αv (β 0 , α 0 ) are of order O p (n 1 2 ), we can choose M large enough, hence C 1 and C 2 large enough so that both U βs (β 0 , α 0 ) and U αv (β 0 , α 0 ) are
, where 0 q−q ′ denotes a vector of zeros of length q − q ′ , and q ′ is the cardinality of v. The sign of J v (β, α) is opposite when ρ = −1, and 1.Therefore, there exist aα that lies in this compact set and J v (β,α) = 0.
Proof to Theorem 4
Proof. Based on the proofs to Theorem 1, 2 and 3, Taylor expansions of the penalized estimating equations at the penalized estimators can be expressed as:
This implies
According to Slutsky's theorem and central limit theorem, the joint distribution ofβ s and α v converges in distribution to the joint multivariate normal distribution.
A PPENDIX C: VARIANCE ESTIMATE
Here we outline how to evaluate the standard errors of the penalized estimators. The consistent estimate for the negative Hessian matrix H is denoted aŝ 
