Consider a monotone system with independent alternating renewal processes as component processes, and assume the component uptimes are exponentially distributed. In this paper we study the asymptotic properties of the distribution of the rth downtime of the system, as the failure rates of the components converge to zero. We show that this distribution converges, and the limiting function has a simple form. Thus we have established an easy computable approximation formula for the downtime distribution of the system for highly available systems. We also show that the steady state downtime distribution, i.e. the downtime distribution of a system failure occurring after an infinite run-in period, converges to the same limiting function as the failure rates converge to zero.
Introduction
We consider a binary, monotone system comprising n independent components. If a component fails, it is repaired, and the process repeats. Thus the component processes generate independent alternating renewal processes. The uptime and downtime distribution of component i is denoted Fi and Gi, respectively.
A number of performance measures of such a system can be defined. Here we restrict attention to the distribution of the downtime of the system. This distribution can be related to • downtime associated with a system failure occurring at time t (downtime distribution at time t, denoted H(·, t))
• downtime of a system failure occurring after an infinite run-in period (asymptotic or steady state downtime distribution, denoted H*(·)),
• downtime associated with a specified system failure (the distribution of the downtime of the rth system failure, denoted Hr(·)).
These measures are all informative performance measures, and have therefore been given much attention in the literature, see the review paper by Smith et. al. [13] which includes approximately 100 references. See also [2, 3, 7, 9, 15] . For a parallel system it is well-known (see e.g. [2, 10] ) that the steady state downtime distribution H* is given by (1) where Gi = 1-Gi, f.Li equals the mean of Gi, and denotes the steady state probability that component i causes a system failure. Note that in this case the steady state distribution is a function of the G/s only. For a general system, however, the distribution H* will depend also on the component uptime distributions Fi. No explicit expression for the steady state downtime distribution in the general case is known to the authors.
In this.paper we study the asymptotic properties of H*(y) in the case that the component uptime distributions Fi are exponential. We show that H*(y) converges to a function 1 -p(y) which has a form similar to (1) , as the failure rates converges to zero. Thus we have established an easy computable approximation formula for the steady state downtime distribution of the system for highly available systems. Next we show that 1-p(y) is also the limit of the downtime distribution of the rth system failure as the failure rates converge to zero (the G/s are fixed). This result is proved in [3, 8] for a parallel system of two identical components and r = 1 only.
Under the assumption that the uptimes are much larger than the repair times, it can be heuristically argued that the total downtime in [0, t], denoted Y(t), is approximately a Compound Poisson process, CP(t), noting that we can write (2) i=l where N(t) represents the number of system failures in [0, t] and Yi represents the downtime of the ith system failure. In [3] the approximation (2) is made precise as a limiting result. One of the assumptions made to ensure that this result holds is that H 1 (y) converges to a limit as (Fi, Gi) varies. Our results in the present paper give some sufficient conditions for when this limit is equal to 1-p(y).
The paper is organized as follows. In Section 2 we introduce the model. Section 3 presents the main results, and Section 4 includes all proofs .
.
Model
Let cp(t) be a binary variable representing the state ofthe system at timet, t 2:: 0. We assume that cp is a binary monotone system comprising n components, i.e. we can write cp(t) = ~(X(t)), where X(t) = (X1(t), X 2 (t), . We have h(p) = E~(X) = P(~(X) = 1), where the Xis are binary, independent random variables. The reliability function when it is given that Xi = xi, is
A cut set of~ is defined as a set of components which by failing causes the system to fail. A cut set is minimal if it cannot be reduced without loosing its status as a cut set.
We denote the minimal cut sets of~ by K 1, K 2 , ... , Kko·
Refer to [1, 4] for further details on monotone systems. According to the definitions made in Section 1, the probability distributions of Tim and ~m are denoted Fi(t) and Gi(t), respectively. We assume that these distri- 
The sequence forms an alternating renewal process. The forward recurrence time f3i(t) equals the time from t to the next failure of component i if it is up at time t, and the time to complete the repair if it is down at time t. We denote the conditional distribution of f3i(t) given Xi(t) = 0 by Gf3;(t)(u), i.e. Gf3;(t)(u) = P(f3i(t) ::;
It is well-known that the asymptotic (steady state) distribution of
Gf3;(t) is given by
cf. e.g. [6] . We denote the steady state distribution Gi-
Let N(t) denote the number offailures in [0, t] and let D.N(t) = N(t)-N(t-),
where 
..\(t) = l:[h(1i, A(t))-h(Oi, A(t))]..\iAi(t),
cf. e.g. [1] . Here A(t) denotes the vector of component availabilities at time t.
Furthermore we have,
We refer to this limit as the system failure rate and denote it Aq,.
We need also the following definitions:
Definition 1 We say that the repair time distribution Gi has the N BU (New Better than Used) property if
for all t, u > 0.
Definition 2 We denote by A the set of pairs (A, i), where A is not a cut set, whereas AU { i} is a cut set for ¢.
The collection A represents the different ways the system can fail, i.e. the type of system failure. A is the set of components that are down just before failure time, while i is the component whose failure causes system failure. The set A U { i} is often referred to as a fatal set, with component i being critical [11] .
Now define H(·, t) as the downtime distribution at timet, i.e.
H(y, t)
where Y is a random variable representing the downtime (we omit the dependency on t). 
Main results
Assume now that for each j = 1, 2, ... a probability measure Pj is defined on the process X(t) by uptime distributions Fij(t) = 1-e->.;it and fixed downtime distributions Gi(t). We equip all quantities introduced in Section 2 with an extra index j whenever relevant. Let PAij(t) denote the probability that a system failure occurring at timet is of type (A, i), and let PAij denote the limit as t --+ oo. Then (7) This follows by a standard argument noting that the asymptotic (steady state)
probability that a system failure of type (A, i) occurs in a small interval of length h equals
where Akj is the asymptotic (steady state) availability of component i given by (3) .
The asymptotic analysis is based on the condition that Aij --+ 0 as j --+ oo.
In order to obtain an asymptotic distribution, we make the assumption that
exists (possibly with the value oo ). Define
Condition (8) implies that where l .
and P~i equals 0 otherwise. We also see that we can write {10} in the following form 
Remark 2 Let HK:k (y) denote the asymptotic (steady state) downtime distribution of the minimal cut set Kk (when this set of components is seen in isolation

Proofs
We will prove the above theorems by first formulating and proving some lemmas. .
Hj(y) = lim Hj(y, t).
Proof. In Section 2, see formulae (5) and (6), expressions are given for Aj(t), the average occurrence rate at time t, and its limit Aif>j. It is seen that the counting process Z(t) has average occurrence rate equal to
Hj(y, t)A.j(t).
Thus and it follows by using L'Hospital's rule that
Then by considering (N+(t), Z(t)) and (N+(t), N(t))
as renewal reward processes with Zi, Ni as the rewards in the ith cycle of N+(t), we obtain (cf. [12, 14] ) and result (13) is proved.
To prove (14), we first note 0::::7= 1 Zi)/('L-7= 1 Ni) converges to EiZI/ EiNl almost surely by the strong law of large numbers. Clearly, (1/k) L-7= 1 I(Yi > y) has the same limit. The conclusion follows by using (13) and the bounded convergence theorem. J-+00 T Proof. The consequtive visits of the process X to the best state (1, 1, . .. , 1) generates a regenerative process with a sequence of "success cycles" (no system failures) and then a "failure cycle" (at least one system failure). Clearly the downtime distribution of the first downtime is identical for each failure cycle.
0
Remark 3 Let BAi(t) denote the event that a system failure occurs at t and the failure is of type (A, i). Let Y be a random variable representing the downtime if a system failure occurs and let HAij(·, t) denote the distribution ofY given BAi(t), z.e. HAij(y, t) = Pj(Y:::; yiBAi(t)).
Then it is not difficult to see by following the lines of the proof of Lemma 1 that HAij (y) defined by satisfies --n:ij(y)
Denoting by Dr the event that the rth system failure is the first one in a failure cycle, we therefore have for any r 2: 1. It follows that
But if the 'rth system failure is not the first one in a renewal cycle, then at least one component failure must occur during the (r-1)th downtime of the system, and hence by Lemma 2 we have
Letting j ---* oo the conclusion follows.
0
We are now ready to prove Theorem 1.
Proof of Theorem 1.
We obtain by applying Lemmas 3 and 4 ~im L P~iiH~ii(y) 
