Abstract. We analyse a finite difference scheme for von Foerster-McKendrick type equations with functional dependence forward in time and backward with respect to one dimensional spatial variable. Some properties of solutions of a scheme are given. Convergence of a finite difference scheme is proved. The presented theory is illustrated by a numerical example.
Introduction
Von Foerster-McKendrick type models are well known models of mathematical biology, describing a population with a structure of its members, given for example by their age [3] , size [1] or level of maturation of individuals [7] . Existence, uniqueness and other properties of solutions for above mentioned models are studied in the literature. We are interested in some class of initial problems, originating in [7] , which presents erytroid production model, based on a continuous maturation-proliferation mechanism. Far-reaching generalization of this problem is presented in [9] . In this paper we deal with the problem considered in [9] with one dimensional spatial variable.
Let T > 0, τ 0 , τ 1 ∈ R + , where R + = [0, +∞). Let us introduce For a given function q : I 0 ∪ I → R, t ∈ I define the Hale operator q t : I 0 → R by q t (s) = q(t + s), s ∈ I 0 , Consider the differential functional equation
(1) ∂ t u(t, x) + c (t, x, z t ) ∂ x u(t, x) = u(t, x)λ t, x, u (t,x) , z t with the initial condition (2) u(t, x) = v(t, x), (t, x) ∈ E 0 , where
We assume that c(t, 0, q) = 0 for t ∈ I, q ∈ C(I 0 ). This condition implies that the boundary condition is not necessary for the problem, cf. [2, 9] . Differential equations, equations with deviated argument, differential integral equations can be derived from (1) by specializing the operators c, λ, see examples in [9] . This paper extends our previous results concerning approximation of solutions to the above problem without functional dependence by finite difference schemes, see [8] .
Solutions to (1)-(2) exist on unbounded domain. However, due to computational constraints solutions of the problem can be approximated only on a finite mesh. The paper is devoted to a difference method for approximation of infinite domain solutions to (1)-(2) by a difference scheme with a finite number of knots. We give conditions on the size of a finite rectangular mesh, which enable to obtain expected error of approximation of (3) for a prescribed initial data and a discretization parameter.
The partial derivative ∂ x u is approximated by the backward difference quotient, since c ≥ 0. We consider only nonnegative approximation of solutions of the problem. Therefore, the Courant-Friedrich's-Levy stability condition (cf. [5] , p. 274) is replaced by a modified stability condition which implies also nonnegativity of solutions of our scheme. However, the presented theory, under slight modifications, remains valid if solutions of the problem are negative. Values of z(t) are approximated by a sufficiently large finite rectangular rule. We introduced some class of initial functions to be assured that the rule approximating z(t) is well defined. Interpolating operators are defined as functions c, λ are dependent on continuous functional argument.
The paper is organized as follows:
(i) a finite difference scheme is introduced and some properties of its solutions are given; (ii) convergence of the scheme is proved; (iii) results of numerical experiments illustrating the presented theory are given.
Finite difference scheme
We approximate solutions of (1)- (2) on a sufficiently large bounded area since practical computations cannot be performed on unbounded domain.
where
where x (j) = jh 1 , be the finite meshes on some bounded parts of E 0 and E, respectively. Define
For discrete functions u :
Introduce the interpolating operator T h :
. Two cases will be considered.
Note that T h u is a continuous function on E * . The definition of T h is based on the definition of the interpolating operator given in [6] , page 86.
Define the interpolating operatorT h 0 :
Introduce the difference operators δ 0 , δ 1 :
Consider the finite difference scheme corresponding to (1)-(2)
with the initial condition
There exists exactly one solution of (5)- (8) . Suppose that ϕ : {x (j) : j ∈ N} → R is a bounded and summable function.
By L 1 we denote a class of Lebesgue integrable functions defined on R + with the standard norm denoted by · L 1 . Define the following class of functions.
There is a decreasing function F : R + → R + such that F ∈ L 1 and |f (x)| ≤ F (x), x ∈ R + . We have
The assertion follows from the inequality |f (x)| ≤ F (x), x ∈ R + .
We make the following assumptions:
for (t, x) ∈ E, w,w ∈ C + (B), q,q ∈ C + (I 0 ).
We give some properties of solutions of (5)- (8).
are satisfied, then any solution of (5)- (8) is nonnegative.
Proof. The proof is by induction on i. For i = 0 the assertion holds since v ≥ 0. Formulas (5) and (8) can be rewritten in the explicit form:
on E ′ h for j > 0 and (10)
Suppose that for some 0
is satisfied it follows from (9), (10) that the assertion holds for i + 1.
Define an auxiliary function U :
Proof (9) we get
For j = 0 we proceed similarly. The proof is completed.
Corollary 1.5. Under assumptions of Lemma 1.4 we have the estimates
for i = 0, . . . , N.
Convergence
Suppose thatū : E 0 ∪E → R + is a solution of (1)- (2) andz : x (j) ). The local discretization error ξ : E h → R is defined as follows: (1)- (2) of class C 2 and 1)ū(t, ·) ∈ L 1 M , t ∈ I 0 ∪ I, and there exists a constant
3) there exists a constant C > 0 such that
M , t ∈ I 0 ∪ I, and there exists
The proof of the Lemma is similar to the proof of Theorem 3.18 in [6] . 
we have
The function V is decreasing, thereforeR(h 0 ) → 0 as h 0 → 0. From Assumption [Ū 2] and Lemma 1.2 we obtain the estimates
The remaining part of the proof follows from Assumption [Ū 5] and the both above estimates with α(h 0 ) =P (h 0 ) +R(h 0 ). 
Proof. Let us subtract (1) at the point (t (i) , x (j) ) ∈ E ′ h , j > 0, from (11 
