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ДЕРЕВО ОПИСАНИЯ ЗАПИСИ В СИСТЕМЕ РАМА 
А. Изотамм 
В статье [1] представлен язык KDL для определения записи 
в системе РАМА. Каждое описание записи на этом языке назы­
вается легендой. В настоящей статье представляется результат 
транслирования легенды - дерево описания записи. Соответст­
вующий транслятор построен при помощи ОПТ WIBTH1, вырабатыва­
ющей разреженное дерево анализа легенды; тело самого транс­
лятора содержит процедуры преобразования этого дерева. 
В ходе реализации проекта РАМА введены некоторые несу­
щественные изменения в язык KDL. Во-первых, если в легенде 
нет повторяющихся или селективных групп, то характеристикой 
легенды может быть свойство PACK. Во-вторых, из свойств ато­
ма исключено свойство "указатель": в целях повышения скорос­
ти обработки ссылки DP0INT и НРОШТ устанавливаются системой 
и являются недоступными для пользователя. В-третьих, в нача­
ле строки дополнительного доступа следует вместо символа 
написать символ "п". Наконец, в данной статье вводятся еще 
некоторые ограничения на язык RDL (напр., пределом количест­
ва размерностей массива ставится 15). 
1 
Система построения трансляторов (СПТ), получающая назва­
ние WIRTH, создана на ВЦ ТГУ (М.Томбак, А.Нигуль и др.). 
1. Принттатги трансляции 
Каждая запись в системе РАМА должна иметь логическую 
структуру корневого дерева. Поэтому естественно представить 
и результат транслирования легенды (описания логической за­
писи) в виде специального дерева описания записи, которое в 
целях краткости будем иногда называть также просто деревом. 
Движение по физической записи сопровождается, как прави­
ло, движением по соответствующему дереву описания записи. 
Путь движения по дереву удобно определить координатами тех 
вершин дерева, которые находятся на этом пути. Вектор коор­
динат данной вершины дерева будем называть меткой этой вер­
шины. Метки вершин дерева образуются следующим образом (см. 
[2], стр. 56). 
Корень дерева не имеет метки. Метками вершин первого 
уровня являются их порядковые номера в множестве сыновей 
корня. Метка вершины i-того уровня (1>1) состоит из метки 
отца, к которой после точки прибавляется порядковый номер 
этой вершины среди братьев. 
Пример образования меток приведен на рис. 1, где кружки 
обозначают вершины легенды, буквы являются их именами, а 
метки находятся рядом с вершинами. Например, доступ к верши­
не J задается меткой 2.1.3. и может быть реализован таким 
образом: 
А—в—-с —в —н —I—j . 
2 1 3 
Каждая вершина дерева описания записи представляется в 
виде 16-байтового поля, структура которого приведена на рис.2. 
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А слово 4 
Рис. 2. 
Подполе БРАТ этого поля содержит либо ссылку на соседнюю 
вершину (в этом случае В = 0), либо ссылку на отца, если дан­
ная вершина является последней в своей группе (В= 1). Поле 
СЫН содержит ссылку на первую подчиненную вершину; в висящей 
вершине это поле пусто. Поле ИМЯ предназначено в общем слу­
чае для ссылки на тот элемент таблицы имен, который содержит 
5 
имя вершины легенды, имя оформления и соответствующую данной 
вершине метку (в приводимых ниже примерах на это поле пишет­
ся просто имя вершины в скобках). В виде исключения это поле 
в корне дерева отводится для ссылки на специальную таблицу 
легенды (содержащую таблицу имен и некоторые другие таблицы). 
Семантика остальных полей вершины дерева зависит от то­
го, какой вершине легенды данная вершина соответствует. Все 
вершины дерева описания записи в этом смысле целесообразно 
разделить на четыре класса: корень дерева, вершины структу­
ры, вершины организации и вершины сечения. Между вершинами 
легенды и вершинами дерева имеются следующие соответствия. 
1. Каждой вершине легенды соответствует по меньшей мере 
одна вершина дерева. 
2. Между вершинами легенды и дерева имеется взаимно-од­
нозначное соответствие в том случае, когда они описывают 
атом, внешнюю структуру, корень неповторяющейся группы или 
корень альтернативной группы. 
3. Копирующей вершине легенды соответствует лист, или 
поддерево, которое в точности совпадает с копируемым подде­
ревом. 
4. Корню повторяющейся группы в дереве всегда соответст­
вует более одной вершины, по меньшей мере их будет два - ко­
рень группы и вершина промежуточного уровня. Последняя в ви­
де исключения имеет координату 0; в дереве описания записи у 
такой вершины нет соседей. Если предусмотрены основной и/или 
дополнительные доступы к экземплярам повторяющейся группы, а 
также если организацией группы не является REP, то в список 
.вершин группы, содержащей корень, прибавляются одна или не— 
б 
сколько вершин организации. Например, отрывку легенды 
* 2 H 
* 3 A HAT 
* 3 в HASH KEY- С ВЕР TEXT 
* 4 С 
* 4 В 
* 3 Е ЛАТ 
соответствует поддерево, представленное на рис. 3. На этом 
рисунке предполагается, что корень H имеет в дереве описания 
записи метку 3.1 ; метки вершин указаны над их полями. Верши­
ны с метками 3.1, 3.1.1, 3.1.2, 3.1.4, 3.1.2.0.1 и 3.1.2.0.2 
являются вершинами структуры и соответствуют вершинам леген­
ды Н, А, В, Е, С и D соответственно; вершина структур! 
3.1.2.0 является вершиной промежуточного уровня, а метку 
3-1.3 имеет вершина организации, соответствующая доступу 
HASH. . 
5. Множественному атому в легенде соответствуют три вер­
шины структуры в дереве описания записи: корень повторявшей­
ся группы, вершина промежуточного уровня и вершина атома. 
Если заданы доступы, то в качестве соседей корня появляются 
еще соответствующие вершины организации. Например, если в 
легенде имеется отрывок 
* 5 A NAT ВЕР S0BT 
* 5 М TEXT 
то ему соответствует поддерево, представленное на рис. 4. 
6. Массив размерности п транслируется в поддерево, со­






























цепь из п вершин промежуточного уровня (связанных между со­
бой ссылками на сын), последней из которых подчиняется спи­
сок вершин, соответствующих содержанию массива. Корню могут 
при этом следовать еще вершины организации, если предусмот­
рены дополнительные доступы. На рис. 5 приведена схема под­
дерева, которое соответствует отрывку легенды 
* 2 A ABBAT [7,3] NAT 
* 3 Р 
* 3 Q 



















7. Альтернативная группа транслируется так же, как и не­
повторяющаяся группа. 
8. Сечения атома транслируются как группа, корнем кото­
рой является атом. Каждому сечению соответствует одна Берли­
на дерева. 
1 . 1  
1.1.0 
1 . 1 . 0 . 0  






1 . 1 . 0 . 0 . 2  
Берлина промежу­
точного уровня 






2. Маркировка вершин 
Значение 16-битового подполя МАРКЕР (см. рис. 2) зада­
ет основную характеристику вершины. МАРКЕР разделяется на 
множество подполей, причем их семантика зависит от типа вер­
шины. Сам тип определяется двумя старшими битами поля МАРКЕР, 














Если вершина является корнем дерева или вершиной струк­
туры, то биты 2...5 поля МАРКЕР носят информацию, указанную 
в таблице 2. Бит 6 поля МАРКЕР устанавливается в 1 тогда, 
когда корень дерева или вершина структуры имеет свойство 
PACK. 
Таблица 2 
Спецификация вершины структуры 
Биты 
2 3 4 5 
1. Висящая верпина: 0 
1.1. Атом без сечений 0 0 0 0 
1.2. Атом со сечениями 0 0 10 
1.3. Внешняя структура 0 10 0 
2. Невисящая вершина: 1 
1.1. Корень группы: 1 0 0 
1.1.1 неповторяющейся группы 10 0 0 
1ê1.2 повторяющейся группы 10 0 1 
1.2. Промежуточный уровень 10 10 
1.3. Корень альтернативной 
группы 
1 1 0  0  
Семантика битов 2...4 поля МАРКЕР для вершин организации 
приведена в таблице 3, бит 6 указывает и здесь на наличие 
11 
свойства PACK, а бит 5 не используется. 
Таблица 3 
Спецификация вершины организации 
Биты 
2 3 4 
Основной доступ 
1 
Дополнительный доступ 0 
Неопределенное количество повторений 
экземпляров группы 0 0 
Количество повторений задано явно 0 1 
Количество повторений задано ссылкой 
на атом типа NAT 1 0 
Количество повторений задано ссылкой 
на атом со свойством SCOPE 1 1 
В вершине сечения из битов 2...6 поля МАРКЕР используют­
ся только первые три, значение которых определяет тип сече­




2 3 4 
Тип TEXT без ограничений О О О  
Тип TEXT с заданным запасом значе­
ний 0 0 1 
Чиеловый тип без ограничений 0 1 0 
Числовый тип с заданным максимальным 
значением 0 1 1 
Числовый тип с заданным запасом зна­
чений 1 0 0 
Биты 7...12 поля МАРКЕР не используются в том случае, 
12 
если вершина соответствует внешней структуре или корню не­
повторяющейся группы, или же является вершиной промежуточно­
го уровня. В случае атома семантика этих битов указана в 
таблице 5 (соответствующий бит устанавливается в 4). Для 
маркировки атома биты 11. и 12 не используются. 
Таблица 5 
Свойство атома Номер бита 
Свойство 
CONST 7 





В таблице 6 указано, как значения битов 7 и 8 поля МАРКЕР 
задают для вершины сечения способ выделения сечения из зна­
чения атома численного типа. Если длина сечения выражается в 
полных байтах, а сечение выравнено на границе байта, то для 
его выделения не нужны никакие дополнительные средства. Если 
же эти условия не удовлетворяются, то применяется либо мас­
ка, либо константа сдвига, либо то и другое (см. [5]). 
Таблица 6 
Способ выделения сечения 
Биты 
7 8 
Маска и константа сдвига отсутствуют 
Задана маска 




Для корня повторяющейся группы, а также вершин организа­
13 
ции битами 7...12 поля МАРКЕР характеризуются свойства, ука­
занные в таблице 7. 
Таблица 7 
Спецификация 
Б и т ы  
7 8 9 Ю 11 12 
1. Организацией является: 
ВЕР 0 0 
ABBAT 0 1 
LIST 1 0 
2. Вариант доступа: 
нет 0 0 
HASH 0 1 
S0BT 1 0 
S0BTD0WN 1 1 
3. Экземпляры имеют уни­
кальный ключ 1 
4. Данная вершина сопро­
вождается вершиной 
организации 1 
В случае корня альтернативной группы битами 7 и 8 поля 
МАРКЕР указывается, как задан ключ выбора : если ключом явля­
ется атом типа NAT с указанным максимальным значением, то в 
ЭТА биты пишется значение 10, если же ключ выбора имеет за-
значений, то значение 11 (биты 9... 12 в такой вершине не 
используются). 
Три последние бита поля МАРКЕР с порядковыми номерами 
5 образуют подполе BYN И предназначены для указания 
типа кодослова, соответствующего данной вершине в физической 
14 
записи (см. [3] и [4]). Для этого предусмотрены следующие 
четыре варианта. 
1. Тип кодослова имеет значение ООО, если описываемые 
вершиной данные входят либо в состав упакованной группы, ли­
бо являются сечением атома. В таком случае описываемому эле­
менту данных не соответствует кодослово. 
2. Значение типа 001 указывает, что описываемым данным 
соответствует ссылка либо на атом, либо на упакованную груп­
пу. В 
дальнейшем будем такой тип называть "типом а". 
3. Если неупакованный атом имеет длину 1...7 байтов, то 
он представляется в физической записи при помощи кодослова, 
содержащего атом. В поле МАРКЕР такой тип ("тип ъ") имеет 
значение 010. 
4. Корню любой неупакованной группы в физической записи 
соответствует ссылка на вектор, состоящий из кодослов. В та­
кой вершине дерева описания записи тип кодослова ("тип с") 
имеет значение 011. 
Назначение подполей Т, С и А вершины дерева (см. рис. 2) 
зависит от типа (а также от спецификации) вершины и будет 
описано в следующих главах. 
3. Формат корня поддерева 
В вершине, соответствующей корню поддерева, поля Т, С и 
А предназначены для информации о количестве элементов подчи­
ненной группы и длине каждого элемента. Что является элемен­
том, это зависит от спецификации вершины. Если вершина слу­
жит корнем неповторяющейся неупакованной группы, то элемен­
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том считается кодослово атома или вложенной группы; если же 
такая групя упакована, то единственным элементом считается 
сама группа. В случае неупакованной повторяющейся группы 
элементом считается кодослово экземпляра группы, или же сам 
экземпляр, если повторяющаяся группа упакована. 
Количество элементов неповторяющейся группы всегда уста­
навливается легендой (если группу следует упаковывать, то 
это количество равно 1). Для определения количества повторе­
ний экземпляров 
повторяющейся группы предусмотрено несколько 
возможностей, что и служит причиной использования нескольких 
форматов вершин дерева описания данных. 
Формат определяется содержанием поля Т (см. рис. 2), ко­
торое разделяется на два 4-битовые подполя Т и Т". Первое 
из них используется только в том случае, когда вершина опи­
сывает корень п-мерного (1 ± п é 15) массива: значением под­
поля Т' будет количество размерностей п. Второе подполе Т
п 
может иметь одно из следующих значений. 
1. Если количество повторений экземпляров повторяющейся 
группы не определено легендой, то Т" = 0. 
2. Если количество повторений задано легендой явно (вер­
шина соответствует корню неповторяющейся группы, или коли­
чество повторений указано натуральным числом), то Т"= 1. 
3. Если количество повторений задано ссылкой на атом ти­
па NAT СО СВОЙСТВОМ CONST, ТО Т"= 2. 
4. Если количество повторений определено мощностью запа­
са значений некоторого атома со свойством SCOPE, то Т"= 3. 
Значение подполя С (см. рис. 2) во всех случаях указыва­
ет длину элемента : если кодослово имеет тип "а", то длина 
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выражается в байтах, если же тип "с", то в двойных словах. 
Таким образом, поле С совпадает с атрибутом длины в кодосло-
ве 
(см. [4]). 
Семантика поля А зависит от значения Т": если Т"= 0, то 
А = 0; если Т" = 1, то А задает количество элементов; если же 
Т">1, то А является ссылкой либо на метку соответствующего 
атома, либо в таблицу запасов значений. 
В таблице 8 показано, какие значения приобретают подполя 
С, А и DYN в зависимости от различных условий. Символ "Р" в 
заголовке таблицы указывает на свойство PACK, символ ""IP" 
значит, что группа не упакована. В клетках таблицы использу­
ются следующие обозначения: 
* - отсутствие варианта ; 
q - количество элементов; 
11 - длина 1-того элемента в байтах, 1=1,2,...,q; 
m - количество экземпляров повторяющейся группы; 
— - ссылка. 
4. Формат атом-вершины 
В дереве описания записи атом может оказаться либо дейст­
вительным тупиком структуры, либо невисящей вершиной. Послед­
нее имеет место тогда, когда легендой зафиксированы сечения 
этого атома. В физической записи атом всегда является эле­
ментом конечного уровня. Если атом имеет сечения, то в поле 
Т указывается количество сечений (длина цепи вершин сечений^ 
а- 
поле СЫН содержит ссылку на первую вершину сечения. 
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D = о означает тип кодослова "а", а ни тип "ъ". В части Р 
задается длина атома в байтах. 
В поле А помещается ссылка на таблицу характеристик ато­
ма, которая имеет формат, указанный на рис. 6. Значение по-




лубайта M приравняется нулю, если максимальное значение ато­
ма не зафиксировано. В этом случае подполе МАХ отсутствует, 
и длиной таблицы является 8 байтов. При заданном максималь­
ном значении М=1, а таблица занимает 3 машинных слова. Само 
максимальное значение представляется в случае Р ^  4 на поле 
МАХ. Когда Р > 4, то поле МАХ содержит ссылку на Р-байтовое 
поле, представляющее это значение. Полубайт DYN уточняет фи-
I 
зическое расположение атома следующим образом. 
1. Значение DYN=о указывает, что tia поле значения атома 
ссылает кодослово типа "а" (душна этого поля Р> 7). Так как 
на этом поле находится только данный атом, то его относи­
тельный адрес SA = 0. 
2. Значение DYN = î соответствует типу кодослова "ь". 
Длина значения атома Р ^  7, а относительный адрес sa = 8 - Р 




Атрибут Р устанавливается транслятором так, чтобы значе­
ние атома численного типа оказалось выравненным на границе 
полуслова,- слова или двойного слова. 
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M DYK PSEÜD0 SA 
TYPE PICT SCOPE 
MAX 
Рис. 6. 
3. Значение DYN = 2 устанавливается тогда, когда атом 
входит в состав упакованной группы, которая определена как 
множественный атом. Тип кодослова, а также значение поля SA 
приравниваются в этом случае нулю. 
4. Значение DYN = З показывает, что атом входит в состав 
упакованной группы, которая не является множественным ато­
мом. Тип кодослова и в этом случае 0, а значение поля SA вы­
числяется как сумма длин атомов, предшествующих данному ато­
му в экземпляре группы. 
Поле TYPE предназначено для представления типа атома. 
Зафиксированы следующие коды: 
00: тип NAT с длиной полного слова 
01 : NAT (полуслово) 
02: NAT (1 байт) 
10: INT (слово) 
11: INT (полуслово) 
20: BEAL (слово) 
21 : REAL (двойное слово) 
22: REAL (четыре слова) 
30: DEC (фиксированной длины) 
31 : DEC (неопределенной длины) 
40: HEX (фиксированной длины) 
41 : HEX (неопределенной длины) 
50: DATE 
51 : FDATE 
52: дата в машинном формате 
60: TEXT (определенной длины) 
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61 : TEXT (неопределенной длины) 
FP: UIL - отсутствие значения. 
Поле PICT указывает на формат печатного изображения зна­
чения атома. Второй байт поля задает количество знаков атома 
нечисленного типа 
или количество цифр перед запятой (точксй), 
первым байтом задается количество цифр за запятой для атома 
численного типа. 
Поля PSEUD0 и SCOPE используются тогда, когда атом имеет 
такие атрибуты. Значениями этих полей представляются поряд­
ковые номера элементов таблицы псевдоатомов и запасов значе­
ний соответственно (см. гл. 8). 
5. Формат вершины сечения 
В вершине сечения поле Т дублирует часть информаций мар­
кера: первый полубайт представляет тип сечения (возможные 
значения принадлежат по таблице 4 к промежутку 0...4), а 
второй полубайт задает способ выделения значения сечения 
(коды 0...3 по таблице 6). 
Поле С разделяется на два байта : L и SA. Значение L за­
дает длину сечения в байтах, a SA - относительный адрес пер­
вого байта сечения. 
Использование поля А зависит от значения Т следующим об­
разом. 
И. Если Т = 00, то А = 0. 
2. Если Т - Oy (т.е. нет ограничений, а задан способ вы­
деления значения у=1,2,3), то первый байт поля А содержит 
маску, а второй байт - константу сдвига. Если одна компонен-
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та отсутствует, то ее значением будет 0. 
3. Если Т = zy (z=1,2,3,4; у=1,2,3), то значением А яв­
ляется ссылка на таблшу характеристик сечения. 
полуслово 1 
полуслово 2, 
где V может"быть максимальным значением сечения (если его 
длина не превосходит 2 байтов), ссылкой на максимальное зна­
чение или индексом элемента таблицы запасов значений. 
6. Формат вершины внешней структуры 
Для транслятора вершина внешней структуры является вися­
щей вершиной, а это значит, что поле СЫН пусто. Транслятором 
заполняются лишь поля В, БРАТ, МАРКЕР, ИМЯ и С (см. рис. 2). 
Значением поля С при этом является ссылка на имя внешней 
структуры, длина которого 8 байтов. 
Поля СЫН и А предназначены теперь для формирования ссы­
лок перед использованием дерева описания записи или во время 
работы с этим деревом: СЫН указывает на дерево, граф или 
таблицу описания данных внешней структуры, а поле А может 
быть использовано для ссылки на какие-то дополнительные ха­
рактеристики внешней структуры. Заполнение поля Т также ос­
тается в компетенции пользователя данной внешней структурой. 







Формат вершины организации 
Вершины организации сопровождают корни повторяющихся 
групп и содержат информацию об организации таких групп или о 
способе доступа к их экземплярам. В физической записи таким 
вершинам дерева соответствуют кодослова, ссылающие на табли­
цы определенной структуры. Если повторяющаяся группа опреде­
лена без указания ключа 
и варианта доступа, а ее организа­
цией не является списочная структура, то для такой группы не 
понадобится ни одной вершины организации. 
Формат вершины организации следующий: поля В, БРАТ и 
МАРКЕР несут такую же информацию, что и в предыдущих случаях, 
ИМЯ используется лишь в вершинах, соответствующих дополни­
тельным доступам, а поле СЫН всегда имеет значение 0. 
Значение поля Т задает порядковый номер данной вершины 
организации в списке таких вершин у корня повторяющейся груп­
пы. Если вершина должна содержать информацию о ключе доступа 
(или уникальности), то значение поля А принимается равным 
порядковому номеру элемента таблицы ключей. 
Поле С содержит ссылку на макет таблицы организации или 
доступа. Формат макета зависит от разновидности описания 
группы или доступа; макет дает возможность сэкономить время 
инициирования соответствующих таблиц в физической записи во 
время работы. В качестве примера приведем в таблице 9 макет 
доступа путем хэширования
3 (длина макета 24 байта). 
3 
В макете заполнены лишь те поля, которые не•отмечены 
звездочкой; последние получают значения в таблицах, соответ­
ствующих макету в физической записи. В интересах наглядности 
здесь представлены значения всех полей. Запись "(*)" озна­







0 чтение =0, запись = 1 • 
1 длина ключа в байтах 
2 количество полных слов значения ключа 
3 остаток значения ключа (если длина не де­
лится на 4) 
4 длина звена хэш-таблицы в полусловах 
6 длина звена дополнительной цепи в полусловах 
8 количество экземпляров # 
10 scoPB-индекс 
12 максимальное предполагаемое количество эк­
земпляров (•) 
14 длина хэш-таблицы (*) 
16 маркер вершины организации 
18 
порядковый номер элемента таблицы ключей 
20 длина таблицы (*) 
22 первый свободный адрес поля звеньев * 
В качестве метода хэширования используется разрешение 
коллизий методом цепочек (см. [6J, стр. 610), хэш-функция 
взаимствована у Д.Гриса ([7], стр. 255-256): машинное слово 
s ' вычисляется при помощи поразрядного сложения слов и остат­
ка значения ключа, а хэш-адрес вычисляется как остаток деле­
ния s'/m, где m - длина хэш-таблицы (последняя вычисляется, 
как наименьшее простое число, удовлетворяющее условию m s n, 
где n - максимальное количество экземпляров). 
Если требуется уникальность ключей, то дополнительные 
цепи не образуются, а форматом звена служит следующий 4-бай­
товый вектор: 
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полуслово 1 полуслово 2 
ссылка по коллизии ссылка на экземпляр 
Если одно и то же значение ключа может встречаться у несколь­
ких экземпляров (как это допускается при дополнительном до­
ступе), то длиной звена будет 6 байтов - прибавляется поле 
для ссылки на начало дополнительной цепи. 
8. Формат корня дерева 
В корне дерева помимо информации о группе первого уровня 
представляются еще данные, характеризующие дерево в целом. 
На рис. 7 приведена схема формата корня. Семантика полей Т 
байт 1 
байт 2 байт 3 байт 4 
0 0 слово 1 
0 1 ссылка на дерево слово 2 





(значение которого теперь 01), С и А такая же, что в верши­
не, соответствующей корню неповторяющейся группы. Поле МАРКЕР 
имеет теперь возможные значения, указанные в таблице 10. 
Таблица, на которую ссылает второе полуслово третьего 
слова вершины, состоит из заголовка длиной в 30 байтов, таб­
лицы имен и, если понадобится, таблиц ключей, псевдоатомов и 







0 и 1 0 0 признак корня 
2 1 невисящая вершина 
3 и 4 0 0 корень группы 
5 0 группа не повторяется 
6 0 группа не упаковывается 










13...15 0 1 1 
тип "с" кодослова, если бит 6 = 0 
0 0 1 







длина дерева описания записи 
12 




ссылка на таблицу ключей 
20 
ссылка на таблицу имен 
22 
количество запасов значений 
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ссылка на таблицу псевдоатомов 
Таблица имен организована как хэш-таблица с внешними це­
почками. Пользователю может представлять интерес формат зве­
на цепи омонимов, приведенный на рис. 8. Метка представляет­
ся как последовательность двухбайтовых полей. Обратим внима­
ние еще 
на то, что если имя связывается с повторяющимся ато­
мом или атомарным массивом, то метка содержит как метку кор-
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ня повторяющейся группы, так и нули, соответствующие верши­
нам промежуточного уровня, а также единицу в качестве послед­
ней координаты. 
байт 1 байт 2 байт 3 байт 4 
слово И 
слово 2 
Каждая цепь омонимов связывается с именем вершины, сече­
ния или дополнительного доступа из легенды. Если это имя 
уникально, то цепь состоит из одного единственного звена; в 
общем же случае длина цепи равняется количеству объектов с 
данным именем. Так как требуется только уникальность каждого 
имени в пределах одной группы, то допустимость омонимов про­
веряется путем сравнивания меток: если они все различимы, то 
требование уникальности удовлетворяется. Распознаватель слож­
ных имен дает на, выход метку, соответствующую рассматривае­
мому сложному имени. Не останавливаясь на алгоритме распоз­
навателя, отметим, что он отличается от известных (например, 
описанного в [8]) и направлен.на работу с минимальными слож­
ными именами. Например, если имеются вершины с именами В.А и 
С.А, то имя А идентифицирует ту вершину из них, которой со­
ответствует меньшая метка в смысле лексикографической упоря­
доченности, другую же вершину следует наименовать сложным 
именем. 




ссылка на метку 






объявленных в легенде ключей доступа. Каждая запись данной 
таблицы является 4-байтовой и распадает на два поля: 
байт 1 
байты 2 ... 4 
ссылка на вектор ключа 
Значение поля L задает количество компонент ключа (слож­
ных имен)4, а вектор ключа состоит из L полей следующей 
структуры: 
байт 1 байт 2 байты 3 и 4 байты 5 и 6 
•*•0 SCOPE ОСТАТОК 
Через 1
а 
здесь обозначена длина атома ключа, уменьшенная на 
единицу (в байтах), а 1
о 
- длина остатка его метки. Поле 
SCOPE задает порядковый номер записи таблицы запасов значе­
ний, соответствующий данному атому ключа, если он имеет за­
пас значений (в противном случае SCOPE= о), а ОСТАТОК - это 
в общем случае ссылка на остаток метки. Под "остатком метки" 
подразумевается та часть метки атома ключа, которая начина­
ется от координаты корня данной ветки. Применение такой час­
ти метки становится возможным благодаря требованию, что ключ 
должен находиться в ветке данной группы (см. [И], стр. ИЗ и 
40). Если длиной остатка является 1, то единственная коорди­
ната 
представляется непосредственно на поле ОСТАТОК. 
Таблица псевдоатомов построена аналогично таблице клю­
чей. Длина таблицы, как и максимальное количество псевдоато-
Синтаксис определения ключа см. [1], стр. 39. 
28 
мов в одной легенде, не может превысить 255. Формат записи 
таблицы представляется таким образом: 
байты 1 и 2 байт 3 байт 4 байты 5 и 6 байты 7 и 8 




ссылка N ссылка р 
"Ссылка N" указывает на звено цепи омонимов таблицы имен, со­
ответствующее данному атому со свойством PSEUDO. "Тип" и 
"длина" соответствуют также указанному атому. "Тип PSEUDO" 
имеет 3 различных значения. Семантика этих значений следующая: 
И. Тип PSEUDO имеет значение 4 тогда, когда в легенде 
данное свойство объявлено без параметров, т.е. в вершине ле­
генды встречается только слово PSEUDO. Значение такого атома 
не вводится, а вычисляется; способ и время вычисления оста­
ются в компетенции пользователя. Поле "ссылка Р" в этом слу­
чае не используется. 
2. Значение 8 типа PSEUDO означает, что в легенде при 
помощи PSEUDO определяется константа, тип и длина которой 
заданы байтами 3 и 4 в записи таблицы. Если длина константы 
не превосходит 2 байтов, то сама константа является значе­
нием поля "ссылка Р"; в общем же случае это поле содержит 
ссылку на значение константы. 
3. Если в легенде (явно или неявно) задана функция вы­
числения значения псевдоатома, то значением типа PSEUDO яв­
ляется ^2, Говорим, что функция задана явно, если в легенде 
имеется имя этой функции, например, PSEUDO = TODAY ( ) или 
PSEUDO= MEAN1 (ТАБЕЛЬ) (см. [1], стр. 23 и 57). Неявно за­
данными функциями считаются свойства атома INDEX и "дополни­
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тельное упорядочение": IUDEX интерпретируется транслятором 
как функция PSEUDO = IBDEX( ), а "дополнительное упорядочива­




( р ^  >  *  •  '  
где pi (1=1,2,...,п) является i-тым сложным именем в составе 
ключа упорядочения. "Ссылка Р" указывает теперь на таблицу, 
структура которой приведена на рис. 9. 
байт 1 байты 2 ... 4 







Если функция не имеет параметров, то первое слово табли­
цы имеет значение 0; в общем же случае значение Р задает ко­
личество параметров, а вектор параметров состоит из Р полей 
следующего формата: 
байт 1 байт 2 байты 3 и 4 
АРГУМЕНТ 
Возможные значения подполей Т, L и АРГУМЕНТ представлены 




Т L АРГУМЕНТ 
сложное имя 04 
длина метки 
ссылка на метку 
число длиной до 
двух байтов 
08 0 число формата 
полуслова 
число длиной 
выше двух байтов 
12 выравненная 
длина в байтах 
ссылка на число 
строка символов 
(стринг) длиной 
выше двух байтов 
16- длина строки 
в байтах 
ссылка на строку 
строка символов 
длиной до двух 
байтов 




Таблица запасов значений имеет структуру, близкую к 
структуре таблиц псевдоатомов и ключей. Верхней границей ко­
личества атомов с объявленными запасами значений в одной ле­
генде является 255. Каждому запасу соответствует одна запись 
таблицы в таком формате: 
байты 1 и 2 байт 3 байт 4 байты 5 и 6 байты 7 и 8 




ссылка N ссылка s 
Тип и длина атома, а также "ссылка N" имеют такую же се­
мантику, что соответствующие поля в записи псевдоатома (с 
той разницей, что здесь атом имеет свойство SCOPE). В зави­
симости от характера объявленного запаса значений предусмат­
риваются три варианта его физического представления. 
1. Тип SCOPE = 4 означает, что запас задается в легенде 
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как SCOPE = C?1 ,p2 pn], где Pi является константой (чис­
лом или буквой), или интервалом чисел или букв. Предполага­
ется, что п является сравнительно небольшим, а мощность мно­
жества возможных значений - сравнительно большой. "Ссылка S" 
указывает в данном случае на вектор следующей структуры: 
байты 1 и 2 байты 3 и 4 байты 5 и 6 
TAB 
Количество различных возможных значений (т.е. мощность 
запаса) данного атома представляется на поле V; значение по­
ля L задает количество элементов п в таблице, на которую 
ссылает содержание поля TAB. Формат элемента этой таблицы 
зависит от типа атома. Если типом не является HEAL, ТО эле­
мент содержит следующие 3 поля: 
байты 1 и 2 байты 3 и 4 байты 5 и 6 
j 
Поле "а" содержит либо значение j-того (1 ž j ž т) элемента 
запаса значений (если длина атома не превышает 2 байта), ли­
бо ссылку на этот элемент. Если в определении запаса i-тый 
компонент pi задан как одиночное значение, то поле "Ъ" в i-
том элементе таблицы пусто; в обратном случае это поле со­
держит либо последнее значение интервала, либо ссылку на это 
значение. 
Например, пусть среди характеристик какого-то атома типа 
NAT имеется свойство 
SCOPE = [2, 7-9, 14-100]. 
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Соответствующая этому свойству данного атома запись в 
таблице запасов приведена на рис. 10 (значения переменных 
представлены шестнадцатеричными числами). 
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Замысел представленного формата элемента таблицы запасов 
заключается в том, что атом со свойством SCOPE может высту­
пать в роли ключа выбора : порядковый номер его значения в 
запасе значений служит в таком случае индексом экземпляра 
повторяющейся группы или альтернативного поддерева. 
Ключем выбора не может быть атом типа HEAL. Если у та­
кого атома имеется установленный запас значений, то им поль­
зуются лишь для проверки логической правильности данных. В 
таком случае значение v задает длину атома в байтах, а каж­
дый элемент таблицы, ссылаемой при помощи указателя TAB, со­
стоит из двух v-байтовых подполей: 
01 02 00 
02 07 09 




2. Тип SCOPE = 8 означает, что мощность множества значе­
ний является сравнительно небольшой, количество элементов р^ 
в определении запаса сравнительно большое, а элементы р^ за­
даны все (или почти все) как одиночные значения. В таком 
случае запас значений хэшируется, а "ссылкой S" в записи 
таблицы запасов указывается на вектор: 
байты 1 и 2 байты 3 и 4 
v ссылка на 
хэш-таблицу , 
где через v опять обозначена мощность запаса значений. Фор­
мат звена цепей хэш-таблицы следующий: 





ка на него 
j к 
Значение j задает порядковый номер элемента запаса значений 
в соответствии с определением запаса (j=i,2,...,7), а к - в 
обратном порядке (k=v,v-i.,1). 
3. Тип SCOPE =12 означает, что как мощность запаса, так 
и количество элементов pi небольшие. Таким типом определяет­
ся просматриваемая таблица, "ссылка S" указывает на поле 
байты 1 и 2 байты 3 и 4 
ссылка на V 
таблицу 
а таблица состоит из v полей, на которых представлены допус­
тимые значения атома. 
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ФИЗИЧЕСКОЕ ПРЕДСТАВЛЕНИЕ ЗАПИСИ В СИСТЕМЕ РАМА 
А. Изотамм 
В этой статье рассматривается структура физической запи­
си СУШ РАМА в оперативной памяти ЭВМ. Так как физическое 
представление данных зависит от соответствующего дерева опи­
сания записи, а последнее - физическое представление леген­
ды, определяющей запись на языке RDL , то данная статья яв­
ляется логическим продолжением статей [1] и [2]. Эту серию 
мы намерены продолжить. Так, например, в следующей статье 
серии будут освещены способы и программные средства доступа 
к данным, представленным на полях записи. Поэтому в настоя­
щей статье эти вопросы, как правило, и не рассматриваются. 
1. Список записей. Заголовок записи 
В системе РАМА все физические записи хранятся в виде их 
объединений - файлов (см. [9]). При этом в одном файле могут 
содержаться записи, соответствующие нескольким разным леген­
дам. В оперативную память обычно вводится только некоторое 
подмножество записей данного файла и такое подмножество из­
ображается как списочная структура, заголовок которой ("за­
головок файла") содержит, между прочим, головку цепи легенд, 









Ссылка на заголовок файла 
12 Ссылка на следующее звено цепи легенд 
16 Ссылка на дерево описания записи 
20 Ссылка на цепь физических записей, 
описанных данной легендой 
24 Адрес корня дерева описания записи 
28 Адрес таблицы легенды 
32 Адрес таблицы имен 
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Адрес таблицы ключей 
40 Адрес таблицы запасов значений 
44 Адрес таблицы псевдоатомов 
Каждое звено этой цепи имеет формат, представленный в табли­
це 1. Элементы звена, начиная с относительного адреса 24, 
дублируют таблицу легенды (см. [2]), с той лишь разницей, 
что здесь адреса представляются как абсолютные. Следует 
учесть, что в каждую цепь записей включаются только те запи­
си, соответствующие данной легенде, которые в данный момент 
находятся в оперативной памяти. Принципиальная схема указан­
ных ссылок приведена 
на рис. 1. 
Память для цепей выделяется из динамической области па­
мяти при помощи макрокоманды GETMAIN С указанием номера под-
пула (см. [8]). 
Поле каждой записи является связной областью, которая 
разделяется на две части: заголовок и дерево данных. На рис. 
2 представляется общая структура этой области, причем под­
робно указана структура заголовка (структура дерева данных 
/ 
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рассматривается в следующих главах). 
заголовок файла 
"tl 
звено легенды 1 I f  
I • 
запи сь 1 
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ОГИМЯ 
16 SP LIB длина поля записи 
24 V M ссылка на цепь 
свободной памяти 












Заголовок записи состоит из 40-байтового подполя, к ко­
торому прибавляются еще 1.*.32 двойных слов для т.н. R-имени. 
Имена в заголовке предназначены для координации пользования 
записью; они являются параметрами макрокоманд ENQ И DEQ сис­
темы ОС ЕС [83. Через й-имя на рис. 2 обозначено имя очереди 
(им является либо имя легенды, либо шля комплекта - в смысле 
языков FDL [9] и DHL [Ю]), через LBN - длина имени ресурса, 
а через R-имя - имя ресурса (в качестве этого имени исполь­
зуется значение ключа записи). Значением подполя SP является 
номер того подпула памяти, где находится данная запись. Цепь 
свободной памяти образуется в дереве данных записи. Ссылки 
на звено цепи легенд и на следующую запись показаны на рис.1 
стрелками соответственно вверх и направо. Длина поля записи 
используется программами вывода записи на печать или на внеш­
ние накопители (а также в качестве параметра макрокоманды 
FREEMAIN). Подполе M содержит ссылку на стэк, создаваемый 
программами обработки записи. Подполя w, F и с служат для 
помещения разных флажков, состояния которых показывают, на­
пример, доступна ли запись программам прибавления или исправ­
ления данных, доступны ли экземпляры повторяющихся групп по 
ключам дополнительных доступов (см. [1], стр. 42) и т.п. 
Наконец, кодослово корня дерева данных дает как относи­
тельный адрес этого дерева в поле записи, так и харак­
теристику единственного экземпляра группы первого уровня 
(см. [13). 
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2. Дерево данных 
Дерево данных строят на основе дерева описания записи 
[2]. Следуя общепринятой терминологии скажем, что дерево 
описания является для дерева данных логическим деревом. Фор­
мой изображения физического дерева данных в системе РАМА вы­
бран супермассив. Такая структура данных определяется в 
статье [4] и используется, например, в системах СОДИ и 
TILLIS (см. [53, [6 3 и [73). 
Супермассив выражает, в первую очередь, иерархическую 
структуру данных. Сами данные связываются с висящими верши­
нами дерева, т.е. элементами супермассива на самом низком 
уровне иерархии. Элементами являются кодослова (см. [33 и 
[43) - поля памяти фиксированной структуры и длины. Кодосло­
ва промежуточных уровней ссылают на векторы кодослов следую­
щего, более низкого уровня, а кодослово последнего уровня 
может либо ссылаться на данные, либо содержать эти данные. 
На рис. 3 показано, как конкретное логическое дерево 
представляется в виде супермассива. Все кодослова в супер­
массиве помечаются таким же образом, как и вершины дерева 
описания записи (см. [2]). Например, меткой кодослова с на 
рис. 3 является 2, а кодослово 1 имеет метку 3.1.3 . 
Структуры, представленные на рис. 3, находятся во взаим­
но-однозначном соответствии в том смысле, что одна и та же 
метка идентифицирует как вершину дерева описания записи, так 
и соответствующее данной вершине кодослово в физической за­
писи. Однако, это не всегда так. Например, элементам упако­
ванных поддеревьев не соответствуют кодослова; физическое 
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логическое дерево супермассив 
Рис. 3. 
представление вершин промежуточного уровня дерева описания 
записи зависит от организации повторяющейся группы и т.д. 
Правила установления соответствия между описанием записи и 
данными представляются в следующих разделах. 
Для построения супермассива применяется система распре­
деления памяти, которая описывается в [3]. Однако, поскольку 
дерево данных имеет довольно специфическую структуру, то бо­
лее уместным оказалось использовать эту систему в несколько 
модифицированном виде. Для изображения физической записи 
применяются кодослова только трех типов, которые именованы 
типами "а", "ъ" и "с" (ср. [2]). Их 8-байтовые форматы ука­
заны на рис. 4. 
DYN LOC Р Q 
кодослово типа "а" или, "с" 
DYN значение атома 




Содержание подполя DYN В кодослове задает короткую ха­
рактеристику данных, связанных с этим кодословом. Длина это­
го подполя — 1 байт, а семантика значений каждого бита пока­
зана в таблице 2. Если условие, приведенное в графе * семан­
тика", удовлетворено, то значение соответствующего бита 1 .  





1 Кодослово является фиктивным1 или ссылает на 
внешнюю структуру 
2 Кодослово ссылает на списочную структуру 
3 Поддерево является упакованным 
4 Ссылаемое поле можно удлинять 
5 В данных поддерева обнаружена ошибка 
6 Начало поддерева не выравнено на машинное 
слово 
7 и 8 Значение 01 определяет тип "а", 10 - тип "ъ", 
а 11 - тип "с" 
Подполе LOG в кодослове содержит относительную ссылку на 
поддерево, а подполя Р и ft предназначены для указания длины 
ссылаемого поля. Если типом кодослова является "а", то зна­
чение Р задает длину элемента в байтах, а значение Q. показы­
вает количество элементов. В кодослове типа "с" значение Р 
определяет количество кодослов в блоке (см. [3]), а значение 
Q, - количество блоков. 
Фиктивные кодослова в дереве записи не участвуют. Ими 
пользуются некоторые системные процедуры, например, для об­
разования ссылки на сечение атома. 
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3. Висящие вершины 
Висящими вершинами дерева данных считаются все кодослова 
самого низкого уровня в супермассиве. С их помощью изобража­
ются следующие объекты: атом, корень упакованной группы, 
внешняя структура и таблица организации, соответствующая 
вершине организации в дереве описания записи. 
Физическое представление неупакованного атома зависит oi 
его длины. Если эта длина не превосходит 7 байтов, то значе­
ние атома размещается в кодослове типа "ъ" (см. рис. 4). 
Например, если длина имени школьника установлена в легенде 
равной 6 байтам, то соответствующее поле памяти может выгля­
деть следующим образом: 
j b 1 АОТГВшЩ . 
Атомы длиной выше 7 байтов представляются при помощи ко­
дослова типа "а". Например, если длина имени установлена в 
10 байтов, то конкретное имя предыдущего примера представ­
ляется так: 
l a i  I  М О И " ]  ç—-ГШви,
ццццц
| . 
Если атом имеет неопределенную длину, то он представля­
ется либо кодословом типа "ъ", либо типа "а". В последнем 
случае в поле атома нет неиспользованных байтов. 
На поле данных упакованной группы ссылает всегда кодо­
слово типа "а" . Если группа является неповторяющейся, то зна­
чение подполя Q. в кодослове (см. рис. 4) равно 1, а значение 
подполя Р задает длину соответствующего поля данных. Напри­
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мер, если в легенде определено поддерево 
* * ДИРЕКТОР TEXT PICT=10 PACK 
* 2 ИМЯ 
* 2 ФАМИЛИЯ 
то ему может соответствовать следующий фрагмент супермассива: 




ИВАНОВццоц 1 . 
В случае повторяющейся упакованной группы значение Р 
также задает длину экземпляра в байтах, а значение 0. - коли­
чество экземпляров, Такой вариант иллюстрируется следующим 
примером: 
* 2 УЧЕНИКИ TEXT ВЕР PICT=8 PACK 
* 3 ИМЯ 
* 3 ФАМИЛИЯ 
l_a_j_J !__1_16J_40J /—H 11 КГЯш-и-шНЬТРОВыи | К > ЯиОРЛОВиии | . 
первый экземпляр сороковой экземпляр 
Таким же образом представляется и множественный атом, 
если предусмотрена упаковка его значений. Экземпляром теперь 
является значение атома, например: 
* 7 ДЕТИ Р1СТ=6 KEP PACK TEXT 
_ 1 2 22 | a |  ^  1 6  | 2 2  I | -Ч"МАТ1
цц 
I РЕЕТБВ I Т11Т
ЦЦ 
I "~| AGU^ ul . 
Атрибуты P и 0. в кодослове упакованного массива соответ­
ственно показывают длину элемента и их количество, например: 
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* 3 СОТРУДН ARRAY [3,4,2] PICT=6 PACK 
* 4 ИМЯ TEXT 
* 4 ФАМИЛИЯ TEXT 
_ _j 2 _24 
12 I 24| pH ИВАНИВАНОВ | AHHAAT ' 
цц
БЕДОВы \ 
J индекс 1.1.1 индекс 1.1.2 индекс 3.4.2 
Ссылка на внешнюю структуру также находится в кодослове 
самого низкого уровня, причем типом кодослова может быть ли­
бо "а", либо "с". Признаком тупика на пути движения по су­
пермассиву служит А в первом бите подполя DYN (см. табл. 2). 
Если внешняя структура представляется в виде отдельного су­
пермассива , то данное кодослово является его корнем, а пути 
движения в ссылаемой структуре начинаются с этого корня и 
определяются в описании внешней структуры. 
Каждой вершине организации дерева описания записи соот­
ветствует по одному кодослову, в котором дается ссылка на 
таблицу организации. Такое кодослово принадлежит всегда типу 
"а", причем значение подполя Р задает длину таблицы в бай­
тах, a QfI. Сама таблица состоит в общем случае из заголовка 
(который соответствует макету, связанному с вершиной органи­
зации в дереве описания) и поля для цепей ссылок (см. С2]), 
хотя некоторые таблицы состоят только из заголовка. 
4. Невисящие вершины 
В виде невисящих вершин супермассива представляются сле­
дующие вершины дерева описания записи: корень неупакованной 
неповторяющейся группы, корень альтернативной группы, корень 
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повторяющейся неупакованной группы с организацией BEF вместе 
с подчиняющейся ему вершиной промежуточного уровня, корень и 
вершины промежуточного уровня массива, а также корень любой 
(упакованной или неупакованной) повторяющейся группы с орга­
низацией LIST. Соответствующее кодослово, как правило, при­
надлежит типу "с", исключение представляет лишь упакованная 
LLST-rpynna, корень которой изображается кодословом типа "а". 
В кодослове типа "с" ссылаемое поле памяти содержит только 
кодослова и разделяется на блоки одинаковой длины. Значение 
подполя Р дает количество кодослов в блоке, а значение Q -
количество блоков. 
Неповторяющейся группе в физической записи соответствует 
один блок, длина которого - количество элементов группы. На­
пример, на рис. 5 показан участок супермассива, который со­
ответствует отрывку легенды: 
* 1 ДИРЕКТОР TEXT 
Рис. 5. 
Кодослово корня повторяющейся группы с организацией KEP 
ссылает на один или несколько блоков. Если количество экзем­
пляров группы определено, то оно является значением подполя 
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» 2 ИМЯ Р1СТ=4 
* 2 ФАМИЛИЯ Р1СТИ0 
И 
2 
ИВАН ja I • 
P, a 0=1. Если же предусматривается неопределенное количест­
во экземпляров, то длиной блока считается 16 кодослов. Ссы­
лаемое таким кодословом поле памяти соответствует вершине 
промежуточного уровня в дереве описания записи. Таким обра­
зом, в этом случае одной вершине описания записи соответст­
вует множество вершин физической записи. Все кодослова в од­
ном 
поле промежуточного уровня имеют одинаковый тип, т.е. 
они могут представлять либо атомы типа "а" или "ъ" (если 
повторяющаяся группа организована как множественный атом), 
либо корни поддеревьев типа "с". 
В качестве примера допустим, что в отрывках легевд из 
предыдущей главы упаковка данных не требуется. Модифициро­
ванные таким образом легенды и соответствующие им отрывки 
супермассивов выглядят теперь следующим образом. Отрывку ле­
генды 
# 2 УЧЕНИКИ ЙЕР=20 TEXT 
* 3 ИМЯ Р1СТ=7 
* 3 ФАМИЛИЯ Р1СТ=8 
соответствует отрывок супермассива, показанный на рис. 6. 
|с \ »j I 20 ! 1 I корень 
20 
с 









b СЕРЕЖАи а > 8 I 1 
I IIETPOBLJ LJ ВАСИЛЬЕВ 
Рис. 6. 
47 
Физическое представление отрывка легенды 
* 7 ДЕТИ Р1СТ=6 КЕР=40 
приведено на рис. 7 (данный пример представляет единственный 
случай, когда вершине промежуточного уровня соответствует 
вектор кодослов конечного уровня), а отрывку легенды 
* 3 СОТРУДН ARRAY [3,4,2] PICT=6 TEXT 
* 4 ИМЯ 
* 4 ФАМИЛИЯ 
соответствует рис. 8. 
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Рис. 8. 
Корень альтернативной группы представляется так же, как 
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и корень неповторяющейся группы. Количество кодослов в под­
чиненном блоке соответствует количеству альтернативов, но в 
каждом конкретном случае среди этих кодослов может быть 
только одно непустое кодослово (пустое кодослово имеет зна­
чение 0). Например, в [1], на странице 29 приведен участок 
легенды: 
* 2 МАЛЫШ 
* 3 A SCOPE = [ДОМА, ЯСЛИ, САД] 
* 3 В CASE = A NAT 
* 4 ДОМАШНИЙ NIL 
* 4 НОМЕР »НОМЕР ЯСЛЕЙ' 
» 4 САД 
* 5 АДРЕС TEXT Р1СТ=40 
* 5 НОМЕР »НОМЕР САДА» 
* 5 ГРУППА МАХИ5 »НОМЕР ГРУППЫ» 
Если атом А имеет значение САД, то соответствующий отры­
вок супермассива может быть таким, как показано на рис. 9. 
I е  г  2  I  уровень 2 
<1 2 
b САД и I с P 3 1 уровень 3 
{ 1 2 3 
уровень 4 0 0 I с P 3 1 I 
f  1  2 3 
уровень 5 aj > 40 1 b 33 b 10 




Если организацией повторявшейся группы является LIST, то 
вершине промежуточного уровня в дереве описания не соответ­
ствует ни одной вершины в супермассиве. Каждый экземпляр 
группы представляется полем памяти следующего формата: 
поле ссылок 
поле данных 





байт1 байты 2...4 байты 5...8 
Значение подполя ВНИЗ дает относительную ссылку на звено 
списка более низкого уровня (если такого нет, то значением 
ссылки является 0). Значение байта В определяет семантику 
подполя НАПРАВО: если В =0, то НАПРАВО содержит относитель­
ную ссылку на следующее звено того же уровня, если же В= 1, 
то ссылается на то звено предыдущего уровня, в котором ссылка 
ВНИЗ указывает на начало данного подсписка. 
Поле данных содержит либо кодослова (если группа не упа­
кована) , либо сами данные. Корень повторяющейся LIST-группы 
представляется как кодослово типа "а" или "с" в зависимости 
от упакованности. Признаком свойства LIST служит ^ во втором 
бите поля DYS; поле L0C ссылает на первое звено списка, зна­
чение подполя Q. всегда 1, а значение Р дает длину экземпляра 
в байтах (тип "а") или в двойных словах (тип "с"). 
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Например, если в легенде имеется отрывок 
* 3 ЗВЕНО TEXT PICT=7 LIST 
* 4 ИМЯ 
- * 4 ФАМИЛИЯ 
то соответствующая часть супермассива принимает вид, указан­
ный на рис. Ю. Если же в корень этой тру пин добавить свойст­
во PACK, то соответствующее физическое представление приве­
дено на рис. 11 . 
-X 
'  Î  
/•- • 
1 3 1 1 1 
Ь (— 2 3 >1 2 1°| 1 
Г |ъ| ИВАНиои |b I ИВАНОВ и I |1 I 0 |Ъ 
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И » о рь" ПЕТРM_M | ъ ПЕТРОВ И 
РИС. 10. 
lal !» I  221  1 I 
t 
0 > î f  I  ИВАН иии ИВАНОВ и 1  
L  
РИС. 11. 
1 î > 0 I ПЕТР и «_i ui ПЕ1Р0В и 
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5. Представление доступа 
Физическое представление вариантов доступа к экземплярам 
повторяющейся мруптш осуществляется следующим образом. 
А. Если в легенде не определяется свойство "доступ", то 
экземпляры группы (не смотря на организацию ВЕР или LIST) 
размещаются в супермассиве в порядке их поступления. 
2. Если вариантом основного доступа является S0BT или 
SOBTDOWH, то в случае ВБР-организации кодослова промежуточ­
ного уровня поместятся в порядке возрастания или убывания 
значений ключей доступа соответствующих экземпляров, а при 
LIST-организации таким образом поместятся сами звенья в каж­
дой подцепи в отдельности. Например, если значения ключа в 
экземплярах соответственно А, в, с и в, то повторяющаяся 






Если же организацией предусмотрен LIST, то картина может 
быть такой, как представлено на рис. ^3. 
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корень 
|\ > f N 
подцепь 4 I I *  0  I B I  1  i  I f i e l  
и  >  
l o i  *  I  о  A I  и м  "  0 j  D 1  подцепь 
Рис. 13. 
3. Если вариантом основного доступа служит HASH, ТО пов­
торяющаяся группа представляется физически таким же образом, 
как и группа без доступа, а таблицей организации является 
хэш-таблица, содержащая ссылки на экземпляры группы. Кодо-
слово той таблицы находится рядом с кодословом корня группы. 
4. Все дополнительные доступы без исключения не повлияют 
на расположение кодослов в блоке промежуточного уровня 
ВЕР-группы или звеньев списка; они реализуются аналогично 
основному доступу HASH при помощи таблиц организации. 
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СИСТЕМА ДИНАМИЧЕСКОГО РАСПРЕДЕЛЕНИЯ ПАМЯТИ 
ДЛЯ ИЕРАРХИЧЕСКИХ СТРУКТУР ДАННЫХ 
А. Нигуль 
Для описания и обработки структур данных некоторого оп­
ределенного вида полезно иметь соответствующие базовые сред­
ства, при помощи которых элементарные операции отображения и 
модификации 
структур данных осуществлялись бы достаточно 
просто и эффективно. Так как при разработке системы РАМА для 
управления базой данных [4] выяснилось, что средства опера­
ционной системы ОС ЕС не всегда удовлетворяют требованиям 
системы РАМА, возникла необходимость создания соответствую­
щих базовых средств. Рассматриваемая в настоящей статье сис­
тема DTK и является средством отображения и обработки струк­
тур данных, ориентированным потребностям системы РАМА. 
Прообразом при создании системы DYK служила система 
представления структуры данных, разработанная для ЭВМ "Минск 
-32" С2,3]. Особенностью нашей системы является то, что опе­
ративная память, контролируемая системой, разделяется на 
участок, предназначенный для построения структур данных, и 
на участки для сохранения указателей на элементы структур 
данных. Процедуры системы DYK, описанные в настоящей статье, 
реализованы на ЭВМ ЕС-1022 и объединены в систему программ. 
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1. Представление СТРУКТУР данных 
Элементы структур данных и их расположение относительно 
друг-друга представляют в системе DYK при помощи т.н. кодо-
слов [1,2], каждое из которых имеет имя. Кодослово в нашей 
системе - это четверка вида 
(TYPE,P,Q,LOG) , 
где компонента TYPE называется типом данного кодослова. 
Остальные компоненты описывают некоторое поле памяти, кото­
рое мы будем называть набором этого кодослова. В системе 
DYS наборы кодослов могут содержать данные и/или другие ко­
дослова. Компоненты Р и Q. кодослова характеризуют длину со­
ответствующего набора, а компонента LOG дает адрес набора. 
Если имя кодослова обозначить через к и набор этого ко­
дослова содержит некоторое непустое множество кодослов, то 
через к. 1 обозначим имя i-того кодослова в наборе к. Ясно, 
что запись к.i имеет смысл только в том случае, когда набор 
кодослова к содержит по меньшей мере i кодослов. Если теперь 
набор кодослова к.i содержит в свою очередь некоторые кодо­
слова, то имя j-Toro кодослова в наборе к. i можем обозначать 
через к.i.j . В общем случае, выражение вида 
K.ii.i2. ... лв , 
где к - имя кодослова и i1,i2,...,in - натуральные числа, 
будем называть составным именем с базой к. 
Будем говорить, что кодослово с именем L достижимо из 
кодослова к, если существует конечная последовательность на­
56 
туральных чисел i1 ,±2,... ,in такая, что L = К. *in* 
В системе DYN выделено т.н. главное кодослово ROOT, на­
бор которого состоит только из кодослов (в дальнейшем этот 
набор будет называться полем BASE или базисным полем). Струк­
тура всех других кодослов в системе DYN удовлетворяет следу­
ющему требованию. Для произвольного кодослова с именем к, 
отличного от BOOT: 
(1) кодослово к содержится в наборе хотя бы одного кодо­
слова структуры; 
(2) кодослово к достижимо из кодослова BOOT; 
(3) кодослово к не достижимо из кодослова к. 
Используя систему DYN ДЛЯ построения или модификации 
структур данных, пользователь не имеет прямого доступа к 
элементам структур данных. Доступ (ссылка) к произвольному 
кодослову возможен лишь составным именем с базой BOOT, т.е. 
выражением вида BOOT.i^ .i2.•••.in. Это значит, что для ссыл­
ки на некоторое кодослово достаточно иметь выражение вида 
(i1,i2,...,in) - последовательность натуральных чисел, кото­
рую назовем меткой и будем рассматривать вместо имени соот­
ветствующего кодослова. Если в дальнейшем будем говорить,что 
у 
нас имеется некоторое кодослово, то имеем в виду, что у 
нас имеется метка этого кодослова. Отметим, что главное ко­
дослово BOOT для пользователя недоступно. 
2. Классификация кодослов 
По своим функциям при описании структур данных кодослова 
разделяются в следующие классы: 
8 
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(1) кодослова терминального типа - кодослова, наборы ко­
торых содержат только данные и ни одного кодослова; 
(2) кодослова нетерминального типа - кодослова, наборы 
которых состоят только из кодослов; 
(3) кодослова смешанного типа - кодослова, наборы кото­
рых содержат как кодослова, так и данные. 
Рассматриваются еще т.н. пустые кодослова (или кодосло­
ва типа NIL), которые вообще не имеют набора. 
Подробная классификация кодослов определяется на основе 
их типов. Тип кодослова (TYPE, Р,. Q, LOG) рассматривается как 
пятерка' 
TYPE = («,(*, Y, *,£) , 
где в качестве значений компонент участвуют неотрицательные 
целые числа 0,1,2. Для пустого кодослова принимается TYPE = 
= (0,0,0,0,0). Ниже при классификации будем рассматривать 
только непустые кодослова. 
Компонента <х в типе кодослова называется признаком ука­
зателя. Если « = о, то LOG дает начальный адрес набора кодо­
слова . Если же ОС = 1, т-о LOG является ссылкой на начальный 
адрес набора кодослова. В этом случае говорим, что начальный 
адрес кодослова - указатель, a LOG - ссылка на указатель. 
Требуется, чтобы указатель находился вне того участка памя­
ти, который подчиняется системе DYS (например, указателем 
может быть некоторое поле в программе пользователя). Сам 
указатель находится под контролем системы, которая гаранти­
рует пользователю наличие там правильного начального адреса 
набора. 
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Компонента £ в типе кодослова называется признаком копи­
рования. Если £ =0, то набор кодослова уникален. Если же 
6 = 1, то будем говорить, что данное кодослово ((«,fi,tf,S,l), 
P,Q,L0C) является копированным, т.е. в структуре кодослов 
существует по крайней мере одно отличное от данного кодосло­
ва кодослово ((О^ ,FJ,TF,5",l),P )ЪОС1 ), которое имеет тот же 
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Система DYN дает пользователю возможность удлинять и 
сокращать наборы всех кодослов за исключением сокращения по— 
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ля BASE. В конкретной реализации системы длины наборов ука­
зываются в двойных словах, а в качестве длины кодослова за­
фиксировано двойное слово (8 байтов). 
Рассмотрим теперь подробнее кодослова терминального типа, 
в которых (Ь = 0. Если при этом = 1, то такое кодослово опре­
деляет т.н. атом, структурой которого система DYN не интере­
суется. Если 5" = о, то компонента Р кодослова указывает длину 
набора и Q = 1. В случае S = 1 набор кодослова разделен на не­
которые блоки: Р указывает длину одного блока и Q. - количест­
во блоков в наборе (Qäi). Изменять длину такого набора мож­
но только по блокам. 
Если в кодослове терминального типа Y=2, то будем гово­
рить, что данное кодослово определяет атомарную повторяющую­
ся группу. Это значит, 
что набор кодослова разделен на участ­
ки равной длины - экземпляры повторяющейся группы. Компонен­
та Р указывает длину экземпляра (в конкретной реализации эта 
длина указывается в байтах), а й - число экземпляров. Удли­
нять или сокращать такой набор можно только по экземплярам. 
В кодословах нетерминального типа (Ь = 1, а компонента f 
не учитывается. Если 5"= о, то компонента Р кодослова указы­
вает число кодослов в наборе данного кодослова (т.е. длину 
этого набора ) и Q = 1. Если же S = 1, то набор кодослова раз­
делен на блоки кодослов, Р указывает число кодослов в одном 
блоке, а Q. - число блоков. В этом случае длину набора можно 
изменять только по блокам. 
В случае (Ь = 2 мы имеем дело с кодословом смешанного ти­
па, т.е. соответствующий набор содержит как кодослова, так и 
атом. Предполагается, что атом и множество всех кодослов на-
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бора размещаются компактно (в конкретной реализации, напри­
мер, все кодослова расположены "перед атомом"). Изменять в 
таком наборе можно как длину атома, так и число кодослов - в 
частном случае кодослово смешанного типа может переходить в 
кодослово терминального или нетерминального типа (обратное 
невозможно). 
Так как пустое кодослово можно рассматривать как частный 
случай кодослова терминального типа, то классификация кодо­


























5 = 0 
Рис. 2. 
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3. Описание системы 
Распределение памяти организуется в системе DIN при по­
мощи т.н. кусочно-свободной структуры [3]. Это значит, что 
подчиненная системе память разделяется на некоторое число 
активных (занятых) участков и на некоторое число неактивных 
(свободных) участков. Последние связываются в список свобод­
ной памяти. Проблемы, связанные с такой структурой оператив­
ной памяти, подробно изложены в монографии [5]. 
Рассмотрим теперь коротко главные внутренние процедуры 
системы DYN . 
Процедура сит(п,з,1,А) служит для резервирования участка 
памяти. В случае п > о активизируется участок памяти длиной в 
п двойных слов. При нехватке свободной памяти проверяется 
значение параметра 1: в случае 1= 1 возникнет ситуация ошиб­
ки, а в случае 1=0 применяется процедура GÀRCOL ДЛЯ "сборки 
мусора" (если и после этого памяти не хватает, то возникает 
ситуация ошибки). 
В случае п = о необходимо активизировать максимальный 
возможный участок памяти. Если при этом 1 = 0, то прежде все­
го применяется процедура GABCOL. После резервирования участ­
ка его длина (в двойных словах) засылается на место парамет­
ра п. 
Начальный адрес зарезервированного участка памяти во 
всех случаях засылается на место параметра А, этот участок 
заполняется символами s и корректируется список свободной 
памяти. 
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Процедура РКЕВ(А.П) служит для освобождения участка па­
мяти. Работа этой процедуры заключается в освобождении ак­
тивного участка памяти длиной в п двойных слов с начальным 
адресом А и включении этого участка в список свободной памя­
ти. 
Процедура GABCOL осуществляет "сборку мусора" в подчи­
ненной системе DYS части памяти, т.е. минимизирует число 
элементов списка свободной памяти. В результате применения 
этой процедуры подчиненная системе память состоит из одного 
активного и одного свободного участка. 
Процедура FORK(A.B) предназначена для просмотра всех ко­
дослов, достижимых из кодослова с адресом А. При первом обра­
щении к этой процедуре параметр В имеет значение 1, при 
последующих обращениях - значение 0. Процедура найдет адрес 
первого еще не выданного кодослова, достижимого из данно­
го кодослова и засылает этот адрес на место параметра В.Если 
все достижимые кодослова просмотрены, значение В не изменя­
ется. В процедуре предусмотрена защита от зацикливания про­
смотра, каждое кодослово выдается однократно. 
Процедура SHIFTСA.S,П) осуществляет удлинение набора ко­
дослова с адресом А на п двойных слов. Если это оказывается 
необходимым, то будут перемещаться некоторые активные участ­
ки памяти, а соответствующие кодослова корректируются. До­
бавленная часть набора заполняется символами s. В случае не­
достатка свободной памяти возникнет ситуация ошибки. 
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Процедура LEVEL((li,l2 in),A) - это инструмент для 
доступа к кодослову. Список параметров (1,, ,i2,... ,in) рас­
сматривается как метка соответствующего кодослова. Если 
in / о, то проходится путь, соответствующий данному состав­
ному имени и в результате на место параметра А выдается ад­
рес кодослова B00T.i1.i2. ••• . iQ. Ситуация ошибки возникает 
тогда, когда данной метке не соответствует кодослово. 
В случае in = О процедура ищет первое пустое кодослово в 
наборе кодослова К с меткой (i1,...пусть меткой та­
кого кодослова является (i1,.€.,in-1,j). Тогда на место па­
раметра in засылается значение j, а на место А - адрес кодо­
слова B00T.i1.i2. ••• .in. В случае, когда в рассматриваемом 
наборе нет пустых кодослов, проверяется, будет ли к вообще 
кодословом нетерминального типа и чему равен S(к). Если 
5(К) = 0 или ß(K) jl 1, то возникнет ситуация ошибки. В про­
тивном случае (ß>(K) = S(K) = 1) применяется процедура SHIFT 
для удлинения набора к на один блок. Теперь требуемое пустое 
кодослово с меткой (±1,...,in-1,j) существует, выдается его 
адрес и in := j . 
Отметим еще, что реализация системы допускает довольно 
легко заменить стратегии как резервирования и удлинения 
участков памяти, так и сборки мусора . 
4. Пользование системой PTN 
Рассмотрим теперь основные средства системы DYN, пред­
назначенные для пользователя системой. Таковыми являются 
процедуры SТАЕТ и EESТАЕТ для инициализации системы и изме­
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нения ее состояния, процедуры decl и СОРТ для создания струк­
туры кодослов (структуры данных), процедуры LONG И SHORT для 
изменения длин наборов (занятых участков памяти) и процедура 
DELETE для гашения подструктур. Доступ к кодословам (к эле­
ментам структуры данных) осуществляется при помощи описанной 
выше процедуры LEVEL. 
Процедура START(A,B,P.Q) предназначена для инициализа­
ции системы DYN. Параметры Р и Q описывают создаваемое поле 
BASE, остальные задают участок памяти, переходящий в подчи­
нение системы. Предусмотрены следующие варианты: 
(1) в случае в = 0 параметр А указывает длину участка в 
процентах от максимальной возможной длины, которую допускает 
операционная система (память резервируется системой DÏN); 
(2) в случае в= 1 параметр А указывает длину участка в 
К байтах (память резервируется системой); 
(3) в случае в = 2 параметр А указывает длину в к байтах 
той части памяти, которая не переходит в распоряжение систе­
мы DTN (остальная часть памяти резервируется системой); 
(4) во всех других случаях А и в задают начальный и ко­
нечный адрес того участка памяти, который переходит в подчи­
нение системы, но резервирован пользователем. 
Работа процедуры состоит в резервировании памяти (если 
это требовалось), образовании базисного поля и формировании 
системных параметров. Если Р^о и Q ^ 0, то они рассмат­
риваются как требуемые компоненты кодослова ROOT; в против­
ном случае параметрам Р и Q присваиваются значения по умол­
чанию. Для образования базисного поля на место кодослова 
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ROOT засылается пустое кодослово и к нему применяется проце­
дура DECL (при TYPE =  (0,1,0,1,0), P 1  =Р, Q 1  = Q, S = 0, 1=0, 
0=0). В результате получается поле BASE, заполненное кодо-
словами типа NIL. 
Отметим, что повторное применение процедуры START без 
применения процедуры RESTART вызывает ошибку. 
Процедура RESTART(T,P,Q) служит для изменения состояния 
системы DYN. Если t = о, то система переходит в пассивное со­
стояние: аннулируются все системные параметры, все указатели 
заполняются 
нулями и освобождается подчиняющаяся системе па­
мять (последнее в том случае, если память резервировалась 
системой). Отметим, что пассивной системой работать невоз­
можно: следует применить процедуру START. 
ЕЬли t =1, то аннулируется вся существующая структура 
кодослов, все указатели заполняются нулями и производится 
новая инициализация системы (при этом участок памяти, подчи­
ненный системе, остается прежним). Как и в процедуре START, 
при Р / 0 и Q ф о эти параметры интерпретируются в качестве 
требуемых компонент кодослова ROOT. В противном случае (Р = 0 
или Q = о) значения Рид определяются по умолчанию. Затем на 
место кодослова ROOT засылается пустое кодослово и к нему 
применяется процедура DECL с теми же значениями параметров, 
что и при процедуре START. В результате получается базисное 
поле, состоящее из Р • Q пустых кодослов. 
Процедура DECL((i1,in),TYPE,P1,q1,s,l,c) предназна­
чена для резервирования участка памяти, причем (i
-),...,in) 
является меткой соответствующего кодослова. Так как в систе­
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ме DYN принято, что структура может продолжать свой "рост" 
только начиная с кодослов типа NIL, ТО кодослово к с меткой 
(i<1 >• • • Д
п
) должно быть пустым. Если это не так, то возник­
нет ситуация ошибки. Параметры TYPE, Р1 , Q1 рассматриваются 
как требуемые компоненты составляемого на место к нового ко­
дослова и проверяется их согласованность (в случае несогла­
сованности могут быть применены некоторые процедуры измене­
ния значений параметров по умолчанию). Затем применяется про­
цедура CüT(n,s,l,LOC), где значение П вычисляется по значе­
ниям TYPE, Р1, Q1. В случае с = о на место кодослова к форми­
руется кодослово (TYPE,P1,Q1,L0C) и если набор этого кодо­
слова содержит кодослова, то они заменяются кодословами типа 
NIL. 
Если с / о, то значение с трактуется как адрес указателя 
и вместо кодослова (TYPE,P1,Q1,LOC) формируется кодослово 
(TYPE,P1 ,Q1,с). После этого на место указателя засылается 
значение LOG. 
Процедура CQPY((i1,...,ln),(^,...,jk),с) служит для ко­
пирования кодослов. Здесь метка (i>,,— ,in) должна опреде­
лить кодослово типа NIL, а метка (jjk) - некоторое не­
пустое кодослово (TYPE,P,Q,LOG) (иначе возникнет ситуация 
ошибки). Так как адреса этих кодослов получаются при помощи 
процедуры LEVEL, то разрешается и случай in = о (то же отно­
сится к процедуре DECL). 
В случае с = о сначала проверяется, является ли кодослово 
К1 с меткой (i1 ,... ,ijj) достижимым из кодослова к2 с меткой 
Ü-, »• • • »dk)* Если это так, то возникнет ситуация ошибки. В 
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противном случае при «(к2) = 0 принимают б(к2) := 1 и затем 
на место кодослова К1 формируется полученное кодослово 
(TYPE,P,Q,LOG). Если же ос(К2) = 1, то LOG означает ссылку на 
указатель и после засылки £(к2) := 1 на место К1 формируется 
КОДОСЛСВО (TYPE^,Р,Q,LOC^), где TYPE1 отличается ОТ TYPE 
лишь значением компоненты ОС, A LOC1 - адрес набора, получен­
ный из указателя по адресу LOG. 
Если с Ф о, то значение с дает адрес нового указателя. 
В этом случае при ос(к2) = 1 на место к1 формируется кодосло­
во (TYPE,P,Q,C), а при а(К2) = О КОДОСЛОВО (TYPE^,P,Q,C), 
причем указатель заполняется адресом набора кодослова к2. 
Рассмотрим для примера структуру кодослов, изображенную 
на рис. 1. Такую структуру можно получить последовательным 
применением процедур START, DECL и COPY следующим образом 
(здесь А1 и а2 обозначают некоторые адреса указателей, а п и 








Процедура DELETB(I>I  , . . .  ,ID) предназначена для гашения 
подструктуры кодослов. Если кодослово к с меткой (11,...,in) 
является пустым, то никаких действий не производится. В про­
бе 
гивном случае работа процедуры зависит от значения £(к). 
Если £(к) = 1 ,  т.е. кодослово к является копированным, 
то освобождается память из-под всех кодослов и полей данных, 
достижимых из кодослова К; при этом соответствующие указате­
ли заполняются нулями (для освобождения памяти пользуются 
процедурами РОЕК И РЕВЕ). Одновременно с гашением во вспомо­
гательный список N собирают все такие кодослова ь, для кото­
рых £(L) = 1 (в список к включается и к). После полного га­
шения при помощи процедуры РОЕК просматриваются все сохра­
нившиеся кодослова и каждое такое из них, которое совпадает 
с некоторым кодословом списка N (с точностью до указателя), 
заменяется пустым кодословом. 
Если же 6(К) = 0, то поступают следующим образом: 
(1) в список м собирают все достижимые из кодослова к 
кодослова L = к.••• .jk, для которых б(ь) = 1, а все 
&(К. ••• . jm) = о (при ш=1,2,... ,k-1 ) ; после этого при­
нимают TYPE(L) := (0,0,0,0,0); 
(2) освобождается память из-под всех достижимых из кодо­
слова К кодослов и полей данных; 
(3) просматриваются' все сохранившиеся кодослова, пере­
считывая числа вхождений кодослов, идентичных (с точностью 
до указателя) с кодословами списка М; составляется список N 
такой, что N[i] (i-тый элемент списка я) равен числу вхожде­
ний кодослова M[i] в структуру; 
(4) просматривается список N : если N[i] =1, то принимают 
6(M[i]) •:= 0, а к кодословам M[i], душ которых N[i] = 0, при­
меняют процедуру DELETE ; в заключение на место кодослова к 
засылается пустое кодослово. 
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Рассмотрим для примера опять структуру, представленную 
на рис. 1. Результатом выполнения процедуры DELETE(1) теперь 
будет структура, изображенная на рис. 3. Если же применить 
процедуру DELETE к кодослову с меткой (2,1), то получится 
структура, приведенная на рис. 4. 
Процедура L0NG((lj..,in),n,s,t) осуществляет удлинение 
набора кодослова к с меткой (i1,...,in). Если это кодослово 
является пустым, то возникнет ситуация ошибки. В противном 
случае действие процедуры зависит от типа кодослова к. Если 
р>(Х) = 0 и тКк) = 2 (т.е. кодослово к определяет атомарную 
повторяющуюся группу), то набор кодослова к удлиняется на п 
экземпляров. В случае ß(K) = 2 к является кодословом смешан­
ного типа и его набор удлиняется на п двойных слов, причем 
при t = о добавляются кодослова, а при t =1 удлиняется атом. 
Во всех остальных случаях набор кодослова к удлиняется 
на п двойных слов (при 5(к) = о) или на п блоков набора (при 
5 ( к )  = 1 ) .  
Во всех случаях добавленные поля данных заполняются сим­
волами s, добавленные кодослова заменяются пустыми кодосло-
вами и корректируются компоненты кодослова к. Если £(к) = 1, 
то корректируются и все соответствующие копированные кодо­
слова структуры. 
Процедура SH0HT((ii,...,in),n,t) предназначена для сок­
ращения набора непустого кодослово к с меткой ). 
Здесь параметр п характеризует "новую" длину набора (n * о). 
Если (Ь(к) = о и f(K) = 2, то параметр n указывает новое чис­
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t = 0 параметр п указывает новое число кодослов, а при t =1 -
новую длину атома, причем только здесь разрешается и случай 
п = о (последнее означает, что изменяется тип кодослова к). 
Во всех остальных случаях параметр п задает новую длину 
набора к в двойных словах (при 5(к) = о) или в блоках набора 
(при 5(К) = 1). Если требуемая длина больше старой длины на­
бора, возникнет ситуация ошибки. В случае, когда удаляемая 
часть набора содержит кодослова, к этим кодословам применя­
ется процедура DELETE. 
Для примера рассмотрим структуру кодослов, приведенную 
на рис. 4. Результатом выполнения процедур L0BG((1),1,0,0) и 













Отметим еще, что система DIS все время ведет счет за ко­
личеством копированных кодослов в структуре всех кодослов. В 
случае отсутствия копированных кодослов почти во всех проце­
дурах применяются другие алгоритмы, которые значительно про­
ще и 
эффективнее вышеописанных. 
Следует еще отметить, что пользователю предоставляется 
возможность создания собственных процедур для отображения и 
модификации структур данных, используя существующие внешние 
и внутренние процедуры. Более того, основную часть системы 
можно использовать и при изменении структуры самих кодослов. 
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ВЫДЕЛЕНИЕ НАИБОЛЕЕ СУЩЕСТВЕННЫХ КЛАССОВ ДАННЫХ 
К. Ээремаа 
1. База данных, как правило, предназначена для хранения 
большого количества сведений о некоторых объектах и для 
представления связей между этими объектами. В некоторых слу­
чаях исследование всего набора объектов можно заменить ис­
следованием его некоторого, наиболее существенного подмно­
жества. В настоящей статье и рассматривается вопрос о выде­
лении таких наиболее существенных подмножеств объектов. Для 
этого конструируется система, элементами которой являются 
рассматриваемые объекты, внутренние связи между элементами 
выбраны в соответствии с заданными отношениями между объек­
тами, а значимость (вес) каждого элемента оценивается неко­
торым числом. Если в такой системе выполняется принцип моно­
тонности в определенном ниже смысле, то по теории выделения 
экстремальных подсистем монотонной системы [2,3] можно найти 
наибольшее ядро системы, задающее искомое подмножество. 
Описываемый ниже метод может быть рассмотрен частным 
случаем классифицирования объектов, в котором наряду с раз­
биением на классы искомым является и максимально возможный 
уровень. В конце статьи показывается, что ядро системы, при 
соответствующем задании весов элементов можно рассматривать 
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как K-кластер в смысле Р.Ф. Линга [1], где к максимальное 
число, при котором образуются кластеры. 
Последующее изложение, в основном, построено на примерах. 
Анализируемый пример выбран 'из области информационного поис­
ка - рассматриваются способы задания связей между документа­
ми и индексами и выделение на их основе наиболее существен­
ных классов. Изложение метода на конкретных примерах не ог­
раничивает общности - метод применим для анализа разных 
структур данных. 
2. Прежде всего коротко приводим определения монотон­
ной системы и ядра монотонной системы, а также описываем ал­
горитм вычисления наибольшего ядра. Более подробное изложе­
ние этих вопросов можно найти в работах [2, 3, 4, 53. 
Пусть задано некоторое конечное множество элементов 
W = {х1,х2,...,xnj, на котором определена весовая функция 
g = gw. Системой s называется пара s = (w,g), а значение 
gw(x) называется весом элемента х е w в системе s. Допустим, 
что для любого подмножества w'ç* определено сужение gw, ве­
совой функции g. Тогда система s' = (w',gw.) считается под­
системой системы S. Так как весовая функция фиксирована для 
рассматриваемой системы s, то любая подсистема s' определена 
множеством ее элементов w'. 
Определение 4. Система s = (w,gw) называется монотонной, 
если для любых двух ее подсистем S1 = (w1 ,gff<|) и s2 = (w2,gW2) 
при X £ ff2 и ff2 с ff1 имеет место gff2(x) * gWl(x) ^ gw(x) или 
же gW2(x) £ gWl(x) ^ gw(x). В первом случае обозначаем сис­
тему через s+, во втором через s". 
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Легко доказывается, что подсистема монотонной системы 
является монотонной в том же направлении. Среди всевозможных 
подсистем монотонной системы 
особый интерес представляют та­
кие, на которых весовая функция g принимает экстремальные 
значения в определенном ниже смысле. Такие подсистемы назы­
ваются ядрами системы. Ядро системы можно считать ее самой 
существенной частью. 
Определение 2. Ядром системы S+ = (w,gff) называется ее 
подсистема tf+, при которой функция Р(н) = max gwl(x), опре-
X Е W ' 
деленная на подсистемах H = (W,gw,), достигает минимум. Ана­
логично, ядром системы s" = (w,gw) называется ее подсистема 
н", при которой функция р(н) = min g„,(x) достигает максимум. 
X £ W 1 
В настоящей статье в дальнейшем рассматриваются только 
системы s" £ s = (w,g) и соответственно ядра н~ г н= (w',g). 
В случаях, когда особо подчеркивается минимальный вес эле­
ментов ядра s = min g„,,(x)» ядро обозначается через Hs. 
xeff' " 
Ядро системы не обязательно определено однозначно: функ­
ция Р может достигать максимум на нескольких подсистемах. В 
статье [23 доказывается,что если н1 = (*1 ,gw )- и н2 = (ff2,gÏÏ2) 
ядра данной системы, то ядром оказывается и подсистема н = 
= (w',gw,), где w1 = w1 и w2. Объединение всех ядер системы 
называется наибольшим ядром. 
Алгоритм вычисления наибольшего ядра [53 заключается в 
нахождении такого численного значения и е [ь,мЗ, где 
L = min gw(x), M = max gw(x), 
Xeff W  xeff W  
при котором специальная процедура СЛОЙ выделяет наибольшее 
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ядро, забота процедуры СЛ0Й(и,1') при w'sw заключается 
в последовательном применении вспомогательной процедуры 
слой(u,wi) и описывается следующим образом: 
СЛ0Й(и,№') = слой(u,wn), 
где 
W1 = СЛОЙ(и,Wi—1 ) = {х : X е W1"1, gffi_1(x)>u} , 
1=1,...,n, w°=w' и значение п определяется условием wn=wn+1. 
Алгоритм вычисления наибольшего ядра описывается теперь 
следующими шагами: 
1. Lis min g w(x), M := max g_(x); 
xeff xeff " 
2. u := f(L,M), где y некоторая фиксированная функция 
вычисления значения u е [L,M]; 
3. ff' := СЛОЙ(иЛ); если ff' = 0, то положить M := u и 
вернуться к шагу 2; 
4. u := min gffl(x); 
X E W' " 
5. ff" := СЛ0Й(и,»'); если ff" ^ 0, то положить L := u и 
вернуться к шагу 2, в противном случае наибольшее ядро 
н
и 
= (ff1,g) найдено. 
Пример вычисления наибольшего ядра приводится ниже. 
В настоящей статье выделение "подъядер" наибольшего ядра 
рассматриваются только в частном случае. Имеет место теорема. 
Теорема 4. Если в наибольшем ядре Hs = (ff',g) системы 
s = (w,g) существует подсистема Н1 = (ff1,g), где »1с W та­
кая, что для любого элемента xeff1 имеет место gw^ (x)=gf,(х), 
то н1 является ядром системы s. 
Для доказательства теоремы следует показать, что н1 яв­
ляется одной из тех подсистем, на которых s1 = min g^Cx) 
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достигает максимальное значение s. Понятно, что s1 не может 
быть больше в, так как в таком случае н* не являлось бы яд­
ром. Покажем, что не может быть меньше s. Действительно, 
если s1 < s и значение s1 достигается при элементе х, то по 
предпосылкам теоремы s1 = gw (х) = gv,(x) < s, т.е. s уже не 
является минимальным весом. Значит s = s1 и подсистема Н1 яв­
ляется ядром. 
3. Пусть заданы множество документов (объектов) <£ = 
= {d1 ,G2,...,dn ]• и множество индексов (признаков) X = 
= |х1,х2,...,1^). Каждый документ d е <8 описывается размытым 
множеством D в пространстве индексов [6]: 
В • { x1 I f (d ,x1 ) ,х2 I f (d ,x2),... ,xffl I f (d jXJJJ)} , 
где заданная функция принадлежности f принимает значения на 
отрезке [0,1] . 
Аналогично можно каждому индексу х е X сопоставить размы­
тое множество 
X = {I f(d^,x)jd2 ! f (d2 ,х;,... ,dn | f (dn,xj j , 
a тем самым совокупность документов и индексов описывается 
матрицей {в1}*{х^}, где 1=1. ,n; j=i В общем слу­
чае такой подход соответствует описанию множества объектов 
некоторыми признаками, при котором роль объектов и признаков 
заменима друг на друга. 
Одной из наиболее важных задач в области информационного 
поиска является разбиение множества документов на некоторые 
тематические классы [7]. Дело проще, когда имеются исходные 
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соображения, по которым можно определить число классов и те­
матику каждого из них. В общем же случае требуется найти 
классификацию документов по заранее неизвестным темам: тема 
класса определяется в ходе классификации. Последний случай 
анализируется и в настоящей статье. 
Поставим сначала более узкую задачу: найти совокупность 
наиболее четко выраженных тематических классов. Допустим, 
что тема документа определяется совокупностью индексов этого 
документа, т.е. описание документа на множестве индексов яв­
ляется тематическим описанием. Тогда общность тематики двух 
документов d^d^ е<$ характеризуется связью между этими доку­
ментами по индексам и можно вычислить по формуле 
B(d1,dk) = j в1Пвк I, (1) 
где П в
к 
- пересечение размытых множеств, т.е. 
DinDk={xl' min(f(dlfX 1),i(dkfx1))f... ,xj (di,x]B),f(dk,xJ|l))} , 
ш 
а IВ I = У f(à,x.) является мощностью размытого множества 
Зй з 
D. В частном случае, когда документы описываются неразмытыми 
множествами, формула (1) дает количество общих индексов в 
описании документов. 
Каждому документу d^e <S поставим в соответствие число 
gXd,) = Т~ B(di,d1), (2) S -L А J 
зависящее от tii ,<й и характеризующее тематическую связанность 
документа d^ со всеми другими документами d^. 
Этим, по сути дела, конструирована система s = (А,к^). 
Легко проверить, что эта система является монотонной. Имея в 
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аиду содержание весовой функции g, наибольшее ядро системы и 
является искомым множеством наиболее связанных документов. 
Рассмотрим пример. 
Пусть совокупность документов <£) = {d1 ,d2,.. • >dQ } описы­
вается индексами X - {х1,х2,...,х8} так, как задано в табли­
це А (в таблице указываются значения функции принадлежности 
f). Тогда по формуле (1) можно установить связи между от-X X1 x2 X3 X4 x5 x6 x7 x8 
d1 0,8 0,9 
d2 0,4 1,0 
0,2 1,0 
d4 0,8 0,2 
dï> 0,3 0,5 1,0 
d6 0,3 0,2 1,0 
d7 
0,5 1,0 
d6 0,2 0,2 
Таблица 1. Матрица "документ-индекс". 
дельными документами (см. рис. 1), а по (2) найти вес каждо­
го документа. Вычисляя наибольшее ядро для полученной систе­
мы (см. табл. 2) получаем в качестве ядра множество H -
= {d2,d^,d5,d6,d7}. Связи между документами наибольшего ядра 
приведены на рис. 2. Судя по рисунку, наибольшее ядро распа-
дает на две несвязанные между собой части: w1 = {d2,d^} и 
w2 = {d^,dß,d7}. Легко убедиться, что выполнены предпосылки 
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0,8 
Рис. 1. Граф связей между документами 
теоремы 1 : Н1 = (ff1 ,g) и Н2 = (w2,g) являются ядрами. Мини­
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<£' - ядро 
Таблица 2. Ход вычисления наибольшего ядра. 
Но сделанным предпосылкам каждое ядро можно считать те­
матическим классом документов, характеризуемым применяемыми 
там индексами. В данном случае ядро описывается ин­
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дексами x1 , х3 и х4, а ядро {d5,d6,d?} индексами х2, х5, х6, 
х7 и х8. 
©• 
0 , 8  © 
Рис. 2. Наибольшее ядро документов 
Понятно, что среди индексов, описывающих некоторый тема­
тический класс, могут оказаться "более важные" и "менее важ­
ные" индексы. Для получения оценки важности индексов, рас­
смотрим их совместную входимость в документы. В этом случае 
получаются аналогичные формулам (1) и (2) формулы 
По формулам (3) и (4) можно оценить значимость индексов 
ядра документов. Однако, простое "отбрасывание" менее важных 
индексов с целью нахождения основной тематики ядра, повлияет 
на структуру ядра и рассматриваемая совокупность документов 
может уже не оказаться ядром в смысле определения 2. 
Во избежание такой ситуации построим систему s = (w,G), 
элементами которой являются как документы так и индексы 
(w = cSUX), причем вес элемента определяется либо формулой 




(2) либо (4): 
„ . N Г S .(у), если У Е <£), 
GwCy) = ^ А 
[_ 6
х
(у), если у е X. 
Понятно, что система S = (w,G) paспадает на две завися­
щие друг от друга подсистемы. В случае рассматриваемого при­
мера к структуре документов, изображенной на рис. 1, прибав­
ляется еще структура индексов (см. рис. 3). Используя данные 
таблицы ^ видим, что наибольшим ядром конструированной сис­
темы S = (w,G) оказывается множество {d5,a6,dy,x5,x6} . 
о, 
Рис. 3. Граф связей между индексами таблицы 1. 
Полученное ядро (с минимальным весом 0,7) можно рассмат­
ривать как состоящее из двух частей (см. рис. 4): множества 
документов {d^,d6,d7} и множества характерных для этих доку­
ментов индексов {х^}. Подчеркиваем, что в данном случае 
ни совокупность документов {d^,d^,d7}, ни совокупность ин­
дексов {х5,хб}, отдельно взятыми, не являются ядрами. Ядро 
системы S = (W,G) следует трактовать наиболее четко выражен­
ным тематическим классом {d^,dg,dy} с основной тематикой 
(х5'хб)-
S3 
Рис. 4. Наибольшее ядро системы S = (w,G). 
Полученные при анализе системы s = (w,G) классы основной 
тематики можно в информационно-поисковых системах рассматри­
вать как ассоциативные классы индексов. Очевидно, аналогич­
ные классы индексов можно получить и путем анализа системы 
S = (3C,gx). 
4. Пусть для системы s = (w,g) найдено наибольшее ядро 
S1 1 
н 
= (ff ,g)« Тогда процесс вычисления ядра можно повторить 
для подсистемы s' = (w\w1,g), так как по определению весовая 
функция g определена на любом подмножестве и подсистема мо­
нотонной системы является монотонной. Минимальный вес s? 
s 2  '  
элементов наибольшего ядра н подсистемы s будет, конечно, 
меньше чем s1. 
В результате последовательного применения такого процес­
са выделения наибольшего ядра получается последовательность 
S1 s2 sm 
ядер H ,н ,...,н , которой соответствуют последователь­
ности множеств w1,w2,...,wm и весов s1 > s2> ... > sm. Если 
зафиксировано некоторое значение s, считаемое уровнем клас­
сификации, то процесс естественно оборвать на таком шаге к, 
для которого sk ^  s > sk+1. В этом случае множество w1 и w2 U ... 
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• •• UW является множеством минимально "к-существенных" эле­
ментов, на котором задано разбиение по "степеням существен­
ности" . 
Обращаясь сново к рассмотренному выше примеру, найдем 
для системы s = (<z> их, G) второе по важности ядро. Этим ока­
зывается множество элементов {d1,d2,d3,d4,x1,х2,х3,х4} с ми­
нимальным весом 0,4. Удовлетворяясь значением уровня 0,4, из 
множества {<5) U х} выделялось множество {d1 ,d2,... ,а7,х,,, 
x2,...,xg} с внутренним расслоением на уровне 0,7. Оставшее­
ся множество {dg,x7,xg} можно рассматривать как множество 
наименее существенных элементов. 
5. В приведенном выше изложении мы исходили из конкрет­
ного примера, чтобы демонстрировать возможности применения 
теории монотонных систем для классифицирования объектов. 
Данную методику, однако, можно обобщить на любые исследуе­
мые объекты, для которых удается построить монотонную сис­
тему. Ниже в общих чертах рассматривается возможность такого 
построения на основе матрицы различия и показывается отож-
дествимость ядра с кластерами в смысле Р.Ф. Линга [1 ]. 
Пусть заданы конечное множество объектов w = {х1,х2,... 
... ,х
п 
} и матрица различий в = (r(xi,xp) = (г^), где i, j= 
=1.,п. Сопоставим каждому элементу х±е w его вес gff(xi) = 
= Р(х^,в) как функцию от матрицы В. Если при этом F опреде­
лена таким образом, что для любых w'с w"s w с матрицами раз­
личий в' и в" соответственно при всех xeW1 имеет место 
В'щi (х) = Р(х,В ) - Р(х ,В ) = (х) , 
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то пара S = (w,F) определяет монотонную систему. Содержа­
тельное значение наибольшего ядра системы S определяется се­
мантикой функции F. Например, если положить 
п 
то элементами ядра системы являются те объекты, при которых 
минимальное'суммарное различие от других объектов достигает 
свое максимальное значение. Таким образом - ядром является 
множество наиболее удаленных объектов. 
С другой стороны, если при фиксированном г поставить 
n 
gw(xi) = rij 9 (5) 
j = 1 
где 
Г 1, если при i 4 j г.. - Г) 
г* = \ (6) 
[ 0, если > г, или i = j , 
то вес объекта х в системе s = (w,g2) означает число "по­
добных ему", различия с которыми не превышают заданного 
предела. В этом случае некоторое ядро = (wi,g2) дает под­
множество объектов wi, имеющие в wi по меньшей мере к подоб­
ных. При этом по определению весовой функции к является це­
лым числом и по определению ядра принимает на w.^ максималь­
ное значение. 
По своей внутренней структуре ядро системы S = (w,g2) 
напоминает k-кластер, построенный на фиксированном уровне 
различия г с максимально возможным числом связей к. Для то­
го, чтобы показать, что ядро действительно является к-клас-
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тером, напомним сначала определение понятия кластера. 
Пусть заданы множество объектов w= {х1 ,х2,...,xQ} и мат­
рица различий н = (rCx^Xj)), где l,j=l,...,n. Тогда подмно­
жество w'ç w называется k-кластером при заданном значении г, 
если: 
10 для любых х,уgw1 существует цепь х= х1,х2,...,хщ=у 
такая, что г(х±>xi+1) ž г, где i=1,...,m-1; 
2° для любого X g w' найдется по меньшей мере к-элемент-
ное подмножество wxc w' (х ф. ffx) такое, что г(х,у) é 
г 
при 
У G WX; 
3° подмножество w* является максимальным в том смысле, 
что не найдется множества  "=> ' такого, что условия 1° и 2° 
выполняются на W". 
Приведенное определение легко переформулировать для мат­
рицы в* = полученной из матрицы различий в с помощью 
формулы (6). Действительно, в первом условии следует лишь 
писать равносильное неравенству - * равенство 
r*(xj_txi+1) = 1, а во втором г*(х,у) = 1 вместо г(х,у) ^  г. 
Таким образом, за основу выделения кластеров и наибольшего 
ядра принимаются одни и те же исходные данные. 
Понятно, что в общем случае наибольшее ядро не является 
k-кластером, так как ничем не гарантируется выполненность 
условия 1°. Допустим сначала, что в частном случае наиболь­
шее ядро Hk = (w',g2) является связным множеством в смысле 
условия 1° определения кластера. Тогда по определению ядра 
для любого элемента xew' имеет место 
= 2ZZ г"(х,у) ä к, (7) 
W yeW' 
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т.е. найдется по меньшей мере к-элементное множество wx та­
кое, что г*(х,у) = 1 при у е wx. Тем самым условие 2° в опре­
делении кластера выполнено. Выполненность условия 3° обеспе­
чивается тем, что w' является наибольшим множеством, для ко­
торого выполняется неравенство (7). 
Значит, если множество w' является связным множеством, 
то оно является k-кластером. Кроме того, по определению ядра 
не существует подсистемы Hk'= (w",g2) такой, что k'> к и 
этим связное наибольшее ядро является кластером при макси­
мально возможной связанности элементов. 
Пусть теперь для наибольшего ядра Hk = (w',g2) условие 1° 
не выполняется. Разобьем множество элементов w' на подмно­
жества w' = w^U...Uff^ таким образом, что ï,yew|, если 
между ними существует определенная условием. 10 цепь. Понят­
но, что при таком разбиении = 0, если i / j. Оказы­
вается, что в этом случае определенная множеством система 
si в (w^,g2) является ядром системы s = (w,g2). Действитель­
но, так как для любого xewj, 
Ш ___ 
g^.(x) = У~ (^> Г*(х,у)) = г*(х,у), 
1=1 yeW^ ye 
то на множествах (i=i,...,ш) выполнены предпосылки теоре­
мы 1, т.е. Hk = (w^,g2) является ядром, а учитывая конструк­
цию множества - связным ядром. Для связного ядра, как бы­
ло показано выше, выполняется условие 2°, выполненность же 
условия 3° обеспечивается тем, что для любого элемента xeW| 
не найдется у е w' \ такого, что г*(х,у) = 1. 




системы s = (w,g2), где функция g2 определена формулой (5), 
соответствует выделению k-кластеров множества w при заданных 
г и в. При этом к является максимальным числом подобных эле­
ментов, при котором образуются кластеры. 
Следует отметить, что для выделения кластеров на более 
низком уровне k'<k нельзя использовать систему s1 = (w\w', g2^  
как это делалось выше, так как в системе S' не учитывается 
подобие элементов из w\w' с элементами из w'. Поэтому, ме­
тод выделения ядер нельзя рассматривать как обобщение метода 
•кластеризации. Оба эти метода имеют свою специфику и свою 
область применения, хотя имеют места стыковки. 
!2 
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ОРТОГОНАЛЬНОЕ РАЗМЕЩЕНИЕ ДРЕВОВИДНЫХ СТРУКТУР 
Ю. Кихо 
При создании системы управления базами данных возникает 
проблема визуального представления обрабатываемых структур, 
в частности деревьев. Скорость отладки системы существенно 
зависит от наличия удобных средств для наглядной распечатки 
информации о состоянии структур. В настоящей работе постав­
лена и решена частичная задача о планировании тренарных де­
ревьев (3-деревьев). 
i. Постановка задачи 
Под 3-деревом подразумевается ориентированное от корня 
дерево, каждая вершина которого имеет не более трех преемни­
ков (поддеревьев). Предполагается, что с каждой вершиной де­
рева связана ее картина, т.е. рассматриваются не точечные 
вершины, а вершины, имеющие реальные размеры (см. рис. 1 
сверху, где односимвольные картины изображены непосредствен­
но в вершинах). 
Для того, чтобы данное 3-дерево изобразить на плоскости, 
необходимо расставить на плоскости картины всех вершин (не 
меняя исходной ориентации картин) и провести линии от карти-
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ны каждой вершины к ее преемникам. Размещение 3-дерева на 
плоскости называется ортогональным, если дуги между картина­
ми вершин изображены в виде непересекающихся отрезков пря­
мых, расположенных либо вертикально, либо горизонтально (см. 
рис. 4 внизу). 
ГГЛ 5) (корень) 
i A3 i 
СУММА = SSSj 
(корень) 




СУММА = SSS 
X X 
I I 









Рис. ^ . Пример 3-дерева и его ортогональное размещение. 
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Отловной вопрос при размещении дерева - это вопрос о 
длине дуг, т.е. о расстояниях между вершиной и ее преемника­
ми. Если заранее правильно определены тппшц всех дуг, то 
размещение дерева не представляет особых трудностей. В нас­
тоящей работе описывается алгоритм определения длин дуг, не­
обходимых для ортогонального размещения 3-дерева на плоскос­
ти. Предполагается, что преемники каждой вершины упорядочены 
(пронумерованы). Планируется размещение, в котором исходящие 
из вершины дуги ориентированы по отношению к направлению 
входящей в эту вершину дуги следующим образом: первая дуга -
прямо (т.е. в том же направлении, что и входящая дуга), вто­
рая дуга - влево, третья - вправо. Направление первой дуги, 
исходящей из корня, можно выбрать произвольным образом; этим 
выбором полностью определяются ориентации всех остальных 
дуг. 
Предлагаемым алгоритмом определяется лишь одно из воз­
можных ортогональных размещений данного 3-дерева на плоскос­
ти. Имеется возможность в некоторой степени управлять разме­
щением, варьируя упорядоченность преемников вершин. 
2. Понятия и обозначения 
Так как при планировании дерева конкретное содержание 
картины не имеет значения, то картину можно рассматривать 
как непустое конечное множество точек плоскости, имеющих це­
лочисленные координаты в некоторой сети декартовых коорди­
нат. Более того, важны только "крайние" точки картины (т.н. 
очертание, определяемое ниже) и ее центр. Центр картины — 
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это особо выделенная точка картины. Планирование дерева 
происходит с таким расчетом, чтобы продолжения отрезка, 
изображающего дугу, проходили через центры инцидентных дан­
ной дуге вершин. 
Естественно предположить, что исходные картины заданы в 
общей сети координат. Относительно к этой сети подразумева­
ются и направления дуг (например, "вправо" означает "в нап­
равлении оси абсцисс общей сети"). Но поскольку взаимное 
расположение картин не определено, а является искомым, то в 
процессе планирования целесообразнее рассматривать каждую 
картину в собственной, локальной сети коорцинат. Локальная 
сеть координат картины некоторой вершины Т имеет начало в 
центре картины и ориентирована относительно общей сети так, 
что направление оси ординат совпадает с направлением входя­
щей в вершину Т дуги (см. рис. 2). Определяемые ниже понятия 
подразумеваются именно в смысле локальных координат. 
В случае произвольного непустого множества s точек на 
плоскости обозначим: 
xmin(s) » минимальная абсцисса точек s, 
yain(S) » минимальная ордината точек s, 
xmax(s) = максимальная абсцисса точек s, 
ymaz(s) = максимальная ордината точек s, 
Sx=i = {(х'у) : е S д х=1 } , 
sy*j = {Cx,У) : (x,y)es & y=j }. 
Рассмотрим вершину Т некоторого 3-дерева и ее картину К. 
Обозначим 





Рис. 2. Локальные сети координат (для вершин Т 
указаны экстремальные координаты). 
ДЛЯ i 6 1
т 
: 
ЩрСО = ymin(Z;r_1), PE^Ci) = ymax(Kx=1); 
ДЛЯ j Е JT : 
LWT(j) = xminCX^j), HWT(j) = xmax(Ky_^); 
MNHm = min NH^i), MPH^J, = max PH^i), 
i 6 Lp 1 ® ij 
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MLW„ - min ur„(j), MEW™ = max 
J € J«P J € JIP 
Öip = {(i, j) : (l, j) € К 4 (i = niT(j) V i = BWT(j) V 
V j= ra^CD V j -ЩрСО)} . 
Множество Ovp называется очертанием картины вершины Т. 
Очевидно, что i е 1
т 
=$• MLWT à lé MBWT И j e JT =» MNH ^  j * MPH. 
Если имеет место ML*t* i^ MBWt =>i G и MNH - j ^ MPH =S>j G JT, 
то картина называется непрозрачной. 
Предполагается, что рассматриваемые картины вершин явля­
ются непроз^чными. Это позволяет задавать множества 1
т 
и 
при помощи их граничных пар (MLWT,MBWt) и (МЩРМРЦР) соот­
ветственно. В ходе работы алгоритма очертание представляется 
не явным образом (в виде списка точек 6^), а в виде таблиц 
значений нн(1), РН(1) для IБ1
Т 
и LFF(J), BWQ) для 3GJt 
(см. таблицу 1, где приведены значения, соответствующие очер­
танию картины, изображенной на рис. 3). 
Деревом Т называется поддерево данного дерева, корнем 
которого является вершина Т. Под картиной (спланированного) 
дерева Т подразумевается картина в локальной для корня Т се­
ти координат, которая состоит из точек картины корня, картин 
ортогонально размещенных поддеревьев Т и отрезков между кор­
нем Т и корнями поддеревьев (если Т не имеет поддеревьев, то 
картина дерева Т совпадает с картиной вершины Т). 
41 -2 -1 0 1 2 3 4 XI I-2 -1 0 1 2 3 4 5 
NH -2 -2 







-2 -2 1 1 
РН 3 3 3 5 5 5 5 BW I 2 2 2 3 3 2 4 4 
Табл. 1. Значения NH(I), PH(I), LWQ), BWQ) для 











Рис. 3. Картина вершины (точки картины обозначены 
кружками,причем темные кружки соответству­
ют точкам очертания). 
3. Алгоритм планирования 3-дерева 
Идея алгоритма заключается в последовательном вычислении 
очертаний поддеревьев (важно заметить, что в алгоритме пла­
нирования картины поддеревьев вообще не собираются). Пусть 
вершина Т имеет поддеревья Т1, Т2, Т^. После того, когда вы­
числены очертания для Т1, Т2, Т3, определяется длина а3 от­
резка Т-Т3, исходя из очертаний картины вершины Т и картины 
поддерева (см. рис. 4, где кружком обозначен центр карти-
и 
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ны, жирной линией - точки очертания, а через (а) (ъ) (с) по­
казаны состояния очертания Т после "слияния" очертаний Т^, 
Т
р
, Т1 соответственно).В соответствии с d^ вычисляется очер­
тание поддерева Т-Т^ и это очертание заменяет очертание вер­
шины Т. Далее определяется длина d2 отрезка Т-Т2 учитывая 
уже новое очертание вершины Т и очертание поддерева Т2, а 
затем обновляется очертание Т включением картины Т2 на рас­
стоянии d,; (см. рис. 4-(ъ)). Наконец, аналогичным образом 
определяется d1 для Т-Т1 и конечное очертание Т, которое и 
будет очертанием (под)дерева Т (см. рис. 4-(с)). Ниже будет 
более точно описан алгоритм планирования ортогонального раз­
мещения 3-дерева. 
3.1. Основная процедура (ПЛАНДЕР) 
Дано: (под)дерево Т и направление s (на плоскости), в 
котором в Т входит дуга от предшественника.Возможные направ­
ления дуг предполагаются закодированными следующим образом: 
3=1 - дуга направлена вправо, З=2 - вверх, 3=3 - влево, 3=4 
- вниз. 
Результат: 1) дугам дерева Т присвоены длины, обеспечи­
вающие ортогональное размещение Т; 2) с корнем дерева Т свя­
зано очертание ортогонально размещенного дерева Т. 
Подпроцедуры: ОЧЕРТ, СБОРЗ, СБ0Р2, СБОР-1, ПЛАНДЕР (ре­
курсивно). 
Обозначения: через Т1, Т2, Т3 обозначаются поддеревья 
дерева Т, причем Т± = А означает отсутствие 1-ого поддерева; 
через обозначается очертание поддерева (0^ создается 
в ходе выполнения ПЛАНДЕР). 
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Очертания поддеревьев: 


















1. Если Т = Л , то КОНЕЦ. 
2. Спланировать поддеревья: 
2.4. ПДАНДЕР (T1 ,S); 
2.2. ПДАНДЕР (TG, (S+1 )MOD^) ; 
2.3. ПДАНДЕР(Т3,(S—1 )mod^ )» 
3. (Процедура ОЧЕРТ ) Определить очертание 0Г исходной 
картины корня Т, учитывая направление s. 
4. Определить длины дуг Т — Т^, Т— Т2, Т — Т1 и очерта­
ние всего дерева Т (спланировать дерево Т, см. рис. 4): для 
1=3,2,1 выполнить 4.1; 
4.1. если ^ Л , то (4.1.1 - 4.1.3); 
4.1.1. &' := <yTi; 
4.1.2. (процедура СБОР!) исходя из очертаний СУ, 9' 
определить длину дуги между картинами 
вершин Т,^ и новое очертание 0", получен­
ное присоединением к (У на расстоянии 
di» 
4.1.3. дуге Т —присвоить длину а±. 
5. 6^ := Q (найденное очертание & спланированного дерева 
Т связывать с корнем). 
6. КОНЕЦ. 
Чтобы упростить выполнение действий, предусмотренных на 
шаге 4.1.2, целесообразно функции нн, РН, LW, EW рассматри­
вать всюду определенными. Такое расширенное очертание опре­
деляется дополнительными формулами: 
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NHçCi) = +00 , если i ^  lj? 
PH^i) = -00, если i ф. 1^; 
bWT(j) = +00, если j ф JT; 
HWT(j) - -00 , если j ф. JT. 
Таким образом, на шаге 3 определяется расширенное очер­
тание в, а на шаге 4.1.1 происходит расширение 0^. На шаге 
5 СХр присваивается ограниченное очертание. Заметим также, 
что после шага 4.1.2 очертания поддеревьев Т1, Т2, Т3 ста­
новятся ненужными. 
3.2. Процедура ОЧЕРТ 
Дано: картина корня Т в общей' сети координат и направле­
ние (входа в Т) s. 
Результат: сформировано расширенное очертание (У данной 
картины в локальной для Т сети координат. 
Алгоритм прямой (сводится к определению центра, точек 
очертания и преобразованию координат). 
3.3. Процедуры СБ0Р1, СБ0Р2, СБОРЗ 
Для процедуры СБОР! (1=1,2,3) дано: 
1 ) очертания СУ и &' ; 
2) 1 - параметр разреженности; 1 есть слагаемое, которое 
прибавляется к минимальной длине дуги, определенной структу­
рой дерева. 
Результат процедуры СБОР! (1=1,2,3): 
1 ) - длина дуги между картинами, соответствующими 
очертаниям &, &' ; 
2) СУ - объединение очертаний (У.СУ (на расстоянии dj). 
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Обозначения I, J, SH, PH, LW, HW соответствуют очертанию 
A I', J', ГА', PH', LW' , EI' - очертанию 
Алгоритм процедуры СБ0Р4: 
1. DC :« РН(О) (запоминается высота над центром). 
2. 10 IUI'. 
3. Найти расстояние между центрами: 
d, « max (PH(i) - ira'(i)) + 1 + 1. 
1  ici 
4. Изменить НЕ, PH: 
для lel'x I HH(i) := NH'(i) + d 1i 
ДЛЯ iel' PH(i) := PH'(i) + d v  
5. J :» { Bin lîH(i), min NH(i) + 1 ,  m a x  P H (i) } ; 
iel iel iel 
0 0 0 
:* { 0,1,.. « ,d^ } • 
6. Изменить LW, BS: 
Г LWQ) min(0,LW(j),LW'(k)) 
ДЛЯ J E J : \ 
0 [RW(j) :« max(0,BW(j),RW'(k)); 
ДЛЯ J e J\J 0  
LW(J) := min(LW(3),LW'(k)) 
LBW(J) := max(BW(j),EW'(k)); 
где к :=. j - d1. 
7. I :» I (ff формировано). 
8. Найти расстояние (длину дуги) между картинами: 
d1 !- d1 + NH'(O) - dc - 1. 
Алгоритм процедуры СБ0Р2: 
i . do :» Lff(o) (запоминается ширина, левее от центра). 
2. J0 :- JUI'. 
3. Найти расстояние между центрами: 
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d2 := ^ (-b(j) - ra'(j)) + 1 + 1, 
где 
( j) _ ( LW^)> если j € J 
[ о , если j ф J . 
4. Изменить LW: 
b( =
для j € I' LW(j) :« -(PH'(d) + d2). 
5. 1
Л 
:= { mln LW(j), mln LW(j)+1..,o). 
6. Изменить NH, PH: 
.PH(1) := max(0,PH(l),BW'(k)); 
для lsl0, 
'üH(l) := mln(NH(l),LW'(k)) 
1 < —dp : • 
* (.PH(i) := max(PH(l),BW (k)); 
где к := -l.-dg. 
7. I := IUIQ; J := JQ (в1 сформировано). 
8. Найти расстояние (длину дуги) между картинами: 
d2 := d2 + NH'(O) + dQ - 1. 
Алгоритм процедуры СБОРЗ: 
1. а
о 
:= Rff(o) (запоминается ширина, правее от центра). 
2. Jo := JU (-!'). . 
(Через -I' обозначено множество чисел, получаемое из 
I1 умножением его элементов на -1.) 
3. Найти расстояние между центрами: 
:= max (HQ) - NH'(-j)) + 1 + 1, 
deJo 
где 
RW(j), если j G J 
о , если j Ф J . 
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4. Изменить BW: 
для je-I' BW(j) :» PH'(-J) + d3. 
5 .  I  := { 0 , 1 , m a x  BW(j ) }  .  
0 j«Jo 
6. Изменить NH, PH: 
fNH(l) := min(0,ra(i),-BW'(k)) 
для i€ I , iid, : 1 
0 3 LPH(i) := max(0,PH(i),-LW'(k))i 
ДЛЯ i € IQ, 1 > d3 1  [ 
fNH(i) := min(NH(i),-BW'(k)) 
PH(i) := max(PH(i),-LW1(k)); 
где к := i-dy 
7. I :• IUI Q; J := J 0  (ff сформировано). 
8. Найти расстояние (длину дуги) между картинами: 
а3 := а3 + нн'(о) - а0 - 1. 
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ВЫЧИСЛЕНИЕ ОДНОСИМВОЛЬНОГО КОНТЕКСТА В 
КС-ГРАММАТИКАХ ПРИ ПОМОЩИ БИНАРНЫХ ОТНОШЕНИЙ 
М. Томбак 
Хорошо известны алгоритмы Мартина для вычисления отноше­
ний и векторов предшествования при помощи бинарных отношений 
(см. [1], [2]). В настоящей статье излагаются и обосновыва­
ются аналогичные алгоритмы для вычисления односимвольного 
контекста нетерминальных символов в контекстно-свободных 
грамматиках (КС-грамматиках). 
Пусть X - некоторое множество, а «,ß бинарные отношения 
на этом множестве. Через «р> обозначим произведение отношений 
« и (?>, через ос+ - транзитивное замыкание отношения а, a че­
рез ос* - рефлексивное транзитивное замыкание отношения ос. 
Вводим еще обозначения а* = {ъ : (а,Ъ) е «* } и <хЪ = {а : (а,Ъ) eot} 
для a,b eX. Вместо (a,b)eot используем иногда и обозначение 
а<хЪ.  
Пусть G = (VJJ,VT,P,S) - КС-грамматика, А v • VNUVT* 
Обозначим отношение непосредственной выводимости- на множест­
ве V* через => и отношение непосредственной канонической 
выводимости через =^е> . 
Канонический (ш,к)-контекст cm^k(A) символа a e Vj опре-
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дедяется следующим образом (см. [43): 
CB>kU) « {(х,у):|х|«ш,|у |»k,#aS#k ==>uxAyr,yv6 (Тт U {#})*}• 
Односимвольный канонический контекст нетерминального символа 
А - это множество С1 1(А)е односимвольный левый канонический 
контекст - это множество âCC(A) = {Х : (Х,Л) € С1 >0(А)}, а од­
носимвольный правый канонический контекст - ЕС(А) = 
= {Т: (Л,Т)е С01(А)}, где Л - пустое слово. Общий алгоритм 
для вычисления С
щ>к(А) можно найти в [3] (алгоритм 5.16). 
Более простые алгоритмы для специальных случаев С1 1(А), 
ХС(А) и ЕС(А) заданы в [4]. Цель настоящей статьи - задать 
алгоритмы для вычисления множеств èCC(A), RC(A) и С1 ^А) в 
терминах бинарных отношений. 
Определим по КС-грамматихе Gr следующие элементарные би­
нарные отношения на множестве v U { * } : 
г « {(X,X) X e V  U  {# } }  ,  
{(T,T) Te VTU{#}} , 
OC = {(X,Y) A-* uXYv e P; u,v e V*} (J {(S ,*) ,(#,S) } 
A = {(A,X) A — Xv e P; v e V* } , 
? = {(I,A) A-»uXeP;ueV*} , 
A - {(B,A) Б - А б Р )  .  
Для каждого нетерминального символа A G Vn определим еще 
три элементарных бинарных отношений: 
Al » {(X,Y) : В -» uXAYve P;u,v e V* } , 
yU2 • {(X,B) i В — uXAeP;u eV*} , 
/i* - {(B,T) : В — AYve P;v e V*} . 
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Элементарность" этих отношений заключается в том, что каж­
дое из них можно вычислить за один линейный просмотр КС—грам­
матики. 
В статье [4] для приведенных1 КС-грамматик доказаны сле­
дующие утверждения: 
jtc(A) e{x î I <• i V I à i} , (1) 
ВС(А) « {т ï [А<-Т V A à т V À ОТ] * Tg VTU{*}}, (2) 
С1$1(А) = ^ (A) U f2(A) U t3U) U t4(A), (3) 
где 
f ,U) - {(I,T):B — uIATve Р * ТеН^Т)}, 
Y 2U) = {( х> т) :В — uIAeP 4 Те ВС(В)} ,  
tf 3(A) = {(I,T):B — ATveP 4  Хе*С(В) * ТеН^Т)), 
f 4(A) - {(Х,Т):В -АеР 4 (1,1)е С 1  ^(В)}, 
Н 1(Т) - {Т: т Tw 4 Тб V T}, 
а символы <•, ± и •> обозначают отношения предшествования 
(см. [3]), определяемые следупцим образом: <• = «А*, ± = <х, 
ч. + <1 *1 
•> = р ос Л . 
Следующие теоремы дают представление алгоритмов вычисле­
ния односимвольного канонического контекста в виде выражений 
от указанных элементарных бинарных отношений. Такое представ­
ление позволяет намного облегчить программирование этих ал­
горитмов. 
Теорема 1 . Если G = (vN,vT,P,s) - приведенная КС-грамма­
тика и A e v^, то 
КС-грамматика называется приведенной, если она не содер­
жит бесполезных символов и правил с пустой правой частью. 
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э) 4СС(А) = (ОСА*)А , 
б) ВС(А) » A(Ç*«XA*£T). 
Доказательство. 
а) Используя (1) и определения отношений предшествования, 
получаем: 
«£С(А) = {Х :I«AVIU]-
= {L : (I,A) e (<• И =)} = 
= {i : (i,a) g («/и«)} = 
= {i : (X,A) e cc(A+U £)} -
= {x : (X,A) S oc A* } = 
= (ocA )A • 
б) Используя (2) и определения отношений предшествования, 
получаем: 
ВС(А) = {Т Ï (А <• TVA = TVA •> Т) Â TEVJU {#}) = 
= {т : С(А,Т) е ( <• и = и •>)] & (Т,Т) 6 £
Т 
} = 
= {т : (А,Т) е («А+ U « U ?+«А*)£
т 
} = 
= {Т : (А,Т)е[«(А+ U £)U ?+<*А*]£
т
} = 
= {Т : (А,Т) e (otA* U ?+«А*)&т} = 
= {Т : (А,Т) Е (& (J ?^)ССА*£Т } = 
= {Т : (А,Т) Е J*<XA*£T} = 
= A(Ç*OCA*£J). 
Леша 1. Если G = (vN,vT,P,s) - приведенная КС-граммати­
ка, A e VN И Y e V, ТО 
а) н1(Y) = Y(A%), 
б) T,(A) = ' 
в) f2( А) = /zf ?#ссЛ*£т , 
г) 4f-3(A) = «A*/U A^*£T . 
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Доказателт.птип 
а) В статье [1] доказано, что {(т,1) : т =±»Хт}«А+. 
Используя этот результат, получаем: 
HvjCl) » {т : Т ==> Tw & TeVT} = 
= {Т : (Y==>TwVY=T)4TeVT}. 
= {Т î [( Y,T) е А+ V (Y,T) e £,] 4 (T,T)eeTj -
= {Т i (Y,T)eX#£T} = 
= Y(A*£T). 
б) Используя пункт a) настоящей леммы, получаем: 
^(А) = {(Х,Т) : В — uXAYve P к TeH^Y)}» 
« {(Х,Т) : (X,Y) G * (Y,T) e >*&
т
} -
= {(Х,Т) : (Х,Т)
е/и^*£т} = 
Ai*c 
= /*1 Т " 
в) Используя пункт б) теоремы 1, получаем: 
Y2(A) = {(Х,Т) : В — uXAgPA TgBC(B)} • 
= {(Х,Т) : (Х,В)е//| & (В,Т) gç*«>*6t}-
= {(Х,Т) : (Х,Т)е/*£?*ссУ&т} = 




г) Используя пункт а) теоремы 1 и пункт а) настоящей 
леммы, получаем: 
f3(A) = {(Х,Т) : В — AYv G Р & ХеХС(В) 4 TeH^Y)} = 
= { (Х,Т) : (В,Y) е ц* 4 (Х,В) G «А* 4 (Y,T) g A*tT } . 
= {(Х,Т) î (Х,Т) G осЛ jAj Л £. j } = 
.* AA 
= 
осА jM ^  А с# гр • 
Теорема 2. Если G = (vN,vT,P,s) - приведенная КС-грамма-
тика и AeVjj, то 
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С1?1(А) « [ U С/Х® U/i|ç*<*UocX*/*®)J А*6Т. 
Be/t*A 
Доказательство. Легко увидеть, что (3) можно переписать 
в виде 
с1И(А) - U (t1(B)Ut2(B)Ut3(B)). (4) 
В:В -2*А 
Из определения отношения ju. видно, что утверждение В А 
равносильно утверждению В e /t*A. Таким образом, (4) прини­
мает вид 
С1,1U) " U и ï2(B) и *3(В)), 
В e/z* А 
откуда, используя пункты б), в) и г) леммы 1, получаем: 
С1 ;1(А) - U (^A%U ^f«x>*£T U , 
Ве/А 
• (/^  U /^ 2?#<Х  ^«Л*УИ3)А#6Т « 
Ве^А 
- [ U 
Ве/А 
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СЕМАНТИКА РЕАЛИЗУЕМОСТИ ДЛЯ ЯЗЫКА С ПЕРЕМЕННЫМИ 
ПО РЕКУРСИВНО ПЕРЕЧИСЛИМЫМ МНОЖЕСТВАМ 
Р. Пранк 
1. Введение 
Пусть 6 - решетка рекурсивно перечислимых подмножеств 
множества натуральных чисел ж, a -Я (S) - булева алгебра мно­
жеств, порожденная решеткой &. Основные факты о решетке 6 
можно найти в 12-ой главе монографии Роджерса [2] и в статье 
Лахдана [4]. 
В настоящей статье рассматривается семантика реализуе­
мости для теоретико-решеточного языка первого порядка «Z с 
переменными Х1 .Х^... (для рекурсивно перечислимых множеств), 
с константными символами 0 и ж, 
с функциональными символами U, П , ', 
и элементарными формулами вида s - т, где s и т - термы. 
Классическая элементарная теория решетки 6 вводится в 
[4]. В [5] доказана разрешимость П2-фрагмента классической 
теории (добавленный там предикат L(X) выразим в теории с 
описанным выше языком «SC, но меняет несколько границы классов 
Zi и П1). Имеется ряд результатов о невыразимости предика­
тов в классической элементарной теории. Например, в [6] при­
ведена теорема Мартина о невыразимости гиперпростоты. Из 
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теоремы Соара ([7], теор. 3.2) следует невыразимость как 
Т-сводимости, так и всякой более сильной сводимости (<=.,, 
~tt* ~btv ~w и Т*Д»)• Единственным нетривиальным выразимым 
предикатом, определенным первоначально в неалгебраических 
терминах, является пока гипергиперпростота (С2], теор.12-ХХ). 
Это показывает, что, как правило, теоретико-алгоритмические 
предикаты не выразимы на алгебраическом языке (с классичес-
• кой семантикой). Но большинство понятий теории рекурсивно 
перечислимых множеств имеет именно алгоритмический характер. 
Поэтому представляется естественным пользование здесь конст­
руктивной семантикой, дапцей возможность непосредственно вы­
разить 
некоторые теоретико-алгоритмические предикаты. Такая 
семантика вводится в пункте 2 статьи. Пункт 3 сравнивает по­
лученное понятие с реализуемостью арифметических формул. В 
остальной части работы доказывается выразимость ряда преди­
катов из теории рекурсивно перечислимых множеств. 
На протяжении всей статьи j <р
т 
j - фиксированная геделева 
нумерация частично-рекурсивных функций (ЧРФ) одной перемен­
ной и j - соответствующая нумерация рекурсивно перечисли­
мых множеств, т.е. w, = {у | !У
х
(У)}* Е обозначает конечное 
множество с каноническим индексом u и в (А) - канонический 
индекс конечного множества А. Через j^(х) обозначим функцию, 
значением которой является степень i-того простого числа в 
разложении х на простые множители. 
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2. Определение реализуемости 
Отношение в © et ("число е реализует формулу 01") опре­
делим для замкнутых формул языка £ -к чУ , полученного из 
добавлением счетного множества константных символов wQ, 
*1,*2,... . Ясно, что при интерпретации новых констант как 
множеств ш, термы принимают значения из Я(6). В дальнейшем 
будем часто говорить о множестве Т, где Т - постоянный терм 
е 
(ПТ) расширенного языка. 
Определение. 1. Если s и т - ПТ расширенного языка, то 
e@(S = Т) # е = О И S = Т ИСТИННО. 
2. Доя пропозициональных связок повторяется определение 
Клини ([1]) для арифметических формул. 
3. Пусть Ol (X) - формула расширенного языка с одной сво­
бодной переменной X. Тогда 
1) Е © 3X01 (Х) ^ Е = 2А • 3B À А © 0L(WB), 
2) ,е © VXOl(X) * (Vx)[fe(i) © OL (Wx)]. 
Называем формулу Ol реализуемой и пишем © 01, если су­
ществует натуральное число, реализующее 01. В конечном итоге 
мы не будем интересоваться формулами с вхождениями симво­
лов Wj,. Они описывают не рекурсивно инвариантные свойства, 
реализуемость такой формулы зависит от конкретного выбора 
нумерации {<?
х
} и т.д. . Теорией называем множество реали­
зуемых формул языка £ . 
Из определения реализуемости видно, что реализуемость 
формулы расширенного языка, полученной из 01(Х1,...,Хй) под­
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становкой замкнутых термов Т1 Тп вместо Xv... Дв, за­
висит от выбора Т^,...,Т только с точностью равенства мно­
жеств. Формально это выражается следующей леодгой. 
Де>«а 2.1. Пусть 01 (Х^... Д
п
) - формула расширенного 
языка, е - натуральное число, а для ПТ s,.,s , т,.... ,т 1 'И 1' ' в 
имеют место равенства множеств s.,« Т1, ... , sN-TQ.Тогда 
e(r)0l(S1,...,Sn) «*> e ©<* (T1,... ,Tn). 
Это означает, что формулы выражают свойства множеств, а 
не свойства их записей термами расширенного языка. 
3. Погружение теории К в арифметюг 
Будем считать, что ЧРФ вычисляется машиной Тьюринга 
с номером i. Пользуемся языком арифметики с функциональными 
буквами для всех примитивно-рекурсивных функций. В частности, 
пусть р - буква для такой примитивно-рекурсивной функции 3 
аргументов, что 
О, если маптиня Тьюринга с номером z работает 
p(z,x,t) = « над X не более t шагов, 
_ 1 в противном случае. 
Пусть e г & означает, что число е реализует в смысле 
Клини арифметическую формулу &. Если реализуемость арифме­
тических формул определена прямо для примитивно-рекурсивных 
термов, то имеем 
е г (p(z,x,t) = 0) <=> е = 0 &. p(z,x,t) = 0. 
Для погружения теории в арифметику (с логикой реали­
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зуемости) определим оператор Яь. Оказывается, что для вся­
кой формулы 01 языка «X + {J- будем иметь 
(Г) ос $=> г An. COL] . 
Во-первых определим индукцией по построению Т оператор 
M для выражений вида хеТ, где х - натуральное число, а 
Т - ПТ языка dC + МУ. 
Определение. 1. Jfo[x«wz] ^ (3t)[p(z,x,t) = о]. 
2. id[ie 0] ^  A[ieik], где k - фиксированный индекс 
пустого множества. Аналогично для хе». 
3. Пусть s иТ - ПТ языка of + U . Тогда 
a) Ж[х e Т'] # ~|Jfo.[xeT], 
b) J/i[xeSdT] ^ J/t[xeS] 4 At[xeT ], 
о) Ди [х € S U Т] l(li/i[xeS] 4 1it[xeT]). 
Ясно,что формула Jt[xeT] выражает в стандартной (клас­
сической) интерпретации предикат "хеТ". В пункте З.с выбран 
вариант с отрицаниями по той причине, что, определив 
Jt[x € S и Т] ^ Mlxe S] V J/i[is Т] 
получили бы для нерекурсивных 
г(1Л[в = и w^]). 
Лемма 3.1. (i). Если х ф. т, то JbvQxeT] нереализуема. 
(ii). Если * 6 т, то г Jk [х e Т-], причем реализующее число 
можно найти эффективно по х и т. 
Доказательство лемглы можно провести очевидной индукцией 
по построению терма Т, следуя определению Ли. 
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Для элементарных формул языка <£ + <«/- определим 
ACS = Т] ^ (VxHMxeS] 5^*[хеТ]]. 
Лемма 3.2. Пусть s и т - ПТ языка £ + 1} . Тогда 
(i). Если s jé т (в смысле равенства множеств), то форму­
ла J?i(S = Т) нереализуема. 
(ii). Если S = Т, то г An. [S = т], причем реализующее чис­
ло можно найти эффективно по s и т. 
Доказательство, (i). Пусть например хе s, х ф Т. Тогда, 
по лемме 3.1, гЖ[х e s] и по х и s можно найти число а, 
реализующее M [хe S]. Если теперь е гЖ[5 = Т], то по e, х 
и а можно получить реализующее число для Jk[xe т]. Но это 
невозможно, так как по этой же лемяе Лл[хеТ] не реализуема. 
(ii). Пусть S = т и для X имеет место например rJ*.[xeS]. 
Тогда, по лемме 3.1, х e S, а следовательно и х е т. По 
3.1 (ii) получим теперь и реализацию формулы M [х е I]. Ана­
логично рассматриваются х ф s. 
Следствие. г(ТШ[3 = Т] 3^[s = Т]). 
Доказательство. Из гТШ[5 = т] следует равенство s = т, 
а это значит, что можно эффективно получить и реализацию 
формулы Ж [5 = т]. 
Следствие показывает, что реализация арифметической фор­
мулы, выражающей "естественно" предикат "S = Т", не содержит 
дополнительной информации. Этим оправдывается выбор числа О 
в качестве реализации элементарных формул s = т в определе­
нии © . 
Остается еще доопределить оператор Яп. для не элементарных 
формул языка сС + . Положим 
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1. -/ «,] * i^tCot]. 
2. Если © - связка *, V или z>, TO 
Anlot 0 *] * Ж[01] 
3. -AACVXOI (X)] * (Vx)M0t(Wx)], 
J)/i[3XOl(l)] ^ (3x)J»*Cei(Wx)]. 
Индукцией по построению формулы Ot можно доказать следующую 
теорему. 
Теорема 3.3. Дня каждой формулы 01 языка Л + Ü имеет 
место © Ot. <-г> г MOI], причем равномерно по 01 можно по 
©-реализации формулы 01 эффективно найти г-реализацию фор­
мулы JUC01] и наоборот. 
С другой стороны, классическая элементарная теория ре­
шетки & погружается навешиванием двойных отрицаний в теорию 
. Это влечет выразимость в всех выразимых в классичес­
кой теории предикатов, 
4. Выразимость в &
к
. Продуктивность и конечность 
Определение. Называем определенный на элементах Я(&) 
предикат Р(Х1 е...,^) выразимым в теории &*, если существует 
такая формула OL (X1f....Хд) языка jt, что для любых ПТ рас­
ширенного языка Т1,...,ТД имеет место 
© Ot . .*}Т
П
) <==?> р(т1}...,тп) = t. 
Аналогично определяется выразимость предикатов, опреде­
ленных на элементах & . 
Иногда в дальнейшем пишем в формулах вместо подформул 
выражаемые ими предикаты, например х ^ Y вместо 1 (х = т), 
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Х С Y вместо Ж л Т' • 0. 
Георема 4.1. Пусть определенный на Я (6) предикат 
ИХ, »выразим в б
а
. Тогда Р рекурсивно инвариантен. 
Доказательство. ПУСТЬ формула ОС (Х1,... Дп) выражает пре­
дикат Р(Х1,...,Хп), Т1,...,Тп - ПТ языка , число е 
реализует формулу Ol (Т,,... ,Т
П
), ар- рекурсивная пере­
становка ж. Для получения числа, реализующего формулу 
01 (р(Т1 ),...,р(Тп)), нужно каждую функцию t типа &к — & , 
закодированную в числе е, заменить на pfp"1. 
В [3] автором дано описание всех выразимых предикатов 
для элементарной теории рекурсивных множеств с логикой реа­
лизуемости. Выразимость там мало отличается от выразимости в 
классической теории. Оказывается, что для рекурсивно пере­
числимых множеств конструктивная семантика существенно рас­
ширяет класс выразимых предикатов. 
Обозначим через [|х I « 1]  формулу 
X / 0 & ~l(3Y)[xn Y / 0 & ХП Y' * 0]. 
Очевидно имеет место следующая 
Лемма 4.2. Пусть s - ПТ языка X + tà . Тогда 
I s I = 1 <=-> © [I s I = 13 <=> 1  © [I sl » 13. 
Аналогично можно выразить предикат "lx I » п* для любого 
п. В дальнейшем пишем [I х I = 13 часто без квадратных скобок. 
Множество А называется продуктивным, если существует та­
кая ЧРФ Y , что 
(Vx)[wT С А =о [!ЧЧх) & Y(x) G A\W x33. 
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Для выражения этого предиката положим 
Prod (А) * (VX)[XcA=>(3Y)[IY| = 1 А (те A ék ТЛХ = *)]] . 
Теорема 4.3. Формула Prod(А) выражает в &
к 
предикат "А -
продуктивное множество" для АеЛ(&). 
Теорема является непосредственным следствием леммы 4.4. 
Лемма 4.4. (i). Существует такая ОРФ f, что для любых ПТ 
S языка «SC + V и натурального числа z 
<fz - продуктивная функция Y для S =о f (z) © Prod(S). 
(ii). Существует такая ОРФ g, что для любых ПТ S и нату­
рального числа е 
e © Prod( ) fg-e - продуктивная функция для s. 
Доказательство. Для получения требуемых переходных функ­
ций достаточно расписать выражение e © Prod(S), учитывая 
определение © и лемму 4.2. В настоящей статье такая про­
цедура подробно проделается в доказательстве леммы 4.7. 
В классической элементарной теории 4 предикат "А конечно?' 
выражается формулой (vï)[Y £ А З (3Z)(Y = z')] . Проставляя 
перед квантором существования П , можно получить формулу, 
выражающую предикат конечности в &
к 
. Но нас интересует фор­
мула, реализация которой закодирует канонический индекс 
множества. Имитируя [3], положим 
Pin (А) * (VT1Y2)[Y1' = Y2OA £ Y1 VI (A £ Y.,)]. 
Замечание. Примененное здесь представление рекурсивного 
множества парой рекурсивно перечислимых множеств с = y2 
дает погружение теории статьи [3] в теорию . 
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Теорема 4.5. (i). Цусть s - DT языка it + 1У . Если мно­
жество s бесконечно, то формула Pin (s) не реализуема. 
(ii). Существует такая ОРФ f, что для любых ПТ s ж щй 
турального числа а 
S - Du f(u) © Pin (S). 
(iii). Существует такая ЧРФ g, что для любых ПТ s и на­
турального числа е 
e © Pin (S) Dg(e) « S. 
Доказательство теоремы совпадает с доказательством тео­
ремы 3.3 в' [3]. "Равноинформативность" канонического индек­
са конечного множества I и реализации формулы Pin (I) дает 
возможность оперировать в &
к 
каноническими индексами. 
ОРФ f называется функцией, показывающей негипериммун-
ность множества в, если 
1) 0"0[Df(u) П в 4 03, 
2) (VUT)[U ф Т Df(u) П Df(T) * 
Множество в называется гипершшунным, если оно бесконечно и 
не существует ОРФ f, показывающей негипертшунность в. 
Декада 4.6. Пусть в s к. Тогда 
в бесконечно и не гипериммунно <=> 
<-> (ЗОРФ g)(Vw)[DwnDg(w) = 0 * Dg(w)nB j* 03. (1) 
Доказательство. =е> . Пусть функция f показывает негипер-
иммунность множества в. Положим 
gOO = f((/iu)[Dwn Df(u) - 03). 
Функция g всюду определена, так как с конечным множеством 





-f(o)>Dffi) >• • • • Выполнение обоих членов конъ­
юнкции очевидно. 
4= . Пусть g - функция из (1). Ясно* что в - бесконечно. 
Учитывая, что eq - 0, положим 
f(0) - g(o), 
fCw-1) = g(D-1(Df(0)U...U Df(u))). 
Ясно, что f - ОРФ. Пусть n > y. Тогда 
Df(u)nDf(v) e Df(u)n (Df(0) U *•*U rf(u-l))e 
Но по первой части конъюнкции в (1 ) и построению f это мно­
жество пусто. По второй части (1) имеем (Vu)[Df^ цх П в / 03. 
Следовательно, f показывает негипершааунность в. Лемма до­
казана. 
При записи в &
к 
предикатов вида (ЗОРФ f )(Vx) ... поль­
зуемся семантикой выражения ©vxaiot (х,т). Раскодируя это 
по определению реализуемости, получим 3 e V xOi (
х
))» 
т.е. (ЗОРФ «fe)(Vx)0t (wx,wf (
х
)). Пусть 
ЖН1(В) ^  (vi)CPin(i)Э(3T)[Pin(Y) * (in Y = 0 & тпв 4 ЮЗ]. 
Лемма 4.7. Формула 1Ш1 (В) выражает для Bei(S) предикат 
"в бесконечно и не гипериммунно". 
Доказательство. Пусть число е реализует формулу ÜHI(S) 
для некоторого ПТ S. Для доказательства негипериммунности 
множества s покажем, как вычислить функцию g из леммы 4.6. 
Пусть w Е N. Можно найти такое число х, что = BW. ПО ут­
верждению 4.5(h) можно также эффективно по w получить чис­
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ло а, реализующее Fin (wx). Тогда по определению © имеем 
FFE(X)(D) © (3Y)[Fin (У) È (IXNIX M ins / (()]. (2) 
Обозначим до конца доказательства леммы J±( „ (z)(d)) ДЛЯ 
1*0,1 через с,. Получим 
С0  [Fin (WO ) 4 (1ГХЛ WO - 0 A V H S 4 0)]. 
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Из числа j0(oQ), реализующего Fin (W0i), можно по 4.5(iii) 
получить канонический индекс v множества wc^ . Положив 
g(w) - v, имеем Dg(w^  = Wq^  и 
flwnDg(w) = * & Dg(v)ns И 0. 
Это значит, что по лемме 4.6 множество s не гипериммунно. 
Наоборот, пусть s не гипериммунно и g - функция из лем­
мы 4.6 для s. Опишем построение числа е, реализующего форму­
лу NHl(s). Имеем 
e ©NHi(S) 4=S> (vi)(va)[a ©Fin (Wz) =* (2)]. 
Покажем, как вычисляется функция а(е,х,а) = ^^(а), пред­
полагая a ©Fin(wx). По утверждению 4.5(iü ) из а можно по­
лучить канонический индекс в~
1(*
х
). Взяв we = 
получим по лемме 4.6 
*1пч01 = f t w0ins J #. 
Реализация этой формулы вычисляется по определению © для 
ét, 1 и элементарных формул. Реализацию формулы Fin(w0^ ) мож­
но по 4.5(11) получить из канонического индекса g(B~'(*,))• 
Пусть с0 - реализация формулы 
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Fin (1 ) * (*xn*Ci » 0 4 »о^П S 4 0). 
Положим a(e,x,d) = 2°°» 3°1, 
e = Ax.Ad.a(e,x,d). 
Ясно, что e 0 lHi(s). Лемма доказана. 
Пусть 
HS (A) * (3I)U« A] à Fin (A*) à IHHi(A'). 
Иг теоремы 4.5 ж леммы 4.7 непосредственно следует 
Теорема 4.8. Формула HS (А) выражает в предикат "А ги-
перпросто" для А е Л(&). 
5. Предикаты сводимости 
Будут рассмотрены следующие сводимости. 
1. А *
л 
В (ЗОРФ f)(Vx)[x e А <=> f(x) € В]. 
2. A< qB ^  (ЗОРФ f )(Vx)[x € А <«> D f( x)HB 4 0]. 
3. А <0 В ^ (ЗОРФ f)(Vx)[xe A <-*> Df(x)£B3. 
4. Табличная сводимость, tt-условиями порядка n > о называ­
ются упорядоченные пары «х1,...,хп>, <х>, состоящие из п-ки 
чисел и n-арной булевой функции, tt-условие выполняется на 
множестве в, если для характеристической функции с
в 
множест­
ва в выполняется а(с
в
(х1),...,св(хп)) = 1. Для tt-условий 
(сразу всех порядков) фиксируется эффективная нумерация и 
определяется 
A *tt В ^ (ЗОРФ f)(Vx)[x e А <=> tt-условие с номером 
f(x) выполняется на вЗ. 
5. Слабая табличная сводимость. 
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Â àw в * (Зе)(ЗОРФ h)[cA» * (Vx)[Dh^x^ содержит все 
числа, о принадлежности которых множеству в 
задается вопросы при вычислении f^ (x)]]. 
6. Ограниченно табличная сводимость. 
А Stt в * ^ 30РФ f)C3»)[[f tt-сводит а к в]* (Vx)[tt-yc-
ловие с номером f (х) имеет порядок £т]]. 
Для выражения первых пяти предикатов введем формулы 
RedB(À,B) # (Vl)[|I|«1 z>(3T)[|TI-1 * (ifiÀiTfiB)]], 
Hedq(A,B) * (Vl)[|I|-1=>(3T)[*ln(Y) Д(1СА = ТПВ^ 0)]], 
Red0(A,B) * (Vl)[III-1=>(3T)[Pin(T) * (IS A» TCB)]], 
Вб4у.(А,В) * (Vl)CLLL-1=>(3T)[(Pin(T)&T/0) * (VD)Oln(B) * 
* BCT=>(3ï)[Fin(V) &(B - ВП !=)(!$; A «V /0)]]]] , 
Hedw(A,B) * (Vl)[III-ir>(3T)[Pin(T) à. {(VZ)[|Z|=1 * ZSTэ 
=> (Z&BV1ZSB)] D (ISAV1ISA)}]] . 
Следующая теорема является непосредственным следствием 
лени 5.2 и 5.3. 
Теорема 5.1. Формулы Bedm(A,B). ,Bedw(A,B) выражают в 
б* предикаты i ÉB В i в для А,в €,#(&). 
Лемма 5.2. Существуют такие ОРФ g1 и g2, что для любых ПТ 
расширенного языка S и т и любых у, Е G N 
(i) s^i функцией <fy =t> g1 (y) ©Eed^Cs,т), 
(ii) e©BedŒ(S,T) =t> s 6
Ш 
T функцией fg (ey 
Аналогично для -qt -с и . 
Дока за тельство. Для -
ш
. Пусть функция <fy m-сводит s к т 
и пусть I wx I = 1. Перечисляя множество wx, найдем число 
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KQ € Wx. Положим T= {fy (*<))}• Ясно, что I Т I « 1 и Wxc 3<^> TST. 
Формализация предписания получения т дает реализуицее число 
в1(у)* 
Наоборот, пусть е © Eeda(8,T). Определим 
fg2(e)(x) = единственному элементу множества т, где I 
получено при помощи реализации е из 1={х}. 
Доказательство для и аналогично. 
Для (i). Пусть функция ?
у 
tt-сводит s к т и задан 
X ,  такой, что I wXL • 1. Найдем такой x Q ,  что *Х - {XQ}. ВЫ­
ЧИСЛИМ tt-условие fyCxg) = «х^ . ,х
п
>, ос>. Положим Т =» 
• {х1,...,хп}. Ясно, что можно получить характеристический 
индекс Б""
1 (т) И, далее, реализацию формулы 
Pin (т) & I 4 0. 
Покажем, что по х можно найти и реализацию формулы 
(vD)CPin (d)ét ...3. По каноническому индексу любого множест­
ва D s Y можно получить канонический индекс множества у (от­
вета на вопрос "хе s?"), где 
Г {0}, если «(cD(x1),... ,oD(xn)) - 1, 
0 , если ос CejjCx^ j ) i... i°jj(xn)) ж о. 
Если теперь D ж т П Y (т.е. 0 реализует эту формулу), то 
Y> 0 <=> 7 = {0} <=t> сх(о
т
(х1),... ,от(хц)) =1 <=> IQе 3 <=) I £ S. 
(ifr). Пусть е © Eedtt(S,T). Покажем, как по числу xQ 
найти tt-условие fg2(e)(xo^  
Построим индекс х рекурсивно перечислимого множества 
I - {XQ}. Знаем,ЧТО 1 © [1X1=1]. Тогда (
х
)(0 © (3Y)[...]. 
Из реализации подформулы Pin (Y) получим канонический индекс 
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П « I Т 1, 
*1 - i-тому элементу множества т в порядке возрастания, 
Г 1 » если ляп D • {*4 I о4 • 1} получим • »(Л. 
<х(о1,...,оп) - j i i J г "
L0 иначе. 
Ясно, что при каждом х описанная конструкция дает неко­
торое tt-условие. Далее имеем 
xQe s ^  ISS м при D - тпт получим V 4 0 
«.(Oç(x^) , • • • »OjCXjj)) • 1, 
что и требуется в определении tt-сводимости. 
JeriMa 5.3. Существуют такие ОРФ g1, g2 и g, что для лю­
бых ПТ расширенного языка s и т и Y,Z,EG Ж 
(i) Cs т, причем os = у g и fy играет роль функция 
h из определения * ] g1 (у >е) © Bedw(S,т), 
(li) e®Eedw(S,I) » (Vx)Cos(x) - Г*г(в)(х) и Dfe(e)(l) 
содержит все нужные для вычисления fg2(e)00 числа]. 
Доказательство. (i). Пусть выполнены условия и пусть 
дан такой х, что I *
х 
| • 1. 
Найдем xQe*x, положим Y « у Ясно, что Fin (Т). 
Если имеется число, реализующее формулу 
(VZ)CIZ 1-1 & Z s Y 3 (Z s T V 1ZCT)1 
т.е. "известно, какие числа из Y принадлежат т, то по пред­
положению можно вычислить <fg(x). Выберем в дизъюнкции 
X s s, если ^(х) = 1, 
ix e s ,  если f^ Cx) « о. 
Формализация описанного алгоритма дает число g1(y,z). 
{ 
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(ii). Пусть e © Bedw(S,T). Покажем, как вычисляются 
fg2(«)(z) z fg(=)(z)-
По i можно найти индекс такого рекурсивно перечислимого 
множества X, что I = {х}. Ясно, что I X I « 1 и по лемме 4.2 
верно 1 © [III = 1]. По индексу множества I можно теперь при 
помощи <р
е 
найти конечное множество т, удовлетворяющее усло­
вию, заключенному в Bedw в фигурные скобки, и число с, реа­
лизующее формулу {...}. Положим D z X = т. Для вычисле-
¥g(e)W 
ния 2^(е)(х) узнаем при помощи оракула для каждого ее т 
ответ на вопрос "ге!?». По ответам найдем число d, реали­
зующее формулу 
(VZ)[|Z| = 1 i ZÇT => (ZCT V 1Z£T)]. 
Положим 
-
Т ,(ж) = 
*82(еУ 
1, если j0fo(d) = О, 
О, если 3 о fc (d ) = 1е 
Ясно, что fg2(e)^x) * cs^x^ и ИРИ вычислении пользова­
лись только числами из D , х. Леша доказана. 
^(е)^х' 
Последним рассмотрим btt-сводимость. Положим 
HedbttU,B) * (3l){[Fin(M) i I / {(] 4 (VX){|X| = 1 э 
=> (зс){[с £ M * (VT)[|TI=1 A те M3( 3 Z ) [ I Z l=1 * 
& (TS с e zç В)]]] A (VB){Pln(B) & В£МЭ 
3 (3v){pin(v) & (в - с Э (хе а = V 4 0))}}}}) • 
Лемма 5.4. Существуют такие ОРФ g1, g2 и g, что для лю­
бых ПТ расширенного языка s, рекурсивно перечислимого мно­
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жества и у,ш,е е * 
Yy btt—сводит множество s к 1^ с порядком £ • =с> 
-* е-, (у,*,1) ® Hedges ,11), 
(ii) в © Bed^CSjWj) =*• «pg2(e) btt—сводит S к Ш± о 
порядком * g ( e ) .  
Доказательство, (i). Если функция f btt-сводит множест­
во А к в, то можно построить такую новую btt-сводящую функ­
цию t1, что все tt-условия с номерами f (х) имеют порядок в 
и числа x„J. ,х
ш 
- попарно различны. Для этого нужно буле­




btt-сводит множество s к ш1 с порядком 
всех tt-условий в точности ш. Положим • • {1 и укажем 
алгоритмы для всех функций, которые кодирует число, реали­
зующее формулу Bedbtt(s,w1). 
Пусть дан X, такой, что I *
х 
| « 1. Вычислим х0е *
х 
и на­
ходим tt-условие «х1. ,хе>,«> , имеющее номер f^Cxy). По­
ложим c={j|i£j6m&Xje w±}. Ясно, что индекс множест­
ва с можно найти эффективно по i и tt-условию, а также имеем 
о© [с ем]. 
Определяя для »I Y I = 1 & Y Ç ж 
z = {lj}, если Y - { j }, имеем очевидно 
I Y I = 1 à YS* =>(YEC 5 Z9W1). 
Ввиду тривиальности реализации заключения этой иштлпгятхтг 
можно получить и реализацию подформулы (VT)[... ] формулы 
Bedbtf 
Множество V, кодирующее ответ на вопрос *xQe s?*, можно 




1 9 , 
если «(орО),... ,о
в
(ш)) « 1^  
если « (о^ (1 ),•.• JCJJCB)) * о. 
Äieем Pia (т). Пусть D - 0. Тогда 
I • Ж^С S <=Ф XQ Б S CT(QG^(X^ ) I« • • FO^I^(X^)) - 1 <=> 
4->*(CC(1),.Š. ,Cc(*)) • 1 (**) cc(Ojj(L ) »• • • ) — 1 y-1/ 
<«>T • {0} 7 if t 
что показывает, что конструкция дает реализацию формулы 
Bed^^(s,w^). 
(ii). Пусть е 0Eedbtt(s,l1). Вычислив по е каноничес­
ки! индекс множества 1, положим g(e) -111. 
Покажем, как строится по xQ tt-условие fg2(e)(3Co^' Со™ 
ложжм в - I ж |. По х0 можно найти х, для которого ii = {xQ}. 
Тогда fjl4o(e)(x) ©ClTx'-i => (ЗС){...}] . 
Пользуясь определением (г), получим из этого числа но­
мер функции, сопоставляющей каждому одноэлементному тс ж од­
ноэлементное множество z. Положим для 1 Ч - л число х^ 
равна! единственному элементу множества z, полученного по 
т - {k(j)}, где k(j) - элемент множества ж с номером j в по­
рядке возрастания. Булеву функцию а определим путем 
'1, ЕСЛИ ПРИ В « (k(J) IC., -1} ПОЛУЧАЕТСЯ V 4 0, 
О, ЕСЛИ ПОЛУЧАЕТСЯ 7 = 0. 
Проверим, что построенное tt-условие «х1,... ,хп>,«> 
удовлетворяет определению btt-сводимости. Имеем 
XQ 6 S <*> I - £ S <==> при D = G получим 7 4 0 
<*> при [сj = 1 <ж> k(j)ec] получим <*(o1,... ,cn) = 1 





 . . x0es <=> tt-условие fg2(e)(x0) выполняется на 
Ограниченность порядков tt-условий числом g(e) очевидна. 
Леша доказана. 
Из леммы следует теорема 5.5. 
Теорема 5.5. Формула Bedbtt(A,B) выражает в &t предикат 
A  В  Д Л Я  А е Л ( 5 ) ,  B G é .  
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