Abstract: Wireless Sensor Networks (WSNs) are widely used to perform measurement and monitoring tasks in large sensing fields. Several applications require every point in the monitored area to be covered by at least k sensors (k-coverage problem) for measurement accuracy or robustness. In heterogeneous multi-functional sensor networks, p parallel observation tasks are performed with p types of sensors, each task having its own ki(i = 1, 2, . . . , p) coverage requirement, assuming that multi-functional sensors are used which may have multiple measurement capabilities (multi-k-coverage problem). In order to prolong the lifetime of the network, active and sleeping states of sensors can be altered while maintaining the required coverage for all sensing tasks. In this paper an efficient distributed sensor state scheduling algorithm for multi-functional WSNs is proposed to solve the multi-k-coverage problem. The proposed multi-functional controlled greedy sleep algorithm is the generalisation of a recently proposed quasi-optimal scheduling algorithm. It is easy to implement and solves the common scheduling problem of heterogeneous multi-functional sensor networks. It has low local communication overhead and can adapt to dynamic changes in the network, while the required network-wide coverage for all sensing tasks is guaranteed as long as it is physically possible. The performance and the fault tolerance of the algorithm are illustrated by simulation examples.
Introduction
Wireless Sensor Networks (WSNs) are deployed to monitor and measure areas in a reliable manner even in hostile and hardly accessible environments. In a WSN, sensors usually perform several sensing and communication tasks, which results in several practical and theoretical problems and challenges (Ahmed et al., 2005) . WSNs allow to collect information and register environmental parameters and/or to ensure security (Chong and Kumar, 2003) . Applications built upon these measurement services typically raise requirements against the quality of the measurement data. For example, the measurement or monitoring application may require that every observed region or object is monitored at least by k sensors to get proper measurement results: this is the k-coverage property.
One of the most critical issues of WSNs is their energy consumption; since individual sensors have limited power capacity, the batteries are often not replaceable while the entire network still has to meet relatively strong lifetime requirements. To satisfy the quality constraints, the network is often over-deployed: sensors are deployed with a high-redundancy rate. In the over-deployed network, each sensor performs scheduled sleeping to provide the required quality of service with the active subset of sensors while the network lifetime is prolonged. Usually, sensors either sleep or are awake for a given time interval, thus saving energy. Several sensor alternation mechanisms, as random and coordinated sleeping algorithms, were proposed to organise the scheduling of a WSN (Kumar et al., 2004; Huang and Tseng, 2005) .
This alternation allows the WSN to provide its functionality as long as possible, while minimising the energy consumption of the network (thus maximising the network lifetime) (Cardei et al., 2005; Huang and Tseng, 2005) . To ensure k-coverage and pervasive services, efficient and robust algorithms should be applied to optimise the utilisation of limited network resources and capabilities.
To provide several measurement functionalities (which can be related or completely independent) to monitor a given area from different aspects, multi -functional sensors have been constructed and heterogeneous multi-functional sensor networks have been proposed (Pallaro et al., 2004; Hirafuji et al., 2005) . These multi-functional WSNs can be applied, e.g., in environment monitoring, meteorology, health-care and patient monitoring systems, etc. In these networks, one or several sensing functions may be assembled on a single device, while the communication infrastructure of these devices can be shared. The energy-aware scheduling of this kind of (often heterogeneous) networks is a challenging new problem.
Controlled Greedy Sleep (CGS), a quasi-optimal and robust scheduling algorithm, was proposed for homogeneous WSNs in Simon et al. (2007) . This algorithm aims to provide maximal network lifetime with a maximal measurement accuracy so that k-coverage is guaranteed as long as the network topology of available sensors enables it.
In the current paper, we propose a new, distributed algorithm, based on CGS, called multi-functional CGS (mCGS), which is capable of scheduling all sensors in a heterogeneous multi-functional WSN. We show how to manage several independent sensing tasks even if the coverage requirements of these tasks are different, i.e. different values of k are needed for the different sensing tasks. For this, a simple and general model for sensor scheduling in multi-functional networks is presented. We demonstrate that the mCGS scheduling ensures the multiple coverage of the area as long as possible, and the solution is robust and fault tolerant: it tolerates message losses and uncertainties.
The outline of the paper is the following: Section 2 discusses the literature related to sensor scheduling and multi-functional WSNs. Section 3 presents a bipartite graph-based model to handle the region coverage problem and formulates the optimal scheduling task. Section 4 introduces the proposed scheduling algorithm for multi-functional WSNs. Section 5 presents the results of the performance and robustness analysis of the proposed solution. Section 6 concludes.
Related work
Power consumption of the sensor nodes determines the lifetime of the entire network. To use a WSN for heterogeneous measurement tasks, the required availability of services should be planned and special design considerations concerning the sensor placement and operations are needed (e.g., Zytoune et al., 2010) .
An important aspect of the WSN design problem is the sensor placement in the target area, where both measurement and communication aspects must be taken into account. Some placement strategies (deterministic and random organisations) and their impact on the coverage parameters are presented in Kumar et al. (2004) and Huang and Cheng (2011) .
Sensors are often deployed using high redundancy: this over-deployment can be exploited to put some sensors in sleep state periodically, thus saving their electrical power and prolonging the lifetime of the network. The alternation of the sensor nodes between sleep and awake states must not interfere with WSN activities: sensor coverage over an area must be maintained and the communication for data collection must be provided, while minimising the network energy consumption (thus maximising the network lifetime) (Cardei et al., 2005; Huang and Tseng, 2005) . For critical measurements, a typical requirement is to monitor each subject area by at least k sensors. Basically, this k-coverage requirement is associated with the measurement functionality (Huang and Tseng, 2003) , but it also has trivial implications to connectivity issues (Ammari and Das, 2006; Xing et al., 2005) . As it is expressed in Zhang and Hou (2005) , if the radio range is at least twice the sensing range, complete coverage of a convex area implies connectivity among the working set of nodes. A comprehensive study on both coverage and connectivity issues can be found in Ghosh and Das (2008) . A particular, layer-based coverage protocol has been proposed in Beaudaux et al. (2010) , which separates sensing and communication activities of active sensors and introduces a 'Sensing-Only' state for some of them. Among active sensors that achieve the k-coverage, a small connected subset can be constructed to ensure data forwarding, allowing the other active sensors to turn off their radios to preserve energy. This solution can preserve coverage quality and increase the lifetime. In the current work we do not investigate this idea, but the proposed scheduling algorithm may be adapted for heterogeneous sensor sets regarding the communication and data forwarding requests. In the following, we suppose that the awake sensor node set guarantees the communication connectivity between sensors and sinks as follows from Zhang and Hou (2005) . In this way, the scheduling concerns only the sensing tasks.
Several propositions was formulated to prolong the network lifetime by scheduling the active sensors providing continuous service (cf. in Krashinsky and Balakrishnan (2002) , Brakmo et al. (2004) and Xing et al. (2005) ). Mainly, the scheduling procedures may be classified into two representative groups: random and coordinated scheduling algorithms (Hsin and Liu, 2004) .
A representative example for distributed, random sleeping algorithm can be found in Chen et al. (2002) where nodes make local decisions on whether to sleep or to join a forwarding backbone, to ensure communications. Each node bases its decision on an estimate of how many of its neighbours will benefit from its being awake and the amount of energy available to it. In Kumar et al. (2004) the authors propose a randomised, simple scheduling for dense and mostly sleeping sensor networks. They suppose that one can compute the required (identical) duty cycle for individual sensors. In the proposed Randomised Independent Sleeping algorithm, time is divided into periods. At the beginning of each period, each sensor decides whether to go to sleep (with probability p computed from the duty cycle) or not, thus the lifetime of the network is increased by a factor close to 1/p. This solution is very simple and does not require communication between sensors. The drawback of the proposition is that there is no guarantee for coverage or for network connectivity. Furthermore, since the sleeping probability is the same for all sensors, this solution cannot adapt to heterogeneous or mobile sensor setups.
To guarantee the required coverage, the authors in Hsin and Liu (2004) propose a Role-Alternating, Coverage-Preserving, Coordinated Sleep Algorithm (RACP). Each sensor sends a message periodically to its neighbourhood containing its location, residual energy and other control information. An explicit acknowledgment-based election algorithm permits to decide the sleep/awake status. The coordinated sleep is more robust and reduces the useless active periods of sensors compared to the random sleep algorithm. It guarantees 1-coverage in the network as long as it is physically possible. In this solution the topology can affect the behaviour; thus the sensors can adapt their sleeping to the needs. However, performance has its price as there is a significant communication overhead increasing the overall energy consumption. In Kim et al. (2005) a three-state channel access scheme is presented to increase the energy efficiency of WSNs.
The problem of area coverage in heterogeneous sensor networks is studied in Lazos and Poovendran (2006) . The authors formulate the coverage problem as a set intersection problem and the formulation allows to consider a network model where sensors are deployed according to an arbitrary stochastic distribution. Moreover, sensing areas of sensors can have any arbitrary shape and sensors need not have an identical sensing capability. An interesting geometrical aspect of multiple coverage is analysed in Bai et al. (2011) : some deployment patterns that use the minimum number of sensor nodes to k-cover the points of a region are given. This static coverage problem corresponds to the known optimal multiple-coverage problem. The discussed deployment patterns can help to avoid adhoc and potentially inefficient deployments, but the deployment of cost-optimal patterns is not always efficient to prolong the network lifetime because the limited set of solicited sensors. As it is demonstrated in Section 3, a good solution for the dynamic coverage does not always result in optimal static coverage (for the awake sensors) and does not rely on specific deployment patterns which may be useful in practical situations. Even if a sensor subset is not optimal from the point of view of static area coverage, it may be useful to economise the energy of some sensors.
To perform cost efficient heterogeneous measurement operations in a given area, multi-functional sensors and heterogeneous multi-functional sensor network deployments are used, e.g., the popular Mica experimental platform supports the application of multiple sensors in one node (Hill and Culler, 2002) . A multi-functional automotive sensor node has been presented in Pallaro et al. (2004) performing several sensing functions on a single CMOS array. The proposed multi-functional device node can be used to detect a number of critical environmental parameters, such as the luminescence of the background and the visibility (in the presence of fog, rain and windshield dimming), while providing additional information about the driving scenario. Mao et al. (2008) presents another multi-functional sensor with multi-axis accelerometer, disposable hydro-gel electrodes, and analog filtering components for medical purposes. This device can be used to detect body positions, movement intensity, and it also measures bio-potential signals for ECG and heart rate analysis and wirelessly transmits the signals through Bluetooth to a mobile phone. A piezoceramicbased smart aggregate sensor node and its innovative applications in concrete civil structures are described in Song et al. (2008) . The proposed smart aggregates are multi-functional and can perform three major tasks: early-age concrete strength monitoring, impact detection and structural health monitoring. In Fournier et al. (2010) and Maeder et al. (2011) a multi-functional sensor device is presented with pressure, flow and temperature measurement functionalities to diagnose industrial compressors. A WSN based agricultural field server using several multi-functional sensors was presented in Hirafuji et al. (2005) . This WSNs realise accurate measurement on air temperature, humidity, solar radiation but also on atmospheric gas composition, rain intensity and other weather related metrics (e.g., dust). Multiple image services and event detection possibilities are also defined in this system. These implementations illustrate the relatively low technological cost of combined multifunctional sensors.
Modelling the heterogeneous multi-k-coverage problem
In this section we present the sensor node scheduling problem in multi-functional WSNs using a graph-based model. Our study starts with the description of the graph modelling heterogeneous WSNs with several tasks, and the static and dynamic coverage problems follow. Note that we model the area coverage problem here, but the well known object monitoring or art gallery problems can also be modelled in the same way (cf. a recent analysis in Sultanik et al. (2010) ).
Geometrical model
Considering a task, we suppose that each point of the observed area should be monitored by at least k sensors. This k-coverage requirement may come from application-specific characteristics, e.g., measurement accuracy, reliable event detection, etc. Therefore we assume that different measurement objectives may imply different k values. If multiple measurement tasks must be realised at the same observed area (e.g., acoustic detection and light measurement) then there are two basic design choices:
• multiple homogeneous sensor networks are deployed in the area, where each network is responsible for one measurement task only, or
• multi-functional sensor nodes, containing one or more (different) sensing units, are utilised (each sensing unit may participate in one or more sensing tasks and the devices share the same communication system).
Evidently, the second solution (if sensors with multiple measurement capabilities are available) may be more cost effective and efficient, especially if the power consumption and WSN maintenance is problematic. In either case, for each measurement task, the area must be covered: for task i , each point of the area must be covered by at least k i sensors (the value of k i may vary from one task to another). For the sake of clarity, the we will use the term sensor to identify sensing units (e.g., thermometer), and sensor node or simply node to identify possibly multi-functional sensing nodes equipped with one or more sensors. The general operational model is the following: each measurement task can be performed by a subset of nodes (which contain sensors adequate for the sensing task). Nodes may aggregate multiple sensors, thus one node may support multiple sensing tasks. The nodes share the same communication infrastructure. 
Graph model for multi-functional WSNs
In this section we show that the coverage problem of multi-functional WSNs can be modelled by valued bipartite graphs, similarly to homogeneous WSNs. Let m be the number of tasks in a heterogeneous multifunctional WSN. For each separated task i, the required coverage is represented by an integer value k i . To perform observations for a task, a sensor can monitor in the interior area of a given sensing shape. For a given task, the sensing shapes of the sensors partition the observed area into a set of regions. A region consists of a set of points in the area which can be monitored by the same subset of sensors belonging to a given task. In the multi-functional WSN, each task i has a set of nodes S i (supporting the given task) and a set of regions R i (see Figure 1 (a) and (b)).The associations between sensors and regions (that is, a sensor node s can monitor a region r) can be illustrated by a bipartite graph. For example the bipartite sub-graph G i corresponding to task i can be generated by the set S i of sensors and the set R i of observed regions and implementing the associations for the monitoring. Trivially, one region belongs to only one task, but a sensor node can be equipped by sensors for several tasks. In region r, associated with task i , k i defines the coverage requirement (the minimal number of sensors which must be operated simultaneously to provide measurement for task i ). The bipartite graph representing the coverage relations in the multi-functional WSN is the union of all G i , where the sensor nodes may be shared by multiple tasks: 
Static coverage in multi-functional WSNs
We first discuss the multiple coverage problem independently of the power consumption issues: this leads to a static graph coverage problem. Let S be the set of sensor nodes and S a ⊆ S be the set of nodes in awake state. Let R i be the set of regions of a task task i in the multi-functional WSN and let k i be the coverage requirement for each regions r ∈ R i . Notice that with m different monitoring/measurement tasks, R = ∪ i R i is the set of all regions. The static multi-functional coverage of the area is guaranteed by a node set S a , if the degree d(r)) of each region r ∈ R i in the graph G a generated by R ∪ S a is at least k i :
The minimum static multi-functional coverage problem corresponds to finding a non-redundant (minimal) subset S a that solves the static coverage problem with minimum number |S a | of sensor nodes. A set S a is non-redundant (or minimal) if there exists no S ′ a ⊂ S a such that the graph generated by R ∪ S ′ a solves the static multi-functional coverage problem. Evidently, the static optimum is a set of nodes with minimum cardinality from the non-redundant sets. Similarly to the Minimum Dominating Set problem (cf. Garey and Johnson, 1990) , finding the minimum set of sensor nodes covering all regions multiple times is an NP-hard optimisation problem.
Dynamic coverage in multi-functional WSNs
The dynamic coverage takes into account the limited and changing power resources of the nodes. In a dense WSN, the sensor nodes are employed with high redundancies. The goal is to provide the required coverage for the entire area and for all monitoring tasks as long as possible. This is achieved by a scheduling algorithm which alternates the sensors between awake and doze status to utilise the batteries in an efficient way. The alternation of active sensors prolongs the lifetime of nodes (and so the lifetime of the WSN) since the battery power is not consumed (or consumed much less) in doze state. The objective is to find an optimal scheduling algorithm which maximises the lifetime of the network while providing the requested coverage. This optimisation is more complex than the computation of static minimum covering sets. The scheduling algorithms alternate the appropriate nonredundant multiple covering sets to minimise the power consumption. Each node subset must guarantee static multi-functional coverage during its operation, while the total awake time of a node should not exceed the expected lifetime of the node. The alternated sensor subsets are not necessarily minimum sets for the static multiple coverage but they are trivially non-redundant (minimal) sets. The following energy consumption model was used in our algorithm.
All nodes have an initial battery level E and consume the same c amount of energy per time unit. The minimal amount of energy used by a passive sensor is considered to be 0. The active operational time of a sensor is t a = E/c. We define the dynamic multi-functional coverage of the area as a sequence of phases, σ = {phase 1 , phase 2 , . . . , phase p }. Each phase is characterised by the set of active sensor nodes and the duration of the phase: phase q = (S aq , t q ), where the set S aq is the active sensor subset solving the static multi-functional coverage problem during t q . The total duration time of the dynamic multi-functional coverage when σ is scheduled in the network is
Let a j,q = 1 if node j is awake in phase q (i.e., sensor j ∈ S aq ); otherwise a j,q = 0.
The coverage is feasible only if for all sensor nodes j the following constraint holds:
The optimal solution of the dynamic multi-functional coverage problem is the sequence σ * which maximises the duration time:
Remember that the subsets S aq are trivially nonredundant but not necessarily minimum sets (cf. an example in Figure 3 where the minimum set solving the static coverage for a single task is {b} but the set {a, c} also participates in the dynamic coverage). The problems of finding the optimal solution for the static and dynamic multi-functional coverage are both NP-hard. 
Maximum lifetime of the network
The maximum lifetime of the dynamic problem is computable if the optimal sequence σ * is known. In the following an upper bound of the lifetime is provided.
From the point of view of the monitoring (measurement) task task i , a region rc i ∈ R i is a critical region, if the number of sensors having the possibility to monitor it is minimal: degree(rc i ) = min rj ∈Ri degree(r j ). This means critical regions are regions with minimal degree in the bipartite sub-graph subsets. An optimal solution can be obtained, for example, when each subset is alive exactly once during the k i -coverage, and the duration time of all alive combinations is the same. In the optimal scheduling for this critical region, each sensor node will be used during its total lifetime t a and each subset can be alive during a period of
So, the k i -coverage of the critical region can be guaranteed for at most
Trivially, if the coverage requirement of a measurement task is not ensured, the multi-functional WSN does not work correctly. The lifetime of the multifunctional WSN (the time period when all measurement requirements are satisfied) is the minimum of that of the measurement tasks, corresponding to min i dci ki t a .
The value obtained by Lemma 1 is an upper bound and can not always be achieved. Figure 4 illustrates a simple example of a WSN with only one task so that the upper bound of the network lifetime can not be realised. Let us suppose that the goal in our example is the simple 1-coverage. The critical regions are the regions 1, 2 and 3 with dc = 2. To ensure the coverage of the entire area, trivially two of the sensor nodes must be awake at a time. So, instead of the upper bound 2t a , given by the lemma, the network can operate for only 
Scheduling algorithms
As mentioned in Section 2, the simplest scheduling algorithms are random algorithms. Let us assume a homogeneous, dense, mono-functional WSN where each point of the area can be monitored approximately by n sensors and a k-coverage is required. Using random algorithms, a node makes a decision at the end of each phase to remain awake with probability P a = k n and to go to sleep with probability P s = 1 − k n . So, the k-coverage is assured 'statistically'. This idea can be applied to multi-functional WSNs. Let us suppose that the sensor nodes are dense for all sensing tasks. Concerning task i , the coverage requirement is k i and each point in the target area can be observed approximatively by n i sensors belonging to task i . To assure the most stringent coverage requirement, a sensor node must be alive with probability P a = max i∈I ki ni where I is the set of tasks offered by the sensor. The advantage of the random scheduling is its simplicity. The main problem of this kind of algorithms is the lack of guarantee for coverage requirements.
To assure the different k i -coverages, the sensor nodes must be synchronised. Theoretically, if the parameters of the nodes are known, the optimal scheduling can be computed and the phases of sensors can be configured. This computation is quasi impossible (the problem being NP-hard). To guarantee the required coverage for a long period, coordinated scheduling algorithms can be proposed. For the homogeneous k-coverage problem an empirical and distributed Controlled Greedy Sleep (CGS) scheduling algorithm was proposed in Simon et al. (2008) , which provides a quasi-optimal solution respecting deployment and energy constraints. The CGS algorithm is very robust against message losses and node failures. Our main result is the adaptation of this distributed algorithm and the design of an algorithm which can solve the scheduling in multi-functional WSNs. One can consider that the CGS solution contains two major elements:
• a cooperation protocol between nodes to assure the distributed scheduling
• an efficient computation algorithm to prepare the sensor node decisions.
In the following at first the CGS framework will be shortly presented and then we propose some alternative factor computation methods for multi-functional WSN scheduling.
The distributed CGS framework
In a distributed scheduling algorithm, nodes decide periodically their future state (sleep or awake). At the beginning of each period sensor node s determines its state for the rest of the period. To decide whether to go to sleep or stay awake, each node s computes its own drowsiness factor. These factors are locally broadcasted and compared so that the nodes can determine their future state. The drowsiness factor models the affinity (and priority) of nodes to go to sleep and different factors may be proposed. By definition, negative drowsiness indicates that the node is not allowed to sleep. The CGS scheduling algorithm aims to preserve the power of nodes by sending them to sleep whenever possible, using the drowsiness factor as priority. Sensor node s can decide to go to sleep if its neighbours with larger drowsiness factor decided their state for the next period and these decisions do not result in critical (not over-covered) regions for s to monitor.
Before making a sleep/awake decision, each sensor node should know the drowsiness factor of its neighbours and the decisions of neighbours with larger drowsiness factor. To minimise local communication, a communication delay (DTD) is associated with each node. This delay is inversely proportional with the actual drowsiness factor: sensor nodes with large drowsiness broadcast their decision earlier. Only the awake state decisions are broadcasted explicitly, in this way the communication overhead is small.
The steps of the CGS framework are the following:
1 Run the network for a period of T , the coverage is provided by the awake sensor nodes.
2 Wake up all nodes in the network.
3 Nodes with remaining energy level high enough for at least one measurement period broadcast Hello messages with additional information (e.g., location). We define a uniform drowsiness factor to take these considerations into account. Based on the received Hello messages each node s builds up its local set of alive neighbour nodes S s , storing the neighbours' information as well. • otherwise stay awake and broadcast an AM to inform other nodes that node s will stay awake.
In step 6 nodes go to sleep in a greedy manner: if the coverage problem can be solved with the already known awake neighbours in the LAN (due to their higher drowsiness factor these nodes have decided earlier on their awake status) and some of the neighbours with lower drowsiness factor (these nodes will decide their sleep/awake status later) then the node greedily decides to sleep and leaves the problem to those already being awake and those who havent decided their status yet.
The multi-functional controlled greedy sleep algorithm
In order to realise a fast and fair scheduling algorithm for multi-functional heterogeneous sensor networks, the CGS framework can be applied, using the following hypothesis, which are realistic assumptions:
• A sensor node in awake state can perform all associated measurement tasks and can communicate with awake nodes within its communication range, independently from the measurement type of these sensor nodes.
• A node in sleep state is not able to perform any measurement or communication activities.
• The communication range of a sensor node is at least twice as large as the maximum of its measurement ranges. In this way, each node is capable of communicating with all nodes, with which it shares the monitoring task of at least one common region.
The first two conditions permit the application of a common scheduling algorithm, independently of the type of sensors, while the third condition ensures the local communication between those sensor nodes, which possibly share measurement tasks. In this way, the previously described CGS framework can be applied to design distributed multi-functional sensor network scheduling algorithms. The uniqueness of the multi-functional algorithms resides in the drowsiness factor computation. The proposed solution must be capable of taking into consideration all of measurement tasks using only the drowsiness factor. In the multifunctional Greedy Sleep (mCGS) algorithm, however, the drowsiness factor will include information on all of the sensing tasks and on the sensing modalities of these tasks, corresponding to a given sensor. Before the formulation of this 'multi-functional' drowsiness factor, let us shortly review, how the drowsiness factor proposed for mono-functional WSNs is computed in Simon et al. (2008) . The factor of a node s is based on local neighbourhood information only, described by the locally known bipartite sub-graph
The vertices of G s contain regions R s = {r si , i = 1, ...m s } covered by s, and the set of nodes S s including node s and those of its neighbours, which can participate in the coverage of at least one region of R s . In the edge set E s an edge e i,j exists between region r si and sensor node s j if and only if s j covers region r si .
Each node s computes its own drowsiness factor. The drowsiness factor models the affinity (and priority) of nodes to go to sleep, and takes into account both the energy level of the sensor and the criticality of the sensor for the monitoring task. Supposing that node s has remaining energy E s , its drowsiness factor D s is defined as follows:
where α is a positive constant which gives more or less importance to the state of the battery. High value of α corresponds to a factor which is more sensitive to the level of energy. Φ r is the coverage ratio of region r defined as follows:
where C r is the degree of region r in G s . The coverage ratio Φ r is positive if region r is over-covered, i.e., more than k sensors could cover region r, while Φ r is negative if region r is not over-covered: in this case all sensor nodes possibly covering r must be in awake state. Moreover, the smaller the energy of s, the larger its drowsiness. A sensor node, participating in the observation of many regions that have low over-coverage, is likely to participate in more possible solutions than nodes covering regions also covered by many other sensors. Thus a heuristic property is included in D s to increase the lifetime of the network: sensor nodes participating in the observation of regions only slightly over-covered have larger drowsiness. The drowsiness factor for each sensor node includes the sum of the coverage ratios of the regions its sensor is able to observe. This property enforces the nodes in critical positions to go to sleep whenever it is possible, to conserve their energy for times when their participation will become inevitable. The scheduling of the nodes in multi-functional WSNs to guarantee the area coverage can be solved in different ways. A simple solution can be the independent scheduling for the different monitoring tasks. To assure the required coverage, a node must be alive, if at least one task needs the node for monitoring. Intuitively, this solution does not take advantage of the information available in the aggregated multi-functional devices. We define a uniform drowsiness factor to take these considerations into account and to profit from the available information.
The drowsiness factor of a sensor node serving for multi-functional WSNs must include information on the status of the sensors in all of the measurement tasks. Several possibilities can be considered. Below we give three possibilities for drowsiness factor calculation and explain our choice between those.
• If sensor node s has measurement tasks i = 1, 2, ..., m s then its drowsiness factor D s can be computed as a weighted sum of the drowsiness factors D s,i , corresponding to the individual measurement tasks:
where D s,i can be computed similarly to the solution presented in the mono-functional mode, and w i is a weight (importance) of sensing task i. Trivially, if s does not participate in task i then D s,i = 0. The advantage of this solution is that the weights can correspond to the priority of monitoring tasks.
• Alternatively, the drowsiness factor can be calculated as the the maximal value of the mono-functional drowsiness factors:
This solution tries to preserve the energy of sensors having critical monitoring tasks.
• A uniform combined drowsiness factor can be defined to use for the mCGS algorithm as
The difference related to the previous definition is in the set R s of regions and in the computation of Φ r . Corresponding to the bipartite graph modelling all of the regions of the m different monitoring tasks, the neighbour R s of s must contain all regions connected to it.
Moreover, E s and m s are the remaining energy and number of measurement tasks of sensor node s, respectively, w i is the weight for task i, R s,i contains the regions associated with task i and covered by sensor node s, and Φ ri is the coverage ratio of region r i , which can be computed as follows:
where C ri is the degree of r i in the bipartite graph G and k i is the required coverage of measurement task i . Naturally k i can be different from one task to another.
The third computation is the most flexible and is applied in our tests.
Since the scheduling framework of mCGS is similar to that of CGS, mCGS preserves the key advantages of CGS: the algorithm is robust, adaptive to failures, and the quality of service can be guaranteed independently of the communication errors in the network (as long as it is physically possible). The proof is straightforward, following the outline of the proof in Simon et al. (2008) .
Applicability of the used model
The proposed multi-functional CGS algorithm can be applied in a large variety of heterogeneous and multifunctional WSNs. The algorithm can be used to monitor an area of arbitrary form and it can trivially be extended to handle sensing regions of arbitrary (but known) shape.
The sensor node locations (and in case of not circular sensing shapes, the sensor orientations) must be known a priori. Note that only an inner approximation is necessary to give the sensing shape of sensors; in case of a lower approximation the quality of service (coverage) is not, but the efficiency (lifetime) is affected. Also the sensing shape may vary sensor by sensor and in time as well, in this case the Hello messages can be extended to contain a description on the actual sensing shapes of sensors. Such a situation is illustrated in Figure 5 . To give a simple description of the sensing shape, a grid can be applied as it is proposed in Simon et al. (2008) for disk computation (a grid and a region represented with the help of the grid are illustrated in the figure). The algorithm can handle arbitrary and heterogeneous initial power level and various power consumption of sensors in the WSN. During the lifetime of the network, sensors may die and new sensors may be added to replace worn out sensors; this dynamic network reconfiguration is also supported by the mCGS algorithm. Drowsiness factors, utilised by the algorithm can be calculated locally, using information only from the neighbourhood, thus the communication overhead of the algorithm is low and the algorithm scales very well.
Robustness and performance analysis
This section illustrates that mCGS is well applicable in the context of multi-functional sensors, considering robustness and performance aspects as well. As we will show, the main benefits of mCGS are guaranteed k-coverage, effective use of resources and robustness to message losses. In a controlled demonstration scenario three main algorithms were compared:
• Random algorithms with different sleeping probabilities.
• Independent CGS algorithms for different services.
• Collaborative mCGS for multi-functional sensors.
The random algorithms used in the comparison were proposed in Kumar et al. (2004) . The main benefit of these algorithms is their zero overhead, since they use no communication between nodes to coordinate sleeping activities, but rather each sensor decides on its state randomly. In the second algorithm we utilise multiple independent CGS algorithms, one for each measurement task. These uncoordinated CGS algorithms run independently, utilising independent drowsiness factors for each task, thus a sensor stays awake if any of the CGS algorithms decides so and a sensor can sleep if all CGS algorithms allows it. In the third case we use the proposed mCGS algorithm, which applies one drowsiness factor, containing unified information on all measurement tasks.
Simulation scenario
To evaluate the multi-functional scheduling, simulations in Prowler were performed. Prowler is an easily programmable probabilistic sensor network simulator, running under MATLAB (Simon et al., 2003) . Similarly to works in Simon et al. (2008) , we used the Berkeley MICA motes' MAC layer model available in the simulator. In this model, the simulation of the radio propagation includes realistic effects such as fading, collisions and eventual message losses. In the controlled simulation environment 400 sensor nodes were placed on a 20 × 20 grid. The sensor network is supposed to provide two kinds of measurement data (Service 1 and Service 2 ). Some nodes have the capability to provide measurements for one service only (T ype A and T ype B , respectively) while there are others provide measurements for both services (T ype C ). There are 133 T ype A , 133 T ype B and 134 T ype C sensor nodes deployed. As for the operational model, we assumed that all sensors of a device (node) are awake or asleep at the same time. We assume that all nodes performing the same measurement task have a common sensor type for that particular measurement (e.g., there is no difference between Service 1 sensors on T ype A and T ype C nodes). In the tests the simple circular sensing area model is used, with sensing radii of r 1 and r 2 for the two services, respectively. The required coverage for the measurement services are k 1 and k 2 , respectively. The random algorithms have multiple parameters, namely each sensor of T ype x has a probability of being awake, denoted by p x . To provide easily presentable and interpretable results, in the tests certain constraints were applied in order to represent the random algorithms with only one parameter. Let us denote the probability of a sensor device of T ype x to be awake by p x , the sensing area of a sensor of Service i by T i (where T i = r 2 i π), while the area to be monitored by A. In the optimal case, the following relationship exists between the sleeping probabilities and the coverage for Service 1 :
Similarly, for Service 2 the following relationship exists:
If we choose T 1 = T 2 (r 1 = r 2 ) and k 1 = k 2 then p A = p B . Moreover, if the initial energy of the sensors is the same then for equal sensor lifetime p C = p A = p B . Let us denote the only parameter, the sleeping probability of the sensors by
In the tests for the random algorithms sleeping probability values of p sleep = 0.65, 0.7, 0.75, 0.8 were used, the required coverage for the sensors was k 1 = k 2 = 3, while the sensing radii of the sensors were r 1 = r 2 = 50 m. In the tests all sensor devices have had initial energy of 10 units, and each awake period consumed one unit of energy (the power consumption of the election phase was neglected). During the calculation of the drowsiness factors equal weights were used for both services (w 1 = w 2 =1). The parameter α, expressing the importance of the remained energy level of nodes was set to 2 in the computation of all drowsiness factors.
Quality of service
In the first experiment the performance of mCGS, two uncoordinated CGS algorithms, and the random algorithms were compared. All algorithms were run 100 times and the coverage values were averaged, as shown in Figure 6 .
The mCGS algorithm clearly produced better coverage for longer time than the random algorithms. Note that using mCGS the coverage ratio is exactly one while there are enough sensors in the network that can provide the coverage. When the energy of some sensors are depleted, the coverage ratio decreases; for the CGS algorithm, the decrease is abrupt, since in the experimental setup it was possible to organise the operation so that all sensors took approximately the same share.
Due to the symmetry in the energy-related parameters of the sensors, all nodes were depleted almost simultaneously. This is not always the case, as will be later illustrated in Section 5.4.
In case of the two uncoordinated CGS algorithms the network made separate decisions on which nodes should stay awake to provide coverage for Service 1 and Service 2 , and the union of the two sets provided the coverage for both sensor types. The coverage ratios for the uncoordinated case are also shown in Figure 6 ('2 CGS'). The network obviously provided perfect coverage until the sensors started to deplete, but due to the uncoordinated decisions, the network wasted considerable amount of energy: the 3-network lifetime of 2 CGS was considerably shorter than that of the mCGS (20% difference). The difference is obviously due to the more intelligent decision making mechanism of the multimodal algorithm.
In the test, as it was expected, 2 CGS and mCGS provided perfect coverage while the nodes' energy allowed it, but this was not the case for the random algorithms. The advantages of the multi-functional CGS were also clear: mCGS considerably outperformed the uncoordinated CGS algorithms in terms of network lifetime. 
Effectiveness of the algorithms
The effectiveness of the algorithms were measured in terms of remaining energy after reaching a lower limit on service quality (ratio of k-coverage). The remaining energy after the quality of service starts to decrease is a measure for the effectiveness of the algorithm. The less energy remains in the network the more balanced the energy usage of the network. For the setup described in Section 5.2, we also measured the remaining energy in the network when the 3-coverage ratio decreased below 90%. Results are shown in Table 1 . The mCGS and CGS algorithms in the experimental setup almost drained all the available energy while maintaining full coverage. This shows that the energy usage in the network was well balanced. All the sensors used approximately the same energy. This is not true for the random setup, where considerable amount of energy was still available. 
Performance of mCGS with asymmetric QoS requirements
The previous scenario assumed that i) all sensors have the same sensing radius (r 1 = r 2 ) and ii) all services require the same coverage (k 1 = k 2 ). Now we test mCGS on an asymmetric scenario to show the benefits of coordinated sleep in multi-functional context. In the experiment we used parameters k 1 = 2, k 2 = 3, r 1 = 50 m, r 2 = 30 m. The nodes' initial energy and energy consumption per cycle was 10 and 1 unit, respectively. The performance of the multi-modal CGS algorithm can be seen in Figure 7 . The coverage is perfect for both types of sensors, while the nodes batteries last. Since the required coverage for sensor type 1 is smaller and the sensing radius is higher, these sensors will provide measurements longer. As Figure 7 shows, the coverage for type 1 sensors is still maintained after nodes equipped with type 2 sensors (i.e., nodes of type B and C) are depleted. 
Robustness of the algorithm
A model on the fault tolerance of the CGS algorithm was introduced in Simon et al. (2008) , where it was also proven that CGS is robust in the sense that message losses due to communication errors in the election phase can cause only over-deployment (i.e., more sensors stay awake than necessary) but the quality of service (k-coverage) is not effected. Here we will present an experiment in multi-functional context using the new mCGS algorithm to investigate the impact of communication errors on the lifetime of the network. The test scenario is similar to that of in Section 5.4, but various amount of random message losses were injected in the network, controlled by the message loss probability parameter P messageloss . We studied the k-lifetime of the network for different coverage ratio values λ. The k-lifetime for Service i , denoted by L k,i (λ), is the maximum operational time of the network, while the k-covered area for Service i is at least λA, where A is the total observed area. Naturally, with λ = 1 and P messageloss = 1 the experiment is the same as in Figure 7 , thus L 2,1 (1) = 45 and L 3,2 (1) = 19.
The effect of message loss on k-lifetime is studied in Figure 8 for coverage ratio values λ = 1 and λ = 0.8. For Service 1 the 2-lifetime L 2,1 , while for Service 2 the 3-lifetime L 3,2 values are plotted, for both λ = 1 and λ = 0.8. As the figure shows, the degradation of communication links causes the shortening of network lifetime. The quality of service, however, is maintained while the system energy lasts. When the communication quality is perfect, the required 2-coverage for Service 1 and 3-coverage for Service 2 are maintained for 45 and 19 time units, respectively. When message losses are in the reasonable range of 5-10%, the lifetime of the service is degraded by approximately 10%. Further degradation of the communication quality decreases the lifetime almost linearly, until the extreme case when no communication is possible (P messageloss = 1) when all nodes stay awake all the time and the network's energy is depleted in 10 time units. With lower required coverage ratio (λ = 0.8) the lifetime of the network is longer, as it is intuitively expected, but the degradation, caused by the increasing message loss rate, has similar tendency. In the simulation examples, we assumed that messages can be lost in the election phase of the operation but we did not take into account the effect of losses of individual measurement results. The latter does effect the operation of the measurement application but has no effect on the coverage or the mCGS algorithm. In the tests we also ignored the cost (energy consumption) of the election process, which is acceptable if the energy consumption of the (relatively long) measurement phase is significantly more than that of the election. The computation of the length of the measurement interval is discussed in details in Bergmann et al. (2010) .
Conclusions
In this paper, we proposed a quasi-optimal and robust scheduling algorithm mCGS for heterogeneous multi-functional WSN, which is based on a special 'drowsiness' factor of the sensors. To design the fully distributed algorithm, we proposed a bipartite graph model which leads to a simple and comprehensible computation of the drowsiness factor of the sensors. The computed factor takes in consideration all of the measurement tasks of the multi-functional sensors and their status.
The mCGS algorithm provides a quasi-maximal network lifetime with maximal measurement accuracy so that the coverage requirements of the different tasks are satisfied as long as the network topology with available sensors enables it. Simulations illustrate the mCGS algorithm clearly produced full coverage while there are enough sensors in the network that can provide the coverage. Applying this scheduling algorithm, the energy usage in the network was well balanced. All sensors used approximately the same energy.
The mCGS algorithm can handle sensors of arbitrary and heterogeneous initial power and various power consumption. During the lifetime of the network, the sensor set may be changed and this dynamic network reconfiguration is also supported by the mCGS algorithm. As the drowsiness factors are calculated locally, the communication overhead of the algorithm is low and the algorithm scales very well. Moreover, the proposed distributed algorithm tolerates the loss of messages, which may cause only over-coverage, i.e., sensors will stay unnecessary awake.
The proposed multi-functional CGS algorithm can be applied in a large variety of heterogeneous and multifunctional WSNs.
