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Abstract
There is growing interest in performing ever more complex classiﬁcation tasks on mobile and embedded devices
in real-time, which results in the need for eﬃcient implementations of the respective algorithms. Support vector ma-
chines (SVMs) represent a powerful class of nonlinear classiﬁers, and reducing the working precision represents a
promising approach to achieving eﬃcient implementations of the SVM classiﬁcation phase. However, the relation-
ship between SVM classiﬁcation accuracy and the arithmetic precision used is not yet suﬃciently understood. We
investigate this relationship in ﬂoating-point arithmetic and illustrate that often a large reduction in the working pre-
cision of the classiﬁcation process is possible without loss in classiﬁcation accuracy. Moreover, we investigate the
adaptation of bounds on allowable SVM parameter perturbations in order to estimate the lowest possible working
precision in ﬂoating-point arithmetic. Among the three representative data sets considered in this paper, none requires
a precision higher than 15 bit, which is a considerable reduction from the 53 bit used in double precision ﬂoating-point
arithmetic. Furthermore, we demonstrate analytic bounds on the working precision for SVMs with Gaussian kernel
providing good predictions of possible reductions in the working precision without sacriﬁcing classiﬁcation accuracy.
Keywords: SVM, machine learning, reduced precision ﬂoating-point arithmetic, perturbation analysis, quantization
eﬀects
1. Introduction
Support Vector Machines (SVMs) [1, 2] are a well established machine learning technique and have enjoyed
growing acceptance as a versatile classiﬁer in a diverse range of applications. As embedded and portable computing
platforms become more and more powerful, there is an increasing interest in performing complex classiﬁcation tasks
on embedded devices, often in real time. In this context, it is very important to minimize hardware resource usage
and power consumption while keeping classiﬁcation accuracy comparable PC-based implementations typically using
double precision ﬂoating-point arithmetic. One way to decrease hardware resources and power consumption is to
reduce the working precision of arithmetic operations on reconﬁgurable hardware (FPGAs), which can lead to super-
linear performance improvements [3]. Detailed analysis of the eﬀects of reduced working precision on the results is
important for being able to make optimal choices for SVM classiﬁcation implementations.
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In this paper, our focus is on the classiﬁcation phase of SVMs (we do not consider the SVM training phase in this
paper). Experiments throughout literature have shown that SVM classiﬁcation is in general relatively robust against
quantization eﬀects (see Section 1.1). Several hardware implementations of SVM classiﬁcation have used number
formats other than double precision ﬂoating-point to minimize execution time and/or hardware resource usage. There
is, however, still little understanding of the relation between the arithmetic precision used and the SVM classiﬁcation
accuracy achieved. Most authors rely on experiments exploring only a small set of precision levels and/or do not
accurately model rounding error in digital implementations.
Our work aims at unifying and furthering the knowledge on how parameter quantisation and rounding error aﬀect
SVM classiﬁcation accuracy and how this knowledge can be used to derive reliable reduced precision ﬂoating-point
implementations of SVM classiﬁcation. Speciﬁcally, we perform more comprehensive experiments than previously
reported by Anguita et al. [4] and investigate the eﬀect of reduced precision ﬂoating-point SVM classiﬁcation over a
wide range of precisions.
We compare our results against existing experimental results by Anguita et al. and further investigate the applica-
bility of their theoretical classiﬁcation error model to our reﬁned settings.
For the set of benchmarks and the Gaussian kernel parameters we consider, the results allow for a reliable deriva-
tion of a reduced ﬂoating-point working precision which in turn leads to a potential minimization of hardware resource
usage while conserving the classiﬁcation accuracy of a double precision ﬂoating-point implementation.
1.1. Related Work
Many approaches in the literature consider reducing the bitwidth of SVM classiﬁcation parameters, which has
lead to additional performance speedup due to less hardware resource usage on a number of diﬀerent target platforms
for diﬀerent number formats. In most cases, reduced bit width classiﬁcation accuracy has been investigated in ﬁxed
precision arithmetic and compared with the classiﬁcation accuracy of a corresponding reference implementation (often
in IEEE double precision) on various benchmark data sets. It has been illustrated experimentally that in many SVM
classiﬁcation problems a signiﬁcant reduction of the working precision is possible without a loss of classiﬁcation
accuracy.
Investigating the maximum number of bits that can be saved on a given benchmark data set often requires extensive
classiﬁcation accuracy testing using SVM implementations supporting the adaption of the working precision on a
ﬁne-grained level. Implementing such a system (e.g. on FPGAs), can represent tremendous eﬀort. Therefore, most
approaches proposing custom SVM hardware implementations test the eﬀects of reducing the working precision on
their ﬁnal implementation on a trial- and error basis and for a very small set of possible working precisions only. Thus
most work in literature lack any sort of methodological approach on how many bits could be saved while still keeping
a certain classiﬁcation accuracy.
In [5], the authors propose an integer based SVM compression algorithm as a pre-processing step for input data
for both training and classiﬁcation. Results are being tested on standard hardware (PC). The proposed algorithm
shows high bit width savings for the considered benchmark data sets, but there is no methodological investigation of
the question how much the working precision can be reduced. SVM bit width reduction experiments for ﬁxed-point
arithmetic have been discussed in [6, 7, 8, 9] for FPGA based platforms, while [10] targets SVM classiﬁcation on
PIC-microprocessors.
Anguita et al. published a series of papers on the development and eﬃcient implementation of SVM classiﬁers
for embedded hardware using ﬁxed-point arithmetic [11, 12, 13, 14, 15]. Beside proposing optimizations for the
SVM training phase, they repeatedly performed bit width reduction experiments similar to the previously mentioned
approaches, and compared ﬂoating- and ﬁxed-point SVM results experimentally.
To the best of our knowledge, [4] and [16] are the only two publications which methodologically investigate how
to predict the required bit width in order to avoid a loss of classiﬁcation accuracy. In [16], statistical methods are used
for investigating the eﬀect of quantization (i. e., the conversion/rounding to ﬁxed-point format). The authors estimate
the eﬀect of SVM parameter quantization on the classiﬁcation accuracy by computing the expectation and the variance
of the corresponding output noise (i. e., the classiﬁcation error), which can be represented as a function that depends
(among others) on the number of bits used for representing the SVM parameters. This function, which was originally
derived to investigate quantization eﬀects, is then used to derive estimates of the number of bits needed to achieve
the required classiﬁcation performance. In [4], a worst case analysis of SVM parameter perturbation/quantization is
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performed. The quantization eﬀects are propagated from the input to the output of the SVM classiﬁcation phase, and
bounds for allowable ﬁxed-point perturbations (not increasing the classiﬁcation error) are derived using interval arith-
metic. Although numerical experiments summarized in [4] indicate that the derived bounds may be too pessimistic for
many real world problems, such guaranteed worst case bounds are better suited for the development of self-adaptive
algorithms. The bounds derived in [4] are intended to predict the required bit width in ﬁxed-point arithmetic. In this
paper, we investigate the adaptation of these bounds to ﬂoating-point arithmetic and we also consider more general
types of perturbation of the data, in particular, a permanent reduction of the working precision for all operations. (In
Section 3.1 we review the results of [4] in more detail.)
There is only very little work investigating the eﬀects of reduced working precision on SVM classiﬁcation in
ﬂoating-point arithmetic. In [17, 18] no signiﬁcant loss in classiﬁcation accuracy compared to the IEEE double
precision ﬂoating-point classiﬁcation has been reported when experimentally reducing the ﬂoating-point mantissa
length to ≈ 30% and 50% respectively, but also here this is done by experiments only.
Similar results have been reported for SVM classiﬁcation performed in a logarithmic number system [19, 20].
1.2. Contributions
In this work, we systematically investigate the eﬀects of using reduced precision on a ﬂoating-point SVM classi-
ﬁcation process for a large range of precisions ([53, 52, . . . , 4], where p = 53 corresponds to IEEE double precision),
and for three well-known publicly available benchmark data sets. We further compare our results with results obtained
by Anguita et al. [4], but we also consider more general types of perturbations beyond one-time random element wise
additive perturbations (reduction of the working precision for the entire SVM classiﬁcation phase). Finally, we in-
vestigate the adaptation and applicability of the worst case bound derived by Anguita et al. [4] to ﬂoating-point SVM
classiﬁcation and to a reduction of the working precision.
To the best of our knowledge, this is the ﬁrst work investigating the impact of ﬂoating-point rounding error on
SVM classiﬁcation accuracy. We show over a range of benchmarks, that the bound suggested by Anguita et al. [4] can
indeed be used to derive ﬂoating-point number formats to implement SVM classiﬁcation, although it is not considering
rounding error.
The rest of this paper is organized as follows: Section 2 reviews the basics of SVM classiﬁers. Section 3 discusses
eﬀects of SVM parameter quantisation and rounding error on achieved classiﬁcation accuracy, including a summary
of the only existing theoretical approach for predicting the eﬀects of parameter quantization from [4]. Section 4
describes our experimental setup in detail and discusses our experimental results. Section 5 ﬁnally concludes this
paper.
2. Background and Problem Setting
In the following we shortly review the basics of SVMs, detail our application scenario and derive the respective
requirements to design and analysis of SVM classiﬁcation. We denote matrices using capital letters, vectors using
lower case letters and scalars using greek letters.
2.1. Support Vector Machines
A Support Vector Machine [1, 2] constructs a decision boundary as a linear discriminant function (also called a
hyperplane for dimensions larger than three) in vector space to separate given data-points into two classes.
Starting from a set of labeled data points in a given feature space, SVM training constructs (learns) a decision
boundary between the two classes. The solution to this can be considered optimal in the sense that SVM training
ﬁnds the boundary which globally maximizes the distance between the boundary and the two classes. The data-driven
design of the SVM and the involved quadratic optimization problem result in high computational requirements for the
SVM training phase.
After the training phase, the decision boundary is represented by a subset of the entire training set, called the
support vectors. The support vectors together with a weight vector w and a bias term b form the SVM classiﬁcation
parameters. Use of kernel-functions (i.e. a transformation function to map the input data from its original vector
space into a higher dimensional target space) allows for extending SVMs to non-linear classiﬁcation problems in an
eﬃcient and elegant way by omitting the need to explicitly computing the transformation.
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For a wide range of applications retraining is not required. In this case the training phase can be carried out oﬀ-line
and only the (static) classiﬁcation parameters of the SVM fully deﬁne the classiﬁer. In this paper, we exclusively focus
on the SVM classiﬁcation phase and consider a standard SVM classiﬁcation function Φˆ(z) of the form
Φˆ(z) = sign
⎛⎜⎜⎜⎜⎜⎝
N∑
i=1
wK(Xi, z) + β
⎞⎟⎟⎟⎟⎟⎠ , (1)
where N ∈ N denotes the number of support vectors, w is the weight vector (wi = αiyi ∈ R with αi is the ith Lagrange
multiplier resulting from the SVM training phase and yi ∈ {−1,+1} denotes the class membership of the ith support
vector), K(Xi, z) is the kernel function, X is the support vector matrix with Xi the ith support vector, z is the data
instance to be classiﬁed and β ∈ R is the scalar bias. Φˆ(z) gives a data instance’s class membership.
In this paper, we focus on the Gaussian (or radial bias function (RBF)) kernel function K:
K(Xi, z) = e
( −||Xi−z||2
2σ2
)
where the factor σ2 represents the degree of the kernel. This results in the following SVM classiﬁcation function
considered in this work:
Φˆ(z) = sign
⎛⎜⎜⎜⎜⎜⎝
N∑
i=1
we
( −||Xi−z||2
2σ2
)
+ β
⎞⎟⎟⎟⎟⎟⎠ . (2)
2.2. Implementation in Floating-Point Arithmetic
The implementation of Equation (2) on a computer needs to approximate operations in R using some limited
precision number format. Standard PCs provide IEEE double precision ﬂoating-point arithmetic [21] which provides
a precision of 53 bits. Real-time or power-constrained applications often resort to computing platforms like embedded
CPUs, digital signal processors or FPGAs allowing for a more custom-tailored implementation achieving higher
performance and/or lower power consumption. Using smaller number formats usually results in smaller memory
footprints, higher performance [3] and lower power consumption on hardware platform which support and exploit
them. Especially on such platforms one of the key tasks of every eﬃcient implementation is to identify the smallest
acceptable number format.
Our work does not target a speciﬁc hardware platform but aims at identifying the lowest working precision accept-
able to achieve a classiﬁcation accuracy comparable to a reference implementation in double precision ﬂoating-point
arithmetic. The speciﬁc number format chosen for an implementation should then be picked considering both the
minimum acceptable precision and the cost function of the speciﬁc hardware architecture for implementing arithmetic
functions.
In this paper, we consider evaluating Equation (2) in ﬂoating-point arithmetic. The reference implementation is
assumed to use IEEE double precision ﬂoating-point arithmetic, resulting in a baseline working precision of 53 bit.
We consider every discrete value of the precision p in the range [4, 5, . . . , 53] to be a viable choice for the working
precision.
3. SVM Classiﬁcation Error Analysis
There are two eﬀects causing the classiﬁcation error of an implementation of SVM classiﬁcation in digital hard-
ware to deviate from a reference implementation’s classiﬁcation error: Parameter quantization and rounding error.
Parameter quantization eﬀectively alters the classiﬁer (which remains unchanged for all classiﬁcations) while round-
ing adds a data-dependent noise component. The eﬀect of parameter quantization on the hyperplane can be quantiﬁed
exactly after learning while the eﬀect of rounding is data dependent and can therefore only be quantiﬁed exactly when
the data point to be classiﬁed is known.
In the following, we discuss the impact of parameter quantization and rounding on the SVM classiﬁcation error.
512  Bernd Lesser et al. / Procedia Computer Science 4 (2011) 508–517
3.1. Parameter Quantisation
To the best of our knowledge, the work by Anguita et al. [4, 16] is the only one providing a theoretical analysis of
SVM parameter quantization to date. In [4], the authors use interval arithmetic to evaluate the eﬀect of SVM parameter
quantization on the classiﬁcation error. The SVM classiﬁcation parameters w, k (vector of kernel function results k,
where ki = K(Xi, z)) and β (cf. Equation (1)) are replaced by intervals: α → [α − Δα, α + Δα], k → [k − Δk, k + Δk],
β→ [β − Δβ, β + Δβ], respectively, yielding:
[Φˆ(z) − ΔΦ, Φˆ(z) + ΔΦ] =
m∑
i=1
yi[αi − Δα, αi + Δα][ki − Δk, ki + Δk] + [β − Δβ, β + Δβ] (3)
Assuming a Gaussian kernel, and by applying standard methods of interval arithmetic, Equation (3) can be sim-
pliﬁed to:
[−ΔΦ,+ΔΦ] ⊆ (μ+ − μ−)ΔαΔk + (μ(ΓΔk + Δα) + Δβ)[−1,+1] (4)
where μ+ and μ− denote the number of support vectors of the positive- and of the negative class, respectively. Γ
denotes a SVM learning parameter, which forms an upper bound for the αi values (αi ≤ Γ) and is a free parameter
in the SVM training phase. Relation (4) describes the size of the interval, in which the deviation of the reference
classiﬁcation function Φˆ(z) must lie depending on these factors. For μ = μ+ + μ−, assuming μ+ ≈ μ− and setting
Δ = Δα = Δk = Δβ (i.e. all SVM parameters are disturbed by perturbations of comparable magnitude) this relation
can be simpliﬁed to the following worst-case bound:
Δ ≤ 1
μ(Γ + 1) + 1
μ ∈ N;Δ, Γ ∈ R (5)
Equation (5) states that the maximum size of the SVM parameter quantization Δ, must be smaller or equal than a value
depending on the total number of support vectors μ and the SVM learning parameter Γ to guarantee no additional
deviation from SVM reference classiﬁcation error due to parameter quantization.
The authors of [4] verify the derived bound in Equation (5) experimentally on the SONAR data set. They train the
SVM once on the trainings data set and then add 106 times an element wise, uniformly distributed random perturbation
[−Δ.. + Δ] to the SVM parameters (w, k and β) for testing the deviation from the reference classiﬁcation error on the
test data set (see Section 4.1).
This experiment is repeated for each chosen value of Δ and average-, minimum- and maximum deviations from
the reference classiﬁcation errors are reported (see [4], Figure 7). While not explicitly stated, all experiments are most
likely performed on standard PC hardware using IEEE double precision arithmetic.
Their results show that the derived bound holds and is conservative, i.e. SVM classiﬁcation shows to be much
more robust (for the chosen dataset) against parameter quantization than the bound suggests (by about a factor of 23).
From Perturbation Analysis to Number Format. The work by Anguita et al. [4] may give the impression that the
acceptable parameter quantization Δ’s logarithm of base two (log2(Δ)) gives the number of bits required to implement
the SVM classiﬁcation. This neglects rounding eﬀects in the SVM classiﬁcation process and (depending on the
number format chosen) over- and underﬂow eﬀects. To compensate for over- and underﬂow, range analysis of SVM
classiﬁcation would be required an a suitable number of bits would be needed to represent the integer values (in case
of ﬁxed-point) or exponent (in case of ﬂoating-point). The perturbation analysis gives no information on the additional
classiﬁcation error caused by a ﬁnite precision’s arithmetic rounding error. Our experiments (described in section 4)
illustrate the eﬀects of additional rounding error.
3.2. Evaluating Classiﬁcation Accuracy
There are various approaches for evaluating classiﬁcation accuracy and classiﬁcation error.
Leave-one-out cross-validation temporarily removes one data point from the data set’s n data points. The SVM is
trained on the remaining n−1 data points and the removed data point is classiﬁed using the achieved parameters. This
procedure is repeated for all n data points in the data set. The classiﬁcation accuracy P is evaluated as the number of
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correctly classiﬁed data points ipass relative to the total number of data points n (P = ipass/n). The classiﬁcation error
E corresponds to the number of incorrectly classiﬁed data points i f ail over the total number of data points(E = i f ail/n).
Anguita et al. [4] have tested their SVM classiﬁcation accuracy by a-priori splitting the data set into two disjoint
sets, one used for training the SVM and one used for testing the resulting SVM classiﬁer’s accuracy. The classiﬁcation
accuracy is then evaluated as the average number of correctly classiﬁed data points over all trials. The classiﬁcation
error is deﬁned as the average percentage of incorrectly classiﬁed data points over all trials. In contrast to the approach
pursued by Anguita et al., the classiﬁcation accuracy achieved with the leave-one-out method depends less on a
speciﬁc splitting of the data. We therefore consistently use leave-one-out cross-validation in the following.
To better demonstrate the eﬀect of limited precision with respect to a reference implementation, we normalise
the classiﬁcation error by the reference implementation’s classiﬁcation error. This yields the deviation from SVM
classiﬁcation error. The classiﬁcation error in some experiments can actually decrease compared to the reference
implementation, resulting in a negative deviation from SVM classiﬁcation error.
3.3. Reducing the Working Precision
Performing SVM classiﬁcation in ﬁnite precision arithmetic results in parameter quantization as well as rounding
error accumulating over the sequence of arithmetic operations performed. Equation (3) incorporates parameter quan-
tization only. Closed forms describing the eﬀect of rounding error on the classiﬁcation accuracy do not exist yet. In
this work we explore experimentally the potential eﬀect of rounding on classiﬁcation accuracy. While rounding error
of dot-products, which form the core of SVM classiﬁcation, has been widely investigated, we are not aware of any
work applying rounding error analysis to SVM classiﬁcation.
The two dominant number formats chosen when implementing signal processing in digital logic are ﬁxed-point
and ﬂoating-point. The two error models diﬀer fundamentally: While use of ﬁxed-point results a ﬁxed absolute error,
use of ﬂoating-point results in a ﬁxed relative error. While hardware implementations of ﬁxed-point arithmetic are
less complex than their respective ﬂoating-point counterparts, algorithm design and veriﬁcation is more complex for
the former as frequent rescaling is necessary but not made explicit in the stored numbers. As digital logic integration
continous at an exponetial rate, the cost diﬀerence importance between ﬁxed- and ﬂoating-point arithmetic decreases.
We therefore chose ﬂoating-point as our target number format.
Floating-point arithmetic represents numbers using a sign bit s, exponent e and mantissa f ( f ∈ [1..2) for normal-
ized representation). The number of bits used to represent the mantissa f is called the precision p (p=53 for IEEE
double precision). The real value of a binary ﬂoating-point number can be computed as −1s · 2e · f . The rounding
error e at any ﬂoating-point calculation is in the range of [−2e−p..2e−p] when using round to nearest. See [21, 22] for
full details on ﬂoating-point numbers.
We simulate the eﬀect of reduced precision ﬂoating-point arithmetic by use of the MPFR library allowing for
arbitrary settings of precisions (i.e. p is a free parameter).
4. Experiments
In the following, we investigate experimentally eﬀects of parameter quantisation and rounding error on classiﬁca-
tion accurcy by performing the following experiments:
• Additive random elementwise perturbation
Diﬀerent SVM parameters are perturbed once drawing a noise component from [−Δ · · ·+Δ], but all subsequent
arithmetic operations are performed using IEEE double precision arithmetic, thus arithmetic operations imply
no additional rounding error. To sample the huge space of possible perturbation combinations, we repat this
procedure 106 times. Recording the resulting classiﬁcation accuracy over diﬀerent maximum perturbations Δ
gives a rather complete image of inﬂuence parameter perturbations can have on classiﬁcation accuracy. This is
the type of perturbation which has been considered in [4]. We perform this experiment using both 2-fold-2 (E1,
for comparison with [4]) and leave-one-out (E2 to achieve reproducible results) cross validation.
• Reduction of ﬂoating-point precision
SVM classiﬁcation is performed using a ﬂoating-point number format with the exponent identical to double
precision (11 bit) while the precision p is smaller than the one used for double precision (E3). Compared
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to SVM classiﬁcation using IEEE double precision ﬂoating-point arithmetic, this leads to additional rounding
errors in each ﬂoating-point operation during the SVM classiﬁcation process.
4.1. Setup
We performed our experiments using the following standard benchmark data sets: SONAR, IRIS (classes 2 and 3,
which are not linearly separable) and MUSK. All data sets are publicly available [23]. SONAR represents a diﬃcult
classiﬁcation problem challenging SVMs due to its high dimensionality and tight margin and consists of 208 data-
points with 60 features each. SONAR was also chosen to allow for comparison of results by Anguita et al. [4]. The
SONAR benchmark was complemented by IRIS and MUSK, having considerably less and more features, respectively.
While the IRIS benchmark consists of only 100 data-points with four features each, the MUSK benchmark provides
476 data-points described by 168 features each. While SONAR is already normalized, we also normalized IRIS and
MUSK by dividing each feature value by the maximum value contained in the data set.
All experiments described were performed and evaluated using Matlab. To perform SVM training and classiﬁ-
cation in double precision ﬂoating-point arithmetic, we used the freely available SVM and Kernel Methods Matlab
Toolbox (SVM-KM) [24]. For computing classiﬁcation results in reduced precision ﬂoating-point, we implemented
the Gaussian SVM classiﬁcation function (2) using the GNU MPFR Library [25] and made it accessible from Matlab
via mex.
For SVM training, we use the same settings as Anguita et al. [4] (σ2 = 1, Γ = 10). Computing the reference
classiﬁcation accuracy in double precision, we achieved about 86% (SONAR), 95% (IRIS) and 94% (MUSK).
Anguita et al. [4] present the classiﬁcation accuracy over log2(Δ) while the natural parameter for experiments
using MPFR is the precision p. As Δ represents the maximum quantization error when converting to a given number
format, the equation Δ = 2e−p holds. As the data sets used are all normalized, the largest exponent used for SVM
parameters having a non-zero mantissa f is −1 (i.e. e ≤ 0 which gives Δ = 2−p−1. Based on this we can directly
compare parameter quantisation- and round-oﬀ experiments, and can further map Anguita et al.’s worst-case bound to
this experimental data.
For each experiment, the reference classiﬁcation error is computed using double precision arithmetic. The classi-
ﬁcation error gives the relative deviation of an experiment relative to the reference classiﬁcation accuracy. A classiﬁ-
cation error of zero therefore corresponds to a result identical to computation in double precision.
E1 - Data Perturbation (2-fold cross validation) The data set is split in two disjoint sets at random and a reference
classiﬁcation error is computed using double precision. Using the resulting number of support-vectors the error
prediction bound (5) is computed. We then add a random noise component drawn from an equal distribution
[+Δ,−Δ] to each parameter of the SVM and record the respective SVM classiﬁcation error using 2-fold cross
validation. This is repeated 106 times to sample suﬃciently many combinations of noise components. This
procedure is repeated for all integer values in the range log2(Δ) = −12.. − 1.
E2 - Data Perturbation (leave-one-out cross validation) Using leave-one-out cross validation the SVM is trained
n times. Classiﬁcation of n data points is performed in double-precision yielding the reference classiﬁcation
error. Since leave-one-out cross validation can result in a diﬀerent number of support vectors for each data
point tested, we average μ over the full leave-one-out cycle of the reference classiﬁcation for computing the
error prediction bound 5. Then, a random noise component drawn from an equal distribution [+Δ,−Δ] is added
to each parameter of the SVM in each classiﬁcation performed and the respective classiﬁcation error is recorded.
This is repeated 106 times to sample suﬃciently many combinations of noise components. This procedure is
repeated for all integer values in the range log2(Δ) = −12.. − 1.
E3 - Reduced Floating-Point Precision (leave-one-out cross validation) The reference classiﬁcation error is com-
puted as in E2. Then the classiﬁcation error is computed using the Gaussian classiﬁer implemented in MPFR
with p = 53 (double precision) using leave-one-out cross validation to verify proper working of our setup.
Subsequently, we calculate the classiﬁcation error for each precision p in the range p = 4 . . . 54 bits.
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(b) Impact of perturbed SVM parameter set on SVM classiﬁcation error
Figure 1: Deviation from SVM reference classiﬁcation error due to parameter perturbation for SONAR
4.2. SVM Classiﬁcation Parameter Perturbation
Figure 1 shows the deviation from the reference classiﬁcation error over maximum noise added to the SVM
parameters for the SONAR data set. Figure 1a compares leave-one-out- and 2-fold validation. For the 2-fold validation
we also plot the mean-, minimum- and maximum deviation from reference classiﬁcation errors over 106 trials for each
log2(Δ). The deviated classiﬁcation error shows similar characteristics for the the leave-one-out- and the averaged 2-
fold method, which starts deviating at about Δ = 2−6. The bounds for both methods are -12 and -11, respectively. They
diﬀer by about 1 bit as the leave-one-out method results in a larger number of support vectors than 2-fold. Figure 1b
shows the deviation of the reference classiﬁcation error over log2(Δ) when perturbing selected parameters of the SVM
only.
4.3. Reduced Working Precision SVM Classiﬁcation
Figure 2 shows the deviation of the SVM reference classiﬁcation error over working precision p for the SONAR,
the IRIS and the MUSK data set when performing classiﬁcation in reduced precision using MPFR.
For all data sets, a deviation from the reference implementation only becomes evident once the precision is lower
than 15 bits. For a wide range of precisions ([53,52, . . . , 15]), the result is identical to the reference implementation.
This is in agreement with literature showing that very moderate-sized number formats can accurately implement SVM
classiﬁcation. The bounds are much tighter for reduced precision experiments, but are still acceptable.
Figure 3 shows the deviation from the SVM reference classiﬁcation error over working precision p for the SONAR,
the IRIS and the MUSK data set when performing classiﬁcation in reduced precision as well as the deviation when
perturbing SVM parameters with a value corresponding to the maximum quantisation error at the respective precision
(Δ = 2−p−1). This plot allows to quantify the additional deviation in classiﬁcation error caused by rounding error
compared to parameter quantisation only.
4.4. Discussion
Perturbation analysis indicate that the derived bound overestimates the eﬀect of parameter quantisation by ﬁve
to seven bits. Performing SVM classiﬁcation in reduced precision ﬂoating-point arithmetic shows a much smaller
distance between calculated bound and experimental data. For the IRIS data set, an error deviation up to about 3%
on the left side of the predicted bound can be observed. Comparing the eﬀects of parameter quantisation with and
without rounding error, we can identify the additional eﬀect of rounding. Overall, although the bound as derived in [4]
does not take rounding error into consideration, it can – when ignoring error derivations of insigniﬁcant magnitude –
give an acceptable estimate of the required working precisions for SVM classiﬁcation.
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Figure 3: Deviation from the SVM reference classiﬁcation error: perturbation vs. reduced working precision
5. Conclusions
We investigated the eﬀects of parameter quantisation and of reduced working precision on the accuracy of ﬂoating-
point SVM classiﬁcation for a wide range of working precisions ([53, 52, . . . , 4]). Experimental results for three
well-known publicly available benchmark data sets showed that quite large reductions in the working precision of the
SVM classiﬁcation are possible before a loss in classiﬁcation accuracy can be observed.
Moreover, our results indicate that there is big potential for adapting the perturbation bounds derived by Anguita
et al. [4] to a reduction of the working precision in ﬂoating-point arithmetic. Already a simple adaptation which we
propose in this paper is quite successful in indicating the limiting precision level below which a loss of classiﬁcation
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accuracy can be expected. Once a proven reliable bound for the maximum allowable perturbation for SVM classiﬁca-
tion in ﬂoating-point arithmetic is developed based on our ﬁrst results, fully adaptive SVM classiﬁcation algorithms
can be designed which automatically select the lowest possible working precision level and thus achieve the high-
est possible performance on architectures where reducing the working precision leads to performance improvements
(such as FPGAs).
Thus, our future work will focus on the theoretical derivation of bounds for allowable perturbations in ﬂoating-
point arithmetic, on the generalization of our results to other frequently used SVM kernel functions (like the polyno-
mial kernel), and on the investigation of the resulting runtime performance improvements.
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