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Abstract

Biosecurity scanning plays a crucial role in preventing exotic pests, weeds and
contaminants from entering a country through shipping containers. Exposure
to biosecurity risks causes a substantial loss to the native environment, production value and public health. Currently, these threats are managed via manual
inspection, detector dogs and x-ray scanners; however, these procedures are timeconsuming, error-prone, or costly.
In this research, we propose a novel approach for biosecurity risk detection
that utilizes hyperspectral imaging technology and semantic image segmentation.
This approach segments the target objects in a hyperspectral image by analyzing
their spatial and spectral signatures. The target objects in this project include
metal, plants, soil, creatures and background.
We collect and annotate a large hyperspectral data set of 4,625 images for
hyperspectral image segmentation. We develop an encoder-decoder network
based on the U-Net architecture and employ EfficientNet-B2 as the backbone architecture for more effective feature extraction. We incorporate a spatial-channel
squeeze-and-excitation attention module in the decoder to emphasize the important spatial and spectral features and remove the redundancy in the hyperspectral
images.
The experimental results show that the proposed method outperforms several
state-of-the-art methods, achieving an mIoU score of 92.46%, while maintaining
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relatively low computational complexity and model size. The method is able to
process up to 35 hyperspectral images per second. These advantages allow the
proposed network to be deployed for real-time biosecurity scanning.
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Seaport plays a crucial role in the international trade of many countries. In
Australia alone, on average, there are 22,000 shipping containers arriving at the
seaports every day [22]. The shipping containers from overseas could carry exotic
pests, weeds and other contaminants that have detrimental effects on the native
economy, environment and communities [23]. For example, between 2010 and
2015, the damages from the entry of pests and contaminants to the Australian
agricultural production were estimated at $27.5 billion [24].

1.1

Research Objectives

The aim of this research project is to develop, implement and evaluate new
image processing algorithms to recognize different categories of material, including pests, vegetation and soil on the shipping containers in real time. The project
combines hyperspectral imaging technology and semantic image segmentation
approach to detect the target objects. The project is conducted in collaboration
with NSW Government and Intelligent System Design Pty Ltd.
1

1.1. Research Objectives
Hyperspectral imaging is a promising tool for biosecurity scanning. Hyperspectral imaging utilizes the amount of light emitted, reflected or transmitted
from an object to study its material compositions [25]. Compared to a colour
camera with three primary bands (red, green, blue), hyperspectral sensors can
capture hundreds or thousands of continuous spectral bands, thereby constructing a hyperspectral data cube in which each pixel represents a spectrum. The
high-resolution spectral signature of the object makes hyperspectral imaging a
powerful tool in agriculture [26], environmental sciences [27], and mineral explorations [28]. An example of a hyperspectral image presented at different
wavelengths is shown in Figure 1.1. Figure 1.2 demonstrates the mean spectral
curves for pixels belonging to each of five classes.

Figure 1.1: A hyperspectral image shown at different wavelengths.

Figure 1.2: The mean spectral curves for pixels belonging to five classes.

Hyperspectral image segmentation is a critical task in identifying the target
objects. For this task, we develop a large data set of 4,625 hyperspectral images, in
which five classes are considered: plant, soil, creatures, metal, and background.
We propose a deep network called H-Net, which is based on U-Net architecture with an EfficientNet backbone. Additionally, we employ a spatial-channel
2

1.2. Research Contributions
squeeze-and-excitation attention module to jointly learn salient spatial regions
and spectral bands for hyperspectral image segmentation.

1.2

Research Contributions

The contributions of the thesis can be highlighted as follows:
• We combine hyperspectral imaging technology and deep learning methods
for biosecurity scanning by utilizing simultaneously the spectral and spatial
cues of the targets.
• We propose an encoder-decoder network based on U-Net with EfficientNet
as the backbone architecture, plus a squeeze-and-excitation attention mechanism for hyperspectral image segmentation. Extensive experiments are conducted to investigate different encoder networks (e.g., ResNet, MobileNet
and EfficientNet) to develop a high-performance auto-encoder. The proposed network outperforms several state-of-the-art methods, while maintaining relatively low computational complexity and model size.
• We collect and annotate a large data set of 4,625 hyperspectral images for
biosecurity scanning called UOW-HSI. Our large-scale data set can ignite
further research on deep learning for hyperspectral image segmentation.
This project was conducted from August 2020 to August 2021, and it has led
to two following papers currently in peer review:
• L. Bui, S. L. Phung, M. H. Phan, S. T. M. Duong, A. Bouzerdoum, ”Hyperspectral image segmentation for biosecurity scanning using encoderdecoder network with attention mechanism”, IEEE Open Journal for Signal
Processing, 2021. (In review)
• M. H. Phan, S. L. Phung, A. Bouzerdoum, L. Bui, K. Luu, “Hyperspectral
image segmentation for biosecurity scanning using self-guided refinement
network,” IEEE Transactions on Image Processing, 2021. (In review)
3

1.3. Thesis Organization

1.3

Thesis Organization

The thesis is structured as follows:
• Chapter 1 introduces the research objectives and highlights the research
contributions.
• Chapter 2 discusses the importance of biosecurity risk scanning and reviews
the existing works in hyperspectral image classification and semantic image
segmentation.
• Chapter 3 describes the hyperspectral data set and presents the proposed
method for hyperspectral image segmentation.
• Chapter 4 describes the experimental methods and evaluation metrics,
presents the experimental results and analysis, and compares the proposed
method with the state-of-the-art methods.
• Chapter 5 summarizes the research findings and outlines the future research
directions.
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This chapter introduces the significance of biosecurity risk scanning and
presents a literature review of the existing methods for hyperspectral image classification and semantic image segmentation. Section 2.1 gives an overview of
the significance of biosecurity risk scanning and the limitations of the current
protection measures. Section 2.2 reviews the existing methods for hyperspectral image classification. Section 2.3 discusses the state-of-the-art methods for
semantic image segmentation.
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2.1

Overview of Biosecurity Risk Scanning

Biosecurity risks are defined as any foreign pests, weeds, diseases and other contaminants that threaten the native economy and ecosystems [29]. These threats
could deteriorate the value of the natural resources, destroy the habitats of native
plants and animals, and carry diseases that affect agricultural production value.
Some high-risk pests, weeds and diseases identified by Department of Agriculture, Water and the Environment are shown in Figure 2.1. For example, Fusarium
wilt is one of the worst diseases of bananas, which causes browning leaves and
discolored stems and eventually kills the trees. Mexican fruit flies break down
the fruits’ texture during and after harvest, which downgrades their market value
and reduces the volume of fruit supply [1].

(a) Mexican fruit fly

(b) Asian gypsy moth

(c) Electric ants

(d) Brown marmorated stink bug

(e) Giant African snail

(f) Mikania micrantha

(g) Mouse-ear hawkweed

(h) Fusarium wilt

(i) Xylella fastidiosa

Figure 2.1: Examples of high-risk exotic pests, weeds and diseases listed in the National
Priority List by Department of Agriculture, Water and the Environment [1].

6

2.1. Overview of Biosecurity Risk Scanning
Failure to manage the biosecurity risks could pose a major disruption to the
Australian primary industries, consequently generating enormous expenses to
the Australian economy [30]. For instance, Xylella fastidiosa is a bacterium that
could block xylem cells, obstruct water flow and kill affected vines in 1-5 years.
The entry of Xylella fastidiosa is estimated to cost Australian wine grape and
wine-making industries between $2.2 billion and $7.9 billion in over 50 years
[31]. In general, according to [24], the cost to Australian agricultural production
between 2010 and 2015 resulting from the entry of pests and contaminants was
$27.5 billion. It also costs the Australian government approximately $5 billion
each year in pest and contaminant surveillance [32]. Additionally, exposure to
invasive plant pests and weeds would also cause a substantial loss to Australian
plant industries and exports, which represent a gross value of production of $33
billion. Australia possesses a unique natural environment with more than 500
national parks, contributing $6 trillion worth of benefits to the economy. Plant
pests and weeds could threaten the survival of native plants and animals, disturb
the balance of the ecosystems and possibly change the structure of the landscapes
forever. Therefore, biosecurity is of high importance to maintain the natural
diversity and economic benefits of Australia [33].
Australia is safe from many of the harmful biological spreads that exist around
the world due to its isolated geographical location and its strict biosecurity regulations. However, with the expansion of world trade, increased travel and rapid
climate change, exotic species could invade Australia in an unpredictable way,
which makes biosecurity operations in Australia increasingly challenging [33].
According to the Department of Agriculture, Water and the Environment, there
have been several approaches to address the biosecurity issues, including manual inspection, detector dogs and 3D x-ray machines [34]. Manual inspection
is a simple method, but it is slow and labor-intensive. Detector dog is a fast,
versatile and mobile detection method. However, training a detector dog can be
time-consuming and costly (about AU$30,000 to AU$35,000) [35]. X-ray scanner
7

2.2. Hyperspectral Image Classification
is another popular tool but it is expensive and bulky, which limits its practical
application. Overall, these approaches are either slow, labor intensive, errorprone, non-scalable, or costly; hence, an effective, scalable, and automatic sensing
technology for biosecurity scanning is urgently needed.

Figure 2.2: Current methods for biosecurity risk management.

2.2

Hyperspectral Image Classification

Hyperspectral image (HSI) has attracted strong research interest for many years,
given its wide applications in various areas including agriculture and food [26],
forestry [36], mineral exploration and geology [28], environmental sciences [27]
and astronomy [37]. The approaches for hyperspectral image classification can
be divided into three main categories: (i) traditional classifiers using spectral
information, (ii) traditional classifiers using joint spectral-spatial information and
(iii) deep learning methods.
This section presents a literature review on HSI classification methods. Firstly,
Section 2.2.1 describes the benchmark hyperspectral data sets that previous works
used to develop and evaluate their methods. Section 2.2.2 reviews the traditional
methods for HSI classification based on only the spectral information. Section
2.2.3 covers the traditional methods using the joint spectral-spatial features for
HSI classification. Section 2.2.4 discusses about the deep learning methods for
HSI classification.

8
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2.2.1

Existing hyperspectral data sets

This section gives an overview of the hyperspectral data sets for HSI classification.
The most common hyperspectral data sets for HSI classification include Indian
Pines [38], Salinas Valley [39], Pavia University [39], University of Houston [40],
Kennedy Space Center [39], and WHU-Hi [41] data sets. All images were taken
from airbornes or satellites with high resolution. Table 2.1 describes the characteristics of each data set, including the sensor, spatial resolution, number of spectral
bands and number of classes presented in the data set. Figure 2.3 visualizes the
pseudo-color image of each benchmark data set generated from the original hyperspectral data. One limitation of the existing data sets is that they only consist
of a single hyperspectral image; therefore, previous works need to extract image
patches to enlarge the data set.
Table 2.1: A summary of the benchmark hyperspectral data sets.
Sensor

Resolution
(pixels)

Spectral
bands

No.
classes

Indian Pines [38]

AVIRIS

145 × 145

220

12

Salinas Valley [39]

AVIRIS

512 × 217

224

16

Pavia University [39]

ROSIS

610 × 340

103

9

University of Houston [40]

ITRES-CASI

349 × 1905

144

15

Kennedy Space Center [39]

AVIRIS

512 × 614

176

13

WHU-Hi-LongKou [41]

Headwall Nano-Hyperspec

550 x 400

270

9

WHU-Hi-HanChuan [41]

Headwall Nano-Hyperspec

1217 x 303

274

8

WHU-Hi-HongHu [41]

Headwall Nano-Hyperspec

940 x 475

270

11

Data set
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Contents
Agriculture, forest,
vegetation scenes.
Vegetables, bare soils,
vineyard fields.
Asphalt, meadows,
trees, metal sheets,
brick and shadows.
Urban areas: road,
railway, parking lot,
commercials.
Land cover types:
scrub, swamp, marsh.
Agriculture and
vegetation scenes.
Agriculture and
vegetation scenes.
Agriculture and
vegetation scenes.

Traditional classifiers using spectral information

Hyperspectral image classification is a complex problem because hyperspectral
data contain a large number of features. The increased number of features might
result in the decrease of the classification accuracy, also known as the curse of
9
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Figure 2.3: The pseudo-color image of each benchmark data set generated from the
original hyperspectral data.

dimensionality. Support Vector Machines (SVM) has demonstrated its success in
HSI classification due to its robustness to the increased number of spectral bands
and limited training samples.
Melgani and Bruzzone [42] investigated the SVM approach for HSI classification. The authors compared SVM with other non-parametric classifiers i.e. radial
basis function (RBF) neural networks and K-nearest neighbours. The SVM-RBF
model yields the best overall accuracy on the Indian Pines data set and shows
the lowest variance when changing the parameters. They also applied a feature reduction method, i.e. Jeffried-Matusita distance and steepest ascent search
strategy, which increases the classification results of SVM-RBF by 0.93%. Four
SVM multi-class strategies were also examined, including one-against-all, one10
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against-one and two hierarchical tree-based approaches. Out of the four strategies, one-against-one has the best performance in both classification accuracy and
computational time.
Bazi and Melgani [43] proposed a SVM classification system to address the
limitations of SVM, which are feature selection and parameter selection. Their
method combines SVM-RBF with a genetic algorithm (GA) optimization framework, which is able to detect the most discriminative features and estimate the
best model parameters automatically, i.e. the regularization factor C and kernel
parameters γ. The authors evaluated the feature selection by examining two different fitness criteria: radius margin bound minimization method and support
vectors bound (SV). The proposed method was compared to other models: SVM
without feature reduction, and SVM with feature selection techniques including
recursive feature elimination and steepest ascent algorithm. The classification
results on the Indian Pines data set indicate that SVM-GA-SV classifier produces
the highest accuracy, although it takes more time to process.
Kuo et al. [44] also tackled the similar problems of SVM. The authors proposed
a kernel-based feature selection method combined with an automatic parameter
selection method to enhance the HSI classification performance of the model. The
proposed method outperforms other feature selection methods such as backward
Hilbert-Schmidt independence criterion, feature similarity, and recursive feature
elimination.

2.2.3

Traditional classifiers using spectral-spatial information

Previous classification methods only consider the spectral information of the hyperspectral images, which might result in noisy classification without the spatial
information. Several works have studied the classification methods using the
combination of spatial-spectral features and achieved better performances.
Camps-Valls et al. [45] investigated the SVM approach using four different
types of composite kernels for HSI classification: stacked features, direct sum11
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mation kernel, weighted summation kernel and cross-information kernel. These
composite kernels take into account both spectral and spatial information; therefore, they produce higher classification results than those of spectral or spatial
kernels alone.
Fauvel et al. [46] proposed a data fusion method using the extended morphological profiles (EMPs) to incorporate both spatial and spectral features of the
hyperspectral data. Morphological profile (MP) is originally created with only
one band, which might lead to the loss of spectral information. Therefore, the
authors constructed an EMP by applying the principal component analysis (PCA)
to the hyperspectral data. Each MP consists of an opening profile, a closing profile
and the obtained principal components. Two feature extraction (FE) approaches,
called decision boundary FE and non-parametric weighted FE, were applied on
both the EMP and the original hyperspectral data to remove the redundancies.
The extracted features were finally concatenated to use as an input of the SVM
classifier.
Tarabalka et al. [47] integrated the watershed transformation algorithm with
SVM for HSI classification. The authors first conducted a pixel-wise classification
by using SVM on the original hyperspectral images. To explore the spatial information of the data, they performed the watershed transformation on the images to
obtain the segmentation maps, which specify the watershed pixels (border pixels)
and the pixels of the segmented regions. The segmentation maps are incorporated
with the pixel-wise classification results by using the majority voting, i.e. pixels
in the same regions are labelled based on the most frequent class. The border
pixels can either be left unchanged or assigned to the closest region; however, the
experiments on the Indian Pines and Pavia University data sets show that it is
more effective to use the latter approach. Overall, combining the segmentation
maps obtained from the watershed transform algorithm significantly reduces the
noise of the classification results by SVM alone, thus achieving higher accuracy.
Ghamisi et al. [48] presented a spatial-spectral HSI classification framework
12
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based on hidden Markov random fields (HMRF) and SVM. In this framework,
the authors adopted the statistical approach for image segmentation, in which
the pixel labels are determined based on the probability distribution of their
pixel intensities using the maximum a posteriori decision rule. Moreover, PCA
is applied to keep the most discriminative features and Sobel edge detection
algorithm is used on each principal component to obtain the binary edge map,
i.e. edge and non-edge pixels. Edge pixels are not considered during the image
segmentation process to preserve the edges in the images. Finally, majority voting
is used to combine the results of the segmentation and classification maps obtained
from HMRF and SVM, respectively.
Kang et al. [49] proposed a feature extraction method based on PCA and
edge-preserving filtering technique. Edge-preserving filtering is an effective image processing technique to smooth out the image while preserving significant
details such as lines and edges. The authors first used a band averaging method
to decrease the spectral dimension of the hyperspectral data before applying the
domain transform recursive filter. Multiple edge-preserving features (EPFs) are
obtained and stacked together using the filter with different parameter settings,
i.e. different levels of smoothness. The authors claimed that the spectral disparity
of a pixel can be increased by adjusting the degree of blurriness and removing the noise, thus increasing the classification accuracy. PCA is then utilized
to extract the most discriminative spectral features of the EPFs. The extracted
features are classified by SVM and the classification results show that the proposed method outperforms other methods, including multiple feature learning,
weighted Markov random fields and local binary patterns-based methods.
Chan et al. [50] presented a two-stage classification method utilizing both
spatial and spectral information. The authors first used the SVM-RBF classifier
to generate the probability map of each class for each pixel using spectral information. In the second stage, they applied a convex variant of the Mumford-Shah
model that incorporates the spatial features of the images to remove the noise of
13
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the probability map. This method works well with limited training samples and
requires small amount of model parameters and computational time.
Table 2.2 provides a brief description for each of the representative methods for
HSI classification using the traditional approaches. Overall, most of the traditional
methods for HSI classification involve several pre-processing and post-processing
steps. Another limitation of the traditional methods is that they do not consider
the spectral and spatial features simultaneously; thus, the classification accuracy
is not as high as those of the deep learning methods.
Table 2.2: The representative traditional methods for HSI classification.
Authors

Year

Description

Melgani and Bruzzone [42]

2004

Examine the SVM approach with feature reduction method and four
different multi-class strategies.

Bazi and Melgani [43]

2006

Apply SVM with genetic algorithm optimization to select discriminative
features and estimate the parameters automatically.

Kuo et al. [44]

2014

Propose a kernel-based feature selection method with an automatic
parameter selection method to enhance the performance of the SVM
model.

Camps-Valls et al. [45]

2006

Investigate the SVM approach with four different types of composite
kernels.

Fauvel et al. [46]

2008

Propose a feature extraction method using extended morphological
profiles and classify via SVM.

Tarabalka et al. [47]

2010

Integrate the watershed transformation algorithm with SVM.

Ghamisi et al. [48]

2014

Combine the classification results from hidden Markov random fields
and SVM via majority voting.

Kang et al. [49]

2017

Propose a feature extraction method based on PCA and edge-preserving
filtering technique.

Chan et al. [50]

2020

Apply SVM to generate the probability map and a convex variant of
Mumford-Shah to reduce the noise.

2.2.4

Deep learning-based methods

Hu et al. [51] is one of the earliest works that uses deep learning approach for
HSI classification task. The authors proposed a simple CNN model with only
five layers, consisting of the input layer, convolution layer, max pooling layer,
fully connected layer and output layer. The results on the Indian Pines, Salinas
Valley and Pavia University data sets show that the proposed model yields higher
accuracy than those of SVM-RBF, LeNet-5, deep neural network with 2 fully
connected layers and another one with 3 fully connected layers. However, the
14
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proposed method classifies the images using only the spectral information of each
pixel, i.e. it does not take into account the spatial information.
Most research on this topic adopted the patch-based classification approach
because of the limited availability of hyperspectral images. Yu et al. [52] presented
a CNN model using 1 × 1 convolutional kernels and global average pooling (GAP)
layer, which was inspired by the work of Lin et al. [53]. This method was
designed to tackle the problem of the limited availability of training samples in
HSI classification, which often leads to overfitting and poor generalization. Using
the Indian Pines, Salinas Valley and Pavia University data sets for the experiments,
they compared the proposed model to a deep network with 3 × 3 convolutional
kernels and showed that a network with 1 × 1 convolutional kernels results in a
better generalization.
Lee and Kwon [2] proposed a contextual CNNs model with 9 layers that
incorporates multi-scale filter bank [54] and residual learning [55]. The network
architecture of the proposed method is shown in Figure 2.4. The authors extracted
both spatial and spectral information of the images by introducing multi-scale
filter bank at the first layer of the network, specifically using three convolutional
filters i.e. 5 × 5, 3 × 3 and 1 × 1 filters. One problem with the limited training data
is that as the network goes deeper, the classification accuracy tends to decline.
Thus, the authors used two modules of residual learning in the network, which
effectively increase the depth of the model and enhance the classification accuracy.
The experimental results indicate that the proposed model performs better than
shallower CNN models [51].

Figure 2.4: An overview of the contextual CNN architecture, as introduced in [2].
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Zhong et al. [3] took a similar approach to incorporate residual learning blocks
to resolve the decreasing-accuracy phenomenon. Their network, called SSRN, is
similar to the proposed network in [2]; however, the difference is that SSRN
includes two separate blocks of residual learning, spatial and spectral residual
blocks, to extract more discriminative spatial-spectral features in the images.
This network also utilizes 3-D convolutional filters and batch normalization after
each convolutional filter. The network architecture of SSRN model is shown in
Figure 2.5. The performance of the network was evaluated on Indian Pines, Pavia
University and Kennedy Space Center data sets. The results show better overall
acccuracy (OA), average accuracy (AA) and kappa coefficients when compared
to other models such as SVM, stacked autoencoders, contextual CNNs [2] and
networks with only spectral or spatial residual learning.

Figure 2.5: An overview of the SSRN architecture, as introduced in [3].

Chen et al. [4] proposed a framework for HSI classification based on ensembles and deep learning methods. The network architecture of the ensemble
method is shown in Figure 2.6. An advantage of an ensemble network is that
it strategically combines several individual networks to obtain better predictive
performance. The networks in an ensemble should be diverse and each of them
should achieve high accuracy to ensure a good performance overall. In this study,
the authors proposed two deep learning-based ensembles: deep CNN ensembles and deep residual network ensembles. Random feature selection (RFS) is
employed in these networks to diversify the individual classifiers. Specifically,
16
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the input for each individual network has n bands randomly selected from the
original N bands. The final output labels obtained by all networks will be chosen
via majority voting. In addition, the authors evaluated the ensemble networks
using transfer learning, in which a separate network was trained with the original
data set and the trained parameters are transferred to the ensemble networks.
The results on the benchmark data sets prove that ensemble networks are able to
achieve better classification accuracy than traditional CNNs alone.

Figure 2.6: An overview of the ensemble deep learning method for HSI classification, as
introduced in [4].

Roy et al. [5] presented a hybrid 2-D and 3-D CNN model called HybridSN
for HSI classification. The network architecture of HybridSN model is shown in
Figure 2.7. First, PCA is used to reduce the number of redundant spectral bands
of the original HSI training data. The reduced data are then convolved through
three 3-D convolutional layers and one 2-D convolutional layer before fed into
the final three fully connected layers. This model is designed to overcome the
weaknesses of 2-D and 3-D CNN models, since adopting just 2-D or 3-D CNN
alone will be insufficient to extract discriminative features or too computationally
complex, respectively. The proposed network outperforms other models such as
SVM [42], SSRN [3], 2-D CNN [56], 3-D CNN [57] in terms of OA, AA and kappa
coefficients.
Zhang et al. [58] proposed two kinds of deep feature aggregation networks
(DFAN) for HSI classification: deep feature residual network (DFRN) and deep
feature dense network (DFDN). In particular, the DFRN uses three blocks of
17
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Figure 2.7: An overview of the HybridSN architecture, as introduced in [5].

residual learning to extract low-level, middle-level and high-level HSI features.
On the other hand, the DFDN consists of three dense networks with the same
purpose as in DFRN. The two networks differ in the form of feature aggregation
and the connection between each layer in the block. While the outputs of the
residual blocks in DFRN are summed together, the outputs of the dense blocks in
DFDN are concatenated as the input of the softmax classifier.
Zuo et al. [59] addressed the problem of patch-based classification methods
by introducing a novel data partition method. This method avoids the overlap between the training and test sets, which might produce overly optimistic
classification results. Additionally, they developed a novel 3-D fully convolutional network (SS3FCN) which combines 3-D and 1-D convolutional kernels in
the network. The network architecture of SS3FCN model is shown in Figure 2.8.
The authors used 3-D convolutional kernels to simultaneously explore the spatialspectral features of the hyperspectral data and 1-D convolutional kernels to extract
the spectral information. Because the images are usually obtained in low spatial
resolution, the authors argued that spectral features can provide more valuable
information about HSIs, hence the adoption of 1-D convolutional kernels.
Hong et al. [6] proposed a HSI classification framework based on graph convolutional network (GCN). GCN learns the feature representation using graph
structure, which maps the relationships (edges) between hyperspectral image
pixels (vertexes). Compared to CNNs, which operate on a grid-like, regular
structured data, GCN is capable of capturing a wider and more flexible range of
spatial relations between pixel samples in an image (irregular structured data).
18
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Figure 2.8: An overview of the SS3FCN architecture, as introduced in [6].

However, there are some limitations in training a GCN: (a) Only full-batch training
is feasible because all samples must be fed into the network at once; (b) Training
GCN is computationally complex due to the construction of the samples’ spatial
relations, especially for high-dimensional hyperspectral data; and (c) The whole
network must be retrained whenever encountering a new sample. Therefore,
the authors addressed these issues by developing a GCN that can perform the
graph convolution in a mini-batch manner, called miniGCNs. Moreover, the authors proposed a fusion network between CNNs and miniGCNs called FuNet
to enhance the feature diversity, because different networks are able to extract
different types of features. The network architecture of FuNet model is shown
in Figure 2.9. They tested the fusion network with three different types of fusion
modules: feature addition, element-wise multiplication and feature concatenation. The experimental results on the benchmark data sets show the superiority
of the fusion networks compared to CNNs or miniGCNs alone.

Figure 2.9: An overview of the FuNet architecture, as introduced in [6].
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Attention mechanism has been explored extensively in HSI classification task
recently. Attention mechanism is used to select the most discriminative features
and suppress the irrelevant ones because hyperspectral images with tens to hundreds of bands contain redundant information. Zhu et al. [7] proposed a residual
spectral-spatial attention network (RSSAN) which employs a spatial attention
module and a spectral attention module to extract the most relevant features. The
network architecture of RSSAN is shown in Figure 2.10. The spectral and spatial
attention module places higher weights onto the useful channels and the pixels
of the same class, respectively. Moreover, the attention module is embedded in
two consecutive residual blocks to alleviate the effect of vanishing gradients and
overfitting.

Figure 2.10: An overview of the RSSAN architecture, as introduced in [7].

Xue et al. [8] proposed a hierarchical residual attention network (HResNetAM)
to extract multi-scale features. The network architecture of HResNetAM is shown
in Figure 2.11. The network consists of two parallel spectral and spatial feature
extraction branches, each with its corresponding attention module to obtain discriminative spectral-spatial features. The hyperspectral image is divided into
several subgroups (each with the same spatial size as the input image but different sets of spectral band) and convolved with different sizes of receptive field to
generate multi-scale features. The output features are then fed into the spectral
and spatial attention modules before being combined and classified.
Li et al. [9] proposed a multi-attention fusion network (MAFN) which also
uses two parallel spectral and spatial feature extraction branches with its corresponding attention modules. The network architecture of MAFN is shown
in Figure 2.12. The input images are fed into the spectral and spatial attention
20
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Figure 2.11: An overview of the HResNetAM architecture, as introduced in [8].

modules to extract the most discriminative features. The feature maps are then
extracted at multi-level feature fusion modules consisting of three residual blocks.
The outputs of two branches are combined and fed into a joint spectral-spatial
feature extraction with another spectral attention module before being fed into the
classifier to remove the redundant spectral information from the spatial feature
extraction output.

Figure 2.12: An overview of the multi-attention fusion network architecture, as introduced in [9].

Gao et al. [10] proposed a multi-scale attention network in which multi-scale
blocks and spectral-spatial attention blocks are embedded in a densely connected
network. The network architecture of the model is shown in Figure 2.13. The
21
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multi-scale blocks extract features with different receptive fields and the spectralspatial attention blocks are adopted after every multi-scale block to emphasize
more significant features. Moreover, the dense connection between each block
enhances the flow of information from low- to high-level features, which generates
richer feature representation and avoids the vanishing gradient effect.

Figure 2.13: An overview of the multi-scale dense attention network architecture, as
introduced in [10].

Zhao et al. [11] proposed a center attention network (CAN) which consists
of 3-D convolution and a center attention module. The network architecture
of the center attention network is shown in Figure 2.14. The center attention
module assigns the weights to the neighbouring features in a patch based on the
correlation between them and the central pixel. The weights are summed up
together to generate new spatial-spectral features for classification. This process
not only reduces the number of features but also includes more discriminative
information about the central pixel.

Figure 2.14: An overview of the CAN architecture, as introduced in [11].

Table 2.3 provides a summary of the representative deep learning methods for
HSI classification. The existing methods adopted the patch-based classification
approach due to the limited training data available. This approach has some
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limitations compared to the segmentation approach: (i) the performance of the
patch-based approach varies based on the size of the image patch, while the
segmentation approach processes the entire image at once, (ii) the results of the
patch-based approach may be overly optimistic because of overlapped patches,
and (iii) the computational cost of the patch-based approach is higher. There has
not been enough research on the patch-free HSI segmentation approach; thus, our
research aims to address the current gap.
Table 2.3: The representative deep learning methods for HSI classification.
Authors

Year

Description
Propose a CNN model with 1 × 1 convolution and global average pooling to
tackle poor generalization problem in HSI classification.

Yu et al. [52]

2017

Lee and Kwon [2]

2017

Model a contextual CNN with multi-scale filter bank and residual learning.

Zhong et al. [3]

2018

Utilize 3-D convolution and two consecutive spectral and spatial residual blocks
in the network to extract discriminative spectral-spatial features.

Chen et al. [4]

2019

Design an ensemble framework with multiple parallel networks, each takes an
input of n bands randomly selected from original N bands.

Roy et al. [5]

2020

Propose a hybrid 3-D and 2-D CNN model to extract discriminative features and
reduce the computationally complexity, respectively.

Zhang et al. [58]

2020

Introduce two types of deep feature aggregation networks: deep feature residual
network and deep feature dense network.

Zuo et al. [59]

2020

Present a 3-D fully convolutional network which combines 3-D and 1-D
convolutions; develop a novel data partition method to address the problem of
overlapping patches.

Hong et al. [6]

2020

Propose a fusion network between CNN and graph convolutional network to
capture wider range of spatial relations between pixel samples.

Zhu et al. [7]

2021

Design a residual spectral-spatial attention network which employs a spectral
attention module followed by a spatial attention module.

Zue et al. [8]

2021

Propose a hierarchical residual attention network to extract multi-scale features.

Li et al. [9]

2021

Introduce a multi-attention fusion network which employs two parallel spectral
and spatial feature extraction branches.

Gao et al. [10]

2021

Construct a multi-scale attention network where multi-scale blocks and spectralspatial attention modules are embedded in densely connected network.

Zhao et al. [11]

2021

Propose a center attention network which utilizes 3-D convolution and center
attention module.

2.3

Semantic Image Segmentation

Semantic image segmentation is a major area in computer vision and has applications in many areas, including autonomous driving, industrial inspection and
medical image analysis. Semantic segmentation is the process of assigning labels
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for all image pixels. In recent years, there has been significant progress in deep
networks for semantic image segmentation. These methods can be applied to
hyperspectral image segmentation. Therefore, we review here the notable deep
networks, which can be divided into four categories: encoder-decoder, atrous
convolution, feature pyramid, and attention-based models.
This section presents a literature review on the most representative models for
semantic image segmentation. Section 2.3.1 reviews the encoder-decoder based
models for image segmentation. Section 2.3.2 discusses the atrous convolution
based models. Section 2.3.3 presents the multi-scale and pyramid feature based
models. Finally, Section 2.3.4 reviews the deep learning models that apply the
attention mechanism.

2.3.1

Encoder-decoder based models

An encoder-decoder based model typically consists of two main building blocks:
an encoder (down-sampling path) and a decoder (up-sampling path). The encoder
extracts low-level to high-level features of the input image using the convolution
and pooling layers. The convolution and pooling layers are effective in identifying
the objects while being robust to the variation of the objects’ location. However,
this process also eliminates the spatial resolution when the feature maps are
extracted at the deeper layers of the network.
The key aspect of the encoder-decoder model is the decoder. The decoder
replaces the fully connected layers in the original CNNs such as AlexNet [60] and
VGG-16 Net [61] and reduces the number of trainable parameters significantly.
The decoder upsamples the encoder’s feature maps and incorporates the spatial
information from the shallower layers of the encoder via skip-connections. Fusing
the feature maps of the encoder and decoder helps retain more local information
and reduces the risk of vanishing gradients while training, thus enhancing the
segmentation results.
In this category, Long et al. [62] proposed the first end-to-end fully convolu24
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tional network (FCN) for semantic segmentation. The final prediction layer is upsampled to the same size as the original input image and is further refined by combining with the pooling layers of the previous layers. Badrinarayanan et al. [12]
proposed a convolutional encoder-decoder architecture for semantic segmentation called SegNet, in which for every encoder layer there exists a corresponding
decoder layer. The network architecture of SegNet is shown in Figure 2.15. The
main point of SegNet is that max-pooling indices in the encoder layers are stored
before down-sampling the feature maps, thus preserving the boundary information of the features. For each decoder layer, the max-pooling indices of the
corresponding encoder layer are recalled to upsample the feature maps via skip
connection. Compared to FCN, SegNet requires less memory to train because it
upsamples the feature maps without learning, while upsampling kernels in FCN
are trained via backpropagation.

Figure 2.15: An overview of the SegNet architecture, as introduced in [12].

Ronneberger et al. [13] proposed a convolutional encoder-decoder for biomedical image segmentation called U-Net. The network architecture of U-Net is
shown in Figure 2.16. This network has a U-shaped architecture, because the
encoder and decoder are relatively symmetric to each other. The purpose of the
decoder in U-Net is also to retain more local information of the features. The encoder’s feature maps are cropped and concatenated to the decoder’s feature maps
of the same level after every upsampling layer in U-Net. This process in U-Net
requires more memory than in SegNet but it is able to yield higher accuracy.
Previous encoder-decoder models recover the high-resolution representation
25
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Figure 2.16: An overview of the U-Net architecture, as introduced in [13].

from the low-resolution feature maps of the encoder. Wang et al. [14] proposed a
deep high-resolution representation network called HRNet, which maintains the
high-resolution representation throughout the convolution streams. The network
architecture of HRNet is shown in Figure 2.17. The feature maps are extracted
through a series of high-to-low resolution convolution streams in parallel. The
feature maps also exchange the information across resolutions to preserve the
high-resolution representation. The HRNetV2 model is designated to semantic
segmentation task, which concatenates the outputs of the low-to-high resolution
convolution streams in the final layer.

Figure 2.17: An overview of the HRNet architecture, as introduced in [14].

2.3.2

Atrous convolution based models

The atrous convolutional based models utilize the convolutions with defined gaps
on the input images. Compared to the standard convolution, the atrous convo26

2.3. Semantic Image Segmentation
lution allows the network to extract the features with larger receptive fields (or
dilation rates) with the same computational and memory costs, while preserving
the spatial resolution.
In this category, Chen et al. [15, 16, 17, 63] proposed four versions of atrous
convolutional networks for semantic segmentation called DeepLab. Apart from
the application of atrous convolution, the first two versions of DeepLab models
(DeepLabV1 [63] and DeepLabV2 [15]) apply the fully connected Conditional
Random Fields (CRFs) to the network output after the bilinear interpolation upsample to refine the objects’ boundaries. Additionally, DeepLabV2 introduces
the Atrous Spatial Pyramid Pooling (ASPP) module with various dilation rates
applied to the input feature maps to encode the context of objects at different
scales, which improves the segmentation maps significantly. DeepLabV2 extracts
and fuses feature maps from multiple parallel atrous convolution streams with
different dilation rates to generate the final results. The structure of the ASPP
module is illustrated in Figure 2.18.

Figure 2.18: An overview of the ASPP module, as introduced in [15].

Chen et al. proposed DeepLabV3 [16] with the improvement in the feature
extraction module and the ASPP module. The network architecture of DeepLabV3
is shown in Figure 2.19. Normally, standard convolution and pooling layers
reduce the image resolution as the network goes deeper. However, in DeepLabV3,
the input image is extracted with larger receptive fields, resulting in larger output
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feature maps. The ASPP module also incorporates the global context of the image
by applying global average pooling on the last feature maps. The model removes
the CRFs in the final layer but still outperforms the previous two versions.

Figure 2.19: An overview of the DeepLabV3 architecture, as introduced in [16].

Among the four versions of DeepLab models, DeepLabV3+ [17] is the latest
version and achieves the best performance in semantic segmentation. DeepLabV3+
uses DeepLabV3 as the encoder and it additionally adopts the encoder-decoder architecture to restore the spatial resolution. The network architecture of DeepLabV3+
is shown in Figure 2.20. In DeepLabV3+, the encoder’s output feature maps are
bilinearly upsampled by a factor of 4 and then concatenated with the low-level
features. The model also utilises the atrous separable convolution, which has the
same concept as the depthwise separable convolution introduced in [64]. The
module essentially replaces the standard convolution with an atrous depthwise
convolution followed by a pointwise convolution (1 × 1 convolution), which reduces the computation complexity significantly while still maintaining similar
performance or achieving even better performance.

2.3.3

Multi-scale and pyramid feature based models

In the multi-scale and pyramid network category, Lin et al. [18] proposed a
feature pyramid network (FPN) for object detection task, but this method can be
extended to semantic segmentation task. The overall network architecture of FPN
for the segmentation task is shown in Figure 2.21. The model extracts the features
using the usual convolutional neural network in the bottom-up pathway. The
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Figure 2.20: An overview of the DeepLabV3+ architecture, as introduced in [17].

feature maps are then upsampled using the nearest neighbours interpolation and
combined with the corresponding feature maps via the lateral connections in the
top-down pathway, which produces semantically rich representation at all scales.
The segmentation masks of all scales are merged to form the final prediction.

Figure 2.21: An overview of the FPN architecture, as introduced in [18].

Compared to the encoder-decoder based models like U-Net, FPN has a similar
concept of downsampling/upsampling the feature maps and skip connections.
However, the predictions are made at multiple pyramid levels in FPN whereas,
in U-Net, the prediction is made only at the final stage.
Zhao et al. [19] introduced a pyramid scene parsing network (PSPNet) to
incorporate the global context information for semantic segmentation. The network architecture of PSPNet is shown in Figure 2.22. Global context information
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is crucial to segment the complex scenes and the objects at different scales. Global
average pooling is usually used to capture the global context information; however, directly averaging the feature maps into one vector results in the loss of
spatial relationship. In this paper, the pyramid pooling module is proposed to
fuse the features under different pyramid scales by dividing the feature map
into sub-regions and performing the average pooling for each region. The feature maps obtained at each scale are upsampled using bilinear interpolation and
concatenated with the original feature maps.

Figure 2.22: An overview of the PSPNet architecture, as introduced in [19].

2.3.4

Attention based models

Attention mechanism has been applied in recent semantic segmentation methods
to place a stronger emphasis on more important features. In the attention-based
network category, Li et al. [20] proposed the pyramid attention network (PAN)
which combines the spatial pyramid module and attention mechanism to extract
dense features. The two main building blocks of the network are the Feature
Pyramid Attention (FPA) module and the Global Attention Upsample (GAU)
module.
As shown in Figure 2.23a, the FPA module fuses the features at different
pyramid scales by implementing a downsample-upsample structure with 7 × 7,
5 × 5, 3 × 3 convolution layers. The extracted features are multiplied pixel-wise
with the original feature maps and then combined with the global average pooling
features to obtain the pyramid attention features. Additionally, the GAU module,
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(a) Feature Pyramid Attention module

(b) Global Attention Upsample module

Figure 2.23: The building blocks of the Pyramid Attention Network [20].

which is shown in Figure 2.23b, is proposed to effectively fuse the low-level
and high-level features in the decoder. The module performs global average
pooling on the high-level feature maps to obtain the global context information
and multiplies it with the low-level features. The network architecture of PAN
with the two main building blocks is presented in Figure 2.24.

Figure 2.24: An overview of the PAN architecture, as introduced in [20].

Fu et al. [21] proposed a dual attention network (DA-Net) which is composed
of position and channel attention modules to capture long-range contextual information over local features. The network employs the pretrained ResNet-101
as the backbone with dilated convolution layers in the last two blocks. The extracted feature maps are then passed to a convolution layer to reduce the channel
dimension and then to two parallel attention modules.
The position and channel attention modules have a relatively similar structure,
except that in the position attention module, there is an additional convolution
layer to generate three new feature maps before calculating the attention map. The
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(a) Position Attention Module

(b) Channel Attention Module

Figure 2.25: The structure of the attention modules in the DA-Net [21].

position attention module, as illustrated in Figure 2.25a, outputs the weighted
sum of the features across all positions and the original features based on the
spatial attention map, thereby containing global context information. The channel
attention module, as illustrated in Figure 2.25b, outputs the weighted sum of the
features of all channels and the original features based on the channel attention
map, thereby capturing the semantic interdependencies between feature maps.
The outputs from two attention modules are fused element-wise and followed
by a convolution layer to generate the final prediction map. The overall network
architecture of the DA-Net is shown in Figure 2.26.

Figure 2.26: An overview of the DA-Net architecture, as introduced in [21].

Table 2.4 briefly summarizes representative deep learning methods for semantic image segmentation.
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Table 2.4: The representative deep learning methods for semantic image segmentation.
Method

Year

FCN [62]

2015

SegNet [12]

2015

U-Net [13]

2015

HRNet [14]

2020

DeepLabV1 [63]

2015

DeepLabV2 [15]

2017

DeepLabV3 [16]

2017

DeepLabV3+ [17]

2018

FPN [18]

2017

PSPNet [19]

2017

PAN [20]

2018

DA-Net [21]

2019

2.4

Description
Recover the final prediction layer to the original input size and refine with the
pooling layers in earlier stages.
Upsample the decoder layers with the max-pooling indices of the corresponding
encoder layers via skip-connection.
Upsample the decoder layers and concatenate with the encoder’s feature
maps of the same level via skip-connection.
Maintain the high-resolution representation throughout the convolution streams.
Apply atrous convolution and fully connected conditional random fields (CRFs)
as the post-processing step.
Apply atrous convolution, fully connected CRFs and atrous spatial pyramid
pooling (ASPP) module.
Apply atrous convolution and ASPP module in addition with the global average
pooling to incorporate the global context information.
Use DeepLabV3 as the encoder; upsample the encoder’s outputs and concatenate
with the low-level feature maps; apply atrous separable convolution.
Produce rich semantic segmentation via lateral connections and make prediction
at all pyramid levels.
Introduce pyramid pooling module to fuse the feature under different pyramid
scales by dividing feature maps into sub-regions and performing average pooling.
Combine feature pyramid attention module and global attention upsample module
to extract dense features.
Include position and channel attention modules to incorporate global context
information and capture the semantic interdependencies between feature maps.

Chapter summary

Firstly, this chapter discusses the significance of biosecurity risk scanning. The
entry of biosecurity risks presents substantial damage to the native environment,
communities and the economy. The biosecurity threats are managed via manual
inspection, detector dogs and x-ray scanners; however, these procedures are timeconsuming, error-prone, or costly.
Secondly, this chapter reviews the traditional classification methods and deep
learning methods for hyperspectral image classification. The current methods
extract patches from the hyperspectral image to enrich the data set and classify
each pixel based on the image patch it belongs to. However, there remain some
limitations for the patch-based classification methods: (i) the classification performance varies based on the patch size, (ii) the results might be overly optimistic
because of overlapped patches, and (iii) the computational cost of the patch-based
approach is high.
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Finally, this chapter reviews the current state-of-the-art methods for semantic
image segmentation, which are categorized into encoder-decoder, atrous convolution, multi-scale and feature pyramid, and attention based models. The
segmentation approach requires more images to train as it takes an entire image
as an input; hence it results in more reliable segmentation prediction.
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This chapter introduces the proposed method for biosecurity risk detection
using hyperspectral image segmentation. Section 3.1 describes the data collection process and the details of the hyperspectral data set for biosecurity scanning. We collect and annotate a large hyperspectral data set of 4,625 images for
the segmentation approach. Section 3.2 presents the proposed network architecture for hyperspectral image segmentation. The proposed method takes the
encoder-decoder structure based on U-Net and EfficientNet architectures and incorporates the attention mechanism to jointly learn the salient spatial and channel
features. Section 3.3 elaborates on the structure of the spatial-channel squeezeand-excitation attention modules.
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3.1

Data Collection and Annotation

Hyperspectral camera: In this project, we used the Ximea xiQ MG022HG-IMSM5X5-NIR hyperspectral camera to acquire the hyperspectral data. The camera
is compact and lightweight, which can be easily attached to mobile devices like
drones and handheld devices to inspect the shipping containers. The specifications of the camera are listed in Table 3.1.
Table 3.1: The specifications of the hyperspectral camera.

Camera name
Camera size
Camera weight
Frame rate
Spectral range
Spectral bands
Full width at half maximum

Ximea xiQ MG022HG-IM-SM5X5-NIR
26 x 26 x 31mm
32g
Up to 170 cubes/sec
655 - 975nm
25 bands
6 - 16nm

Sample preparation: Our research aims to detect the biosecurity risks on the
shipping containers. Therefore, our subjects of interest include four main classes:
metal, plants, soil and creatures. We also collected other types of material as
background (e.g. wood, concrete, plastic) because they are unavoidable in practical scenes. In particular, we used two shipping containers at the University of
Wollongong as the metal component to represent real-life scenarios. The creature
samples (e.g. snails, stink bugs, ants) were provided by the NSW Government.
The rest of the materials were sampled around the Wollongong area.
Data collection and annotation: The data set was collected and annotated over a
period of 9 months (July 2020 to March 2021). We captured the images considering
various aspects such as the background scenes, the number of objects, the object
size and the position of the objects in each image. We also recorded the images
at different times of the day to capture the objects in different lighting conditions.
Some images were taken in average daylight while others were exposed to extreme
brightness or darkness. To record the hyperspectral images, we used the Python
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(a) Hyperspectral camera

(b) Capturing the scene

Figure 3.1: Data collection process.

XIMEA API to access the Ximea camera and utilize its functions (e.g. setting the
frame rate, exposure time) [65]. All images were manually annotated by utilising
the pseudo-color images generated from the 25-band hyperspectral images. Some
examples of the pseudo-color images and their corresponding ground-truth are
shown in Figure 3.2.
Data set summary: The UOW-HSI data set contains 4,625 hyperspectral images,
each with its corresponding ground-truth segmentation. Each image has a spatial
resolution of 217 × 409 pixels and 25 spectral bands. Five classes are presented
in this data set, including metal, plant, soil, creature and background. The class
distribution of the data set is summarized in Table 3.2. The class distribution
shows a high imbalance of the sample size between each class because we tried
to emulate the real-life scenarios of inspecting the shipping containers, where the
biosecurity risks are small compared to the shipping containers.
Table 3.2: Statistics of UOW-HSI dataset.

Class names
Metal
Plant
Soil
Creature
Background
Total

No. of samples (pixels)
254,827,822
25,760,674
20,286,808
4,441,233
105,166,088
410,482,625

Percentage (%)
62.08
6.28
4.94
1.08
25.62
100.00
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Figure 3.2: Examples of the hyperspectral data in different lighting conditions. Column
1: Pseudo-color images generated from 25-channel hyperspectral images. Column 2:
Corresponding ground-truth images.
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3.2

Network Architecture

We propose an end-to-end deep network called H-Net based on the encoderdecoder structure with an attention mechanism for hyperspectral image segmentation. H-Net extends the U-Net architecture [13] by using EfficientNet [66] as
the backbone for more accurate segmentation. A spatial-channel squeeze-andexcitation (SE) attention module is embedded in the network to learn salient
spatial regions and spectral bands jointly. Figure 3.3 illustrates the network architecture of the proposed H-Net.
Encoder

Decoder
Skip-connection

Input
Image

Stem
L0

MBConv
L5

MBConv
L8

MBConv
L18

MBConv
L23

D0

D1

D2

D3

D4

Output

16

5

352
120
48
24
32
25

256
128
64
32

2x Upsample
Conv3x3 + Softmax
Concatenate

Figure 3.3: The network architecture of the proposed H-Net. The number under each
layer denotes the number of output feature maps.

The network takes a hyperspectral image cube I ∈ RC×H×W , where C is the
number of spectral bands, H and W are the height and width of the image, respectively. It processes the input via a series of convolution and activation layers in
the encoder and the decoder and produces of probability map S ∈ RD×H×W , where
D is the number of classes. Each channel of the output denotes the probability
map for a given class.
Encoder design: The proposed H-Net can use any encoders, e.g. ResNet-34
or MobileNet-V2, but we employ the EfficientNet as the backbone of H-Net for
more effective feature extraction. An analysis of different encoders is given later
in Section 4.3.1. EfficientNet uniformly scales the width (number of channels in
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each layer), the depth (number of layers), and the input image resolution of the
network. Balancing these dimensions of the network results in high performance
on many vision tasks as shown in [66]. In this project, we specifically choose the
predefined EfficientNet-B2 version because it has a balanced trade-off between
the model complexity and the segmentation accuracy. An analysis of different
encoder choices and EfficientNet versions is given in Section 4.3.1.
Firstly, the input image is fed into a stem layer to reduce the image resolution,
with a convolution layer, a batch normalization (BN) and a Swish activation
layer [67]. The following layers are the main building block of EfficientNet,
which is the Mobile Inverted Residual Block (MBConv) [64]. MBConv block
employs the depthwise separable convolution, which is a factorized version of
standard convolution to reduce the computational complexity. Additionally, the
channel squeeze-and-excitation (CSE) attention module [68] is incorporated in the
MBConv block for optimization purpose. The structure of the MBConv block is
illustrated in Figure 3.4. It has four main components described as follows:
• Expansion stage: The expansion block applies the 1 × 1 convolution to expand
the number of input channels.
• Depthwise convolution: The depthwise convolution applies a filter of size k × k
to every channel of the feature map separately and concatenates the outputs.
• Channel attention module: The channel attention module (CSE) is applied
between the depthwise convolution and pointwise convolution to learn the
adaptive weights for each channel. We explain the CSE module in detail in
Section 3.3.
• Pointwise convolution: The pointwise convolution applies the 1 × 1 convolution to project the number of channels back to the number of input channels.
We implement the batch normalization (BN) and Swish activation layer [67]
after every convolution layer; however, we use an identity block instead of acti40
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Input

Expansion
stage

Depthwise
convolution

CSE
attention

Pointwise
convolution

Output

Figure 3.4: The structure of each MBConv block in H-Net.

vation layer after the MBConv block to preserve the information. Note that with
the inverted residual block, we expand the channel dimension and project it back
to the input channels, which results in a loss of information. Passing the MBConv
outputs through the non-linear activation layer (e.g. ReLU, Swish) increases the
complexity of the deep network; however, it will further degrade the performance
of the network because some values will be discarded [64].
A residual connection is used to add the input and the output feature maps of
the MBConv block. The residual connection aids the flow of the gradients, reducing the risk of vanishing gradients during the backpropagation. EfficientNet also
employs stochastic depths as a regularization method, which randomly removes
a subset of layers during training, and keeps the deep network unchanged for
testing [69]. This essentially trains an ensemble of models with different depths,
which shortens the training time and improves the generalization ability of the
network. The structure of the encoder is shown in Table 4.1. Note that for the
stage with many layers, the stride operation is implemented only at the first layer.
Decoder design: The decoder consists of five expansion layers (D0 to D4),
and the structure of each layer is illustrated in Figure 3.5. Each decoder layer
doubles the size of the feature maps using the nearest neighbour interpolation,
and concatenates them with the feature maps of the same spatial resolution in the
encoder via skip-connections. For example, the upsampled feature maps of D0
are concatenated with the output feature maps of the MBConv L23 before being
fed into the next stage. The upsampled feature maps of D1 are concatenated with
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Table 3.3: The layout design of the encoder. MBConv6: MBConv with the input channels
expanded by 6 times, k: filter size, s: stride. #Channels: the number of output channels.
#Layers: the number of layer repetition.

Stage

Block

#Channels

#Layers

0

Stem, k=3, s=2

32

1

1

MBConv1, k=3, s=1

16

2

2

MBConv6, k=3, s=2

24

3

3

MBConv6, k=5, s=2

48

3

4

MBConv6, k=3, s=2

88

4

5

MBConv6, k=5, s=1

120

4

6

MBConv6, k=5, s=2

208

5

7

MBConv6, k=3, s=1

352

2

the output feature maps of MBConv L18 before being fed into the next stage. The
skip-connection allows the network to retain more local information and reduce
the risks of vanishing gradients during the backpropagation.
We apply the spatial-channel squeeze-and-excitation (SCSE) attention module
after the skip-connection. This helps remove the spatial and channel information
redundancy from the encoder’s feature maps because hyperspectral images with
tens to hundreds of channels contain a lot of redundant information. Additionally,
another SCSE module is also applied after two consecutive Conv3x3+BN+ReLU
layers before the upsampling step. The implementation of the SCSE module is
elaborated in Section 3.3.
Skip-connection

Upsample

Upsampled Encoder
feature map feature map

SCSE
attention

Conv3x3
BN, ReLU

Conv3x3
BN, ReLU

SCSE
attention

Figure 3.5: The structure of each decoder layer in H-Net.
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3.3

Spatial-Channel Squeeze-and-Excitation Attention
Module

We integrate the spatial-channel squeeze-and-excitation attention mechanism
(SCSE) in the proposed H-Net. The SCSE attention module is the combination
of the channel (CSE) and spatial squeeze-and-excitation (SSE) modules [70]. The
CSE module is designed to emphasize the relevant channels because hyperspectral data contain significant channel redundancy. Applying the CSE module to
hyperspectral data can improve the generalization ability and increase the segmentation accuracy, as demonstrated in Section 4.3.2. Likewise, the SSE module is
introduced to focus on important spatial information, which increases the discriminative features between object regions for fine-grained semantic segmentation.
The SCSE module takes advantage of both attention modules to improve the
segmentation accuracy.
Given a feature map U ∈ RC×H×W , the SCSE module processes the feature map
via the CSE and SSE module separately and produces the feature maps ÛCSE and
ÛSSE , respectively. Note that ÛCSE and ÛSSE have the same size as the original
feature map U. The final output ÛSCSE is the fusion of two features ÛCSE and
ÛSSE . The structure of the attention module is illustrated in Figure 3.6.

Figure 3.6: The structure of the spatial-channel squeeze-and-excitation attention module.

Channel squeeze-and-excitation (CSE) module: The CSE module performs
the squeeze operation by applying a global average pooling layer to the feature
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map U to get the global spatial understanding of each channel. The global average
pooling layer aggregates the spatial information of each channel and produces a
tensor z ∈ RC×1×1 , where C is the number of channels. The cth element of tensor z
is represented as follows:
H W
1 XX
uc (i, j).
zc =
H×W

(3.1)

i=1 j=1

The CSE module then performs the excitation operation to learn the adaptive
weight for each channel. In particular, the tensor z is fed into a 1 × 1 convolution
layer to reduce the dimension with the reduction rate r, followed by a ReLU
activation function and another 1 × 1 convolutional layer to project the squeezed
tensor back to the original shape. Note that the reduction rate r is applied to
reduce the computational complexity and improve the generalization ability of
the model. The tensor is then fed into a sigmoid activation layer to rescale the
tensor to the range of [0, 1]:
ẑ = σ (W2 δ (W1 z)),
C

(3.2)

C

where W1 ∈ RC× r , W2 ∈ R r ×C are the weights of the bottleneck structure, δ(.) is the
ReLU activation function, and σ (.) is the sigmoid function. The sigmoid function
allows multiple channels to be emphasized as it operates on separate channels
unlike the the softmax function. The output feature map ÛCSE is obtained by a
channel-wise multiplication of the original feature map U with the weight ẑ:
ûc = ẑc uc ,

(3.3)

where ÛCSE = [û1 , û2 , ..., ûc ], scalar ẑc is the adaptive weight of the cth channel and
uc ∈ RH×W is the feature map at the cth channel.
Spatial squeeze and excitation (SSE) module: The SSE module first performs
the squeeze operation along the channels by applying the 1 × 1 convolution to the
feature map U, producing a tensor q ∈ RH×W . Each qi, j represents the aggregation
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of the spatial information across all channels at pixel location (i, j). The SSE
module then performs the excitation operation to obtain the spatial attention map
q̂ ∈ RH×W by applying a sigmoid activation function to the tensor q to rescale it to
the range of [0, 1]. The output feature map ÛSSE is obtained by an element-wise
multiplication of the original feature map U with the weight q̂:
ûi,j = q̂i,j ui,j ,

(3.4)

where ÛSSE = [û1,1 , ..., ûi, j , ..., ûH,W ], each ûi,j represents the spatial information
across all channels at pixel location (i, j).
Feature fusion: The outputs of CSE and SSE attention modules are aggregated to get the final output of the SCSE module. In this research, we study the
performance of four feature fusion methods: addition, average, concatenation
and max-out.
Addition: The addition method adds the unweighted outputs of the two attention modules in each pixel position (i, j) of each channel c element-wise:

ÛSCSE = ÛCSE + ÛSSE .

(3.5)

Average: The average method takes the mean of the two attention modules
element-wise:

ÛSCSE = avg(ÛCSE , ÛSSE ).

(3.6)

Concatenation: The concatenation method stacks the outputs of the two attention modules along the channel dimension:

ÛSCSE = concat(ÛCSE , ÛSSE ).

(3.7)

Max-out: The max-out method takes the maximal value between the outputs
of the two attention modules element-wise:
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ÛSCSE = max(ÛCSE , ÛSSE ).

(3.8)

The proposed H-Net uses the max-out method to fuse the outputs of two
attention modules as it achieves higher segmentation accuracy. Further analysis
on the fusion methods is given in Section 4.3.2.

3.4

Chapter Summary

In this chapter, we introduce a novel method for biosecurity risk scanning
using semantic segmentation for hyperspectral images. Firstly, we collect and
annotate a large data set, called UOW-HSI, for hyperspectral image segmentation
task with 4,625 images. The UOW-HSI data set contains five classes: metal, plants,
soil, creatures and background.
Secondly, we propose a deep network for hyperspectral image segmentation
called H-Net. The proposed H-Net has an encoder-decoder structure based on the
U-Net architecture. An advantage of the encoder-decoder model is that the decoder incorporates the spatial information from the encoder via skip-connections,
which helps retain more local information and reduces the risk of vanishing gradients while training. The proposed H-Net uses EfficientNet-B2 as the backbone
architecture for more effective feature extraction. Its main component is the Mobile Inverted Residual block (MBConv), which employs the depthwise separable
convolution with lower computational cost than the standard convolution.
Finally, the proposed H-Net incorporates a spatial and channel squeeze-andexcitation attention module. The attention module adaptively weights the channel and spatial information to enforce more important features and suppress
the less important ones. The attention modules are beneficial for removing the
redundancy of the hyperspectral images, which strengthens the segmentation
performance of the network.
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This chapter presents the experimental results and the performance analysis
of the proposed method. Section 4.1 describes the experimental methods. Section
4.2 presents the evaluation measures. Section 4.3 analyzes the performance of
different components in the proposed method. Section 4.4 compares the performance of the proposed method with the state-of-the-art methods.

4.1

Experimental Methods

Five-fold cross validation: For experiments, we divided the UOW-HSI data
set into five folds, each with 925 images for five-fold cross validation. For each
iteration, four folds were used for training, and the remaining fold was used for
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testing. Moreover, 10% of the training set was used for validation. We reported
the mean and standard deviation for the proposed method after five iterations as
the final results.

Training procedure: To train the network, we used mini-batch gradient descent
with a batch size of 12. The cross-entropy between the final network’s output and
the ground-truth was used as the loss function. We employed adaptive moment
estimation, known as Adam optimizer [71], with a constant learning rate of 0.0001
to optimize the loss function. The network was trained for 1000 epochs, but we
stopped the training process early if the validation accuracy did not improve
for 100 epochs. The model with the highest validation accuracy was saved for
testing. We trained the network using the PyTorch deep learning framework. All
experiments were conducted on a system with Intel Xeon Gold 5115 CPU @ 2.4
GHz, and NVIDIA GeForce GTX Titan Xp GPU with 12GB memory.

4.2

Evaluation Metrics

The proposed method and the existing methods were evaluated based on three
criteria: quantitative accuracy, frame rate, and model complexity (FLOPs). For the
quantitative accuracy, three popular metrics for image segmentation were used:
intersection over union (IoU), Dice score and pixel accuracy.
IoU (Jaccard index) is defined as follows. Let A and B denote the ground-truth
and the predicted segmentation map, respectively. The IoU is the ratio between
the intersection area A and B versus the union area of A and B:

J(A, B) =

| A∩B |
.
| A∪B |

(4.1)

Here, the task is multi-class segmentation problem; thus, we take the mean IoU
(mIoU) over all classes.
Dice (F1 score) is defined as twice the overlap area of the predicted and
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ground-truth maps, divided by the total number of pixels in both images:
F1 (A, B) =

2|A ∩ B|
.
|A ∪ B|

(4.2)

Similar to mIOU, we take the mean of Dice (mDice) scores over all classes. Both
the mIoU and mDice are positively correlated, where their ranges are from 0 (no
correlation) to 1 (complete correlation).
Pixel accuracy is the percentage of the pixels in the segmentation map that are
correctly classified [62]. Let nij be the number of pixels of class i being classified
P
as class j, and ti = j nij be the number of pixels of class i. The pixel accuracy can
be calculated as follows:
P
nii
Pixel Accuracy = Pi .
i ti

(4.3)

Frame rate (FPS) is the number of frames that can be segmented per second. FLOPs is the floating point operations, which measures the total amount of
operations required to process one image.

4.3
4.3.1

Ablation Studies of the Proposed Method
Analysis of the encoder selections

The effects of backbone selections:

We first evaluated the effectiveness of dif-

ferent backbones and compared their performances with the original U-Net architecture. Table 4.1 shows the performances of U-Net with some of the most notable
backbone architectures, including VGG-13 [61], ResNet-34 [55], SE-ResNet-50 [72],
MobileNet-V2 [64], DenseNet-121 [73], and EfficientNet-B2 [66].
Overall, the results show that the performance of U-Net improves significantly (by 3.9% to 7.37%) when incorporating other backbone architectures as
the encoder. Among those backbone architectures, EfficientNet-B2 achieves the
highest segmentation accuracy, with IoU score of 91.61% (Dice score of 94.12%,
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accuracy of 99.47%). EfficientNet-B2+U-Net outperforms the original U-Net by
7.37% in terms of IoU score, 7.2% in terms of Dice score, and 0.37% in terms of pixel
accuracy. Moreover, with EfficientNet-B2 as the backbone, the model complexity
(FLOPs) is reduced by 22.4 times, and the model size (number of parameters)
is reduced by 3.14 times compared to the original U-Net. Therefore, we chose
EfficientNet-B2 as the encoder backbone for our model.
Table 4.1: Performance evaluation of U-Net with different backbones. The top performance is shown in bold.

Backbone

IoU (%)

Dice (%)

Acc. (%)

FLOPs

FPS

Params

Original U-Net [13]

84.24

86.92

99.10

80.7B

45.0

31.4M

VGG-13 [61]

88.14

90.88

99.11

28.7B

62.1

18.4M

ResNet-34 [55]

89.73

92.55

99.19

12.8B

66.6

24,5M

SE-ResNet-50 [68]

89.95

92.64

99.27

16.4B

48.3

35.1M

MobileNet-V2 [64]

90.55

93.16

99.41

4.9B

64.9

6.6M

DenseNet-121 [73]

91.24

93.82

99.40

13.6B

37.1

13.6M

EfficientNet-B2 [66]

91.61

94.12

99.47

3.6B

36.5

10.0M

Figure 4.1: Performance comparison of U-Net with different backbones with respect to
IoU scores (%) and the number of FLOPs (billions).

The effects of different EfficientNet versions:

Secondly, we studied different

variants of EfficientNet encoder with the proposed network. Here, we compared
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the performance of five EfficientNet versions: EfficientNet-B0, EfficientNet-B1,
EfficientNet-B2, EfficientNet-B3 and EfficientNet-B4. Each version of EfficientNet
varies in the depth of the network, the number of feature maps in each layer
the and the image resolution. The comparison results are reported in Table 4.2.
The results indicate that EfficientNet-B2 achieves the highest segmentation performance among all versions, with the IOU score of 92.47%, Dice score of 95.01%
and accuracy of 99.59%. Moreover, EfficientNet-B2 has a smaller model size
and complexity than EfficientNet-B3 and EfficientNet-B4. Therefore, we chose
EfficientNet-B2 as the backbone of the proposed H-Net because it has a balanced
trade-off between the segmentation performance and the model size and complexity.
Table 4.2: Performance comparison of five different EfficientNet encoders in the proposed
H-Net.

Backbone
EfficientNet-B0
EfficientNet-B1
EfficientNet-B2
EfficientNet-B3
EfficientNet-B4

IoU (%)
92.02
91.38
92.47
92.42
92.25

Dice (%)
94.61
93.97
95.01
94.90
94.79

Acc. (%)
99.40
99.53
99.59
99.41
99.45

Params
6.2M
8.7M
10.1M
13.1M
20.2M

FLOPs
3.61B
3.62B
3.69B
3.81B
3.96B

Figure 4.2: Performance comparison of H-Net with different EfficientNet versions with
respect to IoU scores (%) and the number of trainable parameters (millions).
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4.3.2

Analysis of SE attention modules

The effects of different SE attention modules:

We examined the effects of three

squeeze-and-excitation (SE) modules, including channel (CSE), spatial (SSE) and
spatial-channel squeeze-and-excitation (SCSE) modules to the performance of HNet. Specifically, we studied the performances of different combinations of SE
modules. The comparison results are reported in Table 4.3.
Firstly, we analyzed the performance of the network with the CSE module
in the encoder. When the decoder does not use the attention module (baseline
network), the IoU score is 91.61%, the Dice score is 94.12%, and the pixel accuracy
is 99.47%. When the decoder uses the CSE module, it improves the IoU score
of the baseline network slightly by 0.21% (Dice score by 0.26%, pixel accuracy
by 0.12%). The biggest improvement occurs when the decoder applies the SCSE
module, improving the IoU score by 0.86% (Dice score by 0.89%, pixel accuracy
by 0.12%) compared to the baseline network. The results imply that the network
performs better by suppressing the redundant channel information after the skip
connections in the decoder. Additionally, we observed that employing SSE module in the decoder hinders the performance significantly as it reduces the IoU
score by 8.75% compared to the baseline network. In other words, the spatial information alone might not be adequate to improve the performance of our model,
especially when HSI contains significant spectral redundancy. This indicates that
the spectral redundancy in HSI has a stronger impact on the performance of our
network.
Secondly, we further studied the performance of the network when the encoder uses the SSE or SCSE module. The results show that incorporating the
spatial attention module in the encoder degrades the performance substantially,
e.g. when the encoder uses the SSE modules, the performance drops by 3.62%
in IoU score (3.33% in Dice score, 0.68% in pixel accuracy). This implies that
suppressing spatial information in the early stages of the network leads to un52
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necessary loss of information. Lastly, Table 4.3 shows that there is no significant
difference in computational complexity (FLOPs) among different SE modules. In
other words, we can select the SE modules to achieve the highest segmentation
accuracy, without affecting the processing speed significantly.
Table 4.3: Performance comparison of the proposed H-Net with different choices of SE
modules. The top performance is shown in bold.

Encoder

Decoder

IoU (%)

Dice (%)

Acc. (%)

FLOPs (B)

CSE

SSE

82.86

86.05

98.84

3.68

CSE

none1

91.61

94.12

99.47

3.67

CSE

CSE

91.82

94.38

99.59

3.69

CSE

SCSE

92.47

95.01

99.59

3.69

SCSE

SCSE

83.62

86.44

98.29

3.69

SSE

SCSE

87.99

90.79

98.79

3.69

1

Baseline network.

The effects of different feature fusion methods: We studied the performance
of the four feature fusion methods: addition, average, concatenation and maxout. The fusion method aggregates the outputs of CSE and SSE attention modules to obtain the final output of SCSE attention module. Table 4.4 presents
the performance comparison among four feature fusion methods. The max-out
method produces the highest IoU score of 92.47%, Dice score of 95.01% and accuracy of 99.59%. The results indicate that the max-out method strengthens the
element-wise competition between the two attention blocks, which enhances the
segmentation results [74]. The concatenation method achieves competitive performances; however, the model complexity of this method increases substantially
by 2.39 times compared to that of the max-out method. Therefore, we chose the
max-out method to fuse the output of the two attention modules in our proposed
H-Net.

The effects of different reduction rates on the SCSE attention module:

We

investigated the effect of the reduction rate on the performance of the SCSE
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Table 4.4: Performance comparison of the proposed H-Net with four feature fusion
methods. The top performance is shown in bold.

Fusion method

IoU (%)

Dice (%)

Acc. (%)

FLOPs (B)

Addition

91.89

94.44

99.58

3.69

Average

91.92

94.48

99.57

3.69

Concatenation

92.03

94.56

99.60

8.82

Max-out

92.47

95.01

99.59

3.69

attention module in the proposed H-Net. The reduction rate r allows us to limit
the computational cost and enhance the generalization ability of the model. The
comparison results are reported in Table 4.5. The results prove that the optimal
performance of the network is achieved when the reduction rate r is 8. The
segmentation accuracy starts to degrade when the reduction rate is increased.
Table 4.5: Performance comparison of SCSE module with different reduction rates. The
base network is H-Net. The top-1 performance is shown in bold.

Reduction rate
2
4
8
12

IoU (%)
92.21
91.30
92.47
92.12

Dice (%)
94.77
93.93
95.01
94.64

Acc. (%)
99.56
99.50
99.59
99.55

Params
10.5M
10.2M
10.1M
10.1M
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4.3.3

Analysis of the training hyperparameters

Effects of different batch sizes: We examined the performance of the proposed
method when trained with different batch sizes. Table 4.6 shows that the segmentation performance of the network improves when the batch size is increased. The
network achieves the highest IoU score (92.47%) and Dice score (95.01%) when
trained with a batch size of 12. In our experiment, we decided to choose the batch
size of 12 to train the model due to the memory limitation.
Table 4.6: Performance comparison of the proposed H-Net with different batch sizes.

Batch size
2
4
6
8
10
12

IoU (%)
84.63
90.58
90.96
91.87
92.23
92.47

Dice (%)
87.16
93.12
93.85
94.37
94.74
95.01

Acc. (%)
99.16
99.35
99.51
99.59
99.60
99.59

Figure 4.3: Performance comparison of the proposed H-Net trained with different batch
sizes.

Effects of different learning rates: We studied the effect of the learning rates
on the performance of the network and the number of training epochs. Table 4.7
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shows the segmentation results of the proposed H-Net with different learning rate.
The results show that when training with learning rate = 0.0001 (Network 3),
the network performs significantly better than those with other learning rates.
Specifically, the network achieves higher IoU scores than the network trained
with learning rate = 0.01 (Network 1) by 11.67% (Dice score by 11.0%, accuracy by
0.57%), and the network trained with learning rate = 0.001 (Network 2) by 3.52%
(Dice score by 3.22%, accuracy by 0.25%).
Moreover, Figure 4.4 shows the training loss and validation loss of the proposed H-Net with different learning rates during the training procedure. Network 1
took the longest time to converge (over 800 epochs). Network 3 took a longer time
to converge than Network 2 by approximately 80 epochs; however, the validation
loss curve of Network 3 did not fluctuate as much as that of Network 2.
Table 4.7: Performance comparison of the proposed H-Net with different learning rates.

Learning rate
0.01
0.001
0.0001

4.4

IoU (%)
80.80
88.95
92.47

Dice (%)
83.93
91.79
95.01

Acc. (%)
99.02
99.34
99.59

Comparison to State-of-the-art Methods

In this study, we compared the proposed method with six state-of-the-art
deep learning segmentation methods, including U-Net [13], FPN [18], PSPNet
[19], LinkNet [75], DeepLabV3 [16], and DeepLabV3+ [17]. We also evaluated
the state-of-the-art methods with three backbone architectures: ResNet-34 [55],
MobileNet-V2 [64] and EfficientNet-B2 [66]. The training setup for each backbone
architecture is described as follows:
• ResNet-34: All methods were trained using a batch size of 32 images.
• MobileNet-V2: All methods were trained using a batch size of 16 images.
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(a) Network 1: Learning rate = 0.01

(b) Network 2: Learning rate = 0.001

(c) Network 3: Learning rate = 0.0001

Figure 4.4: Training loss and validation loss of the proposed network with different
learning rates. Blue curve denotes training loss, and orange curve denotes validation
loss.
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• EfficientNet-B2: U-Net, PSPNet, FPN and LinkNet were trained using a
batch size of 16 images. DeepLabV3 and DeepLabV3+ were trained using a
batch size of 6 and 8 images, respectively, due to the memory limitation.
Table 4.8: Performance of different segmentation methods on the UOW-HSI data set. The
top-3 performance is shown in bold.
Backbone

Method
U-Net [13]

ResNet-34

MobileNet-V2

EfficientNet-B2

EfficientNet-B2

mIoU (%) mDice (%) mAcc (%) FLOPs (B) FPS #Params (M)
89.72 ± 0.77 92.48 ± 0.77 99.34 ± 0.18

12.8

66.6

24.5

FPN [18]

87.84 ± 1.48 91.06 ± 1.41 99.28 ± 0.16

11.3

65.7

23.2

PSPNet [19]

86.10 ± 1.73 89.77 ± 1.68 99.19 ± 0.14

4.9

97.1

21.5

Linknet [75]

84.81 ± 1.73 87.78 ± 1.64 99.20 ± 0.21

9.3

43.3

21.8

DeepLabV3 [16]

87.62 ± 0.52 91.18 ± 0.50 99.05 ± 0.49

40.4

38.3

26.0

DeepLabV3+ [17]

86.86 ± 1.75 89.94 ± 1.74 99.20 ± 0.17

12.8

58.5

22.5

U-Net [13]

90.62 ± 1.15 92.74 ± 1.14 99.45 ± 0.04

4.9

64.9

6.6

FPN [18]

90.26 ± 0.26 93.21 ± 0.13 99.44 ± 0.09

3.9

69.9

4.2

PSPNet [19]

84.74 ± 1.72 88.47 ± 1.57 99.14 ± 0.07

0.4

95.2

2.2

Linknet [75]

79.79 ± 2.83 82.82 ± 2.86 99.27 ± 0.07

1.4

42.0

4.3

DeepLabV3 [16]

88.52 ± 0.67 91.99 ± 0.60 99.29 ± 0.17

18.2

46.9

12.6

DeepLabV3+ [17]

89.81 ± 0.88 92.81 ± 0.80 99.40 ± 0.12

2.3

71.4

4.3

U-Net [13]

91.81 ± 0.29 94.36 ± 0.30 99.51 ± 0.15

3.6

36.5

10.0

FPN [18]

91.67 ± 0.22 94.47 ± 0.15 99.37 ± 0.05

2.8

37.1

9.4

PSPNet [19]

85.44 ± 0.93 89.35 ± 0.89 99.19 ± 0.15

0.1

69.4

7.7

Linknet [75]

80.78 ± 0.68 83.52 ± 0.66 99.35 ± 0.11

0.2

27.2

7.8

DeepLabV3 [16]

90.81 ± 2.67 83.74 ± 2.03 99.33 ± 0.37

5.1

33.1

11.2

DeepLabV3+ [17]

91.57 ± 0.59 94.36 ± 0.48 99.50 ± 0.06

0.8

39.0

8.6

H-Net (ours)

92.46 ± 0.15 94.95 ± 0.16 99.55 ± 0.08

3.6

35.9

10.1

Table 4.8 summarizes the performance of the proposed H-Net and the stateof-the-art methods on the UOW-HSI data set. Firstly, when comparing the performances of all methods with three backbone architectures, the methods with
EfficientNet-B2 achieve higher segmentation accuracy than those with other backbones in general. Specifically, the top-3 performances are EfficientNet-B2 with
FPN (mIoU score of 91.67%), U-Net (mIoU score of 91.81%) and our proposed
H-Net (mIoU score of 92.46%).
Secondly, our proposed H-Net surpassed all of the state-of-the-art methods in
terms of quantitative metrics, with mIoU of 92.46%, mDice of 94.95%, and mean
accuracy of 99.55%. H-Net outperforms DeepLabV3 by 1.65% in terms of IoU
score, 2.23% in terms of Dice score, and 0.22% in terms of pixel accuracy while
reducing the model complexity (FLOPs) by 1.41 times. Our proposed H-Net are
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not as optimal in model size and complexity compared to other methods like
PSPNet, LinkNet and DeepLabV3+; however, our performances are substantially
higher. Specifically, H-Net outperforms PSPNet by 7.03% in terms of IoU score,
5.6% in terms of Dice score, and 0.36% in terms of pixel accuracy. Moreover, HNet can segment approximately 35 images per second, which meets the real-time
requirement for biosecurity scanning.
Figure 4.5 shows the visual segmentation results of the proposed H-Net with
PSPNet and DeepLabV3 on the UOW-HSI data set. We evaluated the methods
with hyperspectral images in various conditions, e.g. complex background, extreme lighting conditions. Compared to our proposed method, the visual results
(Scene 3-6) show that PSPNet and DeepLabV3 usually fail to capture the creatures when they are far from the hyperspectral camera. This indicates that our
proposed method is capable of producing reliable segmentation maps, which is
crucial for the practical application of biosecurity scanning. Moreover, the segmentation results of H-Net on the plant, soil and creature classes are more refined
in the boundary compared to those of DeepLabV3.

4.5

Chapter Summary

In this chapter, we first describe the experimental methods and the evaluation
measures. Secondly, we conduct the ablation studies to examine the impact of the
network components on the performance of the proposed H-Net. The ablation
studies include: (i) an analysis of the encoder selection, (ii) an analysis of the
attention modules’ effects on the performance of H-Net, and (iii) an analysis of
the training hyperparameters.
Finally, we compare the performance of the proposed H-Net with the stateof-the-art segmentation methods. The proposed H-Net outperforms the state-ofthe-art methods in the segmentation accuracy, achieving a mIoU score of 92.46%,
while maintaining relatively low computational complexity and model size. The
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Scene 6

Scene 5

Scene 4

Scene 3

Scene 2

Scene 1

4.5. Chapter Summary

(a) Pseudo image (b) Ground-truth

(c) PSPNet

(d) DeepLabV3

(e) H-Net

Figure 4.5: Sample visual results of hyperspectral image segmentation by the proposed
H-Net and other methods on the UOW-HSI test images. The purple arrows show the
differences between the segmentation maps of our proposed H-Net and other methods.

proposed method is able to process up to 35 hyperspectral images per second,
which is suitable for the application of real-time biosecurity risk scanning.
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Research summary

Our research project aims to develop, implement and evaluate a novel method
for biosecurity risk detection in the shipping containers. Biosecurity risks pose a
serious threat to the native environment, economy and communities, therefore,
biosecurity scanning is crucial to prevent the entry of biosecurity risks from the
shipping containers. The current methods for biosecurity scanning include manual inspection, detector dogs and 3-D x-ray scanners; however, these methods are
either time-consuming, prone to errors or costly.
In this research, we proposed a novel approach for biosecurity risk scanning using hyperspectral imaging technology and semantic image segmentation.
Specifically, the proposed method segments the target objects in the hyperspectral
images by analyzing the spatial and spectral signatures of the targets.
We reviewed the existing methods for hyperspectral image classification, including the traditional classifiers and deep learning methods; however, existing
methods are mostly patch-based classification, which has some limitations com61
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pared to the segmentation approach. We then reviewed the state-of-the-art deep
learning methods for semantic image segmentation.
For the segmentation approach, we built a hyperspectral data set called UOWHSI with 4,625 images, consisting of five classes: metal, plants, soil, creatures and
background. We developed an encoder-decoder network called H-Net based
on U-Net architecture. The encoder-decoder structure helps preserve the local
information and alleviate the vanishing gradient problem during backpropagation, which is beneficial for fine-grained semantic segmentation. We chose
EfficientNet-B2 as the backbone architecture for more effective feature extraction,
which was proved to have superior performance than other backbone architectures like ResNet-34 and MobileNet-V2. A spatial-channel attention module is
embedded in the decoder to jointly learn the salient spatial and channel features,
which improves the segmentation performance significantly without introducing
much computation cost to the model.
The proposed H-Net outperforms several state-of-the-art methods, achieving
an mIoU score of 92.46%, mDice score of 94.95%, and mean accuracy of 99.55%.
The proposed network can also process approximately 35 images per second,
which meets the real-time requirement for biosecurity scanning.

5.2

Future research directions

Some potential directions for future research can be listed as follows:
• Develop a deep network for hyperspectral image segmentation combining
the convolution and self-attention mechanism to take advantage of both
approaches [76]. Recent developments in semantic segmentation have seen
a surge in the application of self-attention to computer vision problems.
• Improve the inference time of the proposed network. The current network
meets the real-time requirement (processing up to 35 images per second);
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however, the inference time needs to be improved for a precise task like
biosecurity scanning.
• Expand the UOW-HSI hyperspectral data set by including more objects or
collecting the images at the ports. Extending the data set will be beneficial
for the generalization ability of the model and the effectiveness of biosecurity
scanning.
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