We propose a distributed approach to solve the multi-robot task allocation problem. This problem consists of two distinct sets: robots and tasks. The objective is to assign tasks to robots while optimizing a given criterion. This problem is known to be N P-hard even with small numbers of robots and tasks. The field of survivors' search and rescue is adopted: i.e. some Unmanned Aerial Vehicles are used to rescue a number of survivors. We choose this problem, given its importance in everyday life: (a) survivors are the tasks; (b) Unmanned Aerial Vehicles are the robots; and (c) the objective is to rescue the maximum number of survivors while minimizing the makespan (time elapsed between rescuing the first and last survivors) and traveled distances. The approach is composed of two phases: inclusion and consensus. During the inclusion phase, each Unmanned Aerial Vehicle builds a bundle of survivors using the Ant Colony System. During the consensus phase, Unmanned Aerial Vehicles resolve conflicts in their bundles of survivors (i.e. a survivor is being chosen by more than two Unmanned Aerial Vehicles), using an adequate coordination mechanism. The approach is implemented using Java programming language and JADE multi-agent Framework. The performance of our approach is compared to five state-of-the-art multi-robot task allocation solutions. Simulation results show that the proposed approach outperforms these solutions, in terms of: (i) makespans; (ii) traveled distances; and (iii) exchanged messages.
I. INTRODUCTION
The Multi-Robot Task Allocation (MRTA) problem is a key-concept in Multi-Robot Systems (MRS). It can be modeled as two distinct sets: a set T of tasks to be achieved and a set R of robots capable of doing these tasks. Goals of such a problem can be summarized as follows [79] .
1) The set T is divided into disjoint subsets T i .
2) The set R is divided into overlapping subsets R j .
3) Subsets T i are assigned to subsets R j , while a given objective function is optimized (minimized or maximized).
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The MRTA problem can be found in several fields of MRS, such as: reconnaissance [5] , [36] , unmanned search and rescue missions [26] , [27] , logistics [23] , [37] , [54] , autonomous exploration [12] , [28] , etc. The MRTA problem is known to be N P-hard [24] . Thus, it is important to take into account that the quality of found solutions is inversely proportional to the time complexity. To motivate our research and illustrate the correlation between task allocation, multi-robot systems, and industrial applications, let us present the following scenario. We imagine an online sale company that sells an article every hour. A robot at the warehouse receives an order; finds the corresponding item; prepares and packages the item; and finally sends it to the costumer. What happens if the company sells 20 items every hour? Every minute? Every second? VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/
In 2013, the online sale website ''Amazon'' sold 36.8 million items on a particularly popular shopping day. With 426 items ordered per second that day, a single robot would struggle to meet and follow all orders. If the warehouse used a team of robots (multi-robot system), then each robot should plan an efficient path, e.g. the shortest one, through the warehouse to retrieve the items to be shipped (without colliding with other robots and without taking their objects).
We propose a distributed approach to the MRTA problem, in the domain of search and rescue missions. It is based on the well-known consensus-based bundle algorithm [10] , which is an established benchmark for distributed MRTA problems [9] . The approach has two main phases. During the first phase, we use Ant Colony System [19] to allow Unmanned Aerial Vehicles to select survivors to rescue. Ant Colony System is introduced to generate bundles of survivors for each UAV, given to its efficiency to handle shortest path finding problems: i.e. our main objective is to minimize makespans and traveled distances in a fully connected undirected graph. During the second phase, a coordination mechanism is used to resolve conflicts in assignments between survivors and Unmanned Aerial Vehicles. Here we resolve assignment conflicts while optimizing bundle of survivors for each UAV: i.e. the Ant Colony System is dynamically executed when survivors are removed from the system; that is to say, we periodically run the Ant Colony System on an increasingly smaller number of survivors, which guarantees maintaining the best solution: i.e. minimize makespans and traveled distances. We compared the proposed approach to five state-of-the-art multi-robot task allocation solutions [35] , [36] , [40] , [58] , [81] . Obtained results show that our approach has a better performance, in terms of makespans, traveled distances and exchanged messages. Finally, our approach will be called ACS-MRTA.
The remainder of the paper is organized as follows. In section II, we overview previous work addressing the MRTA problem. In section III, we present the proposed approach and explain its steps. In section IV, we simulate our solution, compare it to some MRTA solutions, and discuss the obtained results. In section V, we conclude our work and propose some perspectives.
II. RELATED WORK
Several approaches have been proposed to solve multi-robot task allocation problems [7] , [20] , [21] , [33] , [40] , [43] , [50] , [51] , [53] , [57] , [75] , [78] . In general, they are categorized in three categories: market-based, optimization-based and behavioral approaches [31] . Sections II-A, II-B and II-C briefly overview some of these approaches.
A. MARKET-BASED APPROACHES
Market-based techniques are frequently used to address many multi-robot task allocation problems. This is due to multiple advantages [13] , [61] , [85] : (i) efficiency [11] ; (ii) robustness [11] , [14] , [85] ; (iii) scalability [11] , [85] ; (iv) online input [15] , [85] ; (v) and uncertainty handling [84] .
Market-based techniques are inspired from the economic theory, and generally provide an effective way to coordinate robots' activities. They are based on auctions: i.e. assign tasks to robots considering both robots' bids and auction criteria (objective function) [85] .
Market-based approaches use explicit communications for coordinations. A central unit announces the availability of tasks to be assigned and robots submit their bids. The central unit receives robots' bids and allocates tasks to robots considering a given objective function. Finally, the decision of the central unit is sent to robots [83] .
There are several pioneering works that addressed MRTA problems, using market-based techniques, such as: M+ [3] , First-Price Auctions [84] , Dynamic Role Assignment [6] , MURDOCH [23] , Traderbots [13] and DEMiR-CF [52] . Authors of works in [25] , [48] , [79] proposed three different solutions to solve the MRTA problem in the field of search and rescue missions. Also, coalition formation were used to address this problem [71] , [73] . Authors of [28] focused on formation of ad-hoc teams of heterogeneous robots in MRTA problems. They used several techniques: auctions, learning, clustering and genetic algorithms [26] , [27] .
Market-based techniques are well-suited for distributed robots and generally produce near-optimal solutions. However, they suffer from many disadvantages: (i) use of a central communication unit [30] ; (ii) consume many resources [30] ; (iii) scalability is only guaranteed for small to medium problems [13] ; (iv) formulation of objective functions is difficult [6] ; (v) and use of negotiation protocols [13] .
B. OPTIMIZATION-BASED APPROACHES
Optimization-based techniques solve MRTA problems by looking for the optimal solution. Usually, the purpose is quantitatively expressed in the form of an objective function and constraints are codded in the form of equations [55] . Many optimization-based approaches have been proposed [4] , [16] , [17] , [59] , [72] , [80] .
Authors of works [1] , [41] proposed two distinct solutions based on linear integer programming. The goal is to monitor a certain region and allocate tasks to robots. Works in [44] , [45] used the traveling salesman problem to formulate the MRTA problem and the simulated annealing to solve it. The simulated annealing was combined with some heuristics to assign jobs to processors [29] , [32] . Likewise, genetic algorithms were used to design a monitoring system, which is capable of tracking several targets and manage fires [27] , [56] . Optimization by ant colony was used in [63] , [66] , [68] to solve some MRTA problems. This problem was also solved using the tabu-search [8] , [32] .
In [38] , the simulated annealing and ant colony algorithms have been combined to solve both path planning and MRTA problems. Authors of the work [2] proposed some MRTA solutions and extensively tested them on some scenarios. Robots are highly heterogeneous and tasks are dynamic. Particle swarm optimization were used to propose a distributed algorithm to dynamically allocate tasks to real robots [46] . [39] , [69] , [70] used swarm intelligence for task assignment in large-scale multi-robot systems. The works in [77] , [82] treated the MRTA problem by handling spatial, temporal and energetic constraints. The work in [36] presented a good solution for the MRTA problem using spatial queuing. Finally, the works in [76] , [81] proposed two different solutions to the MRTA problem, using different metaheuristics, such as: firefly algorithm, quantum genetic algorithms and Artificial Bee Colony, Ant Colony and Bat Algorithm.
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Optimization-based techniques are also well-suited for distributed robots and generally produce near-optimal solutions in efficient way [81] . Besides, scalability is guaranteed even for a large number of robots [80] . However, they suffer from a major disadvantage: use of a central robot for decision making [30] .
C. BEHAVIORAL APPROACHES AND SYNTHESIS
In this category, tasks to be performed are divided into behavioral groups (tasks of the same group are interrelated). Generally, these approaches are robust, fault-tolerant and operate in real-time, but found solutions are locally optimal. Among behavioral approaches, we cite Alliance [49] , BLE [64] , and ASyMTRe [60] .
Gerkey and Matarić [24] proposed a formal taxonomy for distributed approaches. It uses three indicators: task, robot and allocation. The first one indicates whether a task can be Single-Robot (SR) or Multi-Robot (MR): i.e. it requires one or several robot(s) for its accomplishment. The second one indicates whether a robot can be Single-Task (ST) or Multi-Task (MT): i.e. it can perform one or several task(s) simultaneously. The third one indicates whether Assignments are Instantaneous (IA) or Time-extended (TA): i.e. allocations of tasks to robots are static or dynamic. In [34] , [47] , the taxonomy of Gerkey and Matarić [24] has been extended to include: (i) dependencies and constraints on tasks' scheduling; and (ii) precedence, synchronization and time windows constraints on tasks.
In fact, most real-life MRTA applications manipulate heterogeneous robots and tasks [31] . Thus, it is crucial to consider these characteristics in proposed solutions. Several features can be considered to handle robot heterogeneities, such as spatial positions, physical properties, and energetic constraints. Similarly, task heterogeneities can be characterized by their spatial positions, needs, and temporal constraints.
III. PROPOSED APPROACH A. MATHEMATICAL FORMULATION AND ARCHITECTURE
We propose an approach to solve the multi-robot task allocation problem. We choose search and rescue missions performed by some Unmanned Aerial Vehicles (UAVs) [62] , [65] , [74] . A number of survivors are trapped in an environment, that is difficult to access. Each survivor requires three kind of supports: drugs (D), food (F) and evacuation (E). Each UAV can evacuate the strained person and provide at least one of the two other required resources. Each survivor is supposed to be assigned to a group of UAVs, that should be built in an optimal way.
We define a set S = {s 1 , . . . , s n } of n survivors and a set U = {u 1 , . . . , u m } of m UAVs. The aim is to rescue as many survivors as possible. The following assumptions summarize the configuration of our multi-robot task allocation problem (i.e. search and rescue scenario): 1) A task (i.e. survivor) corresponds to some UAVs visiting its location and offering the required supports to the concerned survivor. For an UAV, visiting the location of a survivor and offering the needed supports is seen as the accomplishment of the considered task. Thus, we target scenarios where: a) Each UAV can only deal with one survivor at a time. b) Some survivors may require multiple UAVs. 2) Locations of UAVs and survivors are shared and supposed to be a common knowledge between UAVs. Thus, we target scenarios where assignments are instantaneous.
3) The rescue order of survivors (priorities) is crucial: i.e. usually we start with survivors having critical conditions. Each UAV builds its own list of victims to be visited. Moreover, UAVs' lists of victims may overlap (i.e. are not disjoint) and their content is invariant over time. 4) UAVs perform their tasks asynchronously. 5) A task is performed when the required UAVs have already visited its location (the strained person gets the required supports). 6) Each UAV has limited quantities of drugs and/or food and its evacuation capacity is also finite. 7) Finally, we omit search and rescue time and we just consider navigation time between survivors. According to assumptions 1, 2 and 3, we are dealing with the XD[ST-MR-IA] class of MRTA problems [34] . That is, each UAV can only deal with one survivor at a time (ST); some survivors may require multiple UAVs for their rescue (MR); assignments are instantaneous (IA); and the interest of an UAV for a given survivor depends not only on its own list of victims but also on the lists of victims of other UAVs in the system (XD). The objective is to maximize the number of rescued survivors, minimize distances that UAVs travel and minimize the rescuing time of survivors. Thus, the problem can be formulated as follows. Given a directed graph G = (V , E), where V is the set of nodes and E is the set of edges. The structure of G might be illustrated by Figure 1 for an exemple of 4 survivors: i.e. S = {s 1 ,
Nodes b and h of V represent barrack and hospital, respectively. Other nodes correspond to survivors s p ∈ S. Initially, all UAVs are located at the barrack b. Then, each UAV u q ∈ U should select some survivors to rescue and evacuate to the hospital h. It is important to take into account that each UAV must visit a node only one time. Each node υ k ∈ V has an associated profit
For simplicity, we suppose that the velocity of UAVs is uniform, that is to say: ∀u q ∈ U : a u q = u q and d u q = − u q . When an UAV u q moves from node υ i and reaches node υ j , then a reward R(τ u q υ i ,υ j , p υ j ) is obtained. Thus, each UAV computes a permutation σ u q of k survivors to rescue:
The goal is to find a solution that maximizes Equation 2.
Intuitively, the number of possible solutions for each UAV is: 1 + 2 + . . . + |S|. That is to say, it can rescue one of the |S| survivors, or two of the |S| survivors, and so on. Mathematically, the number of possible solutions for an UAV u q is expressed using Equation 3.
Number of possible solutions
where n : the number of all survivors: i.e. |S|. k
: the number of survivors to be rescued: |σ u q |.
We denote by T u q the tour of each UAV u q . That is:
Finally, we give the mathematical formulation of our multi-robot task allocation problem using Equations 5 to 13. means that the first station in the tour is the barrack and there is no path (that contains only the barrack and the hospital) between the barrack and the hospital and vice versa.
Equation 7 means that the last station in the tour is the hospital and there is no path (that contains only the barrack and the hospital) between the barrack and the hospital and vice versa.
Equation 8 means that at least one survivor must be selected.
Equation 9 means that at most |S| survivors must be selected.
Equation 10 means that each node can only be visited once.
Equation 11 means that the evacuation capacity of u q cannot be exceeded.
Equation 12 means that the food quantity of u q is enough. Q u q F > 0 is the food quantity that u q has and N x F > 0 is the quantity of food offered to survivor x.
Equation 13 means that the drugs' quantity of u q is enough. Q u q D > 0 is the drugs' quantity that u q has and N x D > 0 is the quantity of drugs offered to survivor x.
The Consensus-Based Bundle Algorithm (CBBA) [10] is a fully distributed multi-agent task allocation algorithm, and it uses a two-phase architecture. During phase one, called inclusion phase, each UAV uses a greedy-based strategy to form a bundle of tasks. During the second phase, called consensus phase, UAVs try to resolve different conflicts between them. It is worth pointing out that CBBA is an established benchmark for comparing performances of distributed task allocation problems [9] .
The two-phase architecture of CBBA is illustrated by Algorithm 1 (it is run independently on each UAV). In this work, we adopt this architecture for the allocation of tasks. Next sections describe inclusion and consensus phases. 
, visibility of the survivor υ j , when the survivor υ i is rescued. input : π υ i ,υ j , pheromone quantity of the edge (υ i , υ j ). input : β, parameter that regulates the influence of visibility. input : N , list of remaining survivors (i.e. have not been rescued). input : θ 0 , random number drawn from the interval [0, 1]. output: υ j , the selected survivor. 1 θ ←− random(0, 1); / * Exploitation of the search space * / 2 if (θ ≤ θ 0 ) then 3 The next survivor υ j is selected using Equation 14; 4 end / * Exploration of the search space * / 5 else 6 The next survivor υ j is selected using Equation 15; 7 end for each UAV. For example, if we consider the graph G of Figure 1 , a certain UAV u might construct the tour
This phase has a low computational complexity, because of the use of a greedy-based strategy [9] . However, as each UAV chooses survivors without any interaction with other UAVs, then there are likely many conflicts between them, which reduces the efficiency. We propose a strategy to construct a bundle of survivors for each UAV, using Ant Colony System (ACS) [19] . Algorithms 2 and 3 highlight this strategy.
Equation 14 is used to choose the edge υ i , υ j .
Equation 15 is used to compute the choosing probability of edge υ i , υ j .
Equation 16 is used to update the pheromone quantities of the tours made by ants.
Equation 17 is used to update the pheromone quantities of the best tour. Algorithm 2 is used by each UAV u q ∈ U to select the next node in the graph G = (V , E). Its instructions are explained as follows. • Lines 2 to 4: the next node is the one which maximizes Equation 14.
• Lines 5 to 7: the probability of choosing a node depends on its fitness. Equation 15 represents the fitness of each node. The following steps are used to select the next node: 1) Calculate the sum of all node fitnesses in N . Let S be that sum. 2) Generate a random number in the interval [0, S].
Let R be that number. 3) Go through the set N and sum fitnesses. When the partial sum is greater than R, stop and return the current node.
Algorithm 3 is used by each UAV u q ∈ U to construct the best bundle of survivors. Its instructions are explained as follows.
• Lines 1 to 5: pheromone matrix is initialized. • Line 8: initially, ant a ∈ A is at node b. • Line 9: initially, the tour is empty. • Line 10: the condition of the while loop means that:
(i) the evacuation capacity of u q is not exceeded; (ii) the food quantity of u q is enough; and (iii) the drugs' quantity of u q is enough. 
The term υ j returns the time elapsed between discovering and rescuing the survivor at node υ j : i.e. the smaller value of υ j is, the larger value of p υ j is. Parameter P υ j represents the priority of the survivor at node υ j . Parameters c 1 and c 2 are used to influence the importance of first and second terms, respectively.
Once Algorithm 3 is executed, each UAV u q ∈ U possesses now its best bundle of survivors: i.e. local solutions. These local solutions might not be considered as they are, since they may contain many conflicts: e.g. a survivor is to be evacuated by several UAVs at a time. Thus, we need to resolve these conflicts and find global solutions.
C. CONSENSUS PHASE
During this phase, UAVs interact and try to resolve conflicts in their bundles of survivors. We propose an algorithm to resolve conflicts between bundles of UAVs. At the end of this phase, we obtain a set of free-conflicts bundles. Each UAV is assigned to survivors of its list. We assume that a priority value is assigned to each survivor. This value is supposed to be the same for each UAV u q ∈ U . Below, we describe how conflicts are handled using Algorithm 4.
That is, we create an augmented bundle of survivors B u q for each u q ∈ U . It is used to synchronize interactions between UAVs. We summarize these assignments in Table 1 .
• Survivor s 1 supports family is:
• Survivor s 2 supports family is:
• Survivor s 3 supports family is: 
Now, we discuss how conflicts are dealt. Let s p ∈ S be a survivor that is in a conflict situation. Let s p denotes the supports that s p needs (drugs (D), food (F) and evacuation (E)), that is: s p = {D, F, E}. Let F s p = {F 1 , F 2 , . . .} be the supports family of s p . The conflict situation of survivor s p might be resolved if and only if the condition given by Equation 21 is verified.
Equation 21 means that all the supports that s p needs are offered and the same support that s p needs cannot be offered at the same time by two distinct UAVs. Thus, we need to build a new supports family F s p = { F 1 , F 2 , . . .} derived from F s p = {F 1 , F 2 , . . .}, for which : ( F 1 ⊆ F 1 ), ( F 2 ⊆ F 2 ), . . . and Equation 21 is verified.
We return back to the instruction (5-e) of Algorithm 4. Let U conflict = {ú 1 ,ú 2 , . . .} bet the UAVs for which ∀ú q ∈ U conflict : s p ∈ Bú q , with U conflict ⊆ U . Let Tú q + be the tour ofú q ∈ U conflict . The conflict situation of a survivor s p is resolved using Algorithm 5.
2) ALGORITHM 5 1) Let the couple (α, β) denotes the edge of Tú q + for which β = s p .
2) Eachú q ∈ U conflict computes R(τú q α,β , p β ), using Equation 19 , and shares this value with the other UAVs in U conflict . 3) When all the values are received, eachú q ∈ U conflict sorts them in descending order. 4) Each support in s p is assigned to the UAV u q ∈ U conflict which has the maximum value of R(τú q α,β , p β ). 5) Let U unassigned ⊆ U conflict be the set of UAVs for which no support of s p is assigned. Given the fact that the tour Tú + of each UAVú ∈ U unassigned is altered: i.e. the survivor s p is no longer in its bundle of survivors (s p ∈ Bú) . So, each UAVú ∈ U unassigned constructs a new bundle of survivors Bú using algorithm 3 and considering the set of survivors S \ Bú − . 
D. ANALYSIS OF THE APPROACH
In this section, we analyze the quality of solutions generated by our approach. We start with time complexity of different algorithms. Then, we discuss the convergence of the approach. Finally, we examine the optimality of the found solutions.
1) TIME COMPLEXITY OF THE APPROACH
We analyze the time complexity of Algorithms 2 and 3; and Pseudo-codes 1 and 2. For clarity, each one will be elaborated separately. This pseudo-code contains essentially a sorting phase (i.e. line 3) and one bloc of nested loops (i.e. line 5). Simple instructions will be omitted, since they do not really affect the time complexity of the pseudo-code. Fortunately, the time complexity of well-known sorting algorithms ranges from O(n log n) to O(n 2 ). We use Heap Sort algorithm [42] , which has O(n log n) as time complexity. The time complexity of the bloc of nested loops is O(|S| × |U |). Therefore, the time complexity of Algorithm 4 is O((n log n) + (|S| × |U |)). |) ). In conclusion, we observe that the worst time complexity in our approach is O(n 3 ), which is acceptable in case of search and rescue scenarios. It is worth pointing out that a CPU that executes one billion of operations peer second takes approximatively one seconde to perform f (n) operations, with n = 1000 (f is a given algorithm) [22] .
2) CONVERGENCE OF THE APPROACH
We discuss the convergence of the proposed approach: i.e. whether it always returns a solution or not. The proposed approach follows the same scheme as the Consensus-Based Bundle Algorithm [10] and contains two phases. During the first phase we use the Ant Colony System [19] to generate local solutions. Its convergence is proven in [18] . Thus, if the values of its parameters are properly chosen, then the convergence to near-optimal local solutions is certain. The convergence of the second phase is ensured by the condition of the while loop of Algorithm 4 (i.e. line 5). We use a list B u + that contains unassigned survivors. After | B u + | iterations of this loop, we are sure that the list B u + is empty, and therefore we have global solutions.
3) OPTIMALITY OF FOUND SOLUTIONS
According to the proven property of metaheuristics [67] , one can say that the solutions produced by our approach are nearoptimal. If the values of the Ant Colony System parameters are carefully chosen, then qualities of found solutions are very satisfying. Exact approaches always produce optimal solutions; however, their efficiency is very quickly deteriorated as the problem size increases [81] . In search and rescue missions the time is crucial. Our aim is to rescue survivors as soon as possible. The Ant Colony System produces acceptable solutions in an efficient way.
In addition, it is worth pointing out that the solutions generated by our approach are readjusted when conflicts are detected between bundles of survivors. In other words, when an UAV releases a survivor, then an new bundle of survivors is built to always ensure a near-optimal solution.
IV. SIMULATION, COMPARATIVE STUDY AND RESULT DISCUSSION
We simulate our approach on a number of search and rescue scenarios. We assume that the search phase is done: i.e. positions of survivors to be rescued are known by all. We used Java programming language and JADE multi-agent Framework to perform the simulation. In section IV-A, we present a brief overview of five MRTA solutions, used for the comparative study. In section IV-B, we explain the experimental setup. In section IV-C, we discuss and analyze the obtained results.
A. SOLUTIONS USED FOR COMPARISONS
We compared the performance of our approach to five stateof-the-art MRTA solutions [35] , [36] , [40] , [58] , [81] . We performed the comparison based on the following three metrics: (i) makespan; (ii) traveled distances; and (iii) exchanged messages. A brief description of each algorithm is presented next.
1) HUNGARIAN ALGORITHM (HA) [35] This solution takes initial locations of survivors and UAVs as input, and generates a solution that minimizes the distance traveled by each UAV. It is an offline algorithm, that is to say: it works with a static view of the environment and does not consider changes occurring during allocations. The numbers of survivors and UAVs must be equal to use this algorithm. If this is not the case, then it is iteratively applied for equal sets of survivors and UAVs. At each iteration, survivors are assigned to UAVs. If survivors are less/greater than UAVs, dummy survivors/UAVs are added to satisfy the equality constraint.
2) DECENTRALIZED GREEDY ALGORITHM (DGA) [58] Each UAV uses a Contract Net Protocol to select survivors. UAVs share only locations of survivors. At each round, UAVs broadcast bids and receive bids from other UAVs. A bid corresponds to the closest distance between an UAV and a survivor. If a given UAV has the lowest bid for a survivor, then the latter is allocated to the former. After that, a message is broadcasted to notify everyone about this assignment. This operation is repeated until all survivors are assigned.
3) REPEAT AUCTIONS ALGORITHM (RAA) [40] Each UAV computes a value of utility for each survivor. The utility value corresponds to the difference between the inverse of Euclidean distance (separating an UAV and a survivor) and the cost to rescue the survivor (initially set to zero). A bid value corresponds to the difference between the two highest utility values. It is added to the current survivor cost. Survivor costs are always shared between UAVs. If an UAV is outbided, then the process is repeated until the maximum value of utility becomes negative. Thus, the UAV has nothing to gain and waits for the next auction. When a stable assignment is determined, the auction round is over and winning UAVs are assigned to their survivors. 4 ) SPATIAL QUEUING-BASED ALGORITHM (SQA) [36] Each UAV builds a list of preferred survivors, based on its location and distances between survivors. A bid value corresponds to the product of the inverse of Euclidian distance (separating an UAV and a survivor) and the probability of selecting a survivor. Bid values are shared between UAVs. An auction-based mechanism is used to assign survivors to UAVs and resolve different conflicts: a survivor is assigned to UAVs with the highest bid.
5) FIREFLY ALGORITHM-QUANTUM ARTIFICIAL BEE
COLONY-MULTI ROBOT TASK ALLOCATION (FA-QABC-MRTA) [81] It is an auction-based solution. It considers an auctioneer, a set of bidders, and a set of goods (a particular UAV is the auctioneer, the rest of UAVs are the bidders, and survivors are the goods). The Contract Net Protocol is used for exchanging messages between the auctioneer and bidders. First, the auctioneer communicates survivors, to be rescued, to bidders and receives their bids (using the firefly algorithm); then it decides the best assignments between UAVs and survivors (using quantum genetic algorithm and artificial bee colony); finally, it notifies bidders. Table 2 .
C. EXPERIMENTAL RESULTS
The makespan is the time elapsed between the rescuing of first and last survivors in the environment. In other words, it is the time taken to rescue all survivors. ''SQA'', ''FA-QABC-MRTA'' and ''ACS-MRTA'', in terms of makespans. The number of UAVs is set to 5, 10, 15 or 20. The number of survivors is set to 6, 12, 18 or 24. It should be noted that the makespan is proportional and inversely proportional to the numbers of survivors and UAVs, respectively: i.e. makespan increases when the number of survivors increases, and decreases when the number of UAVs increases. First, we observe that solutions ''SQA'' and ''RAA'' have almost the same makespans for all simulations. Also, we notice that makespans of solutions ''DGA'' and ''HA'' gradu- ally increase as the problem size increases. ''FA-QABC-MRTA'' has good makespans, but not lower than ''ACS-MRTA'' which has the best makespan for all simulation scenarios.
The distance traveled by UAVs is an important metric for the evaluation of MRTA solutions, that is to say: minimizing distances means extending the autonomy of UAVs. Figures 6, 7, 8 and 9 show a comparison of solutions ''HA'', ''DGA'', ''RAA'', ''SQA'', ''FA-QABC-MRTA'' and ''ACS-MRTA'', in terms of traveled distances. The number of UAVs is set to 5, 10, 15 or 20. The number of survivors is set to 6, 12, 18 or 24. It should be noted that traveled distances are proportional and inversely proportional to the number of survivors and UAVs, respectively: i.e. distances increase when the number of survivors increases, and decrease when the number of UAVs increases. First, we notice that solutions ''SQA'', ''RAA'', ''HA'', ''FA-QABC-MRTA'' and ''ACS-MRTA'' produce almost the same traveled distances for all simulation scenarios. We observe that traveled distances produced by the solution ''DGA'' progressively increase as the number of survivors increases. Finally, the solution ''ACS-MRTA'' generates the best traveled distances for all simulation scenarios.
It is worth pointing out that the main reason why ACS-MRTA generates the better makespans and traveled distances is the use of Ant Colony System. Actually, this algorithm is known to be an efficient method to find the best solution to any problem that can be expressed as a shortest path finding problem: i.e. minimize makespans and traveled distances. Besides, the algorithm is dynamically executed when survivors are removed from the system; that is to say, we periodically run the ACS on an increasingly smaller number of survivors, which guarantees maintaining the best solution: i.e. minimize makespans and traveled distances.
We discuss the efficiency of HA, DGA, RAA, SQA, FA-QABC-MRTA and ACS-MRTA. We consider makespans to assess the efficiency of these methods (see Figures 2, 3, 4 and 5) . All methods are quite efficient: the worst makespan is achieved by DGA and it is approximately 1000 seconds. However, makespans tend to decrease as the number of UAVs increases, which is completely natural. Finally, FA-QABC-MRTA and ACS-MRTA are visibly the most efficient, in terms of makespans, compared to HA, DGA, RAA and SQA. But, ACS-MRTA is clearly the best one for all simulation scenarios (even with large numbers of survivors and UAVs, makespans are approximately 200 seconds).
In multi-robot systems, the number of exchanged messages is another important metric for the evaluation of MRTA solutions: minimizing the number of exchanged messages means increasing the reliability. Figures 10, 11 , 12 and 13 show a comparison of solutions ''DGA'', ''RAA'', ''SQA'', ''FA-QABC-MRTA'' and ''ACS-MRTA'', in terms of exchanged messages. ''HA'' solution is not considered, because it is centralized: i.e. each UAV computes its own solution without interacting with other UAVs. The number of UAVs is set to 5, 10, 15 or 20. The number of survivors is set to 6, 12, 18 or 24. First, we notice that the solution ''SQA'' has the highest number of exchanged messages, followed by ''DGA'', ''RAA'', ''ACS-MRTA'', and finally ''FA-QABC-MRTA''. ''FA-QABC-MRTA'' is better than ''ACS-MRTA'', in terms of exchanged messages. The main reason of this situation is that the solution ''FA-QABC-MRTA'' uses a central units and UAVs are only allowed to communicate with it; however, the solution ''ACS-MRTA'' is fully distributed and each UAV is allowed to communicate with any UAV. Finally, it is important to mention that the numbers of exchanged messages produced by ''ACS-MRTA'' are very close to the ones exchanged by ''FA-QABC-MRTA''. Table 3 represents time complexities of our proposed solution and algorithms used for comparisons, where n = max{|S|, |U |}. We notice that the time complexity of all algorithms is polynomial. The time complexity of DGA, RAA and FA-QABC-MRTA is O(n 2 ). The time complexity of ACS-MRTA is O(n 3 ). The time complexity of HA and SQA is O(n 4 ). Time complexity of our solution is in the middle of the other algorithms. However, it outperforms all of them, in terms of makespans and travelled distances; and almost all of them, in terms of exchanged messages.
V. CONCLUSION AND PERSPECTIVES
We presented a distributed approach solution to the multi-robot task allocation problem, that combines the consensus-based bundle algorithm [10] and Ant Colony System [19] . We chose a case study where we have a number of survivors, which need to be rescued by some Unmanned Aerial Vehicles; that is to say: (a) survivors are the tasks; (b) UAVs are the robots; and (c) UAVs should rescue as many survivors as possible while optimizing makespans and travelled distances. Since the approach is based on the consensus-based bundle algorithm, thus it has two main consecutive phases. The first is performed once and the second is dynamically executed to maintain the best quality of generated solutions if changes occur in the environment. In the inclusion phase, each UAV selects survivors to rescue using the Ant Colony System [19] ; therefore a bundle of survivors is built for each one. In the consensus phase, a coordination mechanism was proposed to resolve the conflicts generated in the consensus phase. UAVs exchange messages, share information and the Ant Colony System [19] is periodically executed if survivors are removed. The approach is implemented using Java programming language and JADE multi-agent Framework. Comparison studies among the proposed approach and five other algorithms [35] , [36] , [40] , [58] , [81] , in terms of: (i) makespans (a gain of 77, 5%); (ii) traveled distances (a gain of 40%); and (iii) exchanged messages (a gain of 75%), were conducted on 16 different cases to demonstrate the performance of the proposed solution.
As perspectives, we plan to further improve the proposed approach by using energetic, temporal, and spatial constraints on survivors and UAVs. Also, we aim to implement it on some real-life scenarios: using real UAVs and survivors.
