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Quantum computation
There has been a rapid technological development in the eld of computers during the past 50 years, which made it possible to solve m a n y computational problems in an e cient w ay. There remain however, many important problems for which still no e cient solutions are available today. Assuming that the evolution continues at the current rate, it is to be expected that some of these problems will resist an e cient solution without the application of entirely new approaches. This fact led scientists to seek for non-conventional computational models. One of the most interesting directions in this eld is quantum computation. Since the discovery of quantum mechanics, it has been found that the the laws of probability i n quantum mechanics are inherently di erent from that encountered in the conventional probabilistic models. It was believed that by applying quantum computation models many u n til then intractable problem may become solvable. At the same time electronic components of the computers became smaller and smaller to the extent that these components themselves become subjected to the laws of quantum mechanics. As a result the electronics used in computers is quantum electronics. This fact led to the conviction that computers based on quantum principles belong to the real world, and we should alter our way of thinking and adapt it to the rules of quantum physics.
Feymann 7] was the rst to ask what e ect the behavior of quantum systems would have on computation. He claimed that it is intrinsically expensive t o s i m ulate quantum systems using classical computational methods, and that by using \quantum computers" this problem could be overcome. Subsequently Deutsch 6] formulated a quantum computational model, QTM (Quantum Turing Machine), and wondered whether the quantum computer has capabilities beyond that of the classical Turing machine. This question has attracted great interest (see 3] 18] 14]). The most remarkable result in this eld was obtained by P eter Shor 13] who has shown that using Deutsch's model one can solve the problem of factorization, i.e. nding the prime factors of a natural number. This problem has a long history in the eld of mathematics, it is widely believed that there exists no e cient c o n ventional algorithm for this problem. Many cryptographic methods are based on this belief. Shor found a fast quantum algorithm for the above problem, but at present the question whether Shor's result refutes the thesis of Church-Turing is still open because:
The proof that there does not exist an e cient algorithm for the factorization problem based on Turing machine is still outstanding It has not been shown that QTM can be realized in a concrete form. Together with an interest in the above questions, there arose simultaneously an interest in quantum cryptography. Cryptography is a eld in computer science which deals with the problem of safe transfer of information in a coded form. It has undergone rapid development in the past 20 years. As mentioned before most methods in this eld are based on computational di culties in various mathematical problems (e.g.-factorization problem). Although the existence of these di culties is widely accepted, it has not yet been proven. These methods thereby l a c k a strong mathematical foundation. 7 The special eld of quantum cryptography deals with the transfer of coded information using quantum principles. The proof of the safety of these methods is based on quantum mechanics it therefore has a more solid theoretical foundation. Because the quantum devices involved are relatively simple, several models based on the transfer of quantum coded information have already been realized (see 2] 4] 8]).
Quantum communication
The quantum communication model is based on the communication model of Yao which w as presented in his paper 17] . This model (the classical one) deals with the issue of communication by considering a situation in which t wo p l a yers A B wish to evaluate a function f(x y). The input x is known only to A, a n d y is known only to B. In order to compute the function they have to communicate using some protocol. The resource in which the model is interested is the amount of communication needed for this purpose. In this context we have to mention Shanon's information theory, w h i c h also deals with the issue of transferring information and compare between the two models. Roughly speaking the main di erence between this model and the well known Information theory of Shanon is that information theory deals with the question of how to send messages (how t o o vercome problems of noise, faulty links, etc.). The communication model on the other hand is concerned with the problem of what to send (i.e. design protocols). The motive in constructing this model was the wish to analyze computational models. This model proved to be successful in the area of computational complexity and many results were obtained by considering this model. Moreover extensive research whose main subject was communication was conducted in the eld of computer science. The reason for this is the importance of the abstract notions communication and information in computers.
The quantum communication model deals with the information transferred in a quantum system. The model considers a quantum system divided into 3 parts A B C where A B are the parts which c o m m unicate via C. Similarly to the classical model we deal with a situation in which some input x is coded in A and y in B, w e a r e i n terested in the amount of information/communication needed to be transferred by a quantum time evolution process until the value f(x y) can be determined. Yao in his paper 18] which deals with quantum computation was the rst (and in fact the only) researcher to mention quantum communication. He proved a quantum communication lower-bound of loglog(n) for the majority function (a result which is generalized in this paper) and showed how to obtain a l o wer bound for quantum computational models using the above result. My primary motive in examining such a model was to compare quantum computational models with the classical models (TM, probabilistic TM...). More speci cally I wanted to investigate whether the well known lower bounds for classical computation which are derived from communication hold true for quantum models of computation. Another motivation is an interest in communication for itself. As technology gets more and more sophisticated we h a ve to start looking at quantum devices as a means for transferring information (see 2] 4] 8]).
In this thesis a complete and formal de nition of the quantum communication model is given. Afterwards we s h o w h o w t o s i m ulate probabilistic protocols by using quantum communication. This includes:
Showing how to amplify the probability of success Showing how to simulate a probabilistic protocol using a quantum protocol. We then continue by comparing quantum communication to probabilistic communication. We show that some basic lower bounds for probabilistic communication also hold for quantum communication.
There exists at most a maximal exponential gap between deterministic communication and quantum communication (this is a generalization of the majority result which appears in Yao's paper)
Most boolean functions f : f0 1g n f 0 1g n ! f 0 1g need (n) q u a n tum communication (this is the trivial upper bound). We present Y ao's lower bound of (n) for the inner-product mod 2 function. This gives an explicit function which needs (n) q u a n tum communication (this result was not previously published and has been e-mailed to me by Y ao) Still the question whether the probabilistic lower bound for the DISJOITNESSfunction holds for the quantum case is left open. Moreover the more general question whether quantum communication is more powerful than probabilistic communication? is left open.
In section 6 we concentrate on the relation between one-round quantum communication and one-way probabilistic communication (the issue of one-round randomized communication is discussed in 11]). We follow the technique of complete problems:
We de ne a complete problem for the class of functions whose one-way randomized communication is polylog. We de ne a complete problem for the class of functions whose one-way q u a n tum communication is polylog, w e discuss the relation between this problem and the complete problem for the randomized case. We de ne a second complete problem for the quantum case, and give 1-round randomized protocol for a special case of this problem. In this section we shall try to give a brief description of the the way Q u a n tum Mechanics Theory views a \simple" system. This section is not intended to \teach" Quantum Physics, for this purpose the reader should refer to 15]. In the rst subsection we g i v e the postulates on which the mathematical description of a quantum system is based. These postulates should be treated as axioms. They are the foundations of Quantum Mechanics, and they come from observing physical phenomena and help us to formalize the mathematical description. Because this section when it comes separately can sound a bit vague we shall give a mathematical description of a very simple system (which p h ysics name 'spinor'), and demonstrate how these principles are implemented.
The postulates of quantum mechanics
When we describe a physical theory we h a ve t o g i v e a n s w ers to several questions, thereby giving a basis for the mathematical description. The postulates provide us answers to the following questions:
What is the description of a state of a quantum system at a given time? Given the state, how c a n w e predict the results of the measurements of various physical quantities? (i.e what is the meaning of a state). How can the state of the system at an arbitrary time t be computed when the state at time t 0 is known? Quantum Mechanics describes a system by specifying a vector space (Hilbert space). The following six postulates de ne a discrete system. 1. At a xed time t 0 , the state of a physical system is de ned by specifying a normalized vector belonging to the state space V. The standard notation for this vector is the Dirac notation j (t 0 )>. 2. Every measurable physical quantity A is described by a linear operator A acting in V, this operator is called observable.
3. The only possible result of the measurement o f a p h ysical quantity A is one of the eigenvalues of the corresponding observable A. 4 . When the physical quantity A is measured on a system in state j (t 0 )>, the probability of obtaining the eigenvalue a n of the observable A is: P r (a n ) = j <u n j (t 0 )> j 2 
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Where j u n > is the normalized eigenvector of A, associated with the eigenvalue a n . <u n j (t 0 )> denotes the inner product of the vectors ju n > j (t 0 )>.
The above formula is true when this eigenvalue is non-degenerate. The formula for the general case (degenerate eigenvalue) is a simple generalization of the previous one. P r (a n ) = gn X i=1 j <u i n j (t 0 )> j 2 Where g n is the degree of degeneration, and fj u i n >g is an orthonormal basis of the eigensubspace associated with the eigenvalue a n . 5. After performing a measurement on the system, and getting a result a n , the system is no longer in its previous state but in a state corresponding to the eigenvalue a n 6. The time evolution of the state vector j (t 0 )> is governed by the Schroedinger equation:
Where H(t) is the observable associated with the total energy of the system. If this observable is independent of time, and time is discrete this equation can be written as: In this section shall describe a simple system in the framework of quantum mechanics.
Suppose there is a system that can be described by a t wo dimension space, which has an orthonormal basis :
This system is usually called spinor. We associate with these two v ectors two states of the system S 0 S 1 , which w e name basic states. We associate with the state of the system at time t a v ector of the form: 
Computational complexity
Computational complexity is a mathematical branch of Computer Science which deals with the analysis of di culties one encounters in the calculation of functions. The purpose of the present section is to discuss various approaches used in solving problems in Computational Complexity. These di er in several aspects from those used in other areas of mathematics.
In the following, we shall describe some of their essential features. For a more detailed discussion in this subject see 12] . In order to investigate the di culties of computing some function f we h a ve to specify some computational model which is a mathematical model (e.g. Turing machines, boolean circuits). Having de ned a particular model, 'Algorithm' is the method of computing a desired function in this model. We h a ve to specify in the model the various resources required in the computational process (the number of steps, memory requirements, etc..). These resources determine the various measures of the \cost of the Algorithm" which presents the central issue in Computational Complexity. The \cost of the Algorithm" is normally calculated for the worst case situation (\worst input"). In most cases we deal with boolean functions f : f0 1g n ! f 0 1g. W e assume that f is de ned for every n. W e a r e i n terested in the assymptotical behaviour of the cost of the Algorithm when n ! 1 . The cost of the best possible Algorithm for a function (\cheapest" Algorithm) de nes the complexity o f t h e function.
For every \Computational Model" a probabilistic variant can also be de ned. This can be done in two w ays which i n m a y cases are equivalent:
1. De ne a \random Algorithm" as an Algorithm which uses \random steps". 2. De ne a \random Algorithm" as constructing a probability distribution over deterministic Algorithms. The cost of the \randomizes Algorithm" or the reliability of the \randomized Algorithm" in computing the function are measured by a veraging over the random steps, or alternatively over the distribution of the Algorithms. It should be remarked that these results refer in most cases to the worst case input. (Note that we do not make a n y assumptions regarding a speci c distribution over the inputs).
Complexity theory categorizes functions into classes according to their complexity. Its aim is to nd relations among the di erent complexity classes. An important method to determine relations between two classes A and B is to nd a complete function f (complete problem), which is a function f 2 A , and to which w e can reduce every function f 
Communication complexity
In this section we will introduce Yao's model of communication complexity, which w as introduced in his paper 18]. In subsection 1 we g i v e de nitions for the deterministic case. In subsection 2 we p r e s e n t the probabilistic variant. In subsection 3 we l i s t k n o wn results in the classical(non-quantum) model which are related to the \quantum results". For further reading the reader should refer to 9] 10])
Model de nition
Yao's Communication model is a computational model in which w e are only interested in the resource of communication. Thus, the notion of Algorithm is replaced by the notion of Protocol. The communication model deals with the following situation:
Two players Alice and Bob wish to compute the value of a function f : X Y ! Z, where X, Y , and Z are arbitrary sets, on a given pair of inputs x 2 X and y 2 Y . The di culty in the computation is due to the fact that only Alice knows x, and only Bob knows y. Alice and Bob are allowed to communicate by sending messages (bits, or strings of bits) between themselves according to some protocol P. T h e cost of P o n a g i v en input (x y) is the number 13 of bits sent b y Alice and Bob together for the input. The overall cost of P is de ned as the worst case cost over all inputs. The communication complexity o f a f u n c t i o n f is de ned asthe minimum cost over all protocols that compute f. In the following we formalize the notions described above. The outcome of applying protcol P on an input x y can be computed in a recursive form.
For every pair (x y) this sequence must be nite. The last message which i s s e n t i s M l . l is known to each of the players by his input and by the messages sent. The output of the protocol named P(x y) is de ned as the last message M l . The cost of P on input x y is the total length of the messages sent on this input. The cost of P is max x y (cost of P on input x y) P is said to compute f : X Y ! Z if 8x y P(x y) = f(x y) We n o w de ne the deterministic communication complexity for a function f : X Y ! Z. De nition 1 D(f) (deteministic communication complexity) is de ned as the minimum cost over all deteministic protocols that compute f
In most cases we shall deal with the case X Y being f0 1g n (n ; bits strings) and Z f0 1g.
In the following, some protocols are shown:
Example 1 A and B are given each a n-bits string and they wish to know if they have the same strings, the function f is therefore de ned as: EQ(x y) = ( 0 i f x = y 1 otherwise For this problem (and for all other problems) there exists a trivial protocol in which A sends its input x to B. B computes EQ(x y) and tells A the answer. This protocol requires n+1 
The probabilistic variant
As for almost any other computational model when we add the power of randomness we get interesting results . But what do we mean when we s a y a random protocol? Alice and Bob have an access to some private random strings r A r B so they can choose their messages at random. In the following we formalize the notions described above. k. The outcome of applying protcol P on an input x y can be computed in a recursive form.
For every (x y) this sequence must be nite. The last message which is sent i s M l . l is known to each of the players by his input, by h i s p r i v ate random string and by the messages sent. The cost of P on input x y is the expected total length of the messages sent o n i n p u t x y. The cost of P is max x y (cost of P on input x y) W e s a y that a random protocol P and tells Alice the answer.
The probability of mistake is probability that x 6 = y and (x mod p ) = ( y mod p) This happens i x 6 = y and p is among the divisors of x;y. There a r e at most log(x;y) < n divisors. so the probability of mistake is less than n ;1 . F or the claculation of the number of bits sents we recall a known fact from Number Theory which states that the rst n 2 primes are in the range 1 : : : n For this function we k n o w:
Even though we know that most of the function need linear communication, it is not clear that we can give an explicit \expensive" function. This result tells us that a certain function is \expensive".
3 De nition of the model
Overview
In this section we de ne the model of quantum communication. We shall use notions from linear algebra, for example: tensor product. A description of the terms and the mathematical notations used appears in the appendix. The model of quantum communication deals with the complexity of the time evolution of many particle systems (spinors). It is based on the analysis of the transfer of information within the system. For this purpose we divide the system into three parts: A B and C. A and B are entities which communicate with each other, they correspond to Alice and Bob in Yao's model. Communication is transferred via C. We regard this system as a model for computing boolean functions f : f0 1g n f 0 1g n ! f 0 1g. The initial state of the system codes the input of the function: x 2 f 0 1g n is coded in A and y 2 f 0 1g n is coded in B. The nal state codes the value of f(x y). T h e c o d i n g i s d o n e b y the state of one of the particles (spinors). In terms of quantum mechanics, we obtain a random variable 2 f 0 1g, b y measuring the state of the particle. The value of the random variable will be f(x y) with high probability. The process of computation (called the protocol) consists of a series of unitary transformations (as in the quantum computation model QTM). Each unitary transformation can change either the state of the pair of components A C or that of B C. It is implied that there is no direct interaction between A and B. The amount o f communication which is transferred is equal to the number of unitary transformations times the number of particles in C. This quantity is called the cost of the protocol. We shall say that a protocol P computes the function f, i f f o r e v ery pair of values x y the protocol changes the state of the system starting with a certain initial states coding x y and ending in a nal state coding f(x y). The quantum communication complexity of a function f is then de ned as the minimal cost required for a protocol which computes f. In the next section a more rigorous and formal de nition of these terms will be given.
States
We give here the mathematical description of the states of the system as vectors in some j 01 1 10>= j 01> j 1> j 10> In terms of H j 01 1 10> is actually j 01110> implying that it is the unit vectorẽ 14=01110 According to our rst notation we can drop the leading zeroes in j 01110> and write it in the form j 1110> .
We h a ve n o w the mathematical description of a system built from 3 parts as a tensor product of three vector spaces, and the mathematical description of its basic states as unit A j x 0 y > 2. Denote by P(x y) the probability of getting 1 when measuring the rst bit in H c : pr(R com (P x y ) = 1 )
Next we de ne the meaning of the statement that a protocol \computes" the function f.
De nition 9 The protocol P is said to compute f with accuracy if: 8x y pr(R com (P x y ) = f(x y)) 1 ;
For a protocol P which computes f with accuracy we h a ve 1. f(x y) = 1 ) P(x y) 1 ; 2. f(x y) = 0 ) P(x y)
We are able now to de ne the notion of quantum communication complexity.
De nition 10 The quantum communication complexity Q (f) is de ned as the minimum cost over all quantum protocol that compute f with accuracy . In the following, Q 1=3 (f) will simply be denoted a s Q(f) 21 4 Discussion
Technical lemmas
In this section we shall deal mainly with technical results. These results will show that it is possible to perform simple operations using the quantum model which are comparable to those performed when using the classical model. Below i s a s e r i e s o f l e m m as each following from the preceding one. The last lemma s h o ws that we are able to amplify probabilistic results by repeated application of a quantum protocol. The essence of the proof is to demonstrate how a repetition of the quantum protocol can be performed. For this purpose we shall show h o w the protocol can preserve the initial inputs. The proofs are given in the appendix, as they involve n umerous details. Let P be a p r otocol acting on H m c for some function f : f0 1g n f 0 1g n ! f0 1g. P will be c alled a p r otocol which preserves the input, if the following holds: 8x y 2 f 0 1g nP x y = X i j k a i j k j i x j k y> Lemma 2 For every protocol P in H m c that computes a function f : f0 1g n f 0 1g n ! f0 1g with accuracy there exists a protocol P 0 which acts on H m+n c that computes f with accuracy , and preserves the input, moreover C(P) = C(P 0 ).
In the classical model, given a protocol which computes a function f : X Y ! f 0 1g with probability 1 ; , i t i s a l w ays possible to construct an alternative protocol which will repeat the original protocol three times and will return the \majority result". The probability o f the success of the new protocol will be identical with the probability of getting at least two \heads" when ipping three times a coin with parameter 1 ; :
The price of the new protocol is three times that of the original one, which implies: 8f R 
Quantum communication as compared to probabilistic communication
The purpose of this section is to prove t h a t w e can simulate a probabilistic protocol by using a quantum protocol. We start by simulating a deterministic protocol.
Lemma 4 8f : f0 1g n f 0 1g n ! f 0 1g Q(f) O(Dcc(f)) Proof: We assume in the deterministic protocol that alternate players send single bits.
This way of communication increases the cost by a factor of 2, at most. Suppose we h a ve a deterministic protocol for f, of cost l. Note that C(P) = l 2
5 Lower bounds
Overview
In section 4 it was shown that quantum communication is as cheap as the probabilistic communication. In this section we shall see that some lower bounds to the probabilistic communication also hold in the quantum case. In part 1 we shall prove t wo theorems. The rst one will show that there exists at most an exponential gap between deterministic communication and quantum communication. The second will prove that most of that boolean functions f : f0 1g n f 0 1g n ! f 0 1g require linear quantum communication.
These two theorems follow from the description of a quantum protocol by a set of matrices. Part 2 is based on a theorem by Y ao. This theorem proves the existence of a linear lower bound for a speci c function. In this section we shall deal only with protocols for H m . The results can be generalized for general spaces H m c . All these results will follow from the analysis of quantum protocols which is presented in the next section.
Quantum protocol analysis
Lemma 5 For every protocol P of cost l and for every input x y 2 f 0 1g n . where the set fṽ j A g can be computed using P and x fṽ j B g can be computed using P and y. The set fṽ i A g i2f0 1g l didn't change through the induction step, it just doubled it self by repeating each v ector twice, so if the previous set could be computed from P and x so is this set. The set fṽ i B g i2f0 1g l changed according to the previous set and the last transformation, so if the previous set was a function of P and y so is this set. 2
De nition 13 Let P be a p r otocol of length l, denote by f0 1g l , then the following holds for a protocol P of cost l:
jP(x y) ;
Basic lower bounds
In this subsection we shall prove t wo theorems that follow from the previous subsection.
Theorem 3 For most of the functions f : f0 1g n f 0 1g n ! f 0 1g Q(f) n=2
Proof: The argument is based on counting. There are 2 2 2 n di erent functions f : f0 1g n f0 1g n ! f 0 1g. There are at most 2 2 2 n O(l) 2 l di erent protocols of cost l (in order to describe anyone of them we can write the 2 2 n matrices). It follows that there are at most 2 0(n 2 3=2 n ) di erent functions with a protocol of cost l = n=2. (It should be remarked that if a function has a protocol of cost l n=2 it has also a protocol of cost l = n=2) 2
Theorem 4 8f Q(f) (log Dcc(f)) Proof: The proof is based on a simulation of a quantum protocol of cost l by a deterministic one-round protocol of cost l 2 l . Suppose we h a ve a quantum protocol P for f, and the cost of the protocol is l. Using the ampli cation lemma (see 1) we can assume:
The probability that the protocol's answer on x y i s 1 i s :
P(x y) = ( M x A M y B ) We construct a 1 round deterministic protocol for f. EQ(x y) = ( 1 x = y 0 otherwise 29 Where x y 2 f 0 1g n , the deterministic lower bound is (n), so we get a lower bound of (log(n)). B e cause, on the other hand R(EQ) = (log(n)) this is a tight bound, meaning that also Q(EQ) = (log(n)) and we conclude that Q(EQ) = R(EQ).
Discrepancy lower bound
This section shows that a speci c technique for proving lower bounds in probabilistic communication can be generalized also to the quantum case. For this purpose we shall de ne the following terms.
De nition 14 Q(IP 2 ) = R(IP 2 ) = (n) 6 Complete problems
This section deals with the relation between quantum and probabilistic communication complexity b y using the concept of a complete problem. In the following we shall limit the discussion to 1-round protocols only. A 1-round protocol is a protocol in which A sends a message based on its input to B, and based on this message and its input B computes the value of the function f(x y). Subsequently, B sends this value to A. A convenient representation in this case of complete problems will be inner product of vectors. The de nition of complete problems in the quantum and the probabilistic case will shed light on the relation between the two modes of communication. The de nition of a complete problem in the quantum case will provide us with an explicit form of a function. The proof of either a lower bound or an upper bound to the probabilistic communication of this function will yield immediately a theorem regarding the relation between 1-round probabilistic and 1-round quantum communication complexity. In subsection 1 we present a fairly simple function which is complete for the class of boolean functions whose 1-round probabilistic communication complexity i s polylog(n). First we need to de ne completeness in this context. This is done using rectangular reductions, which w ere introduced in 1].
In subsection 2 we shall use the de nitions of subsection 1 for the quant u m c a s e a n d de ne a complete problem for the class of boolean functions whose 1-round quantum communication complexity i s polylog(n).
In subsection 3 we shall de ne another complete problem for the quantum case. We shall present an e cient probabilistic protocol for a special case of of the quantum complete problem. Proof: Without loss of generality, w e assume thatq is non-negative, and thatp is a probability v ector, i.e.,p is non-negative, and kpk 1 = 1 . W e start by describing a 1-round randomized protocol for computing INP 1 1 , whose cost is O(log n). Clearly, it follows that INP par 1 1 belongs to the class of boolean functions whose 1-round communication complexity is polylog(n). Alice repeats the following process k times, where k is a constant. She chooses an index i with probability p i and sends it to Bob. For the`'th repetition of this process, let X`be the va l u e o f t h e q i corresponding to the index i sent b y Alice. Bob then outputs the average of the X`'s. The X`'s are random variables which take v alues in 0 1], and whose expect value is P n j=1 p j q j , the inner product betweenp andq. Applying Cherno bounds, if k = O(1= 2 2 log(1= 1 )), then with probability at least 1 ; 1 , the absolute value of the di erence between the average of the X`'s, and (p q) i s a t m o s t 2 . F or constant 1 and 2 , the cost of the protocol is thus O(log n).
Next, we describe a rectangular reduction from any g i v en f : X Y ! f 0 1g for which R A!B (f) = polylog(n), to INP par 1 1 . I f R A!B (f) = polylog(n) then there exists a 1-round communication protocol P for f that has the following properties. For every x 2 X, Alice's side of the For every x 2 X, Alice's side of the protocol de nes a probability distribution over all messages of length c, where c = polylog(n), and for each s u c h message, and for every y 2 Y , Bob's side of the protocols determines a probability of outputting 1. For 1 i 2 c , let M i denote the i'th message in some arbitrary enumeration of the messages Alice can send Bob. Let p i (x) be the probability that Alice sends the message M i to Bob given that her input is x, and let q i (y) be the probability that Bob outputs 1 given that he received the input y, and that Alice sent him the message M i . T h us, using the notations from De nition 16, we de ne g 1 (x) t o b ẽ p(x), and g 2 (y) = q(y). The dimension of both vectors is 2 c which i s 2 polylog(n) , and we let each coordinate be written with exponential precision, using O(n) bits. It remains to be shown that f(x y) = INP par 1 1 (p(x) q(y)). By de nition ofp andq,
Since P r P(x y) = 1] should be greater than 2=3 i f f(x y) = 1 and smaller than 1=3 otherwise, the claim follows. 2 6.2 A complete problem for 1-round quantum communication 
