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Chapter 1 
Introduction
1.1 Introduction
Wireless communication systems have come a long way since the first successful experiments to 
transmit intelligent messages by Marconi in the 1890s. The period of 1890 to 1940 can be 
described as a golden age of radio communications and was dominated by the invention and rapid 
penetration of broadcast radio and to some extent television as well for the masses. Frequency 
modulated (FM) transmission was invented by Armstrong in this period and became a de-facto 
means for radio communications. The period from 1940 to 1980 is a relatively quiet period 
regarding fundamental developments or significant innovations in radio telecommunications for 
commercial purposes [CALH03]. Though microwave radio links were established in long 
distance networks and satellites provided connectivity (primarily through Intelsat and Inmarsat) 
across large geographic areas and continents, the mainstream telecommunication was still wire- 
lined. This period though saw significant developments in digital electronics, software 
development as well as information and coding theory.
The next couple of decades (1980s and 1990s) saw a big revolution in wireless communications 
with the introduction of analogue cellular systems such as the Advanced Mobile Phone Service 
(AMPS) in the US, Nordic Mobile Telephone (NMT) in Scandinavian countries and TACS in the 
UK [MOUL92]. These generation systems were analogue systems employing frequency 
division multiple access (FDMA) and FM transmission and it soon became clear that these were 
inefficient regarding spectrum usage and would not be able to cope with the increasing number of 
users. Moreover, being analogue in nature, digital signal processing was not possible. The 
problem was in the air interface and a change was thus needed. This realisation led to efforts that 
resulted in the 2“^  generation (2G) cellular systems. In Europe, this took the form of Global 
System for Mobile communications (GSM) whereas in US, the form of (Interim Standard) IS-54, 
IS-136 and lately IS-95. Predominantly 2G systems use time division multiple access (TDMA) 
with the exception of IS-95, which uses narrowband code division multiple access (NCDMA).
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Being digital in nature, 2G systems use digital signal processing such as speech compression and 
error control coding to obtain better spectral efficiency than the generation systems.
The second generation cellular systems have been such a success that even the wild estimates of 
the number of subscribers in the business plans were very quickly exceeded [CALH03]. GSM in 
particular proved very successful due to its international standard acceptance and the number of 
its subscribers doubled in 1997 and again in 2000. By the end of 2004, GSM had about 1.2 billion 
subscribers around the globe [GSM05]. It is logical to expect that the increase in the number of 
subscribers will decrease with time and will eventually flatten out. This trend is being observed in 
the developed countries. So a question arises why do we need 3^  ^ generation (3G) mobile 
communication systems. The answer lies in the fact that 2G systems have prhnarily been voice 
oriented and support only very low bit rate data services. With the emergence of the Internet in 
the mid-1990s and its explosive growth, mobile operators have had to provide connectivity 
between the Internet and mobile devices and to provide multimedia content-based services in 
order to sustain the growth of traffic and in turn revenues. Moreover, packet based data services 
usually require very low bit error rates which is difficult to provide by 2G voice based cellular 
systems that operate at a bit error rate of (BER) of 10'^ [CALH03]. Thus a need was felt for 3G 
systems and a roadmap was developed for eventual migration to them by enhancing the existing 
capabilities of 2G systems, in case of GSM by introducing compatibility with the Internet 
Protocol (IP) through General Packet Radio Service (GPRS) and the use of 8-PSK modulation for 
increasing the data rates through Enhanced Data rates for GSM Evolution (EDGE). These are also 
known as 2.5G systems.
It is clear that 3G systems have to offer a variety of Internet type services; should be driven by 
multimedia content, optimised for the mobile environment, able to use the core network of 2G 
systems, be spectrally more efficient than 2G systems and be able to evolve further to 
accommodate future needs. These requirements put constraints on the air-interface of 3G systems 
and require better interference avoidance and interference management techniques. For these 
reasons, variants of code division multiple access (CDMA) have been chosen for 3G systems. In 
the US, multi-carrier CDMA has been chosen as the air-interface scheme and is known as 
CDMA2000 whereas Europe has adopted wideband code division multiple access (WCDMA) 
where it is commonly known as Universal Mobile Telecommunication System (UMTS). Both of 
the latter are members of the International Mobile Telecommunication-2000 (IMT-2000) 
standardization framework.
IMT-2000 is currently in the deployment stage in many countries of the world and has about 16 
million subscribers by the beginning of 2005 [UMTS05]. Network deployment and radio network 
dimensioning is a complicated task and takes place in various stages. The first and foremost stage
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is the link-level analysis that characterise the E& / N q requirements for a particular service at the 
required value of block error rate (BLER). The results of link analysis also help in link-budgeting 
and are then fed into the system-level simulators that identify important system parameters such 
as overall tliroughput, delay, noise rise, etc. and help in the optimisation of important radio 
resource management functionalities such as the call-admission control, congestion control, 
scheduling, handover, etc. The results of system-level analysis are provided to the radio network- 
planning tool along with the geographical map of the location for site selection of the Node-Bs 
and other cell planning activities. Thus a link-level analysis is the starting point for radio network 
dimensioning. Link-Level analysis has another added importance and that is in setting up the 
performance requirements of the user equipment (UE) and the base station (BS) for 
manufacturers. From the link-level results, suitable implementation margins are added depending 
upon the radio channel and then these appear in the technical specifications, e.g. for UMTS, the 
requirements for the UE are defined in [3GPP04a] and for the BS in [3GPP04b]. The role of the 
manufacturers is to ensure that whatever equipment they produce is adherent to these 
specifications.
1.2 Motivation and Objectives of the Research
In this thesis, we investigate the link-level performance of the frequency division duplex (FDD) 
mode of the downlink of UMTS terrestrial radio access (UTRA). The factors that motivate us to 
embark on this study are discussed in the following section.
Firstly, we need to deteimine the performance of UMTS in various radio channels for 12.2 kbps 
speech and 64 kbps data service (the study is restricted to only these two radio barriers due to the 
limited time span of a PhD) as a function of various transmission, channel and receiver 
parameters and the influence of closed loop power control (CLPC) and various diversity schemes. 
Though results exist in the literature on the link-level performance of UMTS, mostly in T-docs 
(contributions from various companies to the third generation partnership project (3GPP) from 
which technical specifications are drawn), there are notable gaps and omissions. An example is 
that of handover performance that is typically modelled at the system-level but can also be 
modelled at the link-level, yet there does not exist in the literature, a comprehensive set of link 
results as a function of the multipath fading correlation between the two links as well as the 
impact of various factors such as the power margin between the two Node-Bs, CLPC step-size, 
impact of diversity, limited number of Rake fingers, etc. on the handover performance.
Secondly, link-level investigation allows exploration of possible optimisations that could be 
obtained within the framework of 3GPP as the standards evolve with time, and experience has
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shown that there is always room for some optimisation without causing excessive changes to the 
standard.
Thirdly, as our prime focus is on research, we do not need to adhere to 3GPP specifications very 
strictly; we can investigate schemes or algoritluns which could introduce a major change in the 
standard with the objective of attaining a significant improvement in performance. Such an 
approach helps in the long-term evolution of UMTS.
With these motivations, we define the goal of our research as:
"To investigate the link-level performance and optimisation o f UTRA FDD 
downlink focusing on the CLPC, diversity in the spatial as well as in the 
temporal domain and interference suppression with the aim o f enhancing 
capacity. ”
Accordingly, more specific objectives of this study were as follows:
1. to investigate the signal to interference ratio (SIR) estimation schemes for single and two- 
antenna transmission with the intention of optimising the downlink slot formats 
[3GPP04c] for the operation of CLPC.
2. to investigate the handover (soft/softer/hard) performance as a function of the geometry 
factor, multipath fading correlation between the two links, CLPC step-size, channel 
estimation (CHEST), transmit and receive antenna diversity and derive simple working 
rules that could aid in cell planning.
3. to explore blind adaptive techniques to reduce the multi-access interference experienced 
in handover regions and enhance their capabilities in terms of convergence speed and 
practical implementation.
4. to investigate chip-interleaved induced time diversity for multimedia broadcast / multicast 
service (MBMS) applications that have relatively longer transmission time intervals 
(TTI), as a possible performance enhancement method.
The scope of the research is limited to the downlink only, as it is UMTS downlink that is capacity 
limited as opposed to the uplink which is coverage limited [HOLM04]. Both analytical and 
computer simulation approaches have been adopted as the investigative techniques, the former 
being more mathematical and insight providing into the performance of algorithms and techniques 
and the latter to verify the inferences drawn from the mathematical analysis. Throughout this 
study, we focus on the performance of 12.2 kbps adaptive multi-rate (AMR) speech except in the 
investigation of MBMS where a 64 kbps data service will be analysed. We target a BLER of 1 %
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(primarily because of AMR speech) for comparison of different schemes and the comparison will 
be on the basis of the ratio of transmit energy per chip to the total transmit power spectral density 
at the Node-B antenna connector ( E ^ / 1 ) in dBs, an approach that is adopted by 3GPP 
[3GPP04a].
1.3 Original Achievements
The original achievements reported in this thesis can be summarised as follow:
1. An SIR estimation scheme for the dedicated physical channel (DPCH) is proposed by 
measuring it on the common pilot channel (CPICH) and relating it to the SIR on DPCH 
through a simple relationship. In this way the DPCH pilots are not utilised and hence the 
pilot overhead can be reduced in the downlink slot formats of DPCH when CPICH is 
available and when closed loop mode transmit diversity is not in use,
2. Handover (soft/softer/hard) performance is thoroughly analysed. It is shown that the 
geometry factor has an influence on the handover performance and exhibits a threshold 
value of 6 dB beyond which the soft handover (SHO) looses capacity as compared to the 
capacity of a single cell. Moreover, this threshold reduces with the increasing correlation 
between the multipath channels associated with the two links in a handover and for very 
high correlation values, it is reduced to 0 dB. The variation of the handover gain with 
CLPC step-size, channel estimation, space-time transmit diversity (STTD) and receive 
antenna diversity is also quantified for the Case 1 and Case 3 radio channels that are 
defined by the 3GPP [3GPP04a].
3. It is shown that 1.5 -  2.5 dB gain in average transmit power can be obtained by using a 
blind adaptive minimum output energy (MOE) detector in a handover region. However 
the use of blind adaptive detectors require the use of short scrambling codes in the 
downlink, which the current UMTS standard does not support, but the impressive gains 
obtained by this approach make a strong case for the incorporation of short scrambling 
sequences in the downlink for future XJTRA evolution.
4. The use of CLPC is shown to solve the mismatch problem [HONI95] of the blind MOE 
detector to a large extent thereby making its usage possible even in highly dispersive 
channels.
5. To increase the convergence speed of the blind least mean squares (LMS) based MOE 
detector without an excessive increase in complexity, it is proposed to use cost functions 
having steeper giadient than that of the squared-error cost function.
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6. From linear algebra, Cimmino’s reflection method [MEYEOO] is proposed as a possible 
way of achieving the minimum mean square error (MMSE) solution blindly for 
suppressing the multiuser interference. The proposed method exhibits numerical stability 
as well as parallelism for pipelined implementations.
7. Chip block interleaving is proposed for MBMS applications for the Release 6 of UMTS 
and is shown that the gain provided by chip block interleaving with block length equal to 
half the spreading factor and using only one transmit antenna at moderate speeds is equal 
to that provided by STTD that requires two transmit antennas, but at the cost of an 
additional delay that is equal to the interleaving depth.
8. As a principal developer, a professional link-level simulator has been developed for 
UMTS Release 99, which is being used by Hutchison 3G Ltd., UK.^
1.4 Organisation of the Thesis
The remainder of the thesis is organised as follows:
Chapter 2 provides an introduction to the physical layer of WCDMA based UTRA as well as a 
brief synopsis of its standardisation and the working of 3 GPP. The specifications related to the 
physical layer are also introduced.
In chapter 3, a signal model is developed that is used throughout the later chapters. A simplified 
capacity expression is also developed that works together with the output of link-level simulations 
to determine the capacity estimates. This is followed by a description of the link-level simulator, 
its development and modelling. Simulator validation results are also presented through 
comparison with the known theoretical results as well as with the results presented before 3GPP 
by various companies.
Chapter 4 investigates SIR estimation schemes for CLPC and also presents a detailed analysis of 
the downlink handover (soft/softer/hard) performance. It begins by establishing a relationship 
between the SIR on DPCH and that on CPICH. Its impact on the performance of CLPC and 
downlink slot formats is also discussed. This is followed by establishing SIR estimation methods 
that are suitable for two-antenna transmission. Handover performance is investigated next and
 ^ Although the simulator has been developed together with a former colleague Dr. Yusep Rosmansyah, it 
should be noted that all the research ideas, implementation, analysis and the results presented in this thesis 
are purely those of the author.
Chapter L Introduction
extensive results are presented on the impact of the geometry factor, fading correlation between 
the multipath channels of the two radio links, CLPC step size, channel estimation, transmit and 
receive antenna diversity, on the handover performance.
In chapter 5, blind techniques for multi-access interference rejection in a handover region are 
investigated. Their performance is analysed and techniques are proposed for increasing their 
convergence speed and suitability for practical implementations.
Chapter 6 explores the possible usage of chip block interleaving for MBMS applications. Its 
performance is compared to that of STTD and the equivalence of the diversity gain provided by 
both is established. Results are presented for both the terrestrial and satellite modes of MBMS 
delivery.
Finally, a summary of the main findings of the thesis is described in chapter 7 along with a 
discussion of their possible impacts on UTRA optimisation / evolution. Further avenues of 
research are also pointed out in this chapter.
Chapter 2 
WCDMA: Background and Fundamentals
2.1 Introduction
The efforts to produce a global mobile communication system date back to the mid eighties when 
the International Telecommunications Union’s Radiocommunications agency (ITU-R) started 
investigations on ‘Future Public Land Mobile Telecommunication System (FPLMTS)’. This 
study, along with the support of other regional research activities, led to the allocation of 
frequency bands near 2 GHz at the World Administrative Radio Conference (WARC) in 1992 for 
use by future 3G systems [RAPL95]. Within the ITU, these systems were standardised and called 
IMT-2000 as it was envisaged at that time that these systems would be operational by the year 
2000. Within the framework of IMT-2000, several different radio transmission technologies 
(RTT) were proposed by various regional standardization bodies for 3 G systems but the 
consensus developed towards WCDMA as the main air interface scheme and was adopted by 
Europe and Asia including Japan and South Korea. United States adopted multi-carrier based 
CDMA2000 as their major 3G air interface. Thus, apart from US, WCDMA is the major RTT of 
3G systems and uses a 5 MHz carrier bandwidth for the delivery of voice and packet data services
In this Chapter, after discussing the standardization of WCDMA as an interface for 3G systems, 
the working of the 3GPP and the physical layer related specifications, an overview of the 
important elements of WCDMA will be presented. More detailed elaboration about these 
elements can be consulted from the references cited in this chapter.
2.2 Standardization of WCDMA
2.2.1 Introduction
In Europe, various research projects, particularly within the framework of RACE (Research into 
Advanced Communications in Europe), ACTS (Advanced Communications Technologies and 
Services), and COST (European Co-operation in the Field of Science and Technology) [DASI95]
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examined the choice of RTT for 3G systems before the selection process began in late 1997 and 
early 1998. It is appropriate to view the requirements that are expected from 3G systems before 
looking at the choice of various possible RTTs for UMTS. These are illustrated below 
[HOLM04], [RAPL95]:UMTS05
1. Bit rates up to 2 Mbps.
2. Variable bit rate to offer bandwidth on demand.
3. Speech quality comparable to that of fixed networks.
4. Multiplexing of different services (speech, video and packet data) having different quality 
of service (QoS) requirements on a single connection.
5. Support of variable delay requirements, from the delay sensitive real time traffic to 
flexible best-effort packet data.
6. Quality requirements from 10% BLER to 10'*’ bit error rate (BER).
7. Co-existence of 2G and 3G systems and support of inter-system handovers,
8. Support of asymmetric uplink and downlink traffic.
9. High spectrum efficiency.
10. Seamless global radio coverage.
11. Flexible radio resource utilisation.
12. Low cost of services and terminals.
2.2.2 Choice of WCDMA
Based on these requirements, various RTTs were discussed independently in several regions. In 
the European Telecommunications Standardization Institute (ETSI), five different multiple access 
schemes were investigated [HOLM04] that are as follows;
1. Wideband CDMA (WCDMA)
2. Wideband TDMA (WTDMA)
3. TDMA/CDMA
4. OFDMA
5. ODMA
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The first two were selected as possible candidates for RTT and were proposed to ETSI but the 
first option (WCDMA) came out to be the ultimate choice in January 1998. The main drivers 
behind the choice of WCDMA are [BOUD02]:
■ Flexibility of the physical layer for a wide range of services.
■ Higher capacity than TDMA in most situations.
■ Universal frequency reuse, easing the resource allocation.
■ Capability of soft/softer handover.
■ Exploitation of multipath diversity.
■ Graceful degradation under loaded conditions.
The major parameters of the WCDMA proposal came out of the research carried out in FRAMES 
(Future Radio Wideband Multiple Access System) project [LATV98] within the ACTS 
framework. With the formation of the 3 GPP, ETSI transferred the standardisation work to 3GPP 
in early 1999. A brief overview of the other possible RTTs that were considered by ETSI and 
other regional standardisation bodies can be found in [HOLM04].
2.2.3 Structure and Working of 3GPP
The 3^^^ Generation Partnership Project (3GPP) is an agreement that was reached in December 
1998 and allows collaboration between various telecommunication standardisation bodies such as 
ARIB (Japan), ETSI (Europe), TTA (Korea), TTC (Japan) and T IP I (USA). Later in 1999, 
CWTS (China) also joined 3GPP [HOLM04]. The original scope of this agreement was to 
develop uniform and globally acceptable technical specifications for 3G mobile systems based on 
evolved GSM core networks and supporting the new technologies associated with UTRA. The 
scope was further amended to maintain the GSM specifications as well as its enhancements such 
as GPRS and EDGE [3GPP05a]. Various manufacturer and operator companies are members of 
the 3GPP through the standards body to which they belong. In order to overview the market, 
3GPP includes a second category of members referred to as “Market Representation Partners” 
such as the GSM Association, UMTS Forum, IPv6 Forum and Global Mobile Suppliers 
Association.
Within 3GPP, the following technical specification groups (TSG) exist [3GPP05b]:
1. GSM EDGE Radio Access Network (GERAN)
2. Radio Access Network (RAN)
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3. Services and System Aspects (SA)
4. Core Network and Terminals (CT)
The TSG, which is most relevant to the WCDMA air interface, is the Radio Access Network
(RAN), which is further sub-divided into a number of working groups [3GPP05b] as shown in
Figure 2-1. In this thesis, we will mostly be concerned with the specifications and technical 
reports developed by W Gl and WG4.
TSG RAN 
Radio Access Networks
RAN WGl 
Radio Layer 1 Specs.
RANWG2 
Radio Layer 2 Specs. 
& Layer 3 RR Specs.
RAN WG3 
Architec. & Intfaces. 
UTRAN O&MReq.
RAN WG4 
Radio Performance 
& Protocol Aspects
RANWG5 
Mobile Terminal 
Conformance Testing
Figure 2-1: 3GPP TSG RAN Working Groups
The operation of 3GPP revolves around work items. Some work items are small enough to be 
covered by a particular working group (WG) but some items such as HSDPA, MBMS or HSUPA 
are large enough to be distiibuted to all the working groups and smaller work tasks are created by 
each WG. Such large items are usually preceded by a study item that is essentially a feasibility 
study of that idea and the associated advantages and disadvantages. Once a particular work item 
or a task reaches the stage of completion, change requests (CR) are created, which after getting 
approval at the TSG level (also called plenary level) finds its way into the specifications.
2.2.4 3GPP Releases and Physical Layer Related Specifications
The set of specifications that was put together by various standardisation bodies in 1999 is 
commonly referred to as “Release 99” specifications. In March 2001, a new release (known as 
Release 4) of the specifications came out with some additions for the time duplex mode (TDD) of 
UTRA, particularly the introduction of low chip rate (1.28 Mcps), but nothing specifically was 
added to the FDD mode as compared to the Release 99 specifications. Release 5 was introduced 
between March and June 2002 and it contained enhancements for FDD downlink in the form of 
HSDPA that increases peak data throughput up to 14 Mbps with the incorporation of adaptive 
modulation and coding (AMC), hybrid automatic repeat request (HARQ), extensive multi-code 
transmission and Node-B user scheduling. Release 6 came out in December 2004 and its main 
feature is the introduction of MBMS, IP based Multimedia Services (IMS) and a feasibility study
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of Enhanced Uplink or HSUPA for increasing the uplink capacity. Release 7 is expected to 
introduce further details of Enhanced Uplink, IMS and possibly the inter-working of UMTS and 
Wireless LANs.
The physical layer specifications (related to UTRA FDD mode) that are referred to constantly in 
this thesis are introduced below:
TS 25.101 [3GPP04a] sets out the performance conformance requirements that are expected from 
a UE. The reference measurement channels, multipath radio channel power delay profiles and the 
setting of downlink physical channel are also described in it. TS 25.212 [3GPP04d] describes the 
details of bit framing, i.e. multiplexing, channel coding, rate matching, interleaving and physical 
channel mapping. The slot and frame formats of the various physical channels as well as the 
working of STTD is described in TS 25.211 [3GPP04c]. Spreading and scrambling details are 
provided in TS 25.213 [3GPP04e] whereas TS 25.214 [3GPP04f] explains the functionality of 
CLPC and also contains the channel quality indication (CQI) tables for HSDPA. The services 
provided by the physical layer to upper layers are described in TS 25.302 [3GPP04g].
2.3 An Overview of the Physical Layer of WCDMA
2.3.1 Introduction
This section provides an overview of the physical layer of UTRA with a brief explanation of the 
terms used by 3GPP. Layer 2 (Media Access Layer or MAC) is responsible for the transfer of data 
onto Layer 1 (physical layer) via the Layer 1 / Layer 2 interface that is formed by the transport 
channels. A transport channel (TrCH) is a unidirectional entity that carries data, thus a UE can 
contain simultaneously many TrCHs in both the downlink and uplink. The exchange of data takes 
place in the form of one or more transport blocks (TrBk) called a Transport Block Set (TBS), in a 
transmission time interval (TTI). A TrBk is a basic unit of data that is exchanged between Layer 2 
and Layer 1 to which a cyclic redundancy check (CRC) is attached by Layer 1 whereas a TTI is 
the inter-aiiival time of successive transport block sets and is equal to the periodicity by which 
data is transferred onto the physical layer. The MAC delivers one transport block set to the 
physical layer every TTI [3GPP04g]. Four different values of TTI are supported in UMTS, i.e. 10 
ms, 20 ms, 40 ms and 80 ms. A TTI has to be an integer multiple of the minimum interleaving 
depth in UMTS, i.e. 10 ms. For a TrCH, a given value of TTI, TrBk size in number of bits. 
Transport Block Set Size (number of bits in the transport block set), CRC size, channel coding 
type, coding rate and rate matching attribute (a parameter that determines the repetition / 
puncturing of the bits of a TrCH) constitute a Transport Format (TF). The data then follows 
various multiplexing stages that are illustrated in the following sections.
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2.3.2 Transport Channel Multiplexing
Figure 2-2 illustrates various stages involved in TrCH multiplexing.
Rate
matchingRate matching
^ i l  ’ ^ /2  ’ ^ (3  » • • • ’ SiG;
ir CCTrCH
■pU
Physical channel mapping
2"'* insertion of DTX 
indication
Physical channel 
segmentation
2'" interleaving
TrCH Multiplexing
r ‘ interleaving
I”* insertion of DTX 
indication
Channel coding
Radio frame segmentation
TrBk concatenation / 
Code block segmentation
CRC attachment
Figure 2-2: Transport Channel Multiplexing for Downlink [3GPP04d]
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A brief explanation of the blocks involved in the TrCH multiplexing is given below. The details 
of the multiplexing chain are given in [3GPP04d].
2.3.2.1 CRC Attachment
CRC is attached to each TrBk in a TBS and the receiver can determine whether a received TrBk 
has been decoded correctly or not by its usage. CRC can be one of the following: 24 bits, 16 bits, 
12 bits, 8 bits or 0 bits.
2.3.2.2 Transport Block Concatenation and Code Block Segmentation
After CRC attachment to each TrBk in a transport block set, all the TrBks are serially 
concatenated to form a larger code block. If the size of a code block after concatenation is larger 
than the maximum size of a code block, it is broken down into smaller blocks of equal length. For 
this purpose, filler bits might have to be padded to the beginning of the block so that after 
segmentation, all the code blocks are of the same size. The maximum size of a code block 
depends upon the channel coding type. For convolutional codes, it is equal to 504 bits and for 
turbo codes, it is equal to 5114 bits. In the case of turbo codes, if the code block size is less than 
40 bits, filler bits are added at the start. Filler bits are transmitted and are always set to 0.
2.3.2.3 Channel Coding
Two types of channel coding are supported in UTRA, convolutional codes and turbo codes. For 
convolutional codes, constraint length 9 is used and coding rates 1/2 and 1/3 are supported. For 
turbo codes. Parallel Concatenated Convolutional codes (PCCC) with 8-state constituent encoders 
are used along with an internal block interleaver. For turbo codes, only rate 1/3 is supported. After 
channel coding, all the code blocks are again serially concatenated.
2.3.2.4 Rate Matching
Since WCDMA supports multirate and multi-service provisioning, rate matching is needed for 
matching the instantaneous rate of the physical channel and to ensure the SIR balancing when two 
services having very different QoS requirements are being multiplexed. Without rate matching, 
CLPC for a service having stringent QoS requirements would drive the other service as well to be 
transmitted with undesired high QoS [SOHNOO]. This is because there is only one value of SIR 
target for the operation of power control (that has a frequency of 1500 Hz), which can be set 
according to the QoS requhement of only one service (the one that has most stringent QoS 
requirement). In such a case, rate matching would do puncturing for the service that is transmitted 
with undesired high QoS to compensate the imbalance to some extent. Downlink rate matching is 
slightly different from uplink rate matching. In Uplink, the instantaneous rate of the tiansport 
channels is always matched to the available physical channel bit rate every 10 ms, whereas for the
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downlink, only the maximum rate of the TrCH is matched to the physical channel bit rate and 
discontinuous transmission (DTX) is used when the instantaneous rate of the TrCH is less than the 
maximum rate. The use of DTX depends upon whether fixed or flexible position of TrCHs are 
used. With fixed position of a TrCH, the position of its bits in the coded composite transport 
channel (CCTrCH) that is obtained after multiplexing of the available TrCHs, is fixed. Thus if the 
instantaneous rate of the TrCH is less than the maximum, DTX bits are inserted in the position of 
the missing symbols. This is called the P ‘ insertion of DTX in the multiplexing chain. The use of 
fixed position of TrCHs allows blind detection of the transport format (TF) at the receiver making 
it possible not to transmit the transport format combination indicator (TFCI) that indicates 
combination of the TFs of all the TrCHs being used instantaneously. When flexible bit positions 
of TrCHs is used and the instantaneous rate of a TrCH is less than the maximum, the available bit 
positions could be utilised by the other TrCHs allowing the reduction of spreading code 
occupancy in the downlink [HOLM04]. Even with flexible position of TrCHs, some DTX might 
be needed if the other TrCHs do not need further occupancy and if this is the case, the 2”'^  
insertion of DTX takes care of it in the multiplexing chain.
In the case of turbo codes, the systematic bits are not allowed to puncture, if puncturing is needed 
whereas for repetition both the parity as well as systematic bits are repeated. At the receiver, the 
received soft values of the repeated bits are added together thereby providing temporal diversity 
gain.
2.3.2.5 1®* Interleaving
The first interleaver (also known as inter-frame interleaver) is a block interleaver that is applied to 
each TrCH separ ately and its interleaving length is equal to the TTI of that TrCH.
2.5.2.6 Radio Frame Segmentation
In UTRA, a radio frame carrying DPCH has to be generated each 10 ms, so if the TTI of a TrCH 
is greater than 10 ms, the bits after rate matching are segmented into F  radio frames where F  is 
the number of radio frames corresponding to the TTI of that TrCH.
2.3.2.7 Transport Channel Multiplexing
As pointed out earlier, each TrCH provides a radio frame every 10 ms for TrCH multiplexing. 
These radio frames are serially combined to form a Coded Composite Transport Channel 
(CCTrCH).
2.3.2.S Physical Channel Segmentation
If more than one physical channel is needed for transmitting the available data, physical channel 
segmentation divides or segments the input data among the required number of physical channels.
15
Chapter 2. WCDMA: Background and Fundamentals
2 3.2.9 2"** Interleaving
Second interleaving is also a block interleaving with only one interleaving depth of 10 ms. Second 
interleaving is also called as intra-frame interleaving.
2.3.2.10 Physical Channel Mapping
Physical channel mapping maps the incoming data onto the respective data fields in the slot 
formats that are defined for each physical channel in [3GPP04c].
2.3.3 Modulation Mapping, Spreading and Scrambling
After mapping onto physical channels, modulation mapping, spreading and scrambling takes 
place as shown in Figure 2-3.
downlink physical 
channel I+jQModulation
Mapper
W X
Figure 2-3: Modulation Mapping, Spreading and Scrambling [3GPP04e]
2.3.3.1 Modulation Mapping
Some form of carrier modulation is required in transmitting data from one place to another 
through a radio channel. In the case of wireless channels that are very hostile, phase modulations 
are preferred and UTRA has chosen Quadri-Phase Shift Keying (QPSK) as a modulation scheme 
for the downlink. First, the data is split from serial into a parallel stream (forming I  and Q 
branches) and is then mapped onto the constellation of QPSK modulation. The modulation 
mapping that is used is anti-bipolar, i.e. binary “0” is mapped to real value “+1” and binary “1” is 
mapped to real value ‘-1 ” [3GPP04e].
2.3.3.2 Spreading
Following the modulation mapping, the data on I  and Q branches is spread to the chip rate (3.84 
Mcps) by real valued channelisation codes that are orthogonal variable spreading factor (OVSF) 
Walsh-Hadamard codes. The concept of spreading comes from spread-spectrum systems where
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the bandwidth of the transmitted signal is increased by the spreading factor (number of cycles of 
the spreading sequence in a bit interval) thereby reducing the power spectral density (power per 
unit of bandwidth), even to levels lower than the thermal noise level. This is achieved due to the 
use of pseudo-noise like spreading sequences having very sharp autocorrelation (self-similarity) 
and almost zero cross-correlation (similarity with other sequences) properties [ZIEM95]. 
Despreading is the inverse operation of spreading and restores the signal to its original bandwidth 
and at the same time rejects the interferers (other users of the same system or users of other 
narrowband systems), again due to its correlation properties. This is referred to as the Processing 
Gain. In the case of UTRA, the processing gain is defined as
Processing Gain [dB].= 10 x l o g , /  Chip Rate )  (2.1)
^‘\Infoi-mation Bit Rate j
Please note that with this definition, the processing gain is different from the spreading factor, e.g. 
in the case of 12.2 kbps AMR speech, the processing gain comes out to be approximately 25 dB 
(314.75 in linear units) from equation (2.1) whereas typically for speech, slot format 11 of Table 
4-2 is used [3GPP04a] that uses a spreading factor of 128 (in linear units). The reason why 
processing gain is different from spreading factor of the slot is that equation (2.1) also takes into 
account the effect of channel coding and rate matching (that are implicit forms of spreading).
The multirate and multi-service feature of UTRA is enabled by the use of OVSF codes that allow 
the use of variable spreading factors for DPCHs depending upon the service requirements of the 
TrCHs, yet maintain orthogonality among the codes used by all the physical channels. The OVSF 
code structure is shown in Figure 2-4.
(c, c)
(c,-c)
Figure 2-4: OVSF Code Structure
Thus the OVSF codes form a tree structure and the codes at a particular level are obtained by 
replicating the codes at the parent level in the manner shown in Figure 2-4 where c represents the 
code sequence at the parent level. In this way orthogonality is ensured between the codes at 
various levels. In UTRA downlink, the spreading factor varies from 4 to 512. With OVSF codes, 
code assignment rules have to be followed to ensure orthogonality and these are [HOLM04]:
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■ A code at a particular level or spreading factor can be assigned to a physical channel if no 
other physical channel uses a code that is on an underlying branch (higher spreading 
factor), i.e. derived from the intended code in a manner shown in Figure 2-4.
■ When a code is in use, all codes with smaller spreading factors that lie on the path to the 
root of the tree from that code cannot be allocated to any other physical channel.
It should be noted that the same OVSF code is used to spread both /  and Q channels. The 
spreading code for primary CPICH is always fixed with code index 0 of spreading factor 256 and 
is a sequence of all “ Is”.
2.3.3.3 Scrambling
Spreading is followed by scrambling which is required because the OVSF codes are limited. A 
distinct scrambling code sequence is used in each sector / cell allowing the reuse of OVSF codes. 
Even per sector, if the OVSF tree runs out of available codes, a secondary scrambling code can be 
used. Scrambling is essentially a complex multiplication of a very long Gold code sequence with 
the chips that result fr om spreading. It should be noted that the scrambling operation does not 
increase the spread bandwidth of the signal.
In the downlink, the codes are generated by using a polynomial of degree 18 so there are a total of 
2^  ^-1  = 262,143 possible scrambling codes, but not all of them are utilised. They are divided into 
512 sets with a primary scrambling code and 15 secondary scrambling codes in each set. The set 
of primary scrambling codes (512) is further divided into 64 scrambling code groups, each 
consisting of 8 primary scrambling codes. Each cell is allocated only one primary scrambling 
code and it is compulsory for most of the common channels such as CPICH and secondary 
common control physical channel (SCCPCH) that carries paging channel (PCH), to use primary 
scrambling code. Other physical channels such as DPCH or SCCPCH canying forward access 
channel (EACH) can use primary or secondary scrambling code [3GPP04e]. When a secondary 
scrambling code has to be used, the users should not be shared evenly between the two scrambling 
codes as this incurs maximum loss of orthogonality. Only those users that cannot be 
accommodated under a single scrambling code should be put under the secondary scrambling 
code. For both the uplink and downlink, the length of the scrambling code is truncated 
coiTesponding to a radio frame duration of 10 ms, i.e. 38,400 chips. This pattern is then repeated 
for all the successive radio frames. It should be noted that for the downlink, only long scrambling 
codes are used with a length of 38,400 chips whereas for the uplink, apart from long codes, there 
is also an option to use short scrambling codes of length 256 chips. The use of short scrambling 
codes helps in the implementation of advanced multiuser detectors at the base station [HOLM04].
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Different physical channels follow the same steps as outlined above, of modulation mapping, 
spreading and scrambling, and then they are summed. The resultant code multiplexed chip 
sequence is passed through a pulse-shaping filter that is a root raised cosine filter with roll-off 
factor of 0.22 in the frequency domain. The signal is then transmitted over the radio channel.
2.3.4 Multipath Radio Channels in 3GPP
2.3.4.1 Introduction
A wireless radio channel is a very hostile channel and exhibits significant variations that are 
commonly referred to as fading. It is difficult to have a very precise mathematical description of 
the fading process, nevertheless considerable effort has resulted in very useful description and 
modelling for practical purposes and these are mostly statistical or empirical in nature.
Conventionally, fading is classified as either large-scale or small-scale [SKLAOO]. Large-scale 
fading is the average signal power attenuation due to motion over large areas and is affected by 
the particular terrain (buildings, hills, trees, etc.) between the transmitter and the receiver. The 
receiver is said to be “shadowed” by such prominences. Large-scale fading consists of two 
processes: a mean path loss due to a decrease in the strength of the signal as a function of the 
increasing distance from the transmitter and log-normally distributed variations about the mean 
(also called shadowing). Typical values of the path loss experienced in urban cellular systems are 
140 -  160 dB [HOLM04]. There are some useful models for the path loss such as the Okumura- 
Hata model and the Walfisch-Ikegami model [SAUN99]. The log-normally distributed variations 
of the path loss around the mean value arise due to the varying nature of the obstructions between 
the base station and the mobile, such as the tall buildings and dense wood. These tend to occur 
over distances that are comparable to the widths of buildings and other obstructions in the vicinity 
of the mobile, usually at a scale of tens of meters and have a standard deviation of 5 ~ 12 dB 
[SAUN99]. Small-scale fading (or multipath fading) occurs due to constructive and destructive 
combination of radio waves arriving at the receiver thiough multiple reflective paths. These tend 
to occur at a scale of half the wavelength and show variations of as much as 40 dB. Depending 
upon whether or not there is a line of sight (or a dominant) signal component between the 
transmitter and receiver, the envelope of the small-scale fading follows a Ricean or Rayleigh 
distribution.
Typically, path loss and shadowing effects are considered in system-level simulations whereas 
small-scale fading is investigated at link-level, therefore in the following discussion and the rest 
of thesis, only small-scale or multipath fading is considered.
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Multipath fading is usually classified as slow/fast and frequency-flat/selective fading. The former 
is related to the rate of change or rapidity of the fading while the latter is related to time spreading 
of the signal or signal dispersion. Their formal definitions are given below:
2.3.4.2 Slow and Fast Fading
The notion of slow / fast fading is related to the coherence time (To) of the channel that is an 
expected time interval over which the fading process is correlated. Moreover, the coherence time 
is inversely proportional to the Doppler Spread ox fading rate, %  ) of the channel, i.e.
f, (2.2)
A channel is said to be slowly fading if the symbol interval is smaller than the channel’s 
coherence time To, otherwise it is considered to be fast. In slow fading, a deep fade affects many 
symbols leading to a burst of errors whereas in fast fading, the fade levels are essentially 
decorrelated from symbol to symbol [SIMOOO].
2.3.4.3 Frequency-Flat and Frequency-Selective Fading
The concept of frequency-flat /selective fading is related to the coherence bandwidth ( f^  of the 
channel that is a range of frequencies over which the fading process is correlated. Moreover, the 
coherence bandwidth is inversely related to the maximum delay spread which is the
difference between the arrival time of the first and the last resolvable multipath.
*'max
Fading is said to be frequency flat if the transmitted signal’s bandwidth (1 /T s) is much smaller 
than the coherence bandwidth /o, or alternatively, when the symbol interval Tg is much larger than 
the maximum delay spread, otherwise the fading is said to be frequency-selective. In frequency- 
selective fading, the spectral components of the transmitted signal are affected by different 
amplitude gains and phase shifts whereas in frequency-flat fading, all the spectral components are 
affected in a similar manner [SIMOOO]. Those systems that experience frequency-flat fading are 
also called narrowband systems and those that experience frequency-selective fading as wideband 
systems.
In flat fading, the transmitted signal is multiplied by the complex valued fading co-efficient 
whereas in frequency-selective fading channels, the transmitted signal gets convolved with the 
channel impulse response that can be represented as
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L-l
h{t) = ^ a ^ e (2.4)
/=0
where or,, ^  and are the amplitude, phase and delay associated with the Zth path and ô { f  is
the Dirac delta function. The amplitude of the fading is usually treated as a random variable
following some distribution (mostly Rayleigh in terrestrial radio channels). The mean square
value of the fading amplitude d f  also represents its mean power and it is customary to represent
the power of each multipath along with the associated delay in a tabular format, which is called 
the power delay profile (PDF) or multipath intensity profile (MIP). The PDF or MIP of some of 
the radio channels defined by 3GPP or ITU that are used in this thesis are illustrated next.
2.3.4.4 3GPP and ITU defined Multipath Radio Channel
3GPP has defined eight multipath channels [3GPP04a] as propagation conditions for performance 
evaluation purposes^. Three of these have the same PDF and differ from others only in the vehicle 
speed. In this thesis, we choose Case 1, Case 2 and Case 3 radio channels for use in our 
simulations as these cover a wide range of propagation environments and are shown in Table 2-1. 
All the taps in these radio channels assume a classical Doppler spectrum [3GPP04a] that is a 
frequency domain representation of the time variant nature of the channel and in dense urban 
environment forms a bowl-shaped curve [SKLAOO] by assuming uniform angle of arrival in the 
azimuth. The delay and mean power in the following tables is with respect to the first arriving tap.
Table 2-1: 3GPP defined Multipath Channel [3GPP04a]
Channel Case 1 Case 2 Case 3
Speed, 3 km/h Speed, 3 km/h Speed, 120 km/h
Taps Relative Relative Relative Relative Relative Relative
Delay Mean Power Delay Mean Power Delay Mean Power
(us) (dB) (ns) (dB) (ns) (dB)
1 0 0 0 0 0 0
2 976 -10 976 0 260 -3
3 20000 0 521 -6
4 781 -9
 ^ These are not very accurate channel models and are meant to be used only for testing or evaluation 
purposes.
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Apart from 3GPP radio channels, ITU has also defined multipath radio channels [3GPP04a] such 
as ‘outdoor to indoor and pedestrian’ models that are useful for modelling microcells and 
‘vehicular’ models that are suitable for macrocell environments. In this thesis, we use ITU 
Pedestrian A and ITU Vehicular A radio channels whose PDPs are shown in Table 2-2.
Table 2-2: ITU defined Multipath Channel [3GPP04a]
Channel Pedestrian A  
Speed, 3 km/h
Vehicular A  
Speed, 30 /120 km/h
Taps Relative Delay Rel. Mean Power Relative Delay Rel. Mean Power
(ns) (dB) (ns) (dB)
1 0 0 0 0
2 110 -9.7 310 -1.0
3 190 -19.2 710 -9.0
4 410 -22.8 1090 -10.0
5 1730 -15.0
6 2510 -20.0
Similar to the 3GPP defined channels, each tap of the above defined radio channels follow 
classical Doppler power spectrum. Also note that 3GPP refers to the Additive White Gaussian 
Noise (AWGN) as a Static channel [3GPP04a]. The AWGN is added to the signal in the receiver 
after it has gone through the multipath radio channel and is characterised by a single sided noise 
power spectral density (PSD) of Nq (W/Hz).
2.3.5 RAKE Receiver
In the context of WCDMA, frequency-selective fading caused by multipath radio channels raises 
the possibility of constructive combining of the rays arriving at different resolvable delays, 
thereby providing multipath diversity. This is usually accomplished using a Rake receiver 
[SKLAOO], [TURI80] and essentially converts a portion of the multipath induced self-interference 
into useful signal. A block diagram of a typical rake receiver with three fingers is illustrated in 
Figure 2-5. Before input to a rake receiver, the continuous time received signal is passed through 
a root raised cosine filter followed by a sampler. The discrete-time signal is then input to a finger 
searcher whose job is to find out the delay instants where significant signal power is concentrated 
in the form of multipaths and then allocating fingers to them for signal recovery. This is 
accomplished by correlating the received signal with the downlink beacon signal (CPICH) and 
finding the instances where relative peaks are obtained. In each rake finger, at the correct delay 
instance, the received signal is descrambled followed by despreading.
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Channel Est.
Finger 1 Delay Comp. Descramble Chnl. Comp.Despread
Finger 2 Delay Comp. Descramble Chnl. Comp.Despread
Finger 3 Delay Comp. Descramble Chnl. Comp.Despread
Finger Search
Figure 2-5: Rake Receiver
After despreading, maximal ratio combining (MRC) takes place that weights each rake finger by 
the complex conjugate of the channel estimate provided by the channel estimation (CHEST) unit 
and then adds them up. Thus, the signal of each rake finger is coherently combined at the rake 
output. MRC is illustrated further in Figure 2-6 by showing the signals in a vector form.
o
Before MRC After MRC
Figure 2-6: MRC Illustration
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2.3.6 Power Control
Power Control is one of the most important features of the radio resource management of 
WCDMA and its aim is to make sure that a particular connection is given only that much power 
that is needed to meet the desired QoS. In the context of CDMA, power control acquires huge 
importance because of the fact that CDMA based systems are known to be interference limited 
and controlling the power to its minimum will result in minimization of interference. Due to these 
reasons, fast power control is employed in both the uplink and downlink. In uplink, the main 
purpose of power control is to avoid the near-far problem in which a UE close to the Node-B and 
transmitting at a high power overcomes the weak signal of a UE that is far from it. Power control 
avoids this situation by directing the UE close to the Node-B to reduce its power and the one 
away from Node-B to increase its power such that the received power at the Node-B of all 
connections is almost same. The aim of downlink power control is slightly different from that in 
the uplink because in contrast to the uplink, the downlink power control leads to the near-far 
problem by virtue of design of the downlink transmission [FRAN02]. This is because a high 
power signal intended for a UE that is remote from the Node-B causes interference to the weak 
signal intended for a UE that is close to the Node-B, due to multipath propagation. The prime 
purpose of power control in the downlink is to act as a performance enhancing method at low 
mobile speeds when other methods such as interleaving and error correcting codes do not work so 
effectively due to the slow fading. Moreover the power control also provides some additional 
power to those users who are at the edge of the cell to overcome the greater degree of loss 
[HOLM04]. Forward link power control is more like a dynamic power allocation.
Power control in the downlink operates as in the uplink with a frequency of 1500 Hz (one power 
control command is carried in each of the 15 slots of a 10 ms radio frame). Moreover the control 
operation takes place in a closed loop in which the UE estimates the signal to noise plus 
interference ratio (SIR) and after comparison with the target value of SIR that is set by higher 
layers, generates power control commands. The aim is to keep the received SIR at the given value 
of the target SIR. This operation of power control is termed as ‘inner loop power control’ (ILPC) 
as against ‘outer loop power control’ (OLPC) whose job is to modify the target value of SIR 
according to the QoS requirements that are usually expressed in terms of a particular BLER. The 
OLPC is a slower process with a frequency of typically 10 -  100 Hz [HOLM04] and operates 
internally within a UE. Both the ILPC and OLPC together constitute closed loop power control. 
Please note that in the downlink, it is not mandatory for the Node-B to always follow the power 
control commands sent by a UE, it may choose to ignore or even decide against the requested 
command depending upon the particular environment and the conditions and requirements of 
other UEs.
24
Chapter 2. WCDMA: Background and Fundamentals
2.3.7 Soft and Softer Handover
Soft/Softer handover (SHO/SerHO) is also one of the features of CDMA based systems that has a 
huge influence on the radio network planning and coverage. Essentially in a SHO/SerHO, a UE is 
connected simultaneously to two Node-Bs (or two sectors of the same Node-B) due to 1-cell 
frequency re-use and enjoys macro diversity gain over large-scale fading (shadowing) and micro 
diversity gain over small-scale fading (multipath fading). Also in the downlink, SHO/SerHO 
provides load sharing, i.e. a UE receives power from multiple Node-B s that implies that the 
maximum transmit power to a UE in X-way soft handover is multiplied by a factor X (i.e. 
improved coverage) [HOLM04]. It should be noted that in the downlink handover, although a UE 
receives the same signal from the two Node-Bs, the received power control commands are 
different. SHO can also be described as ‘make before break’, i.e. make a connection with the 
Node-B in whose coverage a UE is entering before breaking up with the previous connection, as 
is illustrated in Figure 2-7.
Node-B # 1 Node-B # 2
Node-B # 1 Node-B # 2
Node-B # 1 Node-B # 2
Figure 2-7; SHO Illustration as a UE moves from coverage area of one Node-B to another
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In SHO, a UE is connected to two different cells whose Node-B’s are geographically separated 
whereas in SerHO, a UE is connected to two different sectors of the same Node-B. This might 
result in con-elated multipath fading of the two radio links that are in SerHO. On the other hand, 
SHO is expected to have very low or uncoixelated multipath fading. Figure 2-8 illustrates the 
SerHO.
Node-B
Figure 2-8; SerHO Illustration
An important parameter that determines the handover performance is the power margin or 
difference between the two radio links that are involved in a handover. The best performance is 
achieved when both the radio links are of equal strength. Usually handover is initiated when the 
power difference between the two links is less than or equal to 3 dB [YANG03]. In the downlink 
handover, whether soft or softer, MRC takes place in the UE unlike the uplink where for SerHO, 
MRC takes place but for SHO, selection combining (SC) takes place at the radio network 
controller (RNC) based on the CRC results due to the geographic separation of the two Node-B s. 
For MRC, the number of rake fingers are distributed between the multipath radio channels 
corresponding to the two links in a handover, thus limited number of Rake fingers also affect the 
handover performance. For handover, it should be noted that there is also a disadvantage 
associated which is the additional utilisation of resources, which limits the number of handover 
connections a cell should be designed for. There is, as such, no threshold value for this but a 
typical guideline is to have 20 -  40 % of users in a handover at any given time [HOLM04].
2.3.8 Transmit Diversity
Transmit diversity is one of the performance enhancement technologies adopted for WCDMA. In 
this scheme, spatial diversity is incorporated into the signal by transmitting through multiple 
antennas spaced apart so that the transmitted signals pass through independent fading channels 
and hence diversity gain can be achieved tlirough intelligent signal processing at the UE 
[DERR02]. Such transmit diversity schemes that do not rely on any feedback from the UE are 
commonly referred to as open-loop, as against closed-loop schemes that make use of the UE
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feedback. The performance of closed-loop schemes is somewhat better than open-loop schemes 
but at the cost of additional complexity, feedback delay and utilisation of uplink resources 
[HOLM04]. In 3GPP, two modes of closed-loop diversity have been specified [3GPP04f]; mode 
1, in which only phase information is sent by the UE back to Node-B and mode 2, in which apart 
from phase, amplitude information is also sent. In this thesis, we investigate only the open loop 
transmit diversity scheme also commonly known as space-time transmit diversity (STTD).
2-Symbols
Antenna 1
UE
Antenna 2
DecodingEncoding
Figure 2-9: STTD Encoding [HOLM04]
The encoding operation of STTD is quite simple and shown in Figure 2-9. The decoding is also 
quite simple and is based on the maximum likelihood (ML) criterion and achieves full diversity 
gain [VUCE03]. STTD was first proposed in [ALAM98] and is also commonly known as 
Alamouti Space Time Block Coding.
2.4 Summary
In this chapter we have provided;
1. An historical perspective on the development and standardization of WCDMA along with 
the structure and workings of 3GPP. The physical layer related specifications that are 
used throughout the thesis, have also been introduced.
2. An overview of the basic elements of WCDMA that are used for implementation and 
subsequent performance analysis in later sections of the thesis.
In the next chapter, a detailed signal model for the downlink of WCDMA is presented and a 
simulation platform on which subsequent research is carried out, is explained.
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Link Model and Simulator Development
3.1 Introduction
The last chapter presented an overview of the basic elements of WCDMA that are covered in this 
thesis. The next logical step is to develop a mathematical model of the downlink transmitted 
signal, the way it is affected by the channel; the impairments caused by noise and interference and 
the signal processing that is done at the receiver to recover the original transmitted information 
bearing signal. This is necessary to have an appreciation of the performance of WCDMA radio 
networks and also allows one to investigate techniques for further optimization -  a central aim of 
this research study.
A capacity analysis of the UMTS downlink is also caiTied out that directly utilizes the output of 
the link-level simulator and provides a measure for a comparison of different optimization 
techniques and algorithms. As part of the capacity analysis, a simplified capacity expression has 
been derived that directly uses the output of the link-level simulator for providing capacity 
estimates. The reason for the need of a link-level simulator is the fact that for a complicated 
system such as WCDMA, sometimes the mathematical analysis becomes very difficult and 
simulations provide an alternative way of performance characterisation. In this thesis, we adopt 
mathematical analysis as long as it is feasible, and its subsequent verification and obtaining 
further insight via link-level simulations.
The capacity analysis is followed by details of the link-level simulator development, i.e. its 
design, implementation and validation. For validation, extensive simulation results are presented 
that validate its performance by comparison with known theoretical results and the results 
presented at 3GPP by several equipment manufacturers and network operators. The validation 
process also provides a degree of credibility to the results presented in the later chapters. 
Extensive details of the simulator such as its graphical user interface (GUI), input parameters, 
outputs, results storage, simulation stopping criteria and some other general points are described 
in Appendix A.
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3.2 Signal Model
To develop the downlink signal model, consider the case where J  Node-Bs, each equipped with K  
antennas transmit a synchronous signal, employing Node-B specific scrambling codes for the 
distinction of the signal from each Node-B and user specific channelisation codes for the 
separation of the desired user from the received multiplex. The multiuser chip sequence 
transmitted by the Ath antenna of jth  Node-B can be represented at the nth chip as
X w =
r- 1 y [w mod 1+^  ^ D P C H  ITDPCH i^ D P C H  DPCH  J ^
Wc«5 [« mod SFocm ]+
t'cH C H  k c w c H  [ » “ o d S iv -P /C T  ]
(3.1)
where iDPCH nS RDPCH AOCNS S ROCNS CPICH SR,CPICH
is the ratio of the
transmit energy per chip to the total transmit power spectral density at the Node-B antenna 
connector of the physical channel indicated by the subscript. The latter refers to the dedicated 
physical channel (DPCH), common pilot channel (CPICH) and the orthogonal channel noise 
simulator (OCNS), wliich is a mechanism that simulates intra-cell interfering users on the other 
orthogonal channels. Details of OCNS are defined in [9]. Symbol represents the rth data
symbol of the physical channel indicated by the subscript, transmitted from the Ath antenna of the 
Jth Node-B. The data on each channel is spread by the channelisation code sequence c^\n\ and is 
scrambled by the Node-B specific long complex scrambling code sequence Symbol SR
represents the spreading factor of the physical channel indicated by the subscript.
Assuming that the UE is equipped with M  receive antennas, the received signal sampled at the 
chip rate and placed in an M  x  1 vector y [?i] = [ [w] y 2[n] • • • [n] can be represented
as
y W  = X 2  ^ ^ " ' ’'[ n W '^ [ n -n ] + e [ n ]y=i /i'=-oo
(3.2)
where [w] = [ [«] [w] ‘--hif [«] ] is the discrete time channel samples vector from
the /cth antenna of the jth  base station to the M  receive antennas and we model h i ’^  [n] as a finite
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impulse response (FIR) filter of order L -  1 with L being the number of taps of the multipath
channel’s power delay profile. Similarly e[7i] is an M x l  noise vector, representing the
background noise and other-cells (distant cells other than the handover cell) interference, i.e. .
After time alignment, descrambling the received signal with the base station specific long code 
and despreading with the user /  physical channel specific (DPCH in this case) channelisation 
code, the received ith symbol for the Ith Rake finger (corresponding to the Zth multipath 
component) can be written as
■j n+SFi)p(^ij~l (3*3)
= — ----  Ë  yMy[n]c{,i,c„[nmoASFcpcH\
^^DPCH n'=n
Substituting equations (3.1) and (3.2) into equation (3.3) and simplifying results in
n i  [ W  ] = h r a .  k "  ]* ^  A=1
(3.44
where is the ratio of received energy per chip of the DPCH to the total received power
spectral density. (Please note that in this model, we keep the energy per chip and energy per 
symbol the same whereas the noise variance at the chip and symbol levels differs by the spreading 
factor). It is also assumed that the channel coefficients do not vary much over the slot interval and 
e'l m i^ DPCH ] represents the other-cells interference and background noise at the symbol level after
the descrambling and despreading operation. In the following: signal representation of single­
antenna transmission, two-antenna transmission employing STTD, receive antenna diversity, hard 
handover (HHO) and soft (softer) handover are described and since we are interested only in the 
DPCH unless otherwise specified, we omit the subscript DPCH for compact representation.
3.2.1 Single-Antenna Transmission (No STTD)
In the case o f K  = 1, i.e. there is no transmit antenna diversity, equation (3.4) is reduced to the 
following form
'ii, [ ' ] = t ' K  W + [ " ]
\  or
By assuming ideal channel estimates, the MRC can be represented as
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l—O V nr
(3.6)
L -lf
-^0 k V o^r
(3.7)
3.2.2 Two-Antenna Transmission (STTD Mode)
For the case of two transmit antennas employing STTD, equation (3.4) is explicitly of the form
(3.8)
1] =  ] + ^  1 4  f t ,f  [/])+ < ,, t '+ 1]
(3.9)
To get an estimate of the DPCH symbols, STTD decoding is applied in the following manner
(3.10)
1=0
din t‘+ 1]= Z  ] * n i  B+ 1] -  k î^ [i] n i  BT )/=0
If the channel estimates are perfect, the above DPCH symbol estimates become
i^W=s^ ^^ (|ft"wr+|ft™iil4‘'ii+S(ftiifl‘<i']+ft»i'KJ«'+ir)
1 0^ \  z  \  /  1=0
(3.11)
(3.12)
(3.13)
3.2.3 Receive Antenna Diversity
For the receive antenna diversity, the symbol estimates given by equation (3.12) or (3.7) 
(depending upon whether STTD is employed or not) need to be combined as follows
M -l (3.14)
»i=0
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3.2.4 Handover Modelling
No handover (NHO) is modelled as /  = 1, i.e. there is only a single cell and the other Node-B is 
not modelled. If HHO is modelled, the symbol estimates given by equation (3.14) for either j  ~ I 
ovj = 2 give the desired output. Thus the signal from only one of the two Node-B s is used and the 
signal from the second Node-B acts as an interférer. For SHO/SerHO handover, the signals from 
the two Node-Bs (or two sectors of the same Node-B) are combined as follows
y=i
Note that this approach of modelling handover is the one adopted by the 3GPP (e.g. see 
[NOKI99c]). In this study, we distinguish between SHO and SerHO based on the conelation 
between the two links (higher correlation for SerHO and lower for SHO).
3.2.5 Correlation Modelling
Typically, the multipath fading associated with the two radio links that are in a handover mode is 
assumed to be uncorrelated which is not always true, particularly for softer handover, due to the 
co-location of the two sectors of the Node-B. Due to the geometry of the environment, there is a 
degree of correlation even for the multipath fading between the two radio links thereby affecting 
the performance. Thus it is important to model the multipath fading correlation as accurately as 
possible in order to have a true picture of the gains provided by handover. In this thesis, a method 
for generating a desired number (/> of Rayleigh fading envelopes with any desired covariance 
matrix as presented in [NATAOO] is followed. The underlying idea of this method is to generate ^  
complex Gaussian random variables with a corresponding covariance matrix such that taking the 
absolute value of these results in Rayleigh fading envelopes with the desired covariance 
properties. This is accomplished by establishing a numerical relationship between the correlation 
coefficient among the Rayleigh fading envelopes and the corresponding correlation coefficient 
among the complex Gaussian random variables. Further details can be found in [NATAOO]. In our 
results, it is assumed that the multipath components of each radio link do not have any correlation 
amongst themselves, i.e. an uncorrelated scattering assumption. Moreover, the correlation that is 
introduced between the two radio channels is a peer-to-peer path correlation. An example is
shown in Fig. 3 with J  = 2 and L = 2 and the coiTesponding covariance matrix is shown in
equation (3.16) where j  represents the correlation between the Rayleigh fading envelopes
identified in the subscript.
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Figure 3-1: An example path geometry for /  = 2 and L= 2
K^ = (^«2.«f)
1 0 0
0 1 0
0 1 0
0
^ ( « 2  .«2 ) 0 1
(3.16)
3.3 Capacity Analysis
Some results do exist in the literature, e.g. [HOLM04], [SIPIOO] and [KIM02] for estimating the 
downlink capacity offered by UMTS. We use these and derive a simplified expression for the 
capacity that directly utilises the output of link-level simulator. From [HOLM04], the basic 
downlink loading equation is
Ï=I W / R ^ ( i~  a )+
1 (3.17)
where is the downlink load factor, N  is the total number of users, is the activity factor of 
user ' i , {Ei^ INq\  is the signal energy per bit divided by the noise spectral density for a particular 
block error rate (BLER) of user ï , W is the chip rate, is the bit rate of user V, is the 
orthogonality factor (that characterises the loss of orthogonality of the orthogonal codes employed 
by WCDMA in a particular downlink cell due to multipath propagation) of the channel of user 7
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and )^. is the geometry factor (power received from the serving / handover cell divided by
the power received from surrounding cells plus the thermal noise) of user 7. Since, we are 
interested only in voice users, assuming that all the users in the cell are voice users having a 
particular value of the geometry factor, equation (3.17) becomes
(3.18)
where in equation (3.18), an average value of the orthogonality factor is assumed. Since E^l Nq is 
defined [HOLM04] in the downlink as
E , / N ,
W (3.19)
R  L .
(1- / 5)+
Substituting equation (3.19) into equation (3.18) and simplifying, we obtain
or
Equation (3.20) shows that the number of voice users depends upon the fraction of Node-B power 
allocated to the DPCH [E^ / )  at a particular geometry factor and a given value of the load 
factor. As per 3GPP guidelines [3GPP04a] for link-level simulations, the Node-B transmits at its 
maximum power so the total load factor is 1. Typically, 15% of Node-B power is allocated to the 
common channels in the downlink, so we use a load factor of 85% for calculating the number of 
users from equation (3.20). Thus the capacity values we derive represent the pole capacity. 
Ec /  values for a particular geometry factor in a particular radio channel are determined 
through link-level simulations whose development is discussed next.
3.4 Link-Level Simulator Development
3.4.1 Introduction
Developing a simulator that is fully compliant to the 3 GPP specifications is a huge task, as from 
the bit stream generation at the transmitter to the data reception and processing at the receiver, 
there are over 50 sub-blocks that need to be developed. Yet, this is precisely the task that has been 
undertaken here. Although from a research point of view, some simplifications could have been
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made, but from the point of view of an operator (Hutchison 3G was the driving force behind the 
development of this simulator), this is not desirable. Moreover, the requirements specifications 
introduced some additional features such as the ability to multiplex many TrCHs to simulate a 
mix of services and be able to define new radio bearers. Thus every effort has been made to make 
the simulator fully compliant to the 3GPP specifications. It was another requirement of Hutchison 
3G that the simulator be validated with the results of other companies, which have been presented 
at the 3GPP (e.g. [NOKI99a] and [ERIC99]). Thus, a thorough validation procedure has been 
performed by comparing the results of our simulator with these and some other results. Some of 
the comparisons are shown later in this chapter. Hence, it can be stated confidently that the results 
obtained using this simulator are calibrated and reliable.
Any application specific software goes through standard stages of development, i.e. requirements 
specification, design, actual program writing and performance validation. We next elaborate these 
in the context of link-level simulator development.
3.4.2 Design
An object-oriented design (GOD) has been adopted considering the nature of the physical layer 
WCDMA and the flexibility that is required from the simulator. This allows an easy and logical 
interaction between the objects and also allows natural evolution of the objects developed for 
Release 99 WCDMA to objects incorporating Release 5 and beyond functionalities such as 
HSDPA and HSUPA. Furthermore, the “inheritance” feature of GOD allows additional flexibility 
as with it, the most common tasks are put in a base class and an offspring of it derives not only the 
features that are contained in the parent class but also adds its own features, e.g. in our simulator, 
there is a class that defines the basic operations that are common to both the transmitter and 
receiver such as scrambling code generation. These are put in a base class and then we derive two 
offspring classes from this base class, one for the transmitter side and one for the receiver side. 
These two offspring classes do not need to define scrambling/de-scrambling operations 
themselves as they inherit these from the base class, yet they define operations that are specific to 
them, e.g. Rake receiver is defined only in the receiver class. Thus GGD avoids unnecessary 
duplication of operations.
Another advantage of GGD is the ability to allow multi-threading, i.e. several instances of an 
object can be run simultaneously without any conflict between them, and hence many simulations 
can be run at the same time. Detailed elaboration of the simulator design would be too exhaustive 
and so herein we show the structure of the simulator in the form of a block diagram in Figure 3-2 
in which most of the blocks are implemented as classes and some times they have sub-classes as 
well.
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Figure 3-2: Detailed Block Diagram of the Simulator^
Most of the blocks in Figure 3-2 have already been defined in Chapter 2, e.g. the multiplexing / 
de-multiplexing chain and the modulation mapping, spreading and scrambling operations at the 
transmitter side. The signal then passes through the radio channel that itself consists of several 
classes. At the receiver, I c^ that models the other cells (other than the serving cell and the 
handover cell) interference as well as background noise is added to the signal. Other-cell 
interference is also modelled as white Gaussian noise [3GPP04a]. At the receiver, in the Rake 
reception, diversity combining (due to STTD, receive antenna diversity or handover diversity) 
also takes place. The receiver also contains the channel estimation unit and signal to interference 
(SIR) estimation unit for the operation of CLPC. The operation of CLPC generates power control 
commands that alter the transmit power allocation at the transmitter. Although not shown in 
Figure 3-2, there is a class that handles the simulator input parameters. There is another important 
class that acts as the overall controller of the simulator. Its job is to co-ordinate between different 
objects, smooth flow of data and also to produce the output (BER, BLER, transmit power 
histogram, etc).
 ^ The dark shaded blocks in Figure 3-2 were developed primarily by the author, light shaded ones by the 
author and Dr. Yusep Rosmansyah in a joint manner and the un-shaded ones by Dr. Yusep Rosmansyah.
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3.4.3 Implementation
The simulator has been implemented in the C++ language, which is perhaps the most popular 
language of object-oriented programming (OOP) paradigm. All the building blocks of the 
simulator have been developed in house. Standard template library (STL) feature of C++ is used 
as well. In the windows environment, Microsoft Visual C++ 6.0 is used for development. GUI has 
also been developed in the windows environment. The core or the engine of the simulator also 
runs in the Unix/Linux environment but therein the GUI has not been developed as yet. The user 
interface in Unix/Linux environment is based on command line arguments as input and screen 
text display and file as output. In Unix, the code is written in XEmacs editor, compiled using g++ 
and gdb debugger is used for debugging. Matlab is primarily used for plotting the results and 
occasionally for helping in debugging. IBM’s Rational Purify software is used for detecting run­
time memory leaks. Further details about the implementation/development of the simulator and 
some of its features aie described in Appendix A.
3.4.4 Validation Process
Validation is the most difficult and time consuming part of a simulator development as things can 
easily go wrong in software implementation. The procedure that we have adopted throughout the 
course of simulator development is to test and validate each new block or functionality that is 
added to the simulator. For this purpose, test criterion is defined specific to that block or 
functionality. Moreover the test procedure becomes relatively straightforward when some 
theoretical results are available or the results from other simulators that are known to be reliable 
are available. In the following, we use both approaches and compare the results of our simulator 
with known theoretical results as well as the results presented to 3GPP by various companies.
3.4.4.1 AWGN Generation
The block that is validated first of all is the AWGN generation block as the AWGN is ever 
present in a receiver. It follows a Gaussian distribution [SKLAOO] as shown in equation (3.21), 
usually has zero mean and a pre-defined variance.
Figure 3-3 shows simulated and analytical probability density function (pdf) for a variance of 0.5 
and a sample size of 500,000. The simulated mean and variance were found to be 0.000318 and
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0.5004, respectively, i.e. extremely close to the theoretical values. Simulated pdf also shows very 
good proximity with the theoretical one.
Simulation  
 Theoretical
0.6
0.5
g1if 0.4fQè- 0.3I0.
0.2
0.1
—3 -2
M agnitude
Figure 3-3: AWGN pdf with mean = 0 and variance = 0.5.
3A4.2 Uncoded BER of QPSK
After AWGN is validated, the next step is to validate the performance of uncoded BER (also 
called raw BER) of the modulation used in the downlink of UTRA, i.e. QPSK in an AWGN 
channel. This is illustrated in Figure 3-4 that also shows the theoretical uncoded BER of QPSK, 
which according to [SKLAOO] is
r I2 E
N,
(3.22)
0 J
Again excellent conformance between the simulated BER and theoretical BER is observed in 
Figure 3-4.
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Figure 3-4: Uncoded BER of QPSK in an AWGN Channel
3.4.4.3 Correlated Rayleigh Fading Channel
Since each tap of the multipath channels defined by 3GPP [3GPP04a] has a Rayleigh distribution 
that is shown in equation (3.23), it is very important to fully validate correlated Rayleigh fading.
C{x) = x > 0
x < 0
(3.23)
For validation purposes, we take into account both the first-order and second-order statistics of 
Rayleigh fading. The first-order statistics describe the probability that the signal level is above or 
below a certain level whereas the second-order statistics describe how rapidly the signal changes 
between different levels [SAUN99]. The second order statistics are usually described in terms of 
level crossing rate (LCR) defined as the number of positive going crossings of a reference level in 
unit time and average duration of fades (ADF) defined as the average time between negative and 
positive level crossings [SAUN99]. Figure 3-5 to Figure 3-8 show the simulated and analytical 
first and second order statistics of Rayleigh fading. The analytical expressions for LCR and ADF 
are given in [PÀTZ98a].
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Figure 3-5: Correlated Rayleigh Fading Envelope
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Figure 3-6; Correlated Rayleigh’s Amplitude pdf
40
Chapter 3. Link M odel and Simulator Development
10 '
10"
10
10-
10-
IQ-
-  Theoretical
-  Simulation
"
:\
—35  —30  —25  —20 - 1 5  -1 0
Reference Level [dB]
- 5 10
Figure 3-7; Correlated Rayleigh’s Level Crossing Rate
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Figure 3-8; Correlated Rayleigh’s Average Duration of Fades
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The above curves were generated for sl fading rate of 222 Hz (corresponding to a mobile velocity 
of 120 km/h at 2 GHz carrier frequency). The sampling rate was 30,000 samples/s and about 
325,000 samples were generated for collecting the fading statistics. Please note that the sampling 
rate was deliberately reduced from 3.84 Mcps (chip rate in UTRA) to 30,000 samples/s to obtain 
the above four figures, without any loss of generality. This was done to reduce the memory 
requirements for storing statistically enough data (which is 10 to 100 times the sampling 
frequency) to be able to compare the simulated first and second order statistics with the analytical 
expressions. The simulated mean of the I  and Q branches of the complex Gaussian random 
variable (whose envelope follows Rayleigh distribution) was found to be 0.00039 and 0.00023, 
respectively, whereas ideally these should be 0. Similarly, variance was found to be 0.500053 and
0.50063 and ideally these should be 0.5 (assuming a unity gain channel). Moreover, simulated 
mean and variance of Rayleigh envelope were found to be 0.8873 and 0.21367 whereas 
theoretical values of these are 0.8862 and 0.2146, respectively [VUCE03]. These values and 
Figure 3-5 to Figure 3-8 validate to some extent, the functionality of Rayleigh fading that is at the 
heart of each tap in a multipath fading channel. The performance of tapped delay line (TDL) 
fading channels will be implicitly validated in the next section by verification of 12.2 kbps AMR 
speech and 64 kbps data service that are the reference measurement channels defined by 3GPP.
3.4.4.4 Validation of 3GPP defined Reference Measurement Channels
The 3GPP has defined four reference measurement channels (12.2 kbps, 64 kbps, 144 kbps and 
384kbps) in [3GPP04a] and these have been used for performance verification and setting up the 
Release 99 specifications. Partners of 3GPP have set up their simulators for these reference 
measurement channels and have presented their results in the WG meetings where the results of 
all the companies have been compared and based on agreed values, specified the performance 
requirements for UEs and Node-Bs, after adding suitable implementation margins. The 
implementation margins are necessary to add to the simulation results as these take into account 
the imperfections that are encountered in real life implementations.
In the following, we compare the results of our simulator with those of various companies, 
primarily for 12.2 kbps AMR speech as in most of this study, we use 12.2 kbps as a reference 
measurement channel. But we also present some results for the 64 kbps reference measurement 
channel as it is used in Chapter 6 as a radio bearer for carrying broadcast/multicast data. Both the
12.2 kbps and 64 kbps reference measurement channels are defined in Appendix B. Moreover the 
simulation assumptions of our simulator are defined in Table 3-1 and those of Nokia [NOKI99b], 
Ericsson [ERIC99] and Motorola [M 0T099] are shown in Appendix C. Also note that in the 
figures to follow, the results of our simulator are marked with the legend ‘UniS’.
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Table 3-1: Simulation Assumptions
PARAMETER ASSUMPTION
Chip Rate
3 GPP Reference Measurement Channel
Radio Channels Used
Number of Rake Fingers
Number of Samples per Chip
Channel Estimation
Closed Loop Power Control
Turbo Decoding
Geometry Factor )
Downlink Physical Channels & Power 
Levels
3.84 Mcps
12.2 kbps / 64 kbps
Static, 3GPP Case 1, Case 2 and Case 3 
Equal to Channel Taps 
1
Ideal
OFF
MaxLogMap with 8 iterations
Bit Rate Static Case 1 Case 2 Case 3
12.2 kbps - I d B 9dB - 3 d B - 3 d B
64.0 kbps - I d B 9dB - 3 d B - 3 d B
C P IC H £ ,//^ ,=  - l O d B
DPCH Ec/lor = test dependent power
OCNS Ec/lor = power needed to make the total 1„
equal to 1
3.4.4.4.1 12.2 kbps in Static (AWGN) Channel
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Figure 3-9:12.2 kbps in Static Channel
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3.4.4.4.2 12.2 kbps in 3GPP Case 1 Channel
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Figure 3-10:12.2 kbps in 3GPP Case 1 Channel
3.4.4.4.3 12.2 kbps in 3GPP Case 2 Channel
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Figure 3 11:12.2 kbps in 3GPP Case 2 Channel
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3A.4.4.4 12.2 kbps in 3GPP Case 3 Channel
10" ...................................... i ......................v.T-r: ...........................i.......................................
- a -  UniS ;
Nokia 
- O  Ericsson ■ 
-☆ -  Motorola ■
(k - "  - .........
........ik.'............
. . . , ___
............■"..................................................... ................................... '  s . i : ; , . '  .  ;
.........................■.........s ' .................
....................................... •.............> . . . . > . . s . . ........................................ :.................
.......................................:..................... 5r
: s ^ s
1
\ s N----------------
10
10'
10' -16.5 -16 -15.5 -15
Ec/lor [dB]
-14.5 -14
Figure 3-12; 12.2 kbps in 3GPP Case 3 Channel
Please note that values provided by these companies are read from graphs for plotting
together with our results, so there may be some small reading error, but the values corresponding 
to BLER of 10 % and 1 % are the actual values quoted by these companies as they presented them 
separately in a table. Usually for 12.2 kbps AMR speech, the target BLER is 1 %. Figure 3-9 to 
Figure 3-12 illustrate that the results of our simulator match very well with the results of Nokia, 
Ericsson and Motorola. Even the companies themselves differ by as much as 0.5 dB. This is due 
to the fact that despite the general simulation parameters being the same, the exact 
implementations of the various blocks such as the radio channel, Rake combiner, the decoder, 
random number and noise generators might vary. Also the simulation stopping criteria such as the 
number of transmitted information bits, the collected erroneous bit and the wavelengths of the 
radio channel might also differ. The above results are without CLPC but when it is added, the 
performance heavily depends upon the actual SIR estimation and that could vary from company 
to company. One might be using a better SIR estimation method than the others, so the difference 
between their results will be more prominent (this can be noted in the next set of results). The 
general approach of 3GPP is that based on the presented results and the discussions that follow,
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they agree on values that seem to be common and generally acceptable and then put those figures 
in the specifications.
3.4.4.4.5 12.2 kbps with CLPC Enabled
Next the performance of CLPC is verified. Additional simulation assumptions regarding CLPC 
that are common (the exception might be outer loop power control step size and its frequency as 
the companies do not specify it in their assumptions) between our results and those of Nokia 
[NOKI02a], [NOKI02b] and Ericsson [ERIC02] are shown in Table 3-2.
Table 3-2: Simulation Assumptions regarding CLPC
PARAMETER ASSUMPTION
Closed Loop Power Control On
Uplink TPC Error Rate 0%
Minimum Transmit Power (compared to CPICH) - 3 5 d B
Maximum Transmit Power (compared to CPICH) 7dB
Inner Loop Power Control Step Size 1 dB
Outer Loop Power Control Step Size 0.5 dB
Outer Loop Power Control Frequency 25 Hz
Target BLER 1 %
The operation of CLPC generates power control commands that modify the transmit power 
( Ep / 1 ) of DPCH according to the radio channel and signal to interference conditions. A change
in power of DPCH also requires a change in the power of OCNS so as to keep the total equal
to 1. The transmit power follows a lognormal distribution due to CLPC and its average value and 
90 % of its cumulative distribution function (90* percentile) are the important figure of merit for 
determining the efficiency of the loop [NOKI02a]. Table 3-3 presents our results and compares 
them with those of Nokia and Ericsson.
Table 3-3:12.2 kbps with CLPC enabled at 1 % BLER
Case 2 Case 3
90 % Level [dB] Ave. E / / , ,  [dB] 90 % Level [dB] Ave. E J Ig ^  [dB]
Nokia -1 1 .2 -1 3 .1 -1 2 .5 -1 3 .9
Ericsson -1 0 .3 -1 2 .5 -1 1 .3 -1 2 .8
UniS -1 0 .5 -1 3 .7 -1 1 .5 -1 4 .0
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It can be seen from Table 3-3 that our results are in line with those of Nokia and Ericsson. For the 
90 % confidence level, the values differ at most by 0.2 dB from Ericsson results and 1 dB to 
Nokia’s result in the Case 3 channel whereas the average E ^ / 1 differ at most by 0.6 dB from
Nokia’s result in Case 2 channel and 1.2 dB from Ericsson’s result in the Case 3 channel. Please 
note that Ericsson and Nokia themselves differ as much as 1.2 dB in 90 % level and 1.1 dB in 
average E^ /  7^  ^ in the Case 3 channel. Despite these differences, overall the results show similar 
trends and values as is exhibited by Nokia and Ericsson.
3.4.4.4.6 12.2 kbps with Hard and Soft Handover
Figure 3-13 presents the results for HHO and SHO in the Case 3 radio channel in comparison with 
Nokia’s results [NOKI99c]. Again, by observation, a good match can be noted between the two 
sets of results. For these results, the power margin between the two Node-Bs was 0 dB, no
correlation between the two radio links and 7^  ^/  7^  ^ was equal to 0 dB.
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Figure 3-13:12.2 kbps in 3GPP Case 3 Channel with HHO and SHO
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3.4.4A.7 12.2 kbps with STTD
Next the results for STTD are presented for the 12.2 kbps reference measurement channel forn the 
Case 1 radio channel. The results shown in Figure 3-14 are compared with Nokia [NOKI99d] and 
reasonable conformance can again be observed.
- a -  UniS 
Nokia
£
CO
10"^ - *
- 2 4 - 2 3•23 .5 - 22 .5 -22 - 21.5 -21 -20- 20 .5
Ec/lor [dB]
Figure 3-14:12.2 kbps in 3GPP Case 1 Channel with STTD
3.4.4.4.8 64 kbps data in 3GPP Case 2 Channel
Although in most of the thesis, we use 12.2 kbps AMR speech as a reference measurement 
channel, in Chapter 6, 64 kbps data service is used for broadcast/multicast services, so we present 
a result for its validation herein. Refening to Appendix B, a prominent difference can he observed 
between the 64 kbps radio bearer and 12.2 kbps AMR speech in which the former uses Turbo 
codes whereas the latter uses Convolutional codes.
Figure 3-15 presents the results for 64 kbps data service in Case 2 radio channel. Also shown are 
the results obtained by Ericsson [ERIC99], Nokia [NOKI99b] and Motorola [M 0T099]. It can be 
observed that om* results are in line with the results of Motorola and Nolda whereas the results 
presented by Ericsson differ by about 0.5 dB at 1% BLER. Although further results of 64 kbps 
data service can be presented in other radio channels but for validation purposes the results of 
Figure 3-15 provide sufficient validation of the simulator.
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Figure 3-15: 64 kbps in 3GPP Case 2 Channel
3.5 Summary
This chapter can he summarized as follows:
1. A solid mathematical foundation has been laid by developing a detailed signal model for 
the algorithms and techniques investigated in this study for the UTRA FDD downlink. 
Moreover a simplified capacity expression has been derived that is suitable for use in 
conjunction with the link-level simulation results for obtaining capacity estimates.
2. The mathematical foundation is supported by detailed elaboration of a link-level 
simulator development that has heen thoroughly tested and is found to produce results 
that are in line with the results produced by simulators developed by major companies 
and compared in the 3GPP.
With the help of a detailed signal model and a calibrated simulator, the following chapters explore 
several avenues for UTRA FDD downlink optimisation and enhancement -  a central aim of this 
study.
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Chapter 4 
SIR Estimation for CLPC and Handover 
Performance Analysis
4.1 Introduction
In this chapter, we investigate SIR estimation schemes for CLPC as the performance of the latter 
is heavily dependent on the former. We study the SIR estimation for CLPC by utilising the 
CPICH as well with the puipose of UTRA downlink slot formats [3GPP04c] optimisation. Any 
possible reduction of the slot overhead (e.g. pilot symbols) could be utilised either for increasing 
the data throughput in the downlink or for additional signalling intended for the uplink that could 
improve the uplink performance. We also discuss the extension of SIR estimation schemes for a 
single antenna transmission to two-antenna transmission employing STTD and describe 
appropriate ways for SIR estimation for two transmit antennas. Once an SIR estimation scheme 
suitable for use when STTD is employed, is established, we present a comprehensive analysis of 
UTRA downlink handover and the impact of various factors such as the multipath correlation 
between the two links, power margin, CLPC step size, STTD and receive antenna diversity on its 
performance. A capacity analysis is also carried out using equation (3.20) that was developed in 
the previous chapter.
4.2 Use of CPICH for CLPC
4.2.1 Introduction
In closed loop power control, the UE estimates the SIR and after comparison with the target value 
of SIR, generates power control commands. The aim is to keep the received SIR at the given 
value of the target SIR that itself is set by the OLPC depending upon the BLER requirements. The 
estimation of SIR in a generic manner as well as in the context of WCDMA is quite a well-studied 
problem, e.g. [PAULOO], [CHOI05], [FAHR02], [YOON02], [SE098], [HIGUOO] and the 
references therein. Generically, SIR is defined as
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SIR = E^[r] r r
(41)
var M  E lr-r ï"  e \ A
with r = E \t\ and where the random variable r represents the received signal plus noise. For 
practical purposes, the statistical expectations are often replaced by arithmetic averages.
In the downlink, the SIR is typically estimated by making use of the dedicated pilot symbols in 
the dedicated physical control channel (DPCCH). The slot format [3GPP04c] of the dedicated 
physical channel is shown in Figure 4-1.
 ^ DPDCH  ^^ DPCCH ■X- DPDCH  ^ ^DPCCH^
Datai TPC TFCI Data2 Pilot
Ndatai bits Nxpc bits N xfci bits Ndata2 bits Npiiot bits
Tsiot = 2560 chips, 10*2*' bits (k=0..7)
Slot#0 Slot #1 Slot #i Slot #14
One radio frame, Tf = 10 ms 
Figure 4-1; Frame Structure for Downlink DPCH [3GPP04c]
The dedicated pilot symbols can be used for four purposes, i.e. SIR estimation [USUDOO], 
antenna verification in the closed loop mode transmit diversity [3GPP04c], channel estimation 
and frame synchronization confirmation [3GPP04c]. On the other hand the CPICH whose slot 
format is shown in Figure 4-2 is used primarily for channel estimation, path searching and 
received signal power measurements for handover detection [USUDOO].
Pre defined bit sequence
Tsiot = 2560 chips , 20 bits
Slot #0 Slot #1 Slot #i Slot #14
>1 radio frame: Tf = 10 ms
Figure 4-2: Frame Structure for CPICH [3GPP04c]
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In this section, SIR estimation on the CPICH is studied and by using the knowledge of DPCH to 
CPICH power ratio, an SIR estimate for the DPCH is obtained that can be used for the downlink 
CLPC. This approach is similar to the one that has been suggested in [MOTO02] for obtaining the 
CQI in the HSDPA system. The High Speed Downlink Shared Channel (HS-DSCH) is not power 
controlled, we use the idea presented in [MOTO02] and apply it for CLPC in the downlink of 
Release 99 UMTS. In essence this idea has been studied in the literature [USUDOO] in the form of 
signal power estimation on the DPCCH pilot symbols and interference estimation on the CPICH 
symbols but herein we investigate it in a different perspective involving the knowledge of the data 
to common pilot power ratio. A motivating factor to use the CPICH for SIR estimation for the 
CLPC is the fact that CPICH uses 10 symbols that occupy the whole slot of 2560 chips whereas 
the DPCH does not have that many pilot chips and hence the SIR estimate made on the CPICH 
(with the knowledge of data to common pilot power ratio for obtaining the coiTesponding SIR 
estimate on the DPCH) is expected to be more accurate than the one that solely uses DPCH pilot 
symbols for this purpose. The impact of this idea for reducing the overhead in the downlink slot 
formats that have been specified by the 3GPP [3GPP04c] is also investigated.
4.2.2 SIR Estimation on CPICH with knowledge of Data to Pilot Power Ratio 
for CLPC
The relationship between the SIR estimation on the DPCH and that on the CPICH can be 
established by following the analysis presented in [MOTO02] for HSDPA and is briefly described 
next with the signal model developed in Chapter 3. The received CPICH signal, after the de­
spreader for the Ith Rake finger can be written as
<  = k [ 0] r,"[l] -  - 1]1
where
lE  (4.3)
for i = 0, . . . ,  Ap -1  where Np is the number of pilot symbols in a slot, is the received
energy per pilot chip as a fraction of the total received power spectral density, p[i] is the ith 
loiown pilot symbol, h[l] is the complex fading coefficient associated with the signal for the ith 
path and it is assumed that the channel does not vary much over the slot inteiwal and 
represents the AWGN plus interference.
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A similar expression can be written for the output of DPCH despreader for the ith Rake finger as
r t m  ...
where
Ë Z  ............ (4.5)
II
for i = 0 ,..., Nd -1  where Nd is the number of DPCH data symbols in a slot, is the
received energy per DPCH data chip as a fraction of the total received power spectral density and 
d\i\  is the ith DPCH data symbol.
/pThe variance of noise e /[ i ]  can be approximated as
iV  (4.®)
where SFp is the spreading factor of CPICH i.e. 256, and the factor is the fraction of Igr not 
orthogonal to the ith pilot despreader, i.e.
S  ■■ F - W f  
P
where P  is the instantaneous channel power, i.e.
p = Y . \ m f
l=Q
Similarly, the variance of [i] can be approximated as
(4.7)
(4.8)
where SFd is the spreading factor of DPCH. From equations (4.6) and (4.9), the following 
relationship can be established
A channel estimator provides a channel estimate per slot for each path that is of the form
53
Chapter 4. SIR Estimation fo r  CLPC and Handover Performance Analysis
(4.11)
Assuming a noise free channel estimate, the channel compensated CPICH can be written as
L-l
1=0
Substituting equations (4.3) and (4.11) into equation (4.12), one obtains
l„ r  1=0 V 1=0
The statistical mean and energy of can be found to be
E [ f" \  = ^ P  L .
~\ |2E = cp
" V ^or J
P^ + { a f
where P  is shown in equation (4.8) and
kr = ^ z \ h i i f { c f
or ^~0
Hence the SIR for CPICH can be represented as
_ { e J î J p ^SIR.CPICH kr
Similarly, the channel compensated DPCH symbols can be written as
1=0
Substituting equations (4.5) and (4.11) into equation (4.18), one obtains
E  44
V ^ or Kr 1=0 y I 1=0
(4.12)
(4.13)
(4.14)
(4.15)
(4.16)
(4.17)
(4.18)
(4.19)
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The energy of r can be found to be
E
where
{ a f
or or
(4.20)
(4.21)
Similar to equation (4.10), it can be shown that
SF,
(4.22)
Thus the SIR for DPCH can be represented as
E
SIR
I  2  y   ‘y  cd p- ( a  ) j  Î  /
DPCH
{ a f  ( a T
(4.23)
Substituting equation (4.22) in equation (4.23) and comparing with equation (4.17), we obtain
(4.24)erjP — ^cd c r p
cf p
The above equation illustrates that by knowing the DPCH to CPICH power ratio and the 
spreading factor of DPCH, an estimate of SIR for DPCH can be obtained. Practically the SIR 
estimate on the CPICH is calculated for the qih slot by following the equation (4.1) as follows
L
(4.25)
where the signal power and instantaneous interference estimate are
1 N „ - \
Dip ;=0
N . i= 0
(4.26)
(4.27)
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The above instantaneous interference estimate can be further averaged by using a first-order filter 
with forgetting factor À  that is typically less than one. In our simulations, we use I, i.e. 
instantaneous SIR estimates are used for the operation of CLPC.
(4.2S)
4.2.3 Data to (Common) Pilot Power Ratio Estimation
To use equation (4.24) as an SIR estimate for DPCH, the DPCH data to CPICH ratio has to be 
estimated for each slot as this ratio will vary due to the operation of CLPC. An expression for the 
channel compensated DPCH symbols is shown in equation (4.19). To get the desired ratio of 
DPCH data to CPICH pilot symbols ratio, the instantaneous channel gain needs to be removed as 
shown below
r^[t] f^[(i (4.29)
y  ~  L - l ,  .  0  ~ ~ ~
/=0 1=0 
Substituting equation (4.19) in equation (4.29), the following equation is obtained
y  = J ^ m +  ^
K / L Ë M1=0
The above fade mitigation operation enhances the noise for low values of the instantaneous 
channel gain. The method proposed in [MOTOOl] uses Automatic Gain Control (AGC) followed 
by low pass filtering to remove this residual effect. In our results, we simply use (4.30) and ignore 
the sign of the real and imaginary components of the symbol d[i\ and average over all the 
symbols in the DPCH to obtain an estimate of DPCH data to CPICH amplitude ratio in a non­
coherent manner. This is then used in equation (4.24) for obtaining the SIR estimate of the DPCH.
4.2.4 Simulation Results and Discussion
In this section, the CLPC performance comparison is presented when the SIR estimation is made 
solely on the DPCCH pilot symbols with that on the CPICH along with the knowledge of (DPCH) 
data to (common) pilot power ratio for obtaining the corresponding SIR estimate for the DPCH. 
The simulation parameters are shown in Table 4-1.
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Table 4-1: Simulation Parameters
PARAMETER ASSUMPTION
Chip Rate 3.84 Mcps
3 GPP Reference Measurement Channel 12.2 kbps
Radio Channels Used ITU Pedestrian A (3km/h)
Number of Rake Fingers 4
Number of Samples per Chip I
Channel Estimation Through CPICH
Inner Loop Power Control On
Outer Loop Power Control Off
Inner Loop Power Control Step Size Id B
Uplink TPC Error Rate 0%
Minimum Transmit DPCH E^ / 1 - 4 5  dB
Maximum Transmit DPCH E^ / - 3 d B
Downlink Physical Channels & Power CPICH E / /o r  = - l O d B
Levels DPCH Ec/lor = test dependent power
OCNS Ec/lor -  power needed to make the total lor
equal to 1
10“ ....................... .....................
- X -  DPCCH
CPICH with Ideal Data to Pilot Ratio 
-O -  CPICH with estim ated Data to Pilot Ratio
. . .  ,
....
: : : ; :
..................... \ ......................
%
........................ :...........
: .... .10"
- 22,5 -22  - 21.5  -21  - 20.5  -20  - 19,5 -19  - 18.5 -18  - 17,5
Average Transmit Ec/lor (dB)
Figure 4-3: BLER versus Average Transmit E  / 1
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Figure 4-3 shows that the blind estimation of the data to common pilot power ratio works as well 
as the ideal estimation. Moreover making the SIR estimate on the CPICH and then converting it to 
obtain the SIR estimate for the DPCH transmits about 0.8 dB less power at BLER of 1 % than the 
SIR estimate that is made by using only the DPCCH pilot symbols. This is due to the fact that 
more data is available on the CPICH for making the coherent SIR estimate than on the time 
multiplexed DPCCH pilot. This results in an improvement in the quality of SIR estimate that in 
turn is reflected in reduced average transmission power.
Table 4-2; Slot Formats specified by 3GPP [3GPP04c]
Slot
Format#i
Channel 
Bit Rate 
(kbps)
Channel
Symbol
Rate
(ksps)
SF Bits/
Slot
DPDCH
Bits/Slot
DPCCH
Bits/Slot
Transmitted 
slots per 
radio frameN Dalai N oa laZ Ntpc Ntfci N p ito t
0 15 7.5 512 10 0 4 2 0 4 15
1 15 7.5 512 10 0 2 2 2 4 15
2 30 15 256 20 2 14 2 0 2 15
3 30 15 256 20 2 12 2 2 2 15
4 30 15 256 20 2 12 2 0 4 15
5 30 15 256 20 2 10 2 2 4 15
6 30 15 256 20 2 8 2 0 8 15
7 30 15 256 20 2 6 2 2 8 15
8 60 30 128 40 6 28 2 0 4 15
9 60 30 128 40 6 26 2 2 4 15
10 60 30 128 40 6 24 2 0 8 15
11 60 30 128 40 6 22 2 2 8 15
12 120 60 64 80 12 48 4 8 8 15
13 240 120 32 160 28 112 4 8 8 15
14 480 240 16 320 56 232 8 8 16 15
15 960 480 8 640 120 488 8 8 16 15
16 1920 960 4 1280 248 1000 8 8 16 15
The results suggest that there is room for improvement in the downlink slot formats specified by 
the 3GPP in [3GPP04c] (also shown in Table 4-2) as when the CPICH is available, the number of 
DPCCH pilot symbols could be reduced as it has been shown that SIR estimation on the CPICH 
and then its usage for the CLPC by utilizing the data to common pilot power ratio results in better 
performance than obtained solely on the time multiplexed DPCCH pilot symbols. Moreover it is 
known that channel estimates provided by the CPICH are also better than those provided by the
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DPCCH pilot symbols, again due to the large number of symbols available on the CPICH and the 
typical high power assigned to the CPICH. Hence there is no need to transmit more than one 
DPCCH pilot symbol. A minimum of one DPCCH pilot symbol is required for frame 
synchronization confirmation. The initial frame and slot synchronisation is done during the cell 
searching procedure by using the synchronisation channel (SCH) [3GPP04j^, the DPCCH pilot 
symbols are used just for additional confirmation [LGIC99]. Therefore additional slot formats 
could be introduced in Table 12 of [3GPP04c] with a reduced number of DPCCH pilot symbols 
and a corresponding increase in the data symbols. These slot formats could be utilized when the 
CPICH is available (and closed loop mode transmit diversity is not being used as it uses dedicated 
pilots for antenna verification) and will also result in an increase in the data thioughput by a small 
amount (9 kbps for slot format 11 used in the simulations). Alternatively, the space vacated by the 
DPCCH pilot symbols could be utilised for improved/additional signalling in the downlink that 
could enhance the uplink performance.
4.3 SIR Estimation for Two Transmit Antennas employing STTD
In this section, SIR estimation is discussed when there are two transmit antennas employing 
STTD and expressions are given for proper estimation. Note that in this and in later sections, only 
DPCH is used for SIR estimation for CLPC, as is conventionally the case. Equation (4.25) defines 
the SIR where for a single antenna transmission, the signal power and interference estimation can 
be written (as described in [SE098] and [HIGUOO]) in a generic manner as
1 .  (4.31)
=  I J - E E ' !  [ » [ ' ] 'M 'Tly p i=Q 1=0
where p[i] is the ith DPCH pilot symbol and since only DPCH is being considered, the 
superscript indicating DPCH has been dropped.
P 1=0
The above interference estimate can be written in an equivalent alternative form [CHOI05], 
[YLITOO] as follows
L-l (4.33)
E ' i W - M f l p w1=0
For extension to two transmit antennas, the signal power estimation is modified as follows
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L - l L - l
, 1=0 1=0
(4.34)
where the superscripts 1 and 2 refer to transmit antennas 1 and 2, respectively. The interference 
definition of equation (4.33) can be extended to two antennas as follows [YLITOO]
1=0
L - l
1=0
04 35)
The interference definition of equation (4.35) is an appropriate way of estimating SIR for two 
transmit antennas. The interference estimate given by equation (4.32) is though equivalent to 
equation (4.33) for single antenna transmission, but its extension to two transmit antennas is not 
straightforward because if it is extended as shown in equation (4.36), it results in inter-antenna 
interference as is evident by the cross-multiplication of pilot symbols of the two antennas in 
equation (4.37).
1 N „ -l t , r , [ Q i ' [ i î  p 'U t+  'Z r ,v i^ U ]’p \ i t
_l=0 1=0
Equation (4.36) when expanded can be written as
(4.36)
/  = -
1 ë +
ë
7=0 \ 7=0 y
pW[nif,hW[iT]^p^uf^\hHif
Vi=o J 1=0
(4.37)
where the background noise terms are summed into e \ i ] .  Thus the cross-multiplication of the 
pilot terms need to be subtracted in equation (4.36) for it to be a proper estimate but that would 
unnecessarily complicate the interference estimation as equation (4.35) can be used without any 
such problem. Thus we use equation (4.35) for interference estimation when STTD is being used 
along with CLPC in handover regions later in this chapter. For the sake of completeness of this 
discussion, it should be noted that as pointed out in [QUDD04], if all the pilot symbols of the two 
antennas have STTD relationship between them, then the inter-antenna interference does not arise 
due to the STTD decoding process prior to SIR estimation. Please note that only the shaded 
DPCCH pilot symbols of antenna 1 and antenna 2 (defined in [3GPP04c]) have STTD 
relationship between them whereas the un-shaded ones do not, but they still are orthogonal to 
each other, so this method is not fully applicable. The interference estimation given by equation
(4.35) is quite simple, does not depend upon whether or not the STTD relationship exists between 
the pilot symbols and can easily be extended to more than two antenna transmission.
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4.4 Handover Performance Analysis
4.4.1 Introduction
This section investigates the handover (soft/softer/hard) performance of the UTRA downlink, as it 
is known that the downlink capacity of UMTS is very sensitive to the extent of overlap area 
between adjacent cells and the power margin between them. Factors influencing the handover 
performance such as the correlation between the multipath radio channels of the two links, limited 
number of Rake fingers in a handset, imperfect channel estimation, etc. that cannot be modeled 
adequately in the system-level simulations are investigated via link-level simulations. It is also 
shown that the geometry factor has an influence on the handover performance and exhibits a 
threshold value (which depends on the correlation between the multipath channels associated with 
the two links in a handover) above which the capacity starts to degrade. The variation of the 
handover gain with the closed loop power control (CLPC) step-size, space-time transmit diversity 
(STTD) and receive antenna diversity is also quantified. These comprehensive results could be 
used in guidelines for more accurate coverage and capacity planning of UMTS networks. This is 
an area of further research.
SHO is one of the most important functionalities of radio resource management in CDMA based 
mobile cellular systems. It is used in the intra-frequency handover and allows UEs to be 
connected simultaneously to several Node-Bs, which are selected by a pre-defined SHO 
algorithm. SHO provides spatial diversity in both the uplink and the downlink, leading to 
improvements in quality of service. Proper design and tuning of SHO is one of the main 
challenges in UMTS, as it has great impact on the trade-offs between coverage, system capacity 
and service quality in the network.
The impacts of SHO are usually investigated through system-level simulations. However, when 
doing system-level simulations, multipath induced fast fading is not usually considered, as the 
pilot channel samples taken for the handover purpose are measured on a fairly slow basis and are 
averaged so as to reduce the number of handovers. Moreover, the use of MRC in the downlink for 
SHO users implies that the Rake receiver has an unlimited number of fingers and hence all the 
multipaths from the Node-Bs involved, can fully contribute to the signal diversity. This is 
inaccurate, as a practical Rake handset receiver has a limited number of fingers [CHHE99].
Link-level research on the diversity performance, to some extent could rectify these inaccuracies. 
Realistic multipath channels corresponding to more than one Node-B that are involved in a 
handover along with power margin, correctly defined other users’ intetference and detailed 
models of transceiver architectures can overcome the inaccuracies of the SHO performance
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obtained from system-level results. Yet we have not found in the literature a comprehensive set of 
link-level results regarding the performance of SHO, SerHO and HHO, particularly as a function 
of the fast fading correlation between the two links. Our work thus attempts to rectify this 
omission. Within the published literature, it should be noted that the authors in [SAL099] 
compare the link-level handover gain as a function of the relative path loss between the two base 
stations, but they model the interference as Gaussian noise, which is a reasonable assumption only 
for the other-cells interference (caused by distant Node-Bs) and not for the downlink intra-cell 
interference as well as the interference caused by the adjacent handover cell. In [NOKI99c], some 
link-level handover results are presented for four different services in the 3GPP Case 3 radio 
channel but they consider only uncorrelated links with a fixed power margin.
Another contribution provided in this section is the downlink capacity analysis of UMTS in 
handover regions based on link-level results by using the capacity expression developed in 
Chapter 3. The results that exist in the literature, e.g. [HOLM04], [SIPIOO] and [KIM02] for 
estimating the downlink capacity of UMTS, either do not treat the handover or use a fixed value 
for SHO gain. Herein we evaluate the capacity offered by SHO and compare it with that of HHO
and no handover (that essentially models a single cell) for a range of geometry factors ( )
and hence establish all the design parameters and their range that influence the system capacity. 
To present a complete picture, results of the handover performance in UMTS downlink, along 
with other performance enhancing methods, such as STTD, receive antenna diversity and CLPC 
are also presented.
CPICHl
DPCHl Radio channel 1
OCNSl
Scrmb Scmtb 
Codcl Co(ic2
/  Channel \
\ correlation/  v i /  ^
CPICH2
DPCH2 Radiochannel2
0CIC!
Rake
OCNS2
foe -
/  Power \
\  margin /
Figure 4-4: Concise block diagram of the links from two Node-Bs and a UE
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Figure 4-4 shows the modelling of the 2“^  Node-B, as well as the power margin (difference) 
between the two radio links, an important parameter that triggers the initiation of a handover 
procedure. A desired correlation is introduced between the multipath radio channels from the two 
Node-Bs. In the Rake receiver, fingers are allocated for descrambling, despreading and channel 
compensation of the signal from both the Node-Bs or only one of them, depending upon whether 
the UE is in SHO or not. This is indicated in Figure 4-4 by two scrambling codes as inputs to the 
Rake receiver. The handover combining takes place in the Rake receiver.
4.4.2 Influence of the Geometry Factor on the Handover Performance
In this section, the impact of the geometry factor on the handover performance is characterised 
through link-level simulations whose parameters are shown in Table 4-3. All the values in Table 
4-3 are typical assumptions used for 3GPP simulations (e.g. see [3GPP04a] and [NOKI99c]).
Table 4-3: Simulation Assumptions for Handover Performance Analysis
PARAMETER ASSUMPTION
Chip Rate
3GPP Reference Measurement Channel 
Radio Channels Used 
Number of Rake Fingers
Correlation b/w the two Node-B’s 
Power Difference b/w the two Node-B’s 
Channel Estimation 
Closed Loop Power Control 
Minimum allowed DPCH Ec / h r  
Maximum allowed DPCH Ec / h r  
Inner Loop Power Control Step Size 
Outer Loop Power Control Step Size 
Voice Activity Factor
Geometry Factor i f  I h e )  and i f  on !  h e )
Downlink Physical Channels & Power 
Levels
3.84 Mcps 
12.2 kbps
3GPP Case 1 and 3GPP Case 3
8 (i.e. 4 for each Node-B) for Case 3 in SHO 
4 (i.e. 2 for each Node-B) for Case 1 in SHO 
For HHO, only half the fingers are utilised
Variable b/w 0.00 to 0.95 following [NATAOO]
0 dB or 3 dB
Ideal or through CPICH
Off/On
- 4 5 d B
- 3 d B
IdB
0.5 dB
0.58
Variable between 12 dB and -  6 dB 
CPICH E e / L r =  - l O d B
DPCH Ec /  hr = test dependent power 
OCNS Ec /  hr = power needed to make the total 
hr equal to 1
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In Figure 4-5, the of NHO, HHO and SHO at 1 % BLER is shown as a function of the
geometry factor in 3GPP Case 1 radio channel and in Figure 4-6 in the Case 3 radio channel.
..........
- a — NHO 
HHO
-O -  SHO .
.......
........% .........
..... 3,
........
..... ; ...................-  — ()......  ; .........
--------- ---------1----------------- 1------------Z jx
2  4  6
Geom etry Factor [dB]
Figure 4-5: Transmit E  / 1  versus I  / 1  in 3GPP Case 1 radio channel with Correlation 0
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HHO 
-O -  SHO .
____ > ,...............
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-2  0 2 
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Figure 4-6: Transmit E  / 1  versus I  / 1  in 3GPP Case 3 radio channel with correlation 0
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For both sets of results, the power margin between the two Node-Bs was 0 dB, i.e. 
{hri /  ^oc “  h r 2  ^^oc ) the Correlation between the two links was 0. For the Case 1 radio
channel, CLPC was switched-on whereas for the Case 3 radio channel, it was switched-off as the 
Case 3 radio channel corresponds to a mobile velocity of 120 km/h and CLPC does not work well 
at high speeds. It is interesting to note that in Figure 4-5, the performance of SHO becomes worse 
when compared to NHO for geometry factors greater than or equal to 6 dB. A similar trend is seen 
in Figure 4-6 where at a 6 dB geometry factor, NHO and SHO perform almost identical. The 
reason for this behaviour is that SHO experiences an interference floor as both the Node-Bs 
transmit at full power and the scrambling codes are not perfectly orthogonal whereas in NHO, 
which is essentially a single isolated cell, suffers only from the other cells interference ) and 
multipath induced interference but not from the interference associated with the handover. As the 
geometry factor increases (the other cell interference decreases as in the is fixed to
unity), the rate of decrease in of SHO is much lower compared to that of NHO. This can
be observed in Figure 4-5 and Figure 4-6 and is due to the fact that the SHO suffers from a multi­
access interference floor as pointed out earlier and eventually the E^ / of SHO becomes worse
than that of NHO. The 6 dB threshold value at which this happens and causes SHO to suffer a 
loss in capacity will help in the cell planning as the geometry factor provides a measure of cell 
isolation. We also derive the capacity values corresponding to the E^ / values of NHO, HHO
and SHO shown in Figure 4-5 and Figure 4-6 from equation (3.20). These are illustrated in Table 
4-4 and also show that NHO can support more users than both the HHO and SHO for geometry 
factors higher than 6 dB.
Table 4-4: Number of users as a function of the Geometry Factor at correlation 0,0
Case 1 Radio Channel Case 3 Radio ChannelGeometry Factor [dB]
NHO HHO SHO NHO HHO SHO
— 6 n/a n/a n/a 24 19 44
- 4 21 8 50 36 27 60
- 2 35 18 68 53 34 77
0 55 27 90 70 41 94
2 83 36 113 90 47 107
4 121 45 135 111 53 121
6 164 51 157 121 57 127
8 226 55 172 n/a n/a n/a
10 289 60 186 n/a n/a n/a
12 362 62 192 n/a n/a n/a
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Since, the multipath fading conelation reduces the signal combining gain associated with the 
handover, it is expected that with increasing correlation, the SHO will become worse than
that of NHO at lower values of geometry factor (i.e. higher levels of the other-cells interference). 
This is illustrated in Figure 4-7 for the Case 1 radio channel and in Figure 4-8 for the Case 3 radio 
channel at 1 % BLER and for a very high correlation value of 0.95. In reality, the multipath fading 
correlation may not be as high as 0.95, nevertheless it represents the worst-case scenario. Figure 
4-7 and Figure 4-8 show that the value of the threshold indeed reduces to 2 dB in the Case 1 radio 
channel and to 0 dB in the Case 3 radio channel, as expected. The corresponding capacity values 
are shown in Table 4-5 and also validate the above reasoning. The threshold value of 0 dB of the 
geometry factor could be used as a guideline for highly correlated environments.
Table 4-5: Number of users as a function of the Geometry Factor at correlation 0.95
Geometry Factor [dB] Case 1 Radio Channel Case 3 Radio Channel
NHO HHO SHO NHO HHO SHO
- 2 n/a n/a n/a 53 30 58
0 55 31 65 70 35 69
2 83 39 81 90 38 74
4 121 47 96 111 40 77
6 164 52 106 121 44 82
8 226 58 116 n/a n/a n/a
4.4.3 Factors Influencing the Handover Performance
In this section, the influence on the handover performance by factors such as the power margin 
between the two Node-Bs (or two sectors of a Node-B), multipath fading correlation, inner loop 
power control step size, limited number of Rake fingers, channel estimation, STTD and receive 
antenna diversity are investigated. Note that the SHO Gain in the following results is defined as 
the difference of E^ / values of HHO and SHO at a BLER of 1 %. All of the following results
were obtained for a geometry factor of 0 dB, a BLER of 1 % and using ideal channel estimation 
unless otherwise specified. Other simulation parameters were the same as specified in Table 4-3.
4.4.3.1 Impact of Correlation and Power Margin
Table 4-6 summarizes the E^ / 1 values for the SHO and HHO at 1% BLER as a function of the
multipath fading correlation between the two radio links in 3 GPP Case 1 radio channel with the 
power difference between the two Node-Bs equal to 0 dB and 3 dB, respectively. For these
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results, the CLPC was also switched-on. Since the handover is initiated only when the power 
margin (or power difference) between the two Node-Bs is less than or equal to 3 dB, the results of 
Table 4-6 represent both the best-case results (0 dB power margin) and worst-case results (3 dB 
power margin).
Table 4-6: Impact of Correlation and Power Margin in 3GPP Case 1 radio channel
Power Margin = 0 dB Power Margin = 3 dB
Correlation SHO HHO Gain SHO HHO Gain
E  /  /  [dB] [dB] [dB] E  / /  [dB] [dB] [dB]
0.00 -  17.93 -  12.77 5.16 -16.95 -14 .30 2.65
0.20 -  17.70 -13.08 4.62 -16.71 -14 .21 2.50
0.40 -  17.38 -  13.22 4.16 -  16.52 -14 .25 2.27
0.60 -  17.12 -  13.32 3.80 -16 .32 -14 .26 2.06
0.80 -  16.74 -  13.24 3.50 -  15.88 -1 4 .2 0 1.68
0.95 -  16.49 -  13.26 3.22 -15 .69 -  14.26 1.42
It is seen from Table 4-6 that a significant SHO gain of 5.16 dB is obtained at a conelation of 0 
when the power margin is 0 dB. By increasing the correlation, the gain steadily reduces and at a 
conelation of 0.95, the gain has reduced by 1.94 dB, i.e. (5.16 -  3.22 = 1.94). Moreover since the 
SerHO usually experiences quite high values of conelation due to the co-location of the two 
sectors of a Node-B whereas SHO typically experiences low or almost no correlation due to the 
physical separation of the two Node-Bs, SerHO is expected to support 28% 
= (l —  ^ less users than SHO. Table 4-6 also shows that when the power margin
between the two Node-Bs is 3 dB, SHO performs about 1 dB = (-16.95+17.93) worse as 
compared to the 0 dB power margin, but the HHO performs 1.53 dB = (-14.3+12.77) better than 
the HHO performance in the 0 dB power margin. This is logical since in HHO, the signal from the 
second Node-B is not combined and acts as an interférer, and the lower the interference power, 
the better the performance. Because of this, the SHO gain over the HHO also reduces significantly 
with the increasing power margin, e.g. at correlation of 0 the SHO gain reduces from 5.16 dB to 
2.65 dB.
Table 4-7 shows the impact of the conelation and the power margin on the HHO and the SHO 
performance in the 3GPP Case 3 radio channel with CLPC disabled.
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Table 4-7: Impact of Correlation and Power Margin in 3GPP Case 3 radio channel
Power Margin = 0 dB Power Margin = 3 dB
Correlation SHO HHO Gain SHO HHO Gain
E J h r  [dB] E J h r  [dB] [dB] E J h r  [dB] [dB] [dB]
0.00 -  18.20 -14 .55 3.65 -17 .50 -  15.60 1.90
0.20 -17 .80 -14 .30 3.50 -17 .10 -15 .45 1.65
0.40 -  17.45 -  14.05 3.40 -  16.85 -  15.35 1.50
0.60 -  17.00 -13 .85 3.15 -16 .40 -  15.20 1.20
0.80 -16 .75 -13 .85 2.90 -16 .20 -  15.20 1.00
0.95 -  16.75 -13 .85 2.90 -16 .10 -  15.20 0.90
A closer observation of Table 4-6 and Table 4-7 reveals that the performances of both SHO and 
HHO are improved in the 3GPP Case 3 channel compared to the 3GPP Casel channel due to the 
availability of more multipath diversity and a greater degree of time variations in the former. 
However, the improvements to SHO are less as compared to HHO, as SHO combining has 
already taken advantages of channel diversity, leading to lower SHO gains in the 3GPP Case3 
channel. Also in Case 3, the relative performance loss of SerHO as compared to the SHO is 
similar to that in Case I radio channel, i.e. 28% = (l -  ^ oH8.2o-(-i6.75))/io ^t a power margin of 0
dB. Thus the multipath fading correlation affects the relative SHO performance similarly at low 
and at high speeds.
4.4.3.2 Impact of ILPC Step Size
Table 4-8 shows the impact of the inner loop power control (ILPC) step size on the handover 
performance for a power margin of 0 dB and 3 dB, respectively. The correlation is assumed to be 
0 for these results.
Table 4-8: Impact of ILPC Step Size in 3GPP Case 1 radio channel
Step Size 
[dB]
Power Margin = 0 dB Power Margin = 3 dB
SHO 
E J K r  [dB]
HHO
[dB]
Gain
[dB]
SHO 
E / 4 ,  [dB]
HHO
[dB]
Gain
[dB]
0.50 -17 .91 -11 .91 6.00 -  16.91 -  13.44 3.47
1.00 -17 .93 -  12.77 5.16 -16 .95 -  14.30 2.65
2.00 -17 .90 -13 .05 4.85 -  16.99 -  14.41 2.58
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It is seen that SHO / 1^  ^ does not vary much as the step-size changes from 0.5 dB to 2 dB, 
whereas the HHO E^ / 1 improves. This is due to the fact that for HHO a larger power control
step-size also helps overcome the interference caused by the signal from the second Node-B that 
acts as an interférer and is not used for signal combining. On the other hand, SHO, due to the 
signal combining from the two Node-Bs is seen to be relatively independent of the ILPC step-size 
in the Case 1 radio channel.
Table 4-9 shows the performance in the 3GPP Case 3 radio channel and it can be seen that the 
SHO E^ /  shows an optimum step-size of 1 dB for a power margin of 0 dB as well as 3 dB.
The performance degrades at higher step sizes (e.g. 2 dB) due to the faster variations of the 120 
km/h radio channel. Again, the HHO is seen to perform relatively better in the Case 3 than in the 
Case 1 radio channel.
Table 4-9: Impact of ILPC Step Size in 3GPP Case 3 radio channel
Step Size 
[dB]
Power Margin = 0 dB Power Margin = 3 dB
SHO 
E J h r  [dB]
HHO 
E J L r  [dB]
Gain
[dB]
SHO 
E J h r  [dB]
HHO 
E J l o r  [dB]
Gain
[dB]
0.50 -17 .11 -13 .87 3.24 -  16.57 -  14.74 1.83
1.00 -17 .18 -13 .79 3.39 -  16.70 -  14.85 1.85
2.00 -  16.99 -13 .45 3.54 -  16.34 -  14.39 1.95
It is also noted from Table 4-9 and Table 4-7 that in the Case 3 radio channel, by enabling the 
CLPC, the SHO performs worse (E^ /  7^^= -17.18 dB) at a step-size of 1 dB as compared to the
SHO with CLPC disabled ( E ^ l -18.20 dB). Thus at high speeds, the CLPC should not be 
used, at least from the perspective of SHO.
4.4.3.3 Impact of CHEST
Since, channel estimation (CHEST) is more challenging at high speeds, we present the impact of 
CHEST through the CPICH only in the 3GPP Case 3 radio channel having 120 km/h mobile 
velocity. Table 4-10 illustrates the impact of CHEST on the E^ / of NHO, HHO and SHO at 
1% BLER, 0 correlation and the power margin equal to 0 dB, It is observed that estimating the 
channel through CPICH incurs a loss in E ^ i  I of about 0.3 -  0.5 dB. Note that the channel 
estimation method that has been used in the simulations is a simple pilot averaging method. W ith
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more sophisticated methods such as [CHOI05], the 11 % = (l —10“®'^ ^^ ®) loss in capacity of SHO 
can be reduced still further.
Table 4-10: Impact of CHEST in 3GPP Case 3 channel with CLPC Off
Ideal CHEST Tlirough CPICH CHEST Loss [dB]
NHO [dB] -  16.85 -1 6 .5 0  0.35
HHO [dB] -14 .55  -1 4 .1 0  0.45
SHO E J I ^ ^  [dB] -1 8 .2 0  -1 7 .7 0  0.50
4.4.3.4 Impact of the Number of Rake Fingers
A typical Rake receiver in a UE has four to six Rake fingers. Since, for SHO in the 3GPP Case3 
channel, the total number of multipaths is 8, the impact of limited number of Rake fingers is 
shown in Table 4-11 by assuming a correlation of 0 between the two links.
Table 4-11: Impact of No. of Rake Fingers in Case 3 channel with CLPC Off
Power Margin = 0 dB Power Margin = 3 dB
Number of Fingers SHO E J I ^ ,  [dB] SRO E J I ^ ^  [dB]
8 -  18.20 -  17.50
6 -18 .10 -17 .40
4 -17 .90 -  17.30
Note that for these results, the fingers aie allocated to the paths having the highest power in 
descending order. Due to this finger allocation mechanism, with 4 Rake fingers, the E^ / of
SHO suffers at most by 0.3 dB = (-17.90 + 18.20), i.e. a loss of 7 % = ( l - 1 0 “®‘^ ^^ ®) in capacity, 
in the 3GPP Case 3 channel, when the power margin is 0 dB.
4.4.3.S Impact of STTD
The impact of STTD on the SHO performance is illustrated in Table 4-12 for 3 GPP Case 1 radio 
channel with CLPC enabled and a correlation value of 0. Note that in Table 4-12, the STTD gain 
is the gain provided by STTD in SHO and not the gain provided by SHO over the HHO 
performance. It is seen that the relative gain provided by STTD in SHO is around 0.5 dB. In 
[HOLM04], it is reported that STTD provides a gain of 0.8 dB in a typical micro-cell without
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taking into account handover, thus the 0.3 dB reduction (0.8 -  0.5) in the STTD gain in SHO 
seems logical as the SHO already provides a degree of diversity and the additional diversity gain 
provided by STTD is expected to be somewhat less.
Table 4-12; Impact of STTD in 3GPP Case 1 channel with CLPC On
Pnwfxr Margin [dB] SHO E , / / , , [dB] STTD Gain [dB]
With STTD Without STTD
0 -18 .46 -17 .93 0.53
3 -17 .42 -16 .95 0.47
4.4.3.6 Impact of Receive Antenna Diversity
Although for Release 99 UMTS, the receive antenna diversity is not supported, it is being 
discussed in the 3GPP [NTTD03] for the HSDPA enhancements, so it is desirable to investigate 
its impact as well. Table 4-13 shows the performance of receive antenna diversity in the 3GPP 
Case 1 radio channel with CLPC enabled and a correlation value of 0 between the two Node-Bs.
Table 4-13; Impact of Rx. Antenna Diversity in Case 1 channel with CLPC On
SHO E , /  /  [dB] Rx. Antenna
Power Margm [dB] Antenna Without Rx. Antenna Diversity Gam
Diversity Diversity [dB]
0 -21 .11  -17 .93  3.18
3 -  20.29 -16 .95  3.34
It is seen from Table 4-13 that the gain provided by the receive antenna diversity is roughly 3.2 
dB to 3.3 dB. Receive antenna diversity is known to provide a gain of at least 3 dB even in fully 
coiTelated fading channels due to the coherent combining of the signal and non-coherent 
combining of thermal noise. In the case of handover, even though the fast fading at the two 
receive antennas is uncorrelated, the dominant source of interference is the structured multi-access 
interference that is the same at both the receive antennas, hence the gain provided by receive 
antenna diversity is not substantially higher than 3 dB.
4.4.4 Concluding Remarks about Handover Performance
In the preceding sections, the performance of (soft/softer/hard) handover in UTRA FDD downlink 
has been analysed at the link-level in 3GPP Case 1 and 3GPP Case 3 radio channels. The capacity
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offered in each has been identified for 12.2 kbps AMR speech at a BLER of 1 % as a function of 
the geometry factor. It has been shown that there is a trade-off between the signal combining gain 
provided by the handover, the multi-access interference associated with the handover and the 
other cells interference. Threshold values of the geometry factor are established beyond which the 
performance of SHO becomes worse than that of a single isolated cell. Factors influencing the 
handover performance such as the multipath fading correlation, power control step-size, channel 
estimation as well as transmit and receive antenna diversity, have also been investigated and their 
impact on the handover is illustrated in terms of the average transmit power.
4.5 Summary
In this chapter, we have used a validated simulator to investigate more efficient design of UMTS. 
We have concluded that UMTS downlink design can be improved via a number of ways. These 
are summarized as follows:
1. It has been shown that a simple relationship exists between the SIR estimation on CPICH 
and that on DPCH and involves the pilot to data power ratio that can be estimated blindly 
quite accurately. It is suggested that when the CPICH is available in tlie downlink and 
closed loop mode transmit diversity is not being used, additional slot formats could be 
introduced that could either increase the downlink data throughput or used for improved 
signaling.
2. SIR estimation for two antennas employing STTD has been investigated and a proper 
method of SIR estimation has been identified that can easily be extended to more than 
two antennas transmission and does not result in any undesired estimation induced 
interference.
3. Downlink handover performance has been thoroughly investigated using link-level 
simulations, achievable capacity and the range of all the design parameters (such as the 
geometry factor, CLPC step size, etc.) have been identified. These link-level results will 
help in the system-level analysis and provide guidelines for UMTS radio network 
dimensioning.
An important issue associated with the downlink handover is the multi-access interference 
encountered in the overlap regions. Its minimization is the main topic of the next chapter.
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Multi-Access Interference Suppression in 
Handover Regions
5.1 Introduction
It was highlighted in the previous chapter that significant multi-access interference is generated in 
handover regions in UTRA FDD downlink, particularly when both the Node-Bs involved in a 
handover are fully loaded. This chapter investigates the use of a blind minimum output energy 
(MOE) adaptive detector as a possible approach for suppressing this multi-access interference. A 
simple solution to the mismatch problem of the MOE detector is also proposed in the form of 
CLPC. It is shown that a significant gain of 1.5 -  2.5 dB in average transmit power can be 
achieved by the use of adaptive interference mitigating detectors over the conventional Rake 
receiver. A requirement for the use of adaptive minimum mean square error (MMSE) detectors is 
the use of short scrambling sequences, which is not supported by current 3GPP specifications for 
the downlink, but the impressive gains achieved by these adaptive detectors make a strong case 
for the incoiporation of short scrambling sequences in the downlink for future UTRA evolution.
Apart from investigating the MOE detector with the purpose of interference suppression in 
handover regions of UTRA FDD downlink, we investigate it in a much broader manner as an 
interesting blind data detection approach and investigate techniques to improve the convergence 
speed of its adaptive implementation. For this, we study cost functions that possess global 
minimum and steeper gradient than that of the most populai' squared error cost function. Herein, 
hyperbolic cosine based cost functions are found to have good convergence properties and their 
incorporation do not cause any significant increase in complexity.
We also investigate the adaptive implementation of the MMSE solution and suggest Cimmino’s 
reflection method from linear algebra [MEYEOO] as a possible way of achieving the MMSE 
solution blindly. It is shown that the proposed algorithm has roughly the same convergence 
performance as the blind recursive least squares (RLS) algorithm, is numerically more stable than 
the RLS algorithm and exhibits parallelism for pipelined implementation.
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5.2 Interference in Handover Regions and its Suppression Approaches
In handover regions, multi-access interference is generated because the scrambling codes used to 
separate the sectors/cells are not perfectly orthogonal codes. This becomes severe when the Node­
s ’s involved in a handover, transmit at their maximum power, as is evident from the results (see 
e.g. Figure 4-5 and Table 4-6) presented in Chapter 4. It is clear that suppression of this multi­
access interference would result in an improved performance. In this section, we review various 
approaches that are possible for the reduction of multi-access interference for the downlink.
Basically, suppression of multi-access interference is a topic of multiuser detection; a term that is 
used primarily for joint detection of multiple users in a CDMA based system. In the context of 
CDMA, it had long been thought that when sufficiently large numbers of users are sharing the 
channel and their received powers are almost the same then the applicability of the central limit 
theorem dictates that the multiple access interference can be modelled as AWGN and hence the 
optimal receiver for CDMA in an AWGN channel is a matched filter detector or a Rake receiver 
in a multipath fading channel. This led to the reasoning that CDMA systems are inherently 
interference limited due to the poor performance of the matched filter detector in multi-access 
interference. This view was proved incorrect when in 1984, it was shown by Verdu that the 
received CDMA signal inherently consists of structured interference which could be exploited in 
an intelligent way such as in the manner of maximum a posteriori or maximum likelihood 
sequence detection to obtain much better performance than the matched filter detector. Thus 
theoretically speaking, CDMA systems are not interference limited if the optimal data detector 
[VERD98] (which is not practical) is employed. But the problem with the optimal detector lies in 
the fact that its complexity grows exponentially with the number of active users in the system. 
Tills has led to a flurry of papers in the last 20 years on sub-optimal detectors having less 
complexity than the optimal detector yet obtaining appreciable performance gain over the 
traditional matched filter detector. A good deal of information on multiuser detectors can be found 
in [VERD98] and particularly the ones suitable for mobile terminal implementation in [CAST02]. 
A comprehensive review of multiuser detection schemes is presented as a review paper in 
[KOULOO].
Typically, most multiuser detection schemes are suitable for application in the uplink of a system 
at the base station as they require information (codes, timing, power, etc.) about the signals that 
are sharing the channel, which is not readily available in the mobile terminal. For the downlink, 
either a conventional detector is employed which simply ignores the presence of multi-access 
interference or some intelligent signal processing technique may be employed that takes into 
account the presence of multi-access interference. As shown in Figure 5-1, these so called
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Enhanced Single User Detection schemes consist of multipath interference cancellers, chip level 
multipath equalizers and symbol level adaptive interference mitigating filters.
Data Detection
Single User Multi-User
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Detection
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Figure 5-1: Classification of Data Detection Schemes [KOULOO]
The multipath interference cancellers (MPIC) operate on a similar principle to the parallel 
interference cancellers [DIVS98] used for multiuser detection but they cancel the interference 
caused only by multipath propagation of the desired user. A detailed investigation of the multipath 
interference cancellation for HSDPA is carried out in [HIGU02] and it is shown that by using the 
MPIC, the maximum peak throughput can be increased two fold. In [RAMAOO], MPIC and 
common channel interference cancellation for Release 99 UTRA is investigated.
For chip level equalizers, the fact that the transmitted sum signal from the node-B is orthogonal 
due to the use of OVSF channelisation codes and that all the signals go through the same radio 
channel is exploited and an equalizer structure is employed to restore the orthogonality of the 
spreading codes as much as possible which in turn results in suppression of inter-path 
interference. It is necessary to equalize the signal at the chip level, as the downlink received signal 
is not cyclostationary at the symbol level [HOLM04] due to the long scrambling code. Numerous 
papers have appeared in the literature on this theme, such as [PETR02], [KRAUOO], [HEIKOl], 
[HOOL02] and [CHOWOl]. The paper by K. Hooli, et. al. [HOOL02] is a review paper on the 
adaptive methods for chip level equalization. These papers have suggested the incorporation of
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chip-level equalizers in the UTRA downlink for performance enhancement as these can be used 
with long scrambling codes and can be adapted at the chip level.
As mentioned earlier, the interference that is experienced in a handover region is primarily due to 
the imperfect orthogonality of the scrambling codes and high loading of the Node-Bs, there may 
be additional interference due to multipath propagation, so one possible approach to reducing the 
multi-access interference in a handover region is to enhance the capabilities of chip-level 
equalizers that are typically used for suppressing intra-cell interference, to suppress the inter-cell 
handover interference as well. Such an approach has been followed in [KOMUOO], [LENAOO] 
and the general conclusion they reached is that chip-level equalisers can reduce the inter-cell 
interference adequately when the UE has receive antenna diversity, allowing spatio-temporal 
processing. A training sequence based equalization approach was adopted in [PETR02] for 
minimizing both the intra and inter-cell interference through the common pilot channel (CPICH) 
of both cells.
In this chapter, we adopt a different approach for minimizing the inter-cell handover interference 
by introducing cyclostationarity of the received signal at the symbol level through the use of short 
scrambling sequences and using adaptive filter structures, which is the third main category of 
performance enhancement in the downlink. In the literature, early mention of this approach is 
found in [RAPA94] where the authors proposed adaptive linear and decision feedback structures 
based on the use of known training sequences for the elimination of multiple access interference.
A breakthrough in adaptive interference mitigating detectors was the introduction of the blind 
adaptive detector [HONI95], [POOR97] and [MADH98] that does not need the training sequence 
for its adaptation and needs only the signature sequence and timing of the desired user i.e. the 
same knowledge that a conventional correlator receiver requires. Further improvements of the 
original orthogonally anchored algorithm [HONI95] were presented in [GAUD98], [GARCOO] by 
making the detector invariant to phase error on the desired carrier and resistant to large frequency 
shifts on the interfering carriers which may occur for signals coming from different LEO 
satellites. The blind detector was suggested to be quite suitable for satellite personal 
communication systems (S-PCS) in [GAUD96] and in [GAUD99] where the improvement in 
quality of service was shown in terms of outage probability. This analysis was performed in a 
simple AWGN channel. The performance of the blind detector in a satellite channel model 
[PÂTZ98b] of suburban and rural environments was investigated in [QUDD03]. This blind 
detector has been proposed both for the mobile terminal and for the land earth station (LES) in the 
ESA proposal “SW-CDMA” for S-UMTS [BOUD02]. Also an ASIC implementation of the 
extended complex blind adaptive interference-mitigating detector EC-BAID of [GARCOO] has 
been presented in [FANUOl] and is suggested for integration into the hand held user terminal for
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the 3*^  generation (3G) mobile satellite communications. Further improvements to the blind LMS 
algorithm are reported in [KRISOO] and in [KRISOl] where filter-tap averaging is introduced and 
the step size of the LMS algorithm is optimised.
It was pointed out in the original paper [HONI95] on the blind multiuser detector that it suffers 
from a mismatch problem in multipath fading channels or when the timing information about the 
desired signature sequence is not accurate, which could result in the suppression of the desired 
user. In [HONI95], it was proposed to put a constraint on the Euclidean norm of the detector that 
adds additional background noise and prevents suppression of the desired user to some extent. 
This problem of mismatch has also been addressed in [XUOl], [HWAN99], [MADH98], 
[MUCC04], [DELROl] where a few solutions are presented. Most of these rely in one form or 
another applying constraint(s) on the detector. Another important development related to the blind 
detector was the signal sub-space concept investigated in [WANG98] and it was shown that under 
this scheme, both the decorrelating and MMSE detectors could be obtained blindly and performed 
somewhat better than the minimum output energy (MOE) based blind detectors of [HONI95] 
under the mismatch conditions. Nevertheless the complexity of the subspace adaptive detectors is 
higher than the adaptive MOE detectors due to the estimation of signal subspace components. A 
comparison of the adaptive interference mitigating detectors including the subspace based types 
was presented in [HONKS].
In the next section, we apply the blind MOB detector for multi-access interference suppression in 
the UTRA downlink handover regions and for this purpose, we use the same short scrambling 
code sequence of length 256 chips that has been recommended in [3GPP04e] to be used for the 
UTRA uplink. Though by doing so, we deviate from the strict 3GPP standard; but since our study 
is research oriented, it allows us to investigate the short scrambling code option for future UTRA 
evolution. We also address the mismatch problem of the MOE detector [HONI95] and show that 
CLPC is a simple and effective way of reducing it. The results illustrate that this approach of 
interference suppression achieves a significant reduction in average transmit power that could be 
traded off as enhanced capacity or improved coverage.
5.3 Blind MOE Detector and its applicability in UTRA downlink 
Handover Regions
5.3.1 An overview of the MOE Detector
In this section, we develop the adaptive rules of the blind MOE detector and then investigate its 
applicability in the UTRA downlink handover regions. Let y ^ \n \  represents the received signal
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sequence after descrambling with the j th  Node-B’s short scrambling code sequence s^[n]. 
Similar to equation (3.3), the conventional matched filter detector or the correlator detector can be 
represented as
mod5F]  ^ ^
n=n
In equation (5.1), the channelisation code is a real valued sequence but if an interference 
mitigating linear receiver is introduced, it has to be complex as separate data is carried by the I  
and Q channels. Thus the blind detector we introduce is complex with separate adaptation of I and 
Q channels, similar to the one presented in [GAUD98]. In the following, the detector for only the 
I  channel is described as extension to the Q channel is straightforward. The output of the blind 
detector can be represented as
' ^ y / [ n ] w l [ n 'm o d S F ]   ^ ^
where
wj [n mod 5F] = c-' [w mod S F ] + x j  [n -  5F * /] (5-3)
n+SF-l  (5 4)
^  c-' [n mod SF}xj  [«' -  5F /] = 0
for rt = 0, 1, ..., 2560 (number of chips in a slot) and i = 0, 1,2, N  where N  is the number of 
symbols in a slot of DPCH. Equation (5.3) shows that the detector’s impulse response is 
composed of two parts; a fixed part that is equal to the channelisation code sequence and the other 
an adaptive pait that is orthogonal to the fixed part as shown in equation (5.4). The adaptive part 
of the detector’s impulse response is chosen in such a manner as to minimise the mean output
energy \ M
A m o e \ , which has been shown in [HONI95] to be proportional to the
minimisation of mean square error E . The minimisation of the output
energy actually minimises the sum of interference and noise at the output of the detector while 
keeping the contribution of the desired signal at the output intact due to the orthogonal constraint 
of equation (5.4). The condition of equation (5.4) is also known as the anchor and hence the blind 
detector is also known as the orthogonally anchored blind detector in the literature [HONI97].
A stochastic gradient based adaptation (similar to LMS adaptation) of the blind detector 
[HONI97] can be represented as
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x j  [n] = x j  [w -  5 F  ^ /] -  ju{r/ [/])f [n] -  (r/ [i]X^ d  [n m od 5F])
where jU is the step size of the adaptation. The complexity of the blind LMS algorithm is 0(SF) 
[POOR97].
A recursive least squares (RLS) based adaptation has been presented in [POOR97] and results in 
the following adaptation rule
where a vector representation has been used for the channelisation code sequence and for the 
received signal after descrambling. Symbol R/[z] represents an estimate of the correlation matrix 
of the signal that is input to the detector and À  is the forgetting factor needed to discount the past 
data in a non-stationary environment. It is such that {0 < À < 1) and (I -  À «  1). The 
complexity of the blind RLS algorithm is 0 ( S d )  if the inverse of the correlation matrix is 
propagated through the matrix inversion lemma [POOR97].
5.3.2 Applicability of MOE Detector in UTRA Downlink
In applying the MOE detector for UTRA FDD downlink handover regions, we use the same short 
scrambling codes that are suggested in [3GPP04e] for UTRA uplink which are of length 256,
which means that adaptive detectors are required as each one needs to see the same portion
of the scrambling code to satisfy the cyclostationarity condition for adaptation. Since, in the 
following analysis, 12.2 kb/s AMR speech reference measurement channel [3GPP04a] is used 
which uses a spreading factor of 128, two separate detectors are needed for the adaptation of 
alternate symbols. Actually from an implementation point of view, only one detector is sufficient 
with appropriate loading of filter coefficients from the memory as the symbols alternate. 
Moreover, if the two Node-Bs that participate in a handover use different channelisation codes for 
the same DPCH, even then separate adaptation is required for each one of them. The blind 
detector is incorporated into the Rake receiver by replacing the channelisation code sequence used 
in the despreader with the detector’s coefficients, similar to [MELLOO], [WENGOl] and hence in 
the following, it will be referred to as MOE Rake as against MF Rake (the conventional Rake).
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The step-size of the detector was chosen to be 0.0008 after some experimentation while other 
parameters for the simulation results illustrated in this section are shown in Table 5-1.
Table 5-1: Simulation Assumptions for MOE Performance Analysis
PARAMETER ASSUMPTION
Chip Rate 3.84 Mcps
3 GPP Reference Measurement Channel 12.2 kbps
Radio Channels Used 3GPP Case 2 (3 Tap Channel) 
3GPP Case 3 (4 Tap Channel)
Number of Rake Fingers 6 (i.e. 3 for each Node-B) for 3GPP Case 2 
8 (i.e. 4 for each Node-B) for 3GPP Case 3
Correlation b/w the two Node-B’s 0
Power Difference b/w the two Node-B’s OdB
Channel Estimation Ideal
Inner Loop Power Control Off/On
Outer Loop Power Control Off
Inner Loop Power Control Step Size IdB
Handover Type Soft
Geometry Factor /  Z„^  ) and (z^ g^ / )^ OdB
- X -  MF Rake (UniS) 
MF Bake (Nokia) 
-O -  MOE Rake: (UnIS)
-22.5 -22 -21.5 -21 -20.5 -20 -19.5
Transmll Ec/lor [dB]
Figure 5-2: BLER versus E  /  /  in 3GPP Case 3 Channel with CLPC Off
81
Chapter 5. Multi-Access Interference Suppression in Handover Regions
Figure 5-2 shows the block error rate (BLER) versus transmit of Rake receiver and MOE
Rake (replacing each despreader in the Rake with blind MOE detector) in 3 GPP Case 3 radio 
channel in SHO with CLPC switched off as it was shown in Chapter 4 that CLPC is not effective 
at high speeds. Nokia’s results [NOKI99c] are also shown. It can be seen that the MOE receiver 
provides a significant gain of about 2.5 dB in transmit power over the standard Rake receiver at 1 
% BLER.
It should be noted that the 3GPP Case 3 is a relatively less dispersive channel with a maximum 
delay spread of only 3 chips. We next consider 3GPP Case 2 channel that is extremely dispersive 
with three equi-powered taps and the maximum delay spread is about 77 chips. It is expected that 
in Case 2 channel, the mismatch problem of the MOE detector pointed out in [HONI95] will
occur. The mismatch occurs when the receiver’s estimate of the signature waveform c^[n\ is not 
the same as the actual signature waveform d {r i \ , which may be the case if there is a timing offset 
at the receiver or there is multipath propagation, in which case the received signature waveform is 
the convolution of the transmitted signature waveform with the channel impulse response. The
receiver may use the nominal value of the signature waverform d { n \  in equation (5.2) to
equation (5.4) instead of the actual value d { n \  and the minimisation of the output energy will 
also suppress a portion of the desired signal.
It was shown in [HONI95] that complete cancellation of the desired signal is possible if the norm 
of the adaptive part (also known as suiplus energy) increases too much but at the same time high 
values of the surplus energy also lead to noise enhancement at the output of the detector, which in 
turn increases the output energy. Since the blind detector is based on the notion of minimising the 
output energy, this criterion itself prevents excessive degradation of the desired signal by trading 
off signal suppression and noise enhancement, provided noise levels are moderate (low SNR 
regions) but when the noise levels are low (high SNR regions), there may be excessive signal 
degradation unless an explicit constraint is placed on the norm of the adaptive part of the filter’s 
impulse response, i.e. the surplus energy is allowed to be large to suppress the interference but not 
large enough to cause excessive signal suppression.
Figure 5-3 shows the performance in 3GPP Case 2 radio channel with CLPC off and it can be 
seen that the MOE receiver suffers from the mismatch problem. At low values of E^ / ,  it
provides gain over the rake receiver, but at high values of E^ / ,  it shows degradation, which is
typical mismatch behaviour, i.e. suppression of the desired user at high signal to noise ratios due 
to high values of the surplus energy.
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Figure 5-4 shows the performance when the CLPC is enabled and it is seen the mismatch problem 
does not occur. This is explained as follows. A solution of the mismatch problem was presented in 
[HONI95] by putting a constraint on the norm of the detector and was shown that it was 
equivalent to adding fictitious noise to the detector, thus changing the SNR operating point to 
lower regions where the detector operates adequately and provides reasonable SIR. CLPC is 
essentially doing the same, changing the SNR operating point, not by adding more noise, rather 
by manipulating transmit power so that only the minimum amount of power is transmitted for the 
desired quality of service. Thus the solution of the mismatch problem we propose (i.e. to use 
CLPC) is equivalent to the constrained surplus energy approach presented in [HONI95] but is 
more natural because CLPC is anyway a necessity of CDMA based systems. Moreover the 
proposed method circumvents the need for any artificially induced explicit constraint on the norm 
of the detector. Thus, even in the very dispersive 3GPP Case2 radio channel, a gain of about 1.6 
dB in average transmit power is obtained by MOE Rake over the standard Rake receiver in a SHO 
region.
5.3.3 Some Remarks on the use of MOE detector in UTRA Downlink
It has been shown in this section that symbol level adaptive interference mitigating detectors such 
as the MOE receiver can significantly reduce the average transmission power in a handover by 1.5 
to 2.5 dB, which means that if this approach is adopted by 3GPP for the UTRA downlink, the cell 
radius could be increased as a further increase in the path loss by 1.5 -  2.5 dB could be tolerated. 
Alternatively, the capacity could be increased significantly by maintaining the same cell radius 
and reducing the transmit power of the link by 1.5 to 2.5 dB. Either way it is extremely beneficial 
to UMTS. To achieve these benefits, short scrambling codes need to be introduced in the 
downlink. One problem that would arise in this regard is the backward compatibility issue, as 
UMTS is already in operation and using long scrambling codes in the downlink. If a new UE 
appears in market that can handle short scrambling codes, the Node-B will still have to transmit 
the long scrambling code because of legacy UEs in the market and if it transmits both the long as 
well as the short scrambling code, the received signal would no longer remain cyclostationary at 
the symbol level and the adaptive symbol level detectors wouldn’t work. One possible approach 
to solve this problem could be to use a separate carrier when short scrambling codes need to be 
employed. Nevertheless, the use of short scrambling codes for UTRA downlink is a promising 
technique and could be considered for UTRA evolution.
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5.4 Enhanced Convergence of blind MOE detector using Steeper 
Gradient Cost Functions
5.4.1 Introduction
In the previous section, the performance of blind stochastic gradient based MOE receivers was 
investigated for the UTRA downlink. In this section, we investigate a way of increasing its 
convergence speed. In adaptive filters, the parameters of the filter coefficients are adapted in a 
manner such as to minimise a cost function, which is a scalar valued function of the error signal. 
A most desirable property of the cost function is that it should be a convex function (i.e. should 
have a global minimum) and in that case by starting at any arbitrary initial value of the filter 
coefficients, it is possible to converge to the minimum of the cost function (implying optimum 
filter coefficients) by following the direction of steepest descent (opposite direction to the gradient 
of the cost function) in an iterative manner. As mentioned earlier, the MOE detector is based on 
minimising the output energy cost function and has been shown to be proportional to minimising 
the mean square error (MSE) cost function. It is expected that if the cost function is changed from 
the MSE to one that has a similar global minimum like the MSE cost function, but importantly a 
steeper gradient than the MSE cost function, the adaptive filter will reach its optimal coefficients 
corresponding to the minimum of the cost function much more quickly and hence enhanced or 
faster convergence will be obtained.
5.4.2 Hyperbolic Cosine based Cost Functions
There are several cost function with steeper gradient than the MSE cost function, such as the 
fourth or eighth power of the error signal, the ones we investigate in the following belong to the 
hyperbolic cosine function and its variants.
  cosh(o)-1
Figure 5-5: Plot of squared error and hyperbolic cosine of the error signal
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Figure 5-6: Plot of hyperbolic cosine and sqnared hyperbolic cosine of error signal
It can be seen from Figure 5-5 and Figure 5-6 that the hyperbolic cosine function and its square 
have got much a steeper gradient than the squared error (MSE) cost function. Moreover by 
introduction of a scalar in the argument of the hyperbolic cosine function, i.e. cosh(/!rg,.), further
control over the slop of the function can be obtained. Our choice of the hyperbolic function as a 
cost function stems from the fact that it contains the W iener solution (the solution that 
corresponds to minimising the MSE cost function) that is considered to be the optimum linear 
filter [HAYK96], as a special case. To see this, consider the series expansion of the hyperbolic 
cosine function as shown below
2/1 (5.8)
If the above series is terminated at « = 1, squared error cost function is obtained that results in the 
W iener solution. (Note that n -  0 results in a dc term, which is irrelevant and can be ignored). 
Thus hyperbolic cosine based cost functions are more generic in nature. It should be noted that the 
introduction of the hyperbolic cosine function makes the cost function a non-linear function, 
whereas the W iener Filter is the optimum filter among linear filters and is optimum only in the 
mean square sense [HAYK96].
The idea of using a non-linear function such as the hyperbolic function has been used in neural 
networks and blind source separation (BSS) techniques such as independent component analysis 
[HYVÀ01] and is referred therein as a score function. A prime purpose of the introduction of a
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non-linear score function is to allow higher order statistical analysis which is better suited for 
signals that are of a non-gaussian nature. Another method that is used in the BSS literature for 
enhancing the convergence speed of gradient descent adaptation is to use the Natural gradient 
[HAYKOO] instead of the conventional Euclidean gradient. For a natural gradient, the filter 
parameter space is assumed to follow Riemannian geometry with intrinsic curvature and the 
Euclidean distance is replaced by geodesics (shortest distance in a curved parameter space) 
[HAYKOO]. In this work, we confine ourselves to the Euclidean gradient based parameter 
adaptation and try to increase the convergence speed by suitable choice of cost functions. An 
approach similar to ours has been investigated in [CHAKOl] for improved convergence of the 
LMS algorithm and its efficient hardware realisation.
Due to the presence of higher order terms in the hyperbolic cosine based cost functions (as is 
evident from equation (5.8)), a closed form solution similar to the W iener solution is very difficult 
to obtain but stochastic gradient descent algorithms can easily be derived as shown next. By 
incoiporating the hyperbolic function and its square, the resulting cost functions are
cosh(r/['])J'^ where is the output of the linear;[cosh(r/[-])" ' and E
V
receiver (LR) obtained by maintaining the orthogonality condition of equation (5.4). It is 
straightforward to derive the following stochastic gradient adaptive rules for the new cost 
functions.
[w] = x j  [w -  5 F  * i ] -  f i  sinh(r/ [n\ -  (r/ [n m od SF  ])
x j  [n] =  x j  [« -  5 F  i ] - ju  cosh(r/ [i]f^  sinh(r/ \n \ - (r/ [z])f^ \n m od SF  ]) 1^)
It is difficult to do a detailed analysis of the convergence behaviour of the above adaptive rules 
similar to the one presented in [HONI95] and [HAYK96] due to the presence of non-linearities, 
nevertheless by comparing equation (5.9) and equation (5.10) with equation (5.5) reveals that the 
only difference the new adaptive rules have compared to the standard one is the introduction of
the hyperbolic sine and cosine of the filter output . This is plotted in Figure 5-7 and
shows that in the standard adaptive rule of the form equation (5.5), the filter coefficients are 
updated through a linear relationship whereas in the new rules the use of hyperbolic functions 
enhances the speed through which the filter coefficients reach their optimum value. Please note 
that other cost functions having even steeper gradient than the ones we propose are possible, but 
care must be taken in their usage to ensure stability of the adaptive algorithm, as with the 
increasing gradient, numerical stability of the algoritlim may become an important issue.
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  r"OE[ij
-  -  s inh(i^” [i])
 sinh(r*-'^[i])cosh(r‘~'^ [i])
-10
z
Figure 5-7: Impact of the hyperbolic functions on the updating of adaptive rules
5.4.3 Simulation Results
To see the impact of the proposed cost functions, a simple interference limited synchronous 
CDMA system is simulated in an AWGN channel. The spreading factor is chosen to be 10 and 
there are 7 users in total. User 1 is the desired user and each of the 6 interfering users is 6 dB 
stronger than the desired user, representing a near-far situation. The Ei,t No is 12 dB and the short- 
spreading sequences are chosen randomly.
E[cosh(yj^w,)J
E[(cosh(y|^ W|)f]
1000 1500
Number of Iterations
Figure 5-8: LMS based MOE versus the new cost functions
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Figure 5-9; RLS based MOE versus squared hyperbolic cosine cost function
Figure 5-8 shows the averaged SIR (an appropriate metric for comparing convergence speed of 
adaptive filters) of the standard blind LMS detector [HONI95] and the two blind detectors 
employing the hyperbolic cosine based adaptive rules of equation (5.9) and equation (5.10). SIR is 
averaged over 400 simulation runs. The step-size of the blind LMS detector was 0.001 and was 
found to be optimal after some experimentation. The same value of the step-size was used for the 
hyperbolic cosine based cost functions to ensure a fair comparison. It is seen that the standard 
blind LMS detector reaches its steady-state SIR of about 12 dB in about 2000 iterations. The 
hyperbolic cosine based adaptive rule of equation (5.9) reaches that in 1000 iterations (twice as 
fast as the standard blind LMS) whereas the squared hyperbolic cosine based adaptive rule of 
equation (5.10) reaches it in just 400 iterations, about five times faster convergence speed than the 
standard blind LMS algorithm. Figure 5-9 compares the standard blind RLS detector [POOR97] 
with the squared hyperbolic cosine based cost function. The forgetting factor of the RLS 
algorithm was chosen to be 1.0 as a non-time varying scenario was simulated. It is seen that both 
have almost the same convergence speed but the steady-state SIR of RLS based MOE detector is 
slightly higher than that of the squared hyperbolic cosine based detector.
Since the squared hyperbolic function increases very rapidly, one has to take care that this should 
not lead to numerical difficulties, which could be avoided by re-initialising the filter coefficients if 
the hyperbolic function of the filter output tends to be a very large number. Also note that we do 
not present the BLER performance of the hyperbolic cosine based blind detectors in the UTRA 
downlink as it is similar to the performance of the stochastic gradient blind MOE detector; the
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reason being the steady state SIR of both are the same as can be seen in Figure 5-8 and the fact 
that BLER only depends upon steady state SIR.
5.4.4 Complexity and usability of hyperbolic cosine based blind detectors
As pointed out earlier, the only difference the new algorithms have compared to the standard one 
is the calculations of sinh(r/[-])J^^ and cosh(r/[*])|^^ in the adaptive rules. Both of these
functions can either be stored in memory as lookup tables or can be implemented by a series of 
coordinate rotations by using the CORDIC algorithm [WALT71]. In both cases, the complexity of 
the adaptive rules remain 0{SF), just like the standard blind LMS algorithm. The RLS based 
filters are known to have complexity of the order of 0{SF^), thus the proposed algorithms have 
convergence performance comparable to the RLS algorithm but complexity of the LMS 
algorithm. Regarding their practical usability, it seems that they are suitable in a dynamically 
changing environment where users come and leave the system regularly. This is because when a 
new user with high power enters into the network, the SIR of the filter drops [KRISOl] and it has 
to converge again to its new steady state SIR and the hyperbolic cosine based adaptive rules with 
their faster convergence should be quite beneficial in such an environment.
5.5 Blind Adaptation using Cimmino’s Reflection Method
5.5.1 Introduction
In the last two sections, we investigated the blind MOE detector and focused mostly on its 
stochastic gradient or LMS adaptation. In this section, we investigate another possible adaptation 
(known in linear algebra literature as Cimmino’s reflection method [MEYEOO]) as a way of 
achieving the MMSE solution blindly. As mentioned earlier the MMSE solution is typically 
obtained by LMS or RLS adaptation. The RLS algorithm has faster convergence than the LMS 
algorithm but requires computation of the inverse of the autocorrelation matrix of the received 
signal that could be calculated through the matrix inversion lemma [POOR97] with relatively 
lower complexity but that is a recursive procedure and limits parallelism and pipelining (desired 
for implementation purposes). It is also pointed out in [POOR97] that a major problem of the RLS 
algorithm is numerical stability as the recursive computation of the inverse of the correlation 
matrix is poorly conditioned and increases the dynamic range in numerical computations. 
Cimmino’s reflection method that is investigated in this section does not suffer from similar 
numerical problems as does the conventional RLS algorithm and also exhibits sufficient degrees 
of parallelism to allow pipelined implementation.
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5.5.2 Cimmino’s Reflection Method
, also known as the WienerThe solution of the MMSE cost function 
solution [HAYK96], can be written as
R i[ i]w ;[ï]= p ;[< ] (5-11)
where R/[i] is the correlation matrix of the signal input to the detector and p/[t] is the steering 
vector. These are defined as follows
R ;m  = £ |y '/ t '] y 7 [ t f ]  
p /[t]  = £ [ t//[ t]y 7 m ] = c ^ t ]  (5.13)
Thus the MMSE detector is given with scaling as the unique solution of the linear system 
represented by equation (5.11). With the steering vector of equation (5.13), it is also evident that 
the solution of the above equations is proportional to the RLS based MOE detector shown in 
equation (5.6) and equation (5.7), though for the above formalism there is no requirement for the
detector’s impulse response w /[/] to have the orthogonal decomposition of equation (5.3).
The linear system of equation (5.11) can be solved by using various methods that exist in linear 
algebra. Some blind iterative rules from linear algebra are presented in [DAS02] for this purpose. 
Cimmino’s reflection method [MEYEOO], [SONI04] is another powerful method available in 
linear algebra that can be applied for the solution of the linear system of equation (5.11). It is 
based on the observation that for a generic linear system A x = b , in which the each row of 
A G is scaled to have a unit norm, by starting with any arbitrary vector Fg G and
taking the reflections of that vector about each of the hyperplanes = {x | A^*x = b^}, the set of 
reflections lie on a circle whose mean value (m  = F g - (2 /W^)A^e , where
8 = AFq — b ) lies strictly inside the circle and is a much better approximation to the solution than 
the initial guess Fg and this could be iterated for further refinement. An example is illustrated in 
Figure 5-10 where an iteration of Cimmino’s method is shown for a 2 x 2  linear system and it is 
visually evident that the mean m  of reflections and F^  is a better approximation of the 
solution than the initial estimate Fg. Note that the set of reflections can be obtained 
simultaneously and thus the method exhibits parallelism.
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m  =
Figure 5-10: An iteration of Cimmino’s method for a 2x 2 linear system [MEYEOO]
We observe that this method is directly applicable for the solution of equation (5.11) resulting in 
the following iterative rule where each row of R /  [ï] is scaled to have a unit norm
w;[!] = w ;[!-l]-(2 /S F )R f[if£ [.- l]  
E [ i - i ] = R / [ ( ] w ^ [ / - i ] - c ^ m
(5.14)
(5.15)
Since this method avoids computing the inverse of the correlation matrix directly, it does not 
suffer from the same numerical problems, as does the RLS algoritlim [POOR97].
5.5.3 Convergence Performance and applicability in UTRA downlink
To see the convergence performance of Cimmino’s method, it is simulated in the same scenario as 
described in the last section.
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Figure 5-11: Convergence of blind LMS and Cimmino’s Method
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Figure 5-11 presents the comparison of Cimmino’s method with the blind LMS algorithm and it is 
seen that Cimmino’s method reaches the steady state SIR of about 12 dB in just 500 iterations, 
which is about five times faster than the LMS based MOE detector. In Figure 5-12, the SIR 
performance of Cimmino’s method is compared with that of blind RLS based MOE and it is 
observed that more or less both algorithms perform similarly with the RLS algorithm exhibiting 
slightly faster convergence and slightly higher steady-state SIR.
RLS
C imminoi
s
2500
N um ber o l Itera tions
Figure 5-12; Convergence of blind RLS and Cimmino’s Method
Next, we apply Cimmino’s method in the UTRA downlink by using a Cimmino based detector in 
each Rake finger. The simulation parameters are the same as described in Table 5-1.
•O -  M F R ako  
-  C immino Rako
T ransm it E c/lor (dB)
Figure 5-13: BLER versus E  / 1  in 3GPP Case 2 Channel with CLPC disabled
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Figure 5-13 shows the performance in the 3GPP Case 2 channel with CLPC disabled and it can be 
seen that the mismatch problem is present to some extent, though not as severe as the case in 
Figure 5-3 for the blind MOE detector. The mismatch problem is present because by expressing 
the steering vector as shown in equation (5.13), the MMSE solution is actually proportional to the 
MOE solution that is given by equation (5.6). Reasoning as before, the operation of CLPC will 
help overcome this problem. This is verified in Figure 5-14 and it can be noticed that the 
Cimmino Rake provides a significant gain of about 2.4 dB over the MF Rake receiver.
.10: .47-=: a - o -  MF Rake 
-ÎS- Cimmino Rake
-25 -24 -23 -22 -21 -20 -19 -18 -17 -16 -15
Average Transmit Ec/lor [dB]
Figure 5-14: BLER versus E  / 1  in 3GPP Case 2 Channel with CLPC enabled
5.5.4 Complexity and Usability of Cimmino’ Method
It can be shown that the complexity of Cimmino’s method is 0{SF^) like the RLS algorithm 
which is somewhat high and due to this the applicability of Cimmino’s method in a Rake receiver 
for a handset does not seem to be very attractive. Nevertheless, the method possesses a very 
sought after feature of parallelism that results in a pipelined architecture for efficient hardware 
implementation. Another positive feature of Cimmino’s method is that it is very stable and as 
pointed out in [MEYEOO] it converges even if the correlation matrix is rank deficient; if 
consistent, it converges to the solution, and if inconsistent, the limit is the least squares solution. 
The step-size of Cimmino’s method can also be adjusted and progressively decreased once the 
filter is in its steady state.
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5.6 Summary
This chapter can be summarised as follows;
1. To minimise the multi-access interference encountered in a handover region, the blind 
MOE detector has been investigated for use in the UTRA downlink. This requires the use 
of short scrambling code sequences that are not supported in the current 3GPP 
specifications for the downlink, but the impressive gains that can be obtained by this 
approach make it a possible option for future UTRA evolution.
2. The mismatch problem of the MOE detector has been investigated and CLPC is shown to 
be a simple, natural and effective solution.
3. To enhance the convergence speed of LMS based MOE detector, it has been shown that 
by using steeper gradient cost functions than the conventional MSE cost function such as 
ones that are based on hyperbolic cosine functions, much faster convergence similar to 
that of RLS algorithms can be achieved without any appreciable increase in complexity.
4. From linear algenra, Cimmino’s reflection method is investigated as a means of 
implementing the MMSE detector in a blind manner. Its performance is compared to that 
of blind LMS and blind RLS algorithms and is shown that it converges much faster than 
the blind LMS algorithm and has similar convergence behaviour as well as complexity to 
that of the blind RLS algorithm but is numerically more stable and lends itself easily to 
parallel implementation in a pipelined architecture. The performance of this detector in 
the UTRA downlink has also been presented.
The diversity schemes that we have investigated so far (transmit antenna, transmit base station 
and receive antenna) belong to the spatial domain only, whereas diversity could be exploited in 
the time domain as well. This is the topic of next chapter, where a possible enhancement for the 
UTRA downlink is investigated in the time domain.
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Time Diversity for MBMS through Chip 
Block Interleaving
6.1 Introduction
In this chapter, we investigate diversity in the complementary domain of space, i.e. time domain. 
The most popular form of time diversity is channel coding along with bit interleaving that has 
been well studied in the literature, e.g. [SKLAOO] and the references therein. Herein we 
investigate interleaving at the chip level in the context of multimedia broadcast / multicast service 
(MBMS) that is a major feature introduced to the Release 6 of 3GPP [3GPP05c] with the aim of 
transmitting data efficiently from one source to multiple destinations. This new feature is realized 
by using the existing as well as the addition of new entities in the 3GPP architecture. Data that 
usually contain multimedia content is transmitted using the Forward Access Channel (FACE) that 
is mapped onto the secondaiy common control physical channel (SCCPCH). The incorporation of 
the MBMS does not alter the physical layer.
The Satellite component of UMTS that was initially envisaged to complement the terrestrial 
UMTS in voice and video conversation has slowly oriented itself towards the provision of 
multimedia broadcast and multicast services due to economic and market constraints [NARE04]. 
Moreover, satellites are quite suitable for MBMS kind of systems due to their broadcast nature 
and the ability to have quick deployment. Also terrestrial systems are not very good at the 
provision of MBMS because these reduce the capacity for the basic services, e.g. in UMTS, 
MBMS will be provided via SCCPCH which is a common channel and needs to be heard all over 
the cell and therefore requires high transmission power thereby reducing the voice and low rate 
data capacity. Another reason for the transmission of high power is to provide reliability that is a 
necessity of MBMS. For these reasons, typically large interleaving depths are used in UMTS. The 
allowed interleaving depths in terrestrial UMTS are 10 ms, 20 ms, 40 ms and 80 ms whereas the 
MBMS satellite counterpart namely the Satellite Digital Multicast Broadcast (S-DMB) system 
[NARE03] proposes to have an even longer interleaving depth of 320 ms [MUDU04].
Chapter 6. Time Diversity fo r  MBMS through Chip Block Interleaving
Motivated by the longer interleaving depth, we investigate chip interleaving to exploit the time 
diversity of the radio channel. The idea is that if there were no chip interleaving, all the chips that 
belong to a bit go through essentially the same radio channel, as in UMTS the chip rate is high 
enough so that the radio channel does not change appreciably over a symbol duration. Interleaving 
at the bit level in such a system as in present day UMTS would provide time diversity by helping 
the channel decoders but would not provide diversity in detecting the bits. On the other hand, if 
chip level interleaving is employed such as chip block interleaving, the chip blocks that belong to 
a bit will experience independent fading provided the interleaving depth is longer than the 
channel’s coherence time (which can be inferred for the 3GPP defined radio channels from their 
description in [3GPP04a]) and hence intra-bit diversity will be obtained at the receiver by 
appropriate signal processing. The downside of chip interleaving is the additional delay at the 
receiver before it starts processing (despreading etc.) but in a pipelined architecture, the delay 
(equal to the interleaving depth) occurs only at the start of the transmission and is thus not a 
serious issue.
For the sake of completeness, it would be appropriate to mention that chip interleaving is a 
relatively new concept and has been reported to work very well in conjunction with iterative 
receivers [MAHA02]. In [LIN04], chip block interleaving has been proposed along with Parallel 
Interference Cancellation (PIC) for the UMTS uplink and in [HARD03] the authors use chip 
block interleaving along with an equalizer receiver for HSDPA but the downside of this scheme is 
that HSDPA has got a very short TTI of 2 ms (equivalent to 3 slots) over which the radio channel 
might not change significantly. Moreover, in HSDPA there is built in intra-bit diversity in the 
form of retransmissions with chase combining. In our study, the aim is to investigate and 
characterise the gain provided by chip block interleaving in UMTS MBMS that have longer 
interleaving depths for both the terrestrial and satellite modes of delivery.
6.2 Chip Block Interleaving as a means of Time Diversity
In chip interleaving, chips obtained after spreading are interleaved first before transmission over 
the radio channel as shown in Figure 6-1. The underlying idea is that if the interleaving depth is 
larger than the channel’s coherence time, the chips will experience independent fading with the 
result that a deep fade will be unlikely to corrupt all the chips that belong to a bit. Thus intra-bit 
diversity is introduced into the system.
It is pointed out in [HARD03] that if random chip interleaving is used in UMTS, the orthogonality 
is lost between the chip-interleaved downlink physical channels and the non-interleaved dedicated 
and/or common channels. The authors in [HARD03] propose to use chip block interleaving and 
select the channelisation codes in a manner such that there are equal number of + ls and - I s  over
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the length of the chip block in the channelisation codes used to spread the non-interleaved and to 
be interleaved physical channels. Such a choice of the channelisation codes ensures orthogonality 
even after interleaving and/or de-interleaving with the drawback that some of the codes that do 
not fulfil this criterion cannot be utilised. Since we are interested in an interference-limited system 
and not code limited, for our results, we follow the same procedure for the selection of the 
channelisation codes.
downlink physical 
channel I+jQ'cli.SF.m
■►(X
Modulation
Mapper
Figure 6-1: Chip Interleaving after Spreading
Let G be the chip block size in number of chips and in this study, we select it to be equal to half 
the spreading factor. If there are a total number of U chips in the TTI (or the maximum TTI in 
case of multiplexing between SCCPCH and the paging channel FCH of different TTIs), then the 
number of chip blocks V are t/  / G. Alhough the interleaving depth depends upon the radio 
channel’s coherence time, herein, it is chosen to be equal to half the (max) TTI. Such a choice 
ensures that the interleaved chip blocks are at a maximum distance from each other. An example 
is shown in Figure 6-2.
<------- ------------  T I I / 2 ----------^ Blocks To Be Swapped
' '
B[0] B[l] - - - B [V /2-l] BtV/2] B[V/2 + 1] B[V/2 + 2] - • * B[V -2] B[V-1]
i L
rri / 2
B[V/2+ Î] B[ll - - - B[V -2] B[V/2] B[0] BlV/2 + 2] - - - B[V/2~1] B[V -1]
Figure 6-2: An example of before and after Chip Block Interleaving
In UMTS, the channel estimation is typically done via the common pilot channel CPICH. In the 
case of chip interleaving, whether the CPICH is interleaved or not, the channel estimation is not
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affected because the CPICH consists of all 1 symbols and the channelisation code index is also 0,
i.e. a sequence of all Is, which makes it invariant to chip interleaving. Thus, in the case of chip 
interleaving, channel estimates are produced from the CPICH in the usual manner, i.e. one 
estimate per slot. The difference comes in the channel compensation; ordinarily chip 
compensation takes place after despreading but with chip interleaving, the channel compensation 
should be done at the chip level with the channel estimate provided by the CPICH, because 
despreading can be done only after chip block de-interleaving and it would be difficult to 
compensate the channel for each chip block after de-spreading (where symbol estimates appear).
6.3 Diversity Gain provided by Chip Block Interleaving in comparison 
to that ofSTTD
In this section, equivalence of the diversity gain provided by STTD and that by chip block 
interleaving with a block length of half the spreading factor is established. To see the diversity 
gain in SNR provided by STTD, equation (3.12) and equation (3.13) are reproduced again with 
the assumption that there is only one transmitting Node-B (7=1)  and only one receive antenna (M 
= 1).
;=0 V 2  V /  /=0
From the above expressions, the SNR can be inferred as
2 h
where is given in equation (4.9).
In case of chip block interleaving with a block length of half the spreading factor, the SCCPCH 
symbol after de-interleaving, channel compensation and rake combining can be represented as
r
)  , h ' u t  ,r 1 , h \ l f  ,Z4«]
^  11=0 n=SF/2
J
(6.4)
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where h\l]  is the channel experienced by the first chip block, h\l]  is the channel experienced by 
the second chip block and e^[fi] is the noise sample after multiplication with the product of the
conjugate of the scrambling code and the channelisation code. From equation (6.4), the SNR can 
be inferred as
Comparing equation (6.3) and equation (6.5), it can be seen that chip block interleaving with a 
block length of half the spreading factor provides the same SNR diversity gain as that provided by 
STTD but with only 1 transmit antenna whereas STTD uses 2 transmit antennas. The penalty that 
has to be paid for this gain is the delay at the receiver equal to the interleaving depth but in a 
pipelined architecture, the delay occurs only at the start of the transmission and hence can be 
managed. The equivalence of the diversity gain as established by equation (6.3) and equation (6.5) 
is a very interesting result as the underlying sources of the diversity are vei-y different, i.e. one is 
in the time domain and the other in the spatial domain, yet under the condition of independent 
fading in both time and spatial domain, the gain provided by both is the same. The diversity gain 
is reduced if there is correlation in the time domain for chip block interleaving (either due to low 
speed that affects the Doppler Spread or less interleaving depth) and for STTD if there is spatial 
correlation between the signals arriving from the two transmit antennas due to the geometry of the 
environment.
6.4 Simulation Results
In this section, simulation results are presented for the provision of MBMS through terrestrial 
UMTS as well as through satellite UMTS (S-DMB system). The simulation parameters are shown 
in Table 6-1.
Table 6-1: Simulation Assumptions for MBMS
PARAMETER ASSUMPTION
Chip Rate 3.84 Mcps
SCCPCH Slot Format 10
FACH Information Bit Rate 64 kbps
FACH Transport Block Size 1280
FACH TTI 20 ms
FACH Channel Coding Turbo Coding (Rate 1/3)
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PCH Information Bit Rate 
PCH Transport Block Size 
PCH TTI
PCH Channel Coding 
Radio Channels used
Number of Rake Fingers 
Channel Estimation 
Closed Loop Power Control
Geometry Factor )
Chip Block Interleaving Depth
Downlink Physical Channels & Power 
Levels
2.4 kbps 
96
40 ms
Convolutional Coding (Rate 1/3)
a) 3GPP Case 3 (4-Taps)
b) Correlated Rayleigh (1-Tap)
c) 2-IMRs Satellite Channel (9-Taps) [CORA03]
d) CoiTelated Rice (1-Tap)
Equal to channel taps 
Ideal
Off
- 3 d B  
20 ms
CPICH Ec/Ior=  - l O d B  
SCCPCH Ec/lor -  test dependent power 
OCNS Ec /  1er = power needed to make the total /„ 
equal to 1
6.4.1 Results for Terrestrial UMTS
The results for terrestrial UMTS in 3GPP Case 3 radio channel and a flat Rayleigh fading channel 
are presented in Appendix D and are sununarised in Table 6-2 and Table 6-3 for a BLER of 1 %. 
For all the results, a moderate chip block interleaving depth of 20 ms was chosen with chip block 
size equal to half the spreading factor.
\
Table 6-2: Required E  / 1 in 3GPP Case 3 channel at 1 % BLER
[dB]
djP00Ci Without Chip 
Interleaving
Without Chip Interleaving 
and using STTD
With Chip 
Interleaving
120 -  10.55 -1 1 .1 0 -11 .23
80 -  10.23 -10 .85 -  10.85
50 -  09.75 -  10.55 -  10.60
30 -0 9 .1 0 -  10.20 -  10.00
10 -07 .65 -09 .10 -08 .65
03 -05 .95 -08 .25 -06 .65
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Table 6-3: Required in flat Rayleigh fading channel at 1 % BLER
E J I „  [dB]
opeca LKm/nj Without Chip 
Interleaving
Without Chip Interleaving With Chip 
and using STTD Interleaving
120 -08 .95 -  10.65 -  10.80
80 -0 8 .0 0 -10 .15 -  10.10
50 -0 6 .9 0 -09 .40 -0 9 .4 0
30 -0 5 .3 0 -08 .35 -08 .15
10 -0 1 .3 0 -05 .95 -04 .50
03 n/a -03 .50 n/a
The results illustrate that at moderate speeds of 50 -  80 km/h, the gain provided by STTD and 
chip block interleaving is similar as was shown in the previous section. At higher speeds, the 
performance of STTD suffers as STTD decoding requires that the radio channel be the same over 
two symbols interval, hence at 120 km/h, the performance of chip block interleaving is slightly 
better than that of STTD. At lower speeds, the performance of chip block interleaving suffers due 
to increasing temporal correlation of the radio channel and STTD performs much better than chip 
block interleaving but even at 3 km/h, chip block interleaving still provides a gain of about 0.7 dB 
at 1 % BLER in the 3GPP Case 3 channel over the case when there is no chip interleaving. At a 
moderate speed of 30 km/h, chip block interleaving provides a gain of about 0.9 dB in the Case 3 
channel and about 2.8 dB in correlated Rayleigh fading channel at a BLER of 1 % over the no 
chip interleaving case. The relative gain in the 3GPP Case 3 channel is less than that in flat 
Rayleigh fading due to the availability of multipath diversity in the former.
6.4.2 Results for Satellite UMTS (S-DMB Concept)
As pointed out earlier, the satellite component of UMTS has moved its focus on the provision of 
multicast and broadcast services that has traditionally been their strong area. To provide coverage 
in the dense urban areas where satellites have poor penetration due to their limited power, the gap- 
filler or inteimediate module repeater (IMR) concept has been introduced [NARE04] whereby 
terrestrial Node-Bs will receive the signal directly from the satellite and then relay in their 
coverage areas. The IMRs use the same scrambling code and become a source of rich multipath 
diversity. Figure 6-3 represents the IMR concept in an S-DMB system and the power delay profile 
when the signal is being received through 2-IMRs is illustrated in Table 6-4. For this IMR 
channel, the Doppler power spectrum is assumed to be classical for simplicity reasons.
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Figure 6-3: IMR Concept in an S-DMB system [MUDU04]
Table 6-4: Power Delay Profile due to 2-IMRs [CORA03]
Ref. IMR IMR 1
Relative Delay 
(ns)
Rel. Mean Power 
(dB)
Relative Delay 
(ns)
Rel. Mean Power 
(dB)
1990 0 320 -3.7
2300 -1.0 630 -4.7
2700 -9.0 1030 -12.7
3080 -10.0 1410 -13.7
3720 -15.0
The results for satellite UMTS in a 2-IMR radio channel and a flat Ricean fading channel with a 
Rice factor of 6 dB are presented in Appendix D and are summarised in Table 6-5 and Table 6-6 
for a BLER of 1 %. The interleaving depth was again kept at 20 ms. It is seen that the gain 
provided by chip block interleaving over the case when there is no chip interleaving is higher in 
the correlated Ricean fading channel (1.6 dB at 30 km/h at a BLER of 1 %) than in the 2-lMR 
radio channel (0.6 dB at 30km/h at 1 % BLER), primarily due to the availability of rich multipath 
diversity in the latter environment.
Table 6-5: Required E  / 1  in 2-IMR satellite channel at 1% BLER
Er/Lr [dB]
Speed [km/h]
Without Chip Interleaving With Chip Interleaving
120 -  12.00 -  12.35
80 -  11.78 -  12.18
30 -  11.00 -  11.60
03 -09 .22 -09 .58
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Table 6-6; Required E  / 1  in flat Ricean fading Channel at 1 % BLER
EJLr [dB]
Speed [km/h]
Without Chip Interleaving With Chip Interleaving
120 -11 .33  -12 .13
80 -  10.80 -  11.80
30 -08 .95  -10 .55
03 -0 1 .9 0  -03 .00
By comparing the results of S-DMB specific radio channels to those of terrestrial UMTS, it can be 
noticed that the relative gains in the former are less than those in the latter. This is due to the 
availability of line of sight component and relatively more multipath diversity in the satellite 
UMTS specific radio channels. Nevertheless, the only way transmit diversity could be introduced 
to satellites is through multiple satellites, which is an expensive solution, thus time diversity 
through chip block interleaving could still be applied to obtain moderate diversity gains for S- 
DMB systems.
The gain provided by chip block interleaving allows to reduce the transmission power allocated to 
SCCPCH, which is highly desirable, as SCCPCH is a common channel and is usually transmitted 
with a high power thereby causes interference to the other active users / physical channels in the 
cell. Thus the reduction in the transmission power of common channels such as SCCPCH is a goal 
in which network operators are very much interested, as it allows them to increase the cell 
capacity and hence the revenues. Chip block interleaving could be one of the ways to reduce the 
transmission power of SCCPCH with only a single transmit antenna. The second antenna could be 
used to transmit additional data, a concept that is known as spatial multiplexing in the context of 
MIMO systems.
6.5 Summary
This chapter can be summarised as follows:
1. A chip block-interleaving scheme has been presented for WCDMA FDD downlink 
focusing on MBMS through both terrestrial UMTS and its satellite counterpart.
104
Chapter 6. Time Diversity fo r  MBMS through Chip Block Interleaving
2. It has been shown through analysis and simulations that chip block interleaving with a 
block size of half the spreading factor and sufficient interleaving depth provides similar 
diversity gain as that provided by STTD.
3. It is also shown that at moderate speeds (30 -  50 km/h) the diversity gain offered by chip
block interleaving is largest (1.6 to 2.8 dB implying 44% to 90% increase in capacity) for
those radio channels that do not have (or less) multipath diversity and relatively less 
(about 0.5 dB or 12% increase in capacity) for channels that have built-in significant 
mutipath diversity.
4. The diversity gain is reduced at low mobile speeds due to the increased temporal
correlation between the radio channel samples as well as at high speeds as the
performance of schemes without diversity gets better due to the faster variations of the 
radio channel.
5. The diversity gain in satellite radio channels (for S-DMB system) is less than that in 
terrestrial radio channels due to the availability of line of sight component and more 
multipath diversity (due to IMRs) in the former.
6. The price that has to be paid for achieving chip interleaved induced time diversity is the 
delay at the receiver equal to the interleaving depth but that can be managed in a pipelined 
architecture as the delay occurs only at the start of the transmission. Moreover, some 
channelisation codes could be blocked in order to maintain the orthogonality between the 
chip interleaved and non-interleaved physical channels.
7. The diversity gain provided by chip block interleaving allows reducing the transmission 
power allocated to SCCPCH and hence the downlink cell capacity could be increased.
8. Since, chip interleaving induced time diversity utilises only one transmit antenna, the 
second antenna at the Node-B could be used for spatial multiplexing in MIMO systems.
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7.1 Conclusions
In this thesis, we have studied the link-level performance of UTRA FDD downlink and focused 
on its optimisation and enhancements for future evolution. In particular, our objectives were to (a) 
investigate the SIR estimation schemes for single and two-antenna transmission with the intention 
of optimising the downlink slot formats for the operation of CLPC; (b) investigate the handover 
(soft/softer/hard) performance as a function of the geometry factor, multipath fading correlation 
between the two links, CLPC step-size, channel estimation, transmit and receive antenna diversity 
and derive simple working rules that could aid in cell planning; (c) explore blind adaptive 
techniques to reduce the multi-access interference experienced in handover regions and enhance 
their capabilities in terms of convergence speed and practical implementation; and (d) investigate 
time diversity through chip interleaving for MBMS applications that have relatively longer TTI, 
as a possible performance enhancement method.
The scope of this research was limited to the downlink only and both analytical and computer 
simulation approaches were adopted as the investigative techniques. We focused mostly on the 
performance of 12.2 kbps AMR speech with the exception of MBMS investigation in chapter 6 
where 64 kbps data service was used. Our primary measure of performance was the average 
transmit energy per chip corresponding to a BLER of 1% and by having this knowledge, we were 
able to get capacity estimates in terms of both percentage and absolute values. To carry out a 
realistic study, we developed a link-level simulator adhering to the 3GPP specifications and 
thoroughly validated its performance by comparing the results produced by it to various known 
theoretical results as well as the results presented before the 3GPP technical meetings by several 
companies. We have used this validated simulator in our search for more optimum design and 
performance enhancement of UMTS. The main findings of our investigation are summarised as 
follows:
Firstly, an expression has been developed relating the SIR on CPICH to that on DPCH by 
following an analysis in the literature that develops the relationship between CPICH and HS-
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DSCH. This expression involves the ratio of power assigned to CPICH to that assigned to DPCH 
that can be accurately estimated blindly. This method of SIR estimation for DPCH for the 
operation of CLPC circumvents the use of dedicated pilot symbols in the DPCCH. Hence when 
the CPICH is available and closed loop mode transmit diversity is not in used, it is not necessary 
to transmit all the dedicated pilot symbols. It has been suggested that additional slot formats be 
introduced in the UTRA downlink slot formats with a reduced number of dedicated pilot symbols 
and the space vacated by these symbols could be used either for additional signalling or more data 
could be packed into the slot. Moreover, SIR estimation for two transmit antennas has been 
studied and an appropriate estimation expression has been identified that does not suffer from 
inter-antenna interference and is quite natural for extension to more than two antennas 
transmission.
Secondly, handover performance has been thoroughly investigated. It has been shown that the 
handover performance has a strong dependence on the geometry factor and for values higher than 
6 dB, SHO performance is worse than that of a single isolated cell due to the multi-access 
interference that is encountered in a handover region. The threshold value of the geometry factor 
above which SHO looses capacity depends upon the correlation between the two radio links and 
for very high correlation values is reduced to 0 dB. Moreover, the impact of other factors that 
affect the handover performance such as the power margin between the two Node-Bs, CLPC and 
the DLPC step-size, limiting number of Rake fingers in a handset, channel estimation, transmit and 
receive antenna diversity; has been illustrated through extensive simulations. This comprehensive 
link-level analysis of the handover performance will help in more accurate cell planning of UMTS 
networks.
Thirdly, we have studied schemes that reduce multi-access interference in a handover region. Our 
focus has been on blind methods that; (a) do not require information about the other interfering 
users and (b) require only that much information about the desired user that is also required by the 
conventional matched filter detector, i.e. knowledge of the spreading code and exact timing 
epoch. More specifically, we have focused on the adaptive implementations of the blind MOE 
detector that are suitable for hardware implementation in a handset. Since the adaptive 
implementation requires the received signal to be cyclostationary at the symbol level, we have 
introduced the use of short scrambling codes in the UTRA downlink. The simulation results have 
shown that the use of blind detectors provide a significant gain (up to 2.5 dB) in transmit
thereby justifying the use of short scrambling codes. The achievability of impressive gains also 
make a strong case for the incorporation of short scrambling codes in the UTRA downlink as a 
possible future standard’s enhancement. We have also investigated the performance of the blind 
MOE detector in a very dispersive channel where it is Icnown to suffer from the mismatch
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problem and have shown that the CLPC acts as an effective solution. It has been pointed out that 
the solution of the mismatch problem by CLPC is very similar to the one that is available in the 
literature in which a constraint is placed on the norm of the detector but the one we presented 
herein (CLPC based one) is more natural and is simpler to implement.
Fourthly, we have investigated schemes that aim to increase the convergence speed of adaptive 
detectors and make them more suitable for hardware implementation. Towards that end, we have 
proposed hyperbolic cosine based cost functions having steeper gradient than the conventional 
mean squared error cost function for enhancing the speed of convergence of the LMS based blind 
MOE detector. In this way, convergence speed similar to that of the RLS based blind MOE 
algorithm can be obtained but the complexity remains roughly the same as that of LMS based 
algoritlim. We have also presented an algorithm for the solution of linear systems from linear 
algebra (known as Cimmino’s reflection method) that can be applied to the problem of MMSE or 
MOE based data detection and has similar convergence performance to that of the RLS based 
adaptive detector but is numerically more stable than the RLS algorithm as it does not compute 
the inverse of the correlation matrix and also possesses parallelism that is desired for a pipelined 
hardware architecture.
Finally, we have explored chip block interleaving as a means of obtaining time diversity in 
terrestrial and satellite modes of MBMS delivery. UTRA based MBMS typically have large 
interleaving depths and hence the incorporation of chip interleaving as a source of intra-bit 
diversity is possible. The cost that has to be paid for the diversity gain is the additional delay at 
the receiver equal to the interleaving depth before it can start processing the data but in a 
pipelined architecture the delay occurs only at the start of the transmission and hence is not a big 
issue. Another drawback of introducing chip block interleaving in UTRA downlink is that, some 
channelisation codes could be blocked in order to maintain the orthogonality between the chip 
interleaved and non-interleaved physical channels. However, if the system is not code-limited, 
then this is not a problem. Regarding the performance of the proposed scheme, it has been shown 
analytically as well as through simulations that the diversity gain provided by chip block 
interleaving with a block length equal to half the spreading factor is equal to that provided by 
STTD. This was quite an interesting result as the two sources of diversity are very different; one 
is in the time domain and the other in the spatial domain. Moreover, chip block interleaving uses 
only one transmit antenna whereas STTD uses two transmit antennas, thus the proposed scheme 
could be beneficial for spatial multiplexing in a MIMO system. It was also shown that chip block 
interleaving provides a diversity gain of about 1.6 to 2.8 dB at moderate speeds of 30 -  50 km/h 
for radio channels that do not have (or less) multipath diversity whereas the diversity gain is 
relatively small (about 0.6 dB) for those radio channels that have significant mutipath diversity 
(such as the ones due to IMRs in an S-DMB system). In summary, the factors that heavily
108
Chapter 7. Conclusions and Future Work
influence the performance of the proposed scheme are the mobile speed, the interleaving depth 
and the amount of multipath (or other sources of) diversity the radio channel already possesses.
We, therefore, come to the overall conclusion that the link-level investigation on UTRA 
optimisation is still an important research arena and is crucial for best utilisation of radio 
resources and can bring significant benefits to the manufacturers, operators and eventually to the 
end user. Moreover, link-level research is a necessity for the evolution of 3 G based mobile radio 
systems towards defining future 4G systems. The schemes investigated in this thesis and the 
results obtained can be used as a step in that direction.
It should be noted that the simulator that has been developed as part of this study is being used by 
Hutchison 3G, UK for their network optimisation and is also being used within our research group 
in the Centre for Communication Systems Research (CCSR) in other research projects such as 
European Commission’s FP5 project MODIS and FP6 project MAESTRO. Moreover, the 
simulator can be modified for investigating various proposed schemes for 4G systems.
7.2 Implications of the Research
The results of the research carried out in this study have some interesting implications, 
particularly for the radio resource of UMTS, and its future evolution. These are pointed out in the 
following:
1. It was shown in chapter 4 that under the conditions that CPICH is available and closed 
loop mode transmit diversity is not in operation, SIR could be estimated on the CPICH 
and used for the operation of CLPC on the DPCH by utilising the pilot to data power 
ratio. In this way the DPCH pilots are not utilised and the vacant space could be utilised 
for transmitting additional data or signalling in the downlink. The signalling could carry 
the information for Enhanced Uplink (HSUPA) which is currently being standardised and 
needs to convey a lot of information in the downlink such as the scheduling information 
and HARQ related information.
2. The comprehensive set of link-level results presented in chapter 4 about the handover 
performance will help in more accurate UMTS network dimensioning. These results do 
not require any changes to the 3 GPP specifications and can be plugged straight into the 
system-level simulators and radio network planning tools.
3. The use of short scrambling codes and interference suppression detectors as investigated 
in chapter 5 can be introduced into UTRA as a possible future standard enhancement as
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these provide quite impressive gains in handover regions thereby enhancing the cell 
coverage / capacity.
4. The use of chip block interleaving, if incorporated into future UTRA MBMS applications, 
can provide reasonable diversity gain and reduce the transmission power allocated to the 
SCCPCH by 0.5 dB to 2.8 dB. Correspondingly, the cell capacity could be increased by 
12%  ( = 1 0 ™ )  to 90%  ( = 1 0 ™ ) .
7.3 Future Work
The work carried out in this thesis on the link-level optimisation of UTRA is by no means the last 
word on the subject. There are many open problems and avenues for further research that could 
extend the present work and may bring to light new insights and understanding. Some of the 
directions in which the present work could be extended are pointed out in the following.
1. The performance of CLPC depends heavily upon the SIR estimation, which in our study 
is a simple method based on the square of pilot averaging and variance estimation. This 
estimation method can be improved by various methods such as the use of various 
smoothing filters. An approach that has been recently presented in [CHOI05] adaptively 
changes the bandwidth (i.e. the tap size) of FIR estimation filters depending upon the 
channel conditions such as the maximum Doppler frequency, could also be investigated. 
Moreover, in our analysis, the frequency and step size of the outer loop power control are 
fixed at 25 Hz and 0.5 dB respectively. In a more detailed analysis, these could be 
modified as well, to determine their impact on the performance of CLPC.
2. Many simulation scenarios are possible regarding the impact of CLPC step-size, STTD, 
receive antenna diversity, channel estimation and the number of Rake fingers on the 
handover performance analysis whereas we have limited ourselves to the case where the 
two links involved in a handover are uncorrelated and assumed the power margin between 
them to be 0 dB. Further results could be obtained by varying the correlation and the 
power margin between the two links to get an even more detailed picture. Moreover, we 
have investigated only two-way handover whereas in UMTS, a tliree-way handover (soft- 
softer handover) is also possible. That could be investigated as well.
3. We have investigated the use of blind interference mitigating detectors in handover 
regions. It would be quite interesting to compare the performance of these with those of 
chip-level equaliser structures that can restore the orthogonality of the downlink 
spreading codes, in handover as well as no handover regions.
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4. The use of blind interference mitigating detectors require the use of short scrambling 
codes in the downlink and if these are adopted by the 3 GPP, a backward compatibility 
issue would arise due to the presence of legacy UEs in the market. If both long and short 
codes are employed, the received signal would no longer remain cyclostationary at the 
symbol level and the adaptive detectors would not work. How this can be resolved is an 
unsolved problem. One possible approach could be to use a separate carrier if short codes 
are to be employed. This needs further investigation.
5. The use of cost functions having steeper gradient than that of the mean squared error cost 
function needs further investigation in the context of other adaptive filtering applications. 
We have investigated this method only in the context of blind minimisation of multiuser 
interference. The question arises, whether this method of enhancing the convergence 
speed is applicable for other applications? Does the method work globally or only in 
selected applications? What should be the statistical conditions, if any, of the input signal 
for this method to work satisfactorily? Moreover, it would be interesting to carry out a 
detailed mathematical analysis of its convergence speed, the trajectory of the mean tap 
vector and mean square error, which is not easy due to the presence of non-linearities.
6. We have used the Cimmino’s reflection method (that is basically a method for the 
solution of linear systems) for blind adaptive MOE data detection. This method in 
principle should be applicable to a variety of other linear estimation problems in signal 
processing and digital communications and these could be investigated further. Moreover, 
the form of this method is similar to that of the LMS algorithm and it would be interesting 
to investigate whether any relationship exists between the two methods?
7. We have studied chip block interleaving as a means of time diversity. We have used a 
fixed interleaving depth of 20 ms for our simulations. Further results could be obtained 
for other interleaving depths such as 10 ms and 40 ms etc. to obtain a more complete 
picture though it is not expected that the trend observed in our simulations would be 
violated as we have obtained results for a very wide range of mobile velocities that can 
model the impact of the interleaving depth in an indirect manner by affecting the temporal 
correlation of the radio channel over the interleaving depth.
8. In the literature [MAHA02], chip interleaving has been reported to work quite well in 
conjunction with iterative receivers. This could be investigated in the context of the 
UTRA downlink as well. One possible scenario could be to study chip interleaving 
together with multipath interference cancellers.
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These are some of the possible scenarios in which the present work could be extended but the 
link-level research is a vast field and other methods and techniques would definitely exist that 
could bring further improvement to the UTRA downlink performance as it is a known fact that 
optimisation is an open-ended problem.
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Link Simulator Characteristics
This appendix provides further details of the simulator, its development and technical/software 
capabilities. Usually, a simulator of such a magnitude (the core of the simulator consists of about 
15000 lines of code) as to be fully compliant to the 3GPP specifications and be capable of use in 
radio network planning is developed by a large team of system engineers and software developers, 
whereas in our case, the whole simulator has been developed by the author and a former colleague 
Dr. Yusep Rosmansyah who left CCSR two years ago. The simulator also has the ability of 
expansion and inclusion of new features, techniques and algorithms for research purposes. In the 
following, some features of the Release 99 simulator along with a description of the input 
parameters are explained.
A .l Technical Characteristics
Ability to simulate a multiplex of up to five TrCHs.
Various Channel Models: basic (AWGN, Rayleigh, Ricean), ITU and 3GPP defined ones 
and IMR radio channels [CORA03]
Channel Estimation: Thr ough CPICH or DPCH
Handover: Hard/Soft/Softer
Transmit Antenna Diversity: STTD
Receive Antenna Diversity
Antenna CoiTelation
Closed Loop Power Control: (both Inner Loop and Outer Loop)
Multi-Code Transmission 
■ Variable Pilot to Data Power Ratio
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■ Variable number of Rake Fingers with the option of combining ‘m’ best out of ‘n’ paths 
where n > m
A.2 Software Characteristics
Graphical User Interface on Microsoft Windows (98, 2000, NT or XP)
Multi-threading: multiple documents in multiple windows 
Tabular and Graphical results
Save and Save-As parameters and results to documents 
Open, Edit, display and/or re-run saved parameters from documents 
Main results are BER, BLER, transmit power and received SIR histograms 
Exporting results to Microsoft Excel’s supported .csv format for post-processing 
Copy and paste results to clip-board
A 3 Input Parameters Description
In this section, a description of the input parameters of the simulator will be provided along with 
their allowed range. The parameters need to be specified before the simulation begins and 
thereafter they remain fixed during the running of the simulation. When the user starts the link 
level simulator, a window appears on the screen similar to the one shown in Figure A-1 on the
next page^. The parameters used in the downlink are
■ Link Type: Release 99 Downlink/Uplink.
■ Nb T ransport Ch: Number of TrCHs (1 up to 5).
■ N b Parallel P h  Ch: Number of parallel physical channels (up to 4 multi-codes for
Release 99 simulator).
■ Index S lot Form at: Index of the downlink slot format defined in [3GPP04c].
■ R x Type: Receiver type; matched filter (MF) Rake or MOE-Rake.
 ^The GUI was developed primarily by Dr. Yusep Rosmansyah.
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Figure A-1: A Snapshot of the simulator
■ LMS Sip Sz: Adaptation step size of the blind MOE-Rake receiver
■ Ch Estim ation: Ideal or through CPICH or DPCH.
■ Tx Diversity: Single antenna transmission or two-antenna transmission using STTD.
■ Rx Diveristy: Single antenna reception or two-antenna reception.
■ Scram bling Code: Long or Short.
■ Pow er Ration betw een D PC C H /D PD C H : Pilot to data power ratio in dB.
■ A ntenna Correlation: Between 0.0 and 0.99.
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■ Num ber of Rake Fingers: Range is 1 to 50 fingers. Can be equal to the total number of 
taps in the radio channel arriving at each antenna or could be a subset of that. In case of 
subset, only the best ‘m’ out of ‘n’ paths where n > m are combined.
H andover Type: No Handover / Soft / Softer.
Power M arg in of the 2"** Base Stn: Power difference (b/w 0 and 3 dB) between the two 
Node-Bs.
CLPC Algorithm: No CLPC or Algorithm 1 implementation as per [3GPP04f].
CLPC Forgetting Factor: Value between 0.0 and 1.0. It is used to average the
interference estimate for SIR estimation.
CLPC Commd E rr  Rt: Value between 0.0 and 1.0. It specifies the probability by which 
CLPC commands are erroneous.
CLPC M in Power Limit: M inimum allowed transmit / 1 of -  45 dB.
CLPC Max Power Limit: Maximum allowed transmit E^ / 1 , usually -  3 dB, i.e. half 
of the available Node-B power.
TTI: Allowed values are 10, 20, 40 or 80 ms according to [3GPP04d].
AMR: A flag (Yes/No) for indicating whether the TrCH is representing AMR speech or 
not. AMR speech requires slightly different treatment in the multiplexing chain than does 
data multiplexing [3GPP04d].
Rate M tc A ttribute: Rate matching attribute, a parameter that affects the repetition / 
puncturing of a TrCH for obtaining SIR balancing. Typical range is 1 to 256.
Payload Size: Size of the TrBk in number of bits. Allowed range is 0 to 100000.
MAC/RLC Ovhd: MAC/RLC overhead in number of bits. Allowed range is 0 to 10000.
Nb TrBk per TTI: Number of TrBks in a TTI.
M ax Possible Bit Rate: Maximum allowed bit rate of a TrCH. Allowed range is 0 to le7 
b/s.
CRC Length: Allowed values are 0, 8, 12, 16 and 24 bits.
Channel Coding: Either Convolutional or Turbo Codes 
Coding Rate: 1/3 or 1/2
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■ C hannel Type: AWGN, Rayleigh Correlated, Ricean Correlated, 3GPP Cases 1 - 7 ,  ITU 
Indoor A, Indoor B, Pedestrian A, Pedestrian B, Vehicular A, Vehicular B and IMR radio 
channels.
■ M obile Velocity: Typical range is 3 to 120 km/h.
■ Start V alue o f D PC H  / 1^^  : This value is used as the starting value of the simulation
and specifies the fraction of Node-B power allocated to DPCH. If the CLPC is operative, 
it will be changed inside the simulator due to the operation of power control.
■ Step Size for D PC H  E^ / :  If multiple E^ / points are to be ran, then the step size 
should be specified. Its minimum value is 0.001 dB and the maximum is 20 dB.
■ S topping V alue o f D P C H  E^ /  : This value of E^ /  7^  ^ is used as the initial value of
the last simulation run. Again, if the power control is operative, this value will be changed 
inside the simulator due to the operation of CLPC, otherwise it’ll remain constant.
■ C PIC H  E^ /  7^  ^: Fraction of the Node-B allocated to CPICH. Typical value is -10  dB,
i.e. 10 % of the available Node-B power.
■ /  7^  ^: Specifies the Geometry Factor, i.e. ratio between the power received from the
serving cell divided by the power received from the surrounding cells plus thermal noise. 
It also reflects the distance of the UE from Node-B [LAIHOl]. Usually close to the Node- 
B, this factor has higher values (typically 10 -  15 dB) and away from the UE, it has 
smaller values (typically -  3 dB at the cell edge).
■ Nb Inform  Bits: Number of Information bits to be transmitted. Allowed range is 1 to 
le8.
■ Nb E rron Bits: Number of erroneous bits to be collected. Typical range is 1 to 5000.
■ E xport B L E R , B E R , Tx Power: A flag (Yes / No) for exporting the BLER, BER and 
transmission power histogram.
A.4 Some General Points
■ The simulator uses 1 sample per chip and radio channel delays are rounded to the nearest 
integer.
■ The simulator will stop if:
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o The user pushes the Stop button or chooses Stop from the menu Simulation.
o (a) M inimum transmitted information bits of the DPCH, (b) minimum number of 
the eiToneous bits of the DPCH collected, and (c) minimum number of fading 
wavelengths of the radio channel, have ALL been surpassed, AND either the 
maximum number of Information bits specified on the GUI have been transmitted 
OR the maximum number of erroneous bits (specified on the GUI) have been 
collected. M inimum criterion is specified internally in the simulator.
Though, more details about the simulator can be provided, the above description is 
enough to have an idea about the capabilities of the simulator and its suitability as a tool 
for research pmposes.
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Reference Measurement Channels
B .l 12.2 kbps AMR Speech
The parameters for the 12.2 Kbps DL reference measurement channel are specified in Table 
B-land Table B-2.
Table B-1: Reference measurement channel physical parameters (12,2 kbps)
Parameter Unit Level
Information bit rate Kbps 12.2
DPCH Ksps 30
Slot Format #i - 11
TFCI - On
Power offsets P 0 1 , P 0 2  and P 0 3 dB 0
Puncturing % 14.7
Table B-2; Reference measurement channel TrCH parameters (12.2 kbps)
Parameter DTCH DCCH
Transport Channel Number 1 2
Transport Block Size 244 100
Transport Block Set S ize 244 100
Transmission Time Interval 20 ms 40 ms
Type of Error Protection Convolution Coding Convolution Coding
Coding Rate 1/3 1/3
Rate Matching attribute 256 256
Size of CRC 16 12
Position of TrCH in radio frame fixed fixed
The channel coding is shown for information in Figure B-1.
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Figure B-1: Channel Coding of 12.2 kbps reference measurement channel
B.2 64 kbps Data Service
The parameters for the DL reference measurement channel for 64 kbps are specified in Table B-3 
and Table B-4.
Table B-3: Reference measurement channel physical parameters (64 kbps)
Parameter Unit Level
Information bit rate kbps 64
DPCH ksps 120
Slot Format #i - 13
TFCI - On
Power offsets P 0 1 , P 0 2  and P 03 dB 0
Repetition % 2.9
1 2 0
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Table B-4: Reference measurement channel TrCH parameters (64 kbps)
Parameter DTCH DCCH
Transport Channel Number 1 2
Transport Block Size 1280 100
Transport Block Set Size 1280 100
Transmission Time Interval 20 ms 40 ms
Type of Error Protection Turbo Coding Convolution Coding
Coding Rate 1/3 1/3
Rate Matching attribute 256 256
S ize of CRC 16 12
Position of TrCH in radio frame fixed fixed
The channel coding is shown for information in Figure B-2
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Figure B-2: Channel Coding of 64 kbps reference measurement channel
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Reference Simulations Assumptions
Table C-1 shows the important simulation assumptions of Nokia, Ericsson and Motorolla 
[M 0T099].
Table C-1: Simulation Assumptions
Parameter Explanation/Assumption
Chip Rate 3.84 Mcps
Closed loop Power Control OFF
AGC OFF
Channel Estimation Ideal
Number of samples per chip 1
Propagation Conditions As specified in Annex B of TS 25.101 v.3.0.0.
Number of bits in AD converter Floating point simulations
Number of Rake Fingers Equals to number of taps in propagation condition models
Downlink Physical Channels and Power Levels
CPICHP_Ec/Ior = -10 dB
PCCPCH_Ec/Ior = -12 dB
SCH„Ec/Ior = -12 dB
PICH_Ec/Ior = -15 dB
OCNS_Ec/Ior. = Power needed to get total lor to 1.
DPCH„Ec/Ior = power needed to get meet the required BLER target
BLER target Thus results for BER /  BLER from 0.5 to 10-3 are presented
BLER calculation BLER has been calculated by comparing with transmitted and received bits.
PCCPCH model Random symbols transmitted, ignored in a receiver
PICK model Random symbols transmitted, ignored in a receiver
DCCH model Random symbols transmitted, ignored in a receiver
l o r  /  7oc values
Information data rate Static Multi-path Moving Birth / deathCasel Case 2 Case 3
12.2 kbps -1 9 -3 -3
64 kbps -1 9 -3 -3
Turbo decoding MaxLogMap algorithm is used with 8 iterations
Measurement Channels As specified in Annex A of TS 25.101 v3.0.0
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Results for Time Diversity in MBMS
D.l Simulation Results for Terrestrial UMTS
Figure D-1 to Figure D-6 represent the BLER performance of SCCPCH in three scenarios; 
without chip interleaving, without chip interleaving and employing STTD, and using chip block 
interleaving in the 3GPP Case 3 radio channel for a range of velocities, i.e. 120 km/h, 80 km/h, 50 
km/h, 30 km/h, 10 km/h and 3km/h, respectively. Similarly Figure D-7 to Figure D-12 represent 
the performance in a correlated Rayleigh fading channel at the aforementioned velocities
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Figure D-1: BLER versus transmit E  / 1 in Case 3 Channel at a velocity of 120 km/h
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Figure D-2: BLER versus transmit E  / 1 in Case 3 Channel at a velocity of 80 km/h
10“
a- - X -  W ithout C h ip  In erleav ln g  -S f-  W ithout C h ip  In erleav ln g  -  ST T D  
- g -  W ith C h ip  In te rleav in g  _____
10'
10
• V
10'
10'- 1 2 ,5  - 1 2 -1 1 ,5 -11 - 1 0 ,5  - 1 0
T ra n sm i t  E c /lo r [dB]
- 9 ,5 -9  - 8 .5
Figure D-3: BLER versus transmit E  / 1  m Case 3 Channel at a velocity of 50 km/h
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Figure D-4: BLER versus transmit E / 1 in Case 3 Channel at a velocity of 30 km/h
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Figure D-5; BLER versus transmit E  / 1  in Case 3 Channel at a velocity of 10 km/h
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Figure D-6: BLER versus transmit E  /  in Case 3 Channel at a velocity of 3 km/h
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Figure D-9: BLER versus transmit E  / 1  in Rayleigh fading at a velocity of 50 km/h
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Figure D-10; BLER versus transmit E  / 1 in Rayleigh fading at a velocity of 30 km/h
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Figure D-13 to Figure D-17 represent the BLER performance for with and without chip 
interleaved SCCPCH in the 9-tap multipath channel due to 2-IMRs [CORA03] at velocities of 
120 km/h, 80 km/h, 30 km/h, and 3km/h, respectively. Similarly Figure D-17 to Figure D-20 
represent the performance in correlated Ricean fading channel with a Rice factor of 6 dB at the 
above-mentioned velocities.
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Figure D-13: BLER versus transmit E  / 1  in 2-IMR channel at a velocity of 120 km/h
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Figure D-15: BLER versus transmit in 2-IMR channel at a velocity of 30 km/h
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Figure D-16; BLER versus transmit E  / 1 in 2-IMR channel at a velocity of 3 km/h
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