A remark on imaginary part of resonance points by Azamov, Nurulla & Daniels, Tom
ar
X
iv
:1
60
3.
03
49
8v
3 
 [m
ath
.SP
]  
20
 D
ec
 20
18
A REMARK ON THE IMAGINARY PART OF RESONANCE POINTS
NURULLA AZAMOV AND TOM DANIELS
Abstract. In this paper we prove for rank one perturbations that the imaginary part of a
resonance point is inversely proportional by a factor of −2 to the rate of change of the scattering
phase, as a function of the coupling parameter, evaluated at the real part of the resonance point.
This equality is in agreement with the Breit-Wigner formula from quantum scattering theory.
For more general relatively trace class perturbations, we also give a formula for the spectral
shift function in terms of resonance points, non-real and real.
1. Introduction
Given a self-adjoint operator H0 and a relatively compact self-adjoint operator V, a resonance
point rz of the triple (z;H0, V ) can be defined as a pole of the meromorphic operator valued
function
s 7→ Rz(Hs) = Rz(H0)(1 + sV Rz(H0))
−1,
where Hs = H0 + sV and Rz(H) = (H − z)
−1. We stress that this is in contrast to the
interpretation of resonances as poles of the resolvent as a function of energy z. Resonance
points, considered as functions of z, are branches of multivalued analytic functions (of Herglotz
type). Under certain conditions on the pair (H0, V ), which ensure the existence of scattering
theory (namely the limiting absorption principle, see e.g. [10, Chapter 6]), resonance points rz
have limit values rλ+i0 for a.e. λ ∈ R. In case the resonance point rλ+i0 is real, it has several
interpretations, as discussed in detail in the introduction of [2]. One such interpretation is
that one of the scattering phases θj(λ; r) of the scattering matrix S(λ;Hr,H0), considered as
an analytic function of the coupling parameter r, suffers a sudden jump by an integer multiple
of 2π when r crosses the real resonance point rλ (in fact such a jump is only revealed when λ is
perturbed slightly to λ+iǫ). By a scattering phase θj(λ; r) we mean that e
iθj(λ;r) is an eigenvalue
of the scattering matrix S(λ;Hr,H0).
The limit values of resonance points rλ+i0 with non-zero imaginary parts have not been
investigated elsewhere. In this paper for rank-one perturbations, in which case there is only one
non-zero scattering phase θ1(λ; r), we prove the formula:
(1.1)
∂θ1(λ; r)
∂r
∣∣∣
r=Re rλ+i0
= −
2
Im rλ+i0
, a.e. λ ∈ R.
Since rλ+i0 is a pole of the scattering matrix, this formula is in agreement with the Breit-
Wigner formula from quantum scattering theory, see e.g. [6, Chapter XVIII], [9, Chapter 13],
with the difference that the phase is considered as a function of the coupling parameter instead
of energy.
Also established here is a more general formula, which applies in the case that V is a certain
kind of relatively trace class perturbation. For comparison, some analogous considerations in
terms of the energy parameter appear in [5, §9.3] along with further references.
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2. Proof
Theorem 2.1. If H0 is a self-adjoint operator and V is a rank one self-adjoint operator,
then for a.e. λ the formula (1.1) holds. In this formula, for z outside the essential spectrum
of H0, the number rz is the unique pole of the meromorphic function C ∋ s 7→ V Rz(Hs) with
rλ+i0 = limy→0+ rλ+iy, and e
iθ1(λ;r) is the unique non-trivial eigenvalue of the scattering ma-
trix S(λ;Hr,H0).
Before proceeding to the proof we discuss its context and sketch an important lemma whose
details lie outside the scope of this paper. Since V has rank one, the default premise of this
theorem – the limiting absorption principle – holds; this is necessary for the existence of the
scattering matrix and therefore also the scattering phase. Because the proof involves considering
these objects as functions of the coupling parameter, it requires the constructive approach to
stationary scattering theory given in [1, 3] and outlined in the introduction to [2]. In this
approach, objects such as the wave matrices w±(λ;Hr,H0) and scattering matrix S(λ;Hr,H0)
are defined by explicit formulas for all r except a discrete set, as long as λ belongs to a pre-
defined set of full Lebesgue measure in R, which comes from the limiting absorption principle.
Moreover, the scattering matrix can be differentiated with respect to r, as discussed further
below.
The proper setting for the proof of Theorem 2.1 and its generalisation Theorem 2.2, is outlined
by the following assumptions which are common within scattering theory.
(1) H0 is a self-adjoint operator on a (separable complex) Hilbert space H.
(2) V is a symmetric form on H, which admits the decomposition V = F ∗JF on the form
domain of H0, i.e.
V : (f, g) 7→ 〈Ff, JFg〉 , f, g ∈ dom |H0|
1/2,
where F : H → K is a closed operator and J is a self-adjoint bounded operator on K.
(3) The sandwiched resolvent Tz(H0) = FRz(H0)F
∗, where Rz(H) = (H − z)
−1 is the
resolvent of H, is (or more precisely extends to) a compact operator for some (and thus
for any) z /∈ σ(H0), the spectrum of H0.
(4) F is bounded or H0 is semi-bounded.
These conditions imply that the perturbed operator Hr := H0 + rV, r ∈ R, is well-defined, as
an operator-sum if F is bounded or a form-sum if H0 is semi-bounded. In fact we will need the
following strengthened version of condition (3).
(3′) The sandwiched resolvent Tz(H0) = FRz(H0)F
∗ is (extends to) a trace class operator
for some (and thus any) z /∈ σ(H0).
Given (3′), it follows from the second resolvent identity that Tz(Hr) also belongs to the trace
class for any z ∈ C \R. This condition implies the limiting absorption principle in the following
form: the set of points λ ∈ R for which the uniform limit Tλ+i0(Hr) := limy→0+ Tλ+iy(Hr) exists,
has full Lebesgue measure in R. In addition, the limit of the imaginary part ImTλ+i0(Hr) =
limy→0+ ImTz(Hr) exists in the trace class norm for a.e. λ ∈ R. The full set of points λ for which
both of these limits exist will be denoted by Λ(Hr, F ).
If V is relatively compact with respect to H0 then F =
√
|V | and J = sgnV satisfy the
conditions (1)–(3). In this case for z ∈ C \ R, the compact operators V Rz(H0) and JTz(H0)
share the same non-zero eigenvalues and it follows that resonance points rz corresponding to z
can be defined as poles of the meromorphic function
s 7→ Tz(Hs) = Tz(H0)(1 + sJTz(H0))
−1,
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extending the definition given above. This definition also makes sense for z = λ+ i0 provided λ
belongs to Λ(H0, F ). What’s more, for λ ∈ Λ(H0, F ), it happens that λ ∈ Λ(Hr, F ) if and only
if r ∈ R is non-resonant at λ.
Note that if V is finite-rank, then so can be the choice of F, hence in this case conditions (3′)
and (4) are also satisfied.
We now briefly review how the scattering matrix can be realised as a function of the coupling
parameter by taking a constructive approach to stationary scattering (for more information
see [1, 3] and the introduction to [2]). A fibre Hilbert space hλ(H0) is defined for any λ ∈
Λ(H0, F ) as the closed range
hλ(H0) = cl
(
ran
√
ImTλ+i0(H0)
)
⊂ K
and these give rise to the direct integral
H(H0) :=
∫
⊕
Λ(H0,F )
hλ(H0) dλ
=
{
f ∈ L2(Λ(H0, F ),K) : f(λ) ∈ hλ(H0) for a.e. λ ∈ Λ(H0, F )
}
.
The evaluation operator Eλ(H0) is defined on the range of F
∗ by
Eλ(H0) =
√
π−1 ImTλ+i0(H0)(F
∗)−1
and the collection E(H0) = {Eλ(H0) : λ ∈ Λ(H0, F )}, considered as an operator fromH toH(H0)
defined on ranF ∗, extends to a partial isometry which diagonalises the absolutely continuous
part of H0 ([3, Theorem 5.1], [1, Theorem 3.4.2]):
E(H0) : H → H(H0), H
(a)
0 = E
∗(H0)MλE(H0),
whereMλ denotes the operator of multiplication by λ. For any non-resonant r, the wave matrices
w±(λ;Hr,H0) may then be defined as unitary transforms from hλ(H0) to hλ(Hr), which are
uniquely determined for f, g ∈ ranF ∗ by
〈Eλ(Hr)f,w±(λ;Hr,H0)Eλ(H0)g〉 = lim
y→0+
y
π
〈Rλ+iy(Hr)f,Rλ+iy(H0)g〉 .
The scattering matrix S(λ;Hr,H0) = w
∗
+(λ;Hr,H0)w−(λ;Hr,H0) can be shown to satisfy the
stationary formula
(2.1) S(λ;Hr,H0) = 1− 2ir
√
ImTλ+i0(H0)J(1 + rTλ+i0(H0)J)
−1
√
ImTλ+i0(H0),
for any λ ∈ Λ(H0, F ) and non-resonant r. This allows the scattering matrix, for fixed such λ,
to be considered as a function of r. Although its factor (1 + rTλ+i0(H0)J)
−1 is meromorphic
with poles at resonance points, since the scattering matrix is unitary and hence bounded for
non-resonant r ∈ R, it admits analytic continuation to a neighbourhood of the real axis.
A significant part of the proof of Theorem 2.1 (see [3, Theorem 5.7], [1, Theorem 7.3.3]) is the
following fact, obtained from (2.1). The derivative of the scattering matrix at any non-resonant r
is given by
(2.2)
dS(λ;Hr,H0)
dr
= −2i w+(λ;H0,Hr)
√
ImTλ+i0(Hr)J
√
ImTλ+i0(Hr)w+(λ;Hr,H0)S(λ;Hr,H0).
Assuming condition (3′), this derivative can be taken in the trace class norm.
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Proof of Theorem 2.1. Let λ be a real number from the full set Λ(H0, F ). Since λ is fixed, we
write S(r) for S(λ;Hr,H0) and θj(r) for θj(λ; r). Since the scattering matrix is unitary, it follows
from (2.2) that
(2.3) S′(r)S−1(r) = −2i w+(λ;H0,Hr)
√
ImTλ+i0(Hr)J
√
ImTλ+i0(Hr)w+(λ;Hr,H0).
Further, since w+(λ;Hr,H0)w+(λ;H0,Hr) = 1hλ(Hr) (see [3, Theorem 5.3], [1, Corollary 5.3.8]),
taking traces of both sides of the equality (2.3) gives
(2.4) Tr
(
S′(r)S−1(r)
)
= −2iTr
(√
ImTλ+i0(Hr)J
√
ImTλ+i0(Hr)
)
The trace on the right can be interpreted to be associated to the trace class operators on the
whole space K, rather than the fibre Hilbert space hλ(Hr), since ker
√
ImTλ+i0(Hr) = hλ(Hr)
⊥.
It follows using condition (3′) that the equality (2.4) can rewritten as
Tr
(
S′(r)S−1(r)
)
= −2iTr (J ImTλ+i0(Hr))
= − lim
y→0+
2iTr (J ImTλ+iy(Hr))
= − lim
y→0+
Tr (JTλ+iy(Hr))− Tr (JTλ−iy(Hr)) .(2.5)
Since by the premise V has rank 1, in this case Tr(JTz(H0)) = Tr(V Rz(H0)). We recall that a
resonance point rz corresponding to the triple (z;H0, V ) is a complex number such that (r−rz)
−1
is an eigenvalue of the compact operator V Rz(Hr). In this case the operator V Rz(Hr) has only
one eigenvalue. Therefore, with z = λ+ iy and using the fact that r¯z = rz¯, we find that
Tr
(
S′(r)S−1(r)
)
= − lim
y→0+
(
(r − rz)
−1 − (r − r¯z)
−1
)
= − lim
y→0+
−r¯z + rz
(r − rz)(r − r¯z)
= − lim
y→0+
2i Im rz
(r − rz)(r − r¯z)
.
Taking the limit and replacing r by Re rλ+i0 (assuming it is not resonant, i.e. Im rλ+i0 6= 0),
Tr
(
S′(r)S−1(r)
) ∣∣
r=Re rλ+i0
= −
2i
Im rλ+i0
.
On the other hand, since rank(V ) = 1, the scattering matrix S(r) is one-dimensional. Hence,
it is the operator of multiplication by its eigenvalue: S(r) = eiθ1(r) · 1hλ(H0). It follows that
Tr
(
S′(r)S−1(r)
) ∣∣
r=Re rλ+i0
=
deiθ1(r)
dr
e−iθ1(r)
∣∣
r=Re rλ+i0
= iθ′1(Re rλ+i0).
Comparing the last two formulas completes the proof. 
In the proof of Theorem 2.1 the following equality is derived:
θ′1(λ; r) = −
2β
|r − α|2 + |β|2
,
where α := Re rλ+i0, and β := Im rλ+i0. If the phase θ1(λ; r) is chosen so that θ1(λ; 0) = 0, then
integrating gives the formula
θ1(λ; 1) = −
∫ 1
0
2β
|r − α|2 + |β|2
dr.
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Scattering phases are well-known to be closely related to the spectral shift function (SSF)
ξ(λ;H1,H0) (see e.g. [5, 8]). In this regard is the following formula for the absolutely continu-
ous SSF ξ(a)(λ;H1,H0) (see [3, §5.3], [1, Theorem 9.2.2]; cf. [8])
(2.6) ξ(a)(λ;H1,H0) = −
1
2π
∞∑
j=1
θj(λ; 1),
where eiθj(λ;r), r ∈ [0, 1], are the eigenvalues of the scattering matrix S(λ;Hr,H0), which are
continuously enumerated with phases chosen so that θj(λ; 0) = 0. On the other hand, the
singular SSF ξ(s)(λ;H1,H0) is known to be given in terms of resonance points by the total
resonance index (see [3, Theorem 1.3], [2, Theorem 6.3.2])
(2.7) ξ(s)(λ;H1,H0) =
∑
rλ∈[0,1]
indres(λ;Hrλ , V ),
which is the difference N+ −N− in the numbers N± of resonance points which converge to the
interval [0, 1] from the half-plane C±.
The following generalisation of Theorem 2.1 shows that the absolutely continuous SSF can
also be expressed in terms of resonance points.
Theorem 2.2. Let H0 and V = F
∗JF satisfy conditions (1), (2), (3′), and (4), and let θj(λ; 1)
be as in (2.6). Then for a.e. λ ∈ R,
(2.8)
∞∑
j=1
θj(λ; 1) = −
∫ 1
0
∞∑
j=1
2βj
|r − αj |2 + |βj |2
dr,
where rjλ+i0 = αj + iβj is the jth resonance point with non-zero βj , that is, (r − r
j
λ+i0)
−1 is the
jth eigenvalue of JTλ+i0(Hr).
Combining (2.6) and (2.8) gives
ξ(a)(λ;Hb,Ha) =
1
2π
∫ b
a
∞∑
j=1
2βj
|r − αj |2 + |βj |2
dr.
To obtain a formula for the SSF, we can add (2.7):
ξ(λ;H1,H0) =
1
2π
∫ 1
0
∞∑
j=1
2βj
|r − αj |2 + |βj |2
dr +
∑
rλ∈[0,1]
indres(λ;Hrλ , V ).
This shows that resonance points rjλ+i0 with zero imaginary part βj still contribute to the SSF
in the form of resonance indices.
Proof of Theorem 2.2. The equality (2.5) holds by the same argument as before. Since JTz(Hr)
is trace class for z = λ+ iy, y > 0, its eigenvalues (r − rjz)−1 are summable and we have
Tr
(
S′(r)S−1(r)
)
= − lim
y→0+
(
∞∑
j=1
(r − rjz)
−1 −
∞∑
j=1
(r − r¯jz)
−1
)
= − lim
y→0+
(
∞∑
j=1
2i Im rjz
(r − rjz)(r − r¯
j
z)
)
= −
∞∑
j=1
2iβj
|r − αj |2 + |βj |2
,
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where the interchange of limits in the last equality can be justified using the fact that the sums
involved are uniformly bounded. Indeed, each sum is equal to the trace of 2iJ ImTz(Hr), which
converges to 2iJ ImTλ+i0(Hr) in the trace class. By integrating, it remains to show that∫ 1
0
Tr
(
S′(r)S−1(r)
)
dr = i
∞∑
j=1
θj(λ; 1).
This can be seen as a consequence of the fact that, when divided by −2πi, both sides are known
representations of the absolutely continuous SSF (see [3, Theorem 3.2 and §5.3], [1, §§8-9]):
ξ(a)(λ;Hb,Ha) =
1
π
∫ 1
0
Tr (J ImTλ+i0(Hr)) dr
= −
1
2π
∞∑
j=1
θj(λ; 1). 
Following from condition (3′) and the proof of Theorem 2.2 is the equality
(2.9) Tr(ImAλ+i0(Hr)) =
∞∑
j=1
Imσj(r),
where σj(r) are the eigenvalues of the operator Aλ+i0(Hr) := JTλ+i0(Hr). The root vectors
of Aλ+i0(Hr) do not depend on the choice of non-resonant r (see [2, Proposition 3.1.2]) and
we note that if J = 1, which may be assumed in the case that V ≥ 0, the equality (2.9)
implies that the system of root vectors is complete; in fact these are equivalent conditions by [7,
Theorem V-2.1].
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