Using Markov chains to analyze the effectiveness of local search algorithms  by Nikolaev, Alexander G. & Jacobson, Sheldon H.
Discrete Optimization 8 (2011) 160–173
Contents lists available at ScienceDirect
Discrete Optimization
journal homepage: www.elsevier.com/locate/disopt
Using Markov chains to analyze the effectiveness of local search
algorithms
Alexander G. Nikolaev a, Sheldon H. Jacobson b,∗
a Department of Industrial and Systems Engineering, University at Buffalo (SUNY), United States
b Department of Computer Science, University of Illinois at Urbana-Champaign, United States
a r t i c l e i n f o
Article history:
Received 23 July 2007
Received in revised form 29 June 2010
Accepted 14 July 2010
Available online 1 August 2010
Keywords:
Discrete optimization
Heuristics
Local search
Markov chain analysis
Lin–Kernighan–Helsgaun algorithm
Travelling salesman problem
State reduction
Aggregation
Lumping
a b s t r a c t
This paper analyzes the performance of local search algorithms (guided by the best-to-date
solution at each iteration) in visiting suboptimal solutions for hard discrete optimization
problems. The β-acceptable solution concept is used to capture how effectively an
algorithm has performed to date and how effectively an algorithm can be expected to
perform in the future in visiting suboptimal solutions. By this concept, an algorithm run is
deemed a success if it reaches the levelβ , whereβ denotes an objective function value close
to but still worse than the globally optimal value. A Markov chain state space reduction
technique, state pooling, is introduced and used to obtain an estimator for the expected
number of iterations to visit aβ-acceptable solution. Convergence results for this estimator
are provided. Computational experiments with the Lin–Kernighan–Helsgaun algorithm
applied to medium and large travelling salesman problem instances taken from TSPLIB (all
with known optimal solutions) are reported to illustrate the application of this estimator.
© 2010 Elsevier B.V. All rights reserved.
1. Background and motivation
Discrete optimization problems are defined by a large, finite set of solutions and an objective function that assigns a value
to each solution. The goal when addressing a discrete optimization problem is to find solutions that globally optimize the
objective function value. For NP-hard discrete optimization problems, it is unlikely that polynomial time algorithms exist to
solve them (unless P = NP). Moreover, complete enumeration of the entire set of solutions for large discrete optimization
problem instances is typically not possible with existing computing technology. Therefore, much effort has been directed
towards developing efficient heuristic algorithms to find near-optimal solutions in a reasonable amount of computing time.
For NP-hard discrete optimization problems, numerous heuristics exist for efficiently finding near-optimal solutions.
Local search algorithms such as simulated annealing [1], tabu search [2] and threshold accepting [3] offer general approaches
to finding reasonable solutions to a wide variety of NP-hard discrete optimization problems. The objective of these
algorithms is to find the best possible solution using a limited amount of computing resources; see, for instance [4].
A further challenge is to construct algorithms that find near-optimal solutions for all instances of a particular problem, since
the effectiveness of many algorithms tends to be problem-specific, as they exploit particular characteristics of problem
instances (e.g. [5] for the travelling salesman problem). It is therefore useful to assess the performance of algorithms and
devise strategies to improve their effectiveness in solving NP-hard discrete optimization problems.
The current literature on asymptotic convergence properties and finite-time performance measures focuses primarily
on convergence to a global optimal solution. However, in practice, solutions with objective function values that are close to
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the objective function value of a global optimal solution are often acceptable. Without loss of generality, unless otherwise
noted, assume that all discrete optimization problems are minimization problems. Orosz and Jacobson [6] define solutions
that have an objective function value no greater than some threshold value as β-acceptable solutions, where β denotes
the maximum acceptable objective function value (necessarily greater than or equal to the objective function value of a
global optimal solution for a minimization problem). Jacobson et al. [7] analyze the finite-time behavior of local search
algorithms in visiting β-acceptable solutions. They address the question: for a given generalized hill climbing algorithm,
what is the reasonable amount of time to search for suboptimal solutions? However, their results are limited to algorithms
where independence is induced between sets of algorithm iterations, with the number of iterations in a set typically fixed
at some small value.
This paper studies the performance of a broader scope of local search algorithms, the algorithms designed to exploit
best-to-date solution information at each iteration when searching for improved solutions. As in [7], the objective is to
determine conditions under which convergence to a β-acceptable solution occurs, and to obtain a methodology to estimate
the expected number of iterations to visit a β-acceptable solution. To address this challenge, existing and newly developed
results from the Markov chain theory are used.
A key tool introduced in this paper is Markov chain state pooling. Questions related to state space reduction in Markov
chains have been studied in the literature before, andmethods termed state aggregation or lumping have been presented and
discussed [8]. In particular, lumpability research focuses on characterizing situations (e.g., by finding sets of specific initial
probability distributions) where an aggregated process constructed from one Markov chain with respect to its partition is
also Markov. In contrast, Markov chain state pooling is a less general, application-oriented method, that preserves only one
major property of an original chain, the expected time to absorption, which turns out to be themost valuable for local search
algorithm performance analysis.
To illustrate the application of the developed toolset, the paper focuses on computational analysis of the
Lin–Kernighan–Helsgaun algorithm [9], which uses a variable λ-Opt neighborhood search and is considered one of themost
effective heuristics for solving large travelling salesman problem (TSP) instances. At each iteration of the variable λ-Opt
neighborhood search, neighboring solutions containing edges of the best-to-date solution have priority in being selected as
candidates for a new improved solution. Moreover, while the algorithm exploits the structure of the best-to-date solution, it
completely ignores how the best-to-date solution has been obtained, which allows one to use aMarkov chain based analysis.
The paper is organized as follows. Section 2 provides an overview of β-acceptable solutions, as described in [7]. Section 3
presents a Markov chain analysis framework for local search algorithms that use information on the best-to-date solution,
presents a method for computing the expected number of iterations for a local search algorithm to visit a β-acceptable
solution, and introduces Markov chain pooling transformations. Section 4 shows howMarkov chain pooling can be used for
local search algorithm analysis. Section 5 provides theoretical results needed to obtain performance estimators for a given
local search algorithm, based on theMarkov chain analysis. Section 6 illustrates the theoretical results given in Sections 4 and
5 by reporting computational results for the Lin–Kernighan–Helsgaun algorithm applied to several TSP instances taken from
TSPLIB (with known globally optimal values). Section 7 provides concluding comments and directions for future research.
2. β-acceptable solutions
Local search algorithms seek to find good solutions for NP-hard discrete optimization problems by visiting inferior
solutions en route to optimal/near-optimal solutions. For a discrete optimization problem, the solution space Ω is a
finite set of feasible solutions. An objective function f : Ω → [−∞,+∞) assigns a real value to each element
of Ω . A neighborhood function η : Ω → 2|Ω|, where η(ω) ⊆ Ω for all ω ∈ Ω , provides connections
between the elements in Ω , and hence, allows the solution space to be traversed or searched by moving between
solutions. Neighboring solutions can be generated deterministically, uniformly at each iteration of an algorithm
(i.e., P{ω′ is selected as the neighbor of ω at a given iteration of an algorithm} = 1/|η(ω)|), or non-uniformly according to
some probability mass function. Also, it is common for algorithms to use non-uniform neighborhood functions, where at
each iteration, the choice of the neighbor depends on the best-to-date solution. Such algorithms are the focus of the analysis
presented in this paper.
The solution space for a discrete optimization problem can be partitioned into two mutually exclusive and exhaustive
sets:
– the set of global optimal solutions, G ≡ {ω∗ ∈ Ω : f (ω∗) ≤ f (ω) for all ω ∈ Ω},
– the set of all other solutions, Gc ≡ {ω ∈ Ω : f (ω∗) < f (ω) for ω∗ ∈ G} = Ω \ G.
Finding a global optimal solution for an NP-hard discrete optimization problem may be computationally expensive.
Therefore, solutions that are within a predetermined threshold are often acceptable in practice. Research on quantifying
suboptimal performance of algorithms can be found in the literature. For example, the notion of ϵ-optimality has been
used in various optimization contexts. In this paper, the concept of β-acceptable solutions is employed, as it was developed
specifically for the analysis of local search algorithm performance (see [7]). To formally describe such solutions, define the
set of β-acceptable solutions, Dβ ≡ {ω ∈ Ω : f (ω) ≤ β}, where β ≥ f (ω∗), ω∗ ∈ G. Note that if β < f (ω∗), ω∗ ∈ G, then
Dβ = ∅. Moreover, limβ→f (w∗)+ Dβ = G.
Each local search algorithm run generates a sequence of solutions, also referred to as a sample path. In practice, the best
solution visited over the entire set of algorithm runs, not just the final solution, is reported. This allows the algorithm to
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aggressively traverse the solution space, visiting inferior solutions en route to a β-acceptable solution, while retaining the
best-to-date solution visited. Without loss of generality, assume that all algorithm runs are initialized (stochastically) at a
solution not in Dβ .
Consider a probability space as a triple (Ω t ,F t , Pt), where Ω t is a space of all distinct sequences of solutions (sample
paths) that can be obtained in a single algorithm run of t = 1, 2, . . . iterations, and F t is the set of all possible subsets of
Ω t . Note that the cardinality |Ω t | = |Ω|t . The probability measure Pt is then defined by the algorithm itself, as each distinct
sample pathhas a certain probability of occurring. For a given algorithm, the randomness in generatingneighboring solutions
at each iteration (which results in generating distinct sample paths) is attributed to the randomness in the choice of the initial
solution as well as the mechanism that determines how the algorithm visits solutions iteration to iteration. Consider a local
search algorithm run applied to an instance of an NP-hard discrete optimization problem. At iteration t = 1, 2, . . . , the
algorithm generates a solution, denoted by the random variableωt . Define the best solution found over the first t iterations,
ωbest(t) ≡ {ω ∈ {ω1, ω2, . . . , ωt}, f (ω) ≤ f (ωj) for all j = 1, 2, . . . , t},
and the objective function value of the best solution found over the first t iterations vt ≡ f (ωbest(t)). Using these random
variables, define the events
D(t, β) = {(ω1, ω2, . . . , ωt) : vt ≤ β}
≡ {At least one element of Dβ is visited over the first t iterations},
D(β) = {(ω1, ω2, . . .) : vj ≤ β for some j = 1, 2, . . .}
≡ {At least one element of Dβ is visited}.
Define eventDc(t, β) as a complement toD(t, β).Without loss of generality, assume that P(Dc(t, β)) > 0 for all t = 1, 2, . . .
(i.e., finite-time convergence to aβ-acceptable solution cannot be guaranteedwith probability one). The definition ofD(t, β)
implies thatDc(t−1, β) ⊇ Dc(t, β). Therefore, {Dc(t, β)} is a telescoping, nonincreasing sequence of events in t , and hence,
by the Monotone Convergence Theorem [10], P(Dc(t, β))→ P(Dc(β)) as t →+∞, where Dc(β) =+∞t=1 Dc(t, β).
To establish the relationship between the asymptotic convergence of a local search algorithm and the event D(β), the
following definition is needed.
Definition 1. A local search algorithm converges in probability to Dβ if P(C(t, β)) → 1 as t → +∞, where C(t, β) ≡
{ωt ∈ Ω : f (ωt) ≤ β} ≡ {An element of Dβ is visited at iteration t}.
Given an initial solution ω0 ∈ Ω , if a local search algorithm converges in probability to Dβ (as t → +∞), then
P(D(β)) = 1. Equivalently, if P(D(β)) < 1, then the algorithm does not converge in probability to Dβ (i.e., for all 0 < ϵ ≤ 1
there exists some iteration t0(ϵ) such that P(C(t, β)) ≤ 1− ϵ for all t ≥ t0(ϵ)).
The β-acceptable solution problem asks whether a local search algorithm will eventually visit an element of Dβ , given
that the algorithm, after executing a finite number of iterations, has yet to visit an element of Dβ . The random variable
τβ = min{t ≥ 1 : vt ≤ β}measures the number of iterations needed for a local search algorithm to visit an element of Dβ
for the first time, and hence, provides a measure for its effectiveness.
3. Markov chain framework
This section introduces aMarkov chain framework thatwill be used in Section 4 to obtain performancemeasures for local
search algorithms. Consider a local search algorithm guided by information on the best-to-date solution at each iteration.
Assume that at each iteration, the algorithm exploits the structure of the best-to-date solution, but not the history of how
this solution was obtained. The conditional probability that the objective function value of a solution at iteration t + 1
is less than or equal to some value x ∈ (0,+∞), given the best solution found through the first t iterations, is denoted by
P(f (ωt+1) ≤ x | ωbest(t)); refer to this probability as the conditional cumulative distribution function (or simply, conditional
CDF) of the objective function value of a solution at iteration t + 1.
3.1. Markov chain model for local search algorithms
Consider an ordered set of I β-values {βi : i = 0, 1, 2, . . . , I−1} such that f (ω∗) = β0 < β1 < β2 < · · · < βI−1 < +∞.
Define a set of intervals {∆i : i = 0, 1, 2, . . . , I} such that ∆0 = [β0, β0], ∆i = (βi−1, βi] for 1 ≤ i ≤ I − 1, and ∆I =
(βI−1,+∞). By definition, these I+1 intervals {∆i : i = 0, 1, 2, . . . , I} are non-overlapping, withIi=0∆i = [f (ω∗),+∞).
Also, for all i = 0, 1, 2, . . . , I , f (ω) ∈ij=0∆j, for all ω ∈ Dβi .
First, the analysis is restricted to problem instances where each feasible solution has a unique objective function value.
Since the set of feasible solutions is finite, then all solutions can be ordered and indexed such that f (ω∗) < f (ω1) < f (ω2) <
· · · < f (ωI), where I = |Ω|,β0 = f (ω∗) andβi = f (ωi) for i = 1, 2, . . . , I . Then, each interval∆i, i = 0, 1, 2, . . . , I , contains
exactly one feasible solution.
Theorem 1. Consider the stochastic process {Xt}, t = 0, 1, 2, . . . , the set of interval indices generated by successive iterations of
a local search algorithm. For each iteration t = 0, 1, . . . , let Xt = it if and only if vt ∈ ∆it , it = 0, 1, . . . , I . Then, this stochastic
process has the Markov property, and hence, {Xt}, t = 0, 1, 2, . . . , is a Markov chain.
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Proof. By definition, vt = {f (ω) : ω ∈ {ω1, ω2, . . . , ωt}, f (ω) ≤ f (ωj) for all j = 1, 2, . . . , t}, and hence, vt+1 =
min{f (ωt+1), vt}. Then,
P(Xt+1 = it+1 | Xt = it , Xt−1 = it−1, . . . , X0 = i0)
= P(vt+1 ∈ ∆it+1 | vt ∈ ∆it , vt−1 ∈ ∆it−1 , . . . , v0 ∈ ∆i0)
= P(min{f (ωt+1), vt} = f (ωit+1) | vt = f (ωit ), vt−1 = f (ωit−1), . . . , v0 = f (ωi0))
= P(min{f (ωt+1), vt} = f (ωit+1) | ωbest(t) = ωit , ωbest(t − 1) = ωit−1 , . . . , ωbest(0) = ωi0)
= P(min{f (ωt+1), vt} = f (ωit+1) | ωbest(t) = ωit ),
since vt = f (ωit ), and the conditional CDF of f (ωt+1) depends only on ωbest(t) = ωit . Therefore, P(Xt+1 = it+1 | Xt =
it , Xt−1 = it−1, . . . , X0 = i0) = P(Xt+1 = it+1 | Xt = it). 
Theorem 1 establishes that the stochastic process {Xt}, t = 0, 1, . . . , is a Markov chain. The key relationship needed to
obtain this result is {vt ∈ ∆it } ⇔ {vt = f (ωit )}, which is only truewhen each interval {∆i : i = 0, 1, . . . , I} contains exactly
one feasible solution. To obtain an expression for the expected number of iterations to visit aβ-acceptable solution, for some
β ≥ f (ω∗), construct a transition matrix H for {Xt}, t = 0, 1, . . . , with states i = 0, 1, . . . , I . Let states {0, 1, . . . , iβ} be
absorbing states, where iβ = {i : β ∈ ∆i}, and Hi,j = P(vt+1 ∈ ∆j|vt ∈ ∆i) = P(f (ωt+1) = f (ωj)|ωbest(t) = ωi) for
i = iβ + 1, iβ + 2, . . . , I and j = 0, 1, . . . , I . Note that by construction, matrix H is lower-triangular.
Lemma 1 establishes a relationship between the expected time to visit an element of Dβ and the transition matrix H .
Lemma 1. E(τβ) is the expected time to absorption in the Markov chain {Xt}, t = 0, 1, . . . , with transition matrix H.
Proof. This result is a direct consequence of the definition of {Xt}, t = 0, 1, . . . , and how H is constructed. In particular, the
time to absorption in H is given by TH = min{t ≥ 1 : Xt ∈ {0, 1, . . . , iβ}}. Then, for all t = 1, 2, . . . ,
{Xt ∈ {0, 1, . . . , iβ}} ⇔

{Xt = 0}

{Xt = 1}

· · ·

{Xt = iβ}

⇔ {vt ≤ β}.
Since τβ = min{t ≥ 1 : vt ≤ β}, then for any algorithm run, the random variables TH and τβ are equivalent, and hence,
their expected values over all possible algorithm run outcomes are equal, which establishes the result. 
Lemma 1 shows that the value of E(τβ) can be computed using the transition matrix H . However, this result has no
practical value, since the dimension of H (namely |Ω|) is very large for any reasonable problem instance. In practice, |Ω|
grows exponentiallywith the dimension of the problem,whichmakes it impractical to directly analyze the resultingMarkov
chain.
To overcome this difficulty, a Markov chain with fewer states can be constructed. To this end, consider the non-
overlapping intervals {∆′u : u = 0, 1, . . . ,U}, with U ≪ |Ω|, and for each such interval, the solutions with objective
function values falling into the interval. Thus, all solutions are subdivided into a smaller number of groups, which should
simplify the analysis, but with solutions from any single group (e.g., distinct solutions with the same objective function
values) indistinguishable.
One issue that immediately arises when treating this more general case is that the stochastic process {Xt}, t = 0, 1, . . . ,
is no longer Markovian. This suggests that a newMarkov chain must be created for computing the expected time to visit Dβ .
3.2. Markov chain pooling for computing the expected times to absorption
Given a Markov chain with a large number of states (termed the originalMarkov chain, such as described in Section 3.1),
it is possible to construct a new Markov chain with fewer states, such that its expected time to absorption is equal to the
expected time to absorption for the original Markov chain. Theorem 2 describes how such a construction can be achieved
for a Markov chain with a lower-triangular transition matrix. Note that the detailed proofs of some theorems and lemmas
in this section are contained in the Appendix. In the main body of the paper, only sketches of proofs are provided following
the theorem and lemma statements.
Theorem 2. Given an N state Markov chain {Yt}, t = 0, 1, . . . , with state space {1, 2, . . . ,N} and lower-triangular transition
matrix Q , where state one is absorbing, and P(Y0) = Pn for n = 1, 2, . . . ,N is the distribution for the initial state Y0, construct
an (N − 1)× (N − 1) transition matrix Q ′, such that
(a) Q ′i,j = Qi,j for i = 1, 2, . . . ,N − 2, j = 1, 2, . . . ,N − 1,
(b) Q ′N−1,j =
vN−1
vN−1 + vN QN−1,j +
vN
vN−1 + vN QN,j for j = 1, 2, . . . ,N − 2,
(c) Q ′N−1,N−1 = 1−
N−2−
j=1
Q ′N−1,j,
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where vN−1 and vN are the expected number of visits to states N− 1 and N, respectively, prior to absorption for the Markov chain
{Yt}, t = 0, 1, . . . ,
vN = PN1− QN,N , vN−1 =
PN−1
1− QN−1,N−1 +
PNQN,N−1
(1− QN,N)(1− QN−1,N−1) .
Then, the expected time to absorption for the N−1 state Markov chain {Y ′t }, t = 0, 1, . . . ,with transition matrix Q ′, where state
one is absorbing, P(Y ′0) = P ′n = Pn for n = 1, 2, . . . ,N − 2, and P(Y ′0 = N − 1) = P ′N−1 = PN−1+ PN is the distribution for the
initial state Y ′0, is equal to the expected time to absorption into state one for the Markov chain {Yt}, t = 0, 1, . . . .
Sketch of Proof. First, expressions for the expected times to absorption from the last and the next to last states of {Yt}, t =
0, 1, . . . , are obtained. Second, an expression for the expected time to absorption from the last state of {Y ′t }, t = 0, 1, . . . ,
is obtained. Third, the theorem’s statement is checked using one-step analysis and the definition of the expected time to
absorption in a Markov chain. See the Appendix for details. 
Theorem 2 shows that for any absorbing Markov chain with a lower-triangular transition matrix and a given initial state
distribution, the last two states in the chain can be pooled into a single state to form a new transition matrix, such that the
expected time to absorption for the Markov chain defined by this new transition matrix is equal to the expected time to
absorption for the original chain (the initial state distribution for the new chain is the same as that for the original chain,
with the probabilities for the two pooled states summed). Note that the expected number of visits to the pooled state prior
to absorption in the new chain, v′N−1, is equal to the sum of the expected numbers of visits to the two states that are being
pooled prior to absorption in the original chain,
v′N−1 =
P ′N−1
1− Q ′N−1,N−1
= vN−1 + vN . (1)
Corollary 1 follows from Theorem 2, by considering more than two states being pooled.
Corollary 1. Given an N state Markov chain {Yt}, t = 0, 1, . . . , with state space {1, 2, . . . ,N} and lower-triangular transition
matrix Q , where state one is absorbing, and P(Y0) = Pn for n = 1, 2, . . . ,N is the distribution for the initial state Y0, construct
an (N −m+ 1)× (N −m+ 1) transition matrix Q ′, for some m = 2, 3, . . . ,N − 1, such that
(a) Q ′i,j = Qi,j for i = 1, 2, . . . ,N −m, j = 1, 2, . . . ,N −m+ 1,
(b) Q ′N−m+1,j =
1
N∑
i=N−m
vi
N−
i=N−m
vi Qi,j for j = 1, 2, . . . ,N −m,
(c) Q ′N−m+1,N−m+1 = 1−
N−m
j=1
Q ′N−m+1,j,
where vi is the expected number of visits to state i = N − m + 1,N − m + 2, . . . ,N, prior to absorption into state one
for the Markov chain {Yt}, t = 0, 1, . . . . Then, the expected time to absorption for the N − m + 1 state Markov chain
{Y ′t }, t = 0, 1, . . . , with transition matrix Q ′, where state one is absorbing, P(Y ′0) = P ′n = Pn for n = 1, 2, . . . ,N − m,
and P(Y ′0 = N − m + 1) = P ′N−m+1 =
∑N
i=N−m+1 Pi is the distribution for the initial state Y
′
0, is equal to the expected time to
absorption for the Markov chain {Yt}, t = 0, 1, . . . .
Proof. By construction, this follows directly from Theorem 2 and (1). First, by Theorem 2, the last two states in {Yt},
t = 0, 1, . . . , can be pooled. Then in the resulting chain, the last two states can be pooled, which is equivalent to pooling
the last three states in {Yt}, t = 0, 1, . . . . Proceeding inductively, the Markov chain {Y ′t }, t = 0, 1, . . . , is obtained. 
Corollary 1 shows that for any absorbingMarkov chain with a lower-triangular transitionmatrix and a given distribution
of the initial state, the last m (that can take on a value between two and the total number of states in the chain minus
one) states in the chain can be pooled into a single state, resulting in a new transition matrix, such that the expected time
to absorption in a Markov chain defined by this new transition matrix is equal to the expected time to absorption in the
original chain (the initial state distribution for a new chain is the same as as that for the original, with the probabilities for
the pooled states summed). However, it does not provide results for the case where the pooled states are not the last states
of the chain. Lemma 2 can be used as a stepping stone for addressing this issue.
Lemma 2. Given an N state Markov chain {Yt}, t = 0, 1, . . . , with state space {1, 2, . . . ,N} and lower-triangular transition
matrix Q , where state one is absorbing, and P(Y0) = Pn for n = 1, 2, . . . ,N is the distribution for the initial state Y0, construct
an (N − 1) × (N − 1) transition matrix Q ′ by removing the last column and the last row in Q . Then, µ, the expected time to
absorption for the Markov chain {Yt}, t = 0, 1, . . . , is equal to PN1−QN,N plus µ′, the expected time to absorption into state one for
the N − 1 state Markov chain {Y ′t }, with transition matrix Q ′, where state one is absorbing, and P(Y ′0) = P ′n = Pn + QN,n1−QN,N PN ,
for n = 1, 2, . . . ,N − 1, is the distribution for the initial state Y ′0.
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Sketch of Proof. By direct verification, using one-step analysis and the definition of expected time to absorption from a
given state of a Markov chain. See the Appendix for details.
Lemma 2 provides an auxiliary expression that holds for expected times to absorption for Markov chains with lower-
triangular transition matrices. Theorem 3 uses this expression to extend Corollary 1 and provide a general result for
computing the expected times to absorption for suchMarkov chains, using state pooling. It establishes that any consecutive
states in an absorbing Markov chain with a lower-triangular transition matrix can be pooled, such that the result in
Corollary 1 holds.
Theorem 3. Given anN+r stateMarkov chain {Yt}, t = 0, 1, . . . ,with state space {1, 2, . . . ,N} and lower-triangular transition
matrix Q (r ∈ Z+), where state one is absorbing, and P(Y0) = Pn for n = 1, 2, . . . ,N is the distribution for the initial state Y0,
construct an (N −m+ r + 1)× (N −m+ r + 1) transition matrix Q ′ for some m = 2, 3, . . . ,N − 1, such that
(a) Q ′i,j = Qi,j for i = 1, 2, . . . ,N −m, j = 1, 2, . . . ,N −m+ r + 1,
(b) Q ′N−m+1,j =
1
N∑
i=N−m
vi
N−
i=N−m
vi Qi,j for j = 1, 2, . . . ,N −m,
(c) Q ′N−m+1,N−m+1 = 1−
N−m
j=1
Q ′N−m+1,j,
(d) Q ′N−m+1,j = 0 for j = N −m+ 2,N −m+ 3, . . . ,N −m+ r + 1,
(e) Q ′i,j = Qi+m−1,j for i = N −m+ 2,N −m+ 3, . . . ,N −m+ r + 1, j = 1, 2, . . . ,N −m,
(f) Q ′i,N−m+1 =
N−
j=N−m+1
Qi+m−1,N−m+1 for i = N −m+ 2,N −m+ 3, . . . ,N −m+ r + 1,
(g) Q ′i,j = Qi+m−1,j for i = N −m+ 2,N −m+ 3, . . . ,N −m+ r + 1,
j = N −m+ 2,N −m+ 3, . . . ,N −m+ r + 1,
where vi is the expected number of visits to state i = N − m + 1,N − m + 2, . . . ,N, prior to absorption for the Markov
chain {Yt}, t = 0, 1, . . . . Then, the expected time to absorption into state one for the N − m + r + 1 state Markov chain
{Y ′t }, t = 0, 1, . . . , with transition matrix Q ′, where state one is absorbing, P(Y ′0) = P ′n = Pn for n = 1, 2, . . . ,N − m,
P(Y ′0 = N−m+1) = P ′N−m+1 =
∑N
i=N−m+1 Pi, and P(Y
′
0) = P ′n = Pn+m−1 for n = N−m+2,N−m+3, . . . ,N−m+ r+1
is the distribution for the initial state Y ′0, is equal to the expected time to absorption for the Markov chain {Yt}, t = 0, 1, . . . .
Sketch of Proof. By contradiction. First, Lemma 2 is used to reduce by r the number of columns and rows in Q and Q ′. Then,
since Corollary 1 holds for Markov chains with newly obtained transition matrices, the expected times to absorption for
{Yt}, t = 0, 1, . . . , and {Y ′t }, t = 0, 1, . . . ,must also be the same. See the Appendix for details.
4. Using Markov chain pooling to analyze the performance of local search algorithms
This section shows how Theorem 3 can be used to analyze the performance of local search algorithms. Assume that each
execution of a local search algorithm is initialized at a randomly generated initial solutionω0, and hence, P(f (ω1) ≤ x | ω0)
is the conditional CDF of the objective function value of a solution from iteration one.
For a problem instancewhere each distinct solution has a unique objective function value, the stochastic process {Xt}, t =
1, 2, . . . , is a Markov chain with transition matrix H . Using H , the expected time to absorption in {Xt}, t = 0, 1, . . . , E(τβ),
can be computed. Without loss of generality, let B denote a set of discrete β-values for the objective function values, with
U = |B|, and select U + 1 intervals {∆′u : u = 0, 1, . . . ,U} such that
U
u=0∆′u =
I
i=0∆i, ∆′u =

{i:f (ωi)∈∆u}∆i for all
u = 0, 1, . . . ,U , and each β ∈ B is the largest value in the interval ∆′uβ , where uβ = {u : β ∈ ∆′u} for β ∈ B. Therefore,
by construction, the intervals∆i, i = 0, 1, . . . , I , are merged to form intervals∆′u, u = 0, 1, . . . ,U , based on elements of B.
The following analysis studies the algorithm’s effectiveness in finding solutions with objective function values contained in
the intervals defined by elements of B. Note that if more detailed information is required about the algorithm’s performance
within a certain range, thenmore elements from this range should be included in B (whichwill necessitate the use ofMarkov
chains with more states, and hence, require more computational effort).
By Theorem 3, construct a new transition matrix H ′ from H by pooling each group of states, for vt ∈ ∆′u, into a single
state, for u = 0, 1, . . . ,U . Without loss of generality, assume that the initial state distribution for the Markov chain {Xt},
t = 0, 1, . . . , is given as a probability mass function. Theorem 3 establishes that the expected time to absorption in the
Markov chainwith transitionmatrixH ′ (the initial state distribution for this chain is the same as the initial state distribution
for {Xt}, t = 0, 1, . . . ,with the probabilities for the pooled states summed) is equal to E(τβ), the expected time to absorption
in {Xt}, t = 0, 1, . . . .
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Note that in practice, local search algorithms cannot be executed for an infinite number of iterations. However, they are
often executed with multiple restarts, with an upper bound T set on the number of iterations an algorithm performs during
each restart run. Given T , let ET (τβ) denote the expected number of iterations over all the runs to visit Dβ . Since τβ is a
non-negative random variable, then
ET (τβ) =
+∞−
t=0
P(τβ > t) = 1+
+∞−
t=1
P(τβ > t). (2)
For an algorithm executed with multiple restarts, the runs (at most T iterations each) are independent of each other. For
any run, the probability that Dβ is not visited during the first t iterations, F(t), is the same. Therefore, for any t = 1, 2, . . . ,
P(τβ > t) = F(T )⌊ tT ⌋ F

t − T

t
T

,
and hence,
ET (τβ) = 1+
T−
t=1
P(τβ > t)+
2T−
t=T+1
P(τβ > t)+
3T−
t=2T+1
P(τβ > t)+
4T−
t=3T+1
P(τβ > t)+ · · ·
= 1+
T−
t=1
F(t)+ F(T )
T−
t=1
F(t)+ F(T )2
T−
t=1
F(t)+ F(T )3
T−
t=1
F(t)+ · · ·
= 1+ 1+ F(T )+ F(T )2 + F(T )3 + · · ·  T−
t=1
F(t) = 1+
T∑
t=1
F(t)
1− F(T ) , (3)
which holds only if F(T ) < 1. Otherwise, the probability thatDβ is visited during any finite number of independent algorithm
runs (with each at most T iterations) is equal to zero, and hence, E(τβ) = +∞.
Let states i = 0, 1, . . . , iβ in the Markov chain {Xt}, t = 0, 1, . . . , with transition matrix H be absorbing states. For any
t = 1, 2, . . . , T , F(t) can be computed using the matrix H(t), the tth power of H , and the initial state distribution for the
Markov chain {Xt}, t = 0, 1, . . . ,
F(t) = 1−
I−
i=iβ+1
iβ−
j=0
H(t)i,j P(ω
0 ∈ ∆i). (4)
UsingmatrixH ′(t), the tth power of transitionmatrixH ′, and the initial state distribution for theMarkov chainwith transition
matrix H ′, for any t = 1, 2, . . . , T , define
F ′(t) = 1−
U−
u=uβ+1
uβ−
v=0
H ′(t)u,v P(ω
0 ∈ ∆′u), (5)
and
E ′T = 1+
T∑
t=1
F ′(t)
1− F ′(T ) . (6)
In general, F ′(t) ≠ F(t) for any t = 1, 2, . . . , and hence, E ′T ≠ ET (τβ) for any fixed T = 1, 2, . . . . Theorem 4 establishes a
convergence result that allows the transition matrix H ′ to be used to estimate the expected number of iterations that a local
search algorithm requires to visit Dβ when executed with multiple restarts.
Theorem 4. For any ϵ > 0, ∃ T ∗ ∈ Z+ such that |E ′T − ET (τβ)| < ϵ for all T ≥ T ∗.
Proof. Since H and H ′ are transition matrices of absorbing Markov chains, by definition, both F(T ) and F ′(T )monotonically
converge to zero as T → +∞. For any t ≤ T , F(t) = P(τβ > t), and hence, by (2),∑Tt=1 F(t)monotonically converges to
E(τβ) as T →+∞. By the construction of the transitionmatrixH ′ and Theorem 3,∑Tt=1 F ′(t) alsomonotonically converges
to E(τβ) as T →+∞. Using (3) and (6),
|E ′T − ET (τβ)| =
(1− F(T )) T∑
t=1
F ′(t)− (1− F ′(T ))
T∑
t=1
F(t)

(1− F ′(T ))(1− F(T )) . (7)
The numerator of (7) monotonically converges to zero from above, and the denominator of (7) monotonically converges to
one from below. Therefore, their ratio, |E ′T − ET (τβ)| → 0 as T →+∞. 
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5. Estimation procedure
This section reports theoretical results for estimating the expected number of iterations for an algorithm to visit Dβ ,
based on the Markov chain with transition matrix H ′.
Consider K independent algorithm runs, where each run does not use information on the progress or solutions obtained
in any preceding run. Given that an initial solution in each run is randomly generated over the entire solution space, then
P(D(t, β)) > 0 for any t = 1, 2, . . . . For any u ∈ Z+, uβ < u ≤ U , define S(k, T ,∆′u) as the set of all iterations (among
the first T iterations of the kth run) such that the objective function value of the best-to-date solution at each such iteration
falls into the interval∆′u, with c(k, T ,∆′u) ≡ |S(k, T ,∆′u)|. For any v ∈ Z+, 0 < v ≤ u, define
H˜ ′u,v =
K∑
k=1
∑
s∈S(k,T ,∆′u)
Is
K∑
k=1
c(k, T ,∆′u)
, (8)
where Is = 1 if the objective function value of a solution found at iteration s ∈ S(k, T ,∆′u), k = 1, 2, . . . , K , belongs to∆′v ,
and 0 otherwise. Theorem 5 establishes a convergence result for H˜ ′u,v .
Theorem 5. If P(D(t, β)) > 0 for any t = 1, 2, . . . , then for any fixed T = 1, 2, . . . , H˜ ′u,v a.s.−→ H ′u,v as K → +∞ for any
u ∈ Z+, v ∈ Z+, with uβ < u ≤ U and 0 < v ≤ u (where a.s.−→ denotes almost sure (strong) convergence).
Proof. By design, the sequence {(∑s∈S(k,T ,∆′u) Is, c(k, T ,∆′u)) : k = 1, 2, . . .} consists of independent and identically
distributed random vectors. Since P(D(t, β)) > 0 for any t = 1, 2, . . . , then 0 < E(c(k, T ,∆′u)) ≤ T , and hence,
H˜ ′u,v
a.s.−→
E
 ∑
s∈S(k,T ,∆′u)
Is

E(c(k, T ,∆′u))
. (9)
Note that (9) follows from a standard result used in the regenerative simulation theory (see, for example [11]).
Let it denote the iteration number t = 1, 2, . . . , T of an algorithm run and define S(k, it ,∆′u) as the iteration it of the kth
run if the objective function value of a solution at iteration it falls into the interval∆′u, and S(k, it ,∆′u) = ∅ otherwise, with
c(k, it ,∆′u) ≡ |S(k, it ,∆′u)|. Using these definitions, and by the additive property of expectation,
E(c(k, T ,∆′u)) = E(c(k, i1,∆′u))+ E(c(k, i2,∆′u))+ · · · + E(c(k, iT ,∆′u)). (10)
For any t = 1, 2, . . . , T , by the definition of the transition probability,
E
 −
s∈S(k,it ,∆′u)
Is
 = H ′u,v E(c(k, it ,∆′u)), (11)
and hence, from (10) and (11),
E
 ∑
s∈S(k,T ,∆′u)
Is

E(c(k, T ,∆′u))
= H ′u,v. (12)
The result then follows from (9) and (12). 
Theorem 5 establishes that the proposed estimation procedure guarantees strong convergence of H˜ ′u,v to H ′u,v as
the number of runs K grows. Note that the growth of T , the number of iterations in each run, is not a requirement
for convergence. However, the estimation procedure is computationally more efficient for larger values of T , since
E(c(k, it+1,∆′u)) > E(c(k, it ,∆′u)) for any t = 1, 2, . . . .
Define the random variables
F˜ ′(t) = 1−
U−
u=uβ+1
uβ−
v=0
H˜ ′(t)u,v P(ω
0 ∈ ∆′u), (13)
and
E˜ ′T = 1+
T∑
t=1
F˜ ′(t)
1− F˜ ′(T ) . (14)
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Theorem 6 establishes that E˜ ′T converges almost surely to ET (τβ) as K →+∞ and T →+∞.
Theorem 6. If P(D(t, β)) > 0 for any t = 1, 2, . . . , then E˜ ′T a.s.−→ ET (τβ) as K →+∞ and T →+∞.
Proof. For any fixed T = 1, 2, . . . , E˜ ′T can be expressed by (14) as a finite number of summations and products of F˜ ′(t),
t = 1, 2, . . . , T . For any t = 1, 2, . . . , T , F˜ ′(t) can be expressed by (13) as a finite number of summations and products
of H˜ ′(t)u,v , u = uβ + 1, uβ + 2, . . . ,U , v = 0, 1, . . . , uβ . In turn, by definition, for any u = uβ + 1, uβ + 2, . . . ,U and
v = 0, 1, . . . , uβ , H˜ ′(t)u,v can be expressed as a finite number of summations and products of H˜ ′u,v , u = uβ + 1, uβ + 2, . . . ,U ,
v = 0, 1, . . . , uβ . Since P(D(t, β)) > 0 for any t = 1, 2, . . . , then Theorem 5 holds, and hence, H˜ ′u,v a.s.−→ H ′u,v as K →+∞
for any u = uβ + 1, uβ + 2, . . . ,U , v = 0, 1, . . . , uβ . Therefore, by (5) and (6), E˜ ′T a.s.−→ E ′T as K → +∞ for any fixed
T = 1, 2, . . . .
To complete the proof, fix ϵ > 0. By Theorem 4, there exists T ∗ ∈ Z+ such that |E ′T − ET (τβ)| < ϵ/2 for all T ≥ T ∗. Also,
given this T ∗, there exists K ∗ ∈ Z+ such that P(|E˜ ′T∗ − E ′T∗ | < ϵ/2) = 1 for all K ≥ K ∗, where E˜ ′T∗ is a function of K through
(14), (13) and (8). Therefore, by the triangle inequality,
P(|E˜ ′T∗ − ET∗(τβ)| < ϵ) ≥ P(|E˜ ′T∗ − E ′T∗ | + |E ′T∗ − ET∗(τβ)| < ϵ)
≥ P(|E˜ ′T∗ − E ′T∗ | < ϵ/2) = 1 (15)
for all K ≥ K ∗ and a given value of T ∗. 
6. Computational results
This section provides computational results to illustrate how the estimator for the expected number of iterations to visit
Dβ can be computed for a local search algorithm with multiple restarts. To illustrate the estimation procedure described in
Section 5, the Lin–Kernighan–Helsgaun (LKH) algorithm was applied to eight medium and large TSP instances taken from
TSPLIB (PCB442, PR1002, RL1889, D2103, U2152, PR2392, PCB3038 and FNL4461) to obtain estimates for ET (τβ) for each
instance. Note that the number contained in the title of each instance denotes the number of cities (see [12]). In general, the
number of cities in a TSP instance reflects the expected computational effort required to solve the instance to optimality.
However, that is not always the case. The particular instances selected here have been recognized to be hard to solve to
optimality, and hence, serve well for the purpose of conducting the analysis of suboptimal LKH performance.
Numerous neighborhood functions exist for the TSP. One of the most commonly used neighborhood functions is 2-Opt
[13]. By design, 2-Optmoves between solutions by exchanging two edges. A generalization of 2-Opt,λ-Opt, randomly selects
λ unique and nonadjacent cities from the current solution and randomly permutes and reverses the order of these cities such
that the new solution is a Hamiltonian circuit. The Lin–Kernighan algorithm [5] uses variable λ-Opt neighborhoods, where
at each inner loop iteration, the algorithm considers a telescoping sequence of λ-Opt moves (with λ = 2, 3, . . .); see [4] for
a detailed description. Helsgaun [9] extends the work of Lin and Kernighan to describe the LKH algorithm, a highly effective
heuristic for obtaining near-optimal solutions for large TSP instances. One specific source of the improvement, achieved
by Helsgaun, is the use of the structure of the best-to-date solution at each iteration. For each λ-Opt move, neighboring
solutions containing edges of the best-to-date solution have priority in being selected as candidates for a new improved
solution. At the same time, the history of how the best-to-date solution has been obtained is lost, which allows one to use a
Markov chain based analysis. Note that the experiments presented below were not designed to present a new local search
heuristic for the TSP, but rather, to demonstrate a method to analyze local search algorithms applied to the TSP (or in fact,
any hard discrete optimization problem).
The following definitions are required to formalize a general description of the LKH algorithm. Using the terminology
introduced by Helsgaun [9], each iteration of the LKH is termed a trial. The LKH algorithm begins a trial by randomly
generating an initial solution, which is iteratively improved using the variable λ-Opt neighborhood function. A trial ends
when a local minimum is attained. Define a run as a set of trials. The maximum number of trials in a run, T , is a user-defined
input parameter, which is typically the number of cities for a given TSP problem. However, if the global optimal solution
value is specified as one of the LKH input parameters, a run may end prematurely, in which case a trial returns a global
optimal solution. A replication is a set of K runs. The experimental data from a single replication is used to estimate H ′,
which in turn is used to compute E˜ ′T .
Thirty replications of K = 100 independently seeded LKH runs were executed to estimate ET (τβ), using (14). The
maximum number of trials in a run, T , was set equal to the number of cities for each given TSP instance. The Markov chain,
used to compute estimates for each problem instance, had 101 states, with B = {f ∗, 1.0001 f ∗, 1.0002 f ∗, . . . , 1.01 f ∗}. The
resulting datawas then used to compute E˜T (τβ) (and the associated sample standard deviation estimators sE˜′T ) for each value
of β . All these values are reported in Table 1.
To assess the validity of these estimates for ET (τβ), the LKH was modified such that a set of runs were executed until
500 independently seeded replications visited Dβ , where each run was reinitialized by resetting the algorithm with a new
randomly generated initial solution. The resulting data was then used to compute the mean and sample standard deviation
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Table 1
Lin–Kernighan–Helsgaun algorithm results for estimating ET (τβ ).
Problem instance β/f ∗ Statistics Hypothesis test
(E˜ ′T ,
sE˜′T√
30
) (ET (τβ ),
sT (τβ )√
500
) Z p-value
PCB442 1 (107, 5) (106, 8) 0.07 0.95
f ∗ = 50778
PR1002 1 (305, 9.2) (297, 12.5) 0.48 0.63
f ∗ = 259045 1.0001 (92, 5.4) (86, 6.9) 0.67 0.50
RL1889 1 (1879, 114.8) (1913, 106) −0.23 0.82
f ∗ = 316536 1.0001 (803, 88) (651, 55) 1.46 0.14
D2103 1.0001 (64745, 7734.7)
f ∗ = 80450 1.0002 (7574, 301.2) (6437, 297) 1.51 0.13
U2152 1 (7788, 273.4) (7155, 288.37) 1.59 0.11
f ∗ = 64253 1.0001 (3220, 88.3) (3315, 163.4) −0.51 0.61
PR2392 1 (303, 3.9) (300, 9.4) 0.32 0.75
f ∗ = 378032 1.0001 (86, 1.1) (90, 3.4) −0.9 0.37
PCB3038 1 (2152, 23.2) (2249, 115.5) −0.82 0.41
f ∗ = 137694 1.0001 (1506, 24.7) (1354, 87) 1.68 0.09
FNL4461 1 (7145, 231.6) (7490, 323.7) −0.87 0.39
f ∗ = 182566 1.0001 (202, 3.9) (210, 15.8) −0.53 0.6
estimates for τβ ; these values are also reported in Table 1. In particular, using the procedure described in [7], define ρβ to
be the number of runs such that all 500 replications visited a solution in Dβ . The resulting mean and variance estimators are
ET (τβ) =
500−
r=1
tr(β, ρβ , T )/500, (16)
and
s2T (τβ) =
500−
r=1

tr(β, ρβ , T )− ET (τβ)
2
/499, (17)
where tr(β, ρβ , T ) = min{tr : f (ωtr ) ≤ β, tr = 1, 2, . . . , ρβ K T } for trial tr in replication r = 1, 2, . . . , 500. A two-sided
hypothesis test, with null hypothesis H0 : E˜ ′T − ET (τβ) = 0 and alternative hypothesis HA : E˜ ′T − ET (τβ) ≠ 0, was performed
using the test statistic Z = (E˜ ′T − ET (τβ))/

s2
E˜′T
30 +
s2T (τβ )
500 . Table 1 reports the test statistic Z and the associated p-values.
The values reported in Table 1 for E˜(τβ) and E(τβ) represent the number of trials required to visit β-acceptable solutions,
for the different values of β . For example, for problem RL1889, the estimator predicts that 803 LKH trials are required (on
average) to visit a solution that iswithin 0.01% of the optimal solution. In Table 1,when the p-value associatedwith estimator
E˜(τβ) is greater than 0.05, then the point estimate for E˜(τβ) is highlighted in bold; such valuesmean that the point estimator
and the validation estimate for E(τβ) are statistically indistinguishable (i.e., with a Type I error of α = 0.05). Note that the
LKH computer experiments were performed using the LKH-1.3 package [14], written in C. All computer experiments were
executed on a DELL OptiPlex G620, 3 GHz Pentium D with 2 GB of RAM.
Among the 14 LKH algorithm results reported in Table 1 that were validated, all the E˜ ′T estimated values are statistically
indistinguishable from the validation estimates ET (τβ), at the α = 0.05 level. Note that for larger values of β , the LKH
algorithm is sufficiently effective such that it reaches suchβ-values in all the runs,whichmakes suchβ-values inappropriate
for the analysis of effectiveness of the proposed estimation procedure.
Table 2 reports the computation times for the estimation and validation phases for the eight test problems. The computer
experiment CPU times (per set of 100 LKH runs) for each TSP instance for the E˜ ′T estimation experiments ranged from
between 195 CPU seconds and 20.5 CPU hours. The execution times for each completed validation experiment (all 500
replications) ranged from between 4723 CPU seconds and 1918 CPU hours (around 80 CPU days), based on the size of the
TSP instance. Note that the validation for instance D2103 was not completed for β = 1.0001, where the runtime required
to reach this β-level was estimated to be approximately 81 CPU days. The results from Table 2 indicate that the proposed
estimation procedure is one to two orders of magnitude faster than the validation phase.
7. Conclusions
This paper analyzes the performance of local search algorithms for hard discrete optimization problems. The analysis
is for local search algorithms that perform a neighborhood search guided by information on the best-to-date solution at
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Table 2
Lin–Kernighan–Helsgaun algorithm computation times.
Problem instance CPU time Estimation phase Validation phase
PCB442 Total 6030 s 4723 s
f ∗ = 50778 Per exp. 201 s
PR1002 Total 5842 s 47519 s
f ∗ = 259045 Per exp. 195 s
RL1889 Total 125100 s 684376 s
f ∗ = 316536 Per exp. 4170 s
D2103 Total 448 h 228.5 h
f ∗ = 80450 Per exp. 15 h
U2152 Total 551670 s 341218 s
f ∗ = 64253 Per exp. 18389 s
PR2392 Total 81000 s 16600 s
f ∗ = 378032 Per exp. 2700 s
PCB3038 Total 267 h 585 h
f ∗ = 137694 Per exp. 8.9 h
FNL4461 Total 614 h 1918 h
f ∗ = 182566 Per exp. 20.5 h
each iteration. The β-acceptable solution probability is used as a measure for evaluating the finite-time performance of
such algorithms. Expressions for the expected number of iterations that a local search algorithm must execute to visit a
solution with an objective function value less than or equal to β are presented for two cases: when an algorithm runs until
Dβ is visited, and when an algorithm is run with multiple restarts. Computational analysis is reported for the LKH algorithm
executedwithmultiple restarts. Convergence results are presented for the estimator of the expected number of iterations to
visit Dβ . Computational results with eight TSP instances taken from TSPLIB are used to illustrate the estimation procedures
presented.
The data collection for estimating E(τβ) can be computationally intensive and in some cases, redundant. Work is in
progress to develop estimation techniques to collect data as the algorithm executes, rather than collecting data off-line and
applying the results to a local search algorithm retrospectively. Another limitation of the computational analysis presented
here is the requirement for the local search algorithm to be executed with multiple restarts. However, this is not a major
drawback, since such a setting is the most typical for practical use of local search algorithms. More practical questions can
be addressed in the future if an expression for the rate of convergence of the estimator E˜ ′T to ET (τβ) as a function of T and K
is obtained; this is an active current area of investigation.
This research is intended as a stepping stone towards developing a general framework for providing prospective
information on local search algorithmperformance. Using a statistics toolbox to analyze the conditional CDF, P(f (ωt+1) ≤ x |
ωbest(t)), as a function of the best-to-date solution ωbest(t), may be the key to this effort. Work is in progress to determine
how these distributions evolve as the current best solution approaches global optima, and to predict values of E(τβ) for
values of β that have not yet been reached.
Another potential research direction involves finding more applications for the developed Markov chain state pooling
method, which can be useful in other areaswhere experimental data is collected on-line and posterior analysis is performed.
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Appendix
Proof of Theorem 2. Let µn denote the expected time to absorption for {Yt}, t = 0, 1, . . . , given the initial state Y0, for
n = 1, 2, . . . ,N . Let µ′n denote the expected time to absorption for {Y ′t } given the initial state Y ′0, for n = 1, 2, . . . ,N − 1.
Also, let µ and µ′ denote the unconditional expected times to absorption for {Yt}, t = 0, 1, . . . , and {Y ′t }, t = 0, 1, . . . ,
respectively. By definition, µ = ∑Nn=1 µn Pn, and µ′ = ∑N−1n=1 µ′n P ′n. Note that µ1 = µ′1 = 0, since the first state in each
chain is absorbing. Using a one-step analysis,
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µn = 1+ Qn,nµn +
n−1
i=1
Qn,iµi, n = 2, 3, . . . ,N, (18)
µ′n = 1+ Q ′n,nµ′n +
n−1
i=1
Q ′n,iµ
′
i, n = 2, 3, . . . ,N − 1. (19)
By comparing (18) and (19), given condition (a), µn = µ′n for n = 2, 3, . . . ,N − 2. Also, P(Y ′0) = P ′n = Pn for
n = 1, 2, . . . ,N − 2, and P(Y ′0 = N − 1) = P ′N−1 = PN−1 + PN . Then,
µ− µ′ = PN−1µN−1 + PNµN − (PN−1 + PN)µ′N−1. (20)
The proof is structured as follows. First, an expression for PN−1µN−1 + PNµN is obtained. Second, an expression for
(PN−1 + PN)µ′N−1 is obtained. Then, these expressions are shown to be equal.
By (18),
µN−1 = 11− QN−1,N−1

1+
N−2−
i=1
QN−1,iµi

, (21)
and
µN = 11− QN,N

1+
N−1−
i=1
QN,iµi

= 1
1− QN,N

1+ QN,N−1
1− QN−1,N−1 +
N−2−
i=1

QN,N−1QN−1,i
1− QN−1,N−1 + QN,i

µi

. (22)
From (21) and (22),
PN−1µN−1 + PNµN = PN−1(1− QN,N)+ PN(1− QN−1,N−1 + QN,N−1)
(1− QN−1,N−1)(1− QN,N)
+
N−2−
i=1
PN−1QN−1,i(1− QN,N)+ PN((1− QN−1,N−1)QN,i + QN,N−1QN−1,i)
(1− QN−1,N−1)(1− QN,N) µi.
By (19),
µ′N−1 =
1
1− Q ′N−1,N−1

1+
N−2−
i=1
Q ′N−1,iµi

, (23)
where, by condition (b), for i = 1, 2, . . . ,N − 2,
Q ′N−1,i =
vN−1
vN−1 + vN QN−1,i +
vN
vN−1 + vN QN,i. (24)
By definition,
vN = PN1− QN,N ,
and
vN−1 = PN−11− QN−1,N−1 +
PNQN,N−1
(1− QN,N)(1− QN−1,N−1) ,
and hence,
vN−1
vN−1 + vN =
PN−1(1− QN,N)+ PNQN,N−1
PN−1(1− QN,N)+ PN(1− QN−1,N−1 + QN,N−1) ,
and
vN
vN−1 + vN =
PN(1− QN−1,N−1)
PN−1(1− QN,N)+ PN(1− QN−1,N−1 + QN,N−1) .
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Therefore, (24) becomes
Q ′N−1,i =
(PN−1(1− QN,N)+ PNQN,N−1)QN−1,i + PN(1− QN−1,N−1)QN,i
PN−1(1− QN,N)+ PN(1− QN−1,N−1 + QN,N−1) . (25)
By condition (c),
1− Q ′N−1,N−1 =
N−2−
i=1
Q ′N−1,i
= vN−1
vN−1 + vN
N−2−
i=1
QN−1,i + vN
vN−1 + vN
N−2−
i=1
QN,i
=
(PN−1(1− QN,N)+ PNQN,N−1)
N−2∑
i=1
QN−1,i + PN(1− QN−1,N−1)
N−2∑
i=1
QN,i
PN−1(1− QN,N)+ PN(1− QN−1,N−1 + QN,N−1) . (26)
Since
∑N−2
i=1 QN−1,i = 1− QN−1,N−1 and
∑N−2
i=1 QN,i = 1− QN,N − QN,N−1 (since the sum over any row of a transition matrix
is one), then (26) becomes
= PN−1(1− QN,N)(1− QN−1,N−1)+ PNQN,N−1(1− QN−1,N−1)
PN−1(1− QN,N)+ PN(1− QN−1,N−1 + QN,N−1)
+ PN(1− QN−1,N−1)(1− QN,N − QN,N−1)
PN−1(1− QN,N)+ PN(1− QN−1,N−1 + QN,N−1)
= (1− QN,N)(1− QN−1,N−1)(PN−1 + PN)
PN−1(1− QN,N)+ PN(1− QN−1,N−1 + QN,N−1) . (27)
Using (23), (25) and (27),
(PN−1 + PN)µ′N−1 = (PN−1 + PN)
1
1− Q ′N−1,N−1

1+
N−2−
i=1
Q ′N−1,iµi

= (PN−1(1− QN,N)+ PN(1− QN−1,N−1 + QN,N−1))
(1− QN,N)(1− QN−1,N−1)
+
N−2−
i=1
(PN−1(1− QN,N)+ PNQN,N−1)QN−1,i + PN(1− QN−1,N−1)QN,i
(1− QN,N)(1− QN−1,N−1) µi.
Therefore, PN−1µN−1 + PNµN = (PN−1 + PN)µ′N−1, and (20) gives µ− µ′ = 0. 
Proof of Lemma 2. Let µn denote the expected time to absorption for {Yt}, t = 0, 1, . . . , given the initial state Y0, for
n = 1, 2, . . . ,N . Let µ′n denote the expected time to absorption for {Y ′t }, t = 0, 1, . . . , given the initial state Y ′0 for
n = 1, 2, . . . ,N − 1. Using a one-step analysis,
µN = 1+ QN,NµN +
N−1−
i=1
QN,iµi,
and hence,
µN = 11− QN,N

1+
N−1−
i=1
QN,iµi

.
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Then,
µ =
N−
n=1
µnPn
=
N−1−
n=1
µnPn + µNPN
=
N−1−
n=1
µn

Pn + QN,n1− QN,N PN

+ PN
1− QN,N
= PN
1− QN,N +
N−1−
n=1
µ′nP
′
n =
PN
1− QN,N + µ
′. 
Proof of Theorem 3. The proof is by contradiction. Suppose that µ′ ≠ µ, the expected time to absorption for {Y ′t },
t = 0, 1, . . . , is not equal to the expected time to absorption for {Yt}, t = 0, 1, . . . , with µ′ − µ = ϵ ≠ 0. By definition,
P ′N−m+r+1 = PN+r and Q ′N−m+r+1,N−m+r+1 = QN+r,N+r , and hence,
P ′N−m+r+1
1− Q ′N−m+r+1,N−m+r+1
= PN+r
1− QN+r,N+r .
Applying Lemma 2 to both {Yt}, t = 0, 1, . . . , and {Y ′t }, t = 0, 1, . . . , results in the Markov chains {Y(1)t }, t = 0, 1, . . . ,
and {Y ′(1)t }, t = 0, 1, . . . , with expected times to absorption µ(1) and µ′(1), respectively, such that µ′(1) − µ(1) = ϵ ≠ 0.
Applying Lemma 2 to {Y(1)t }, t = 0, 1, . . . , and {Y ′(1)t }, t = 0, 1, . . . , and continuing inductively, obtain Markov chains{Y(r)t }, t = 0, 1, . . . , and {Y ′(r)t }, t = 0, 1, . . . , with expected times to absorption µ(r) and µ′(r), respectively, such that
µ′(r) − µ(r) = ϵ ≠ 0. However, the transition matrix for {Y(r)t } ({Y ′(r)t }), t = 0, 1, . . . , is obtained by removing the last r
rows and the last r columns of the transitionmatrix of {Yt} ({Y ′t }), t = 0, 1, . . . . The distributions of the initial states used for{Y(r)t }, t = 0, 1, . . . , and {Y ′(r)t }, t = 0, 1, . . . , are the same. Therefore, by Corollary 1, the expected time to absorption for{Y(r)t }, t = 0, 1, . . . , is equal to the expected time to absorption for {Y ′(r)t }, t = 0, 1, . . . ,which is a contradiction. Therefore,
the expected time to absorption for {Y ′t }, t = 0, 1, . . . , is equal to the expected time to absorption for {Yt}, t = 0, 1, . . . . 
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