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Определение причинных связей  имеет большое значение в математическом 
моделировании для научного предвидения, воздействия на процессы и изменения их. 
При построении математических моделей важно определить зависимость и 
независимость переменных описывающих тот или иной процесс. Форму связи между 
переменными можно определить линией регрессии. В исследованиях широко 
используются линейные регрессионные модели. 
Цель работы: Освоить методы построения регрессионных моделей. Сделать 
сравнительный анализ вычисления коэффициентов в линейной регрессионной модели: 
        . 
Для получения регрессионной прямой существует два статистических метода 
[1, 2]:  
1. Метод приведенной главной оси:  
2. Метод наименьших квадратов:  
 
Таблица №1 
 
 
Для реализации цели нашей работы, воспользуемся известными 
исследованиями: 
1. Исследование концентрации CO на территории г. Красноярска [3]; 
2. Исследование выбросов промышленных предприятий в г. Красноярске [3]; 
3. Исследования катионного состава проб воды [2]; 
4. Исследование зависимости уровня знаний студентов от количества пропусков 
аудиторных занятий [4]. 
Выбранные нами исследования отличаются: 
1. Объемом выборки; 
2. Уровнем линейной связи. 
В табл. №2 представлены результаты вычислений: 
 
 
Таблица № 2 
Уравнение линейной регрессии:          
Метод приведенной главной оси 
 (Метод 1) 
Метод наименьших квадратов 
 (Метод 2) 
         
  
  
   
       
  
  
 
 
 
 
 
                
 
   
 
   
   
 
   
       
           
 
   
 
   
  
     находят из системы: 
№ 
опыта 
n 
(объём)                     
 
               
 
Относительная 
   
Метод 1 Метод 2 Метод 1 Метод 2 погрешность 
1 10 0,8 0,68 0,68 616,91 614,11 0,45% 
2 16 0,37 0,08 0,08 21,85 21,91 0,27% 
3 20 0,23 0,51 0,51 23,91 23,83 0,34% 
4 26 -0,76 -0,08 -0,08 4,85 4,88 0,62% 
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Рис.1.  n=16,    =0,23.      Рис.2.  n=20,    =0,37.  
  
Анализируя табл. №2 и рис.1, 2 можно сделать следующие выводы: 
1. Оба метода построения линейных регрессионных моделей одинаково 
эффективны (   совпадают,    имеют недостоверные различия, менее 1%); 
2. Результаты вычисления не зависят от объема выборки и уровня связи 
(жесткая - слабая, прямая - обратная). 
Основные результаты: 
1. Освоил методы построения регрессионных моделей: метод приведенной 
главной оси и метод наименьших квадратов; 
2. Провел сравнительный анализ вычисления коэффициентов линейной 
регрессии. 
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