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Abstract
This paper discusses a stochastic-flow network from single-commodity case to multicommodity case.We propose a performance
index, namely the probability that the upper bound of the system capacity is a given vector subject to the budget constraint, to
evaluate the quality level for such a network. A simple approach based on minimal cuts is presented to generate the all upper
boundary points for the demand d subject to the budget B in order to evaluate the performance index.
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1. Introduction
Traditionally, the system capacity in single-commodity case is the maximum value of the flow from the source s to
the sink t under the assumption that the arc capacity is deterministic. In many real networks, the arc capacity should
be stochastic due to situations where arc may be in failure, maintenance, etc. Such a network is called a stochastic-
flow network. Hence, its system capacity is not a fixed number. Without a budget constraint, several authors [1–5]
presented algorithms to generate all lower boundary points for the demand d (an integer) in order to evaluate a
performance index, the probability that the system capacity is equal to or larger than d, in terms of minimal paths
(MPs). A MP is a set of arcs whose proper subsets are no longer paths. A lower boundary point for d is a minimal
capacity vector meeting the demand d . In general, such a performance index is called the system reliability. It is known
that the maximum value of the flow from s to t equals the minimum capacity among all minimal cuts (MCs) by the
max-flow min-cut Theorem [6]. A MC is a set of arcs whose proper subsets are no longer cuts. The authors [7–9] used
MCs to generate all upper boundary points for d in order to evaluate another performance index, the probability that
the system capacity is equal to or less than d . An upper boundary point for d is a maximal capacity vector meeting
the exact demand d . Such a performance index is usually called the system unreliability for (d + 1).
Many flow networks transmit p (p ≥ 2) types of commodity from s to t simultaneously, especially in the case
that different types of commodity consume the arc capacity differently. In the relevant literatures [6,10–15], the
∗ Fax: +886 3 462 1348.
E-mail address: yklin@vnu.edu.tw.
0898-1221/$ - see front matter c© 2007 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2006.05.025
1786 Y.-K. Lin / Computers and Mathematics with Applications 53 (2007) 1785–1791
multicommodity maximum flow (MMF) problem is to find the maximal total flow subject to arc-capacity constraints
under the condition that the arc capacity is deterministic. This paper concentrates on a multicommodity stochastic-
flow network subject to a budget constraint. In Section 2, we propose a new performance index, namely the probability
that the system capacity is equal to or less than a given vector d subject to the budget B. An algorithm in terms of MCs
is presented in Section 3 to generate all upper boundary points for (d, B) in order to evaluate this performance index.
An upper boundary point for (d, B) is a maximal capacity vector meeting the exact d subject to B. An example is
shown in Section 4 to illustrate the proposed algorithm. The time complexity and storage complexity of the proposed
algorithm are both analyzed in Section 5.
2. Upper boundary points for (d, B)
2.1. Assumptions and nomenclature
Let G ≡ (A,M) be a multicommodity stochastic-flow network where A ≡ {ai |1 ≤ i ≤ n} the set of arcs
and M ≡ (M1,M2, . . . ,Mn) with Mi the maximal capacity of ai . The (current) capacity of arc ai is denoted by
xi , so X ≡ (x1, x2, . . . , xn) denotes the capacity vector. Let αk , depending on commodity k, denote the consumed
amount of capacity on each arc per commodity k, k = 1, 2, . . . , p. Without loss of generality for αk , we assume that
αp ≥ αp−1 ≥ · · · ≥ α1 = 1. G is required to further satisfy the following assumptions:
1. All types of commodities are transmitted from s to t .
2. The capacities of different arcs are statistically independent.
3. The flows in G must satisfy the flow-conservation law [6].
Y ≥ X (y1, y2, . . . , yv) ≥ (x1, x2, . . . , xv) : yi ≥ xi for each i = 1, 2, . . . , v (v = p, n)
Y > X (y1, y2, . . . , yv) > (x1, x2, . . . , xv) : Y ≥ X and yi > xi for at least one i (v = p, n).
2.2. Flow patterns and capacity vectors
Suppose there are m MCs of G: K1, K2, . . . , Km . With respect to each MC Kr = {ar1, ar2, . . . , arnr }, the
vector Fr = (F1r , F2r , . . . , F pr ) is called a flow pattern, where Fkr = ( f kr1, f kr2, . . . , f krnr ) with f kr j denoting the
flow of commodity k through ar j , j = 1, 2, . . . , nr , k = 1, 2, . . . , p. It is feasible under the capacity vector
M = (M1,M2, . . . ,Mn) if
p∑
k=1
αk f kr j ≤ Mr j for j = 1, 2, . . . , nr . (1)
This inequality says that the total amount
∑p
k=1 αk f
k
r j of consumed capacity on ar j by all commodities cannot exceed
the arc capacity Mr j . Similarly, any flow pattern Fr is feasible under the capacity vector X = (x1, x2, . . . , xn) if
p∑
k=1
αk f kr j ≤ xr j for j = 1, 2, . . . , nr . (2)
The MC Kr is said to support the demand d = (d1, d2, . . . , dp) under the capacity vector X if there exists an Fr
feasible under X such that
nr∑
j=1
f kr j = dk for k = 1, 2, . . . , p, (3)
where dk is the required amount of commodity k at t , k = 1, 2, . . . , p. Under X , Kr is said to support at most d if Kr
supports d, and Kr cannot support d+e1 where e1 = (1, 0, 0, . . . , 0) is a p-tuple vector. The capacity vector X is said
to support d if under X , all MCs support d. Furthermore, X is said to support at most d if under X , all MCs support
d and at least one MC supports at most d. Different from the single-commodity case, the system capacity V (X) of a
multicommodity stochastic-flow network is defined to be d if X supports at most d. Lin [16] had proposed an algorithm
to evaluate Pr{V (X) ≥ d} in terms of MPs without budget constraint. This paper tries to evaluate Pr{V (X) ≤ d} under
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the budget constraint B in terms of MCs. Let C(X) ≡ ∑ni=1 ci xi be the total cost under the capacity X , where ci is
the cost per unit of capacity on ai . We focus on the performance index Pr{X |V (X) ≤ d& C(X) ≤ B}, the probability
that the system capacity is equal to or less than d subject to budget B.
2.3. Definition
X is defined to be an upper boundary point for (d, B) if (i) V (X) = d, (ii) C(X) ≤ B and (iii) V (Y ) > d or
C(Y ) > B for any capacity vector Y with Y > X . Hence, the set of upper boundary points for (d, B) is the set of
maximal vectors in {X |V (X) = d & C(X) ≤ B} and also the set of maximal ones in {X |V (X) ≤ d & C(X) ≤ B}.
Theorem 1 plays the crucial role in generating all upper boundary points for (d, B).
Theorem 1. For each upper boundary point for (d, B), there exists a Kr = {ar1, ar2, . . . , arnr } and an Fr =
(F1r , F
2
r , . . . , F
p
r ) with Fkr = ( f kr1, f kr2, . . . , f krnr ), k = 1, 2, . . . , p, such that
nr∑
j=1
f kr j = dk for k = 1, 2, . . . , p, (4)
and xr j =
p∑
k=1
αk f kr j for j = 1, 2, . . . , nr ,
xi = Mi for ai 6∈ Kr .
(5)
Proof. (i) Suppose to the contrary that (xru − ∑pk=1 αk f kru) ≥ α1 for an arc aru . Then the flow pattern F ′r =
(F1
′
r , F
2′
r , . . . , F
p′
r ) with f 1
′
ru = f 1ru + 1 & f k′rl = f krl for others is feasible under X since
∑p
k=1 αk f k
′
ru =∑p
k=1 αk f kru + α1 ≤ xru &
∑nr
j=1 f 1
′
ru =
∑nr
j=1 f 1ru + 1 = d1 + 1. This contradicts the fact that X is an upper
boundary point for (d, B). (ii) If xi ≤ Mi − 1 for an ai 6∈ Kr , then X1 = (x1, x2, . . . , xi + 1, . . . , xn) with X1 > X
supports at most d. This is a contradiction. 
With respect to each Kr , we generate a capacity vector X via (5) for each flow pattern Fr satisfying (4). Such an
X supporting at most d and meeting C(X) ≤ B is a candidate of upper boundary point for (d, B). Let Φ be the set of
such candidates. Theorem 1 implies that Φ contains all upper boundary points for (d, B). Theorem 2 further shows
that Φmax ≡ {X |X is maximal w.r.t. inΦ} is the set of upper boundary points for (d, B).
Theorem 2. Φmax = {upper boundary points for (d, B)}.
Proof. Suppose that X is an upper boundary point for (d, B) but X 6∈ Φmax. Theorem 1 shows that X ∈ Φ. Then
there exists a Y ∈ Φmax such that Y > X (Y supports at most d), which contradicts X being an upper boundary point
for (d, B). Hence X ∈ Φmax.
Conversely, suppose that X ∈ Φmax, but it is not an upper boundary point for (d, B). Then V (X) = d and there
exists an upper boundary point for (d, B)Y such that Y > X . By Theorem 1, we know that Y ∈ Φ, which contradicts
to that X ∈ Φmax. Hence X is an upper boundary point for (d, B). 
3. Algorithm
As those approaches [3,7–9] we suppose all MCs have been efficiently derived from the algorithms [17–19]. All
upper boundary points for (d, B) can be generated by the following steps:
Step 1. I ← φ.Φ ← φ.
Step 2. With respect to each MC Kr = {ar1, ar2, . . . , arnr }.
(2.1) Obtain all Fr = (F1r , F2r , . . . , F pr ) with Fkr = ( f kr1, f kr2, . . . , f krnr ), k = 1, 2, . . . , p, which satisfy the
arc–capacity and demand constraints,
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Fig. 1. A benchmark network [2,7,8,16,20].
Table 1
The data of arcs for Fig. 1
Arc Capacity Cumulative probability Cost α1 α2 Arc Capacity Cumulative probability Cost α1 α2
a1 4 1.00 50 a4 4 1.00 30
3a 0.50 3 0.50
2 0.30 2 0.30
1 0.20 1 0.20
0 0.10 0 0.10
a2 3 1.00 50 a5 3 1.00 50
2 0.40 1 2 2 0.40 1 2
1 0.20 1 0.20
0 0.10 0 0.10
a3 3 1.00 60 a6 3 1.00 30
2 0.40 2 0.40
1 0.20 1 0.20
0 0.10 0 0.10
a The cumulative probability: Pr{x1 ≤ 3} = 0.5.
p∑
k=1
αk f kr j ≤ Mr j for j = 1, 2, . . . , nr , (6)
nr∑
j=1
f kr j = dk k = 1, 2, . . . , p. (7)
(2.2) Convert each Fr into Xv = (x1, x2, . . . , xn) in order viaxr j =
p∑
k=1
αk f kr j for j = 1, 2, . . . , nr ,
xi = Mi for ai 6∈ Kr .
(8)
(2.3) If
∑n
i=1 ci xi > B, remove Xv and I ← I ∪ {v}. Otherwise, Φ ← Φ ∪ {Xv}.
Step 3. Delete those non-maximal X ’s in Φ. Suppose Φ = {X1, X2, . . . , Xw}.
(3.1) For i ← 1 to w with i 6∈ I .
(3.2) For j ← i + 1 to w with j 6∈ I .
(3.3) If X j ≥ X i , then X i 6∈ Φmax, I ← I ∪ {i} and Goto (3.6) ElseIf X i > X j , then I ← I ∪ { j}.
(3.4) j ← j + 1.
(3.5) X i is an upper boundary point for (d, B).
(3.6) i ← i + 1.
(3.7) END.
4. An illustrative example
We use the following 2-commodity example to illustrate the proposed algorithm. Fig. 1 shows a benchmark
network [2,7,8,16,20]. The arc data are shown in Table 1. In this example, (M1,M2,M3,M4,M5,M6) =
(4, 3, 3, 4, 3, 3) and there are four MCs: K1 = {a1, a3}, K2 = {a2, a4}, K3 = {a1, a4, a5} & K4 = {a2, a3, a6}.
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All upper boundary points for (2, 2, 850) are generated as follows.
Step 1. I ← φ. Φ ← φ.
Step 2. With respect to K1 = {a1, a3}.
2.1 Obtain all F1 = ( f 11 , f 13 , f 21 , f 23 ) satisfying the following constraints.{
f 11 + 2 f 21 ≤ 4
f 13 + 2 f 23 ≤ 3{
f 11 + f 13 = 2
f 21 + f 23 = 2.
We obtain three F1: (1, 1, 1, 1), (2, 0, 1, 1) & (0, 2, 2, 0).
2.2 Covert each ( f 11 , f
1
3 , f
2
1 , f
2
3 ) into X = (x1, x2, . . . , x6) via{
x1 = f 11 + 2 f 21 , x3 = f 13 + 2 f 23 ,
x2 = M2, x4 = M4, x5 = M5, x6 = M6.
Two different X are generated: X1 = (3, 3, 3, 4, 3, 3) & X2 = (4, 2, 3, 4, 3, 3).
2.3 Both C(X1) = 840 and C(X2) = 830 do not exceed the budget, so Φ ← {X1, X2}.
•With respect to K2 = {a2, a4}.
2.1 Obtain all F2 = ( f 12 , f 14 , f 22 , f 24 ) of the following constraints.{
f 12 + 2 f 22 ≤ 3
f 14 + 2 f 24 ≤ 4{
f 12 + f 14 = 2
f 22 + f 24 = 2.
We obtain three F2 : (1, 1, 1, 1), (2, 0, 0, 2) & (0, 2, 1, 1).
2.2 Covert each ( f 12 , f
1
4 , f
2
2 , f
2
4 ) into X = (x1, x2, . . . , x6) via x2 = f 12 + 2 f 22 , x4 = f 14 + 2 f 24 and xi = Mi for
others. Then two different X are generated: X3 = (4, 3, 3, 3, 3, 3) & X4 = (4, 3, 2, 4, 3, 3).
2.3 C(X3) = 860 exceeds the budget but C(X4) = 840 does not. I ← {3} & Φ ← {X1, X2, X4}.
•With respect to K3 = {a1, a4, a5}.
....
In sum, we obtain 28 candidates (X3 contradicts to the budget constraint). The result is shown in Table 2.
Step 3. Φ = {X1, X2, X4, X5, . . . , X29}.
(3.1) i ← 1.
(3.2) j ← 2.
(3.3) X2 = (4, 2, 3, 4, 3, 3) 6≥ X1 = (3, 3, 3, 4, 3, 3) and X1 6> X2. I ← {3}.
(3.2) j ← 4.
(3.3) X4 6≥ X1 and X1 6> X4. I ← {3}.
(3.2) j ← 5.
(3.3) X1 = (3, 3, 3, 4, 3, 3) > X5 = (2, 3, 3, 4, 0, 3). I ← {3, 5}.
(3.2) j ← 6.
(3.3) X1 = (3, 3, 3, 4, 3, 3) > X6 = (2, 3, 3, 2, 2, 3). I ← {3, 5, 6}.
...
(3.5) X1 is an upper boundary point for (2,2,850).
(3.1) i ← 2.
(3.2) j ← 4.
...
(3.7) END.
The result is concluded in Table 2. Six candidates are upper boundary points for (2, 2, 850): X1, X2, X4, X7, X8
and X21.
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Table 2
The result of the numerical example
MC Candidate in step
2
C(X) Is an upper boundary point for
(2,2,850)?
MC Candidate in step
2
C(X) Is an upper boundary point for
(2,2,850)?
K1 X1 =
(3, 3, 3, 4, 3, 3)
840 YES K3 X5 =
(2, 3, 3, 4, 0, 3)
640 NO
X2 =
(4, 3, 2, 4, 3, 3)
830 YES X6 =
(2, 3, 3, 2, 2, 3)
680 NO
K2 X3 =
(4, 3, 3, 3, 3, 3)
860 NO X7 =
(4, 3, 3, 2, 0, 3)
680 YES
X4 =
(4, 2, 3, 4, 3, 3)
840 YES X8 =
(4, 3, 3, 0, 2, 3)
720 YES
K4 X20 =
(4, 2, 2, 4, 3, 2)
750 NO X9 =
(0, 3, 3, 4, 2, 3)
640 NO
X21 =
(4, 3, 3, 4, 3, 0)
800 YES X10 =
(3, 3, 3, 3, 0, 3)
720 NO
X22 =
(4, 3, 1, 4, 3, 2)
740 NO X11 =
(3, 3, 3, 1, 2, 3)
700 NO
X23 =
(4, 1, 3, 4, 3, 2)
760 NO X12 =
(1, 3, 3, 3, 2, 3)
660 NO
X24 =
(4, 3, 2, 4, 3, 1)
770 NO X13 =
(1, 3, 3, 4, 1, 3)
640 NO
X25 =
(4, 3, 0, 4, 3, 3)
710 NO X14 =
(3, 3, 3, 2, 1, 3)
780 NO
X26 =
(4, 0, 3, 4, 3, 3)
740 NO X15 =
(3, 3, 3, 0, 3, 3)
720 NO
X27 =
(4, 1, 2, 4, 3, 3)
730 NO X16 =
(0, 3, 3, 3, 3, 3)
660 NO
X28 =
(4, 2, 1, 4, 3, 3)
720 NO X17 =
(1, 3, 3, 2, 3, 3)
680 NO
X29 =
(4, 2, 3, 4, 3, 1)
780 NO X18 =
(2, 3, 3, 1, 3, 3)
700 NO
X19 =
(2, 3, 3, 3, 1, 3)
660 NO
5. Computational complexity
The number of feasible solutions of Eq. (7) is
∏p
k=1
(
nr + dk − 1
dk
)
. Hence, the number of solutions of constraints (6)
and (7) is bounded by
∏p
k=1
(
nr + dk − 1
dk
)
. Thus, the number of X generated by Kr is bounded by
∏p
k=1
(
nr + dk − 1
dk
)
,
and the number of X ∈ Φ is bounded by Ψ ≡∑mr=1∏pi=1 (nr + dk − 1dk ). It needs O(nΨ) storage space to execute the
proposed algorithm in the worst case.
For MC Kr , each solution of Eq. (7) needs O(nr ) time to test all arcs and determine whether they satisfy
constraint (6) or not. Hence, it takes O
(
nr
∏p
k=1
(
nr + dk − 1
dk
))
time to obtain all solutions of constraints (6) and
(7) in the worst case. It further needs O(n) time to transform each solution in step 2.1 into X via Eq. (8) and
to check the budget constraint. Note that nr is less than n. For MC Kr , it needs O
(
n
∏p
k=1
(
nr + dk − 1
dk
))
=
O
(
n
∏p
k=1
(
nr + dk − 1
dk
))
+O
(
nr
∏p
k=1
(
nr + dk − 1
dk
))
time to obtain the corresponding candidates X in the worst case.
Hence, it takes O(nΨ) time to generate Φ in the worst case. Furthermore, it takes O(nΨ) time to test each element
of Φ whether it is maximal in Φ and O(nΨ2) time for all elements of Φ in the worst case. In sum, the computational
time complexity of the algorithm is O(nΨ2) = O(nΨ)+ O(nΨ2) in the worst case.
6. Discussion
In order to evaluate the performance index, let Bi = {X |X ≤ X i } for i = 1, 2, . . . , q , where X1, X2, . . . , Xq are
all upper boundary points for (d, B). Thus, the performance index Pr{X |V (X) ≤ d & C(X) ≤ B}, the probability
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that the system capacity is equal to or less than d subject to budget B, can be computed in terms of all upper boundary
points for (d, B) by the following equation:
Pr{X |V (X) ≤ d & C(X) ≤ B} = Pr{X |X ≤ X i for an upper boundary point X i for (d, B)}
= Pr{B1 ∪ B2 ∪ · · · ∪ Bq}. (9)
It can be calculated by applying methods such as the inclusion–exclusion method [2,8,16,20–23], disjoint subsets [3,8,
23] and state–space decomposition [1,7,24]. Note that Pr{Y ≤ X} = Pr{y1 ≤ x1}×Pr{y2 ≤ x2}×· · ·×Pr{yn ≤ xn} by
assumption 2 if Y = (y1, y2, . . . , yn). In particular, the inclusion-exclusion method says that Pr{B1∪ B2∪· · ·∪ Bq} =∑
i Pr{Bi } − (−1)2
∑
i< j Pr{Bi ∩ B j } − (−1)3
∑
i< j<k Pr{Bi ∩ B j ∩ Bk} − · · · − (−1)v Pr{B1 ∩ B2 ∩ · · · ∩ Bq}.
Applying this calculation process to the 2-commodity example, we let B1 = {X |X ≤ X1}, B2 = {X |X ≤ X2},
B3 = {X |X ≤ X4}, B4 = {X |X ≤ X7}, B5 = {X |X ≤ X8} & B6 = {X |X ≤ X21}. Then Pr{X |V (X) ≤
(2, 2) & C(X) ≤ 850} = Pr{B1 ∪ B2 ∪ B3 ∪ B4 ∪ B5 ∪ B6} = 0.84772 after the calculation. The probability that the
upper bound of the system capacity is (2,2) subject to the budget B = 850 is 0.84772.
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