I Introduction
Data compression techniques have become important as large amounts of data need to be stored or transmitted through computer networks and telephone lines. Vector quantization (VQ) is a lossy compression technique that has been used extensively in speech and image compression. It is the extension of scalar quantization to a higher dimensional space. The motivation behind VQ is that the memory or correlation that exists between neighboring samples of a signal can be better exploited by quantizing samples together rather than individually. Discussions of vector quantization can be found in [1, 7] among others.
I.Full Search Vector Quantization
In full search vector quantization, the distortion or error between an input vector (group of data samples) and all words in an unstructured codebook is computed. The codebook is a collection of codewords or possible reproduction vectors and the full search guarantees the best possible representation of the input vector. The codewords are indexed from 0 to N 0 1, where N is the number of codewords in the codebook. The index or label of the codeword measuring the minimum distortion is determined and sent over a channel or stored. Past research has addressed how best to assign these indexes for protection against channel errors in transmission over noisy channels (e.g. [19, 5] ). In contrast to this previous work, in this paper we present techniques for the selection of codeword indices which lead to intermediate codewords that allow for progressive transmission of xed rate full search VQ.
I.2 Progressive Transmission
In a progressive image transmission system [8, 16] , the decoder reconstructs increasingly better reproductions of the transmitted image as bits arrive. This form of transmission potentially allows for early recognition of the image and has an obvious advantage in such applications as telebrowsing (remotely scanning an image database). For example, if the wrong image is being received, transmission can be aborted before it is completely sent, thus saving both bits and time. To send an image progressively, rather than send all the bits for each pixel in the image at one time, the encoder scans through the image, sends a small amount of information for each pixel, and then starts the process over again. The received image improves in quality as more bits arrive. Pro-gressive transmission can be achieved for no additional bit cost over non-progressive techniques and both uncompressed and compressed images can be sent using progressive transmission. Tzou [16] presents a review and comparison of a number of progressive transmission techniques. These include the bit-plane technique, tree-structured vector quantization (TSVQ), transform domain techniques, and pyramid structures. In this paper, we present new methods for direct progressive transmission of full search VQ. A unifying theme behind these methods is that we t a tree of intermediate codewords to a full search VQ codebook and use the indexes dened by the tree as the codeword indexes, and the intermediate codewords to display the intermediate images.
In Section II, we describe full search progressive transmission trees. In Section III, we present three dierent ways to build the full search progressive transmission tree. We also describe how to calculate the distortions that will be measured at all intermediate levels of the tree and compare our progressive transmission technique against TSVQ. We conclude in Section IV.
II Full Search Progressive Transmission Trees
A full search progressive transmission tree allows full search VQ to be sent progressively. It is a balanced tree (hence the code is xed rate) whose terminal nodes or leaves are labeled by codewords generated by a codebook design technique such as the generalized Lloyd algorithm (GLA) [10] . As will be described shortly, the internal nodes are labeled by codewords derived from the leaf codewords. The tree is used to reassign the original indices of the leaf codewords to new indices that are compatible with progressive transmission. The number of leaves is a power of 2, each internal node has two children, and the length of the codeword indices is the depth of the tree. Figure 1 gives an example of a full search progressive transmission tree. Each codeword C i is assigned a new index, called the tree index, which is the bit string of the labels of the edges on the unique path from the root to the leaf labeled by C i . For example, in Figure 1 the codeword C 6 is assigned the tree index 011, which labels the path from the root to the leaf labeled C 6 .
An input vector is rst encoded through an exhaustive search of the leaves of the full search progressive transmission tree. The tree index of the selected codeword is then transmitted one bit at a time to the receiver. The receiver decodes the received bits by traversing the tree one bit at a time from the root to the selected leaf. With each bit received, the receiver displays the intermediate codeword located at the internal node being visited in the tree. For example, if an input vector has C 6 as its closest leaf of the tree in Figure 1 , 011 will be transmitted. The receiver will start with C 04261537 as the reproduction for the input vector and will progressively decode the bits to the intermediate codewords C 0426 ; C 26 , and nally to C 6 . The intermediate codewords give the full search VQ codebook a successive approximation character which is in contrast to TSVQ which has the successive approximation character built-in. The next section describes a general method called region-merging that can be used to build the full search progressive transmission tree and determine the intermediate codewords.
III Building a Region-Merging Tree
Running the GLA on a training set T gives a codebook fC 0 , C 1 ,: : : ,C N01 g which achieves a local minimum of the mean squared error between T and the codebook. The set T i is dened as the subset of T whose nearest codeword is C i where C i is the centroid of the vectors in T i . The Voronoi region R i of each codeword C i is the subset of the input space such that all vectors in R i have C i as their nearest codeword. We dene W i to be the number of vectors in T i and D i to be the total distortion measured between T i and C i . For each node labeled by the string , we have a training subset T , Voronoi region R , weight W , codeword C , and D which is the total distortion between T and C . For the leaves of the tree, these values are given by the GLA.
A region-merging tree is formed by merging Voronoi or encoding regions in pairs to form larger encoding regions. An encoding region is the union of two or more Voronoi regions and an encoding diagram is a set of encoding regions. Merging two regions can be interpreted as erasing the boundary between the regions on the Voronoi or encoding diagram. This merging is done iteratively from the bottom level of the tree to the top level and so can be seen as a bottom-up tree construction method. The leaves are originally labeled by the index given by the GLA. Each internal node in the resulting tree can be labeled by a string of characters from the alphabet f0; 1; : : : ; N 0 1g by concatenating the labels of its two children as demonstrated by the subscripts in Figure 1 .
For internal nodes, the values T ; R ; W ; C , and D are calculated from values at the leaves using the following merging equations. Assume and are strings formed of non-overlapping characters from f0; 1;: : : ; N 0 1g. We dene:
C is thus the centroid of the vectors in T . We dene 1 to be the increase in distortion due to merging codewords C and C into codeword C : (1) Figure 2 is the Voronoi diagram for a two-dimensional eight-word VQ designed with 10,000 samples from a uniform random number generator. Figures 2 { 5 give an example of merging 8 Voronoi regions into 4 encoding regions, 2 encoding regions, and then 1 encoding region, respectively, as dened by the progressive transmission tree of Figure 1 . By assigning the centroid C to the region R , we are only optimizing the decoder for a xed input region (encoder) but not vice versa. This diers from the GLA in which the encoder and decoder are iteratively optimized for each other. We do not optimize the encoder for the decoder because the intermediate encoding regions are dened as unions of Voronoi regions from the original codebook. This way, no search is necessary to nd the intermediate codewords; instead, they are just the centroids of the encoding regions that contain the original Voronoi region into which the input was rst mapped.
From the above calculations, we can directly determine the distortions that will be measured on the training sequence for all intermediate levels of the region-merging tree. Let D N be the distortion of the original N-word codebook. In this manner, we can determine the distortions that would be measured on the training sequence for all of the intermediate codebooks.
Clearly, there are an exponential number, as a function of N, of distinct region-merging trees for a given training set T and codebook fC 0 , C 1 ,:: : ,C N01 g. The problem remains as to which regions to merge to form the full search progressive transmission tree that minimizes the distortion of the intermediate codebooks at each step. We apply three distinct techniques to build region-merging trees. All of these techniques result in a progressive transmission encoder, index assignment, and decoder. The following sections will describe the three techniques and their relative performance.
III.1
Ordered VQ Codebooks A simple approach to determining which regions to merge can be obtained by using an ordered VQ codebook. Here, the region-merging tree is built by simply merging together regions with neighboring codeword indices. Ordered indices ensure that the codeword clusters will be formed of codewords that are near each other in the input space. An unordered codebook does not have this feature. Ordered VQ codebooks have been studied by Cammorota and Poggi to reduce the bit rate of VQ [4] and in our earlier work [15] .
We used the simple GLA splitting rule [10] to design ordered codebooks by using this index assignment rule. Assume we currently have M vectors in the codebook with indices f0; 1;2; : : : ; M 0 1g and we are going to split them so that we have 2M vectors with indices f0; 1;2; : : : ; 2M 0 1g. Each vector y i is split into two vectors y i and y i + . When splitting vector y i , assign y i the index 2i and assign y i + the index 2i + 1. This ensures that each pair of vectors, y i and y i + , which start out near each other in the vector space, will also start out with neighboring indices in the codebook. In this way, initial closeness in index corresponds to initial closeness in the vector space. Even though the codewords migrate in the course of running the algorithm, we found that the GLA gave codebooks that were reasonably well ordered.
III.2 Minimum Cost Perfect Matching
Another method of forming a region-merging tree is to use the method of minimum cost perfect matching (MCPM) from optimization theory [2, 9] . In MCPM we have a complete graph of N nodes labeled from 0 to N 0 1 together with a cost COST (i; j) associated with each pair of nodes (i; j) where i 6 = j. We assume the costs are symmetric; that is, COST COST (i k ; j k ):
A minimum cost perfect matching is a perfect matching which has minimum possible cost. There are a number of relatively ecient algorithms for computing an MCPM [2, 9] .
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To apply MCPM, we can assume that we have calculated a level of the region merging tree to have labels f 1 ; 2 ; :::; n g where n is a power of 2. The nodes of an MCPM problem are f 1 ; 2 ; :::; n g with cost equal to the increase in distortion due to merging R i and R j into one region. From this, we have associated with each pair of nodes ( i ; j ) where i 6 = j , COST ( i ; j ) = 1 i j .
Thus, a region-merging tree is formed by repeatedly solving the MCPM problem for each level of the tree. We start with the regions from the original codebook and continue the process until all the regions are merged into a single region as demonstrated in Figures 2 -5 . This bottom-up approach is greedy in that we do not consider how each merge will aect later merges; in other words, we get higher quality at the high bit rates at the expense of lower quality at the low bit rates. However, using the MCPM algorithm with the costs described above, we are at least assured that the increase in distortion due to lowering the rate of the code by one bit is minimized at each step.
III.3 Principal Component Partitioning
For progressive transmission, the image quality at lower rates is more important than that at high rates (except of course for the nal bit rate). In contrast to MCPM which is bottom-up, our third approach is a top-down method which seeks to minimize the distortion at lower bit rates. We start with the rate 0 codebook which is simply the weighted centroid of all the codewords. At each step, we build the next layer of the tree by splitting each collection of codewords in half. For example, to go from the rate 0 to the rate 1 intermediate codebook, the problem reduces to nd an optimal partition to separate the size N codebook into two size N 2 subcodebooks to maximize the 9 decreased distortion between the centroid of the size N codebook and the two centroids of the size We have developed a heuristic method, based on the statistical method of principal components [11] , for partitioning the codewords. The rst principal component of a data set is an ane vector (a line that does not necessarily pass through the origin) chosen to minimize the sum of the squared distances from the data set to the vector. We call our method Principal Component Partitioning (PCP).
Initially, we nd a hyperplane perpendicular to the rst principal component of the training set; the hyperplane partitions the codewords into two equal size sets. Assume that the codewords C i 0 ; C i 1 ; : : : ; C i N 2 01 are on one side of the hyperplane and the codewords C j 0 ; C j 1 ; : : : ; C j N 2 01 are on the other side. Let = i 0 ; i 1 ; : : : ; iN 2 01 and = j 0 ; j 1 ; : : : ; jN 2 01 . Then C and C are the current intermediate codewords for bit rate one and are formed as described in Section III. We continue to improve this solution by iteratively exchanging codewords from one set of codewords to the other. An improvement would consist of nding 0 and 0 such that 1 0 0 > 1 (1 0 0 has a larger decrease in distortion from the rate zero to the rate one codebook). The string 0 is obtained from by removing one index from and replacing it with an index from and 0 is obtained from by adding the removed index from to . The iteration terminates when it is not possible to nd any improvement by swapping a codeword from one set with one from the other, that is, there is no 0 and 0 such that 1 0 0 > 1 . In the end we have two equal size sets of codewords whose weighted centroids form the rate one codewords. This iteration process of incrementally improving the partition is potentially time consuming. To further limit the number of iterations one can restrict the search for codewords to exchange to the M closest to the hyperplane for some M. For our study we chose M = 30.
These two sets of codewords are then used to progress from the rate 1 to the rate 2 intermediate codebooks in the same manner. Thus, the recursive application of PCP leads to a top-down construction of a full search progressive transmission tree. Wu and Zhang also used a method of principal components to build TSVQs [18] .
III.4 Results
As mentioned in the introduction, TSVQ [3] can also be used for progressive transmission due to its built-in successive approximation character. The vectors stored at lower depths of the tree are rened versions of the vectors stored at higher depths of the tree. In TSVQ, a sequence of binary (or larger) searches is performed instead of one large search as in full search VQ. As a result, the encoding complexity increases as log N instead of as N; for an N-leaf tree. Equivalently, the encoding complexity increases linearly with bit rate rather than exponentially. The performance of a TSVQ will in general suer some degradation over the performance of a full search VQ with the same number of codewords due to the constraint on the search. In addition, the resulting Voronoi diagram for a TSVQ is more structured. We tested our techniques on a medical image data base. The data set consisted of a training set of 20 magnetic resonance (MR) images and a distinct test set of 5 MR images. All images, which were of size 256 2 256, were blocked into 2 2 2 vectors. Figure 6 is the MSE (normalized to the performance of TSVQ) at each bit rate for the three region-merging techniques and TSVQ as measured on the test set.
The GLA followed by one-step optimal MCPM (GLA/MCPM) slightly outperformed the GLA alone at most bit rates with a maximum improvement of 0.44 dB. We feel that the simplicity of the GLA and the only slight dierence in performance between it and the GLA/MCPM make it the more attractive option of the two. In addition, the GLA also outperformed a method based on Kohonen's self-organized neural network as reported in earlier work [15] . In the same Figure, GLA/PCP representing the principal component partitioning outperforms the other methods at the low rates and also outperforms TSVQ at the majority of the intermediate bit rates.
The three methods based on the GLA have a distortion that is 25.3% lower than the performance of TSVQ at the highest bit rate of 8 bits per vector. This represents the important nal image that is received or stored. Indeed, we found that the GLA image had slightly higher quality than the TSVQ image did; in particular, the edges of the image were better reproduced. While TSVQ has lower search complexity, the complexity of full search VQ, however, can be reduced signicantly as described by Orchard [12] .
IV Conclusions and Current Research
We have demonstrated that full search VQ can be sent progressively by tting a full search progressive transmission tree to the codebook. The tree can be built by region merging using the GLA splitting algorithm, by following the GLA with Minimum Cost Perfect Matching or with a method of principal component partitioning. Simulations demonstrate that the nal image obtained from GLA/PCP has the SNR of full search VQ and most of its intermediate images have SNRs that are higher than those obtained with TSVQ. Our current work is addressing ways to combine the bottom-up and top-down methods. In addition, we are studying other ways in which the progressive transmission tree can impart features of TSVQ in addition to progressive transmission to full search VQ. These include faster search of the full search codebook and protection against channel errors similar to the work of Phamdo, Farvardin, and Moriya [14, 13] . This is currently being explored and a preliminary version of this work appears in [17] . 
