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In a setup illuminated by chaotic light, we consider different schemes that enable to perform
imaging by measuring second-order intensity correlations. The most relevant feature of the proposed
protocols is the ability to perform plenoptic imaging, namely to reconstruct the geometrical path
of light propagating in the system, by imaging both the object and the focusing element. This
property allows to encode, in a single data acquisition, both multi-perspective images of the scene
and light distribution in different planes between the scene and the focusing element. We unveil the
plenoptic property of three different setups, explore their refocusing potentialities and discuss their
practical applications.
I. INTRODUCTION
Plenoptic imaging is a recently established optical
method for recording, in a single exposure, both the pla-
nar distribution and the propagation direction of light.
Though the intuition of plenoptic imaging goes back in
1908 [1], the first feasible proposal of realization of a
light field camera came in much more recent times [2].
Plenoptic imaging was employed for the first time in en-
hanced digital cameras [3, 4], and currently has a wide
range of scientific applications, that include stereoscopy
[2, 5, 6], microscopy [7–10], velocimetry [11], tracking and
sizing of particles [12], wavefront sensing [13, 14, 16, 17].
One of the most relevant features of plenoptic imaging
is the simultaneous acquisition of multi-perspective 2D
images, which enable a fast reconstruction of the 3D
scene [18]. Among the frontier applications, the plenoptic
scheme has been employed in several uses, e.g. high-speed
and large-scale 3D functional imaging of neuronal activ-
ity [10], eye aberration measurement and iris imaging
[14, 15], first studies for surgical robotics [19], endoscopy
[20], blood [21] and air flow [22, 23] analysis. Recently,
novel configurations, including plenoptic 2.0 and multi-
focused plenoptic, have been developed [24–28], as well
as algorithms and analysis tools [29–31].
A standard plenoptic camera, schematically repre-
sented in Figure 1, is characterized by a microlens array
placed in front of the sensor. Each microlens focuses an
image of the main camera lens on a dedicated portion
of the sensor, while the image of the scene forms on the
microlens array. Hence, each microlens plays the role of
an imaging pixel [2, 4]. The multiple images of the main
camera lens enable reconstructing the direction of light
impinging on the camera; this information can be used
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to refocus different planes within the acquired image, ex-
tend its depth of field, and change the point of view on
the scene. However, the natural tradeoff between resolu-
tion and depth of field is still present in plenoptic devices:
collecting angular information by the use of microlenses
limits the image resolution, that is defined by the mi-
crolens size rather than the pixel size. If Ntot is the total
number of pixels per line on the sensor, Nx the number
of microlenses per line, and Nu the number of pixels per
line behind each microlens, then NxNu = Ntot. Thus,
Nu, that fixes the directional resolution, also determines
the loss of image resolution, which is reduced to the one
given by a lens having an Nu times smaller numerical
aperture. The final advantage of conventional plenoptic
imaging is thus practical rather than fundamental, and
is related to both the higher signal-to-noise ratio of the
reconstructed image and to the parallel acquisition of im-
ages from many perspectives.
Recently, a new plenoptic scheme, based on corre-
lated light sources and second-order correlation measure-
ments, has been proposed for overcoming this fundamen-
tal limit; the scheme was named Correlation Plenoptic
Imaging (CPI) and was demonstrated both for chaotic
light [32, 33] and entangled photon pairs [34]. Exploit-
ing spatio-temporal correlation properties of light, spa-
tial and directional detection can be performed on two
distinct sensors: one sensor captures the high-resolution
“ghost” image of the object [35–39], while the other one
detects an image of the focusing element, which enables
to reconstruct the path of light in the setup, as in a stan-
dard plenoptic device. From a practical point of view,
the relation between the spatial (Nx) and the angular
(Nu) pixels per line, at fixed Ntot, becomes linear rather
than hyperbolic: Nx +Nu = Ntot [32]. Such a novel ap-
proach to plenoptic imaging aims at keeping the advan-
tages of the conventional approach without renouncing
to diffraction-limited resolution, thus fostering promising
practical applications.
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FIG. 1. Schematic representation of the structure of a stan-
dard plenoptic camera, whose peculiar coponent is the mi-
crolens array placed in front of the camera sensor. The main
camera lens is such that, when the object-to-lens distance so
and the lens-to-microlenses distance si satisfy the thin-lens
equation (1/si + 1/so = 1/f , with f the focal length of the
main camera lens), the image of the object is focused on the
microlens array. On the other hand, multiple images of the
main lens are focused on the sensor by the microlenses; the
collection of such images enable to refocus planes different
from the focused one.
In this paper, we will extend our analysis to unveil
the plenoptic imaging properties of two different setups,
having the common property to be able to retrieve a con-
ventional first-order image of the object, rather than a
ghost image. The available first-order image offers the
possibility of choosing the acquisition method: a conven-
tional camera, a standard plenoptic camera, CPI. This
scenario turns out to be particularly useful whenever the
two plenoptic techniques have competing performances
in specific ranges of image resolution. The proposed
schemes are also oriented to a direct experimental com-
parison between CPI and standard plenoptic imaging.
We will analyze the features of such schemes in detail,
and discuss on the advantages and drawbacks related to
each method.
II. SECOND-ORDER IMAGING WITH
CHAOTIC LIGHT
The working principle of the setups that will be consid-
ered in the following sections is to perform second-order
correlation imaging by splitting light from a single source
in two arms, and to collect the signal at the end of the
two paths by means of two sensors, Da and Db.
The second-order imaging capabilities of light from
chaotic and thermal sources are related with their pecu-
liar spatio-temporal correlations. Such sources are char-
acterized by negligible transverse coherence of the emit-
ted light, and by large intensity fluctuations, of the same
order as the time-averaged intensity. Due to these prop-
erties, the fluctuation-fluctuation correlations do not van-
ish in the limit of large number of photons [40]. To unveil
the correlation properties hidden in intensity fluctuations
(whose typical duration coincides with the longitudinal
coherence time of the source), we shall use a classical
scalar model of monochromatic light with frequency ω,
in which the electric field on a planar source is repre-
sented by the complex random variable E0(ρ), to which
intensity is related by I0(ρ) = |E0(ρ)|2. To character-
ize chaotic light, we will assume that, due to random
phases, the expectation values 〈E0(ρ)〉 of the field iden-
tically vanish, as well as all the averages of products of
an odd number of fields. The expectation value does not
generally vanish, instead, if one considers products of an
equal number of E0 and E
∗
0 , including intensity. In the
limit in which the transverse coherence area is small with
respect to the extent of the intensity profile and with the
assumption that the source is perfectly chaotic, one can
approximate the two-point correlation function according
to the Schell model [40] as
〈E0(ρ1)E0(ρ2)∗〉 =
√
I0(ρ1)I0(ρ2)Acδ(2)(ρ1 − ρ2), (1)
where I0 := 〈I0〉 is the average intensity, Ac the trans-
verse coherence area and δ(2) the two-dimensional Dirac
delta function. To estimate average intensity correla-
tions, we will combine such properties with a Gaussian
assumption on the four-point field correlations:
〈E0(ρ1)E0(ρ2)∗E0(ρ3)E0(ρ4)∗〉
= 〈E0(ρ1)E0(ρ2)∗〉〈E0(ρ3)E0(ρ4)∗〉
+ 〈E0(ρ1)E0(ρ4)∗〉〈E0(ρ2)∗E0(ρ3)〉. (2)
This assumption respects the symmetry prescription for
the two-photon expectation values. As we shall shortly
see, the presence of the second term guarantees the non-
trivial encoding of information in the correlation of in-
tensity fluctuations.
The field on each detector is given by the paraxial prop-
agators, ga and gb:
Ea,b(ρ) =
∫
d2ρsga,b(ρ,ρs)E0(ρs). (3)
This property, together with (2) and the vanishing av-
erages of field products containing a different number of
E and E∗, fully characterizes our model of chaotic light.
By indicating with Ea and Eb the fields propagated from
the source to detectors Da and Db, respectively, and with
Ia,b = |Ea,b|2 the related intensities, one can combine
the paraxial propagation with the chaotic nature of the
source and the assumption in Eq. (2), to obtain the ex-
pectation value of intensity correlations
〈Ia(ρa)Ib(ρb)〉 = 〈Ia(ρa)〉〈Ib(ρb)〉+A2cΓ(ρa,ρb), (4)
where
〈Ia,b(ρ)〉 = Ac
∫
d2ρs|ga,b(ρ,ρs)|2I0(ρs), (5)
Γ(ρa,ρb) =
∣∣∣∣∫ d2ρsga(ρa,ρs)∗gb(ρb,ρs)I0(ρs)∣∣∣∣2 . (6)
3The first term in Eq. (4) represents the mere product
of the average intensities measured at the two detectors,
and does not contain any information that cannot be re-
trieved in a first-order measurement. The nontrivial part
of the correlation function, Γ(ρa,ρb), that coincides up
to A2c with the correlation of intensity fluctuations, con-
tains information that is not encoded in the first-order
measurement of intensities. Intuitively, if the integrand
g∗agb in Eq. (6) is concentrated around a single point ρs on
the source plane, the measurement of Γ will simply give
information on the intensity distribution on the source;
most interesting, if an object is placed in one of the two
arms, an image of such object can be retrieved through
correlation measurements betweenDa andDb. This prin-
ciple provides the basis of ghost imaging with chaotic
light [38, 39], which, however, does not fully exploits the
four-dimensional nature of Γ(ρa,ρb). In the following
section, we shall present different schemes to encode a
double imaging effect in the correlation function, thus
enabling to perform the typical tasks of plenoptic imag-
ing, such as refocusing and changing the point of view on
the scene, as required for 3D imaging.
Experimentally, the intensity correlation can be re-
trieved by sampling intensities at the end of each arm
by synchronized cameras. The product of each pair of
frames (one from each camera) will be time-averaged to
get the expectation value appearing in Eq. (4). In order
to directly retrieve the interesting part of the correla-
tion [Eq. (6)], the constant average value of the intensity
measured by each sensor can be electronically removed
by applying a DC block (or high-pass filter) before cor-
relating the signals. To ensure the effectiveness of the
procedure, the detector must have a response time sim-
ilar to the typical timescale of intensity fluctuations, as
determined by the coherence time of the source.
III. PLENOPTIC IMAGING BY CORRELATION
OF FIRST-ORDER IMAGES - SCHEME I
Plenoptic imaging relies on the possibility of recording
the direction of light propagating in the device. An in-
tuitive way to achieve this goal is to attempt exploiting
the peculiar correlations of chaotic light by measuring
the intensity correlations between the image of the scene
and the image of the source, as recorded by two sepa-
rated sensors. The underpinning idea is to track down
the light paths connecting the source to the object. To
implement this scheme, as shown in Figure 2, light from a
chaotic source is split in two paths, and a positive lens is
placed along each one. A lens (La) with focal length fs,
is located in the transmitted path at distances T1 from
the source and T2 from the sensor Da, such that
1
T1
+
1
T2
=
1
fs
; (7)
the image of the source is thus retrieved by the sensor
Da. In the reflected path, a planar transmitting object
is placed at an arbitrary distance zb from the source,
and a positive lens (Lb) with focal length f is located at
a distance S1 from it, and reproduces its image on the
sensor Db. In order to prove the refocusing capability of
this scheme, we will admit that the distance S2 between
Lb and Db can differ (by a positive or negative value)
from the value Sf2 that ensures focusing the image of the
object on Da, which is
1
S1
+
1
Sf2
=
1
f
. (8)
To compute the correlation of intensity fluctuations
[Eq. (6)] and unveil its plenoptic properties, let us start
by evaluating the transfer functions of the two arms,
ga and gb, encoding the first-order image of the source
and the object, respectively. In the transmitted arm, the
propagator reads
ga(ρa,ρs) =
∫
d2ρ`sh(ρa − ρ`s , T2)Ps(ρ`s)e−
ik
2fs
ρ2`s
× h(ρ`s − ρs, T1)
= −
k2e
ik
[
T1+T2+
1
2
(
ρ2s
T1
+
ρ2a
T2
)]
P˜s
[
k
T1
(
ρs +
ρa
Ms
)]
(2pi)2T1T2
,
(9)
where Ps is the pupil function of lens Lb, P˜s(q) =∫
d2ρPs(ρ)e
−iρ·q its Fourier transform, and Ms = T2/T1
the lens magnification. In this equation, we have intro-
duced the paraxial propagator
h(ρ, z) = − ik
2piz
exp
(
ikz +
ik
2z
ρ2
)
, (10)
with k = ω/c = 2pi/λ the longitudinal component of the
wave vector, that will appear extensively throughout the
paper. The result (9), which is particularly simple due to
the focusing condition of Eq. (7), entails the image of the
source intensity profile in the first-order intensity defined
in Eq. (5):
〈Ia(ρa)〉 ∝
∫
d2ρsI0(ρs)
∣∣∣∣P˜s[ kT1
(
ρs +
ρa
Ms
)]∣∣∣∣2 (11)
The propagator in the reflected arm can be computed in
a similar way, but taking into account the presence of the
object, characterized by the transmission function A(ρo),
and placed at a distance zb from the source:
gb(ρb,ρs) =
∫
d2ρ`h(ρb − ρ`, S2)Ps(ρ`)e− ik2f ρ
2
`
×
∫
d2ρoh(ρ` − ρo, S1)A(ρo)h(ρo − ρs, zb)
=
ik3e
ik
[
zb+S1+S2+
1
2
(
ρ2s
zb
+
ρ2b
S2
)]
(2pi)3zbS1S2
×
∫
d2ρod
2ρ`A(ρo)P (ρ`)e
ik
(
φ(ρo,ρ`,ρb)− ρo·ρszb
)
,
(12)
4FIG. 2. Scheme I. Light from a chaotic source is separated in
two arms by a beam-splitter (BS) and sent to two distant sen-
sors Da and Db. First-order imaging of both the object and
the source are performed in the transmitted and reflected arm
of the BS, respectively, by means of two positive lenses of fo-
cal length f and fs. By correlating the intensity fluctuations
measured by the two detectors, we retrieve the combined in-
formation on the two images, as encoded in Γ(ρa,ρb), in the
attempt to reconstruct the path of light in the setup, and
thus enable refocusing of blurred images retrieved whenever
S2 6= Sf2 . The DC blocks are high-pass filters that cut the
average intensities measured by the two sensors [see Eq. (4)],
thus sending to the correlator only the intensity fluctuations
∆Ia,b = Ia,b − 〈Ia,b〉.
with P the pupil function of lens Lb, and
φ(ρo,ρ`,ρb) =
ρ2`
2
(
1
S2
− 1
Sf2
)
+
ρ2o
2
(
1
zb
+
1
S1
)
−
(
ρo
S1
+
ρb
S2
)
· ρ`, (13)
where M = S2/S1 is the magnification of this lens. No-
tice that, while quadratic terms in the lens-plane coordi-
nate ρ` disappear after imposing the focusing condition
S2 = S
f
2 , quadratic phases in ρo cannot disappear from
the integral.
The function Γ(ρa,ρb) can now be computed through
Eq. (6). Without further approximations, the correla-
tion of intensity fluctuations is a rather complicated in-
tegral that depends on four functions: the aperture of
the object, the pupils of the lenses La and Lb, and the
intensity profile of the source. The aperture of the lens
Lb uniquely determines the resolution of the first-order
image of the object; however, in second-order imaging,
both the source and the lens La can act as additional
pupils, selecting the directions of rays that contribute to
the build-up of correlations. Let us now work in the hy-
pothesis that the resolution of the object image is defined,
even at second order, only by the aperture of the lens Lb.
Hence, the lens La is assumed to be diffraction-limited
and the source to be so large as not to affect propaga-
tion of rays emitted by the source and passing through
the lens. The correlation function Γ encodes plenoptic
information, as can be seen from its expression (up to an
irrelevant constant)
Γ(ρa,ρb) =∣∣∣∣∫ d2ρod2ρ`A(ρo)P (ρ`)eik(φ(ρo,ρ`,ρb)+ ρo·ρaMszb )∣∣∣∣2 .
(14)
In this regime, the measurement of correlations between
intensities retrieved in ρa and ρb provides a structured
information on the “points” of both the object and the
lens Lb where light has passed, with a resolution fixed
by the point-spread functions (PSF). By integrating over
ρa, i.e. by correlating each pixel of Db with the whole
detector Da, one recovers the first-order incoherent image
of the object
Σ(ρa) =
∫
d2ρaΓ(ρa,ρb) =
(
2pi
Mszb
k
)2∫
d2ρo|A(ρo)|2
×
∣∣∣∣∣
∫
d2ρ`P (ρ`)e
ik
[(
1
S2
− 1
S
f
2
)
ρ2`
2 −
(
ρo
S1
+
ρb
S2
)
·ρ`
]∣∣∣∣∣
2
.
(15)
This image is focused on Db when S2 = S
f
2 , and its point-
spread function is given by the Fourier transform of the
lens pupil function P , centered on ρb = −(Sf2 /S1)ρo,
as expected. However, this integration inhibits plenoptic
imaging since it completely erases the information on the
light direction.
In view of plenoptic imaging, we shall thus focus on
the correlation function associated with a single pixel of
Da, such as ρa = 0. As can be shown based on Eq. (14),
the (coherent) image of the object is actually compro-
mised in this case: its PSF is again determined by the
lens Lb, but effective focusing is inhibited by the presence
of the ρo-dependent quadratic phase, which comes from
free propagation between the source and the object [see
Eq. (13)]. This can be easily seen by considering that a
relevant property of the four-variable function Γ, which
is fundamental for its plenoptic application, is its ability
to encode the projection of the focusing element (here,
the lens Lb), which enables tracing the light paths from
the object to the focusing element itself. In this per-
spective, it is worth analyzing the correlation function
corresponding to a point-like lens P (ρ`) = δ
(2)(ρ` − ρ¯`),
which reads
Γ(ρa,ρb)
∣∣
p.l.
=∣∣∣∣∣
∫
d2ρoA(ρo)e
ik
[(
1
S2
− 1
S
f
2
)
ρ2o
2 +ρo·
(
ρa
Mszb
− ρ¯`S1
)]∣∣∣∣∣
2
. (16)
Due to the quadratic phase factor, this correlation func-
tion does not properly reproduces the image of the chosen
5point on the lens plane. As we shall see shortly, this ad-
ditional phase produces, in the geometrical-optics limit,
a ρb-dependent shift in the image of the lens, which sig-
nificantly complicates the refocusing algorithm. All the
issues related with the presence of such undesired term
in the phase will be overcome by the next two schemes,
which exploit the less intuitive but more effective ghost
imaging phenomenon [37–39] to deeply exploit the intrin-
sic position-momentum correlation of chaotic light.
To unveil the plenoptic properties of the present corre-
lation function, we shall consider the geometrical-optics
limit (i.e., ω → ∞): in this case, the most prominent
contribution to the integral in Eq. (14) reads
Γ(ρa,ρb) ∼ |A(ρ¯o(ρa,ρb))|2 |P (ρ¯`(ρa,ρb))|2 , (17)
where the arguments ρ¯o and ρ¯` are the stationary points
of the phase appearing under the integral in Eq. (14). In
the focused case, ρ¯o = −(S1/Sf2 )ρb, as expected, and in-
tegration over ρa gives the standard image: Σ(ρb;Sf ) ∼
|A(−(S1/Sf2 )ρb)|2. If the object is out of focus, ρ¯o be-
comes dependent on both ρb and ρa. Hence, if one in-
tegrates over ρa as in Eq. (15) to increase the signal-
to-noise ratio and obtain an incoherent image, the quasi
one-to-one correspondence ρo ↔ −(S1/Sf2 )ρb is lost and
the image appears blurred. However, retrieving the whole
function Γ(ρa,ρb) provides access to both ρ¯o and ρ¯`; in
this case, the blurred image can be refocused by apply-
ing the following linear scaling and proper combination
of the detector coordinates:
Σref(S2) =
∫
d2ρaΓ(ρ
′
a,ρ
′
b) ∼
∣∣∣∣∣A
(
−S1
Sf2
ρb
)∣∣∣∣∣
2
, (18)
with
ρ′a =η(S2)
(
1 +
S1(S
f
2 − S2)
S2S
f
2
)−1
ρa, (19)
ρ′b =η(S2)
S2
Sf2
ρb −
(
1 +
S2S
f
2
S1(S
f
2 − S2)
)−1
S2
Mszb
ρa
 .
(20)
with
η(S2) = 1− S1(S
f
2 − S2)
S2S
f
2
(
1 +
S1
zb
)
. (21)
Such formulas represent the generalization to second-
order imaging of the refocusing algorithm typical of stan-
dard plenoptic cameras [4]. Notice, however, that in this
case both sensor coordinates must be transformed.
As we shall see in the next sections, the ghost imag-
ing phenomenon enables to design correlation plenoptic
imaging protocols characterized by the decoupling of the
directional and the spatial detection; in this case, pix-
els on the directional detector are uniquely associated to
points on the focusing element, thus highly simplifying
the refocusing algorithm.
FIG. 3. Scheme II. Experimental setup proposed in [32], in
which the ghost image of the object, illuminated by chaotic
light, is retrieved on the sensor Da by second-order corre-
lation measurements of this whole sensor with each pixel of
the sensor Db. The lens in the transmitted arm of the beam
splitter (BS) serves at reproducing, on the sensor behind it, a
first-order image of the focusing element, namely, the source.
The point on the source, from which the signal is emitted,
is thus correlated with the point of the object by which it is
transmitted. Plenoptic information retrieved by correlation
measurements between the intensity fluctuations measured by
Da and Db (which are cleaned of the average intensities by
the DC blocks) enables refocusing images when za 6= zb.
IV. PLENOPTIC IMAGING BY CORRELATION
OF ORDINARY AND GHOST IMAGES -
SCHEMES II AND III
In the previous section, we have demonstrated how to
perform plenoptic imaging by correlating two first-order
images. Such a procedure leads to a quite complicate
refocusing algorithm due to the presence of detrimental
phase factors, stemming from the fact that the setup does
not produce a real image of the main focusing element,
namely the lens that focuses the object. The problem
can be overcome by fully exploiting the spatio-temporal
correlation properties of chaotic light, namely, by im-
plementing the ghost imaging protocol [35–39] so as to
retrieve a purely second-order image in the absence of
its first order counterpart. In the lensless configuration
of ghost imaging [39], the object is placed in one arm
and a detector with no spatial resolution is placed just
behind it in order to collect all the transmitted light;
correlations are measured between this detector and a
spatially-resolving detector, which is placed in the other
arm. When the object and the spatially-resolving de-
tector are at the same distance from the source, a real
stigmatic image of the object is retrieved by second-order
correlation measurement. In this case, the source acts as
a focusing element: its transverse width and longitudinal
distance from the detector determine the intrinsic reso-
lution and depth of field of the ghost image.
6In [32], we proposed a modified ghost imaging scheme
in which both detectors are spatially resolving. Here,
we review the features and plenoptic properties of such
setup, and propose an alternative ghost-imaging-based
configuration. In the setup represented in Figure 2, light
transmitted by the beam splitter encounters first an ob-
ject at a distance zb, characterized by the aperture A(ρo),
and then a positive lens Lb, before impinging on the sen-
sor Db. In the reflected arm, light propagates freely on a
distance za from the source to the detector Da, as in the
lensless ghost imaging scheme. The position of the lens
is chosen to image the source on Db, hence,
1
zb + S1
+
1
S2
=
1
f
, (22)
where S1 and S2 are the object-to-lens and lens-to-sensor
distances, respectively, and f is the focal length of Lb.
Computation of the propagators and integration over the
source as in (6) yield the result [32, 33]
Γ(ρa,ρb) =
∣∣∣∣∣
∫
d2ρod
2ρsA(ρ0)I0(ρs)
e
ik
(
ψ1(ρo,ρs,ρa)− ρs·ρbMzb
)∣∣∣∣∣
2
, (23)
where
ψ1(ρo,ρs,ρa) =
(
1
zb
− 1
za
)
ρ2s
2
−
(
ρo
zb
− ρa
za
)
· ρs,
(24)
with M = S2/(S1 + zb) the magnification of the source
on the Db. In the above equations, we have assumed the
lens Lb to be diffraction limited. The integral over ρb
yields the incoherent (ghost) image of the object
Σ(ρa) =
∫
d2ρbΓ(ρa,ρb) =
(
2pi
Mzb
k
)2∫
d2ρo|A(ρo)|2
×
∣∣∣∣∫ d2ρsI0(ρs)eikψ1(ρo,ρs,ρa)∣∣∣∣2 (25)
that is focused when za = z
f
a = zb, and whose point-
spread function is determined by the Fourier transform
I˜0(k(ρo−ρa)/zfa ) of the source. In the focused case, it is
evident that the only quadratic phase in (23)-(24) disap-
pears. The resolution of the focused ghost image can be
estimated by ∆ρa ∼ λzfa/Ds, with Ds the effective diam-
eter of the source. On the other hand, one can check that
the correlation function Γ keeps track of the first-order
imaging of the source. A coherent image of the source
intensity profile can be read on Db, in correspondence of
each fixed point on Da, and integration over Da provides
the incoherent image of the (squared) intensity profile,
with point-spread function of width ∆ρs ∼ λzb/a, where
a is the smallest length scale of the object details. The
resolution on the source is thus determined by diffraction
at the object.
FIG. 4. Scheme III. In the transmitted arm of the BS, the
first-order image of the object is reproduced by the lens Lb
on the sensor Db; in the reflected arm, the ghost image of this
lens is reproduced on sensor Da, thanks to the chaotic nature
of the light source and to correlation measurements. The
plenoptic properties characterizing the correlation of intensity
fluctuations enable refocusing objects placed in S2 6= Sf2 .
The behavior in the geometrical optics limit can be
again determined by the stationary-phase approxima-
tion, providing
Γ(ρa,ρb) ∼ I0
(
−ρb
M
)2∣∣∣∣A[ zbzaρa − ρbM
(
1− zb
za
)]∣∣∣∣2 .
(26)
Unlike the previous case, each point on the focusing ele-
ment uniquely corresponds to a point on the sensor Db.
As for the focused image, it is reproduced with unit mag-
nification on Da, and remains unaffected by integration
of ρb. Instead, when za 6= zb, the additional dependence
on ρb induces a loss of information when integrating the
signal on Db. However, if no integration is performed,
and the whole Γ(ρa,ρb) is retrieved, the dependence on
ρb becomes a resource, providing different points of view
on the out-of-focus object. Moreover, unlike in the first
setup [see Eq. (17)] the focused incoherent image can be
reconstructed by shifting just one 2d coordinate:
Σref(ρa)=
∫
d2ρbΓ
[
za
zb
ρa − ρb
M
(
1− za
zb
)
,ρb
]
∼ |A(ρa)|2.
(27)
The effectiveness of such procedure has been experimen-
tally demonstrated in [41]. We postpone a comparison
with the method discussed in the previous paragraph af-
ter presentation of the third protocol.
We are now going to uncover the possibility of per-
forming plenoptic imaging, hence refocusing, in the setup
represented in Figure 4, characterized by the same com-
ponents as scheme II, but with the light source and the
lens playing opposite roles. In fact, in this case, the lens
7Lb focuses the object, at first-order, on the detector Db,
while the chaotic source and correation measurements
enable reproducing a ghost image of the lens on Da. To
ensure focusing of the latter, the relation
za = zb + S1 (28)
must hold. The object is focused on Db when the lens-
to-sensor distance is S2 = S
f
2 , with
1
S1
+
1
Sf2
=
1
f
; (29)
however, for studying the refocusing power of this
scheme, we shall not fix the value of S2. Computation of
the propagator from the source to Da is immediate
ga(ρa,ρs) = h(ρa−ρs, za) = − ike
ik
[
za+
1
za
(
ρ2a+ρ
2
s
2 −ρa·ρs
)]
2piza
,
(30)
while the propagator in the transmitted arm reads
gb(ρb,ρs)=
∫
d2ρo
∫
d2ρ`h(ρb − ρ`, S2)P (ρ`)e− ik2f ρ
2
`
× h(ρ` − ρo)A(ρo)h(ρo − ρs)
=
ik3e
ik
[
zb+S1+S2+
1
2
(
ρ2b
S2
+
ρ2s
zb
)]
2pizbS1S2
∫
d2ρo
∫
d2ρ`
×A(ρo)P (ρ`)eik
[
ψ(ρo,ρ`,ρb)+
(
1
zb
+ 1S1
)
ρ2o
2 − ρo·ρszb
]
,
(31)
with
ψ2(ρo,ρ`,ρb) =
(
1
S2
− 1
Sf2
)
ρ2`
2
−
(
ρo
S1
+
ρb
S2
)
·ρ`. (32)
The evaluation of the correlation in Eq. (6) is compli-
cated by the presence of integrals over three functions:
the source intensity profile, the lens pupil function and
the object aperture function. However, also in this case,
we shall assume that the ranges of ρa and ρb over which
Γ is non-vanishing are determined by the sizes of the ob-
ject and of its focusing element Lb; the source will thus be
considered to be so large as not to affect the propagation
of light from the source to the detection plane. Under
such approximation, we obtain an expression similar to
the one in Eq. (23), namely (up to irrelevant constants),
Γ(ρa,ρb)=
∣∣∣∣∫ d2ρod2ρ`A(ρ0)P (ρs)eik(ψ2(ρo,ρ`,ρb)+ ρo·ρaS1 )∣∣∣∣2 ,
(33)
with the source intensity profile replaced by the pupil
function of the lens, and the focusing condition za = zb
replaced by S2 = S
f
2 . Similar to previous schemes, the
incoherent image of the object is recovered by summing
the correlation function over Da
Σ(ρb;S2) =
∫
d2ρaΓ(ρa,ρb) =
(
2pi
S1
k
)2∫
d2ρo|A(ρo)|2
×
∣∣∣∣∫ d2ρsP (ρ`)eikψ2(ρo,ρ`,ρb)∣∣∣∣2 , (34)
where it is evident that the focusing condition is related
with the disappearance of the only quadratic phase in
Eq. (32). As expected, the width of the point-spread
function is determined by the lens diameter D`, which
is, ∆ρb ∼ λSf2 /D`; hence, the object resolution is ∆ρo ∼
λS1/D`. On the other hand, the incoherent ghost image
of the lens can be retrieved by integrating the correlation
function over ρa∫
d2ρbΓ(ρa,ρb) ∝
∫
d2ρ`|P (ρ`)|2
∣∣∣∣A˜[ kS1 (ρ` − ρa)
]∣∣∣∣2 ;
(35)
its point-spread function is determined by the Fourier
transform of the object aperture, yielding the resolution
∆ρa ∼ λS1/a, with a the size of the smallest object de-
tails. Once again, directional resolution is hindered only
by diffraction at the object, provided the source is suffi-
ciently large.
Let us now move to the plenoptic properties of the
correlation function associated with this new setup. The
stationary phase under the integral in (33) indicates that
the dominant contribution in the geometrical optics limit
reads
Γ(ρa,ρb) ∼ |P (ρa)|2
∣∣∣∣∣A
[
S1
S2
(
−ρb +
(
1− S2
Sf2
)
ρa
)]∣∣∣∣∣
2
.
(36)
Also in this case, the focusing condition yields the depen-
dence of the image on just one coordinate, which enables
to keep a quasi one-to-one correspondence after integrat-
ing over ρa. As in the previous setup, the dependence on
the focusing element coordinates provides different view-
points on the object. If the sensor Db is displaced with
respect to the focusing distance Sf2 , the structure of the
correlation function enables to perform refocusing with
the following algorithm
Σref(ρb)=
∫
d2ρaΓ
[
ρa,
S2
Sf2
ρb +
(
1− S2
Sf2
)
ρa
]
∼
∣∣∣∣∣A
(
−S1
Sf2
ρa
)∣∣∣∣∣
2
, (37)
which basically shifts the variable ρb, and yields an ap-
proximation of the focused image with an accuracy that
improves as the geometrical-optics limit is approached.
V. COMPARISON AND CONCLUSIONS
We have investigate the plenoptic capability of the in-
tensity correlation function retrieved in three different
8Setup
(figure)
Focusing
element
Image of
focusing el.
Conditions
1 Lens Lb No
Large source
Diffraction-limited La
2 Source Yes Diffraction-limited Lb
3 Lens Lb Yes Large source
TABLE I. Comparative table of the three schemes discussed
in the paper. The setup referring to Figure 1 is the only one
that does not exploit ghost imaging. By “large” source it is
meant that the source transverse size does not significantly
affect propagation of rays that pass through the object and
the lens Lb.
setups, sharing a transmissive object illuminated by a
chaotic light source. The main features of the three
schemes are reported in Table 1. The first setup does
not fully exploit the position-momentum correlation of a
chaotic light source; this reflects into the impossibility to
properly image the focusing element, which also leads to
a complicate refocusing algorithm. On the other hand,
the two plenoptic procedures relying on ghost imaging
are strictly equivalent in their concept and basic setup;
the difference in the role played by the optical compo-
nents can lead to a preference for one or the other, based
on purely practical reasons. The latter setup, in which
the object is imaged by a lens, at first order, ensures a
larger control on the image resolution, which is solely de-
fined by the lens diameter (as opposed to the intensity
profile of the chaotic source, as in the second scheme).
Another advantage of the third scheme is that, here, the
correlation between intensity fluctuations Γ depends on
the square of the pupil function P (ρ`), that usually takes
values of either 0 or 1; on the contrary, the dependence
on the squared intensity, characterizing scheme II, leads
to a reduction of the signal in regions of lower intensities.
On the other hand, scheme III has the disadvantage of
requiring a source that is so large as not to affect the
resolution of the ghost image of the lens. An interesting
follow-up of this research is the application of the dis-
cussed methods to microscopy, which is one of the most
intriguing fields of application of plenoptic imaging.
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