1. Introduction {#sec0005}
===============

Economic and technological developments in the last 50 years have led to global eco-social system changes that greatly facilitate the emergence and spread of infectious diseases in both animals and humans. This represents a major challenge for the management of infectious disease risks and is likely to require a paradigm shift in analytical approaches rather than an evolution of existing ones. This change in approach is reflected in the widespread recognition of the need to adopt inter- and transdisciplinary approaches in risk research and management. In addition, the digital revolution has provided major opportunities with respect to data collection and analysis. This has now evolved into the Internet of Things where everyday objects are connected through information networks, allowing them to send and receive data ([@bib0035], [@bib0340]). Related to this, is the so-called *Industry 4.0* (a collective term for technologies and concepts of value chain organisation; ([@bib0370])), which reflects a vision for how the industrial sector may respond to the tight integration between the physical and digital world through the implementation of smart value chains.

The concepts of smart health ([@bib0555]), mHealth ([@bib0320]) and eHealth ([@bib0180]) can be seen as the starting point for these developments and, together with the recent increase in popularity, and availability, of wearable sensors, have boosted the development of associated technologies. However, these sensors, other measurement devices and data sources are of limited use if the raw data they generate are not converted into information that can inform decision making, which has led to the need for suitable data management and analytical methods that can handle the resulting large, heterogeneous datasets.

In animal health in general, and veterinary epidemiology specifically, the established methodological frameworks provide guidance for research of cause-effect relationships based on data generated through *a priori* designed field and laboratory studies. This review explores recent developments, and future directions, for spatial and temporal analysis in support of managing complex animal health problems. We begin this review from a broader perspective by focussing on the developments that have led to the data revolution and its impact on the health sciences. We then discuss how the new scientific discipline of data science has been established to tackle the analytical challenges and opportunities resulting from the data revolution. From this wider analytical context, we then focus on the specific developments in spatio-temporal epidemiological data analysis resulting from the data revolution.

2. Data revolution: from the Internet via Big Data to the Internet of Things {#sec0010}
============================================================================

Scientific approaches aimed at improving our understanding of the complexity of the systems of which animal and human diseases form a part, usually involve data collection. However, the way in which data are generated has changed radically over the last 30 years, mainly as a result of the emergence of electronic methods for measuring, recording, storing and distributing data. As part of this development, the Internet now forms the backbone of a globally-reaching information network. The drivers behind the data revolution have been multiple, and early on were dominated by defence, public safety and scientific interests. Only once commercial companies such as Google ([https://www.google.com](http://https://www.google.com){#intr0010}), Amazon (<http://www.amazon.com>) and Facebook ([https://www.facebook.com](http://https://www.facebook.com){#intr0020}) were able to demonstrate, during the last 10 years, the potential for commercial exploitation, did the data revolution truly take off. There are also now increasing concerns in relation to potential abuse of Big Data ([@bib0530], [@bib0030]).

Mayer-Schönberger and Cukier (2014) define Big Data as '*The ability of society to harness information in novel ways to produce useful insights or goods and services of significant value*' and '...*things one can do at a large scale that cannot be done at a smaller one, to extract new insights or create new forms of value*.' Big data are generally characterised by 3Vs: volume (relative magnitude of dataset), velocity (rate at which new data are generated) and variety (heterogeneous structure of dataset \[e.g. text, video, audio\]) ([@bib0225]). A fourth 'v' frequently used to describe Big Data is veracity which acknowledges the inherent uncertainty frequently associated with, in particular, web-based Big Data and the corresponding need for analytical approaches that are able to account for this unreliability ([@bib0225]). In addition, the business community has added a fifth 'v'; *value*.

Traditional database management systems based on tabular or relational data management structures are not suited to dealing with Big Data as most of it is unstructured. Cloud-based data storage using the Apache Hadoop^®^ distributed file system (<http://hadoop.apache.org>; last accessed April 2015) has been developed to allow efficient management of such data ([@bib0455], [@bib0200]). A data mining approach was used to explore the use of search term data for prediction of flu trends ([@bib0250]) based on the assumption that changes in information and communication patterns on the Internet can act as early warning of changes in population health ([@bib0625]). This resulted in the development of the search-term surveillance system, Google Flu Trends (GFT; <http://www.google.org/flutrend>, last accessed April 2015). By combining data-mining of Google search queries and statistical modelling, GFT provides a baseline indicator of the trend or changes in the rate of influenza, thereby providing estimates of weekly regional US influenza activity with a reporting lag of only one day compared with the 1--2 week delays associated with the Centers for Disease Control and Prevention (CDC) Influenza Sentinel Provider Surveillance reports ([@bib0250]). However, the results generated by this algorithm have been the subject of controversy as predictions were incorrect at specific time points when they particularly mattered ([@bib0080], [@bib0365]). The fact remains though, that the relative immediacy of web-based surveillance systems allows for much quicker targeting of infection hot-spots in pandemic situations, as was done by companies such as Google, in the recent influenza H1N1 crisis ([@bib0105], [@bib0550], [@bib0565]).

Although search-term surveillance systems such as GFT are currently best suited to track disease activity in developed countries -- the system requires large populations of web-search users in order to be most effective ([@bib0085]) and a robust existing surveillance system to provide data for calibration ([@bib0635]), -- retrospective analysis of Google Trend's search frequency for the term 'Ebola', in the developing countries of Guinea, Liberia and Sierra Leone, showed a moderate-to-high correlation with epidemic curves for the outbreak in those countries ([@bib0420]) suggesting that web-based surveillance systems have the potential to be used as early-warning systems in developing, as well as in developed, countries.

However, systems which mine secondary (e.g. news reports) rather than primary web-based data sources (e.g. search queries) are possibly better suited for disease surveillance in developing countries. Examples of such systems include BioCaster (<http://biocaster.nii.ac.jp>, last accessed April 2015; [@bib0120]), EpiSPIDER ([@bib0590], [@bib0350]), HealthMap (<http://www.healthmap.org>, last accessed April 2015; [@bib0060], [@bib0220], [@bib0055], [@bib0350], [@bib0065]), ProMED-mail (<http://www.promedmail.org>, last accessed April 2015; [@bib0145], [@bib0590], [@bib0655]) and Canada's Global Public Health Intelligence Network (GPHIN) ([@bib0445]). The value of such systems for flagging potential health threats is highlighted by the fact that GPHIN identified the 2002 severe acute respiratory syndrome (SARS) outbreak in Guangdong Province, China, more than two months before the World Health Organisation's (WHO) official announcement ([@bib0445]). Similarly, HealthMap identified news stories reporting a strange fever in Guinea nine days before official notification of the 2014 West Africa Ebola outbreak ([@bib0420]).

Although the inadequate initial response by the international community to the 2014 Ebola outbreak has been highlighted by some as a failure of Big Data analytical approaches for purposes of early warning ([@bib0375], [@bib0420]), the fact remains that the primary value of such systems currently lies in their ability to flag events that may warrant further investigation rather than acting as the primary surveillance system ([@bib0625], [@bib0275]). As such, although web-based surveillance systems are still a long way from replacing traditional surveillance methods, they provide a useful complement to conventional approaches ([@bib0425]), to the extent that they have become an important component of the influenza surveillance scene. For example, WHO's Global Outbreak Alert and Response Network (GOARN; <http://www.who.int/csr/outbreaknetwork/en/>, last accessed May 2015) use such data as part of their day-to-day surveillance activities ([@bib0265], [@bib0295]) and are authorised to act on this information ([@bib0630]). Moving from surveillance to delivery of health care, precision medicine aims to utilise Big Data for the purpose of optimising the use of diagnostic tools, therapeutics and preventive management ([@bib0020], [@bib0125]).

More recently, an increasing number of sensor and other measurement devices have been connected to the internet, giving rise to the so-called Internet of Things. It also includes data collected through participatory, crowdsourcing or citizen science mechanisms ([@bib0290], [@bib0345], [@bib0110]). The opportunities and challenges arising from the Internet of Things are only just being recognised by manufacturing industries, and this has been referred to as the fourth industrial revolution or *Industry 4.0* ([@bib0370]).

In animal production, precision livestock farming is considered to have significant potential to improve animal health, production and welfare. While sensor technology is already used, for example, in dairy cattle feeding, mastitis, fertility, locomotion and metabolism, the integration and analysis of the data for decision making still needs further development ([@bib0515], [@bib0430]). It is very likely that more widespread utilisation and better adaptation of these digital technologies will provide an opportunity for more effective traceability of livestock and their products and animal health surveillance. However, to get the most out of both Big Data and data generated by the Internet of Things requires a change in analytical approach, which has led to the development of data science.

3. Data science {#sec0015}
===============

While the amount of data available for analysis continues to increase exponentially, the development of suitable analytical tools for converting this raw data into useful knowledge has been much slower ([@bib0025], [@bib0335], [@bib0225]). Up until about five to ten years ago, the challenge associated with analysing epidemiological data sourced from existing, and sometimes collated across, multiple data sources was addressed using secondary data analysis approaches ([@bib0560], [@bib0470]). The associated methodological developments were strongly underpinned by the well-established principles of the scientific method, with data analysis primarily being the responsibility of statistical science. While most epidemiologists will have experienced the technical challenges associated with data management, it is notable that most postgraduate epidemiology training programmes primarily focus on tabular, while barely covering, relational databases.

With Big Data, we have now reached levels of data complexity as expressed in the first four of the 5 V attributes (i.e. volume, velocity, variety, veracity and value) which cannot be effectively addressed by the 'classical' data management and analytical skill set. As result, and strongly incentivised by businesses interested in exploiting value, the fifth of the Big Data attributes, data analysts with advanced computer science skills have now become involved, in order to effectively convert the variety of data types and sources into knowledge ([@bib0640], [@bib0045], [@bib0500]).

An extreme interpretation of this new situation was expressed by the Editor-in-Chief of *Wired Magazine* in an article entitled "*The End of Theory: The Data Deluge Makes the Scientific Method Obsolete*" ([@bib0010]). He suggested that in the Petabyte Age, hypothesis-driven research would become irrelevant and be replaced by mining of data for associations. This extreme view has resulted in some debate ([@bib0450], [@bib0490], [@bib0540], [@bib0185], [@bib0415]). Arguably, this debate has had the benefit that scientists reflected on the utility of their respective research methodologies. It has also re-emphasised the importance of knowledge discovery going beyond the development of descriptive models optimised for mathematical accuracy. The renewed belief in the development of increasingly more powerful artificial intelligence applications also emphasises the effectiveness of machine learning algorithms ([@bib0330], [@bib0235], [@bib0535], [@bib0650]). This does not mean that statistical algorithms will become less relevant, as is reflected in the current trend towards synergistic method development between the computer and statistical sciences ([@bib0355], [@bib0475]).

To more effectively deal with Big Data, and the associated analysis challenges, the new discipline of *data science* has been established which explicitly requires a multidisciplinary team approach ([@bib0155]). The four-bubble Data Science Venn diagram ([Fig. 1](#fig0005){ref-type="fig"} ) adapted from the three-bubble original by [@bib0130] reflects the interdependence between required disciplines ([@bib0395]). As such, it emphasises the importance of integrating computer science, statistical science, specialist domain expertise and social science. [@bib0130] had not explicitly separated social science from specialist domain expertise, but it seems justified to separate it out given that human behaviour has a major influence on the characteristics of most data sources. Arguably, this perspective is very similar to the interdisciplinary approach that underpins One Health and Ecohealth.Fig. 1Four-bubble Data Science Venn diagram (reproduced with permission from [@bib0395]).

Gartner Inc. ([@bib0230]), an international information technology research and advisory company, annually evaluates the maturity of emerging technologies and presents their conclusions using the *Gartner Hype Cycle* ([Fig. 2](#fig0010){ref-type="fig"} ). By representing time on the *x*-axis and expectations on the *y*-axis, they define five phases through which a technology will typically pass before it potentially achieves widespread adoption. Starting with the Innovation Trigger phase and rapidly climbing the Peak of Inflated Expectations, the cycle then descends into the Trough of Disillusionment (with respect to expectations). From there it may ascend the Slope of Enlightenment before finally reaching the Plateau of Productivity. As of 2014, the *Gartner Hype Cycle* considered data science (entering the Peak of Inflated Expectations) to be lagging behind both the Internet of Things (midway through the Peak) and Big Data (entering the Trough of Disillusionment) ([@bib0230]) -- a trend that mirrors the development of spatial analytical methods suitable for taking advantage of the opportunities offered by georeferenced Big Data.Fig. 2The generic Gartner Hype Cycle which defines the five phases through which a technology will typically pass before it potentially achieves widespread adoption (reproduced with permission from [@bib0230]; Gartner Methodologies, Hype Cycle, <http://www.gartner.com/technology/research/methodologies/hype-cycle.jsp>).

4. The development of spatial analytical methods {#sec0020}
================================================

The analysis framework based on [@bib0480], presented in a slightly updated format in [Fig. 3](#fig0015){ref-type="fig"} , is still relevant for structuring the different spatial and spatio-temporal epidemiological analytical methods. These are based primarily on classical statistical theory, with the addition of Bayesian methods to address the issue of spatial and temporal dependence. However, the assumptions, in particular, of frequentist statistical methods are usually not met for Big Data, and therefore analytical algorithms are required which are statistically robust (i.e. non-parametric) and also are capable of efficiently analysing very large datasets. The developments for epidemiological analyses have, so far, been primarily through the inclusion of machine learning regression amongst the modelling methods, whereas in visualisation and exploration it has been primarily through more effective use of interfaces and flexible software environments. It needs to be emphasised that data analysis plays an important role also in dealing with the five Vs of Big Data (i.e. volume, velocity, variety, veracity and value). The first four attributes refer to areas which are subject to significant research aimed at optimisation of data utilisation. A particularly difficult aspect is the challenge presented by differences in data quality, including the ubiquitous presence and heterogeneity of bias. Below, we discuss developments for each of the three analysis categories of the framework.Fig. 3Spatial and temporal data analysis in support of decision making in animal health in the Big Data era.

4.1. Visualisation of spatial patterns {#sec0025}
--------------------------------------

Visualisation, whether as part of the analysis process or communication purposes, has always been a particular strength of spatial analysis and so it is not surprising that the biggest advances in the field of spatial analysis, with respect to Big Data, have occurred in this area. Big Data analytics emphasise the use of interactive visualisation methods using charts and maps, so that analysts and decision makers can quickly obtain insights from the most up-to-date data (e.g. GAPMINDER; <http://www.gapminder.org>, last accessed May 2015).

While geographical information system (GIS) software remains at the forefront for manipulating and producing complex visualisations of spatio-temporal data, the advent of interactive digital maps and virtual globes such as Google Maps™ and Google Earth™ has encouraged simple visualisation of disease data in real time, as illustrated by the integration of such digital platforms into an ever-expanding number of animal and public-health projects and platforms. For example, HealthMap (<http://www.healthmap.org>, last accessed April 2015), together with its mobile app *Outbreaks Near Me* (<http://www.healthmap.org/outbreaksnearme/>, last accessed May 2015), provides real-time surveillance of emerging public health threats ([@bib0060], [@bib0220]), while *Nature*'s use of the platform to track the global spatio-temporal spread of highly pathogenic avian influenza H5N1 (Google Earth Avian Flu; <http://www.nature.com/nature/multimedia/googleearth>, last accessed April 2015; [@bib0075]) won the Association of Online Publishers (AOP) Use of a New Digital Platform Award in 2006.

Google Earth has also proved valuable for visualising disease data from informal settlements or rural areas in developing countries where the lack of geolocation infrastructure such as road names or house numbers precludes the use of conventional mapping software for visualising disease data. In a modern day reprise of John Snow's 1856 cholera investigation, use of the digital platform allowed [@bib0040] to map the spread of a typhoid outbreak in Kathmandu -- where street names are not used -- and trace the cause of the epidemic to low-lying public water resources.

In addition to web-based mapping of disease, a related field is that of volunteered geographic information (VGI) ([@bib0255], [@bib0260]) or crowdsourced cartography ([@bib0160]) which uses volunteers to create maps. A well-known example of VGI is OpenStreetMap (OSM; <http://www.openstreetmap.org/>, last accessed May 2015), an open, online, editable map of the world being created by volunteers using a combination of local knowledge, GPS tracks and aerial imagery. During the 2014 West Africa Ebola crisis, personnel of Médecins Sans Frontières (MSF) enlisted the help of the Humanitarian OSM Team (HOT) -- an extension of OSM -- to map Guéckédou -- the main city in Guinea affected by the outbreak ([@bib0310]). Within 20 h of receiving the request, online volunteers had mapped three cities in Guinea based on satellite imagery of the area, populating them with over 100 000 buildings -- information that proved crucial for door-to-door canvassing of inhabitants and mapping the spread of disease. Other examples of crowdsourced cartography include Geo-Wiki (<http://www.geo-wiki.org/>, last accessed May 2015), a global network of volunteers working to improve the quality of global land-cover maps.

In a systematic review of visualisation and analytics for infectious disease research, [@bib0095] identified limitations of visualisation tools in terms of their utility and usability for end users, including risk of misinterpretation of choropleth maps by not adequately showing missing data and uncertainty. They report a need for interdisciplinary tool development to allow valid integrated analysis of data sourced from different areas such as molecular, network and population data. Similarly, not all crowdsourced information is of equal quality; some data are of higher quality than others just as some contributors are consistently better than others ([@bib0270]). The inclusion of robust measures of quality for VGI would be useful to indicate the level of confidence associated with each piece of information, and although traditional statistical concepts of uncertainty and bias are hard to apply to VGI, other options are available. For example, [@bib0545] found that when classifying land-cover, volunteer accuracy appeared to be higher when responses for a given location were more consistent and when the volunteers indicated higher confidence in their responses, suggesting that these additional pieces of information could be used to develop associated robust measures of quality. Additional possibilities include the application of Bayesian probability or Dempster--Shafer theory ([@bib0165]) to provide measures of confidence.

Another area that has received significant attention is the analysis of molecular, movement and network data ([@bib0070], [@bib0460], [@bib0015], [@bib0090]). In this context, the utility of mobile phone call location records for infectious disease research and policy development has been of recent interest ([@bib0580], [@bib0620]). For example, mobile call location records were used during the 2014 Ebola outbreak to visualise and quantify the movements of a sample of the human population in West Africa ([@bib0615]), effectively visualising the spatial catchment areas of urban centres which reached even the more distant locations of the region.

4.2. Exploration of spatial data {#sec0030}
--------------------------------

Spatial exploratory analysis uses statistical methods to test the likelihood that an observed spatial or spatio-temporal pattern is a result of chance variation. Amongst these, the spatial and space-time scan statistic are probably the most often used cluster detection methods. In recent years, the scan statistic has been further developed to incorporate diverse spatial structures and a range of outcome variables with different measurement scales ([@bib0135], [@bib0140], [@bib0440], [@bib0505]).

Similarly, interpolation methods for spatial data, such as kriging, have also been expanded to accommodate different types of outcome variables such as ordinal or Poisson measurement scales ([@bib0380], [@bib0465]). However, kernel smoothing -- used to convert point data into smooth raster maps and an effective tool for visualising continuous spatial variation in risk and rates -- still requires continuing methodological development, particularly in the selection of appropriate bandwidths for kernel functions ([@bib0525]).

4.3. Spatial modelling {#sec0035}
----------------------

Modelling approaches can be broadly categorised into data- and knowledge-driven methods ([@bib0485], [@bib0570]). The former use a dataset comprising several risk factors together with an outcome variable, and risk-factor effect estimates are usually obtained using one of a range of regression methods. Data-driven approaches can be further sub-divided depending on whether they require both disease presence and absence data to calibrate the model, or presence-only data. Alternatively, with knowledge-driven methods, risk estimates are derived based on existing or hypothesised understanding of the causal relationships leading to disease occurrence ([@bib0570], [@bib0575]).

Amongst presence-absence data-driven methods, Bayesian approaches used to be a major focus of development but these have recently been complemented by machine learning methods which are better able to deal with the large datasets of the Big Data era ([@bib0610], [@bib0360], [@bib0600], [@bib0605], [@bib0660]). Machine learning regression modelling used to consist primarily of classification tree analysis ([@bib0050]), but in recent years this approach has been more or less replaced by random forest and boosted regression tree methods. These approaches are considered to be less affected by missing values, non-linearity, autocorrelation, lack of independence and distributional assumptions than parametric methods. In addition, several comparative reviews of the performance of the different species distribution modelling methods ([@bib0305], [@bib0170], [@bib0215]) suggest that, in general, tree-based regression methods tend to perform slightly better than other spatial regression approaches. Requiring large datasets to be able to produce generalizable inferences, these methods are ideally suited for analysing Big Data.

Boosted regression trees are being used with increasing frequency to predict species distributions and disease risk ([@bib0280], [@bib0410], [@bib0245], [@bib0495]), while [@bib0585] used random forest regression tree analysis to generate risk maps for malaria occurrence and human movement flows based on mobile phone call location records to describe the spatial variation in malaria exportation/importation potential for Namibia.

However, a common problem with disease regression modelling is that, while the outcome variable may consist of fairly reliable disease presence information, for a usually unknown number of space-time observations, absence of disease reporting may not reflect true absence of disease or absence data may not be available (e.g. surveillance data). This is also common in ecological species distribution modelling and has led to the development of different sampling approaches to generate pseudo-absence data that can be used with regression methods requiring both presence and absence data, as well as the development of specific modelling techniques requiring presence-only data such as the ecological niche modelling (ENM) methods including ecological niche factor analysis (ENFA), genetic algorithm for rule-set production (GARP) and maximum entropy (Maxent) ([@bib0300], [@bib0175]). Requiring only disease presence data means that ENM methods can make use of the extensive disease occurrence data available in surveillance databases, and by extension, of web-based Big Data systems containing information on location of disease occurrence but lacking absence data.

Increased access to molecular information on hosts and pathogens has resulted in the emergence of the field of phylogeography which integrates geospatial with genetic data ([@bib0385], [@bib0100], [@bib0190], [@bib0510], [@bib0090], [@bib0005]). Further, combining ENM and phylogeography can be particularly informative for studies of globally distributed pathogens where environmental associations may be linked to genetic variation. From a methodological perspective, knowing that certain lineages exhibit niche specialisation and unique geographic distributions, can improve model accuracy by dividing a large population into biologically meaningful sub-populations ([@bib0435]). However, ignoring such genetic variations may result in ENM which are biased towards a dominant strain in a particular region. There are also now a number of examples of integrated analysis of spatial and social network data ([@bib0210], [@bib0240], [@bib0205]).

[@bib0285] discussed the opportunities arising from taking advantage of Big Data through integrated analyses and emphasises the need for dynamic, risk-mapping capability based on integrated analysis ranging from more static environmental, to highly dynamic, social media risk factor variables.

While data-driven methods still dominate in spatial modelling, the use of knowledge-driven approaches has increased during the last ten years. This is particularly the case for dynamic modelling, but also for static approaches such as multi-criteria decision analysis (MCDA). A key characteristic of these modelling approaches is their emphasis on inter-disciplinarity in that system understanding generated by different disciplines needs to be integrated so that the particular modelling objectives can be meaningfully achieved. Big Data is unlikely to result in the demise of the need for use of expert opinion and integration of existing knowledge such as MCDA, particularly in the context of management of new and emerging risks.

Use of knowledge-driven approaches and interpretation of results needs to recognise the potential impact of bias and underestimation of variability, given that the model structure is based on the opinion of experts, and the parameters tend to also be based on expert opinion or generated by a variety of research activities. [@bib0400] in his review of spatial MCDA notes that the methodology has been applied in many areas, particularly for land suitability analysis, and that it facilitated the development of participatory GIS. However, he highlights that the methodologies are frequently used without taking account of the method's underlying assumptions. More recently, [@bib0405] and [@bib0315] emphasised the benefits of using spatially explicit MCDA to improve transparency and trans-disciplinarity of decision-making processes.

In animal health, [@bib0115] and [@bib0575] used spatial MCDA to generate suitability maps for Rift Valley fever for Africa and avian influenza H5N1 for Asia, respectively. Both applied Dempster--Shafer theory to explicitly express and propagate uncertainty in relation to knowledge about the underlying processes expressed in the decision rules. [@bib0150] generated suitability maps for African swine fever for Africa and used Monte-Carlo sensitivity analysis to express uncertainty in relation to model outputs. Other animal health applications of spatial MCDA have addressed animal diseases such as African horse sickness in Spain and Rift Valley fever in Italy ([@bib0595], [@bib0520]). The increasing use of MCDA in the environmental sciences has resulted in further development of MCDA methodologies to reduce the influence of subjectivity of individual criteria weights on the risk score outcome ([@bib0645], [@bib0195], [@bib0325], [@bib0390]).

5. Conclusions {#sec0040}
==============

It is almost certain that in the near future humanity will have to deal with major infectious disease threats, largely as either a direct or indirect consequence of anthropogenic development. The latter involves technological and scientific advances which have, and will, generate opportunities for more effective management of current, and new and emerging infectious disease threats. Big Data, together with the Internet of Things, has introduced a new way of collecting and analysing data that is very different from the hypothesis-driven approaches previously accepted by the international scientific community as the primary mechanism for generating new scientific knowledge. Within the area of epidemiological analysis of spatial and spatio-temporal data, Big Data associated technologies and data sources have, so far, had limited impact, with the main advances having been associated with machine learning modelling methods, the recent use of mobile phone location records, molecular diagnostic and animal movement data. To more effectively harness the opportunities offered by these new digital technologies in animal and human health, an interdisciplinary approach will have to be embraced which, in addition to the various scientific domains associated with human, animal and environmental health, also includes computer science. This will result in a particularly interesting situation for epidemiologists whose scientific strength has been the integration between the applied health sciences and the more theoretical and abstract methods underpinning statistical analysis, to which they could now add the role of acting as an interface with the computer science aspects of Big Data and the Internet of Things. By doing so they will be able to continue their substantial contribution to the understanding of cause-effect relationships in eco-social systems, and thereby expand the knowledge-base underpinning effective animal health risk management.
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