This paper reviews various aspects of stiffness in the numerical solution of initial-value problems for systems of ordinary differential equations.
Introduction This paper deals with written in the form
initial-value problems for systems of ordinary differential equations for0~<t~<T , U(0)=Uo.
U'(t)=f(t,U(t))
(1.1)
Here Uo is a given vector in the s-dimensional real vector space W, and U (t) e Ns is unknown. Further, f denotes a given mapping from [0, T ] x D to W, where D is some subset of R s. In the literature on numerical methods for (1.1) some initial-value problems are referred to as stiff problems. One of the prominent features of these problems is that they are extremely hard to solve by standard explicit step-by-step methods.
Curtiss and Hirschfelder [8] were the first to use the term stiff in this context. They devised a numerical procedure which nowadays is called the backward differentiation formula (BDF). It is remarkable that this very early procedure is still a basic ingredient of some highly successful modern software packages for certain stiff problems, like LSODE [16, 17] and VODE [3] .
Since 1952, numerical methods for stiff problems have been studied extensively, in particular during these last 20 years. Hundreds of papers appeared, both dealing with the construction of efficient procedures and with the theoretical analysis of such procedures. The question thus seems to be legitimate of whether there is still anything left in this area worth to be studied.
The present paper has been motivated partly by the above question. It reviews the concept of stiffness, and it intends to make clear that there are very interesting issues in this field which have been studied only recently; it also touches on some open problems.
In Section 2.1 we define what we call the stiff situation. Section 2.2 discusses various definitions of stiffness from the literature, and Section 2.3 reviews a few criteria for stiffness.
Section 3 addresses the interesting issue of estimating the Newton stopping error occurring in the implementation of implicit procedures. Theoretical estimates of this error given in [22, 12, 28] are reviewed. This chapter illustrates the fact that the theoretical analysis of numerical procedures for solving (1.1) usually requires much more subtle arguments in the stiff situation than in the classical nonstiff case.
Section 4 glances at some new lines of research that are relevant to the stiff situation.
What is stiffness?

The stiff situation
In the following we denote by I xl an arbitrary norm for the vectors x e Ns. We define L to be the smallest value with
In all of the following this value is assumed to be finite, and is called the Lipschitz constant off. Further, we define M to be the smallest value with We call the latter value the logarithmic norm off. It is well known that M ~< L, and that M can be considerably smaller than L (see, e.g., [9, 10] ). In order to review the concept of stiffness we consider step sizes h. > 0, and grid points t, in [0, T ] defined by to = 0, t, = t,_ 1 + h, (n >~ 1). We shall deal with numerical processes by means of which approximations u, ~-U (t,) are calculated successively for n = 1, 2, 3, .... The following are two well known simple examples of such processes:
There exists a beautiful theory, for the case of nonstiff problems, which is relevant to many numerical methods. A basic contribution to this theory was made by . Subsequent, important elaborations of Dahlquist's work were made among others by P. Henrici, J.C. Butcher and H.J. Stetter. Excellent reviews of this classical theory can be found, e.g., in [-14, 6 ]. This theory covers three main questions: (1) Convergence (i.e., the behaviour of u,-U(t,) as h, ~ 0); (2) Stability (i.e., the effect on u. of arbitrary perturbations, like rounding errors, introduced at some stage of the computations); (3) Implicitness (existence and numerical approximation of u, defined only implicitly, like in (2.3)).
The above, classical theory is quite general in that it applies to arbitrary, nonlinear problems (1.1). But, in substantial parts of this theory one starts from the assumption that the product h,L is (sufficiently) small. There exist important classes of initial value problems where it is natural, or feasible, to approximate U (t) with step sizes h. satisfying
Clearly, in such cases the above theory breaks down. In the following we will refer to (2.4) as the stiff situation. We note that inequalities, closely related to (2.4), occur at various places in the literature, notably in [8] .
As an illustration to the above, consider the test problem
In this case we have L = 10 6, M ~--10 6, and the true solution can be written in the form
The first term on the right-hand side of this equality is often called the nonsmooth or transient component of U (t), whereas the second one is called the smooth or nontransient component. After a short transient phase, of length To, the first component will have died out and U (t) ~-½. For instance, when u0 = 1, U (t) equals ½ up to an error of less than one percent, as soon as To ~< t ~< T, with To = 5"10 -6 Consider the numerical solution of (2.5) by the methods (2.2), (2.3) using h,-0.1. Since h,L = 105, we have (2.4), and the classical theory cannot be applied so as to predict any differences in the behaviour of the two methods.
Still, the methods (2.2) and (2. Remark 2.1. Relation (2.4), stating that hnL is very large, might be considered to be slightly vague. But, in the spirit of (2.4), one can define that a situation corresponding to hn, L is more stiffthan one corresponding to h', L' if h~L > h',L'; this definition is less vague. Moreover, also in the spirit of (2.4), one may define a class of situations to be a stiff class if there is no bound on h~L simultaneously valid for all situations in this class (cf. [24, p. 5] ).
The term "stiff "--a state of confusion
In the literature the term "stiff" has been used with different meanings--this is confusing. In the following we attempt to clarify this situation by reviewing some of these meanings.
The most early, and probably most straightforward, definition of stiffness is as follows (cf. [8, 15] ).
Definition 2.1. Initial value problems are stiffif they are (exceedingly) difficult to solve by ordinary, explicit step-by-step methods, whereas certain implicit methods perform quite well.
This definition is attractive in that it is simple and all other definitions of stiffness seem to fall under that head. The author is not aware of other definitions not covered essentially by the above. But, Definition 2.1 also suffers from two shortcomings: (1) It is rather nonspecific--one may feel that too many, and too diverse, difficult problems are termed stiff; (2) It does not hold out a prospect of a mathematical framework for the theoretical analysis of numerical processes.
The most common, more specific definition of stiffness encountered in the literature is as follows (cf., e.g., [13, 10, 1, 21, 25] ). Definition 2.2. Stiffness occurs if." for most explicit methods, the largest step size h* guaranteeing numerical stability is much smaller than the largest step h~ for which the local discretization error is still sufficiently small (in norm), i.e., h* << h~.
In the above, the term "local discretization error" designates the difference between U (t,) and the approximation at t, generated by one application of the numerical method under the localizing assumption ui = U (tl) (for i < n). The step h, in Definition 2.2 is sometimes called the natural step size. Note that its size depends on (a) the accuracy requirements regarding the numerical approximation, and (b) the smoothness of the solution U one wants to approximate. One may also let its size depend on (c) the stability properties of the differential equation. Therefore, whether according to the above definition stiffness actually occurs, is related to the factors (a), (b) and (c).
As an illustration, consider the task of tracking the solution U (t) to ( 
4).
A less common definition of stiffness encountered in the literature is as follows (cf., e.g., [8, 24] ).
Definition 2.3. Stiffness occurs if: for most explicit methods, the (largest) step ~ guaranteeing both numerical stability and a sufficiently small local discretization error, is excessively small (compared to T), i.e., K~<< T.
As an illustration, consider the task pertinent to (2.5) of approximating U (t), with moderate accuracy e, only at t = T. According to the last definition one may say that stiffness occurs on whole of [0, T] since, throughout this interval, fi'~ ~< h* -~ L -1 = 10-6<<1 = T. It is feasible to carry out the last mentioned task, e.g., using (2.3), with hn satisfying (2.4) throughout [0, T 1.
We note that according to Definition 2.2, taking into account the factors (a), (b) for determining the natural step size for the last mentioned task, stiffness would occur only on [To, T ]-
In order to present a further illustration, we introduce, for a given constant p > 0, the linear test problem U1 (t) = -10 6 U 2 (t), U 1 (0) = 1 _{_ p,
with 0 ~< t ~< T = 1.
Using the Euclidean norm Ixl for x e ~2, the constants M, L (defined in Section 2.1) corresponding to this problem satisfy L = 106, M = 0. The true solution is highly oscillatory, and can be written in the form U1 (t) = p cos (106t) q-½, U2 (t) = p sin (106t).
Consider the task of approximating the true solution to (2.6) by vectors un e ~2 satisfying l un -U (tn) l < e for t, e [0, T 1, with moderate error tolerance e/> 2p. According to Definition 2.3, stiffness occurs on whole of [0, T 1 since, for most explicit methods, the largest step h* guaranteeing numerical stability satisfies h* L <~ 1, so that/7, ~< h* ~< L-1 << T. It is feasible to carry out the present task using (2.3), with steps h~ satisfying (2.4) throughout [0, T ]-We note that, according to Definition 2.2, there is no stiffness in the last example, when e ~ 2p, since for most explicit methods the natural step size h, satisfies hnL < 1 and is not much larger than h*.
Apart from the task, pertinent to (1.1), of finding un with lu, -U(t,)l < e the following task is sometimes set: it is required to find, for tne [0, T ] vectors u, and points t/, with l u, -U (t~)[ < e, It" -t~ I < e (cf. [24, p. 1111) . Further, in the spirit of a so-called backward error analysis, the task is considered by some authors of finding un with u~= V(t,), where
Since the size of the natural step size depends on the task being set, it is clear that also the question of whether, according to Definition 2.2 or 2.3, stiffness occurs, should be related to the actual task under consideration. Remark 2.2. Evidently, all of the above three definitions are rather vague. The author feels that they are more vague than the concept of a stiff situation as defined in Section 2.1 by relation (2.4).
Criteria for stiffness in terms of the differential equation only
The above definitions of stiffness share the property of referring to numerical step sizes or to (ordinary, explicit) numerical methods. These definitions do not tell us directly which initial value problems are liable to give rise to stiffness. This circumstance led several authors to formulate criteria for such initial value problems.
Below we state some of these criteria from the literature. (By some authors these criteria were used instead for defining stiffness!) The criteria apply in fact only to linear equations U'(t) = AU (t), but are often applied to more general equations as well. We denote by J (t, x) the Jacobian matrix (with respect to x) off(t, x), and its eigenvalues by 2. Remark 2.4. In view of the Remarks 2.2 and 2.3 the author would be in favor of reserving the term "stiff" to designate the situation defined by (2.4). Moreover, in Section 2.2 we have seen that (2.4) is sufficiently general to cope with cases that are stiffeither in the sense of Definition 2.2 or Definition 2.3. In the rest of the paper the term "stiff" will exclusively be used to denote the situation (2.4).
The Newton stopping error in the stiff situation
Liniger's error estimate
In recent years much attention has been paid, in the stiff situation (2.4), to the three main questions already mentioned in Section 2.1, viz. convergence, stability and implicitness. In the stiff situation one often (but not always!) arrives at conclusions deviating substantially from those in the nonstiff case. This will be exemplified in the present Section 3.
We address the problem of implicitness. It occurs in implicit linear multistep methods, implicit Runge-Kutta methods and many other implicit methods for (1.1) (see, e.g., [15] ). For the ease of exposition we confine ourselves in the following to method (2.3), with fixed step sizes h, = h. Throughout this Section 3, the set D = W is assumed to be open and convex, and the partial derivatives of f, up to the second-order, are assumed to exist and to be continuous on [0, T ] x D.
The vectors u, defined by (2.3) will typically be obtained as numerical approximations to the solution x* of the equation
where
F(x) = -x + hf(tn, x) + un-1 (for x ~D).
In the stiff situation (2.4) the solution x* to (3.1) is usually approximated by Newton's method or a variant thereof. We consider the so-called modified Newton process
Here F' (x) denotes the Jacobian matrix ofF at x. Further, Xo denotes an initial guess, and xj (j >~ 1) denote (improved) approximations to x*. In the following we study, for a given j ~> 1, the order of the errors due to the stopping of the iteration (3.2) after j steps and replacing x* simply by xj. We shall analyse these errors in terms of the step size h, following closely Liniger [22] , Dorsselaer and Spijker [12] and Spijker [28] .
In assessing the norm Ix* -xjl of the Newton stopping error x* -xj (forj ~> 1) we assume that the initial guess Xo satisfies However, as was common practise at that time, Liniger replaced in his derivation certain quantities, among which the product hL, simply by O (h). Evidently, in the stiff situation (2.4) such a quantity O (h) cannot be interpreted, in the standard fashion, as the product of a moderate O-constant and a small step size h. Accordingly, one may expect that the O-constant in (3.4) is excessively large (or that (3.4) makes sense only for excessively small h). 
Numerical experiments
In order to check the relevance of (3.4) in the stiff situation we consider the following example. 
U~(t)=--10a[ul(t)-(t-2) 3] +[U2(t)-2] 2+2(t-2) 2, U1(0)=-8,
Ui(t) = -108[Ul(t)-(t-2) 3] + [Ul(t)-(U2(t)-
The true solution is U1 (t) = (t -2) 3, U2 (t) = t. We use the notation Under moderate accuracy requirements, a natural step size h for Example 1 need not be very small --since the true solution is smooth, and M = -1. Accordingly, such a step size satisfies hL >> 1, and we have, in the sense of Section 2.1, a stiff situation.
We consider the function F introduced in Section 3.1, corresponding to Example 1, with tn = 1/10,
Un-1 = U (tn-1),
and we choose the natural initial guess Xo = un-1. Using the material in [12] it can be shown that, with these definitions, the Eq. 
(3.4')
In fact, we may not expect that this estimate is reliable in the present situation, since its derivation was based on the assumption of a moderately sized value for hL.
In order to check the estimate we have listed the (rounded) actual ratios Ix* -xt [/h 3, for various choices of h, in Table 1 .
From Table 1 it is evident that the estimate (3.4) is reliable in the present example. This is surprising at first sight, since it was derived under assumptions not being satisfied here.
We might be tempted to believe that, after all, Liniger's estimate is reliable in the general stiff situation (2.4). In order to check (3.4) further we consider a second, closely related example taken from [28] . Under moderate accuracy requirements, a natural step size h need not be very small. Therefore hL >> 1, and we have again a stiff situation in the sense of Section 2.1.
U~ (t) = 10 8 [U1 (t) -(U2 (t) -
We consider the function F, corresponding to Example 2, with the same t,, u,_ 1, Xo as above, i.e., t, = 1/10, u,_ 1 = U (t,_ 1), x0 = u,_ 1.
Again it can be proved that (3.3) holds here with an O-constant of moderate size and q = 1. Liniger's estimate would thus again imply (3.4'). Some (rounded) actual ratios Ix* -xl [/h 3 have been listed in Table 2 . The entries in the Table 2 are quite different from those in Table 1 . It is clear that (3.4) is not reliable in the present situation. It provides no insight regarding the actual error x*-Xl for Example 2.
Theoretical explanations
We note that Example 2 may be called a strongly nonlinear problem in that the large factor 108 affects both first-and second-order partial derivatives of the corresponding function f For such problems, a general theoretical framework was devised [12, 28] in which reliable estimates of Ix* -x~l can be derived for arbitrary L/> 0 and M ~< 0. These general estimates are as follows:
Here the O-constant, say K j, is of moderate size, provided the O-constant K of (3.3) is moderate. In fact, Kj can be related to K via the formula
Here L1 denotes a so-called "relative" Lipschitz constant for the Jacobian matrix J(t, x) (with respect to x) off(t, x); i.e., the constant L1 is such that the following condition is fulfilled: x)e(t, x, y) with an s x s matrix e(t, x, y This estimate is nicely in agreement with the numerical experiments displayed in Table 2 . Example 1 may be called a weakly nonlinear problem in that the large factor 10 s affects only the first (and not the second) order partial derivatives of the corresponding function f Also for such problems a general theoretical framework was devised [-28] in which reliable estimates can be derived for arbitrary L ~> 0, M ~< 0. Within that framework Liniger's estimate was proved to be reliable.
In fact, (3.4) can be proved to hold with an O-constant.
Here L0 denotes an "absolute" Lipschitz constant for the Jacobian J (t, x); i.e., Lo is such that the following condition is fulfilled:
[[J(t,y) -J(t,x)[[ <~ LolY -x[ for all t el0, T] and x, y eD. (3.9)
In this condition Lo is assumed to be of moderate size. Relation (3.8) was proved, essentially under the assumption that (cf.loc.cit.) (3.9) holds, and M ~<0.
In Example 1 the last assumption is satisfied, for the norm I xl = I xl~ of Section 3.2 with Lo = 16, so that (3.4') is in force with moderate O-constant K1. This nicely explains the moderate values for the ratios [x* -Xl [/h 3 displayed in Table 1 . Remark 3.2. Orders R (j), Q (j), analogues to those in (3.4), (3.5), were derived for variants to the iteration (3.2) as well as for generalizations of the numerical process (2.3). For details we refer to the references already mentioned in Section 3.1.
About new lines of research relevant to the stiff situation
Nonlinear problems
In the second part of Section 3.3 we have seen that classical results (derived without taking stiffness into account) can still be relevant in certain nonlinear stiff situations. On the other hand, in the second part of Section 3.2, we have seen that the same results can also be misleading in other nonlinear stiff situations.
Apparently, this is related to the great diversity of nonlinear problems in which the stiff situation occurs. Due to this diversity, the theoretical analysis of methods in the nonlinear stiff situation has offered a great challenge to numerical analysis, and many questions are still open.
For instance, a rigorous theory is still missing which describes the error propagation (stability) satisfactorily of numerical procedures in the situation (3.7) (cf. [-28] ). Further, general estimates of the type (3.5) are still missing for certain important implicit Runge-Kutta methods (cf. [12, 27] ). As a final example, we may mention that some interesting convergence results, established in the theoretical numerical analysis of dynamical systems, seem not yet to have been adapted so as to become relevant to (strongly nonlinear) stiff situations (cf. 1,20]).
Linear problems
Difficult questions and open problems not only arise due to the nonlinearity of(1.1). Even for the linear problem We call this process stable if the norms II ~0 (hA)"ll (induced by the given vector norm on R s, e.g., the maximum norm) are of moderate size.
Consider the problem of proving stability in the stiff situation, where hL = h IIAII >> 1.
It was proved by Lubich and Nevanlinna 1,23] that, under the above assumptions, there is a constant ? (only depending on the function q~, and not on A or hL) such that the following stability estimate holds:
[lop(hA)nil ~< 7s (for all s/> 1, n i> 1 and h > 0).
We note that (4.1) can result from an application of the process of semi-discretization (method of lines) to a given initial-boundary value problem for a linear partial differential equation. In such a case the dimension s is related to the accuracy of the semi-discretization, and can attain (arbitrarily) large values. In view of such applications, it is an interesting question of whether the above stability estimate can be improved to For evidence about this conjecture and for related material we refer to I-11, 23, 26, 29].
Novel methods and variants to (1.1)
The open questions, related to stiffness, mentioned above concern classical numerical methods (Runge-Kutta methods and linear multistep methods) in the solution of problem (1.1). It is not surprising that many, equally interesting questions, related to stiffness, arise in the construction and analysis of novel numerical methods as well as in the numerical solution of problems that are variants to (1.1).
Recently, promising novel techniques have been developed, notably in the area of parallel numerical methods for problem (1.1). In this interesting field of research considerable attention has been given to the stiff situation. For recent work on parallel-methods, relevant to the stiff as well as the nonstiff situation, we refer to the review paper [4] and the monograph [5] .
Situations that are very similar to (2.4) are also encountered in the numerical solution of initial-value problems that are not exactly of the form (1.1). Such initial-value problems arise notably in the context of delay-differential equations as well as certain partial differential equations. For some recent lines of research, related to stiffness in the numerical solution of these two sorts of differential equations, we refer to Bocharov and Romanyukha [2] , Hout [19] and Zlatev [32] , respectively.
