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Abstract In this paper we investigate the nonlinear matrix equation X + A T 
√ 
X −1 A = P, for the 
existence of positive deﬁnite solutions. Bounds for ‖ X −1 L ‖ and ‖ X −1 ‖ are derived where X L is the 
maximal solution and X is any other positive deﬁnite solution of this matrix equation. A perturba- 
tion estimate for the maximal solution and an error bound for approximate solutions are derived. A 
numerical example is given to illustrate the reliability of the obtained results. 
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onsider the nonlinear matrix equation 
 + A T 
√ 
X −1 A = P, (1.1) 
here A and P are nxn nonsingular and positive deﬁnite ma- 
rices respectively. The existence and the uniqueness, the rate of 
onvergence as well as the necessary and suﬃcient conditions Corresponding author. Tel.: +20482230438; fax: +20482235689. 
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ttp://dx.doi.org/10.1016/j.joems.2016.04.004 or the existence of positive deﬁnite solutions of similar kinds 
f nonlinear matrix equations have been studied by several 
uthors [1–15] . Perturbation analysis for the matrix equations 
 ± A ∗X −n A = Q , X + A ∗F (X ) A = Q and X + A ∗X −1 A = P
re studied in [16–20] respectively. Throughout this paper we 
se X L to denote the maximal solution of the matrix Eq. (1.1) .
he paper is organized as follows: First, in Section 2 , we in-
roduce some notations and a lemma that will be needed for
eveloping the work. In Section 3 , an iterative method for ob-
aining the maximal positive deﬁnite solution of the matrix 
q. (1.1) is proposed. We state and prove a theorem and a
emma for the existence of the maximal solution. We also, put
onditions on the matrix A to derive bounds on the maximal so-
ution X L as well as any other positive deﬁnite solution X of the
atrix Eq. (1.1) in terms of the matrix P. In Section 4 , we inves-
igate a perturbation estimate for the maximal solution of the 
atrix Eq. (1.1) and an error bound for approximation of the hosting by Elsevier B.V. This is an open access article under the CC 




































The proof of this lemma is straightforward. maximal solution is obtained. In Section 5 , numerical example
is given to illustrate the obtained results. 
2. Preliminaries 
The following properties and the lemma stated below will be
needed for developing the work: 
For square nonsingular matrices A, B, we have the following:
(i) If A ≥ B > 0 then √ A ≥ √ B > 0 and A −1 ≤ B −1 . 
(ii) The spectral norm is monotonic norm, that is if 0 < A 1 ≤
A 2 , then ‖ A 1 ‖ ≤ ‖ A 2 ‖ . 
Lemma 2.1. [ 21 , Theorem 8.5.2, p.263] Let the matrices A, B
and C ∈ P(n ) [the set of all positive deﬁnite nxn matrices], be
such that the integral 
∫ ∞ 
0 e 
At C e Bt dt exists and lim 
t→∞ 
e At C e B t = 0 .
Then the matrix X = − ∫ ∞ 0 e At C e Bt dt is a solution of the matrix
equation AX + X B = C. 
3. On the existence analysis of the maximal solution of the 
equation X + A T √ X −1 A = P 
Now, for solving our problem ( 1.1 ) we consider the following
iterative process. 
X 0 = P 
X k +1 = P − A T 
√ 
X −1 k A k = 0 , 1 , 2 , . . . (3.1)
Fact 3.1. If A is nonsingular matrix and the matrix Eq. (1.1) has
a positive deﬁnite solution X , then the sequence { X k } derived
from ( 3.1 ), is monotonic decreasing and bounded from below
and hence converges to X L (the maximal solution). 
The statement of this fact and its proof are similar to The-
orem 2.5 and Theorem 2.6 [22] , where V. I. Hasanov consid-
ers the iteration X 0 = γQ, X s +1 = Q − A ∗X −q s A, s = 0 , 1 , 2 , . . .
to solve the matrix equation X + A ∗X −q A = Q . 




‖ P −1 ‖ − 3 4 , then the maximal solu-
tion X L of the matrix Eq. (1.1) satisﬁes ‖ X −1 L ‖ ≤ (1 + η) ‖ P −1 ‖ .
Moreover, for any other positive deﬁnite solution X we have
‖ X −1 ‖ > (5 − η) ‖ P‖ −1 , here η = ‖ A ‖ 2 ‖ P −1 ‖ 3 2 ( 1 + η) 3 2 < 2 . 
Proof. It is clear that X is a solution of the matrix Eq. (1.1) if
and only if Y = X −1 satisﬁes 
 = P −1 + P −1 A T 
√ 
Y AY . (3.2)
Now consider the sequence of matrices 
Y 0 = O 
Y k = P −1 + P −1 A T 
√ 
Y k −1 A Y k −1 k = 1 , 2 , . . . 
(3.3)
Using induction, it is easy to verify that: 
‖ Y k ‖ ≤ (1 + ηk ) 
∥∥P −1 ∥∥ k = 1 , 2 , · · · (3.4)
where 
η1 = 0 , ηk = ‖ A ‖ 2 ‖ P −1 ‖ 
3 
2 ( 1 + ηk −1 ) 
3 
2 . (3.5)Also, by induction we get 0 ≤ ηk < ηk +1 < 2 , k = 1 , 2 , . . .
hence there exists a positive number η with 0 < η ≤ 2 such that
lim 
k →∞ 
ηk = η. Thus it follows from ( 3.5 ) 
η = ‖ A ‖ 2 ∥∥P −1 ∥∥ 3 2 ( 1 + η) 3 2 < 2 . (3.6)
Then from ( 3.4 ) and ( 3.6 ) we have 
‖ Y k ‖ ≤ (1 + ηk ) ‖ P −1 ‖ ≤ (1 + η) ‖ P −1 ‖ , k = 1 , 2 , . . . 
which yields: 
‖ Y k +1 −Y k ‖ = ‖ P −1 ( A T 
√ 
Y k A Y k − A T 
√ 
Y k −1 A Y k −1 ) ‖ 
≤ ‖ A ‖‖ P −1 ‖‖ √ Y k A Y k −√ Y k −1 A Y k −1 ‖ 
= ‖ A ‖‖ P −1 ‖‖ √ Y k A ( Y k −Y k −1 ) 
+ ( √ Y k −√ Y k −1 ) A Y k −1 ‖ (3.7)
It is clear that Z = √ Y k −
√ 
Y k −1 is a positive deﬁnite solu-
tion of the matrix equation 
√ 
Y k Z + Z 
√ 
Y k −1 = Y k −Y k −1 . 






Y k t ( Y k −Y k −1 ) e −
√ 
Y k −1 t dt (3.8)
From ( 3.7 ) and ( 3.8 ), then we get 
‖ Y k +1 −Y k ‖ 






Y k t ( Y k −Y k −1 ) e −
√ 
Y k −1 t dt 
)
A Y k −1 
∥∥∥∥
≤ ‖ A ‖ 2 ∥∥P −1 ∥∥ ‖ Y k −Y k −1 ‖ 
×
{∥∥∥√ Y k ∥∥∥ + 
(∫ ∞ 
0 
∥∥∥e −√ Y k t ∥∥∥ ∥∥∥e −√ Y k −1 t ∥∥∥dt )‖ Y k −1 ‖ 
}
≤ ‖ A ‖ 2 ∥∥P −1 ∥∥ ‖ Y k −Y k −1 ‖ 
×
⎧ ⎨ 
⎩ ∥∥√ Y k ∥∥ + 1 
2 





⎩ ‖ A ‖ 2 ∥∥P −1 ∥∥
3 
2 
3(1 + η) 1 2 
2 
⎫ ⎬ 
⎭ ‖ Y k −Y k −1 ‖ ≤ ρk (3.9)
where 




< 1 , (3.10)
Thus, it follows that the matrix sequence { Y k } is convergent.
Let ˆ Y = lim 
k →∞ 
Y k , then ˆ Y is a solution of the matrix Eq. (3.2) and
satisﬁes ‖ ˆ  Y ‖ ≤ (1 + η) ‖ P −1 ‖ . 
It is easy to show ˆ Y is symmetric positive deﬁnite solution of
the matrix Eq. (3.2) . But since ˆ Y must be X −1 L then the proof of
the theorem is completed. 




‖ P −1 ‖ − 3 4 , then the maximal solu-
tion X L of the matrix Eq. (1.1) satisﬁes 1 3 ‖ P‖ ≤ ‖ X L ‖ ≤ ‖ P‖ . 










































∥∥. Perturbation estimate of the maximal solution for the 
quation X + A T √ X −1 A = P 
n this section, we investigate a perturbation estimate for the 
aximal solution X L of the matrix Eq. (1.1) using the lemma 
iven in Section 3 , also, we obtain an error bound for approxi-
ation of the maximal solution. 
Consider the perturbed matrix equation 
˜ 
 + ˜ A T 
√ 
˜ X −1 ˜ A = ˜ P , (4.1) 
here ˜ A is nxn nonsingular matrix and ˜ P is positive deﬁnite ma- 
rix. Denote A = ˜ A − A, P = ˜ P − P. We derive some per-
urbation estimates for A and P as follows: 
heorem 4.1. Let 




− ‖ A ‖ ‖ P −1 ‖ 3 4 > 0 . 




) ε ) ‖ P −1 ‖ − 3 4 
(iii) ‖ P ‖ ≤ ( 1 − ( 1 − ε) 
4 
3 ) ‖ P −1 ‖ −1 









emark. The conditions (i), (ii) and (iii) of this theorem are sim-
lar to: 
(1) the conditions of Theorem 3.1 [ 19 , p.1415] for study- 
ing the matrix equations X s + A ∗X −t A = Q and ˜ X s + 
˜ A ∗ ˜ X −t ˜ A = ˜ Q by putting s = 1 , t = 1 2 . 
(2) the conditions of Theorem 10 [18] for studying the matrix 
equations X − A ∗X −n A = Q and ˜ X − ˜ A ∗ ˜ X −n ˜ A = ˜ Q 
by putting n = 1 2 
roof. Since  P = ˜ P − P therefore, ˜ P −1 = P −1 −
 
−1 ( P) ˜ P −1 
Taking norm and using condition (iii), we get 
 ˜
 P −1 ‖ ≤ ‖ P −1 ‖ + ‖ P −1 ‖‖ P ‖‖ ˜  P −1 ‖ 
≤ ‖ P −1 ‖ + ( 1 − (1 − ε) 
4 
3 ) ‖ ˜  P −1 ‖ 
nd so we have, 
 ˜
 P −1 ‖ ≤ ‖ P 
−1 ‖ 









1 − ε (4.2) 
Combining (ii) and ( 4.2 ) we obtain 
 ˜
 A ‖ ‖ ˜  P −1 ‖ 3 4 ≤ ( ‖ A ‖ + ‖ ˜  A − A ‖ ) ‖ ˜  P −1 ‖ 3 4 




1 − ε 
< 




) ε ) ‖ P −1 ‖ − 3 4 ) ‖ P −1 ‖ 
3 
4 
1 − ε = 
( ‖ A ‖ ‖ P −1 ‖ 
3 




) ε ) ) 






From condition (i) and inequality ( 4.2 ) it is easy to verify: 















hich completes the proof of the theorem. 




X −1 A = P, ˜ X + ˜ A T 
√ ˜ X −1 ˜ A = ˜ P 
ith 
 ˜









hen the maximal solutions X L and ˜ X L of these two equations exist 
nd satisfy 
‖  X L ‖ 




3 ‖  P ‖ 
‖ P ‖ + 
4 ‖  A ‖ 
‖ A ‖ 
)
(4.5) 
here δ = 1 −
√ √ 
27 
2 ‖ A ‖ ‖ P −1 ‖ 
3 
4 > 0 . 
roof. Using the obtained results of Theorem 4.1 where 













hold, then “by setting 0 < η ≤ 2 in
heorem 3.1 ” and from Lemma 3.2 we get that the maximal
olutions X L and ˜ X L of the two Eqs. (1.1) and ( 4.1 ) exist and
atisfy that 
X −1 L 




‖ P ‖ ≤ ‖ X L ‖ ≤ ‖ P ‖ , 1 3 ‖ ˜
 P ‖ ≤ ‖ ˜ X L ‖ ≤ ‖ ˜  P ‖ . (4.7) 
It is clear that X L and ˜ X L satisfy the two matrix equations 
 L + A T 
√ 
X −1 L A = P and ˜ X L + ˜ A T 
√ 
˜ X −1 L ˜ A = ˜ P 
Set  A = ˜ A − A and  X L = ˜ X L − X L . If we consider the
dentity 
P = ˜ P − P 
= ˜ X L − X L + ˜ A T 
√ 
˜ X −1 L ˜ A − A T 
√ 
X −1 L A 
=  X L + (A T + A T ) 
√ 
˜ X −1 L (A + A ) − A T 
√ 
X −1 L A 
= X L − A T ( 
√ 
X −1 L −
√ 
˜ X −1 L ) 
A + A T 
√ 
˜ X −1 L ˜ A + A T 
√ 
˜ X −1 L A 
X L − A T 
(√ 
X −1 L −
√ 




≥ ‖  X L ‖ −
∥∥A T (√ X −1 L −
√ 






























( 4.14 ) can be veriﬁed. ≥ ‖  X L ‖ − ‖ A ‖ 2 
∥∥√ X −1 L −
√ 
˜ X −1 L 
∥∥
≥ ‖  X L ‖ − ‖ A ‖ 2 
∥∥√ ˜ X −1 L (
√ 




X −1 L 
∥∥
≥ ‖  X L ‖ − ‖ A ‖ 2 
∥∥√ ˜ X −1 L ∥∥∥∥
√ 
X −1 L 
∥∥∥∥√ ˜ X L −√ X L ∥∥ (4.8)
It is clear that Z = 
√ ˜ X L − √ X L is a positive deﬁnite solution
of the matrix equation 
√ ˜ X L Z + Z √ X L = ˜ X L − X L . 






˜ X L t ( ˜ X L − X L ) e −
√ 
X L t dt (4.9)
Note that, 






˜ X L t ( ˜ X L − X L ) e −
√ 
X L t dt exists and
e −
√ 
˜ X L t ( ˜ X L − X L ) e −
√ 
X L t → 0 as t → ∞ . 
From (4.8) and (4.9) we get 
∥∥ X L − A T (√ X −1 L −
√ 




≥ ‖  X L ‖ − ‖ A ‖ 2 
∥∥√ ˜ X −1 L ∥∥∥∥
√ 








˜ X L t ( ˜ X L − X L ) e −
√ 
X L t dt 
∥∥∥∥
≥ ‖  X L ‖ − ‖ A ‖ 2 
∥∥√ ˜ X −1 L ∥∥∥∥
√ 
X −1 L 




∥∥∥e −√ ˜ X L t ∥∥∥∥∥∥e −√ X L t ∥∥∥dt )






‖ A ‖ 2 
∥∥∥∥
√ 




X −1 L 
∥∥∥∥ ∥∥P −1 ∥∥ 1 2 
} 
From ( 4.6 ) we get ∥∥∥∥ X L − A T 
(√ 
X −1 L −
√ 










‖ A ‖ ∥∥ P −1 ∥∥ 3 4 
⎫ ⎬ 
⎭ = δ ‖  X L ‖ 
where δ = 1 −
√ √ 
27 
2 ‖ A ‖ ‖ P −1 ‖ 
3 
4 > 0 
So we have 
δ‖  X L ‖ ≤
∥∥ X L − A T (√ X −1 L −
√ 




= ∥∥ P −  A T √ ˜ X −1 L ˜ A − A T 
√ 
˜ X −1 L  A 
∥∥
≤ ∥∥ P +  A T √ ˜ X −1 L ˜ A + A T 
√ 
˜ X −1 L  A 
∥∥
≤ ‖  P ‖ + ‖ A ‖ ∥∥√ ˜ X −1 L ∥∥‖  A ‖ 
+ ‖  A ‖ ∥∥√ ˜ X −1 L ∥∥‖ ˜  A ‖ (4.10)
From ( 4.6 ) we get 
δ‖  X L ‖ ≤ ‖  P ‖ + 
√ 
3 ‖ A ‖ ‖ ˜  P −1 ‖ 1 2 ‖  A ‖ 
+ 
√ 
3 ‖  A ‖‖ ˜ A ‖ ‖ ˜  P −1 ‖ 1 2 
≤ ‖  P ‖ + 
√ 
3 ‖  A ‖ 
× ( ‖ A ‖ ‖ ˜  P −1 ‖ 
3 
4 + ‖ ˜  A ‖ ‖ ˜  P −1 ‖ 
3 
4 ) From ( 4.4 ) we get 






‖  A ‖ (4.11)




‖  A ‖ ) 
‖  X L ‖ 




‖  P ‖ 




‖  A ‖ 





‖  P ‖ 
‖ P ‖ 
‖ P ‖ 




‖  A ‖ 
‖ A ‖ 
‖ A ‖ 
‖ X L ‖ 
) 
(4.12)





6 ‖ A ‖ . 
Then we have ‖ P‖ ‖ X L ‖ ≤ 3 and 
‖ A ‖ 





Substituting with this result in ( 4.12 ) yields that 
‖  X L ‖ 




3 ‖  P ‖ 
‖ P ‖ + 
4 ‖  A ‖ 
‖ A ‖ 
)
which ends the proof of the theorem. 
Remark. From the above theorem we can see that the condi-
tion number of the matrix Eq. (1.1) at its maximal solution




2 ‖ A ‖ ‖ p −1 ‖ 
3 
4 ) 
and is denoted by
k (A, P) which is not too large, especially for the case 0 <




and the condition number in this
case is such that 1 < k (A, P) < 3 2 . Putting P = I in the matrix
Eq. (1.1) we get the matrix equation: 
X + A T 
√ 
X −1 A = I (4.13)
and applying Theorems 4.1 and 4.2 once again to the matrix
Eq. (4.13) yields that 
‖  X L ‖ 





2 ‖ A ‖ ) 
‖  A ‖ 
‖ A ‖ . 
To derive an error bound of ˜ X we consider the following
theorem. 
Theorem 4.3. Let ˜ X approximate the maximal so-
lution X L of the matrix Eq. (1.1) . If the follow-





‖ ˜ X −1 ‖ ≤ 3 ‖ ( ˜ X + A T 
√ ˜ X −1 A ) −1 ‖ hold and if the resid-
ual R ( ˜ X ) ≡ ˜ X + A T 
√ ˜ X −1 A − P satisﬁes that ‖ R ( ˜ X ) ‖ ≤









) ‖ P −1 ‖ −1 then 
‖ ˜ X − X L ‖ 
‖ X L ‖ ≤
3 
δ
‖ R ( ˜ X ) ‖ 
‖ P‖ (4.14)
Proof. It is clear that ˜ X is a solution of the matrix equation
X + A T 
√ 
X −1 A = ˜ P , where ˜ P = P + R ( ˜ X ) and satisﬁes that
‖ ˜ X −1 ‖ ≤ 3 ‖ ( ˜ X + A T 
√ ˜ X −1 A ) −1 ‖ = 3 ‖ ˜ P −1 ‖ . 
Applying once again the same proof of ( 4.5 ), inequality
648 N.M. El-Shazly 
Table 1 The numerical results for q 1 , q 2 , ‖ ˜  A − A ‖ and 
‖ ˜  P − P ‖ . 
α q 1 q 2 ‖ ˜  A − A ‖ ‖ ˜  P − P ‖ 
1.0000 e-08 2.1762 e-09 9.2675 e-07 1.0000 e-08 6.6000 e-09 
3.0000 e-08 6.5286 e-09 2.7803 e-06 3.0000 e-08 1.9800 e-08 
5.0000 e-08 1.0881 e-08 4.6338 e-06 5.0000 e-08 3.3000 e-08 
7.0000 e-08 1.5233 e-08 6.4873 e-06 7.0000 e-08 4.6200 e-08 

























































1013 . . Numerical example 
n this section, we report a numerical example for diﬀerent val- 
es of α to illustrate the results derived in Section 4 , namely 
heorem 4.2 for the matrix Eq. (1.1) . We implemented the pro-
ess ( 3.1 ) in MATLAB (writing our own program) and run the
rogram on a PC Pentium IV. For the stopping condition we 
ake ε < 1 . 0 e − 5 . 




⎜ ⎜ ⎝ 
0 . 0050 −0 . 0025 0 . 0075 0 . 0100 
0 . 0175 0 . 0150 −0 . 0125 0 . 0225 
0 . 0100 0 . 0200 0 . 0250 0 . 0150 
−0 . 0075 0 . 0125 0 . 0050 0 . 0200 
⎞ 
⎟ ⎟ ⎠ , 
P = 
⎛ 
⎜ ⎜ ⎝ 
1 . 0 0 . 3 0 . 0 0 . 0 
0 . 3 3 . 0 0 . 1 0 . 0 
0 . 0 0 . 1 2 . 0 0 . 2 
0 . 0 0 . 0 0 . 2 1 . 0 
⎞ 
⎟ ⎟ ⎠ . 









ition number 1 < k (A, P) = 1 . 0855 < 3 2 which is not
oo large. The maximal solution obtained by the algo- 
ithm for the matrix Eq. (1.1) is found to be X L = 
 
 
0 . 9997 0 . 2998 −0 . 0001 −0 . 0002 
0 . 2998 2 . 9995 0 . 0997 −0 . 0006 
−0 . 0001 0 . 0997 1 . 9994 0 . 1998 
−0 . 0002 −0 . 0006 0 . 1998 0 . 9991 
⎞ 
⎠ . Applying the iterative 
rocess ( 3.1 ) for Eq. (4.1) where ˜ A = (α I ) + A and ˜ P =
0 . 66 α) I + P. 
The obtained results are summarized in the table below: 
 1 = ‖ X L ‖ ‖ X L ‖ and 




2 ‖ A ‖ 
∥∥P −1 ∥∥ 3 4 ) 
(
3 ‖  P ‖ 
‖ P ‖ + 
4 ‖  A ‖ 
‖ A ‖ 
)
emarks. 
(1) The ﬁrst column of Table 1 shows diﬀerent values of the 
real number α. 
q 1 in the second column refers to 
‖ X L ‖ 
‖ X L ‖ while 





2 ‖ A ‖ ‖ p −1 ‖ 
3 
4 ) 
( 3 ‖  P ‖ ‖ P‖ + 4 ‖  A ‖ ‖ A ‖ ) . For dif- 
ferent values of the real number α and applying the 
iterative process ( 3.1 ) for Eq. (4.1) , where the perturbed
matrix ˜ A = (α I ) + A and the corresponding per- 
turbed matrix ˜ P = (0 . 66 α) I + P, it is clear that thesecond and third columns show that inequality ( 4.5 ) in
Theorem 4.2 is satisﬁed. From Table 1 we see that , the
values of q 1 and q 2 increase as the value of α increases. 
(2) The fourth and the ﬁfth columns of Table 1 show the
values of ‖ ˜ A − A ‖ and ‖ ˜ P − P ‖ respectively. It is 
noted that ‖ ˜ A − A ‖ ≤ θ and ‖ ˜ P − P ‖ ≤ θ , where 
θ ≤ 10 −7 . 
. Conclusion 
n this paper we are concerned with the nonlinear matrix equa-
ion X + A T 
√ 
X −1 A = P. An elegant property of the maximal
olution of this matrix equation is presented. Also, a perturba- 
ion estimate for the maximal solution X L of this matrix equa- 
ion and an error bound for approximate solutions are given. 
umerical example is given to illustrate the results, where the 
btained numerical results show that the method is reliable. 
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