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Abstract
A homomorphism from a graph G to a graph H is a function from V (G) to V (H) that
preserves edges. Many combinatorial structures that arise in mathematics and in com-
puter science can be represented naturally as graph homomorphisms and as weighted sums
of graph homomorphisms. In this paper, we study the complexity of counting homomor-
phisms modulo 2. The complexity of modular counting was introduced by Papadimitriou
and Zachos and it has been pioneered by Valiant who famously introduced a problem
for which counting modulo 7 is easy where counting modulo 2 is intractable. Modular
counting provides a rich setting in which to study the structure of homomorphism prob-
lems. In this case, the structure of the graph H has a big influence on the complexity
of the problem. Thus, our approach is graph-theoretic. We give a complete solution for
the class of cactus graphs, which are connected graphs in which every edge belongs to
at most one cycle. Cactus graphs arise in many applications such as the modelling of
wireless sensor networks and the comparison of genomes. We show that, for some cactus
graphs H , counting homomorphisms to H modulo 2 can be done in polynomial time. For
every other fixed cactus graph H , the problem is complete in the complexity class ⊕P
which is a wide complexity class to which every problem in the polynomial hierarchy
can be reduced (using randomised reductions). Determining which H lead to tractable
problems can be done in polynomial time. Our result builds upon the work of Faben and
Jerrum, who gave a dichotomy for the case in which H is a tree.
1 Introduction
A homomorphism from a graph G to a graph H is a function from V (G) to V (H) that pre-
serves edges. That is, the function maps every edge of G to an edge of H. Many combinatorial
structures that arise in mathematics and in computer science can be represented naturally
as graph homomorphisms. For example, the proper q-colourings of a graph G correspond to
the homomorphisms from G to the q-clique. The independent sets of G correspond to the
homomorphisms from G the 2-vertex connected graph with one self-loop (vertices of G which
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Figure 1: ⊕HomsToH1 and ⊕HomsToH3 are ⊕P-complete, but ⊕HomsToH2 is in FP.
are mapped to the self-loop are out of the corresponding independent set; vertices which are
mapped to the other vertex are in it). Partition functions in statistical physics such as the
Ising model, the Potts model, and the hard-core model arise naturally as weighted sums of
homomorphisms. See, for example, [3, 11].
In this paper, we study the complexity of counting homomorphisms modulo 2. For
graphs G and H, let Hom(G,H) denote the set of homomorphisms from G to H. For each
fixed H, we study the computational problem ⊕HomsToH, which is the problem of comput-
ing |Hom(G,H)| mod 2, given an input graph G.
The structure of the graph H has a big influence on the complexity of ⊕HomsToH.
For example, consider the graphs H1, H2 and H3 depicted in Figure 1. Our result implies
that ⊕HomsToH1 is complete for the class ⊕P (with respect to polynomial-time Turing
reductions). The graph H2 is constructed by moving the top right “bristle” from H1 down
to the bottom right. Under the standard assumption that ⊕P 6= FP (which will be explained
below), moving this bristle makes the problem easier — our result implies that ⊕HomsToH2
is solvable in polynomial time. H3 is constructed by moving the top bristle from left to right
in H2. This again makes the problem more difficult — ⊕HomsToH3 is ⊕P-compete. The
goal of this research is to study the complexity of ⊕HomsToH for every fixed graph H and
to determine for which graphs H the problem is in FP, for which graphs it is ⊕P-complete,
and whether there are any graphs H for which the problem has intermediate complexity. In
this paper, we give a complete solution to this problem for the class of cactus graphs.
A cactus graph is a connected graph in which every edge belongs to at most one cycle.
Cactus graphs were first defined by Harary and Uhlenbeck [15] who attributed them to the
physicist Husimi and therefore called them Husimi Trees. Cactus graphs arise, for example,
in the modelling of wireless sensor networks [2] and in the comparison of genomes [21]. Some
NP-hard graph problems can be solved in polynomial time on cactus graphs [1].
1.1 The complexity of modular counting
The complexity of modular counting is an interesting topic with some surprising results and
we only mention a few highlights here. First, it is important to understand that ⊕P (which
was first studied in [12, 20]) is a very large complexity class. We will think of this class
from the point of view of function computation, so ⊕P consists of all problems of the form
“compute f(x) mod 2” where computing f(x) is a problem in #P. ⊕P is sufficiently powerful
that there is randomised polynomial-time reduction [22] from every problem in the polynomial
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hierarchy to some problem in ⊕P. Thus, subject to the natural hypothesis that problems in
the higher levels of the polynomial hierarchy are not solvable in (randomised) polynomial
time, we conclude that ⊕P-complete problems are much harder than problems in FP, which
is the class of of function-computation problems that are solvable in polynomial time.
The complexity of counting modulo 2 is different from the complexity of decision problems
or counting problems. First, consider an NP-complete decision problem. The mod-2 counting
version of this problem can be intractable, as you might expect (for example, counting vertex
covers or independent sets modulo 2 is ⊕P-complete [23]) but it can also be tractable. As an
example, consider the problem of counting proper 3-colourings of a graph modulo 2. There
are an even number of 3-colourings that use exactly 3 colours, since there are 6 permutations
of these colours. There are also an even number of 3-colourings that use exactly 2 colours,
since the colours can be swapped. But it is easy to count 1-colourings. Thus, it is easy to
count all proper colourings modulo 2. Next, consider a #P-complete counting problem. The
mod-2 counting version of this problem can be intractable or tractable, as the examples given
above illustrate. As another example where the mod-2 counting version is tractable, consider
the problem of computing the permanent of a matrix modulo 2. Since −1 ≡ 1 mod 2, the
permanent is equal to the determinant modulo 2, so it can readily be computed in polynomial
time.
Another interesting aspect of modular counting is the fact that the value of the modulus
can affect the tractability of the problem. As an example, consider the well-known work of
Valiant [23] which identified a certain satisfiability problem where satisfying assignments are
easy to compute modulo 7 and difficult to compute modulo 2.
1.2 Dichotomies for graph homomorphism problems
Determining the border between tractability and intractability for large classes of modular
counting problems is an important step towards understanding the structure of the problems
themselves. In this paper we work within the context of graph homomorphism problems
because graph homomorphisms are general enough to capture a wide variety of combinatorial
problems, yet they exhibit sufficient structure that dichotomies exist. Hell and Nesˇetrˇil [16]
pioneered this direction by completely classifying undirected graphs according to the difficulty
of the graph homomorphism decision problem. They showed if a fixed graph H has a self-loop,
or is bipartite then the problem of determining whether an input graph has a homomorphism
to H is in P. For every other fixed graph H, the decision problem is NP-complete.
Over recent years, dichotomy theorems have also been established for the problem of
counting graph homomorphisms and computing weighted sums of homomorphisms. Dyer
and Greenhill [7] showed that the problem of counting homomorphisms to H is solvable in
polynomial time if every component of H is an isolated vertex, a complete graph with all
self-loops present, or a complete bipartite graph with no self-loops. For every other H, it
is #P-complete. In particular, there are no graphs H for which the problem has intermediate
complexity. This dichotomy was extended to the problem of computing weighted sums of
homomorphisms to H. A dichotomy was given by Bulatov and Grohe [3] for the case where
the weights are positive, by Goldberg, Grohe, Jerrum and Thurley [11] for the case where the
weights are real, and by Cai, Chen and Lu [4] for the case where the weights are complex.
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1.3 The complexity of counting graph homomorphisms modulo 2
The first results on the complexity of counting graph homomorphisms modulo 2 were obtained
by Faben and Jerrum [9, 10] who made some important structural discoveries which we also
use.
An involution of a graph is an automorphism of order 2. If σ is an automorphism of a
graph H then Hσ denotes the subgraph of H induced by the fixed points of σ.
Lemma 1. ([10, Lemma 3.3]) If H is a graph and σ is an involution of H then, for any
graph G, |Hom(G,H)| ≡ |Hom(G,Hσ)| (mod 2).
The lemma is useful because it enables us to reduce the problem of counting homomor-
phisms to H modulo 2 to the problem of counting homomorphisms to Hσ modulo 2. This
leads naturally to the idea of reduction by involutions. Let→ be the relation on graphs where
H → H ′ if and only if there is an involution σ of H such that H ′ = Hσ. Let →∗ be the
transitive closure of →. Faben and Jerrum showed that repeatedly applying → to a graph H
reduces H to a unique involution-free graph, up to isomorphism.
Lemma 2. ([10, Theorem 3.7]) Let H be any graph. If H →∗ H ′ and H →∗ H ′′ and H ′ and
H ′′ are involution-free then H ′ is isomorphic to H ′′.
Finally, they showed that, to classify the complexity of counting homomorphisms toH, one
only needs to study the complexity of counting homomorphisms to its connected components.
Lemma 3. ([10, Theorem 6.1]) Let H be an involution-free graph. If H has a connected
component H1 such that ⊕HomsToH1 is ⊕P-hard with respect to polynomial-time Turing
reductions, then ⊕HomsToH is also ⊕P-hard.
To complement Lemma 3, it is easy to see that if ⊕HomsToHi is solvable in polynomial
time for every connected component Hi of H then ⊕HomsToH is also solvable in polynomial
time. Faben and Jerrum used the structural results to give a dichotomy for the complexity
of ⊕HomsToH when H is a tree. Define the “involution-free reduction” H ′ of a graph H
to be the lexicographically-minimal involution-free graph such that H →∗ H ′. We can then
state their result as follows.
Theorem 4. ([10, Theorem 3.8]) If H is a tree then ⊕HomsToH is ⊕P-complete if the
involution-free reduction of H has more than one vertex. Otherwise, it is in FP.
Every involution-free tree is asymmetric, which means that it has no non-trivial auto-
morphisms. Thus, the technical work of proving Theorem 4 is to consider every asymmetric
tree H with more than one vertex and show that ⊕HomsToH is ⊕P-hard. Fortunately, this
can be done without too much technical complexity.
Developing a dichotomy to cover all graphs seems to be much more difficult and even the
dichotomy for cactus graphs requires a substantial technical effort, as we will see. Neverthe-
less, there is a general conjecture as to what the outcome would be.
Conjecture 5 (Faben and Jerrum). Let H be a (not necessarily simple) graph. ⊕HomsToH
is in FP if the involution-free reduction of H is the empty graph, a singleton vertex (with or
without a self-loop) or a graph with two isolated vertices, exactly one of which has a self-loop.
Otherwise, it is ⊕P-complete.
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Figure 2: ⊕HomsToH4 is ⊕P-complete but ⊕HomsToH5 is in FP.
1.4 Our result
Recall that a cactus graph is a connected, simple graph in which every edge belongs to at
most one cycle. Our main result gives a proof of Faben and Jerrum’s conjecture for cactus
graphs.
Theorem 6. Let H be a simple graph in which every edge belongs to at most one cycle.
If the involution-free reduction of H has at most one vertex then ⊕HomsToH is solvable in
polynomial time. Otherwise, ⊕HomsToH is complete for ⊕P with respect to polynomial-time
Turing reductions.
To prove Theorem 6 we have to investigate all involution-free cactus graphs, and not just
those that happen to be asymmetric. The reason for this is that, unlike the situation for trees,
there are involution-free cactus graphs that have non-trivial automorphisms. An example is
the graph H4 in Figure 2. This graph has an automorphism of order 3 which rotates the
cycle. It has no automorphism of order 2. Incidentally, it is easy to see that the graph H5 in
the figure has an involution that moves all vertices. Thus, ⊕HomsToH5 is in FP. Our result
implies that ⊕HomsToH4 is ⊕P-complete.
In order to prove the hardness result in Theorem 6, we introduce three graph-theoretic
notions: hardness gadgets, partial hardness gadgets, and mosaics. Hardness gadgets and par-
tial hardness gadgets are, as the name suggests, structures for proving ⊕P-hardness. Mosaics
are graphs built on unions of 4-cycles. They are what is left in inductive cases where hardness
gadgets don’t exist and we use them inductively to prove overall hardness. Our approach is
therefore recursive: we show how to decompose involution-free cactus graphs at cut vertices
in such a way that every component contains at least one of these three induced structures.
We then show how to combine these structures to obtain hardness gadgets in the original
graph. If an asymmetric graph H contains a hardness gadget, then it is relatively easy to
show that ⊕HomsToH is ⊕P-compete — the proof is by reduction from the problem of
counting weighted independent sets modulo 2, generalising the argument for trees. We will
discuss the situation in which H is not asymmetric presently.
Even when H is asymmetric, the most difficult part of the argument is showing that every
non-trivial involution-free cactus graph does actually contain a hardness gadget. The presence
of cycles in the graph greatly complicates the structure of the argument, hence the need to
define hardness gadgets, partial hardness gadgets and mosaics and to decompose cactus graphs
into components with these three different structures, which can then be combined to form
hardness gadgets.
When the graph has non-trivial automorphisms, there is a further complication. Sup-
pose that G and H are graphs and that p is a function from V (G) to 2V (H). A homomor-
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phism f from G to H is said to satisfy the “pinning” function p if, for every v ∈ V (G), we
have f(v) ∈ p(v). Now suppose that H is an involution-free graph containing a hardness-
gadget. The high-level strategy for proving that ⊕HomsToH is ⊕P-hard is to first reduce
the problem of counting weighted independent sets modulo 2 to the problem of counting
pinned homomorphisms from G to H (modulo 2) and then to reduce the latter problem to
⊕HomsToH. This pinning approach has been used successfully in dichotomy theorems in
related domains [3, 5, 6]. When H is asymmetric, the application of pinning works smoothly.
Building on work of Lova´sz [18], Faben and Jerrum reduced the pinned problem to the un-
pinned one for the case in which the pinning function pins some vertex to an orbit in the
automorphism group of H. When H is asymmetric (as it is when H is a tree), the orbit is just
a single vertex, and this is just what is required. If H is not asymmetric then we do not know
how to pin a vertex of G to a particular vertex in H. To get around this, we augment G with
a copy of H and we pin every vertex in the copy to its own orbit in the automorphism group
of H. We show that every homomorphism from an involution-free cactus graph to itself that
respects the orbits of all of its vertices is in fact an automorphism of H, and this enables us
to solve the problem.
Theorem 6 gives a dichotomy for cactus graphs. If the involution-free reduction of H has
at most one vertex then ⊕HomsToH is in FP. Otherwise, it is ⊕P-complete. Furthermore,
the meta-problem of determining which is the case, given input H, is computationally easy.
Finding an involution of H reduces in polynomial time to computing the size of H’s automor-
phism group modulo 2. The latter problem is in FP for cactus graphs because, for example,
cactus graphs are planar and have tree-width at most 2.
All of the graph-theoretic work in this paper depends heavily on the structure of cactus
graphs. For example, the construction of hardness gadgets relies on the fact that removing
the edges of a cycle splits the vertices of that cycle into different components. New ideas
would be needed to generalise our result to a wider class of graphs.
1.5 Related Work
Modular counting has also been considered in the context of Boolean constraint satisfaction
problems (CSPs). Graph homomorphism problems are CSPs but they are not known to be
representable as Boolean CSPs. The known results are as follows. Faben [8, 9] provided a
modular counting dichotomy for unweighted Boolean CSPs. This was extended by Guo et
al. [13] to the weighted case. Guo et al. [14] also provided a dichotomy for the solution of
Boolean Holant problems modulo 2.
2 Preliminaries
Our analysis is based primarily on decomposing graphs, particularly by splitting them at cut
vertices, as follows.
Definition 7. Given a graph H with a cut vertex v, let H ′1, . . . ,H
′
κ be the connected
components of H − {v}. The split of H at v is the set of graphs {H1, . . . ,Hκ}, where
Hj = H[V (H
′
j) ∪ {v}].
Our proofs of ⊕P-completeness are based on a weighted generalisation of the independent
set problem.
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Definition 8. Let I(G) denote the set of independent sets of a graph G. The Parity Gener-
alised Independent Set problem ⊕IS(λ, µ) is defined as follows, where the parameters λ and µ
are natural numbers.
Name: ⊕IS(λ, µ).
Input: A graph G.
Output: Zλ,µ(G) =
∑
J∈I(G)
λ|J |µ|V (G)\J | (mod 2).
The following observation follows from the fact that counting independent sets modulo 2
is ⊕P-complete [23].
Observation 9. If λ or µ is even, then ⊕IS(λ, µ) is in FP. Otherwise, for every graph,
Zλ,µ(G) ≡ |I(G)| (mod 2), so ⊕IS(λ, µ) is ⊕P-complete.
We use the following notation. [n] denotes the set {1, . . . , n}. Given two graphs G and H
(not necessarily vertex-disjoint), let G ∪H denote the graph (V (G) ∪ V (H), E(G) ∪ E(H)).
If E is a set of edges, let V (E) denote the set of endpoints of edges in E and let G∪E denote
the graph G ∪ (V (E), E). Given sets V ′ ⊆ V (G) and E′ ⊆ E(G), let G− V ′ = G[V (G) \ V ′]
and let G−E′ = (V (G), E(G)\E′). We use the phrase “j-walk” in a graph to refer to a walk
of length j.
In drawings of graphs, a wavy line between two vertices indicates an omitted portion of
the graph whose structure is unimportant, except that it contains a unique shortest path
between the endpoints of the wavy line.
Graphs are simple: they do not have multiple edges or self-loops. We use dH(u, v) to
denote the length of a shortest path from u to v in H. If S ⊆ V (H) then dH(u, S) denotes
min{dH(u, v) | v ∈ S}. We use ΓH(v) to denote the set of neighbours of vertex v in H and
degH(v) to denote the degree of v in H. We normally view a path P as a graph with vertex
set V (P ) and edge set E(P ). However, where convenient, we specify P by simply listing the
vertices of the path, in order. As such, if P = x1 . . . xℓ and P
′ = y1 . . . yℓ′ , we write Pz for
the path P ∪ {(xℓ, z)}, PP
′ for the path P ∪ {(xℓ, y1)} ∪ P
′ and so on. We also use ℓ(P ) to
denote |E(P )|, the length of the path P . Similarly, we view a cycle C as a graph, but we
sometimes specify C by listing its vertices in order. The length of a cycles is ℓ(C) = |E(C)|.
For v1, . . . , vr ∈ V (H), we use the tuple (H, v1, . . . , vr) to denote the graph H together
with the (ordered) list of distinguished vertices. A graph with a single distinguished vertex is
often called a rooted graph, where the distinguished vertex is the root. (H, v1, . . . , vr) is said
to be involution-free if H has no involution that fixes each of the distinguished vertices. We
use Aut(H) to denote the automorphism group of H and, for v ∈ V (H), we use OrbH(v) to
denote the set of vertices of H in the orbit of v under the action of Aut(H).
3 Pinning
As we discussed in the introduction, pinning is a useful technique for obtaining hardness
results related to graph homomorphisms and constraint satisfaction problems. Where it can
be achieved, pinning allows a reduction from the “list” version of the problem, which considers
homomorphisms from G to H in which the images of the vertices of G are constrained by lists,
to the ordinary version of the problem. The list version is referred to as the “conservative
case” in the constraint satisfaction community.
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As in the introduction, let p be a function from V (G) to 2V (H). A homomorphism
f ∈ Hom(G,H) satisfies the pinning function p if, for every v ∈ V (G), f(v) ∈ p(v). Let
HomPin(G,H, p) be the set of homomorphisms from G to H that satisfy the pinning func-
tion p. It will be useful to consider the following computational problem, which is parame-
terised by a graph H.
Name: ⊕PinnedHomsToH.
Input: A graph G and a pinning function p : V (G) → 2V (H).
Output: |HomPin(G,H, p)| (mod 2).
Faben and Jerrum give a polynomial-time Turing reduction from ⊕PinnedHomsToH
to ⊕HomsToH [10, Cor 4.18] for the following special case: for vertices v1, v2 ∈ V (G) and
h1, h2 ∈ V (H), p(v1) = OrbH(h1) and p(v2) = OrbH(h2); for every other vertex w of G,
p(w) = V (H), so vertex w is unconstrained by the pinning. We require a generalisation in
which more vertices of G are constrained by the pinning. We start by introducing the relevant
concepts and notation.
Given rooted graphs (G,x) and (G′, x′), the graph (G,x) · (G′, x′) is formed by taking the
union of disjoint copies of G and G′ and identifying x and x′. For each y ∈ H, we would like
to produce a rooted graph (ΘH,y, z) such that, for any rooted graph (G,x), the number of
homomorphisms from G to H in which x is pinned to y is congruent modulo 2 to the number
of homomorphisms from (G,x) · (ΘH,y, z) to H. However, it is not clear that such graphs
always exist so Faben and Jerrum adopts more subtle approach.
Suppose that (G,x) is a rooted graph and that H is an involution-free graph with V (H) =
{h1, . . . , hm}. For i ∈ [m], let pi be the pinning function
pi(y) =
{
{hi} if y = x
V (H) otherwise.
Let vi = |HomPin(G,H, pi)| (mod 2). Finally, let vH(G,x) be the vector (v1, . . . , vm). We
say that a vector (u1, . . . , um) in GF(2)
m is consistent for H if, for every pair of vertices hi
and hj in the same orbit of Aut(H), ui = uj. Faben and Jerrum observe that vH(G,x) is
consistent for H.
Let + and ∗ be component-wise addition and multiplication of vectors in GF(2)m. Then
we have [10, Lemma 4.11]
vH((G,x) · (G
′, x′), x) = vH(G,x) ∗ vH(G
′, x′).
Now, given a graph H with V (H) = {h1, . . . , hm} and a vector v ∈ GF(2)
m, we say
that v is implementable for H if there is a set {(Θ1, z1), . . . , (Θk, zk)} of graphs such that
v =
∑k
j=1 vH(Θj , zj). The key result allowing pinning is the following [10, Lemmas 4.14–
4.16]
Lemma 10. Let H be an involution-free graph with V (H) = {h1, . . . , hm}. Every vector in
GF(2)m that is consistent for H is implementable for H.
Suppose that G and H are graphs. We say that a pinning function p : V (G) → 2V (H) is
r-restrictive if there is a set {x1, . . . , xr} ⊆ V (G) such that
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• for every i ∈ [r] there is subset Wi ⊆ V (H) such that p(xi) =
⋃
h∈Wi
OrbH(h), and
• for every w ∈ V (G) \ {x1, . . . , xr}, p(w) = V (H).
Consider the following computational problem, which is parameterised by a graph H and a
natural number r.
Name: ⊕r-PinnedHomsToH.
Input: A graph G and a r-restrictive pinning function p : V (G) → 2V (H).
Output: |HomPin(G,H, p)| (mod 2).
The following theorem suffices for our purposes. The same proof would establish a slightly
more general result. Instead of fixing the parameter r, we could allow r to depend on |V (G)|,
as long as r = O(log |V (G)|). However, we do not need this generalisation.
Theorem 11. Let H be an involution-free graph and let r be a positive integer. There is a
polynomial-time Turing reduction from ⊕r-PinnedHomsToH to ⊕HomsToH.
Proof. Consider an instance (G, p) of ⊕r-PinnedHomsToH with |V (H)| = m and let
{x1, . . . , xr} be the set of vertices restricted by the r-restrictive pinning function p. For
i ∈ [r], let vi ∈ {0, 1}
m be the characteristic vector of p(xi) (i.e., the vector that has 1s in
positions corresponding to elements of p(xi) and 0s in every other position). By Lemma 10,
for each i, there are gadgets (Θi,1, zi,1), . . . , (Θi,ki , zi,ki) that implement vi for H. We assume
that G, H and all the graphs Θi,j are pairwise disjoint.
Let J = [k1]× · · · × [kr]. For any j = (j1, . . . , jr) ∈ J , let G(j) be the graph formed from
G ∪Θ1,j1 ∪ · · · ∪Θr,jr by identifying xi with zi,ji for each i ∈ [r].
We have∑
j∈J
|Hom(G(j),H)| =
∑
j∈J
∑
φ∈Hom(G,H)
∏
i∈[r]
|{ψ ∈ Hom(Θi,ji ,H) | ψ(zi,ji) = φ(xi)}|
=
∑
φ∈Hom(G,H)
∑
j∈J
∏
i∈[r]
|{ψ ∈ Hom(Θi,ji ,H) | ψ(zi,ji) = φ(xi)}|
=
∑
φ∈Hom(G,H)
∏
i∈[r]
∑
j∈[ki]
|{ψ ∈ Hom(Θi,j ,H) | ψ(zi,j) = φ(xi)}| .
Let 1a∈A = 1 if a ∈ A and equal 0, otherwise. Since the gadgets (Θi,j, zi,j) implement the
characteristic vector vi of p(xi), we have
∑
j∈J
|Hom(G(j),H)| ≡
∑
φ∈Hom(G,H)
∏
i∈[r]
1φ(xi)∈p(xi) (mod 2)
≡ |{φ ∈ Hom(G,H) | φ(xi) ∈ p(xi) for all i ∈ [r]}| (mod 2)
≡ |HomPin(G,H, p)| (mod 2) ,
So the output corresponding to (G, p) is
∑
j∈J |Hom(G(j),H)|, and the reduction consists of
computing J , and for each j ∈ J constructing G(j) and summing the oracle’s answers.
We now consider the complexity of the reduction. Let b be the greatest number of gad-
gets required to implement a pin to any union of orbits of vertices of H and let c be the
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greatest size of all the gadgets used to implement any such pinning. Since H is a fixed pa-
rameter, b and c are constants, independent of the input graph G. Also, maxi∈[r] ki ≤ b and
maxi∈[r],j∈[ki] |V (Θi,j)| ≤ c.
Computing
∑
j∈J |Hom(G(j),H)| requires |J | ≤ b
r oracle calls. Each of these oracle calls
applies to a graph G(j) with at most n+rc vertices, each of which can be trivially constructed
in polynomial time. Therefore, we have a polynomial-time Turing reduction, as claimed.
4 Gadgets
In this section, we define the gadgets we use to prove ⊕P-hardness of ⊕HomsToH problems
by reduction from ⊕IS. These gadgets should not be confused with the pinning gadgets of the
previous section though, in the rest of the paper, we only use the pinning gadgets implicitly,
through Theorem 11.
Definition 12. A hardness gadget in a graph H is a tuple (β, s, t, O, i,K, k,w) where β
is a positive integer, s, t and i are vertices of H, (O, {i},K) is a partition of ΓH(s), and
k : K → N>0 and w : K → V (H) are functions. The following conditions must be satisfied.
1. |O| is odd.
2. For any o ∈ O and y ∈ O ∪ {i}, s is the unique vertex that is adjacent to o and y and
has an odd number of β-walks to t.
3. There are an even number of (1 + β)-walks from i to t.
4. For all u ∈ K, w(u) has an even number of k(u)-walks to u and an odd number of
k(u)-walks to every vertex in O ∪ {i}.
These conditions simplify if β = 1, since having an odd number of 1-walks to a vertex is
the same as being adjacent to it. In cases where β = 1, we will use this simplified condition
without comment.
The construction used in our reduction from ⊕IS is given formally in Definition 37. Given
a graph G and a hardness gadget Γ, we will produce a graph GΓ that includes a copy of V (G).
We call the vertices in this copy, “G-vertices”. We will consider homomorphisms from GΓ to
H. Using the pinnings described in the previous section, we will restrict attention to homo-
morphisms that map all G-vertices to neighbours of s. Part 4 of the definition ensures that
there will be an even number of such homomorphisms that map any G-vertices to members
of K. These contribute nothing to the total modulo 2 so the effect is to restrict to homo-
morphisms that map every G-vertex to O ∪ {i}. Part 3 of the definition will ensure that the
number of homomorphisms that map adjacent vertices in G to i is even so these also do not
contribute. Thus, the homomorphisms that remain are those in which an independent set
of G-vertices mapped to i. Our key technical result is that every non-trivial, involution-free
cactus graph contains a hardness gadget (Theorem 31).
Our analysis is based primarily on decompositions of graphs into their subgraphs, so we
need conditions under which a hardness gadget in an induced subgraph of H is a hardness
gadget in H. The idea here is that, if a hardness gadget satisfies the distance requirements
for a vertex v, the structure of the graph “beyond” v cannot interfere with the gadget’s paths.
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Definition 13. Consider a hardness gadget (β, s, t, O, i,K, k,w) in H and a vertex v ∈ V (H).
The primary distance requirement of the gadget with respect to v is
dH(v,O ∪ {i}) + dH(v, t) > β − 1.
The secondary distance requirement of the gadget with respect to v is that, for each u ∈ K,
dH(v,w(u)) + dH(v,O ∪ {i, u}) > k(u)− 2.
Suppose that H1, . . . ,Hκ is a split of the graph H at some cut vertex v. If there is a
hardness gadget Γ in H1 that satisfies the distance restrictions for v, it is easy to see that
it also satisfies the distance restrictions for all x ∈ V ′ = V (H2) ∪ · · · ∪ V (Hκ), since any
path from H1 to V
′ must go through v. This ensures that Γ is also a hardness gadget in H,
since the number of walks of various lengths required by the definition of the hardness gadget
cannot be affected by vertices beyond v.
In some cases, our decomposition might yield subgraphs that do not contain hardness
gadgets. We are still able to make progress using structures that can be combined with other
parts of the graph to produce a hardness gadget. A partial hardness gadget is, essentially, a
simplified hardness gadget that has K = ∅ and that doesn’t yet have a “t” vertex: at a later
point, we will find a vertex t with the properties necessary to produce a full hardness gadget.
Definition 14. A partial hardness gadget in a rooted graph (H,x) is a tuple (s, i, O, P )
where s is a vertex of H, ({i}, O) is a partition of ΓH(s), and P is a path in H satisfying the
following conditions.
• |O| is odd.
• P is the unique shortest path from x to i in H.
• Ps is the unique shortest path from x to s in H.
• For each o ∈ O, Pso is the unique shortest path from x to o in H.
5 Mosaics
The final structure that can arise from our decompositions is a subgraph made entirely from
4-cycles and from edges between vertices of those cycles and additional vertices of degree 1.
Some mosaics (the “shortcut mosaics” defined below) already contain hardness gadgets. In
the other cases, we identify structures called “2,3-paths” in mosaics and these will provide a
“t” vertex for a partial hardness gadget elsewhere in the decomposed graph.
Definition 15. A mosaic is a rooted graph defined as follows.
• An unbristled mosaic is the one-vertex rooted graph or a rooted cactus graph that is a
union of 4-cycles.
• A mosaic is a rooted graph (H,x) for which there is a partition (V ′, V ′′) of V (H) such
that x is in V ′, (H[V ′], x) is an unbristled mosaic, and E(H) − E(H[V ′]) is a perfect
matching between V ′′ and a subset of V ′. The edges of the matching are called bristles.
• A proper mosaic is a mosaic that contains at least one cycle.
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x
x1
z = v2 y
x2 x3 x4 x5 x6 x7 = v3
C
Figure 3: A mosaic with the 2,3-path (P, v2, v3) that can be found using Lemma 17. P is
drawn with a double line.
The graphs in Figure 1 would be mosaics if a root were placed at any vertex on a cycle.
Note that every vertex of a mosaic is adjacent to at most one bristle. Note also that the
one-vertex rooted graph and a rooted edge are both mosaics (but not proper mosaics).
Definition 16. A 2,3-path in a rooted graph (H,x) is a tuple (P, v2, v3) such that v2 and
v3 are in the same cycle of H and that, for j ∈ {2, 3}, degH(vj) = j and Pvj is the unique
shortest x–vj path in H.
Lemma 17. Every involution-free proper mosaic (H,x) contains a 2,3-path.
Proof. See Figure 3. Write x1 = x and let P = x1 . . . xℓ be a longest path from x1 in H that
uses only edges from cycles and uses at most one edge from each cycle. P contains at least
one edge because x is on a cycle. Let C = xℓ−1xℓyzxℓ−1 be the cycle containing xℓ−1 and xℓ.
xℓ is on a cycle, so deg(xℓ) ≥ 2. Also, deg(xℓ) ≤ 3 since, otherwise, xℓ would have a
neighbour xℓ+1 on a cycle other than C and the path Pxℓ+1 would contradict the choice of P .
By the same argument, 2 ≤ deg(z) ≤ 3. Furthermore, deg(xℓ) 6= deg(z) or H would have an
involution exchanging these two vertices. Note that P ′ = x1 . . . xℓ−1z is the unique shortest
x–z path in H, since any other x–z path must include edges from exactly the same cycles as
P ′ and must include at least two edges from one of them. Thus, either (x1 . . . xℓ−1, xℓ, z) or
(x1, . . . , xℓ−1, z, xℓ) is a 2,3-path.
In several cases, we have a unique shortest path of length ℓ between two vertices in a
graph and we are interested in the number of (ℓ+ 2) walks between those two vertices. The
following definition helps us count such walks.
Definition 18. Let P = x1 . . . xℓ+1 be a path in a graph H. We define the following three
sets of (ℓ+ 2)-walks from x1 to xℓ+1.
1. T1(P ) is the set of walks that differ from P by going the long way around a (2r+2)-cycle
from which P uses r consecutive edges, as shown in Figure 4. Formally, these are the
walks x1 . . . xaP
′xb . . . xℓ+1, where 1 ≤ a < b ≤ ℓ+1 and xaP
′xb is a (b− a+2)-path in
H − {xa+1, . . . , xb−1}.
2. T2(P ) is the set of walks that differ from P by going the long way around cycles of
length 2r + 1 and 2r′ + 1, from which P uses r and r′ consecutive edges, respectively,
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xa xbx1 xℓ+1
r
Figure 4: An example of a walk in T1(P ), shown with double lines.
x1 xa xb xa′ xb′ xℓ+1
r r′
Figure 5: An example of a walk in T2(P ), shown with double lines.
as shown in Figure 5. Formally, these are the x1 . . . xaP
′xb . . . xa′P
′′xb′ . . . xℓ+1 where
1 ≤ a < b ≤ a′ < b′ ≤ ℓ + 1, xaP
′xb is a (b − a+ 1)-path in H − {xa+1, . . . , xb−1} and
xa′P
′′xb′ is a (b
′ − a′ + 1)-path in H − {xa′+1, . . . , xb′−1}.
3. T3(P ) is the set of walks x1 . . . xazxa . . . xℓ+1, where 1 ≤ a ≤ {ℓ + 1} and z ∈ ΓH(xa)
(we allow the case z = xa±1).
We refer to the cycles appearing in the definition of T1 and T2 as detour cycles.
It is easy to see that, when P is the unique shortest x1–xℓ+1 path in a cactus graph,
T1(P ), T2(P ) and T3(P ) is a partition of the set of all (ℓ(P ) + 2)-walks from x1 to xℓ+1.
Lemma 19. Let H be a cactus graph containing distinct odd-degree vertices v1 and v2, with a
unique shortest path P between them. Suppose that every edge of P is on a 4-cycle of H and
no 4-cycle of H contains two edges of P . Then H contains a hardness gadget that satisfies
the distance requirements for every v ∈ (V (H) \ V (P )) ∪ {v2}.
Note that the premise of the lemma is symmetric about v1 and v2, while the conclusion is
not. By symmetry, we could, of course, find a different hardness gadget satisfying the distance
requirements for v1 instead of v2.
Proof. See Figure 6. Choose v1, v2 and P satisfying the given conditions so that ℓ(P ) is as
small as possible. Note that v1 and v2 have degree at least 3, since they have odd degree and
are on cycles.
Let β = 1. Let s = v2, let i be the neighbour of s in P and let t be the neighbour of s
that is in the same 4-cycle as i; call this cycle C. Let K = {t}, and O = ΓH(s) \ ({i} ∪K).
Let w(t) = v1 and k(t) = ℓ(P ) + 1.
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o1
x
w(t) = v1
t
o3
C
Figure 6: A mosaic containing containing a hardness gadget as in Lemma 19. The path P is
shown with a double line and O = {o1, o2, o3}.
To see that Γ = (β, s, t, O, i,K, k,w) is a hardness gadget, note first that |O| is odd, since
degH(s) is odd. Consider any o ∈ O and y ∈ O ∪ {i}. Since H is a cactus graph, s is the
unique vertex adjacent to o, y and t. However, there are two vertices that are adjacent to i
and t: s and the fourth vertex on cycle C. Therefore, there are two (β+1)-walks from i to t.
Finally, consider vertex w(t) = v1. Vertex v1 has two (ℓ(P ) + 1)-walks to t (going around the
cycle C in either direction). For every vertex o ∈ O, Po is the unique (ℓ(P ) + 1)-walk from
v1 to o.
We will finish the proof that Γ is a hardness gadget by showing that w(t) = v1 has an
odd number of (ℓ(P ) + 1)-walks to i. Let Pi be the length-(ℓ(P ) − 1) prefix of P . Pi is
the unique shortest path from v1 to i. Consider Definition 18, with x1 = v1, ℓ = ℓ(Pi) and
xℓ+1 = i. Since Pi only uses one edge from each cycle it meets and each such cycle is a 4-cycle,
T2(Pi) = ∅. There are ℓ(Pi) walks in T1(Pi), since every edge of P (hence, every edge of Pi)
is on a distinct 4-cycle of H. The number of walks in T3(Pi) is
∑
v∈Pi
degH(v) − ℓ(Pi) since
every edge adjacent to Pi may be repeated, but edges in Pi should not be counted twice. The
total number of walks is therefore
∑
v∈Pi
degH(v). This is odd since degH(v1) is odd, and
every vertex in Pi other than v1 has even degree (otherwise the minimality of ℓ(P ) would be
contradicted).
The hardness gadget Γ satisfies the primary distance requirement dH(v,O∪{i})+dH (v, t) >
0 for any v ∈ V (H) since t 6∈ O∪{i}, so at least one of the terms dH(v,O∪{i}) and dH(v, t) is
positive. Now consider any v ∈ V (H) \ V (Pi). We wish to show that the secondary distance
requirement dH(v, v1) + dH(v,O ∪ {i, t}) > ℓ(P ) − 1 is satisfied. We do this by establishing
the following inequalities:
dH(v, v1) + dH(v, i) > ℓ(P )− 1 (1)
dH(v, v1) + dH(v,O ∪ {t}) > ℓ(P )− 1. (2)
Establishing (1) is easy. Since v 6∈ Pi and Pi is the unique shortest path from v1 to i,
dH(v, v1) + dH(v, i) > ℓ(Pi) = ℓ(P ) − 1. Establishing (2) is similar. For each y ∈ O ∪ {t},
dH(v1, y) = ℓ(P )+1. Therefore, for any v ∈ V (H)\V (Pi), dH(v, v1)+dH(v, y) ≥ ℓ(P )+1.
Definition 20. A shortcut in a mosaic (H,x) is a pair of odd-degree vertices v1, v2, with
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degree at least 3, that have a unique shortest path P between them, and this path does not
contain x. A shortcut mosaic is a mosaic that contains a shortcut.
If v1, v2 is a shortcut in a mosaic (H,x) then v1 and v2 are on cycles (since their degrees
are at least 3), so every edge of the unique shortest path P between them is on a 4-cycle.
Since P is unique, these edges are on distinct 4-cycles. Thus, Lemma 19 has the following
corollary.
Corollary 21. If (H,x) is a shortcut mosaic then H contains a hardness gadget that satisfies
the distance requirements for x.
6 Combination lemmas
We mostly proceed by splitting graphs at cut vertices and investigating the resulting compo-
nents. In this section, we present a number of technical lemmas that show how to combine
structures in the various parts of a graph split to obtain hardness gadgets.
Observation 22. If {H1, . . . ,Hκ} is the split of an involution-free graph H at a cut vertex v
then, for each j ∈ [κ], the rooted graph (Hj , v) is involution-free even though Hj itself might
not be involution-free. To see that (Hj , v) is involution-free, note that an involution of Hj
that fixes v induces an involution of H.
Lemma 23. Let x be a cut vertex of an involution-free cactus graph H. If there exists a
split of H at x into {H1, . . . ,Hκ} such that (H1, x) and (H2, x) are both proper mosaics
then H has a hardness gadget which satisfies the distance requirements for every vertex v ∈
V (H) \ (V (H1) ∪ V (H2)).
Proof. If, for j = 1 or j = 2, (Hj, x) is a shortcut mosaic then, by Corollary 21, Hj contains
a hardness gadget Γ that satisfies the distance requirements for x. Since x is a cut vertex,
Γ is a hardness gadget in H and satisfies the distance restrictions for every vertex outside H1
and H2.
Suppose that neither of (H1, x) and (H2, x) is a shortcut mosaic. For j ∈ {1, 2}, apply
Lemma 17 to (Hj , x) to obtain a 2,3-path (Pj , yj , zj). Since zj 6= x and x is a cut vertex,
degH(zj) = degHj (zj) = 3. z1P1P2z2 is the unique shortest z1–z2 path in H and each edge of
this path is in a different 4-cycle. By Lemma 19, H contains a hardness gadget which satisfies
the distance requirements for every v ∈ (V (H) \ V (P )) ∪ {z2}.
Lemma 24. Let H be a cactus graph with a cut vertex x of odd degree. If there exists a split
of H at x into {H1, . . . ,Hκ} such that (H1, x) is an involution-free proper mosaic, then H
has a hardness gadget that satisfies the distance requirements for every v ∈ V (H) \ V (H1).
Proof. If (H1, x) is a shortcut mosaic then Corollary 21 gives a hardness gadget in H1. As in
the previous lemma, this is a hardness gadget in H and satisfies the distance requirements. If
(H1, x) is not a shortcut mosaic, apply Lemma 17 to (H1, x) to obtain a 2,3-path (P, v2, v3).
Since v3 6= x and x is a cut vertex, degH(v3) = degH1(v3) = 3 and P is the unique shortest
path in H between v3 and x. Since (H1, x) is a proper mosaic, every edge of P is on a
distinct 4-cycle of H. By Lemma 19, H contains a hardness gadget that satisfies the distance
requirements for every v ∈ (V (H) \ V (P )) ∪ {x}, which proves the lemma.
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Figure 7: The paths appearing in the proof of Lemma 25.
Lemma 25. Let H be a cactus graph. Suppose that {H1, . . . ,Hκ} is the split of H at x,
that (H1, x) contains a 2,3-path (P, v2, v3) and that (H2, x) contains a partial hardness gadget
(s, i, O, P ′). Then H has a hardness gadget that satisfies the distance requirements for very
vertex v ∈ V (H) \ (V (PP ′) ∪ {v2, v3}).
Proof. See Figure 7. Let z be the endpoint of the path P that is not x, or let z = x if ℓ(P ) = 0.
Since H is a cactus graph and v2 and v3 are on a cycle together, the cycle must contain the
edges (z, v2) and (z, v3). Since v2 6= x and v3 6= x and x is a cut vertex, degH(v2) = 2 and
degH(v3) = 3. It is easy to see that (P
′P, v2, v3) is a 2,3-path in H. For j ∈ {2, 3}, let
Pj = P
′Pvj .
We next show that the number of (ℓ(P2) + 2)-walks from i to v2 differs in parity from
the number of (ℓ(P2) + 2)-walks from i to v3. There are two kinds of walks to consider —
those that detour around cycles, and those that repeat an edge. Using the notation from
Definition 18, walks that detour around cycles are in T1 or T2 and those that repeat an edge
are in T3. Since (z, v2) and (z, v3) are not on any cycles other than the one that contains
them both, all of these walks pass through z, progressing on to v2 or to v3. Furthermore, the
number of (ℓ(P2)+2)-walks that detour around cycles is the same for both endpoints, v2 and
v3. Now note that the number of (ℓ(P2) + 2)-walks in T3(P3) is exactly one more than the
number in T3(P2), because degH(v3) = degH(v2) + 1.
We can now define the hardness gadget. Let β = ℓ(P2) + 1. s, O and i are already
defined by the partial hardness gadget; let K = ∅. Choose t ∈ {v2, v3} so that the number of
(1 + β)-walks from i to t is even.
To see that this is a hardness gadget, consider o ∈ O and y ∈ O∪{i}. s is the only vertex
that is both adjacent to o and y and has an odd number of (ℓ(P2) + 1)-walks to t (otherwise,
there would be more than one shortest path from o to t). By construction, there are an even
number of (1 + β)-walks from i to t. K = ∅ so the requirements on K are vacuous.
Now consider the primary distance requirement dH(v,O∪{i})+dH (v, t) > β−1 = ℓ(P2).
The unique shortest path in H from t to O ∪ {i} is either P2 or P3 and this path has length
ℓ(P2) so the requirement is satisfied for any vertex v that is not on P2 or P3, which is to say,
any vertex of V (H) \ (V (P )∪V (P ′)∪{v2, v3}), as required. There are no secondary distance
requirements, since K = ∅, so the lemma is proved.
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v /∈ V (H1) ∪ V (H2)
ℓ = ℓ(P )
ℓ′ = ℓ(Ps2)
Figure 8: The two partial hardness gadgets of Lemma 27.
Corollary 26. Let H be an involution-free cactus graph and let x be a cut vertex of H. If
there exists a split of H at x into {H1, . . . ,Hκ} such that (H1, x) is a proper mosaic and
(H2, x) contains a partial hardness gadget (s, i, O, P ), then H has a hardness gadget that
satisfies the distance requirements for very vertex v ∈ V (H) \ V (H1 ∪ P ).
Proof. By Lemma 17, (H1, x) contains a 2,3-path; Lemma 25 gives the hardness gadget.
Lemma 27. Let x be a cut vertex of an involution-free cactus graph H. If there is a split of
H at x into {H1, . . . ,Hκ}, such that (H1, x) contains a partial hardness gadget (s1, i1, O1, P1)
and (H2, x) contains a partial hardness gadget (s2, i2, O2, P2), then H contains a hardness
gadget that satisfies the distance requirements for every vertex v ∈ V (H) \ V (P1P2s2).
Proof. See Figure 8. The two partial hardness gadgets ensure that P = P1P2 is the unique
shortest path in H from i1 to i2 and P1P2s2 is the unique shortest path from i1 to s2. Let
ℓ = ℓ(P ) and ℓ′ = ℓ(Ps2) = ℓ+ 1.
We first show that the number of (ℓ + 2)-walks from i1 to i2 (walks which use two more
edges than P ) differs in parity from the number of (ℓ′ + 2)-walks from i1 to s2. To do this,
we use the sets of walks T1, T2 and T3 from Definition 18.
First, we show that T1(P ) = T1(Ps2), by arguing that every detour cycle C that is
available from Ps2 is also available from P . Consider a walk x1 . . . xaP
′xb . . . xℓ′s2 as in the
definition of T1(Ps2), where x1 = i1 and xℓ′ = i2. The claim is obvious if xb ∈ P so suppose
for contradiction that xb = s2 and the detour cycle is xa . . . xℓ′s2P
′xa. Then, by the definition
of partial hardness gadgets, the neighbour y of s2 in P
′ is in O2 (see Figure 9). However, the
definition also requires that every vertex in O2 has a unique shortest path to x but the detour
cycle gives two paths of length ℓ(P2) + 2 from y to x.
A similar argument shows that T2(P ) = T2(Ps2). This is obvious when xb′ ∈ P . If
xb′ = s2, the same construction gives a contradiction: the path from y to x via P
′′ is shorter
than the one via s2, which the definition requires to be the unique shortest y–x path.
Finally, we show that T3(P ) 6≡ T3(Ps2) (mod 2). This is because s2 offers an additional
set of edges that may be repeated, {(s2, o) | o ∈ O2}, and there are odd number of edges in
this set since |O2| is odd.
17
xa′ xℓ+1 = i2 s2
y = o1
o3
o2
x
C
r
Figure 9: An example of an impossible detour cycle C in T1(Ps2), using neighbours of s2.
Here O2 = {o1, o2, o3}.
We now construct the hardness gadget. If the number of (ℓ + 2)-walks from i1 to i2 is
even, then let t = i2 and β = ℓ+ 1. Otherwise, let t = s2 and β = ℓ
′ + 1. In either case, the
number of (1 + β)-walks from i1 to t is even. Then let s = s1, O = O1, i = i1 and K = ∅.
To see that this is a hardness gadget, consider o ∈ O and y ∈ O ∪ {i}. s is the unique
vertex adjacent to o and to y which has an odd number of β-walks to t. (The odd number is
one.) The construction guarantees an even number of (1 + β)-walks from i1 to t.
Now consider the primary distance requirement dH(v,O ∪ {i}) + dH(v, t) > β − 1. The
unique shortest path in H from t to O ∪ {i} has length β − 1 so the requirement is satisfied
for any vertex v that is not on this path. This is guaranteed by the restriction on v in the
statement of the lemma. There are no secondary distance requirements, since K = ∅.
Lemma 28. Let (H,x) be a rooted cactus graph containing a cycle C = x1x2 . . . xℓx1 where
ℓ 6= 4. For j ∈ [ℓ], let Hj be the component containing xj in the graph H − E(C). Suppose
that the rooted graph (H[(V (H) \ V (H1)) ∪ {x1}], x1) is involution-free. If ℓ is even, let
J = [ℓ] \ {1, ℓ/2 + 1}. Otherwise, let J = [ℓ] \ {1}. If, for each j ∈ J , (Hj , xj) is a mosaic,
then H contains a hardness gadget that satisfies the distance requirements for each v ∈ V (H1).
Proof. Note that for each j ∈ J , (Hj, xj) is involution-free. We start by dispensing with
some easy cases. First, if there is a j ∈ J such that (Hj, xj) is a shortcut mosaic then,
by Corollary 21, Hj contains a hardness gadget which satisfies the distance requirements for
xj and this is also a hardness gadget in H that satisfies the distance requirements for all
v ∈ V (H) \ V (Hj), in particular for all v ∈ V (H1). Second, suppose that there is a j ∈ J
such that (Hj , xj) is a proper mosaic and degH(xj) is odd. xj is a cut vertex of H since H is a
cactus graph. Therefore, Lemma 24 guarantees that H has a hardness gadget which satisfies
the distance requirements for every v ∈ V (H) \ V (Hj).
Thus, we can assume with loss of generality that for every j ∈ J , (Hj , xj) is a shortcut-free
mosaic. The two possibilities are:
• (Hj , xj) is a (possibly trivial) shortcut-free mosaic and degH(xj) is even, or
• (Hj , xj) consists of a single bristle.
Since (H[(V (H) \ V (H1)) ∪ {x1}], x1) is involution-free, there is some j ∈ J such that
degH(xj) is even. Otherwise, for each j ∈ J , (Hj, xj) is a bristle. Hence H has an involution
which fixes H1 but exchanges H1+d with Hℓ+1−d for each d ∈ {1, . . . , ⌊ℓ/2⌋}. We will consider
two cases, depending on ℓ.
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Figure 10: The hardness gadget of Case 1.1 of Lemma 28. In this case, K = {u}.
Case 1. ℓ is odd. We split the analysis into two cases.
Case 1.1. There is a j ∈ {⌈ℓ/2⌉, ⌈ℓ/2⌉ + 1} such that degH(xj) is even. See Figure 10.
Without loss of generality, suppose that j = ⌈ℓ/2⌉ (otherwise this could be achieved by
relabelling the vertices of C, going the other way around the cycle). We will construct a
hardness gadget. Let β = 1, s = xj+1, t = xj , and i = t. Let o be the neighbour of s in C
that is not t. (That is, o = x1 if ℓ = 3 and o = xj+1, otherwise.) Let O = {o} and let
K = ΓH(s) \ {o, i}. For every u ∈ K let w(u) = s and k(u) = ℓ− 1.
To see that this is a hardness gadget, consider o and y ∈ {o, i}. s is the only vertex that
is adjacent to o, y and t. However, there are an even number of vertices that are adjacent to
t since degH(t) is even.
Consider the (ℓ− 1)-walks from w(u) = s to each u ∈ K, noting that every vertex in K is
a neighbour of s. Since s = x⌈ℓ/2⌉+1, no (ℓ− 1)-walk from s to one of its neighbours can use
any edge that is not in H ′ = C ∪H3 ∪ . . . Hℓ. Since each of (H3, x3), . . . , (Hℓ, xℓ) is a mosaic,
C is the only odd cycle in H ′. Since ℓ− 1 is even and the distance from s to u is one, which
is odd, there is exactly one (ℓ − 1)-walk from s to each of its two neighbours i and o in C
(going the long way around the cycle) and there are no (ℓ− 1)-walks from s to K, the set of
its neighbours outside C.
Now consider the primary distance requirement dH(v, {o, i}) + dH(v, t) > 0. This is
satisfied for any v ∈ V (H) \ {t}, including each v ∈ V (H1). Finally, consider the secondary
distance requirement dH(v, s) + dH(v, {o, i, u}) > ℓ− 3. This is true for any v ∈ V (H1) since
dH(x1, s) + dH(x1, {o, i, u}) = dH(x1, s) + dH(x1, o) = ⌊ℓ/2⌋+ ⌊ℓ/2⌋ − 1 = ℓ− 2.
Case 1.2. We are not in Case 1.1 but there is still a j ∈ J such that degH(xj) is even.
Without loss of generality, we may assume that j < ⌈ℓ/2⌉, numbering the vertices of the cycle
the other way around, if necessary.
Again we will construct a hardness gadget. See Figure 11. This time, let s = x⌈ℓ/2⌉ and
i = x⌈ℓ/2⌉−1. Since we are not in Case 1.1, degH(s) = 3. Choose t ∈ {x2, . . . , x⌈ℓ/2⌉−1} such
that degH(t) is even and dH(t, i) is as small as possible. Let β = dH(t, s). Let o = x⌈ℓ/2⌉+1,
which also has degree 3, since we are not in Case 1.1; let O = {o}. Let u be the neighbour
of s that is not in C and let K = {u}. Let w(u) = s and k(u) = ℓ− 1.
To see that this is a hardness gadget, consider o and y ∈ {o, i}. dH(o, t) = β + 1 and s
is the only neighbour of o that has any β-walks to t, and it has one such walk. Also, s is
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Figure 11: The hardness gadget of Case 1.2 of Lemma 28. Here, ℓ = 13, β = 4, and K = {u}.
adjacent to y. On the other hand, there are an even number of (β +1)-walks from i to t. All
of these walks repeat an edge, and there are an even number of edges that can be repeated
because, by the choice of t, every vertex between i and t has odd degree. The proof that
w(u) = s has an even number of k(u)-walks to u and odd number of k(u)-walks to each of o
and i is exactly the same as in the proof of Case 1.1.
Now consider the primary distance requirement dH(v, {o, i}) + dH(v, t) > β − 1. This
follows for any v which is not on the unique shortest path inH from t to i, which includes every
v ∈ V (H1). Finally, consider the secondary distance requirement dH(v, s)+ dH(v, {o, i, u}) >
ℓ−3. As in Case 1.1, this is true for any v ∈ V (H1) since dH(x1, s)+dH(x1, {o, i, u}) = ℓ−2.
Case 2. ℓ is even. Recall that ℓ 6= 4 by the hypothesis of the lemma. Choose j ∈ J such
that degH(xj) is even; again, we may assume that j ≤ ℓ − 2, and 1 /∈ J by definition. Let
s = xj+1. We will construct a hardness gadget for H in each of two cases.
Case 2.1. degH(s) is even. See Figure 12. Let β = 1, i = t = xj and O = ΓH(s) \ {i}. Note
that |O| is odd. Let K = ∅.
To see that this is a hardness gadget, consider any o ∈ O and y ∈ O∪{i}. s is the unique
vertex adjacent to o, y and t. Since degH(xj) is even, there are an even number of 2-walks
from i to t = i. Consider the primary distance requirement dH(v,O ∪ {i}) + dH(v, t) > 0.
This is satisfied for every v 6= t, including every v ∈ V (H1). There are no secondary distance
requirements since K = ∅.
Case 2.2. degH(s) is odd so, in fact, degH(s) = 3. See Figure 13.
Let β = ℓ/2 − 1. Let i = xj+2, K = {xj} and O = ΓH(s) \ {xj , xj+2}, which is a single
vertex: call this o. Let t be the unique vertex in C at distance ℓ/2 from i. Let w(xj) = xj
and k(xj) = 2.
To see that this is a hardness gadget, consider o and any y ∈ {o, i}. There is a unique
(β + 1)-walk from o to t, and this goes via s. Thus, s is the unique vertex adjacent to o
and y that has an odd number (one) of β-walks to t. By construction, there are exactly two
(β + 1)-walks from i to t, one going each way around the cycle C. Since degH(xj) is even,
there are an even number of 2-walks from xj to itself, but there is exactly one 2-walk from xj
20
o1xj = i = t
s
x1H1
o3 o2
Figure 12: An example of a hardness gadget for Case 2.1 of Lemma 28. Here O = {o1, o2, o3};
the dotted line indicates omitted portions of the cycle C.
to each of o and i. The primary distance requirement is dH(v, {o, i}) + dH(v, t) > β − 1.
Since dH(t, {o, i}) = β + 1, this holds for any v. Finally, the secondary distance requirement
is dH(v, xj) + dH(v, {o, i} ∪K) > 0. This holds for any v 6= xj, including all v ∈ V (H1).
7 Hardness gadgets in cactus graphs
In this section, we show that every non-trivial involution-free cactus graph contains a hardness
gadget. We first show that every involution-free rooted cactus graph that is not a mosaic
contains a hardness gadget or a partial hardness gadget.
For rooted graphs, Observation 22 allows an inductive proof. Given an involution-free
rooted graph (H,x) in which x is a cut vertex, we can take the split {H1, . . . ,Hκ} and recurse
on the rooted graphs {(H1, x), . . . , (Hκ, x)}, since these are also involution-free. If x is not a
cut vertex or splitting at x does not give helpful rooted subgraphs, we instead cut H up by
deleting the edges of an appropriate cycle C to give components which can be rooted at the
vertices in C. One of these contains x, so needs special attention; the others are dealt with
inductively.
Finally, we need to show that every non-trivial, involution-free unrooted cactus graph
contains a hardness gadget. To do this, we temporarily introduce a root at a suitable vertex.
Lemma 29. An involution-free rooted tree (H,x) with at least three vertices contains a partial
hardness gadget.
Proof. Let o be a leaf of H at maximal distance from x. Let s be the neighbour of o. Since
(H,x) is involution-free and H contains at least three vertices dH(x, o) > 1 so s 6= x. Let i
be the neighbour of s on the path to x. Any neighbour of s that is not on the path to x
must be a leaf as, otherwise, there would be a leaf farther from x than o is. But no vertex in
an involution-free tree can be adjacent to more than one leaf, so degH(s) = 2. Let P be the
(unique) path in the tree H from i to x. The partial hardness gadget is (s, i, {o}, P ).
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Figure 13: An example of a hardness gadget for Case 2.2 of Lemma 28. In this case, ℓ = 8,
β = 3 and j = 2.
We say that a cut vertex x ∈ V (H) is cycle-separating if at least two of the components
of the split of H at x contain cycles.
Lemma 30. Let (H,x) be a connected, involution-free rooted cactus graph. Then at least one
of the following is true:
• H contains a hardness gadget satisfying the distance requirements for x, or
• (H,x) contains a partial hardness gadget, or
• (H,x) is a shortcut-free mosaic.
Proof. The proof is by induction on the number of cycles in H. If H is acyclic and is a single
vertex or a single edge, (H,x) is a shortcut-free mosaic; if it is acyclic and has more than one
edge, it contains a partial hardness gadget by Lemma 29.
Otherwise, H contains at least one cycle. If x is a cycle-separating cut vertex, let
{H1, . . . ,Hκ} be the split of H at x. Every (Hj, x) is an involution-free cactus graph and
has fewer cycles than H. If some Hj contains a hardness gadget that satisfies the distance
requirements for x, this is also a hardness gadget in H and still satisfies the distance require-
ments. Likewise, a partial hardness gadget in some (Hj , x) is also a partial hardness gadget
in (H,x). If there is no hardness or partial hardness gadget in any (Hj , xj) then, by the
inductive hypothesis, every (Hj, x) is a shortcut-free mosaic. It follows that (H,x) is, itself,
a shortcut-free mosaic. It is a mosaic because involution-freedom of (H,x) guarantees that
the (Hj , x) are pairwise non-isomorphic so, in particular, x has at most one bristle in H. It
is shortcut-free because any shortcut in (H,x) must be inside some (Hj , x), but all of them
are shortcut-free.
For the remainder of the proof, we assume that x is not a cycle-separating cut vertex
(indeed, it is not necessarily even a cut vertex). Let C = x1 . . . xℓx1 be a cycle such that
there is a path from x to x1 in which only x1 is on a cycle. (If x is on a cycle, then C is this
cycle, x1 = x and the path is trivial.) For j ∈ [ℓ], let Hj be the component of H − E(C)
that contains xj . Thus, x ∈ V (H1). We will use the fact below that x = x1 if x is on a cycle.
Otherwise, there is a unique path in H from x to x1.
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Figure 14: An example for Case 1 of Lemma 30.
Each of the rooted graphs (Hj, xj) is a cactus graph with fewer cycles than H so, by
the inductive hypothesis, each contains a hardness gadget satisfying the distance restrictions
for xj , contains a partial hardness gadget, or is a shortcut-free mosaic. If any of H2, . . . ,Hℓ
contains a hardness gadget, this is a hardness gadget in H so we are done.
If ℓ is odd, let J = {2, . . . , ℓ}; otherwise, let J = {2, . . . , ℓ} \ {ℓ/2 + 1}. Thus, J is the
set of indices j > 1 such that H contains a unique shortest path from x to xj.
Suppose that, for some j ∈ J , (Hj, xj) contains a partial hardness gadget (s, i, O, P ).
In H, x has a unique shortest path P ′ to xj and (s, i, O, P
′P ) is a partial hardness gadget
in (H,x).
Otherwise, for every j ∈ J , (Hj, xj) is a shortcut-free mosaic. If ℓ 6= 4 then, by Lemma 28,
H contains a hardness gadget that satisfies the distance requirements for every vertex in H1,
which includes x.
We are left with the case ℓ = 4. (H2, x2) and (H4, x4) are mosaics and (H3, x3) contains
a partial hardness gadget or is a shortcut-free mosaic.
Case 1. (H3, x3) contains a partial hardness gadget.
If (H2, x2) is a proper mosaic then by Lemma 17, it contains a 2,3-path. Then, by
Lemma 25, H contains a hardness gadget that satisfies the distance requirements for every
vertex v ∈ V (H) \ (V (H2) ∪ V (H3)) and this includes v = x. Similarly, there is a hardness
gadget if (H4, x4) is a proper mosaic.
So suppose that neither of (H2, x2) and (H4, x4) is a proper mosaic. Since (H,x1) is
involution-free, one of (H2, x2) and (H4, x4) is a single edge and the other is a single vertex.
Suppose without loss of generality that x2 is a single vertex. See Figure 14. Now let H
′
1 =
C ∪H1 ∪H2 ∪H4 and let P
′ be the empty path. Then (P ′, x2, x4) is a 2-3 path in (H
′
1, x3).
By Lemma 25, H has a hardness gadget that satisfies the distance requirements for every
v ∈ V (H) \ (V (H3) ∪ {x2, x4}) including v = x.
Case 2. (H3, x3) is a shortcut-free mosaic, which means that H
′ = C ∪H2 ∪H3 ∪H4 is an
involution-free proper mosaic when rooted at either x1 or x3.
First, suppose that x 6= x1. If degH(x1) is odd then, by Lemma 24, H has a hardness
gadget that satisfies the distance requirements for x1 and this also satisfies the distance
requirements for x. If degH(x1) is even, let s = x1, let i be s’s neighbour on the shortest path
to x and let P be the unique shortest path from x to i in H. (s, i,ΓH(s) \ {i}, P ) is a partial
hardness gadget in H.
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Finally, suppose that x = x1. Since x is not a cycle-separating cut vertex, every component
of the split of H at x apart from (H ′, x) is a tree. If any of these contains more than one edge,
it contains a partial hardness gadget by Lemma 29. Otherwise, either (H ′, x) is the unique
component of the split, or there is exactly one other component, which is the one-edge tree
rooted at x. In either case, (H,x) is a mosaic. If (H,x) is shortcut-free, we are done; if not,
it contains a hardness gadget satisfying the distance requirements for x, by Corollary 21.
We now show how to find hardness gadgets in unrooted cactus graphs by choosing an
appropriate vertex to act temporarily as a root.
Theorem 31. Every involution-free cactus graph H with more than one vertex contains a
hardness gadget.
Proof. Split H at a cut vertex x into rooted components (H ′1, x), . . . , (H
′
k, x) with |V (H
′
1)| ≥
· · · ≥ |V (H ′k)|, choosing x to maximize |V (H
′
2)|. Each (H
′
j , x) is an involution-free, rooted cac-
tus graph and, if any of them contains a hardness gadget satisfying the distance requirements
for x, then this is also a hardness gadget in H and we are done. Otherwise, by Lemma 30
each (H ′j, x) contains a partial hardness gadget or is a shortcut-free mosaic.
If |V (H ′2)| > 2, then each of (H
′
1, x) and (H
′
2, x) is either a proper mosaic or contains a
partial hardness gadget. Therefore, H contains a hardness gadget, by Lemma 27 (two partial
hardness gadgets), Lemma 23 (two proper mosaics) or Corollary 26 (one of each).
|V (H ′2)| cannot be 1 since H is involution free. So suppose that |V (H
′
2)| = 2. H is not
a tree because then there would be a vertex y with degH(y) ≥ 3, and choosing x = y would
give |V (H ′2)| > 2. H does not have two cycles because every involution-free cactus graph with
two cycles contains a vertex y with deg(y) ≥ 3 and choosing x = y would give |V (H ′2)| > 2.
Further, x must be on H’s single cycle as, otherwise, we could have chosen a vertex on the
path from x to the cycle as our cut vertex and, again, obtained |V (H ′2)| > 2.
Let the single cycle C of H be x1x2 · · · xℓx1. For j ∈ [ℓ], let Hj be the component
containing xj in H − E(C). Clearly, |V (Hj)| ≤ 2 — otherwise we could have chosen x = xj
to achieve |V (H ′2)| > 2.
For H to be involution-free, we must have ℓ ≥ 6. Since H is involution-free, the rooted
graph (H[V (H) \ V (H1)∪ {x1}], x1) is involution free, and for each j ∈ [ℓ(C)] \ {1}, Hj is an
isolated vertex or a bristle, so (Hj, xj) is a mosaic. Lemma 28 guarantees the existence of a
hardness gadget in H.
8 Homomorphisms to cactus graphs
We now use hardness gadgets to show ⊕P-completeness of ⊕HomsToH for non-trivial
involution-free cactus graphs H. This is more complicated than the case for trees because
an involution-free cactus graph is not necessarily asymmetric — recall, for example, the
graph H4 in Figure 2. We first investigate the automorphisms of cactus graphs and then give
our reduction from ⊕IS.
8.1 Automorphisms of cactus graphs
A centre of a graph H is a vertex x that minimises maxy∈V (H) dH(x, y). It is well known that
every tree has either one or two centres and that, if a tree has two centres, they are connected
by an edge. This fact was apparently first proved by Jordan in 1869 [17].
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Lemma 32. Every cactus graph H = (V,E) has a set S ⊆ V such that H[S] is (a) a vertex,
(b) an edge, or (c) a cycle and, for every π ∈ Aut(H), π(S) = S.
Proof. Let T be the tree formed from H by contracting all edges of H that are on cycles. Let
ρ : V (H) → V (T ) be the function that maps every vertex of V (H) to corresponding vertex
in the contraction T .
We will first consider the case that T has a single centre, c. In this case, every automor-
phism of T fixes c so every automorphism of H fixes ρ−1(c) setwise. If |ρ−1(c)| = 1 then we
are finished. Otherwise, let C1, . . . , Cκ be the cycles of H containing vertices in ρ
−1(c). Let
V (Ci) denote the set of vertices in Ci so ρ
−1(c) = V (C1) ∪ · · · ∪ V (Cκ). Let T
′ be the graph
with vertex set {C1, . . . , Cκ} in which (Ci, Cj) is an edge if and only cycles Ci and Cj intersect
in H. Again, there are two cases. First, suppose that T ′ has a single centre, Ci. In this case,
every automorphism of T ′ fixes Ci, so every automorphism of H[ρ
−1(c)] fixes V (Ci) setwise.
Thus, every automorphism of H fixes V (Ci) setwise so we are finished. Second, suppose
that T ′ has two centres, Ci and Cj . In this case, every automorphism of T
′ fixes the edge
(Ci, Cj) so every automorphism of H[ρ
−1(c)] fixes V (Ci) ∪ V (Cj) setwise. Since H[ρ
−1(c)] is
a cactus graph, there is exactly one vertex, w, in V (Ci) ∩ V (Cj). Thus, every automorphism
of H[ρ−1(c)] fixes w so every automorphism of H fixes w so we are finished.
Finally, suppose that T has two centres c and c′. Every automorphism of T fixes the edge
(c, c′). Since H is a cactus graph, there is exactly one edge (u, u′) of H with ρ(u) = c and
ρ(u′) = c′. Thus, every automorphism of H fixes the edge (u, u′) so it fixes {u, u′} setwise so
we are finished.
Lemma 33. If (H,x) is a rooted cactus graph with a non-trivial automorphism, then it has
an involution.
Proof. We prove this by induction on n = |V (H)|. The base case applies when n ≤ 2. In this
case, (H,x) has no non-trivial automorphisms.
For the inductive step, suppose n > 2. If degH(x) = 1, then let y be the neighbour of x
in H. If (H,x) has a non-trivial automorphism then this induces a non-trivial automorphism
of (H − x, y). By the inductive hypothesis, (H − x, y) then has an involution, which can be
extended to an involution of (H,x) by mapping x to itself.
So suppose that degH(x) > 1 and that (H,x) has a non-trivial automorphism. Let
{H1, . . . ,Hκ} be the split of H at x. If there exist an i ∈ [κ] such that (Hi, x) has a non-
trivial automorphism, then by the inductive hypothesis, (Hi, x) has an involution. This can
be extended to an involution of (H,x) by fixing every vertex in V (H) \ V (Hi). Otherwise,
there are distinct i, j ∈ [κ] such that (Hi, x) and (Hj , x) are isomorphic. The automorphism
that exchanges these and fixes all other vertices of H is an involution of (H,x).
Lemma 34. Let H be a cactus graph that has non-trivial automorphisms but no involution.
Then it contains a cycle x1 . . . xℓx1 such that every non-trivial automorphism of H induces a
non-trivial rotation of C. Further, any two vertices at distance 2 in C are in different orbits
under the action of Aut(H).
Proof. Note that H is not a tree, since involution-free trees are asymmetric. By Lemma 32,
there is a set S ⊆ V [H] such that H[S] is a vertex, an edge, or a cycle and, for every
π ∈ Aut(H), π(S) = S.
We start by showing that H[S] is a cycle. If instead H[S] is a vertex x then H has a
non-trivial automorphism π which is also an automorphism of (H,x). By Lemma 33 there
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is an involution of (H,x), contradicting involution-freedom of H. Similarly, if H[S] is an
edge (x, y) then H has no automorphism that swaps x and y since this would give an invo-
lution. This means that H has a non-trivial automorphism that fixes x. Once again, this
is an automorphism of (H,x), which contradicts the fact that H is involution-free. So, let
H[S] be the cycle C = x1 . . . xℓx1. Note that the automorphism group of H fixes S = V (C)
setwise so the restriction of Aut(H) to S is a subgroup of the dihedral group acting on C.
Since it does not contain a involution, it is a subgroup of the cyclic group generated by the
permutation g = (x1x2 . . . xℓ).
So, for every non-trivial automorphism π of H, the restriction of π to V (C) is gdpi for some
natural number dπ. To show that g
dpi is a non-trivial rotation of C, we will show that dπ 6= 0.
For i ∈ [ℓ], let Hi be the connected component of H − E(C) containing xi. Suppose, for
contradiction, that dπ = 0. Then there is an i ∈ [ℓ] such that the restriction of π to (Hi, xi)
is non-trivial. By Lemma 33, (Hi, xi) has an involution π
′. Therefore, H has an involution,
which agrees with π′ on Hi and fixes every vertex outside Hi. This gives a contradiction.
Finally, suppose for contradiction that xi and xj are in the same orbit, where xi, xj ∈ C
and dH(xi, xj) = 2. Then there is an automorphism π of H with π(xi) = xj . So dπ = 2. But
then (Hi′ , xi′) and (Hj′ , xj′) are isomorphic whenever i
′ and j′ have the same parity, so H
has an involution which flips the cycle C, contradicting the fact that H is involution-free.
Definition 35. Say that a homomorphism π from H to H (an endomorphism of H) is orbit-
preserving if π(v) ∈ OrbH(v) for every v ∈ V (H). Let Hom
⋆(H,H) be the set of orbit
preserving endomorphisms of H.
The following lemma shows that the orbit-preserving endomorphisms of an involution-free
cactus graph are exactly its automorphisms. Note that this is not true for all cactus graphs.
For example, any even cycle x1 . . . x2ℓx1 has an endomorphism mapping all odd-numbered
vertices to x1 and even-numbered vertices to x2. This is orbit-preserving (any cycle has only
one orbit) but not an automorphism.
Lemma 36. For any involution-free cactus graph H, Aut(H) = Hom⋆(H,H).
Proof. It is immediate from Definition 35 that Aut(H) ⊆ Hom⋆(H,H).
If H is asymmetric, then the lemma follows from the fact that Aut(H) and Hom⋆(H,H)
are both trivial.
So suppose that H has a non-trivial automorphism. Note that this implies that H is not
a tree, since every involution-free tree is asymmetric. Assume for contradiction that there
is a φ ∈ Hom⋆(H,H) that is not an automorphism of H. The homomorphism φ cannot be
a permutation of V (H), since a bijective homomorphism is an isomorphism. So there are
vertices x, y, and z in V (H) with x 6= y and φ(x) = φ(y) = z.
Define C = x1 . . . xℓx1 as in Lemma 34. For i ∈ [ℓ], let Hi denote the connected component
of H−E(C) containing xi. Each (Hi, xi) is asymmetric since every non-trivial automorphism
of H induces a non-trivial rotation of C. (If (Hi, xi) had a non-trivial automorphism then
this could be extended to a non-trivial automorphism of H that induces the trivial rotation
of C.) Suppose that x ∈ V (Hi), y ∈ V (Hi′) and z ∈ V (Hi′′). Then i
′ 6= i since the definition
of Hom⋆(H,H) ensures that both x and y are in the orbit of z in Aut(H) but the only vertex
in V (Hi) that is in the orbit of x is x itself.
There is an automorphism π of H with π(x) = z, because z ∈ OrbH(x). π induces a
rotation of C, π(xi) = xi′′ so dH(xi, x) = dH(xi′′ , z). Then, since φ(x) = z and φ is orbit-
preserving and preserves edges of H, φ(xi) = xi′′ . Similarly, φ(xi′) = xi′′ . Let π
′ be an
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automorphism of H with π′(xi′′) = xi′ and consider the homomorphism φ
′ ∈ Hom⋆(H,H)
formed by applying φ and then π′. The homomorphism φ′ satisfies φ′(xi) = xi′ and φ
′(xi′) =
xi′ .
Since φ′ ∈ Hom⋆(H,H) it maps every vertex of H to an element of its own orbit. By
Lemma 34 the orbit of every vertex in C is contained within C. Thus, φ′(C) = C. To
simplify the notation, assume without loss of generality (by relabelling the vertices around C
if necessary) that i′ = 1. Then 1 < i ≤ ℓ since i 6= i′. Also, φ′(x1) = x1. Since (x1, x2)
is an edge, φ′(x2) must be a neighbour of φ
′(x1) = x1. But xℓ is not in the orbit of x2 by
Lemma 34 so φ′(x2) = x2. Similarly, φ
′(xj) = xj for every j ∈ [ℓ]. Specifically, φ
′(xi) = xi.
This contradicts φ′(xi) = x1 since i 6= 1.
8.2 Reduction from ⊕IS
In the following definition, “adding a new path P from x to y” in a graph G means forming
a graph G ∪ P where V (G) ∩ V (P ) = {x, y}.
Definition 37. Let Γ = (β, s, t, O, i,K, k,w) be a hardness gadget in a graph H and let G
be any graph. We construct the graph GΓ as follows. Let V
′′ = {ve | e ∈ E(G)} and begin
with the graph G′ = (V ′, E′) where V ′ = V (G) ∪ V (H)∪ V ′′ (these three sets are assumed to
be disjoint) and E′ = E(H). To G′, add the following:
• for every vertex x ∈ V (G), the edge (x, s);
• for every edge e = (x, y) ∈ E(G), the edges (x, ve) and (y, ve);
• for every edge e ∈ E(G), a new β-path Pt,e from t to ve; and
• for every vertex x ∈ V (G) and every u ∈ K, a new k(u)-path Px,u from x to w(u).
In GΓ, we refer to vertices that are in V (G) as G-vertices and those in V (H) as H-vertices.
Figure 15 illustrates the construction.
Our construction of GΓ is more complex than the one used for trees, because our hardness
gadgets are more general than the corresponding structures in trees and because we must
deal with graphs H that are involution-free but still have non-trivial automorphisms. To see
the problem of non-trivial automorphisms, consider an involution-free cactus graph H that
contains a hardness gadget Γ. Suppose that H has an automorphism π that moves Γ. For
our reduction, we wish to pin one vertex to the s-vertex of Γ and another to the t-vertex.
However, we cannot do this: we can only pin to the orbits of these vertices, which include
π(s) and π(t), respectively. We must avoid counting “inconsistent” homomorphisms that,
for example, map the first vertex to s and the second to π(t) because we do not know how
many such homomorphisms there are. Including the copy of H in GΓ forbids such homo-
morphisms because, by pinning each vertex of the copy of H to its own orbit, we only allow
homomorphisms whose restrictions to the copy of H are orbit-preserving endomorphisms. By
Lemma 36, these orbit-preserving endomorphisms are automorphisms of H. Hence, we will
count only those homomorphisms that map to s and t and to π(s) and π(t), and not any that
map inconsistently between the copies of Γ.
Theorem 38. ⊕HomsToH is ⊕P-complete for every involution-free cactus graph H that
contains a hardness gadget.
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Figure 15: The construction of GΓ. Here e = (x, y) ∈ E(G) so x and y are G-vertices in GΓ.
The figure illustrates the induced subgraph of GΓ corresponding to the edge (x, y) ∈ E(G),
assuming K = {u1, . . . , uj}. H-vertices are drawn with double circles; they will be pinned in
the proof of Theorem 38.
Proof. Let Γ = (β, s, t, O, i,K, k,w) be a hardness gadget in H. Let r = |V (H)|. We will give
a polynomial-time Turing reduction from ⊕IS(1, |O|) to ⊕r-PinnedHomsToH. By the def-
inition of hardness gadgets, |O| is odd, so ⊕IS(1, |O|) is ⊕P-complete by Observation 9. The
result will then follow from Theorem 11, which reduces the problem ⊕r-PinnedHomsToH
to ⊕HomsToH.
Let G be an input to ⊕IS(1, |O|) and let GΓ be the graph defined in Definition 37. Let
p be the r-restrictive pinning function p : V (GΓ) → 2
V (H) with p(v) = OrbH(v) for every
v ∈ V (H) and p(w) = V (H) for every w ∈ V (GΓ) \ V (H). The vertices that are restricted
by the pinning function p are drawn with double circles in Figure 15. We will establish the
reduction from ⊕IS(1, |O|) to ⊕r-PinnedHomsToH by showing that
Z1,|O|(G) ≡ |HomPin(GΓ,H, p)| (mod 2). (3)
The pinning function p pins every H-vertex in GΓ to its own orbit. Therefore, Lemma 36
shows that the restriction of φ to V (H) (which we denote φ|V (H)) is an automorphism of H.
For π ∈ Aut(H), let Φπ = {φ ∈ HomPin(GΓ,H, p) | φ|V (H) = π}. For any automorphisms π
and π′ of H, |Φπ| = |Φπ′ |. Thus,
|HomPin(GΓ,H, p)| ≡ |Aut(H)| · |Φid| (mod 2),
where id denotes the identity permutation. Since H is involution-free, Cauchy’s Group The-
orem guarantees that |Aut(H)| is odd [19]. Thus,
|HomPin(GΓ,H, p)| ≡ |Φid| (mod 2).
For every φ ∈ Φid, φ(s) = s so, since ΓH(s) = O ∪ {i} ∪ K, every G-vertex v satisfies
φ(v) ∈ O ∪ {i} ∪ K. Let Φ′id = {φ ∈ Φid | ∀v ∈ V (G), φ(v) ∈ O ∪ {i}}. Consider the
decomposition
Φid =
⋃
ρ:V (G)→V (H)
{φ ∈ Φid | φ|V (G) = ρ}.
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If ρ(v) = u ∈ K for some v ∈ V (G), then
∣∣{φ ∈ Φid | φ|V (G) = ρ}∣∣ is even. This is because the
definition of the hardness gadget means there are an even number of k(u)-walks from w(u)
to u in H so there are an even number of homomorphisms ρ′ : Pv,w(u) → H with ρ
′(v) = u
and ρ′(w(u)) = w(u). Thus, |Φid| ≡ |Φ
′
id| (mod 2) so
|HomPin(GΓ,H, p)| ≡
∣∣Φ′id∣∣ (mod 2).
Finally, let Φ = {φ ∈ Φ′id | ∀e = (x, y) ∈ E,φ(x) ∈ O or φ(y) ∈ O}. Once again, the
definition of the hardness gadget ensures that |Φ′id| ≡ |Φ| (mod 2) because, the even number
of (1+ β)-walks from i to t in H guarantees an even number of homomorphisms with φ(x) =
φ(y) = i. So we have shown that |HomPin(GΓ,H, p)| ≡ |Φ| (mod 2). We will conclude the
proof of (3) by showing that |Φ| ≡ Z1,|O|(G) (mod 2).
Let Ψ be the set of functions π : V (G) → O ∪ {i} such that π−1(i) is an independent set
of G. Now Z1,|O|(G) ≡ |Ψ| (mod 2) so it will suffice to show |Ψ| ≡ |Φ| (mod 2). To do this,
note that Φ =
⋃
π∈Ψ{φ ∈ Φid | φ|V (G) = π}. So it suffices to show that, for every π ∈ Ψ,
|{φ ∈ Φid | φ|V (G) = π}| is odd. This follows from the definition of the hardness gadget.
Item 2 in the definition ensures that for each edge e = (x, y), there are an odd number of
ways to extend π to ve and Pt,e. Item 4 ensures that there are an odd number of ways to
extend π to the internal vertices of the paths Px,u and Py,u for u ∈ K.
We can now prove our main result.
Theorem 6. Let H be a simple graph in which every edge belongs to at most one cycle.
If the involution-free reduction of H has at most one vertex then ⊕HomsToH is solvable in
polynomial time. Otherwise, ⊕HomsToH is complete for ⊕P with respect to polynomial-time
Turing reductions.
Proof. Let H ′ be the involution-free reduction of H. If H ′ has at most one vertex then
⊕HomsToH ′ is trivially solvable in polynomial time. By Lemma 1, every graph G satisfies
|Hom(G,H)| ≡
∣∣Hom(G,H ′)∣∣ (mod 2) (4)
so ⊕HomsToH is also solvable in polynomial time.
If H ′ has more than one vertex then some component H1 of H
′ has more than one vertex
(since H ′ is involution-free). Also, H1 is involution-free. Since H1 is an induced subgraph
of H, it is a cactus graph. By Theorems 31 and 38, ⊕HomsToH1 is ⊕P-hard. By Lemma 3,
⊕HomsToH ′ is ⊕P-hard. But (4) gives a reduction from ⊕HomsToH ′ to ⊕HomsToH, so
⊕HomsToH is also ⊕P-hard.
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