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ABSTRACT
This paper demonstrates the use of the AI-Powered Database
(AI-DB) in identifying non-obvious patterns in crime data
that could serve as an aid to predictive policing measures.
AI-DB uses an unsupervised neural network, db2Vec, to cap-
ture inter and intra-column semantic relationships from a
relational table and allows users to exploit such relation-
ships using novel semantic SQL queries. Using the pub-
licly available New York Police Department (NYPD) Crime
Complaint Dataset as an example, the paper illustrates how
AI-DB can be used to interpret the data and generate useful
insights. We demonstrate that AI-DB’s database embedding
model and semantic queries enable users to identify crimi-
nal complaint patterns that are not possible to extract using
current crime analysis tools, including NYPD’s state-of-the-
art Patternizr system. We show that the AI-DB system can
generate new insights with reduced pre-processing and exe-
cution costs (e.g., no labeling, reduced feature engineering,
and use of standard SQL queries) with reasonable training
performance (i.e., processing and training the 6.5 Million
crime complaints in the NYPD Crime Complaint Dataset
took less than 4 hours). The SQL-based implementation
can be incorporated into any data science pipeline to pro-
vide visual representation of the results.
1. INTRODUCTION
Law enforcement work can be broadly classified into re-
active policing where officers respond to service calls, make
arrests, etc. and pro-active policing where historic polic-
ing data is used to understand crime patterns and insights.
With such information police departments can strategize
long and short term policies to prevent and/or mitigate fu-
ture significant incidents. Recognizing the importance of
pro-active techniques, the National Institute of Justice, an
Agency of the U.S. Department of Justice supports several
initiatives in this area [12, 7]. One area in particular is
Predictive Policing where historical crime-data information
combined with geo-spatial technologies and evidence-based
intervention models are used to reduce crime and improve
public safety. Research in this field has been focused on the
use of advanced analytics and statistical methods to aid the
identification of patterns in crime data. In some cases these
methods have been augmented with the use of geo-spatial
information as well as dynamic information of citizen ac-
tivity (travel, shopping, dining, working, etc) within such
geo-spatial and temporal data.
Currently, there are multiple systems [17, 6, 15] designed
to analyze criminal datasets, including Patternizr, which is
the state-of-the-art system deployed at the New York Po-
lice Department (NYPD) for identifying criminal complaint
patterns [4]. All of these approaches use supervised training
techniques to classify and predict criminal complaints. Any
supervised training approach requires extensive feature engi-
neering as well as data labeling. Furthermore, a supervised
model can predict only one attribute that the model has
been trained for. As we demonstrate in this paper, our novel
approach, AI-Powered database (AI-DB), based on unsuper-
vised neural network modeling of relational tables can not
only identify obvious patterns as the Patternizr but can also
uncover unapparent insights from the NYPD dataset.
In this paper, we apply AI-DB to analyze the publicly
available NYPD historic crime complaint dataset [11]. AI-
DB is a prototype relational database system currently being
developed at IBM Research that uses an unsupervised neural
network based approach from Natural Language Processing
(NLP), called vector embedding, to extract latent semantic
knowledge from a database table or a collection of tables [2,
3, 1]. For a text document, the word embedding model (e.g.,
Word2Vec [9]) builds a semantic model for the document
words, where for each word, the inferred semantic meaning
captures contributions from neighborhood words, across all
instances of such word. For relational tables, our new vec-
tor database embedding model (db2Vec) captures inter- and
intra-column and inter-row semantic relationships between
database entities of different types and builds a meaning
vector for each entity. The vector model is integrated into
the existing SQL query processing infrastructure and used to
enable a new class of SQL-based semantic analytics queries
called Cognitive Intelligence (CI) queries. The AI-DB ap-
proach enables new capabilities (e.g., inductive reasoning
queries), ease-of-use (e.g., no data labeling, no or very lim-
ited feature engineering, and standard SQL-based querying),
and reasonable pre-processing and training performance.
The remainder of the paper is organized as follows. First,
literature in crime prediction is reviewed in Section 2. In
Section 3, the main features of AI-DB system are high-
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lighted. Section 4 describes the features of an in-house tool
developed by the New York Police Department, Patternizr,
designed to identify meaningful crime patterns to aid inves-
tigators. Section 5 describes the data pre-processing stage
in training the database embedding model from the NYPD
dataset. Section 6 details different ways of detecting crime
patterns and extracting relevant information using various
types of CI queries which include similarity, dissimilarity,
multi-attribute, analogy, and semantic clustering queries.
This information can be visualized in several different forms,
such as tables, line and bar charts, and geo-spatial maps. Fi-
nally in Section 7, a summary of the results obtained using
AI-DB is presented and it concludes with describing future
work.
2. RELATED WORK
Analysis of crime data is not a novel concept. There have
been multiple approaches taken to realize implicit informa-
tion embedded in such data. Some examples of these ap-
proaches are crime pattern detection and identification, lo-
calization and visualization of criminal hot spots organized
by crime classification, and forecasting crime types given a
set of attributes. Another example is the identification of
crime patterns to help identify new crime patterns and aid
in making arrests[4]. For this purpose a system, Patternizr,
was built using three supervised machine learning models to
help identify burglaries, robberies, and grand larcenies. This
system was incorporated into the NYPD Domain Aware-
ness System (DAS) and is available to authorized person-
nel. Starting from the NYPD complaint dataset, multiple
crime-to-crime similarity values are combined into a similar-
ity score that quantifies the likelihood that a pair of crimes
are in a pattern together. Patternizr is designed around a
pattern detection algorithm first introduced in [17] called Se-
ries Finder. Series Finder is a supervised machine learning
algorithm that makes use of pattern-specific and pattern-
general coefficients. It is a growing algorithm that makes
use of certain seed complaints and grows by adding other
crimes in the database to achieve a minimum cohesion score.
Cambridge Police Department data was used to validate this
approach. In [6] the same NYPD crime dataset is used in
conjunction with weather and temporal attributes to predict
crime using various traditional machine learning algorithms
and deep learning.
Another use of multiple datasets is described in [15] where
Chicago and Portland crime complaint data is augmented
with weather, public transportation and census data to pre-
dict crime counts. A variety of neural network architectures
including Feed Forward, Convolutional, Recurrent and their
combinations are used to predict crime count bins on a spa-
tial region at a daily level. Selection of features for predict-
ing crime counts based on NYPD Felony Crime Data and
geo-spatial citizen activity from Foursquare is described in
[8]. Data from Foursquare is divided into spatial features
representing static information about a venue and human
dynamic features representing how citizens interact with a
venue. To validate the feature selection algorithms a super-
vised learning crime count prediction system is described.
The system implements different techniques for crime count
prediction such as Lasso, Ridge and Random Forest Regres-
sor models while optimizing Root Mean Squared Logarith-
mic Error. Another interesting dataset that can be used for
crime prediction is the 911 emergency calls. In [5], 911 calls
from New York City are analyzed to predict local demand of
police resources. The initial step is to cluster the calls based
on temporal behavior to provide insight to call behavior.
This is followed by the development of a predictive model
to be used to estimate future resource demands in specific
regions. Finally, the system also includes techniques to de-
tect anomalous events allowing the identification of unusual
events and allocation of resources accordingly.
3. AI-POWERED DATABASE OVERVIEW
AI-Powered Database (AI-DB) is a novel relational database
system being developed that uses the power of unsuper-
vised neural networks to enable standard SQL-based seman-
tic queries on relational tables. There are three key phases
in the execution flow of an AI-Powered Database [2, 3]. The
first preprocessing phase takes a relational table with dif-
ferent SQL types as input and returns an unstructured but
meaningful text corpus consisting of a set of sentences. This
transformation, termed textification, allows us to generate a
uniform semantic representation of different SQL types. The
textification phase processes each relational row separately
and for each row, converts data of different SQL data types
to equivalent text representation. Once a relational table is
converted into a textual training dataset, it is processed by
the database embedding (db2Vec) approach to generate se-
mantic vectors for every unique entity in the training dataset
(training phase). The db2Vec differs from traditional NLP
vector embedding models used for language modeling, such
as Word2Vec [9] or GloVe [13] in several ways. Key differ-
ences include:
• A sentence generated from a relational row is generally
not in any natural language such as English. In the
db2Vec implementation, every token in the training set
has the same influence on the nearby tokens; i.e. we
view the generated sentence as a bag of words, rather
than an ordered sequence.
• For relational data, we provide special consideration to
primary keys. Traditional word embedding approaches
discard less frequent words from computations. In our
implementation, by default, every token, irrespective
of its frequency, is assigned a vector. For a unique
primary key, its vector represents the meaning of the
entire row.
• The db2Vec model provides special treatment for the
entities corresponding to the SQL NULL (or equivalent)
values. The NULL values are processed such that they
do not contribute to the meanings of neighboring non-
null entities; thus eliminating false similarities.
For each database token in a relational table, the model
generates a vector that encodes contextual semantic rela-
tionships generated by collective contributions of other to-
kens within and across rows (each table row is viewed as
a sentence). The db2Vec model generates a variety of se-
mantic vectors: (1) each unique primary key is associated
with a semantic vector that captures behavior of the entire
relational row associated with that key, (2) for all other enti-
ties, their semantic vectors capture collective contributions
of their neighborhood entities across their occurrences, and
(3) table schema types (column names) get their meaning
vectors that capture table-wide relationships.
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The final query execution phase is where the user issues
SQL statements to extract information from one or more
databases using the trained db2Vec models. Such queries,
termed Cognitive Intelligent (CI) queries, can support both
the traditional value-based as well as the new semantic con-
textual computations in the same query. Each CI query uses
user-defined functions (UDFs) to measure semantic simi-
larity between a pair of sets (or sequences) of tokens as-
sociated with the input relational parameters. The core
computational operation of a cognitive UDF is to calcu-
late similarity between a pair of tokens by computing the
cosine similarity between the corresponding meaning vec-
tors. For two vectors v1 and v2, the cosine similarity is
computed as cos(v1, v2) = cos(v1, v2) =
v1·v2
‖v1‖‖v2‖ . The co-
sine similarity value varies from 1.0 (very similar) to -1.0
(very dissimilar). Each CI query uses the UDFs to execute
nearest neighbor computations using the vectors from the
current word-embedding model. Our current implementa-
tion supports four types of CI SQL queries: similarity based
classification, inductive reasoning, prediction, and cognitive
OLAP [2]. Figure 1 presents a simple CI SQL query that
given a complaint number (i.e., 229113435), identifies other
complaints with the similar behavior (each table row repre-
sents a complaint). The UDF, ComplaintSimilarityUDF(),
takes relational variables as input, and returns a similarity
score computed using corresponding meaning vectors. The
SQL CI query then returns those rows whose semantic sim-
ilarity is higher than a specified bound (0.5), ordered in a
decreasing order of semantic similarity.
SELECT *,
ComplaintSimilarityUDF(X.CMPLNT NUM,"229113435")
AS proximityValue
FROM Index View X
WHERE ComplaintSimilarityUDF(X.CMPLNT NUM,"229113435") >
0.5
ORDER BY proximityValue DESC
Figure 1: Example of a SQL CI similarity query:
find complaints similar to a given complaint
One of the key advantages of the vector embedding ap-
proach is that one can compute semantic similarity between
any pair of entities by computing cosine similarities be-
tween the corresponding vectors. Thus, unlike the super-
vised training model that works only for the target entity
it has trained for, a single embedding model can be used
to compute different types of similarities between any pair
of entities, irrespective of their types, from the associated
relational table.
4. PATTERNIZR: NYPD’S CRIME ANALYSIS
TOOL
Law enforcement agencies have access to a lot of data,
however identification of crime patterns is a non-trivial task.
The New York Police Department has developed an in-house
tool, called Patternizr, to aid investigators in crime analysis
and prediction, specifically by identifying meaningful crime
patterns[4]. Patternizr has been designed to address the fol-
lowing issues: (1) On encountering a new crime report, an
investigator tries to recall crimes with similar characteristics
to see if they belong to a pattern. This process is time con-
suming and memory based. (2) Investigators cannot effec-
tively identify patterns across precincts and patterns linked
deeper in the past over longer periods due to the manual
process. (3) Use of search engines limits the search to exact
categorical matches, unable to consider a broader match on
different attributes. Patternizr identifies complaint patterns
defined as a group of complaints that are similar and could
be committed by the same person. The crimes in a pattern
may be nearby in space, similar in times and days of occur-
rence, and (or) alike in method (also known as the modus
operandi, or M.O.)
Patternizr uses supervised machine learning to provide
recommendations to crime analysts. The general flow of the
process is: first, a seed complaint is chosen, then a com-
parison of that seed complaint and every other complaint
is made to generate a similarity score, and the ranked list
of similar complaints is returned for analytic review. The
model makes use of the Random Forest algorithm for clas-
sifying pairs of crimes as a pattern. A separate model is
built for three different crime types: burglary, robbery, and
grand larceny. Each model is trained over a data corpus
of crime complaints recorded over a 10 year period from
2006-2015 for the associated crime type. Each training ex-
ample is a pair of two crime complaints, with features such
as location, date-time, categorical, suspect information, and
unstructured text. Sensitive attributes like race and
gender were removed while training the model.
The Patternizr paper [4] mentions two key shortcomings
of the system: first, it compares complaints using only three
crime types, but Patternizr users would like compare com-
plaints at a lower granularity, e.g., compare grand larceny
against petite larceny complaints. Second, users would like
to compare complaints across crime types, e.g., robberies
and grand larcenies. The supervised learning approach also
restricts the pattern identification to only one aspect of
a criminal complaint, crime types; e.g., analysts can not
compare crime types against crime location, or crime types
against crime times. In addition, the current approach for
building the Patternizr model using pairwise computations
is computationally expensive (it took 19.4 days to process
all historical pairs on the cloud with 1600 cores [4]). As
discussed in the following sections, the AI-DB approach that
uses unsupervised training, can address both the functional-
ity and performance issues, and also provide new capabilities
for criminal analysts.
5. DATA PRE-PROCESSING AND MODEL
TRAINING IN AI-DB
The NYPD historic crime complaint dataset consists of
felony, misdemeanor and violation crimes reported to the
New York Police Department from 2006 to present [11]. This
dataset has been downloaded from NYC Open Data Portal
[10], where publicly available datasets from different city
agencies, including the New York City Police Department,
can be downloaded. The complaint dataset was made pub-
lic in 2016 and has had periodic updates since then. The
data version that was downloaded for this analysis was last
updated in September 2019. It is in CSV format with 2.06
GB in size and contains 6500870 distinct complaints, each
containing 35 features. More details on the NYPD schema
(i.e., column names and types) can be found in Appendix A.
3
Figure 2: Different steps in generating a database
embedding model. (A) Original Table data; (B)
Training dataset after textification; (C) Embedding
model generated by db2Vec
Figure 2 outlines key steps in building a database embed-
ding model from the raw NYPD crime complaints database.
The first step, textification, converts the CSV file into a cor-
responding text document. First, several column attributes
from the original dataset was removed. The dropped columns
include sensitive attributes containing suspect and
victim gender and race information, and other columns
that presented redundant information or seemed unimpor-
tant in adding any value to the analysis (i.e., more than 90%
entries were marked “not available” (NA)). Appendix A lists
the dropped columns along with their descriptions.
Data from the remainder 18 columns (Appendix A) was
then transformed using a Python based framework utilizing
key libraries (e.g., pandas, sklearn, and numpy). The input
CSV data file is first read into a pandas dataframe in chunks
and each chunk operated on using pandas dataframe func-
tions. Entities for the PD DESC column are processed to
create a list of offense descriptions. Entries for the columns
CMPLNT FR DT and CMPLNT FR TM are converted to datetime
datatype. Year, month, day of the week is extracted from
CMPLNT FR DT whereas time is bucketed into intervals from
CMPLNT FR TM. After datetime transformations, various chunks
are aggregated to form a single in-memory dataframe. The
NA values are replaced by the string EMPTY. Using sklearn’s
preprocessing library, values for the columns VIC AGE GROUP
and SUSP AGE GROUP are label encoded. After these transfor-
mations, all values are converted to strings and each value
is prepended with the column name separated by an under-
score. This dataframe is then saved as a text document, see
Figure 2(B).
For the 2.06 GB NYPD complaints dataset, the entire tex-
tification process took around 32 minutes. The majority
of time was spent in Python libraries for feature extraction
and label encoding. The textified document is then trained
using db2Vec (Section 3) to build a database embedding
model. The training step generated a model where each of
the 6501958 entries gets a 300 dimensional single-precision
vector, Figure 2(C). The training process took 208 min-
utes (around 3.5 hours) on a single dual-core x86 system
(with 2 Xeon CPU E5-2680 processors, each with 28 cores).
6. INSIGHTS DERIVED FROM AI-DB QUERIES
This section presents the results of evaluating AI-DB ca-
pabilities on the NYPD crime complaints dataset. For the
evaluation, we used a Spark 2.3 based implementation of
the AI-DB system [1]. The original CSV dataset along with
the corresponding database embedding model were stored
as Spark dataframes. Then SQL CI were invoked on these
dataframes. For certain queries, we computed the similarity
results using cosine similarity calculations. Our experiments
were run on a single dual-core x86 system. For visualiza-
tion purposes, a Jupyter Notebook was designed combining
the results of CI SQL and cosine similarity based similar-
ity queries with map and graphic visualization capabilities.
The some of the figures in this section were generated from
this Jupyter Notebook.
In this section, we discuss results from executing the fol-
lowing CI queries on the NYPD historic criminal complaints
dataset: complaint similarity, single- and multi-attribute
similarities, dissimilarity, and inductive reasoning queries.
6.1 Complaint Similarity Queries
In the first set of experiments, we replicate what Pat-
ternizr can achieve: given a seed complaint, identify and
group related complaints to expose underlying patterns. How-
ever, unlike Patternizr, we support similarity queries on
complaints of different crime types. For this set of experi-
ments, we use the three seed complaints presented in Fig-
ure 3. These three complaints have completely different
temporal, spatial, and offense related attributes. For each
complaint, we invoke a CI similarity query over two differ-
ent database embedding models: one trained on data with
18 columns (Section 5), and the other one trained on a dif-
ferent view of the underlying table: it has 17 columns and
the precinct information is skipped. For the complaint sim-
ilarity computations, we compare vectors of the complaint
number entries, which are unique primary keys. Therefore,
the meaning vector for each complaint number captures the
behavior of its entire row.
Figure 3: Seed criminal complaints: A, B, C
In the first scenario, let us consider the crime complaint
A in Figure 3 as the seed complaint. Our aim is to find
complaints that exhibit similar behavior as the current seed
complaint. Figure 4 presents the results of executing a sim-
ilarity query using two different models. In both cases, we
present 3 complaints that are most similar to the seed com-
plaint (i.e., the cosine similarity score between the meaning
vectors of the complaint entities is the closest to 1.0).
We can see that the top three complaints returned by the
similarity query share the precinct, borough, premise, and
offense description; however, they differ in date, begin-end
times, and suspect age. When the model was built without
using the precinct information, the top matched complaints
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Figure 4: Similar Robbery Complaints
lie across multiple precincts in the Bronx. This result high-
lights the key aspect of the AI-DB approach: the inferred
meaning of a relational entity (e.g., a complaint number)
is based on the relational view used to train the database
embedding model. As such the results provide additional
information which can be used for deeper insights. Since
the results span across multiple years one can use such in-
formation to determine if there was a relapse of the crime
suspect.
Let’s look at the results (Figure 5) for another seed com-
plaint about a burglary (Figure 3:B). The first set of re-
sults finds burglary complaints across different precincts in
Brooklyn, but with the same premise as the seed complaint:
a Synagogue. With the new model, the similar complaints
span multiple boroughs with different begin-end times and
premises. These results can provide new useful insights since
criminals do not stick to a single borough.
Figure 5: Similar Burglary Complaints
One of the shortcomings mentioned in [4] is that Patt-
ernizr currently cannot detect patterns across crime types,
and a new model needs to be trained for each crime type
pair. In the AI-DB approach, not only can you compare
across crime types but also without the need to train new
models. The same model is used for analyzing complaints
across all crime types.
Let us look at a grand larceny complaint from 2018 (Fig-
ure 3:C) and find petit larceny complaints similar to it in
the same year. Note that the same model is used on all
queries, independent of crime type such as robbery, grand
larceny, or burglary. The differences and commonalities be-
tween these complaints can be seen from the output of the
query highlighted in Figure 6 which depicts the important
temporal, spatial and other crime related information of the
similar complaints.
Figure 6: Similar Petit Larceny Complaints
From these experimental results, one can note that CI
queries generate vastly diverse results based on what view
of the data is used for model training. As we can see from
the attributes of similar crimes, they all occur in similar time
intervals and at the same premise; however the precincts are
different. This provides a view for investigators to expand
their realm in terms of identifying patterns out of their as-
signed precincts as it is very likely that a suspect may com-
mit crimes in different precincts. It also provides informa-
tion that can be used to visualize crimes by given premises
and time windows.
6.2 Single-attribute Similarity Queries
In the previous section, we demonstrated similarity queries
over complaint number entries that are unique primary keys
of the table. In this section, we demonstrate AI-DB similar-
ity queries over entities that are not unique primary keys,
and their meaning vectors capture collective contributions
of other neighborhood entities. Also, since AI-DB generates
meaning vectors for all unique entities in a relational tables,
it is possible to compare entities irrespective of their rela-
tional schema type. For these experiments, we used a CI
SQL query similar to shown in Figure 1 using the full model
(with 18 columns).
In the first experiment, we find similar premises based on
their collective criminal behavior inferred by using all at-
tributes of the dataset. In the first case, we get the sorted
list of premises similar to Synagogue as follows: (1) Other
House of Worship, (2) Mosque, (3) Public School, (4) Church,
and (5) Jewelry, which belong mostly to places of worship.
In the second experiment, we aim to find premises similar
to Street, CI similarity query returns the following sorted
list of premises: (1) Other, (2) Bus Stop, (3) Bus (NYC
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Transit), (4) Taxi (Livery Licensed), (5) Public Building,
and (6) Gas Station. All these choices are related to Street:
bus, bus stops, taxis and gas station are all on streets, and
public building also makes sense as crimes might occur in
the buildings on prominent crime ladden, busy streets.
The next query finds most similar borough to a bucketed
time interval. As discussed in Section 5, before training the
database embedding model, the time value for each com-
plaint is bucketed into 4 intervals: Morning (6 am-noon),
Afternoon (noon-6 pm), Evening (6 pm-midnight), and
Night (midnight-6 am). Figure 7 presents the results of
the similarity query as a heatmap. The result matches the
anecdotal evidence that in the morning most complaints
arise from commuting boroughs like Queens, Brooklyn, and
Staten Island; Manhattan gets most complaints in the work-
ing hours; Staten Island is the safest borough in the evening
and night intervals; and The Bronx and Brooklyn generate
most complaints at night.
Figure 7: Boroughs Most Similar to Time Intervals
Similar to the query which compares time and precinct,
one can also explore meaningful relationship between time
and premise. It would be advantageous for the police to
determine which premise there is likely to be a crime at
certain time period in a day. The results from the query
of finding most similar premise to a bucketed time interval
can be seen in Figure 8. We observe that the results depict
some of the usual hot spots of premises suitable for that
time (e.g., schools in the morning, stores in the afternoon,
etc.) If we look at time evening, we see that the top 2
results are parking areas. This is quite natural as people
would go to pick up their cars after work in the parking
lots, increasing the chances of crime. Another interesting
premise is bar and night clubs which perfectly matches with
the time people visit bars. Finally, at night most crimes are
reported from public transportation system (e.g., buses and
other facilities), and public building.
6.3 Dissimilarity Queries
Figure 8: Sorted List of Premises Most Similar to
Time Intervals
Another novelty of the AI-DB approach is the ability to
find entities dissimilar to a given entity. Dissimilarity is
an interesting concept; because just like similarity one value
being dissimilar to another is a holistic notion which encom-
passes the influence of multiple attributes. A dissimilarity
CI query is a very minor modification of the similarity query
shown in Figure 10; instead of checking for similarity score
closer to 1.0, we check for similarity score closer to -1.0,
and return the results in the ascending order. Statistical
dissimilarity compares different entities based on their fre-
quency and purely using statistical measures. As such, one
can define dissimilarity only for specific attributes; it can
not capture collective meanings based on the entirety of at-
tributes.
To illustrate this capability, let’s look at an example query
to find dissimilar precincts. According to a raw count of
complaints, precinct 75 has the most number of crime com-
plaints. From Figure 9, one can see the red-colored precinct
is 75 which serves the easternmost portion of Brooklyn and
envelopes East New York and Cypress Hills. Using the AI-
DB CI query, the top 10 most dissimilar precincts to precinct
75 can be seen from Figure 11.
Precinct 22, which covers Central Park, is identified to
be the most dissimilar precinct. It is followed by other
precincts which are primarily in Manhattan, Staten Island
and Queens. If we take a look at the precincts which have
the least number of complaints (Figure 11), we can see that
our result does more than just listing the dissimilarity in
order of frequency; it can capture impact of individual at-
tributes (e.g., crime types, offenses, etc.) on the precinct
meaning.
6.4 Multi-attribute Similarity Queries
The multi-attribute query is an extension of the single
inter-column (attribute) similarity query. In a multi-attribute
query, given a value of an attribute, we aim to find values of
the other relevant attributes that are most similar (dissimi-
lar) to the input attribute value. Since such a query cannot
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Figure 9: HeatMap of total crime complaints in
NYC till ’18
val result premdis df = spark.sql("""SELECT DISTINCT
X.ADDR PCT CD, precinctSimilarityUDF("75", X.ADDR PCT CD)
AS proximityValue
FROM Index View X
WHERE precinctSimilarityUDF("75", X.ADDR PCT CD) > -1.0
ORDER BY proximityValue ASC """)
Figure 10: Example of a SQL CI dissimilarity query
be easily expressed in SQL, we use simple cosine-similarity
based scores to find similar (dissimilar) entities.
As an example, consider a query that for a given offense
key, KY CD 235, finds most similar values for the target set
of attributes: {TIME NIGHT, ADDR PCT CD 25,
BORO NM MANHATTAN,
PREM TYP DESC PARK PLAYGROUND,
OFNS DESC DANGEROUS DRUGS, MONTH 6 }.
If we explore the output, it paints a believable story. The
offense key 235 corresponds to the offense description of dan-
gerous drugs. Precinct 25 encompasses the northern portion
of East Harlem which has the Marcus Garvey Park, Harlem
Art Park, and the 125th Street Metro-North Station. The
most similar premise in the output is park or playground
which relates to the precinct description. Month 6 corre-
sponds to June where the weather starts getting hotter in
summer and days are longer and temperatures start to cool
in the night time which seems like a favorable climate to
commit such a crime. The most similar time is night (closer
to 2 am) which seems a likely time to commit such a crime.
If we look at Figure 12, we can see that many people tweet
that precinct 25 has drug related issues.
Another example of a multi-attribute query is as follows:
given the evening time, find most similar values to the
target set of attributes. We observe the following result:
{BORO NM MANHATTAN, DAY OF WEEK 4,
ADDR PCT CD 10, LAW CAT CD FELONY,
PREM TYP DESC PARKING LOT GARAGE (PRIVATE),
OFNS DESC ROBBERY, MONTH 1}.
This result tries to tell us that, according to the past
data in Manhattan, near Hudson yards and Chelsea area
Figure 11: Top 10 precincts dissimilar to Precinct
75
Figure 12: Twitter feed for precinct 25
(Precinct 10) on a Friday near parking lots in January, rob-
beries are likely committed in the evening.
6.5 Inductive Reasoning Queries
A unique feature of embedding models such as word and
database embeddings is their capability to answer inductive
reasoning queries that enable an individual to reason from
part to whole or from particular to general [16, 14]. Solu-
tions to inductive reasoning queries exploit latent semantic
structure in the trained model via algebraic operations on
the corresponding vectors. AI-DB encapsulates these oper-
ations in UDFs to enable different types of inductive rea-
soning operations on relational entities using CI queries. In
this section, we demonstrate application of two inductive
reasoning queries, semantic clustering and analogy, to ex-
tract novel insights from the NYPD complaints dataset.
6.5.1 Semantic Clustering Queries
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Given a set of input entities, {X, Y, Z, ..}, the semantic
clustering process identifies a set of output entities, {W, ..},
that share the most dominant trait with the input entities.
Figure 13 presents the corresponding CI query that returns a
set of complaints that share the dominant traits with the in-
put complaint set, {387152338, 259754425, 752017184}. Re-
sults of this query are presented in Figure 14. The semanticClusterUDF()
first computes a centroid vector from the meaning vectors of
the input entity set, and then finds those entities whose co-
sine similarity with the centroid vector is greater than some
bound (0.5).
val result boro cluster = spark.sql("""SELECT
X.CMPLNT NUM,
semanticClusterUDF("387152338", "259754425",
"752017184", X.CMPLNT NUM)
AS proximityValue
FROM Index View X
WHERE semanticClusterUDF("387152338", "259754425",
"752017184", X.CMPLNT NUM) > 0.5
ORDER BY proximityValue DESC """)
Figure 13: Example of a SQL CI semantic clustering
query: Find a complaint number showing the same
traits as input complaint numbers
From Figure 14, we can see that all of the source com-
plaints have the offense descriptions related to financial crimes
involving a compromise in bank or credit card information.
This dominant trait in the chosen seed complaints is present
in all the resultant complaints. Additionally the boroughs
and time periods are also in a similar range to that of the
seed complaints.
Figure 14: Semantic Clustering query over a set of
complaints
As a second experiment, we used a query similar to the
query shown in Figure 13 for complaints related to vehi-
cle larceny offenses, we get the result shown in Figure 15.
We can observe that all source complaints have the offense
descriptions involving some kind of vehicle larceny or unau-
thorized use. Along with that, all the seed crime complaints
occur on the street. These are the dominant traits in those
complaints. Similar to the results in Figure 14, all the result
complaints share the offense description: unauthorized use
of vehicle, specifically bicycle or motorcycle. The premise
also matches with the seed complaints. Additionally the
boroughs are also in a similar range to that of the seed com-
plaints.
Figure 15: Semantic Clustering query over a set of
complaints
6.5.2 Analogy Queries
Wikipedia defines analogy as a process of transferring in-
formation or meaning from one subject to another. A com-
mon way of expressing an analogy is to use relationship be-
tween a pair of entities, source 1 and target 1, to reason
about a possible target entity, target 2, associated with an-
other known source entity, source 2. The CI SQL query for
analogies is similar to the semantic clustering query (Fig-
ure 13), where the UDF executes vector operations to ex-
tract the possible answers.
For the NYPD dataset, we can encode the following rela-
tionship, Manhattan:14 :: Bronx:?, as a CI query (i.e.,
identify a precinct in the Bronx that has the same behavior
as precinct 14 in Manhattan). The top analogous precinct
returned by the CI query is precinct 43. It shares cer-
tain commonalities with the precinct 14 which are presented
in Figure 16. Specifically, both precincts have the largest
number of complaints in the borough; they share the most
common offense and premise (petit larceny and street), and
crimes are reported mostly at evening and night. Precinct
14 is the southern precinct of Mid-town and serves com-
mercial areas like Grand Central, Times Square, Penn Sta-
tion, Madison Square Garden, Koreatown section, and the
Manhattan Mall Plaza. Whereas Precinct 43 is also in the
southeast section of the Bronx. It has four primary commer-
cial strips: Westchester Avenue, Castle Hill Avenue, White
Plains Road, and Parkchester. We can see that both are
commercial areas in similar locations within each borough.
Since the meaning vector of a complaint captures the
holistic meaning of the crime complaint based on contribu-
tions of different attributes in that row, an analogy between
a borough and a complaint would provide much utility. If
an analyst knows about a certain crime complaint that hap-
pened in the borough of Queens, and wants to find another
complaint that has the same relation in the Bronx, the anal-
ogy would look like this: Queens:586406852 :: Bronx:?
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Figure 16: Analogy of precincts in different bor-
oughs of NYC
Figure 17: Analogy for finding similar complaints in
different boroughs of NYC
The top analogous complaint number returned by the CI
query is: 692937181. From Figure 17, we can see that com-
plaint number 692937181 shares a lot of characteristics with
complaint number 586406852. These complaints both have
the same offense, occur during similar time periods and at
the same premise. In addition to that the age groups of the
suspect and victim both have the same range.
7. CONCLUSIONS AND NEXT STEPS
Automated crime analysis is garnering huge importance in
recent times to undertake crime prevention strategies for en-
suring public safety. AI-Powered Database (AI-DB) serves
as a unique solution to enhance efficient policing and aid in
decision making process of crime analysts. The application
of AI-DB to a real crime dataset generates insights which
are either not easily made available or difficult and time con-
suming to implement by traditional machine learning, SQL
analytics or statistical approaches. The different queries
demonstrate capabilities of identifying patterns among the
same type of crimes (Patternizr can accomplish), patterns
across crime types(shortcomings of Patternizr), finding sim-
ilarity among varied data types and other more semantic
queries like analogies, clustering and multi-attribute simi-
larity. The end user is not bothered with subtleties asso-
ciated with exploiting the neural network models: the only
interface to the database embedding model is via standard
SQL.
As the next step, we would like to perform ex-
tensive user studies to validate our insights. We also
plan to enhance AI-DB capabilities for the crime analysis
by utilizing external data sources and generating vector em-
beddings for them as well. We also would like to evaluate
methods of explainability of the results based on certain sta-
tistical information of database tokens.
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APPENDIX
A. NYPD CRIME COMPLAINT DATA OVERVIEW
The raw data has a total of 35 columns and their detailed
description is as follows:
Figure 18: NYPD Historic Complaints Dataset
Schema
Among the 35 columns, the following columns were dropped
from the dataset before the model was trained:
• SUSP RACE, SUSP SEX, VIC RACE, VIC SEX: Sen-
sitive attributes containing Suspect and Victim gender
and race information were removed
• CMPLNT TO TM, CMPLNT TO DT : We do not need
the ending time and date of the crime
• RPT DT : The date when the crime was reported would
not be helpful in finding similar crimes or aid in clus-
tering
• PD CD : Encodes the PD DESC in the form of a nu-
merical code. Redundant as PD DESC is kept
• PARKS NM : This column provides information if the
location was a park. Park names are not important for
our analysis and this column has 99.67% values as NA
• HADEVELOPT: Name of the housing complex would
not add any value in analysis as this column has 95.02%
values as NA
• HOUSING PSA: This column like HADEVELOPT pro-
vides information about development codes and has
92.26% NA values making it not that useful for crime
analysis
• JURISDICTION CODE: The jurisdiction code provides
a numerical value for the values in the column JU-
RIS DESC, hence was dropped
• TRANSIT DISTRICT: This attribute states if there
was a transit district when the crime occurred and there
being a few cases like this has 97.78% of NA values
• STATION NAME: Like the above columns, this col-
umn also has a large percentage of NA values (97.78%)
hence is dropped as it adds no value
• X COORD CD, Y COORD CD, Latitude, Longitude,
Lat Lon : These columns are repetitive and redundant
given that we have the spatial information captured by
precincts
The columns used for model training include:
• CMPLNT NUM: This column provides the an ID asso-
ciated with each crime complaint. In the model build-
ing process the vector for this columns the overall be-
havior of a crime complaint.
• ADDR PCT CD: This column has 77 unique values
corresponding to the different precincts in NYC.
• BORO NM: This column has the names of the bor-
oughs in which the crime occurred. The five borough
names are: Manhattan, Bronx, Brooklyn, Queens and
Staten Island
• CMPLNT FR DT: This column provides the date of
when the crime took place. Other attributes like: Year,
Month, Day of the week are extracted from the values
in this column
• CMPLNT FR TM: This column provides the time of
occurrence of the crime. The time is converted into
hours and then bucketed into larger bins.
• CRM ATPT CPTD CD: This column provides infor-
mation about whether a crime was completed or at-
tempted.
• JURIS DESC: Provides the description of the respon-
sible jurisdiction with 25 unique names and no missing
values
• KY CD: This column provides 74 offense classification
codes with no missing values
• LAW CAT CD: This column provides the high level
classification of crime as either Violation, Misdemeanor
or Felony
• LOC OF OCCUR DESC: This column provides more
spatial information of where in the premise a crime oc-
curred
• OFNS DESC: This column provides the offense descrip-
tion and has 71 unique values
• PATROL BORO: This column states the patrol bor-
ough in which the incident occurred and has 9 unique
values. Manhattan, Queens and Brooklyn has 2 patrol
boroughs for the North and South section respectively
whereas Bronx and Staten Island have a single patrol
borough
• PD DESC: It provides a more granular description of
the offense and is more close to natural language sen-
tence
• PREM TYP DESC: This column provides information
about the premise of the incident and has 72 different
types of premises
• SUSP AGE GROUP, VIC AGE GROUP: This column
represents binned age groups in the range: UNKNOWN,
¡18, 18-24, 25-44, 45-64, 65+
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B. VISUAL CHARACTERIZATION OF THE
NYPD CRIMINAL COMPLAINTS DATA
To gain better understanding of the dataset we decided to
use data visualization techniques and spot some interesting
trends.
B.1 Has NYC become safer?- Crime rates by
year
Figure 19 shows the trend of total number of complaints
filed across 12 years.
Figure 19: Number of crime complaints vs Year
We find that the number of complaints filed has seems to
decrease overtime. However, when looking from a statistical
standpoint, see Figure 20, complaints have been some-what
steady over the years. Though there is a decreasing trend
in the actual number of complaints over the years, there
doesn’t seem to be a drastic difference. It is seen as the
mean and the rolling mean of the number of complaints each
year is almost the same. Also the standard deviation(green
line)is uniformly close to zero.
Figure 20: Rolling Mean and Standard Deviation of
the Number of Crime Complaints over the years
B.2 What are the most common offenses among
Felonies?
Figure 21 shows the most common offenses categorized as
felonies. Grand Larcenies contain almost 43 different types
of crimes which are termed as grand larcenies. The domain
includes finance frauds, vehicle larcenies, electronic issues,
shoplifting and more.
B.3 Are particular premises unsafe?
Figure 22 shows that almost the majority of complaints
are recorded to have happened on the Street followed by res-
idences(which includes apartment/house/public housing).
Figure 21: Most frequent offenses within Felony
Crime Category
Figure 22: Number of complaints in different
premises
B.4 Is a particular day of the week unsafe?
Figure 23 indicates that most crimes historically occur on
a Friday.
Figure 23: Number of crime complaints vs Day of
the Week
B.5 Is a particular crime type more prevalent
at a specific time?
From Figure 24 we can see that the most frequent time for
misdemeanors is 6 pm, felony is 1 am and violation is 3 pm.
Overall majority of historical crimes seem to have occurred
in the evening and night times (after 4 pm to 2 am).
B.6 Are crime types similarly distributed in
all boroughs?
Figure 25 indicates that the distribution of major crime
types is similar in the 5 different boroughs. Misdemeanors
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Figure 24: Number of crime complaints vs Time of
the Day
Figure 25: Distribution of crime types in different
boroughs
always the most frequent, followed by Felonies and then Vi-
olations. Brooklyn has the highest number of crime com-
plaints, followed by Manhattan then Queens, Bronx and the
least being in Staten Island.
B.7 Query Execution
Once the vectors were trained, we formulate SQL queries
in Scala and execute them in the Spark environment using
the spark-shell.
The following Figure 26 is a screen-shot of the query ex-
ecution to find premises similar to a given premise (street).
Figure 26: Execution of a Spark SQL Query
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