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El objetivo de esta investigación es desarrollar una herramienta para el Aná-
lisis Multi-Criterio como soporte para la selección de la comunidad objetivo 
GHO3URJUDPD6RFLDOGHOD)DFXOWDGGH,QJHQLHUtD35262),GHOD3RQWLÀFLD
8QLYHUVLGDG-DYHULDQDGH%RJRWi &RORPELD(VWDKHUUDPLHQWDXWLOL]DHO
Análisis Multi-Criterio (AMC), el cual se basa en modelos de decisión que 
contienen diferentes posibles soluciones. Para la evaluación de cada una de 
las alternativas (diecinueve localidades y dos municipios) se propusieron siete 
FULWHULRVXELFDFLyQJHRJUiÀFDSUHVHQFLDSUHYLDHQODFRPXQLGDGQHFHVLGDGHV
básicas insatisfechas, apoyo de instituciones, marginalidad, organizaciones 












A multi-criteria analysis tool as 
support for selecting the target 
community for  the social out-
reach program of the School of 
Engineering
This document aims to develop a 
multi-criteria analysis tool as sup-
port for the selection of the target 
community of the social outreach 
SURJUDP 35262), EHFDXVH RI LWV
Spanish acronym) of the School of 
(QJLQHHULQJ DW 3RQWLILFLD8QLYHU-
VLGDG-DYHULDQD LQ%RJRWi 38-%
This tool uses multi-criteria analysis 
(MCA) based on decision models that 
provide different possible solutions. 
For evaluating each of the multiple 
alternatives (19 urban districts and 2 
towns), seven criteria were proposed, 
including, location, marginality, and 
XQVDWLVÀHGEDVLFQHHGVDPRQJRWK-
ers. Both alternatives and weighting 
IDFWRUVZHUH GHÀQHG EDVHG RQ WKH
participatory work of the School. 
The results show that communities 
which are most likely to be selected 
DUH8VPHDQG&LXGDG%ROLYDU
KEYWORDS
Multiple criteria analysis, decision 
PDNLQJ(/(&75(,,
RESUMO 
Ferramenta de análise multi cri-
tério como suporte para o projeto 
do programa social da Faculdade 
de Engenharia
O objetivo desta pesquisa é desenvol-
ver uma ferramenta para a Análise 
Multi Critério como apoio para a 
seleção da comunidade alvo do Pro-
grama de Social da Faculdade de 
(QJHQKDULD35262),GD3RQWLÀFLD
8QLYHUVLGDG -DYHULDQD GH %RJRWi
(Colômbia). Esta ferramenta utiliza 
a Análise Multi Critério (AMC), a 
qual se baseia em modelos de decisão 
contendo diferentes soluções possí-
veis. Para a avaliação de cada uma 
das alternativas (dezenove cidades 
e dois municípios) foram propostos 
VHWHFULWpULRVORFDOL]DomRJHRJUiÀFD
presença prévia na comunidade, 
necessidades básicas não atendidas, 
apoio de instituições, marginalidade, 
organizacional social e elementos cul-
turais. As alternativas e os fatores de 
SRQGHUDomRIRUDPGHÀQLGRVDSDUWLU
de um trabalho participativo da Fa-
culdade. Os resultados indicam que 
as comunidades com mais opções são 
8VPHH&LXGDG%ROtYDU
PALAVRAS CHAVE




La toma de decisiones en grupo es 
una actividad frecuente e importante 
en las organizaciones. Obtener he-
rramientas, como el uso de modelos 
explícitos pero no necesariamente for-
malizados, ayudará a los involucra-
dos en la toma de decisiones a respon-
der las preguntas que surgen durante 
este proceso. Estas herramientas 
ayudan a ilustrar las posibles solucio-
nes y a generar una recomendación 
que aumente la coherencia entre la 
evolución del proceso y los objetivos 
de las partes interesadas. La palabra 
recomendación se utiliza para que 
tanto el analista como la persona o 
el grupo de personas que toman la 
decisión estén enterados que están en 
libertad de seguir o no las sugerencias 
(Roy, 2005).
Cuando se busca una toma de de-
cisiones grupal lo ideal es obtener 
un consenso para lograr unidad y 
apropiación, y así evitar una simple 
votación (Ben-Arieh y Chen, 2006). 
Obtener lo anterior usualmente re-
quiere de grandes esfuerzos por parte 
de las organizaciones y puede generar 
desgastes importantes del grupo de-
cisor (Doumpos y Zopounidis, 2004). 
Adicionalmente, muchas de las de-
cisiones que afectan directamente a 
un grupo de personas involucran el 
examen de un conjunto de posibles 
alternativas a través de un conjunto 
de criterios, para lo cual es necesa-
rio que el grupo decisor cuente con 
herramientas que los lleve a tomar 
la decisión más adecuada (Doumpos 
y Zopounidis, 1998). Pero, ¿cómo lo-
grar que la toma de decisiones tenga 
un carácter más racional y menos 
emocional? ¿cómo lograr consenso sin 
generar desgaste?
A nivel internacional, a partir de los 
años sesenta, se han desarrollado las 
técnicas de Análisis Multi-Criterio 
(AMC en adelante) para dar soporte 
a la toma de decisiones (Roy, 1968). 
Desde entonces, dichas técnicas han 
sido objeto de numerosas investiga-
ciones en diversos campos como la 
PHGLFLQDODLQJHQLHUtDODVÀQDQ]DV
\ OD HFRQRPtD $UD~MR 5RJpULR \
Dantas, 2007; Belacel, 2000; Chen y 
Hung, 2009; Doumpos y Zopounidis, 
1998; Hajkowicz y Collins, 2006; 
8]RND2VXML\2ERW
El AMC compara las alternativas, 
las cuales pueden ser cualitativas 
o cuantitativas, por medio de pun-
tuaciones de éstas frente a diferen-
tes criterios (Belacel, 2000; Smith, 
Mesa, Dyner, Jaramillo, Poveda y 
Valencia, 2000). Diversos autores 
(Ben-Arieh y Chen, 2006; Carlsson 
y Fuller, 2000; Delgado, Herrera, 
Herrera-Viedma y Martinez, 1998; 
Weinhardt y Seifert, 2010; Xu, 2005) 
se han concentrado en la inclusión de 
etiquetas lingüísticas para la toma 
de decisiones mediante la evaluación 
de las alternativas de forma cualita-
tiva, dado que con frecuencia, para 
los expertos, resulta difícil expresar 
ODVSUHIHUHQFLDVPHGLDQWHQ~PHURV
exactos. 
Por otra parte, para la fase de evalua-
ción de los proyectos, generalmente 
se utilizan métodos que articulan la 
estructura de preferencia del decisor 
FRPRORVPpWRGRVGHFODVLÀFDFLyQSRU
HMHPSOR(/(&75(,,6LQHPEDUJR
el análisis del uso de estos tipos de 
sistemas demuestra que es prefe-
rible el desarrollo de herramientas 
específicas. Esta evidencia podría 
generalizarse para cualquier fase de 




decisiones (Baptista, Barraud, Alfa-
kih, Nascimento, Fernandes, Moura 
y Castro, 2004). Por consiguiente, se 
hace necesario el desarrollo de una 
KHUUDPLHQWDHVSHFtÀFDSDUDODWRPD
de decisiones, teniendo en cuenta 
P~OWLSOHV FULWHULRV H LQYROXFUDQGR








de docencia, investigación y servi-
cio de las cuatro disciplinas (civil, 
industrial, electrónica y sistemas) 
para concentrarlos solo un territo-
rio. La escogencia de dicho territorio 
representa una toma de decisión que 
LQYROXFUDP~OWLSOHVFULWHULRV$GLFLR-
nalmente, los decisores se ven en-
frentados a las siguientes preguntas: 
¿cómo escoger la comunidad y con qué 
criterios? ¿todos los actores involucra-
dos tienen las mismas prioridades?
Debido a la variabilidad de los cri-
terios, la cantidad de posibles comu-
nidades objetivo y la diversidad de 
los actores involucrados, tomar una 
decisión de manera objetiva resulta 
FRPSOHMR(VWDGLÀFXOWDGKDFHQHFH-
sario utilizar una metodología que 
HYDO~HFDGDSRVLEOHRSFLyQHLQFRUSRUH
estructura, transparencia, capacidad 
de auditoría y rigor a las decisiones 
(Hajkowicz y Higgins, 2006).
El presente artículo pretende des-
cribir la metodología que se ha 
planteado para hacer más efectiva 
la toma de decisiones en la selección 
de la comunidad objetivo para llevar 
DFDER35262),
Este artículo se organiza de la si-
guiente manera. La primera sección 
presenta la herramienta AMC selec-
cionada y la descripción de la zona 
de estudio. La segunda sección des-
cribe la herramienta computacional 
desarrollada para la selección de la 
comunidad objetivo. En la tercera 
sección se presentan y discuten los 
resultados obtenidos aplicando las 
técnicas de AMC, descritas mediante 
la ejecución de la herramienta com-
putacional presentada en la segunda 
sección. Finalmente, en la cuarta 
sección se muestran las conclusiones 
y recomendaciones que orientarán el 
desarrollo de futuras investigaciones 
sobre técnicas de AMC.
1. MATERIALES Y MÉTODOS 
Para el presente trabajo se escogie-
ron las siguientes metodologías: (i) 
HOPpWRGR(/(&75(,,HOFXDOKDFH
parte de los métodos de relaciones 
GH VXSHUDFLyQ R FODVLÀFDFLyQ \ LL
el Método de la Suma Ponderada, el 
cual hace parte de los métodos que se 
basan en utilidades o valores. Adicio-
nalmente, en esta sección se describe 
la zona de estudio.
1.1. Técnicas de Análisis Multi-
Criterio (AMC)
Debido a que las decisiones se basan 
en diferentes criterios, se ha desa-
rrollado el Análisis Multi-Criterio 
(AMC), el cual se soporta en modelos 
de decisión que contienen diferentes 
posibles soluciones. Esas soluciones 
UHTXLHUHQVHUHYDOXDGDVRFODVLÀFDGDV
por la persona o el grupo de personas 
TXH WRPDQ OD GHFLVLyQ VHJ~Q GLIH-
rentes criterios que generalmente 
son evaluados en distintas unidades. 
Existe una gran diversidad de térmi-




tiples para la Toma de Decisiones 
(AMTD) y Análisis Multi-Criterio 
de Decisión (AMCD) (Hajkowicz y 
Collins, 2006).
Generalmente, al enfrentarse con 
un problema en la toma de decisión, 
se pueden efectuar cuatro tipos de 
DQiOLVLV 5R\  L LGHQWLÀFDU
la mejor alternativa o seleccionar un 
grupo con las mejores alternativas, 
(ii) determinar el orden (ranquin) 
de la mejor a la peor de las alterna-
WLYDVLLLFODVLÀFDUODVDOWHUQDWLYDV
HQJUXSRVKRPRJpQHRVSUHGHÀQLGRV
y (iv) identificar las principales 
características de diferencia de las 
alternativas y describirlas con base 
en estas características.
A su vez, varios autores (Howard, 
1991; RAC, 1992) han explicado el 
proceso del AMC, el cual contiene 
las fases descritas en la Tabla 1 (Ha-
jkowicz y Higgins, 2006).
En general, este proceso es iterativo, 
dejando la posibilidad de abordar 
varias veces cualquier etapa a me-
dida que se desarrolla el análisis. 
Adicionalmente, es conveniente se-
leccionar varias alternativas de AMC 
de diferentes tipos de análisis para 
comparar los resultados obtenidos 
por diversas metodologías (Smith et 
al., 2000).
1.2. Método ELECTRE II
$ÀQDOHVGHORVDxRVVHVHQWDVXUJLyHO
PpWRGR(/(&75(,,HOFXDOIXHGH-
sarrollado por Roy (1968, 1971) y Roy 
;HISH Fases del proceso del AMC 
FASE DESCRIPCIÓN
Escoger las opciones de deci-
sión (alternativas)
Normalmente existe un número ﬁnito de alternativas que requieren ser 
evaluadas y ordenadas de mejor a peor.
Escoger los criterios de 
evaluación
Los criterios son usados para medir el desempeño de las alternativas.
Obtener medidas de desempe-
ño para la matriz de evaluación
Estos valores pueden ser obtenidos de expertos en el tema o de otros 
modelos ambientales o económicos.
Estandarizar las mediciones Los problemas de AMC siempre contendrán criterios medidos en unidades 
distintas. Por lo tanto, es necesario transformar las mediciones para que 
puedan compararse entre sí. Usualmente se utiliza un rango entre 0 y 1 
para que los criterios puedan ser combinados en la misma función de 
utilidad.
Ponderar los criterios Es raro que todos los criterios tengan la misma importancia para los 
tomadores de decisiones. Existen una variedad de métodos para ponderar 
los criterios.
Determinar el orden (ranquin) 
de las opciones
En esta fase las ponderaciones de los criterios se combinan con las medi-
das de desempeño para que cada alternativa alcance una medida global de 
su rendimiento.
Realizar un análisis de sensi-
bilidad
La variación sistemática de las ponderaciones, de las medidas de desem-
peño y de los algoritmos para la determinación del orden, puede mostrar 
dónde el modelo necesita fortalecimiento y solidez de los resultados, 
dados unos supuestos de entrada.
Tomar la decisión El objetivo del método de AMC es informar la decisión, pero no tomar la 
decisión ﬁnal.




y Bertier (1971). Este fue el primer 
método de la familia de ELECTRE es-
pecialmente diseñado para tratar los 
problemas de determinación del orden 
de las opciones (ranquin). A su vez, 
también fue el primer método que se 
basó en la construcción de secuencias 
de relaciones de superación binarias 
(Figueira, Mousseau y Roy, 2005). 
Este método consiste en realizar 
comparaciones entre parejas de 
alternativas –posibles soluciones–, 
para lo cual es necesario establecer 
criterios de evaluación. Dichas com-
paraciones se basan en la matriz de 
posibles soluciones en la que cada 
DOWHUQDWLYDVHHYDO~DFRQUHVSHFWRD
cada criterio. Luego se pondera la im-
portancia relativa de cada criterio en 
el conjunto, teniendo claridad sobre el 
sentido de preferencia de los criterios 
en la matriz de posibles soluciones 
(Roy, 1967). 
Para comparar el desempeño de cada 
alternativa a y b se deben calcular 
los índices de concordancia y discor-
dancia (Smith et al., 2000). El índice 
de concordancia entre a y bVHGHÀQH
por medio de la Ecuación 1 (Figueira 
et al., 2005).
           c(a,b) = wj
{ j: gj (a) gj (b)}
           (1)
Donde c(a,b) es la suma de los pesos 
de aquellos criterios para los cuales 
la alternativa a es más deseable que 
la alternativa b. 
El índice de discordancia se deter-
mina por medio de la Ecuación 2 
(Figueira et al., 2005).
d(a,b) = max
{ j: gj (a)< gj (b)} { {gj (b) gj (a)
j
                              (2)
Donde d(a,b) es la diferencia máxima 
entre las puntuaciones asignadas a 
las alternativas (gj(b) y gj(a)) respecto 
a los criterios para los que la alter-
nativa a no es más deseable que la 
alternativa b, dividida por el rango 
observado j de cada criterio j y donde 
j = max (gj(a), gj(b), ...,gj(n)) –   min gj(a), 
gj(b), ...,gj(n)) y el juego de alternativas 
contempladas es {a, b,…, n} (Smith 
et al., 2000).
Ambos índices deben calcularse 
para cada una de las parejas de so-
luciones (a,b), donde a  b. Con estos 
valores se construyen las matrices 
de concordancia C y de discordancia 
D, donde el elemento c(a,b) o d(a,b) 
representa el índice de concordancia 
o discordancia respectivamente entre 
las alternativas a y b, ubicado en la 
posición (a,b) de la matriz (ver Tabla 
2) (Figueira et al., 2005).
;HISHMatriz de concordancia
 a b C … n
a X C(a,b) C(a,c) … C(a,n)
b C(b,a) X C(b,c) … C(b,n)
c C(c,a) C(c,b) X … C(c,n)
 …
n C(n,a) C(n,b) C(n,c) … X
Fuente: Elaboración propia.
3DUDGHÀQLUODVUHODFLRQHVELQDULDVVH
estipulan tres niveles de concordancia 
(Cmin,i  con i=1, 2,3 tal que Cmin,1*Cmin,2*
Cmin,3*) y dos niveles aceptables de 
discordancia por criterio (dmax,i  con 
i=1, 2,3 tal que 0)dmax,1)dmax,2)) (Roy 
y Bertier, 1971).
Por lo tanto, una alternativa a es 
estrictamente preferida a la alter-
nativa b si y sólo si una (o ambas) de 
las siguientes condiciones se cumplen 
(Roy y Bertier, 1971):
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Condición 1 (Ecuaciones 3 y 4): 
                      c(a,b) *cmin,1                                    (3)
                      d(a,b) )dmax,2                                    (4)
Condición 2 (Ecuaciones 5 y 6): 
                      c(a,b) *cmin,2                                    (5)
                      d(a,b) )dmax,1                                    (6)
Para el caso de la superación débil, 
una alternativa a supera débilmente 
a b si y sólo si se cumple lo siguiente 
(Ecuaciones 7 y 8):
                      c(a,b) *cmin,3                                    (7)
                      d(a,b) )dmax,2                                    (8)
8QD DOWHUQDWLYD SXHGH VXSHUDU
fuertemente o débilmente a otra. La 
superación fuerte indica una clara 
preferencia de una alternativa frente 
a la otra, mientras que la superación 
débil indica que no se puede asegurar 
GHPDQHUDGHÀQLWLYDTXHXQDDOWHUQD-
tiva sea preferible a otra. La utiliza-
ción de estos dos conceptos posibilita 
ODFODVLÀFDFLyQGHDOWHUQDWLYDV5R\
y Bertier, 1971).
Con las relaciones de superación entre 
ODVDOWHUQDWLYDVGHÀQLGDVVHSURFHGH
a representar el grafo débil y el grafo 
IXHUWHYHU*UiÀFR5R\5R\
y Bertier, 1971). Cada nodo del grafo 
representa una alternativa. En el caso 
del grafo fuerte, se muestra cuál alter-
nativa supera fuertemente a otra (ver 
*UiÀFRD\HQHOFDVRGHOJUDIRGpELO










A partir del grafo de relaciones se 
UHDOL]D OD FODVLÀFDFLyQ GLUHFWD SRU
medio del procedimiento descrito en 
la Tabla 3 y el algoritmo presentado 
HQHO*UiÀFR6PLWKHWDO., 2000).
Donde kHVHOQ~PHURGHLWHUDFLRQHV
Y(k) es un subconjunto del grafo fuerte 
(Gf), Y(0) = Gf, y D, F, B y A(k) son con-
MXQWRVTXHVHGHÀQHQGHODVLJXLHQWH
manera (Smith et al., 2000):
D Puntos sin antecedentes en el 
grafo fuerte (Gf)
F Puntos en  que están ligados en el 
grafo débil (Gd)















Paso 1 El primer conjunto a generar es D, el cual se conforma con los nodos de conjunto inicial (Y(k)) que 
no tienen precedentes en el grafo fuerte (Gf).
Paso 2 Después de tener el conjunto D, se determina el conjunto F, el cual se conforma con los nodos del 
conjunto D que tienen relación en el grafo débil (Gd).
Paso 3 Luego se determina el conjunto B, el cual se conforma con los nodos del conjunto F que no tienen 
precedentes en el grafo débil.
Paso 4 Se determina el conjunto A(k) por medio de la siguiente operación A(k)= (D – F) UB, este conjunto va 
a estar conformado por las mejores alternativas en orden de llegada.
Paso 5 Cada vez que obtiene un nodo en Ak se elimina este del conjunto Y(k) y se vuelve a deﬁnir los con-
juntos D, B, F y A(k) (volver al Paso 1) hasta que el conjunto Y(k) sea igual al conjunto vacío.
Fuente: Adaptado de Smith et al. (2000, pp. 174-175).
.YmÄJV(SNVYP[TVKLJSHZPÄJHJP}U





D = {Nodos de Y(k) que no
tengan precedentes en Gf}
F = {Nodos enD que tienen
relación en Gd}
B = {Nodos en F que no
tienen precedente en Gd}
Asignar una calificación









B Puntos sin antecedentes en F, que 
no tienen precedentes en Gd
A(k) = (D – F)UB Son los puntos rete-
nidos v' (A) 
v
$ &ODVLÀFDFLyQTXHVHYDDVLJ-
nando a cada A que pertenece a A(k). 
(ODOJRULWPRÀQDOL]DFXDQGRY(k+1) es 
un conjunto vacío, por lo tanto todas 
ODVDOWHUQDWLYDVKDQVLGRFODVLÀFDGDV
(Smith et al., 2000). Por otro lado, la 
FODVLÀFDFLyQLQGLUHFWDFRQVWDGHWUHV
pasos descritos en la Tabla 4 (Smith 
et al., 2000).
1.3. Método de Suma Ponderada 
Como existen diversas metodolo-
gías para la toma de decisiones, al 
momento de aplicar cualquiera de 
éstas se recomienda el uso de dos o 
más metodologías complementarias 
para validar o dar mayor claridad al 
proceso. Por lo anterior, se decidió la 
utilización del Método de la Suma 
Ponderada (Smith et al., 2000). 
Este método parte de la matriz de 
posibles soluciones y consiste en 
determinar la evaluación global de 
cada alternativa (U(a), U(b), U(c),…) 
para luego comparar resultados y 
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escoger aquella alternativa con mejor 
puntaje. Esta evaluación global se 
desarrolla de la siguiente manera: 
1. Se multiplican los desempeños de 
la alternativa a respecto a cada uno 
de los criterios (g1(a), g2(a), g3(a),…, 
gn(a)) y se multiplican por su res-
pectivo peso (w1, w2, w3,…, wn) 
2. Con la Ecuación 9 se determina la 
evaluación global de cada alterna-
tiva, se suman los resultados del 
paso anterior entre sí, teniendo en 
cuenta el sentido de preferencia de 
cada criterio. 







) .()(        (9)
El proceso anterior se repite para 
cada una de las alternativas (Goh, 
Tung y Cheng, 1996).
2. ZONA DE ESTUDIO
En el marco de este proyecto se reco-
lectó información de diecinueve loca-
lidades de Bogotá (Antonio Nariño, 
%DUULRV8QLGRV%RVD&DQGHODULD
Chapinero, Ciudad Bolívar, Enga-
WLYi)RQWLEyQ.HQQHG\0iUWLUHV
3XHQWH$UDQGD5DIDHO8ULEH 6DQ
Cristóbal, Santafé, Suba, Teusaqui-
OOR7XQMXHOLWR8VDTXpQ\8VPH\
dos municipios de Cundinamarca 
cercanos a Bogotá (Soacha y Zipaqui-
UiYHU*UiÀFR(VWDVDOWHUQDWLYDV
se pre-seleccionaron a partir de las 





























Paso 1 Se cambian la dirección de los grafos (si antes estaba aPb: la alternativa a superaba fuertemente a 
b ahora debe quedar bPa: la alternativa b superaba fuertemente a a).
Paso 2 Luego se generan los cuatro conjuntos ( y ) hasta evaluar todas las alternativas (como en la clasiﬁ-
cación directa) usando el algoritmo mencionado anteriormente.
Paso 3 Finalmente el conjunto  va estar conformado por las alternativas en orden de llegada, pero a 
diferencia de la clasiﬁcación fuerte, la que quedó de primera es realmente la última, la segunda en 
la penúltima y así sucesivamente.
Fuente: Adaptado de Smith et al. (2000,p.175).
184 ESTUDIOSGERENCIALES :SP2S3GXYFVI(MGMIQFVIHI




se tuvieron en cuenta lugares dentro 
de Cundinamarca para facilitar la 
operatividad y manejo de recursos, y 
para que las personas de la comunidad 
elegida pudieran acercarse fácilmente 
DOD38-%HQFDVRGHVHUQHFHVDULR
3DUDGHÀQLUORVFULWHULRV\ORVSHVRV
para evaluar las alternativas, se 
realizó una encuesta a 143 personas 
de la Facultad, la cual fue respondida 
por 111 individuos entre directivos, 
profesores y personal administrativo. 
Adicionalmente, se consultó la opinión 
a doce expertos externos a la Facultad, 
entre los cuales se contó con líderes 
de proyectos sociales, teólogos, an-
tropólogos, sociólogos, Sacerdotes Je-
suitas, entre otros. En la encuesta se 
preguntaba cuáles criterios se debían 
considerar y cuáles eran los más im-
portantes para escoger la comunidad. 
La encuesta fue respondida por nue-
ves personas y para la ponderación de 
los pesos de los criterios, se le asignó 
una importancia de 70% a las respues-
tas de los funcionarios de la Facultad 
GH,QJHQLHUtD\HOUHVWDQWHDOD
opinión de los expertos externos. 
3. DESARROLLO DE LA 
HERRAMIENTA
Con las metodologías de AMC des-
FULWDV DQWHULRUPHQWH (/(&75( ,,
y el Método de la Suma Ponderada), 
se desarrolló un programa llamado 
&5,'(2 (herramienta de análisis 
PXOWL&5,WHULR SDUD OD WRPD GH
DEcisiones) en MatLab®. Esta he-
rramienta utiliza cuatro subrutinas 
OODPDGDV*5$)266$&$5&/$6,-
),&\321'(5$
La primera subrutina utilizada es 
*5$)26 OD FXDO GHÀQH ORV JUDIRV
débil y fuerte a partir de la matriz 
de soluciones y los umbrales de con-
cordancia y discordancia. Tanto la 
matriz de soluciones como el umbral 
de concordancia son datos de entra-
da. Por otro lado, los umbrales de 
discordancia (dos por criterio) se de-
terminan por medio de las máximas 
diferencias entre las alternativas de 
cada criterio: percentil 20 para el 
primer umbral (dmax,1) y percentil 35 




directa. Dentro de estos dos procesos 
se utiliza la subrutina SACAR, la cual 
se encarga de ir extrayendo de los 
grafos cada una de las alternativas 
evaluadas. De estos dos procesos se 
obtienen dos matrices Akdir y Akind, 
HQODVFXDOHVFDGDÀODHTXLYDOHDOD
SRVLFLyQGHFODVLÀFDFLyQ
Con las dos matrices de posición 
GH FODVLÀFDFLyQ Akdir y Akind) se 




A continuación, con la subrutina 
PONDERA se determina la evalua-
ción global de cada alternativa por 
medio del Método de la Suma Ponde-
rada y, mediante el mejor puntaje, se 
REWLHQH ODSUHIHULGD3DUDÀQDOL]DU





4. RESULTADOS Y DISCUSIÓN
Para dar soporte al proceso de toma de 
decisiones del Programa Social de la 
)DFXOWDGGH,QJHQLHUtD35262),VH
utilizaron las herramientas propues-
WDV HQ HO DSDUWDGR  ,QLFLDOPHQWH
como resultado de la encuesta, se 
obtuvo que se debían considerar los si-
guientes criterios: necesidades básicas 
insatisfechas, nivel de vulnerabilidad 
y marginalidad, dinámica y organiza-
FLyQVRFLDOXELFDFLyQJHRJUiÀFDSUH-
sencia previa en la comunidad, apoyo 
GHLQVWLWXFLRQHVS~EOLFDVRSULYDGDV
elementos culturales y étnicos. 
En la Tabla 5 se muestran los criterios 
seleccionados con sus respectivos indi-
cadores (17 en total). Adicionalmente, 
se obtuvieron los pesos para cada uno 
GHORVFULWHULRVGHÀQLGRVYHU*UiÀFR
4), los cuales indican la importancia 
que tiene un criterio respecto al otro. 
Se determinó el desempeño de las 
alternativas en cada uno de los cri-
terios, obteniendo como resultado 
la matriz de posibles soluciones (ver 
Anexo 1). Esta matriz fue alimentada 
GHO~OWLPRFHQVRUHDOL]DGRHQ%RJRWi
(DANE, 2005), de información de la 
Cámara de Comercio de Bogotá (Cá-
mara de Comercio de Bogotá, 2009), 
de la Subsecretaría de Planeación 
Socioeconómica (Subsecretaría de 
Planeación Socioeconómica, 2007) y 
de la experiencia de los expertos.
Con la matriz de posibles soluciones, 
las ponderaciones de los criterios y los 
VHQWLGRVGHSUHIHUHQFLDGHÀQLGRVVH
pasó a la siguiente fase del AMC que 
consistió en determinar el orden de 
ODV DOWHUQDWLYDVXWLOL]DQGR&5,'(
la herramienta desarrollada.
Se realizaron tres ejecuciones del 
programa, las cuales se resumen en la 
Tabla 6. Los resultados se pueden ob-
servar en la Tabla 7, en la que sólo se 
SUHVHQWDQODVORFDOLGDGHVFODVLÀFDGDV
en los primeros cinco puestos.
/DSULPHUDHMHFXFLyQGH&5,'(UHV-
SHWDWRGRVORVFULWHULRVTXHVHÀMDURQ
;HISH Criterios para la selección de alternativas con sus respectivos indica-
dores 
Criterios Indicadores
Ubicación geográﬁca Tiempo de viaje de la PUJ a la comunidad PROSOFIDisponibilidad de transporte público
Presencia previa en la comunidad
Presencia previa de la Facultad de Ingeniería
Presencia previa de la Compañía de Jesús
Presencia previa de otras facultades PUJ
Necesidades básicas insatisfechas
Indicador compuesto “NBI” 
Población en estratos socioeconómicos 1 y 2
Personas pobres y vulnerables según SISBEN




Relación colegios oﬁciales/no oﬁciales
Nivel de vulnerabilidad y marginalidad
Homicidio común 
Densidad poblacional
Tasa cobertura bruta primaria
Tasa cobertura bruta secundaria
Dinámica y organización social Existencia de MIPYME (Cámara de Comercio)





.YmÄJVPonderación para cada uno de los criterios
Fuente: Elaboración propia.
;HISH,QLJ\JPVULZKLSWYVNYHTH
Número de ejecución 
del programa
Descripción
1 Se contemplaron todos los indicadores de los criterios, 17 en total.
2 No se tuvo en cuenta el criterio “Dinámica y organización social - existencia de 
MIPYME” porque algunas de las comunidades tienen empresas artesanales que no 
están inscritas en la Cámara de Comercio de Bogotá.
3 No se tuvieron en cuentas los siguientes criterios:
“Dinámica y organización social - existencia de MIPYME”
“Apoyo de instituciones públicas o privadas - colegios oﬁciales”
“Apoyo de instituciones públicas o privadas - colegios no oﬁciales”




Nivel de  
Preferencia
Ejecución 1 Ejecución 2 Ejecución 3
1 Usme, Cuidad Bolívar, Santa Fe, 
Soacha
Usme, Soacha Usme
2 Bosa Ciudad Bolívar, Rafael Uribe, Bosa Ciudad Bolívar
3 Rafael Uribe Santa Fe Santa Fe
4 Zipaquirá, Mártires Zipaquirá Bosa




























con el grupo de decisores y participan-
tes en la encuesta, pero se vio la nece-
sidad de hacer una segunda y tercera 
ejecución porque al llenar la matriz 
de desempeños, la evaluación de cada 
alternativa para algunos indicadores 
QR HUD OR VXÀFLHQWHPHQWH REMHWLYD
ni realista. Debido a lo anterior, se 
eliminaron los indicadores “Dinámica 





El desempeño del indicador “Existen-
FLDGH0,3<0(µVHREWXYRSRUPHGLR
de la Cámara de Comercio de Bogotá, 
entidad que registra la conformación 
legal de empresas. Es posible que 
HVWRVGDWRVRÀFLDOHVQRUHÁHMHQGHPD-
QHUDÀHOODGLQiPLFD\RUJDQL]DFLyQ
social de las poblaciones vulnerables 
porque, aunque hay empresas en 
funcionamiento en estas localidades, 
éstas no necesariamente están inscri-
tas formalmente. Se consideró, por 
lo tanto, que al usar este indicador 
algunas localidades podrían estar 
en desventaja, especialmente las 
TXH FXHQWDQ FRQXQPD\RUQ~PHUR
de necesidades básicas insatisfechas.




privados no implica necesariamente 
que la población tenga apoyo efectivo 
del sector privado, por el contrario, 
esto podría ser resultado de un mayor 
asistencialismo producto de coyuntu-
ras políticas o de otra índole. De igual 
PDQHUDXQPD\RUQ~PHURGHFROHJLRV





acción que se espera de un gobierno 
local para apoyar una población (se 
esperan además estrategias de salud, 
de cultura, deporte, saneamiento, 
etc.); y, en segundo lugar, para poder 
comparar entre localidades se tendría 
TXHUHODWLYL]DUGLYLGLHQGRSRUQ~PHUR
GHKDELWDQWHVRQ~PHURGHIDPLOLDV
Los resultados de la aplicación del 
Método de la Suma Ponderada se 
muestran en la Tabla 8. Como se 
puede observar, en los resultados 
arrojados por este método no se obtu-
vieron empates para las alternativas 
consideradas; por lo tanto, se estima 
que el Método de la Suma Ponderada 
es un buen método de apoyo al método 
(/(&75(,,HQORVFDVRVTXHVXUMDQ
empates. Se decidió integrar los dos 
PpWRGRVFRQVLGHUDGRV(/(&75(,,\




Nivel de  
Preferencia
  Ejecución 1 Ejecución 2       Ejecución 3
1 Usme Usme Usme
2 Ciudad Bolívar Ciudad Bolívar Ciudad Bolívar
3 Soacha Soacha Bosa
4 Santa Fe Santa Fe Soacha





Respecto a las ejecuciones, se conside-
ró que el mejor resultado de las tres es 
el tercero porque otorga un panorama 
más objetivo y realista. De igual for-
ma, para escoger la comunidad espe-
FtÀFD ODVHJXQGD IDVHGHOGLVHxRGH
35262),VHHOHJLUiQODVGRVORFDOLGD-
des que quedaron en los primeros dos 
puestos en cada ejecución mediante la 
XWLOL]DFLyQGH&5,'(DVDEHU8VPH
y Ciudad Bolívar. 
5. CONCLUSIONES Y 
RECOMENDACIONES
$OXWLOL]DU&5,'( FRPREDVH SDUD
HO GLVHxR GH 35262), VH JHQHUy
participación dentro de la Facultad 
GH ,QJHQLHUtD DO FRQVXOWDU D ORV
funcionarios y a los expertos sobre 
cuáles criterios se deberían utilizar 
para escoger la comunidad y con qué 
importancia. Este ejercicio logró una 
amplia participación e interacción 
entre personas con diferentes per-
ÀOHV \ IRUPDFLRQHV LQYHVWLJDGRUHV
docentes, trabajadores sociales, admi-
nistrativos, etc.). Adicionalmente, se 
logró obtener e interpretar parte de 
ODYLVLyQGHOD)DFXOWDGGH,QJHQLHUtD
en cuanto a su responsabilidad social. 
El hecho de construir la matriz de 
desempeño de las soluciones para 
35262),XWLOL]DQGRODPHWRGRORJtD
AMC, implica un acercamiento inicial 
al proceso de toma de decisiones, 
ya que, para obtener dicha matriz, 
cada alternativa debe evaluarse 
con respecto a la totalidad de los 
criterios acordados, generando una 
base adecuada de comparación entre 
soluciones. Desde este punto de vis-
ta, esta matriz puede convertirse en 
una lista de chequeo, la cual podría 
utilizarse como guía para el grupo 
decisor, exigiendo que el desempeño 
de cada alternativa sea evaluado para 
la totalidad de criterios considerados.
3DUDHVFRJHUODFRPXQLGDG35262),
se tenían como posibles alternativas 
diecinueve localidades de Bogotá y 
dos municipios de Cundinamarca. 
El uso de la herramienta propuesta, 
&5,'( GLR YLVLELOLGDG \ DFODUy HO
SDQRUDPD SRUPHGLR GH OD FODVLÀ-
cación y ordenamiento de las alter-
nativas en cinco opciones (en orden 
GH SUHIHUHQFLD GHFUHFLHQWH8VPH
Ciudad Bolívar, Bosa, Santa Fe y 
5DIDHO8ULEH(QFRQVHFXHQFLDVHOH
recomendó al grupo decisor (comité 
de apoyo permanente), que eligiera 
OD ORFDOLGDG35262), D SDUWLU GH
ese grupo reducido de opciones. Es de 
resaltar que este resultado hubiera 
sido bastante difícil de alcanzar sin 
la utilización de una herramienta 
para el soporte de toma de decisiones 
como la que se desarrolló, teniendo en 
cuenta que se buscaba una decisión 
consensuada en la que participaran 
;HISH 9LZ\S[HKVZKLÄUP[P]VZ
Nivel de  
Preferencia
Ejecución 1 Ejecución 2 Ejecución 3
1 Usme Usme Usme
2 Ciudad Bolívar Ciudad Bolívar Ciudad Bolívar
3 Soacha Soacha Bosa
4 Santa Fe Santa Fe Santa Fe
5 Bosa Rafael Uribe Rafael Uribe
Fuente: Elaboración propia.
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una cantidad importante de actores, 
cada uno con una valoración parti-
cular para los criterios de selección 
SRVLEOHVORTXHGLÀFXOWDEDHOSURFHVR
Efectivamente, sobre la base de este 
primer resultado, el grupo decisor 
consideró que la segunda fase del 
GLVHxRGH35262),ODFXDOFRQVLVWH
HQHVFRJHU ODFRPXQLGDGHVSHFtÀFD
debía partir de las dos localidades 
PHMRU FODVLÀFDGDV 8VPH \&LXGDG
%ROtYDU /D KHUUDPLHQWD &5,'(
servirá de apoyo en esta nueva fase 
GHOGLVHxRGH35262),
&5,'(HVXQDKHUUDPLHQWDGHVRSRUWH
a la toma de decisiones que ayuda a 
seleccionar la alternativa más conve-
QLHQWH WHQLHQGRHQFXHQWDP~OWLSOHV
intereses y criterios, pero no toma la 
GHFLVLyQÀQDOQLVXVWLWX\HDORVGHFLVR-
res. En efecto, el AMC ayuda a que una 
toma de decisiones grupal sea racional, 
permita responder al por qué de la 
decisión y se pueda tener capacidad de 
auditoría debido a la trazabilidad en el 
proceso. En el caso del presente estu-
dio, se observó que la visión de los cri-
terios y pesos por parte de la Facultad 
GH ,QJHQLHUtDGLUHFFLRQDURQ OD WRPD
de decisiones sin que necesariamente 
todos los participantes conocieran de 
manera profunda cada una de las al-
ternativas, lo que facilitó el proceso de 
toma de decisión.
La utilización de métodos AMC inno-
vadores ayuda a generar consenso, 
proporciona participación y apro-
piación a proyectos, y permite tener 
trazabilidad, estructura y rigor en la 
toma de decisiones. Adicionalmente, 
el AMC otorga visibilidad en la toma 
de decisiones cuando se tiene una 
gran cantidad de criterios y alternati-
vas. Las características mencionadas 
anteriormente, no se encuentran 
de manera general en procesos de 
VHOHFFLyQ FRP~QPHQWH XWLOL]DGRV
como los procesos de votación, y por 
lo tanto se recomienda la utilización 
de herramientas AMC para la toma 
de decisiones corporativas.
Se espera seguir desarrollando la he-
UUDPLHQWD&5,'(FRQHOÀQGHORJUDU
una toma de decisiones que interprete 
de forma más adecuada y realista la 
visión de un grupo. En ese sentido, se 
PRGLÀFDUiODKHUUDPLHQWDGHPDQHUD
que contemple: (i) la variabilidad en 
los pesos asignados a cada criterio y en 
ODFDOLÀFDFLyQTXHUHFLEHFDGDXQDGH
las alternativas usando el método de 
Monte Carlo; (ii) la variabilidad en los 
sentidos de preferencia de los criterios 
por medio de funciones de pertenencia 
típicas de la lógica difusa; y (iii) una 
PHMRUHÀFLHQFLDHQODFRQVWUXFFLyQGH
la matriz de desempeños en cuanto al 
OHYDQWDPLHQWR\FDOLÀFDFLyQGHFDGD
alternativa contemplando etiquetas 
lingüísticas. 
Adicionalmente, se desarrollarán 
métodos de análisis de sensibilidad, 
robustez y redundancia de criterios, 
contemplando la incertidumbre y la 
SUHFLVLyQ HQ OD FDOLÀFDFLyQGH FDGD
alternativa respecto a cada criterio y 
realizando pruebas estadísticas para-
métricas y no paramétricas (pruebas 
GHFRUUHODFLyQDQiOLVLVGHFO~VWHUHV
análisis de componentes principales, 
entre otros) (Moura, 2008). Lo an-
terior otorgará guías que permitan 
construir matrices de desempeño 
y determinar características de los 
criterios (sentidos de preferencia, 
importancias) necesarios para llevar 
a cabo una toma de decisiones multi-
criterio utilizando la herramienta 
&5,'(GHVDUUROODGD\HYLWDUGHVJDV-
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GEOGRÁFICA  3 2 1                       
 
Tiempo de viaje 
de la PUJ  
a la comunidad 
PROSOFI
minutos - - - entre más alta, peor 30 a 90 15 a 45 15 a 45 30 a 90 60 a 90 60 a 90
60 a 
105 60 a 90
60 a 






Tiempo de viaje 
de la PUJ  
a la comunidad 
PROSOFI









A/M/B - - -
alta mejor 
q media y 
baja














EN LA  
COMUNIDAD
 3 2 1                       
 
Presencia 
previa de  
la Facultad de 
Ingeniería
sí / no - - - MEJOR = Sí Sí Sí Sí NO Sí NO Sí Sí NO Sí Sí NO Sí Sí Sí Sí NO Sí Sí Sí Sí
 
Presencia 
previa de  
la Facultad de 
Ingeniería




3 3 3 1 3 1 3 3 1 3 3 1 3 3 3 3 1 3 3 3 3
 
Presencia 
previa de  
la Facultad de 
Ingeniería




6 24 24 0 60 0 12 60 0 48 36 0 24 60 36 54 0 36 84 24 12
 
Presencia 
previa de  
la Facultad de 
Ingeniería




1 3 3 1 3 1 2 3 1 3 3 1 3 3 3 3 1 3 3 3 2
 
Presencia previa  
de la Compañía  
de Jesús (FyA, 
Servivi)



























































































































































































































































































nómicos 1 y 2 




nómicos 1 y 2 










total - - -
Entre más 




















 3 2 1                       
 Colegios oﬁciales un/hab - - - entre más, mejor 5,5E-05 5,3E-05 1,3E-04 1,3E-04 2,5E-04 1,1E-04 9,6E-05 1,8E-05 6,7E-05 2,4E-05 3,7E-05 4,5E-05 1,7E-05 9,7E-05 9,5E-05 1,0E-04 2,3E-04 1,2E-04 1,1E-04 3,8E-05 1,2E-04
 
Colegios no 
oﬁciales un/hab - - -
entre más, 
mejor 9,6E-05 8,6E-05 7,2E-06 7,4E-06 0,0E+00 8,0E-06 6,9E-06 1,0E-06 1,3E-05 1,0E-05 7,5E-05 5,0E-06 5,8E-05 8,9E-06 8,7E-06 1,9E-05 6,7E-05 2,1E-06 0,0E+00 9,9E-05 7,3E-05
 
Relación oﬁcial/no 
oﬁcial % oﬁcial - - -
entre más 
alto, mejor 36,5 38,1 94,7 94,5 100,0 93,3 93,3 94,7 84,0 70,0 33,0 90,0 23,1 91,7 91,7 84,2 77,8 98,2 100,0 27,9 61,9
 
Relación oﬁcial/no 












 3 2 1                       
































































































































































































































































sem - - -
entre más 










2 3 2 2 2 3 2 1 3 2 1 3 3 3 3 3 3 2 1 2 2
 
densidad pobla-
cional hab/ha - - -
entre más 









2 1 1 2 3 3 3 3 2 3 2 3 2 3 3 3 3 3 2 3 3
 
Tasa cobertura 
bruta primaria % - - -
entre más 
bajo, mejor 99,7 109,6 103,9 109,1 109,4 105,3 101 102,5 108,1 101,6 102,9 104,5 103,3 106,7 99 97,6 100,9 108,8 106,2 125,7 102








3 1 2 1 1 1 3 2 1 3 2 2 2 1 3 3 3 1 1 1 2
 
Tasa cobertura 
bruta secundaria % - - -
entre más 
bajo, mejor 102,1 102,1 96,7 97,7 99,1 101,7 107,4 93,5 103,3 100,7 101,3 97,9 101,8 97,7 101,3 103,5 104,3 98,9 95,1 93,7 115
 
Tasa cobertura 





































 3 2 1                       








3 3 3 3 2 3 2 2 3 3 3 3 3 3 3 3 3 3 1 1 3
 población desplazada familia - - - a más, peor 138 109 276 447 704 281 863 958 181 384 384 57 53 75 82 150 38 452 2190 4503 138
(UL_VMatriz de posibles soluciones (Cont.)
