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ABSTRACT
THE ADAPTIVE CROSS APPROXIMATION ALGORITHM APPLIED TO
ELECTROMAGNETIC SCATTERING BY BODIES OF REVOLUTION
By
Brent Rogus
July 2008
Thesis Supervised by Dr. John Fleming
Finding solutions to Maxwell’s Equations is the key to modeling all electromagnetic
phenomenon. One approach to solving Maxwell’s Equations is to use an integral equation
approach. The integral equations can then be solved numerically by approaches like the method of
moments or the Nystro¨m method. These approaches yield a dense system of linear equations. The
coefcient matrix must be computed and stored, which requires a great deal of computational
resources. The adaptive cross approximation (ACA) algorithm is a method which can be used to
efciently compute and store these matrices. This thesis will apply the ACA to a special class of
problems known as scattering by bodies of revolution. A brief introduction to Maxwell’s Equations
and integral equations will be provided, as will discussion on the ACA algorithm along with
numerical results.
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Chapter 1
Introduction to Maxwell’s Equations
All electromagnetic phenomenon can be represented from a macroscopic point of view as a
solution of Maxwell’s Equations. Thus, in order to provide a brief introduction to electromagnetics
this paper will include Maxwell’s equations and derive some other important equations from
Maxwell’s equations. All the numerical methods described below are used to nd approximate
solutions to the Maxwell’s equations.
1.1 Introduction to Electromagnetics
Electromagnetics is the study of electricity and magnetism. Electromagnetics is studied for
many reasons. One major application of electromagnetics is military applications such as radar.
Others major industries such as communications and optics also use applications of
electromagnetism. Now electromagnetism is being used for the study of beroptics, microwaves,
and high speed computers (Taove 4). Scientists use the theoretical solutions of Maxwell’s
equations to predict how electromagnetic devices will react and behave without having to produce
actual physical prototypes. Thus, research scientists attempt to determine how a system will
behave beforehand without the risk and expense involved in building actual prototypes that may or
may not perform as desired.
In electromagnetism, waves consist of electric and magnetic components that travel
transversely to each other. James Clerk Maxwell collected equations commonly found in
electricity and magnetism. These became known as Maxwell’s Equations, and are the common
1
building blocks for many applications today. All the electromagnetic problems start with these
equations. The four main Maxwell Equations are listed below (Jin 2).
1.2 General Maxwell Equations
Maxwell’s equations are (Morita 2)
Faraday’s Law: ∇×E = −∂(µH)
∂t
− Jm (1.1)
Ampere-Maxwell Law: ∇×H = Je +
∂(E)
∂t
(1.2)
Gauss’ Law: ∇ · E = ρv (1.3)
Gauss’ Law for Magnetism: ∇ · µH = 0 (1.4)
In these equations, E is the electric eld, H the magnetic eld, Je the electric current, Jm the
magnetic current,  the permittivity of the medium, µ the permeability of the medium and ρv the
free charge density.
When there are no currents or charges, these equations can be simplied. In these cases, it
simplies to (Morita 6):
Je = Jm = 0 (1.5)
ρv = 0 (1.6)
These equations are used for a variety of real-life problems, such as radar by the military, lasers,
optics, and magnetic resonance imaging (MRIs). This paper discusses the the electromagnetic
scattering of a body of revolution (BOR). Thus, scientists predict the eld strength that is radiated
from a magnetic object which interacts with an incoming plane wave.
2
1.3 Time Harmonic Maxwell Equations
Very often electromagnetic problems have a single frequency and the elds vary exponentially
with respect to time. This gives (Jin 6) :
E(x, y, z, t) = E¯(x, y, z)eiωt (1.7)
∂
∂t
(E) = iωE¯eiwt (1.8)
H(x, y, z, t) = H¯(x, y, z)eiωt (1.9)
∂
∂t
(H) = iωH¯eiwt (1.10)
Thus, Maxwell’s equations simplify to (after cancellation of the of the eiwt factor)
∇×E = −iωµH (1.11)
∇×H = iωE (1.12)
1.4 Boundary Conditions
While Maxwell’s equations are used for every electromagnetic problem, each problem has its
own boundary conditions (Jin 10). The basic boundary conditions are
n×E1 = n×E2 (1.13)
n×H1 = n×H2 (1.14)
where n is a unit normal vector. This states that the tangential components of E and H are
continuous at a material interface. Metallic objects are often modelled by an idealized material
called a perfect electric conductor (PEC). When dealing with a PEC the assumption is that the
electric eld E is zero inside the material. At the interface with a metallic object, the perfect
electric conductor or PEC boundary conditions exist:
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−n×E = 0 (1.15)
n×H = Js (1.16)
1.5 Wave Equations
This paper will now discuss how to solve these differential equations. Since there are two
rst-order vector equations with two unknowns E and H either E or H must be eliminated.
From equation 1.11, take the curl of both sides. This yields:
∇×∇×E = iωµ∇×H (1.17)
∇×∇×E + ω2µE = 0 (1.18)
Equation 1.18 is called the wave equation (Jin 8). Simarly, the wave equation can be formed using
the magnetic eld H instead.
1.6 Modeling Process Used
The modeling process to be used has four parts. First, a model is built. This entails describing
the geometry, the material parameters, and any currents or charges which exist within the
geometry. In this case, the geometry will be scattering by a perfect electric conductor (PEC) body
of revolution. Note that, while close but not true in practice, all metallic objects are assumed to be
PECs (Jin 10). The material parameters will be free space surrounding the PEC scatterer. There are
no charges or currents in the problem; however, there will be an incoming plane wave that contacts
the scatterer that induces a surface current on the scatterer, which in turn creates a scattered eld.
The surface current will be obtained.
After the model is dened, the governing Maxwell’s Equations within the geometry must be
solved. Maxwell’s Equations can be solved in their differential form from equation 1.18 or they
4
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Figure 1.1: Diagram of a perfect electric conductor
can be transformed into integral equations, which is a popular approach (Morita 14). In either case,
it is extremely rare these equations can be solved analytically. This motivates a need for a
numerical approach.
The third step is to discretize the equations. When dealing with the differential form, nite
elements and nite differences are commonly used. For the integral form, the method of moments
or the Nystro¨m method, which are discussed below, is used. This paper will focus on the Nystro¨m
method. All these cases provide a system of equations whose solution is a discrete approximation
of the exact solution (Press 989).
When an integral equations approach is discretized, the coefcient matrix for the system of
equations will be dense, which means that it will have few or no zero entries. Therefore, for large
problems, it can be time consuming and difcult to store the matrix due to its size. There are
several approaches to store the matrix efciently. This project will focus on the ACA algorithm.
This algorithm uses low-rank approximations of blocks of the coefcient matrix (Zhao 766).
In Chapter 2, an introduction to integral equations will be provided for electromagnetic
problems, and in particular look at the equations for the scattering of a BOR. Chapter 2 will also
discuss the solution methods, focusing on the Nystro¨m method. In Chapter 3, the issues with the
dense coefcient matrices produced by solving the integral equations are discussed, and an
introduction to the adaptive cross approximation algorithm is given. In Chapter 4, the ACA
algorithm is applied to an existing code which solves scattering by BOR scatterers by using the
Nystro¨m method. The effectiveness of the ACA in terms of accuracy, time savings, and memory
5
savings is also discussed.
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Chapter 2
Integral Equations and Body of
Revolution (BOR) Formulation
Integral Equations is an approach for solving Maxwell’s Equations. An advantage of integral
equations is that the result can be reduced to solving on the surface of a volume. This paper will
specically discuss how this process works with a body of revolution (BOR).
Several methods exist for solving these integral equations, including the method of moments
(MOM) and Nystro¨m Method (Morita 14). All these approaches give us a dense system of linear
equations. The goal is to compute and store this dense matrix in an efcient manner.
Using Maxwell’s Equations, this paper will formulate the magnetic eld integral equation
(MFIE), discuss the method of moments, the Nystro¨m Method, the locally corrected Nystro¨m
Method, and the BOR problem.
2.1 Green’s Functions
Green’s functions allow us to transform a differential form into an integral form. Consider a
simpler example, the Helmholtz equation (Hanson 21):
(∇2 + k2)ψ(r) = −s(r) (2.1)
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In this equation and the following equations, s(r) is a xed known function and ψ(r) is an
unknown function.
The Green’s function is a function which satises the fundamental equation:
(∇2 + k2)g(r, r′) = −∂(r − r′) (2.2)
The scalar Green’s function will then be the solution of:
g(r, r′) =
e−ik|r−r
′|
4pi|r − r′|
(2.3)
.
Using Green’s second theorem (Hanson 23)
∫
V
(ψ1∇
2ψ2 − ψ2∇
2ψ1)dV =
∫
S
(ψ2∇ψ1 − ψ1∇ψ2) · dS (2.4)
and let ψ1 = ψ(r) and ψ2 = g(r, r′), which gives
ψ(r) =
∫
V
g(r, r′)s(r)dV (2.5)
−
∫
S
(g(r, r′)∇ψ(r)− ψ(r)∇g(r, r′)) · dS
Note that now the unknowns are entirely in surface integrals.
2.2 Integral Equations for Maxwell’s Equations
In this section, the ideas of Green’s Functions will be applied. Additionally, information on how
Green’s Functions can be applied to Maxwell’s wave equations will be provided. Using these, one
will arrive at the magnetic eld integral equation (MFIE) and electric eld integral equation (EFIE)
8
(Hanson 55):
MFIE: Js(r)/2 + n × H(r) = n ×
∫
S
∇′ × g(r, r′)× Js(r′)ds′ (2.6)
EFIE: E = −jωµ
∫
V
dr′G(r, r′) · J(r′) (2.7)
where the incident eld is H(r) and the surface current is Js. The free space Green function for the
Helmholtz equation here is g(r, r′) = e(ik|r−r′|)/(4pi|r − r′|) for each i, and n is unit vector on the
surface S pointing outward.
Note that either can be approximated. However, software developed by Fleming uses the MFIE,
so that is what our focus will be.
2.3 MFIE for BOR
When the geometry has symmetry around an axis, the scatterer can be described as a body of
revolution (BOR). Therefore, a BOR geometry can be described as rotating a parameterized curve
(ρ(`), z(`)) around a z axis (Fleming 42). Any position on the surface can be described by the
parameter ` and the angle of rotation φ. The motivation for the BOR is that the two-dimensional
problem can be reduced into a series of one-dimensional problems, as will be described later.
Two examples of bodies of revolution and how they are formed are in pictures below with a sphere
and cylinder (Figures 2.1 and 2.2).
Examples of bodies of revolution include a sphere, oblate spheroid, and an ogive. A sphere is a
three-dimensional gure where all the points lie a certain distance away from a given point. A
sketch is included as Figure 2.1.
An oblate spheroid is obtained when an ellipse is rotated around an axis. Additionally, an oblate
spheroid must have the diameter of the equator larger than than the one traversing from pole to
pole. A perfect example of an oblate spheroid would be an M&M candy. Another sketch is
included as Figure 2.3.
9
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Figure 2.1: Example of a Sphere
x
y
z
Figure 2.2: Example of a Cylinder
x
y
z
Figure 2.3: Example of an Oblate Spheroid
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An ogive is like the oblate spheroid, but its ends instead of being rounded off come to points. A
perfect example of an ogive would be a football without the laces. A sketch is included as Figure
2.4.
x
y
z
Figure 2.4: Example of an Ogive
These examples will be used as test cases later in the paper.
2.4 BOR Problem Reduction
When changed to BOR coordinates, the desired surface current becomes
Js = ¯`J` + φˆJφˆ (2.8)
Further, by changing the variables to a BOR coordinate system, one can rewrite the integral
equation 2.6 above in terms of the scalar integral equations below (Fleming 46).
In these equations, αi is the kernel, and is given by the following:
α1 =
−T (`1)G(`, `1, φ1)[([ρ(`1)−ρ(`)]z∗(`1)− [z(`1)−z(`)]ρ∗(`1)) cos(φ1)−2ρ(`)z∗(`1) sin
2(φ1/2)]
α2 = −T (`1)G(`, `1, φ1)[z(`1)− z(`)] sin(φ1)
α3 = −T (`1)G(`, `1, φ1)[ρ(`1)ρ∗(`)z∗(`1)− ρ(`1)ρ∗(`)z∗(`1)[z(`1)− z(`)]ρ∗(`)ρ∗(`1)] sin(φ1)
α4 =
−T (`1)G(`, `1, φ1)[([ρ(`1)− ρ(`)]z∗(`)− [z(`1)− z(`)]ρ∗(`)) cos(φ1)− 2ρ(`1)z∗(`) sin
2(φ1/2)]
where
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T (`1) = ρ(`1)
√
[ρ(`1)]2 + [z′(`1)]2
G(`, `1, φ1) =
(1 + ikR)eikR
4piR3
R =
√
[ρ(`1)− ρ(`)]2 + [z(`)− z(`1)]2 + 4ρ(`)ρ(`1)sin2(φ1/2)
Due to the periodicity of the BOR geometry in the φ direction, both J` and Jφ are periodic.
Thus, they can be rewritten as Fourier series.
J`(`, φ) =
∞∑
n=−∞
j`n(`)e
−imφ (2.9)
Jφ(`, φ) =
∞∑
n=−∞
jφn(`)e
−imφ (2.10)
where m ∈ (−∞,∞)
However, since jlm(`) and j
φ
m(`), which are unknown coefcients of the Fourier series, are not
dependent on φ1, the previous equations can be rewritten further. This will result in the nal
integral equations below.
j`m(`)
2
=
∫ ¯`
0
j`m(`1)G
1
m(`, `1) + j
φ
m(`1)G
2
m(`, `1)d`1 + (
ˆ` · (nˆ×H i))m (2.11)
jφm(`)
2
=
∫ ¯`
0
j`m(`1)G
3
m(`, `1) + j
φ
m(`1)G
4
m(`, `1)d`1 + (φˆ · (nˆ×H
i))m (2.12)
where Gim(`, `1) =
∫ 2pi
0 αi(`, `1, φ1)dφ1
This is important as it will create a system of linear equations. This will vastly reduce both
computational storage and speed.
2.5 Method of Moments (MOM)
A common approach for integral equations when Green’s function is known or can be
calculated is the method of moments (MOM). The MOM is a way to solve the equation Lf = g,
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where L is a linear operator, f is the unknown electric or magnetic eld, and g is the known energy
level. The solution is then determined by selecting expansion functions, weighting functions, and
is numerically solved (Jin 692).
Consider the simple integral equation as an example:
u(x) +
∫ b
a
u(x′)g(x, x′)dx′ = f(x) (2.13)
Mathematically, one is approximating the following:
u(x) ≈
N∑
i=1
α1φi(x) (2.14)
N∑
i=1
αiφi(x)dx+
∫ b
a
N∑
i=1
αi(x
′)φi(x
′)g(x, x′)dx = f(x) (2.15)
Multiplying the above equation 2.13 by a single basis function φj and then integrating over
(a,b), one obtains a system of equations. When φj is xed, it yields
∫ b
a
N∑
i=1
αi(x)φi(x)dx+
∫ b
a
∫ b
a
N∑
i=1
αi(x
′)φi(x
′)g(x, x′)φj(x)dx′dx
=
∫ b
a
f(x)φj(x)dx (2.16)
However, other alternatives exist to the MOM. These include the nite element method, which
will not be discussed, and the Nystro¨m method, which will be used in this project.
2.6 Nystro¨m method
The Nystro¨m Method is a way of transforming a continuous equation, such as the
electromagnetic ones, into discrete components. The basis behind the Nystro¨m method is that it
applies a quadrature rule. It selects the unknown function values at the points that must be
determined. It also can provide a higher order solution. However, the challenge with it is that it
yields singular matrices that must be computed. We will take care of these using the locally
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corrected Nystro¨m method.
However, rst this paper will discuss the Nystro¨m method. For the Nystro¨m method, one solves
2.13 as for the MOM.
Numerical techniques are used to solve this equation. Consider a quadrature (Press 990):
∫ b
a
u(s)ds =
N−1∑
j=0
ωju(sj) (2.17)
Applying this quadrature rule in the previous equation yields
f(x) = λ
N−1∑
j=0
wjg(x, sj)u(sj) + h(x) (2.18)
One obtains a system of equations by inserting the abscissa values from the quadrature rule into the
equation.
Now a system of linear equations with N unknowns that can be approximated by numerical
techniques.
Unfortunately, if the Green’s function is singular at the point where ri = rj , the Nystro¨m
method cannot be applied. The locally corrected Nystro¨m Method applies in this situation. It uses
the previous equation 2.17, and applies a special rule to approximate the matrix only at the points
where it is singular. At the others, where ri 6∈ [ai, bi], the regular Nystro¨m method is used.
However, at the points of singularity, consider u(rj):
u(x) +
∫ b
a
u(x′)g(x, x′)dx′ = f(x) (2.19)
Solving for u yields:
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u(x) +
∫ b
a
g(x, x′)dx′ = f(x) (2.20)
∫ b
a
u(x)g(x, x′)dx′ ≈
ns∑
p=1
Na−1∑
q=0
ωqg(x, x
p
q)u(x
p
q) (2.21)
u(xkj ) +
ns∑
p=1
Na−1∑
q=0
ωqg(x, x
p
q)u(x
p
q) = f(x
k
j ) (2.22)
In these equations, the corrected weights are solved for. The new weights on the subinterval with
the singularity then become the system of equations:
ω¯1P0(x1) + ...+ ω¯Na−1P0(xNA) =
∫ b
a
g(x, x′)P0(x
′)dx′ (2.23)
ω¯1P1(x1) + ...+ ω¯Na−1P1(xNA) =
∫ b
a
g(x, x′)P1(x
′)dx′
...
ω¯1Pn(x1) + ...+ ω¯Na−1Pn(xNA) =
∫ b
a
g(x, x′)Pn(x
′)dx′
This system of equations will be converted into a matrix, and will be the matrix used in later
approximations.
This method will yield a dense coefcient matrix, as each point has an interaction with each
other point. Looking back at the integral equation for the MFIE and EFIE, one can also see that
this method yields a dense system. This follows since the function is inside the integral for the
MFIE and EFIE. The dense system of equations can also be a difculty for problems with high
frequencies (low wavelengths) because of the number of points that will be needed to approximate
the matrix. As the frequency increases, so does the number of points needed to approximate the
matrix. Unfortunately, since the system is dense, storage becomes a problem for large matrices. In
the results section, the differences in frequencies and how the ACA responds to them will be
explored.
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Chapter 3
Storing Dense Coefficient Matrices
In this chapter, storing dense matrices will be studied. Matrices are used for an iterative solution
method to solve electromagnetic problems. This relies on matrix multiplication, rather than other
alternatives like Gaussian elimination. The approaches will be discussed further in the chapter.
3.1 Fast Multipole Method (FMM)
The fast multipole method (FMM) is the most prominent approach to approximate the
computation of the matrices created by the Nystro¨m method. While this method will not be used,
this method is included as background. Originally developed by Rokhlin, the FMM was initially
used to compute particle interactions by approximating static integral equations (Jin 692). Since, it
has been extended to electromagnetic scattering problems such as ours. The FMM works by
separating elements into groups that have strong interactions based on their location. For radiated
elds, the FMM then approximates the center of the group, which greatly lowers the overall
number of scattering centers, making for an efcient approximation. When calculating a received
eld for each element, the elds emitted from the other centers are collected by the group center,
which then redistributes the elds to the individual elements (Jin 694). Mathematically, it expands
the Green’s function from the integral equation into a series. This expansion allows the
widely-separated sources to be separated into the single source (Jin 694). It is more efcient as the
individual matrix need not be explicitly stored.
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3.2 Disadvantages of FMM and Alternatives
There are some disadvantages to using the FMM. The rst disadvantage is that it is difcult to
implement properly. Implementation of the FMM is specic to the problem’s Green’s Function as
well as the geometry of the problem. Therefore, if either changes, we must restart the entire
problem over again. Since it is not portable, we look for another alternative.
Other approaches to the FMM exist, however. These include the adaptive integral method and
the FFT-based method, which will not be discussed, as well as the adaptive cross approximation
algorithm (ACA).
3.3 Adaptive Cross Approximation Algorithm (ACA)
The ACA will be used in this paper. The reasoning behind this is that the ACA is portable,
efcient, and is not specic to the problem’s Green’s function. It is also easier to implement, and
can also compress the matrix (Fleming 43).
The goal of the ACA Algorithm is to approximate the matrix that determines the connection
between the matrices used in the locally corrected Nystro¨m method calculation. The motivation
behind the ACA is to apply blocks to the coefcient matrix given by the Nystro¨m method. Then
low-rank approximations will be assigned to far interactions; near interactions are not low-rank.
The ACA Block Method is illustrated in Figure 3.1.
The highlighted blocks along the diagonal represent near interactions. These are computed
completely. However, the outer blocks without highlighting are weaker interactions. Since these
are not as vital, these are approximated to save time and storage.
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Figure 3.1: The ACA Block Method
ACA ALGORITHM
Note that B is the initial matrix, Rk is the error matrix, ul is 1 by m, and vl is n by 1. (Bebendorf
19).
Note that || ∗ ||F is the Frobenius norm of ∗, and dene Sk the following approximation of B.
Let R0 be the original matrix (B), which is to be determined, and set k = 0.
When not within the given  that is required, where  is the accuracy determined by
||Rk||F <= ||B||F , where || ∗ ||F is the Frobenius norm, compute the following:
Increment k.
Set (ik, jk) = argmaxi,j |Rk|i,j .
Set uk = Rk−1ejk .
Let vk = RTk−1ejk .
Let γk = ((Rk − 1)ik,jk)−1.
Let Rk = Rk−1 − γkukvTk .
Repeat as necessary.
Dene Sk as the following approximation of B:
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Sk =
k∑
l=1
ulv
T
l (3.1)
However, rather than using the fully-pivoted ACA, which requires the whole matrix to be
scanned, thus not saving any time, a modied version of the ACA as presented by Zhao et al (765)
will be used. In this algorithm only part of the initial matrix is used in the approximation, thus
saving both time and storage.
3.4 Example of the ACA
To help give a better understanding of how the ACA works, a concrete example is provided. A
matrix is created that consists of weak (well-separated) and strong interactions. To do this, one can
simply take two vectors (one a column vector of length m from zero to one, the other a row vector
of the same length from two to three). Then one can create a m by m matrix by taking one divided
by their difference of the row matrix by the column matrix term-by-term. This creates a dense
matrix between zero and one. The example 10x10 matrix B is below. Note that the results are
rounded to four decimal places (and that some entries listed as zero may be close to zero but not
actually zero).


0.5000 0.4762 0.4545 0.4348 0.4167 0.4000 0.3846 0.3704 0.3571 0.3448
0.5263 0.5000 0.4762 0.4545 0.4348 0.4167 0.4000 0.3846 0.3704 0.3571
0.5556 0.5263 0.5000 0.4762 0.4545 0.4348 0.4167 0.4000 0.3846 0.3704
0.5882 0.5556 0.5263 0.5000 0.4762 0.4545 0.4348 0.4167 0.4000 0.3846
0.6250 0.5882 0.5556 0.5263 0.5000 0.4762 0.4545 0.4348 0.4167 0.4000
0.6667 0.6250 0.5882 0.5556 0.5263 0.5000 0.4762 0.4545 0.4348 0.4167
0.7143 0.6667 0.6250 0.5882 0.5556 0.5263 0.5000 0.4762 0.4545 0.4348
0.7692 0.7143 0.6667 0.6250 0.5882 0.5556 0.5263 0.5000 0.4762 0.4545
0.8333 0.7692 0.7143 0.6667 0.6250 0.5882 0.5556 0.5263 0.5000 0.4762
0.9091 0.8333 0.7692 0.7143 0.6667 0.6250 0.5882 0.5556 0.5263 0.5000


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One can apply the ACA to this matrix with an  = .01, where  the error to be achieved for each
iteration. After computation, there is some compression, as the u vector is 3 by 10, and the v
vector is 10 by 3. Thus the ACA has compressed the matrix to 60 percent of its initial size.
u =


0.5000 0 0
0.5263 −0.0058 0.0004
0.5556 −0.0128 0.0008
0.5882 −0.0211 0.0011
0.6250 −0.0310 0.0015
0.6667 −0.0431 0.0017
0.7143 −0.0578 0.0018
0.7692 −0.0760 0.0017
0.8333 −0.0985 0.0012
0.9091 −0.1270 0


v =


1.0000 0.9524 0.9091 0.8696 0.8333 0.8000 0.7692 0.7407 0.7143 0.6897
0 0.2557 0.4507 0.6004 0.7160 0.8056 0.8748 0.9282 0.9691 1.0000
0 0.6553 0.9382 1.0000 0.9317 0.7892 0.6071 0.4068 0.2018 0


To determine the accuracy, one can take
||B − Sk|| (3.2)
where B is the initial matrix.
This had an approximation accuracy of around 1.35 ∗ 10−4. Decreasing the  to .001, one
obtains less compression since u is 10 by 4, and v is 4 by ten, but the accuracy improves to about
3.62 ∗ 10−6. Thus when  is decreased, accuracy is increased but compression decreased. Note that
the bigger the matrix, the greater the ACA will compress the matrix, as will be discussed later.
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Chapter 4
Results: Applying ACA to BOR
problems
4.1 Taken From Prior Work
This paper is derived from prior work. Fleming in an earlier paper studied the BOR scattering
problem using the locally corrected Nystro¨m method (Fleiming 43). He, however, used it in
conjunction with the Method of Moments, which is difcult to implement and not portable. For
this project, we obtained Fleming’s existing code for the study of our objectives. Our goal was to
modify the code to incorporate the Adaptive Cross Approximation Algorithm (ACA). Some
examples of incorporating the ACA into the existing code included taking out the portions where
the MOM was used, programming and incorporating the ACA in multiple places, adding the modal
number, and adding the ability to load the weights as opposed to just computing them every time.
4.2 How Well Did the Approximation Work?
This section discusses how successfully the ACA approximates the scattering matrices. The
surface plots for the electric and magnetic elds when using the ACA against the traditional
methods will be compared.
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4.2.1 Accuracy of the ACA
The sphere appeared to be approximated quite well by the ACA, as can be determined from
how close the results are when shown side-by-side below. Note that for all graphs the default mode
is one and the angle of incidence is pi/2, and will be from here on out unless stated otherwise.
Note that the graphs for the surfaces are in the next section. The left side is the traditional
approximation, as is stated on the rst gure, and the right side is the approximation using the
ACA.
However, one more item with the sphere will be tested. Earlier one wished to use the ACA to
determine how well the ACA worked over several modal solutions simultaneously.
As one will see, the surface plots look similar. However, the accuracy of the ACA must be
computed. One computes accuracy similarly to the example given before with the small 10-by-10
matrix. However, a small correction for the matrices must be made here, as one must reshape the
matrix given by the ACA to get a matrix of the same size to compute the norm of the difference.
For the sphere with a plane wave and a wave number of 2pi, the accuracy was 1.5× 10−7. For
the spheroid described above with a wave number of 2pi, the accuracy was 2.81 × 10−9. Finally,
for the ogive with the same wave number the ACA yielded an accuracy of 1.06 × 10−7. All of
these are excellent approximations that are well within the tolerance.
4.2.2 Surface Plots
For each surface plot, the left hand side is the surface plot computed by the ACA. The right hand
side is the surface plot computed by traditional methods. Recall that the parameter is ` and the
angle of rotation is φ.
For this portion, rst the results using the ACA were compared to known results to verify that
the ACA was correctly programmed. Then a number of possible combinations were completed
using the ACA. These included keeping the number of subintervals the same and changing the
frequency, keeping the frequency the same and changing the number of subintervals, keeping both
the frequency and number of subintervals the same and changing the wave number, and changing
all of the previously mentioned variables for each the sphere, oblate spheroid, and ogive. Note that
only 24 results were shown; the real and imaginary parts of the sphere with 200 subintervals for
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each the electric and magnetic eld. Many more were successfully completed, but results are not
shown for all wave numbers, frequencies, and number of subintervals. The accuracy for each was
computed against traditional methods, and the accuracy for the three objects selected for this paper
are stated. The ACA was successful within the margin of error stipulated every time the ACA was
run. Recall that the parameter is ` and the angle of rotation is φ.
The Sphere
These plots are the results for scattering by a sphere. One looks at the real and imaginary parts
of the ` and φ component of the surface currents produced by both fundamental polarizations of
the incoming eld. On the left is the actual solution with the ACA storage and compression and on
the right is the solution produced using traditional methods. Figures 4.1 to 4.8 display the
comparisons for the sphere case.
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Figure 4.1: Surface plot of the real part of a sphere with a wave number of 2pi with 200 subintervals
in the electric eld parallel to the ` direction.
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Figure 4.2: Surface plot of the real part of a sphere with a wave number of 2pi with 200 subintervals
in the electric eld parallel to the φ direction.
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Figure 4.3: Surface plot of the real part of a sphere with a wave number of 2pi with 200 subintervals
in the magnetic eld parallel to the ` direction.
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Figure 4.4: Surface plot of the real part of a sphere with a wave number of 2pi with 200 subintervals
in the magnetic eld parallel to the φ direction.
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Figure 4.5: Surface plot of the imaginary part of a sphere with a wave number of 2pi with 200
subintervals in the electric eld parallel to the ` direction.
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Figure 4.6: Surface plot of the imaginary part of a sphere with a wave number of 2pi with 200
subintervals in the electric eld parallel to the φ direction.
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Figure 4.7: Surface plot of the imaginary part of a sphere with a wave number of 2pi with 200
subintervals in the magnetic eld parallel to the ` direction.
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Figure 4.8: Surface plot of the imaginary part of a sphere with a wave number of 2pi with 200
subintervals in the magnetic eld parallel to the φ direction.
The accuracy comparing the ACA against traditional methods for the sphere was 1.5× 10−7.
This was well within the bounds set up for the error range.
The Oblate Spheroid
Another body of revolution used for study was the oblate spheroid. This case is slightly more
complex since the spheroid is a doubly curved surface becauseit has different geometry depending
on what direction you go on the surface. Once again, the plots using the ACA compression are on
the left and those computed by traditional methods are on the right. Figures 4.9 to 4.16 display the
comparisons for the oblate spheroid case.
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Figure 4.9: Surface plot of the real part of a spheroid with a wave number of 2pi with 200
subintervals in the electric eld parallel to the ` direction.
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Figure 4.10: Surface plot of the real part of a spheroid with a wave number of 2pi with 200
subintervals in the magnetic eld parallel to the ` direction.
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Figure 4.11: Surface plot of the real part of a spheroid with a wave number of 2pi with 200
subintervals in the electric eld parallel to the φ direction.
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Figure 4.12: Surface plot of the real part of a spheroid with a wave number of 2pi with 200
subintervals in the magnetic eld parallel to the φ direction.
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Figure 4.13: Surface plot of the imaginary part of a spheroid with a wave number of 2pi with 200
subintervals in the electric eld parallel to the ` direction.
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Figure 4.14: Surface plot of the imaginary part of a spheroid with a wave number of 2pi with 200
subintervals in the magnetic eld parallel to the ` direction.
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Figure 4.15: Surface plot of the imaginary part of a spheroid with a wave number of 2pi with 200
subintervals in the electric eld parallel to the φ direction.
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Figure 4.16: Surface plot of the imaginary part of a spheroid with a wave number of 2pi with 200
subintervals in the magnetic eld parallel to the φ direction.
The accuracy comparing the ACA against traditional methods for the elliptical spheroid was
2.8× 10−9.
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The Ogive
The nal body of revolution to be studied in this paper is the ogive. Note that the ogive is the
most challenging problem because the sharp point in the geometry creates a singularity in the
solution. The comparison surface plots are below. Figures 4.17 to 4.24 display the comparisons for
the ogive case.
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Figure 4.17: Surface plot of the real part of an ogive with a wave number of 2pi with 200 subintervals
in the electric eld parallel to the ` direction.
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Figure 4.18: Surface plot of the real part of an ogive with a wave number of 2pi with 200 subintervals
in the electric eld parallel to the φ direction.
0
10
20
30
40
0
100
200
−0.2
−0.15
−0.1
−0.05
0
0.05
0.1
0.15
0.2
0
10
20
30
40
0
100
200
−0.2
−0.15
−0.1
−0.05
0
0.05
0.1
0.15
0.2
Figure 4.19: Surface plot of the real part of an ogive with a wave number of 2pi with 200 subintervals
in the magnetic eld parallel to the ` direction.
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Figure 4.20: Surface plot of the real part of an ogive with a wave number of 2pi with 200 subintervals
in the magnetic eld parallel to the φ direction.
0
10
20
30
40
0
100
200
−1
−0.5
0
0.5
1
0
10
20
30
40
0
100
200
−1
−0.5
0
0.5
1
Figure 4.21: Surface plot of the imaginary part of an ogive with a wave number of 2pi with 200
subintervals in the electric eld parallel to the ` direction.
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Figure 4.22: Surface plot of the imaginary part of an ogive with a wave number of 2pi with 200
subintervals in the electric eld parallel to the φ direction.
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Figure 4.23: Surface plot of the imaginary part of an ogive with a wave number of 2pi with 200
subintervals in the magnetic eld parallel to the ` direction.
35
0
10
20
30
40
0
100
200
−1
−0.5
0
0.5
1
0
10
20
30
40
0
100
200
−1
−0.5
0
0.5
1
Figure 4.24: Surface plot of the imaginary part of an ogive with a wave number of 2pi with 200
subintervals in the magnetic eld parallel to the φ direction.
The accuracy comparing the ACA against traditional methods for the ogive was 1.1× 10−7.
As one can see, the results from the ACA were very similar to traditional methods. Each was
within 1× 10−7. Since it comes close in accuracy, the efciency in terms of time savings and
storage will be shown.
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4.2.3 Efficiency of the ACA
One major goal of the ACA was to decrease the overall time spent on calculations. From the
analysis, the ACA did decrease the overall time spent on calculations versus solving the system of
equations the normal way. A graph is included as Figure 4.25. As one can see from this graph, the
ACA took less time at all of the different number of subintervals compared to the traditional
method. For larger problems, the ACA worked even better, which is an added bonus when trying to
determine solutions in the future.
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Figure 4.25: Overall running time for the ACA vs. a traditional method
Another goal of the ACA was to reduce the space needed to store the dense matrices. Since the
ACA compresses the matrix by computing the middle diagonal of the matrix and approximating
the weaker interactions (outer edges) of the matrix, a plot is shown using a sphere with the
compression the ACA gave versus having no compression at all.
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Figure 4.26: Storage needed for the ACA vs. the traditional method
As one can see, there is a decent savings using the ACA against no compression. For a bigger
matrix, the percent savings for the running time with a wave number of 8pi and 400 subintervals
was 39.3%. For the same number of subintervals, the percent savings in storage was 81.4%.
38
Chapter 5
Conclusion
5.1 Summary
This project approximated the electromagnetic scattering of a body of revolution by using the
locally corrected Nystro¨m method and the Adaptive Cross Approximation algorithm (ACA). For
this task, rst a model of the problem was created. The model was based on the physics behind the
problem and the geometry of the items to be studied: a sphere, oblate spheroid, and ogive. Then
the project required the use of integral equations and created differential equations from them to be
solved. After completing this task, next discretization, or the turning the continuous differential
equations to discrete ones, was used. This task was completed by using the locally corrected
Nystro¨m method. Then the ACA was used to solve this system of equations. Next, the accuracy of
the results was studied. It was determined that the ACA worked well in approximating the sphere
and oblate spheroid and not so well in the ogive. The efciency of the ACA was also studied, and
the time savings and memory savings against the traditional methods were shown.
5.2 Ideas for Future Research
There are a few questions that came to mind when working on this project that could lead to
further investigation. The rst is that only a single decomposition of the matrix blocks was used. A
different composition could also be studied. Additionally, the EFIE could be tried rather than the
MFIE. Also, only scatterers which were perfect electric conductors were studied. One could look
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at others that had conductivity. Finally, an interesting item to look at would be to push the limits of
the ACA and determine where it breaks down (how far must one push the waves before
compression or accuracy diminish).
40
REFERENCES
Bebendorf, M et al. ”Adaptive Low Rank Approximation of Collocation
Matrices.” Springer Verlag 6 March 2003.
http://sam.math.ethz.ch/ hiptmair/seminars/SS04/Papers/BER03/pdf
Fleming, John L., Aihua W. Wood, and William D. Wood Jr. “Locally
corrected Nystro¨m method for EM scattering by bodies of revolution”.
Journal of Computational Physics. 196 (2004). 41-52.
Gedney, Stephen D. and Raj Mittra. ”The use of the FFT for the Efficient
Solution of the Problem of Electromagnetic Scattering by a Body of Revolution.”
IEEE Transactions on Antennas and Propagation. 38. 3 (Mar. 1990). 313-332.
Handson, George W. and Alexander B. Yakovlev. Operator Theory for
Electromagnetics: An Introduction. New York: Springer-Verlag 2003,
Jin, Jianming. The Finite Element Method in Electromagnetics. Second Ed.
New York: John Wiley and Sons, 2002.
Morita, N., N. Kumagai and J.R. Mautz. Integral Equations for Electromagnetics.
Boston: Artech House, 1990.
Press, Willima H. et al. Numerical Recipes: The Art of Scientific Computing
Third Edition. New York: Cambridge, 2007.
Taflove, Allen. Why Study Electromagnetics: The First Unit in an Undergraduate
Electromagnetics Course. Evansville: Northwestern University, 2002. 8 July
2008.
Available: www.ee.bilkent.edu.tr/ eee351/files/WhyStudyElectromagnetics.pdf
Zhao, Kezhong, Marinos N. Vouvakis, and Jin-Fa Lee. ”The Adaptive Cross
Approximation Algorithm for Accelerated Method of Moments Computations
of EMC Problems.” IEEE Transactions on Electromagnetic Compatability.
47. 4 (Nov. 2005). 763-773.
41
