The exact treatment of the radiative transfer equation (RTE) is difficult even for idealized situations and simple boundary conditions. A number of higher-order approximations
INTRODUCTION
Most practical combustion devices involve turbulent fluid flow, and the high temperatures prevalent in most combustion processes result in substantial heat transfer by radiation. An accurate description of turbulence and combustion by themselves is mathematically complex and computationally expensive. This has often resulted in the neglect of radiation in turbulent combustion applications, or its treatment using simple models, to avoid the additional complexity of solving the radiative transfer equation (RTE) (Modest, 2003) . The RTE is an integrodifferential equation consisting of up to five independent variables (three in space and two in direction). An exact analytical solution to the RTE can be obtained only for a few simple situations, such as one-dimensional (1D) plane-parallel media without scattering. On the other hand, accurate numerical solutions for practical scenarios are exceedingly difficult to obtain. In addition, for typical combustion gases, such as carbon dioxide and water vapor, the strong spectral variation in radiative properties demands large computational resources for line-by-line spectral calculations. A number of approximate methods have been developed over time, which simplify computation and have reasonable accuracy. Among these approximate methods the spherical harmonics method (SHM), the discrete ordinates method (DOM) or the finite volume method, (FVM) the zonal method and the photon Monte Carlo method (PMC) have been used most frequently (Modest, 2003) . The zonal method was popular in the past decades due to its simplicity. But its solution requires inversion of full matrices and the method becomes computationally very expensive for complex problems and for optically thick media. In addition, it cannot treat anisotropic scattering. The DOM/FVM method approximates the directional variation of the radiative intensity rather than its spatial behavior. It employs a discrete representation of the directional variation with integrals over the total solid angle 4π obtained via numerical quadrature. It is relatively simple to implement but has several drawbacks. For a scattering medium and/or reflecting walls, the DOM/FVM method requires an iterative solution. In addition, its convergence is known to slow down for optically thick media. Furthermore, the DOM may suffer ray effects and possibly false scattering due to its angular discretization (Chai et al., 1993) . The spherical harmonics method (SHM) also approximates the directional variation of the radiative intensity like the DOM, but here the directional distribution of intensity is expressed as a series of spherical harmonics. The SPH method converts the integrodifferential RTE into relatively simple partial differential equations, similar to the DOM/FVM; however, unlike the DOM/FVM these can be solved using standard PDE solver packages. In this method, the spatial and directional dependencies are completely decoupled, allowing independent choices for spatial and directional accuracy without suffering detrimental ray effects. The lowest-order P N approximation, the P 1 approximation, has enjoyed great popularity because of its relative simplicity and compatibility with standard methods for the solution of the energy equation (Modest, 2003) . However, the P 1 approximation performs poorly in the optically thin limit and other strongly nonisotropic radiative intensity fields. Mathematical complexity increases rapidly if higherorder P N approximations for multidimensional geometry are desired, which is probably responsible for the fact that its development lags behind that for the DOM/FVM. The fact that in the SHM intensity is expressed in terms of spherical harmonics makes it difficult to accurately represent directionally strongly anisotropic intensity as encountered, for example, near emitting walls and/or in optically thin media. This can be largely mitigated by using the modified differential approximation approach of Olfe (1967) and Modest (1989) .
A number of higher-order P N approximations have been formulated for specific (usually 1D) geometries (Kofink, 1959; Bayazitoǧlu and Higenyi, 1979; Tong and Swathi, 1987; Ratzel and Howell, 1983; Mengüç and Viskanta, 1985) and for limited three-dimensional (3D) applications (Davison, 1958; Ou and Liou, 1982) , as recently reviewed by Yang and Modest (2007) . Yang and Modest developed a successive elimination methodology, which decomposes the RTE into N (N + 1)/2 coupled, second-order, elliptic partial differential equations for a given odd order N , allowing for variable properties and arbitrary three-dimensional geometries.
Even when radiation was considered, the traditional approach of modeling radiative transfer in combustion chambers has largely ignored turbulence-radiation interactions (TRI). In turbulent combustion scenarios, turbulence, combustion, and radiation are tightly coupled processes and the physics of one affects the other two. The interaction between turbulence and radiation is a two-way process. The turbulent fluctuations affect radiation fluxes and radiation may, in turn, modify turbulent fluctuations. At first, only radiative properties evaluated based on mean quantities were considered (Grosshandler and Sawyer, 1977; Viskanta and Mengüç, 1987) used an exponential wide-band spectral model in addition to mean properties to predict spectral radiative intensities in fires. Wilcox (1975) used an exponential wideband spectral model in addition to mean properties to predict spectral radiative intensities in fires. Tamanini (1977) studied round turbulent flames assuming the emission to be proportional to the local reaction rate and thereby taking flame radiation as a fixed fraction of the chemical energy release. The measured mean flame properties by Grosshandler and Sawyer (1977) were used to study spectral radiation properties for methane/air combustion products. Souil et al. (1984) studied radiation from turbulent diffusion flames to vertical target surfaces using mean temperature values.
However, the nonlinear dependence of radiation on temperature coupled with the fluctuations in temperature (encountered in turbulent configurations) tend to enhance radiative transfer. The experimental and numerical work of (Faeth et al., 1985; Faeth, 1986, 1988; Gore et al., 1987; Kounalakis et al., 1988 Kounalakis et al., , 1989 Kounalakis et al., , 1991 demonstrated that radiative emission from, both, luminous and nonluminous turbulent flames may be as much as 300% higher than the value expected based on mean values of temperature and Volume 1, Issue 2 absorption coefficient. This was generally assumed to be predominantly due to the nonlinear dependence of radiation on temperature. This evidence of the effect of turbulence on radiation was supported by early simplified numerical studies, in which the radiation calculations were not coupled with turbulence calculations. The expansion of emissive power into a Taylor series was employed by Cox (1977) to show that flame emission increases by a large amount with an increase in temperature fluctuations. Nelson (1989) concluded that turbulence−radiation interactions were dominated by temperature fluctuations when studying band radiation from a fluctuating medium. The study of gas radiation from a homogeneous turbulent medium by Kritzstein and Soufiani (1993) concluded that radiative intensities increase with increase in temperature fluctuations, while concentration fluctuations had only a weak effect on radiative intensities. Soufiani et al. (1990a Soufiani et al. ( , 1990b investigated nonlinear effects of radiation in a channel flow of a nonreacting radiating gas. In this study, the mean radiative wall flux predicted with and without considering the nonlinear effects of radiation was different by only 10%: the absence of combustion results in smaller turbulent fluctuations as compared to those produced in the presence of combustion, resulting in a weak TRI. Song and Viskanta (1987) studied turbulent flames inside a two-dimensional furnace by solving the fully coupled reacting flow and radiation problem with simplifying assumptions, such as the use of a presumed PDF for mixture fraction and heat release rate. They found increases in radiative fluxes of up to 80% due to temperature and concentration field fluctuations in cases where the flame occupied a large fraction of the furnace volume. Their approach was extended by Hartick et al. (1996) to a diffusion flame. Krebs et al. (1996) applied a Reynolds averaging method to the radiative transfer equation and showed that emission from radiation increases more at shorter wavelengths due to scalar fluctuations.
All these treatments to study effects of turbulence on radiation were of an approximate nature as no knowledge of the fluctuations in temperature and concentration fields was available (i.e., an assumption for the PDF or a simplification regarding the turbulence was necessary). More recently, Mazumder and Modest (1990a) introduced a direct PDF method and applied it to a methane-air diffusion flame in a bluff body combustor by solving the velocity-composition PDF equation using a Monte Carlo method. The thin eddy approximation (Kabashinikov and Myasnikova, 1985) was invoked to study turbulenceradiation interactions. The inclusion of the absorption coefficient-temperature correlation alone was found to increase radiative heat flux by 40-45% (Mazumder and Modest, 1990b) . Li and Modest (2003) used a composition PDF method to investigate the importance of turbulence-radiation interactions and the important correlations that need to be considered in simulations. They found that the absorption coefficient-Planck function correlation is important in addition to the temperature self-correlation. Coelho (2004) reported a nearly 50% increase in radiative heat loss due to TRI for a nonpremixed methane-air turbulent jet flame, while Tessé et al. (2004) reported a 30% increase in radiative heat loss with consideration of TRI for a sooty, nonpremixed ethylene-air tur-bulent jet flame. Wu et al. (2005 Wu et al. ( , 2007 were the first to study TRI for an idealized turbulent premixed flame using direct numerical simulation (DNS) coupled with a photon Monte Carlo method for the solution of the RTE; they found that emission and absorption are both enhanced when TRI are considered, and that both effects remained important even at relatively low optical thicknesses. Recently, Deshmukh et al. (2007) studied TRI using DNS for a canonical configuration of homogeneous isotropic turbulence for a nonpremixed system. In their study, the interaction of turbulence and radiative intensity resulted in substantial emission and absorption TRI. Here, DNS coupled with a third-order SHM (P 3 approximation) is used to isolate and quantify TRI effects in a statistically one-dimensional premixed system. The aims are to provide new fundamental physical insight into TRI in chemically reacting turbulent flows and to provide guidance for model development. The details of P 3 approximation are provided next, followed by the equation set for turbulent premixed combustion scenario, the nature of turbulence-radiation interactions and the description of the model problem. Results and a discussion are provided after the description of the model problem.
The general form of the RTE is given (Modest, 2003) aŝ
where ω is the single scattering albedo. Augmentation of intensity due to in-scattering is calculated by the last term in Eq. (1), where Φ is the scattering phase function and describes the probability that a ray from directionŝ will be scattered into a certain direction,ŝ. The intensity gradient, ∇ τ , along directionŝ is written in terms of nondimensional optical coordinates with the extinction coefficient β and dτ = βds. The radiative intensity field I(r,ŝ) at a point r can be thought to be a surface of a unit sphere surrounding the point r. Such a function may be expressed as a 2D generalized Fourier series,
where the I m n (r) are position dependent coefficients and the Y m n (ŝ) are spherical harmonics, given by
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Here, θ and φ are the polar and azimuthal angles defining the direction of the unit vector s and P m n (cos θ) are associated Legendre polynomials given by
The P 3 approximation is obtained by substituting a truncated the Fourier series of Eq. (2) at n = 3 in Eq.
(1). The highest value for n retained gives the method its order and name. After tedious algebra, it results in a set of (3 + 1) 2 = 16 first-order partial differential equations. Yang and Modest (2007) employed successive elimination of spherical harmonic tensors to reduce the set to 3(3 + 1)/2 = 6 second-order elliptic partial differential equations. The set for Cartesian geometry is given below
where
and
A n is a coefficient for higher-order approximation of anisotropic scattering.
Because the intensity is expressed as a truncated series, the boundary conditions are satisfied approximately by minimizing the difference between the intensity predicted by P 3 approximation, I(r,ŝ) and the actual surface intensity, I s (r w ,ŝ) at the boundary. Marshak's boundary conditions (Marshak, 1947) , which minimize this difference in an integral sense were chosen by Yang and Modest (2007) as they appear to be flexible and accurate. Their general form can be given as
where theȲ denote spherical harmonics measured from a local spherical coordinate system, with polar angleθ measured from the surface normal (localz-axis), andφ in the plane of the surface (measured from a localx-axis). "All relevant m" implies choosing a set consistent with the P N -approximation. For example, for the P 3 approximation six boundary conditions are needed: i = 1 provides three (m = −1, 0, +1), and another three must come from i = 2 [usually chosen as the smallest m-values (i.e., m = −1, 0, +1)]. After extremely tedious algebra, where the global spherical harmonics are rotated into the local coordinate system, the boundary conditions are obtained as below.
For the x direction [the upper sign in (±) and (∓) applies to x = 0 and the lower one to :
For the z direction [the upper sign in (±) and (∓) applies to z = 0 and the lower one to 
CONSERVATION EQUATIONS
The three main computational approaches for simulating turbulent reacting flows are Reynolds averaged Navier-Stokes system (RANS), large eddy simulation (LES), and direct numerical simulation. Here, direct numerical simulation is used. The set of equations solved for compressible turbulent flows comprises conservation of mass, linear momentum, and energy. In Cartesian tensor notation,
where λ is thermal conductivity, Q is the heat release of the reaction per unit mass of reactants,ω T is the reaction rate, ∇ · q rad is the radiative source term, and
is the total internal energy, using the ideal gas law,
Finally,
is the stress vector. This set of equations is sufficient to solve for a nonreacting turbulent flow field if boundary and initial conditions are specified. This involves solving for five quantities called primitive variables. These are density, ρ, the three velocity components in the three directions of the Cartesian coordinate system, u i , and one variable for energy, E (or pressure, p, or enthalpy, or temperature, T ). Additional equations are needed to solve for variables introduced by considering chemical and radiative effects. The species of combustion are characterized through their mass fractions Y k for k = 1, 2, ..., N , where N is the number of species in the reacting mixture (N = 3 in the present study). The mass fractions Y k are defined by
where m k is the mass of species k in a given volume and m is the total mass of the volume.
The number of variables that describe chemically reacting turbulent flows is N + 5 instead of 5 as in the case of nonreacting turbulent flows. Thus, N additional equations need to be introduced, one for each species. This implies that the computing effort required to solve chemically reacting turbulent flows will be many times greater than that of nonreacting turbulent flows if the number of species is large. Using Fick's law for diffusion, the species transport equation for any species k is given as
where D k is the diffusion coefficient andω k is the species reaction rate. Additionally, for the study under consideration, the molecular transport coefficients (viscosity µ, thermal conductivity λ, and species diffusion D k ) depend on temperature in such a way that the Prandtl number, Pr, and Schmidt numbers, Sc k , are constant. As a consequence, the Lewis numbers, Le k , is a constant as well,
Additional details can be found in Haworth and Poinsot (1996) .
TURBULENCE RADIATION INTERACTIONS IN CHEMICALLY REACTING FLOWS
The radiation source term in the instantaneous energy equation can be expressed as the divergence of the radiative heat flux q rad . For the special case of a gray nonscattering medium,
where κ P is the Planck-mean absorption coefficient (Modest, 2003) , σ is the StefanBoltzmann constant and G the direction-integrated incident radiation [I 0 in Eq. (5d)]. The first term on the right-hand side of Eq. (21) corresponds to emission and the second to absorption. TRI is brought into evidence by taking the mean of Eq. (21)
where angled brackets denote mean quantities. In the emission term, TRI appears as the correlation between the Planck-mean absorption coefficient and the fourth power of temperature (the spectrally integrated Planck function, I b ): κ P T 4 = κ P T 4 + κ P · (T 4 ) , where a prime denotes a fluctuation about the local mean. Emission TRI can be decomposed into the temperature selfcorrelation T 4 = T 4 and the absorption coefficient-Planck function correlation.
In the absorption term, TRI appears as the correlation between the absorption coefficient and the intensity (or incident radiation), κ P G = κ P G + κ P G .
In the present study, we explore TRI in a statistically one-dimensional, nonstationary, turbulent, nonpremixed system using DNS. The principal quantities examined are the normalized means R T 4 , R κI b , and R κG ,
In the absence of TRI, R T 4 would be equal to unity, and R κI b , and R κG would each be equal to zero. The departures of each quantity from these values allow different contributions to TRI to be isolated and quantified. A dimensionless optical thickness κL is introduced, where L is an appropriate length scale. Kabashnikov and Kmit (1979) , Kabashnikov (1985) , Kabashnikov and Myasnikova (1985) suggested that, if the mean free path for radiation is much larger than the turbulence eddy length scale, then the fluctuations in κ (a quantity dependent on local properties) should be uncorrelated with those in G (a nonlocal quantity), so that κG ≈ κ G : this is the "optically thin fluctuation approximation" (OTFA) (κL 1). At the other extreme (κL 1), the optical thickness may be large compared to all hydrodynamic and chemical scales. In that case, fluctuations in intensity are generated locally and would be expected to be correlated strongly with those of the absorption coefficient: a diffusion approximation is appropriate in that case (Modest, 2003) . Between these extremes are cases where the smallest scales (Kolmogorov microscales and/or flame thickness) are optically thin while the largest (integral scales) are optically thick. Modeling of such intermediate cases is an outstanding challenge in TRI and is the primary motivation for this study.
STATISTICALLY ONE-DIMENSIONAL PREMIXED FLAME Computational Configuration
A statistically one-dimensional, transient, turbulent premixed system is considered as shown in Fig. 1 with premixed reactants (blue) entering from the negative x-direction and hot products (red) leaving from the positive x-direction. A laminar premixed flame is superposed on a 3D homogeneous turbulent field. The configuration is a cube of sides 1.44 with 144 grid nodes in the y-and z-directions and 145 grid nodes in the x-direction. The boundaries are periodic in the y-and z-directions. The extra grid node in the xdirection is due to the nonperiodic boundaries, which are nonreflecting (Poinsot and Lele, 1992) . For radiation, the x-direction inlet boundary is considered cold: radiation incident on this boundary is absorbed and no emission occurs at the boundary while the outlet boundary is considered hot: the boundary is treated as a black surface at the exit fluid temperature. 
Physical Models
The continuity, linear momentum, chemical species, and energy equations have the same form as discussed in Section 3. Nondimensional forms of the governing equations are solved. An initial turbulence spectrum is prescribed using methods outlined in (Haworth and Poinsot, 1996; Baum, 1994) .
The chemistry and the radiation are coupled to the fluid dynamics (i.e., the chemical and radiative source terms feed back into the energy equation). A one-step finite-rate irreversible reaction is considered, wherein premixed reactant (R) reacts to form products (P ) R → P
The Damköhler number, Da, for the reaction is 129.62. Standard molecular transport models (Newtonian viscosity, Fourier conduction, and Fickian species diffusion) are employed, where the molecular transport coefficients (viscosity µ, thermal conductivity λ, and species diffusion coefficient D) are set such that the Prandtl number Pr = 0.75 and Lewis number Le = 1.0 are constant. The viscosity of the fluid is independent of the temperature. Soret and Dufour effects are not included. The working fluid is an ideal gas with constant ratio of specific heats, γ = 1.4. Radiation properties correspond to a fictitious nonscattering gray gas with Planckmean absorption coefficient of
Coefficients A and c 0 -c 5 have been taken from a radiation model (Combustion Research Facility, 2002) suggested for water vapor. Here, Y P is the product mass fraction, Y is an arbitrary, small, positive threshold to ensure that κ P is nonzero everywhere, and C κ is a coefficient that allows the optical thickness to be varied systematically and independently of other parameters. For fixed values of C κ and Y P , κ P varies by more than a factor of ten over the temperature range of interest (the nondimensional T min = 2.5 and T max = 10.0 correspond to 300 and 1200 K, respectively).
Numerical Methods
Temporal integration is performed with a Runge-Kutta method of order three; for spatial discretization, a compact scheme of order six is used in the interior of the computational domain with noncentered schemes near boundaries (Poinsot and Lele, 1992) . Details of the equations, normalizations, and numerical methods (in the absence of thermal radiation) can be found in (Baum, 1994) . The RTE is solved using a P 3 approximation on a 36 × 36 × 36 grid. A fourth-order accurate collocation finite element method is used and the solution is obtained using direct matrix inversion (Sewell, 2005) . A cubic spline is used for interpolation between the fine finite difference grid (i.e., DNS) and the coarse radiation grid.
RESULTS AND DISCUSSION

Sample Calculations for P 3 Approximation
A check on the consistency of P 3 governing equations and boundary conditions was done by considering a one dimensional medium aligned with any of the three primary global coordinates. Next a 2D nonscattering gray medium with specified I b and κ P profiles was considered
where C K is a multiplier to change the optical thickness of the medium and it is set to unity corresponding to an optically thick medium. The walls are cold and black. The P 3 solution is compared to a photon Monte Carlo simulation (as shown in Fig. 2 ). It is observed that the P 3 solution matches the photon Monte carlo solution except at the boundaries. Similar comparison were made for x-y and z-x planes, and the solutions were found to be identical to the y-z plane solution.
Turbulent Premixed System
The numerical simulations are carried out using a 145 × 144 × 144 computational grid. Four simulations as listed in Table 1 are carried out. An optical thickness κL based on burned-gas (Y P = 1.0, T = T max = 10.0) properties and the initial turbulence integral length scale L characterizes thermal radiation. The turbulent Reynolds number is defined as Re= u rms L/ν, where u rms is the RMS turbulence velocity for the initial turbulent field and ν is kinematic viscosity. Mean quantities are estimated by averaging over all grid points in the y − z plane for each x location for this statistically one-dimensional configuration. The simulations proceed from the initial condition shown in Fig. 1 . Premixed reactants react to form products and, due to the imposed turbulence, the flame wrinkles as shown in Fig. 3 . Here t/τ is the time normalized by the initial-eddy turn over time τ, where τ = L/u rms . Simulations are stopped at t/τ = 3.57. Figure 3 shows the instantaneous temperature, T , isocontours for the four simulations. The temperature contours are modified slightly for the optically thin case (κ P,2 L = 0.1). For the optically intermediate case (κ P,2 L = 1.0), there is significant cooling of hot products closely behind the flame front. The optically thick case (κ P,2 L = 10.0) shows the largest amount of cooling of hot products, which has also altered the flame structure. 
Figure 3. Instantaneous temperature, T , isocontours without radiation and with radiation for the three values of the optical thickness at t/τ = 3.57 Figure 4 shows the plane-averaged mean temperature at t/τ = 3.57, the end of the simulation, along the x-direction. The mean temperature at the hot-product end of the flame front (near x = 0.9) decreases with increasing optical thickness. This significantly alters the gradients along the flame front and results in different cooling patterns. For the optically thick case, even though the cooling (or emission) at the flame front is maximum, away from the flame front on the hot product side most of the radiation is absorbed locally. This can be ascertained from Fig. 5 . Therefore, the temperature is nearly same as for the case without radiation near the exit. For the optically intermediate case, the heat loss at the flame front is less than that for the optically thick case. But radiation travels farther in this case, and hence, the mean temperature at the exit is lower than that for the optically thick case. For the optically thin case, the heat loss at the flame front is the least but the radiation travels the farthest, which results in the lower temperature at the exit.
Emission TRI: Emission TRI quantities, discussed in Section 4, are determined for the three simulations and compared along with the no-radiation case. Figure 6 shows the temperature self-correlation factor R T 4 at t/τ = 3.57 as function of normalized mean reaction progress variable Y P . It is unity in the pure reactants ( Y P = 0), indicating no TRI in this region as fluctuations in this region are minimal. The correlation reaches a peak value closer to the leading edge of the flame. As seen from Fig. 6 , the correlation has its largest value of about 4.8 for the no-radiation case and progressively decreases as optical thickness increases. This indicates that radiation influences the turbulent fluctuations in the medium. As emission increases with increasing optical thickness, the larger heat loss lowers the temperature and the fluctuations associated with it. The correlation falls back to unity in pure products ( Y P = 1), indicating no TRI in this region as fluctuations in this region are minimal. Figure 7 shows the absorption coefficient-Planck function correlation factor R κI b at t/τ = 3.57 as function of normalized mean reaction progress variable Y P . R κI b is very close to zero far from the flame (where there are cold reactants or hot products), and the fluctuations are induced by the turbulence only. The trend is similar to that of the temperature self-correlation. The peak is skewed closer to the leading edge of the flame because of the combined effect of the nonlinearity of temperature and absorption coefficient fluctuations. The maximum value is reached for the no-radiation case, which same as in the temperature self-correlation.
Absorption TRI: Absorption TRI effects, shown in Fig. 8 , show trends different from those of emission TRI and vary significantly with change in optical thickness, with the correlation factor decreasing with decreasing optical thickness. For the optically thick case, the profile is similar but the peak value is lower than that for emission TRI, while the absorption TRI is weak for the optically intermediate case and negligible for the optically thin case. In the optically thick case, the emitted radiation is mostly locally absorbed or travels a small distance before being absorbed. Although normally a nonlocal quantity, in an optically thick medium the incident radiation G is comprised of mostly local contributions. Hence, TRI effects for absorption are similar to those observed for emission. In the optically thin case, on the other hand, emitted radiation travels large distances with only a small fraction of it being locally absorbed. The fluctuations in the incident radiation G are thus weakly correlated with those of the absorption coefficient κ P . Therefore, absorption TRI effects are the negligible for the optically thin case.
CONCLUSION
Direct numerical simulation coupled with a P 3 approximation has been used to explore turbulence-radiation interaction in an idealized premixed system. The temperature self-correlation, absorption coefficient-Planck function correlation, and absorption coefficient-intensity correlation have been isolated and quantified to study TRI effects. The contributions from emission TRI (temperature self-correlation and absorption coefficient-Planck function correlation) were significant for all three optical thicknesses, while those from absorption TRI (absorption coefficient-intensity correlation) were significant for optically thick cases, weak for optically intermediate cases, and negligible for optically thin cases. For an idealized problem such as the one studied in this paper, the dynamic range of scales is small. Hence, one must exercise caution in extrapolating DNS results to practical combustion systems. DNS can, however, help in studying the influence of key dimensionless parameters (e.g., Re, Da, κL) and of the functional form of κ P (Y P , T ) and will ultimately help to assess and calibrate models suitable for engineering application. In future work, DNS coupled P 3 approximation will be used to validate experimental results and provide guidance for turbulent modeling. A sensitivity study of the order of approximation (P 3 , P 5 , P 7 , etc.) is also proposed. DNS will be also used to explore advanced scenarios involving complex chemistry, nongray-gas radiation and soot radiation.
