We propose that the growth in general purpose technologies -a class of technologies that have pervasive impact on the entire economy -serves as non-diversifiable technology risk in asset pricing. Using the US patent data from 1963 to 2006, we construct a general purpose technology factor. We find that this factor predicts future consumption growth and industrial production growth, and explains the cross section of stock returns. Value stocks, small stocks, high earnings-price ratio stocks, low prior return reversal stocks, and low asset growth stocks exhibit higher betas on the general purpose technology factor. We further provide international evidence that general purpose technology risks are priced in global and regional portfolios.
Introduction
General purpose technologies (GPT) refer to a class of inventions that greatly transform the ways producers manufacture goods and households consume goods, and make substantial and pervasive impacts on aggregate economic growth and productivity (Helpman and Trajtenberg, 1998) . Major GPTs since the industrial revolution include steam engine, electricity, computers, and internet, among others (Lipsey, Carlaw, and Clifford, 2005) . The idea of GPT is conceptually relevant to asset pricing because, when GPTs are widely adopted, they affect the aggregate economy and are thus non-diversifiable to investors in the financial markets.
1 As a prominent example, information technologies (IT) including semiconductors, electronics, computers, and the internet have greatly reshaped the global economy and production processes since the 1960s and are usually regarded as the major GPT in recent decades (Greenwood and Jovanovic, 1999; Hobijn and Jovanovic, 2001; Jovanovic and Rousseau, 2005) . Given the influential role of GPT, especially IT, in economic growth and productivity over the past several decades, whether such a role is priced in financial markets and how GPT risks help explain the cross-section of stock returns are important and intriguing topics in asset pricing and call for further investigation.
To justify GPT as a risk factor in asset pricing, we first establish a relation between GPT and aggregate production (through investment-based models) or aggregate consumption (through consumption models). The literature has reported supportive evidence. Basu and Fernald (2002) and Basu, Fernald, and Kimball (2006) provide empirical evidence that, at the aggregate level, pure technology growth have a significantly positive effect on productivity since the 1950s.
Hobijn and Jovanovic (2001) argue that the success of the IT revolution in 1971, thanks to the introduction and wide adoption of microprocessors, effectively encourages consumption growth since the 1970s. Moreover, using calibrations with postwar U.S. data, Prescott (1986) suggests that technology changes explain more than half of the economic fluctuations; Campbell (1994) shows that persistent technology growth leads to higher consumption, and Greenwood, Hercowitz, and Krusell (1997, 2000) find that investment-specific technological changes explain approximately 60 percent of productivity growth and 30 percent of production fluctuations.
Since GPT is a determinant of aggregate productivity or consumption, we hypothesize that GPT serves as a risk factor and helps explain the cross-sectional variation of stock returns.
This hypothesis can be developed in two directions (more details are in Section 2): first, in an investment-based asset pricing framework of Cochrane (1996) , the stochastic discount factor (SDF) can be modeled by the marginal rate of transformation from a producer's perspective rather than by the marginal rate of substitution from a consumer's perspective, and thus is a function of aggregate investment return. Since GPT is prevalent in all industries, it should enter into the aggregate production function and thus the pricing kernel. Second, in the intertemporal capital asset pricing model (ICAPM) of Merton (1973) , consumption is a function of investment opportunities. When investors expect the future GPT level to rise, they increase current consumption due to the permanent income increase. Both approaches point to a positive relation between GPT growth and consumption growth, and suggest that GPT growth serves as a procyclical risk factor.
To empirically examine our proposition that GPT growth serves as a risk factor driving the cross-sectional variation of stock returns, we use the US patent data of 1963-2006 to construct a simple, data-based proxy for GPT growth. Based on the six technology categories -
(1) chemical, (2) computer and communications, (3) drugs and medical, (4) electrical and electronic, (5) mechanical, and (6) others -constructed by Hall, Jaffe and Trajtenberg (2001), we classify categories 2 and 4 (i.e., computer and communications, and electrical and electronic) as GPT patents, and categories 1, 3, 5, and 6 as specific purpose technology (SPT) patents. We first calculate growth in the number of GPT patents granted in every year. Recognizing that part of the GPT patent growth may be idiosyncratic and diversifiable, we regress GPT patent growth on a constant and the four SPT patent growth rates. The regression residual provides an empirical proxy for the systematic GPT risk, which is labeled the "GPT factor" subsequently. By construction, our GPT factor is orthogonal to the patent growth in SPT and can thus be regarded as measuring non-diversifiable risk.
The proposed GPT factor has several features. First, it is positively correlated with consumption growth and industrial production growth. These results provide preliminary support to our argument that the GPT factor is pro-cyclical over time (i.e., high during good times, and low during bad times). Second, we find that the GPT factor forecasts the cumulative growth rates of consumption and industrial production over horizons of the following three years. The predictive ability of the GPT factor confirms the pro-cyclical movement in the GPT factor, and strongly suggests an important role of the GPT risk in the SDF. Third, our GPT factor is positively correlated with all Fama-French (1993) three factors. Since Fama-French factors are return-based factors, we may argue that these factors may proxy for the non-diversifiable technology risk as captured in our GPT factor.
After establishing the empirical linkage between the GPT factor and the SDF, we conduct asset pricing tests to examine whether the GPT factor is priced in the cross section of stock returns. Our asset pricing tests follow the standard two-step cross sectional regression approach, and we apply Jagannathan and Wang (1998) and incorporate Newey-West (1987) adjustment in computing standard errors that are robust to heteroskedasticity and time-series correlations in portfolio returns. This method also corrects for the sampling errors in the betas estimated in the first step. Our first choice of test assets is the Fama-French 25 portfolios formed on size and the book-to-market ratio. This set of portfolios have been widely used as test assets in the asset pricing literature and allow us to compare the GPT factor to other risk factors in explaining the cross-section of stock returns. Later, we also consider several other sets of test assets, including 10 earnings-price ratio sorted portfolios, 10 long-term reversal portfolios, 10 short-term reversal portfolios, and 10 asset growth sorted portfolios.
We first estimate a model with GPT as the single factor. The factor risk premium is 10.2% per year, which is statistically significant. This single factor model is able to explain the cross-section of average excess returns with an R 2 of 71.0% and a mean absolute pricing error (MAPE) of 1.50% per year. The GPT betas (i.e., the time series coefficient of regressing each portfolio's excess returns on the GPT factor) of Fama-French 25 portfolios also match the wellknown size and value premiums: small firms have higher GPT betas than large firms, and value (high book-to-market ratio) firms have higher GPT betas than growth (low book-to-market ratio)
firms.
Next, we include the market excess return (MKT) as the second factor. In this two-factor model, the risk premium for GPT remains significantly positive with an estimate of 10.0% per year. In addition, the two-factor model slightly improves the R 2 to 71.8% and lowers the mean absolute pricing error to 1.43%, suggesting a small improvement in the explanatory power by including the market factor. 2 For more comparison, we also test the Fama-French three-factor model which is designed to explain the returns of size and book-to-market sorted portfolios. The estimated factor premiums are significant for MKT and HML, but insignificant for SMB. Not surprisingly, the Fama-French three-factor model attains a high R 2 of 79% and an average pricing error of 1.13%.
We then test the two-factor model of GPT and MKT using alternative test assets and find the following results. First, in 10 earnings-price ratio sorted portfolios, the risk premium for GPT is significantly positive with an estimate of 9.8% per year, and the two-factor model provides an R 2 of 91.5%. In addition, high earnings-price ratio stocks have high GPT betas. Second, in 10 long-term reversal portfolios, the risk premium for GPT is significantly positive with an estimate of 6.4% per year, and the two-factor model provides an R 2 of 90.9%. Long-term reversal stocks with low past returns have high GPT betas. Third, in 10 short-term reversal portfolios, the GPT factor earns a risk premium of 11.1% per year and the two-factor model provides an R 2 of 75.7%. Again, short-term reversal stocks with low past returns have high GPT betas. Fourth, in 10 asset growth sorted portfolios, the GPT factor earns a risk premium of 5.9% per year and the two-factor model provides an R 2 of 50.6%. Moreover, low asset growth stocks have high GPT betas. Overall, the return spreads in these test assets are consistent with their sensitivities to the GPT factor.
Our test results point to the economic significance of the GPT factor, which earns a risk premium of about 10% per year across different sets of test assets and helps explain the crosssectional variation of stock portfolio returns. The asset pricing performance of the GPT factor is noteworthy given that it is a macroeconomic factor, not a return-based factor, and its construction is unrelated with how the test portfolios are formed. Moreover, our results are robust to alternative constructions of the GPT factor.
We further extend the scope of our study to international asset pricing and examine whether GPT risks are priced in global and regional stock portfolios constructed in Fama and French (2012) . The sample period of our international analyses is 1991-2006. We form the global GPT factor and find that it is significantly priced in 25 global portfolios formed on size and book-to-market. This corroborates our findings in US-based portfolios and suggests that the pricing of the GPT risk is a global phenomenon. We then construct a US GPT factor and a non-US GPT factor, based on patents filed by US assignees and non-US assignees, respectively. The US factor, but not the non-US factor, is priced in global portfolios. Similarly, we find that the US GPT factor, but not the Japanese GPT factor, is priced in 25 Japanese portfolios formed on size and book-to-market. These findings suggest an important role of technology spillovers in international asset pricing, and the impact of the interaction between technology integration and financial integration. We also estimate the premiums associated with the US and European GPT factors using 25 Europe portfolios formed on size and book-to-market, and find that the Europe factor, but not the US factor, is significantly priced. Such country-level heterogeneity in the pricing of local versus US technology risks points to intriguing dynamics among technologies, spillovers, and asset prices that call for further investigation.
This paper has four features that make it complementary to but distinct from the current literature: it focuses on the role of general purpose technologies in asset pricing; it uses US patent data to construct GPT factors; it considers not only US portfolios but also international portfolios; and it has pricing implications for technology spillovers. Pastor and Veronesi (2009) and Garleanu, Stavros, and Yu (2012) both develop theoretical models to show the effect of a systematic (widely adopted) technology component in asset pricing and then calibrate their models. Different from their studies, we undertake an empirical approach to estimate a factor based on the patent data and show that it is priced across different stock portfolios. Kogan and Papanikolaou (2010) and Papanikolaou (2011) construct an investment minus consumption portfolio to test their model implications that investment-specific technology changes are priced with a negative premium. Different from their studies that differentiate investment technologies from consumption technologies, we are mainly interested in IT-related technologies, and our GPT factor is based on the different technology categories in the patent data rather than a longshort portfolio strategy.
The rest of the paper is organized as follows. We motivate the existence of the GPT risk in the SDF by an investment-based asset pricing model and an ICAPM in Section 2. We describe our data and construct the GPT factor in Section 3. Section 4 includes our testing strategies, main empirical results, and robustness checks. Section 5 discusses our test results for global and regional portfolios using global and regional GPT factors. Section 6 concludes the paper.
The GPT Factor in SDF
In this section, we present two ways to motivate the existence of a GPT risk factor that is systematic and non-diversifiable in asset pricing models. First, we use the investment-based asset pricing model of Cochrane (1996) to show that the stochastic discount factor (SDF) decreases with GPT growth by including a GPT component in the aggregate production function. Second, we present a general intertemporal capital asset pricing model (ICAPM) following Merton (1973) that includes an investment opportunity component reflecting the GPT level.
Investment-based asset pricing with GPT
The investment-based asset pricing model presented in Cochrane (1996) suggests that the SDF is a function of aggregate investment returns instead of consumption growth. Given market clearance conditions, one can construct the SDF using the representative agent's marginal rate of transformation derived from a given production function instead of using the marginal rate of substitution derived from a given utility function.
Based on such logic, we can easily show the existence of GPT in the SDF. We first use the Cobb-Douglass production function with GPT:
, where ( +1 , +1 , ) denotes the total production in time + 1, as a function of exogenous GPT technology component ( +1 ) in time + 1, 3 labor input ( +1 ) in time + 1, and physical capital investment ( ) in time t (it takes one period for physical investment to contribute to production). The parameter n governs the shares of labor and physical capital investment. For simplicity, we assume the investment made in time t ( ) will be fully depreciated in time + 1 (our main results still hold in a multi-period q-theory framework with accumulated capital and a GPT component that drives up permanent productivity). Then, the marginal rate of transformation (or the investment return) is simply
with GPT growth from time t to + 1 (i.e., +1 / ). Since the SDF is a decreasing function of the marginal rate of transformation (when the expected investment return is high, asset returns should be high as well), it is clear that the SDF decreases with GPT growth.
ICAPM with GPT
To construct an ICAPM with GPT, we first postulate that the representative agent's consumption increases with GPT level for several reasons. First, the effect of GPT on production is not only pervasive across all industries but also persistent in time over the past three decades (Greenwood and Jovanovic, 1999; Hobijn and Jovanovic, 2001; Jovanovic and Rousseau, 2005) .
Second, when agents anticipate that there could be better GPT available, they expect that the aggregate productivity as well as their permanent income will increase, allowing them to consume more today. 4 We argue that the income effect will dominate the substitution effect in the technology-consumption relation because aggregate productivity improvements induced by the technology progress is generally regarded as permanent (Pastor and Veronesi, 2009; Garleanu, Panageas, and Yu, 2012) , which potentially subdues the intertemporal substitution effect. Also, Campbell (1994) has demonstrated that the income effect is stronger than the substitution effect in the technology-consumption relation when the effect of technology on productivity is more persistent.
Since the time-series variation of consumption increases with time-varying investment opportunities driven by GPT, we can treat the GPT technology prospects as a state variable in the optimal consumption function, i.e., = ( ) with
, where β is the subjective discount factor and ( ) denotes the utility function of the representative agent. We then set up a value function ( , ) using a
Bellman equation, where denotes the aggregate wealth in time t. Based on the condition ( ) = ( , ) and the first-order Taylor approximation of ( +1 , +1 ), we obtain the following linear SDF:
where ∆ +1 = ( +1 − )/ denotes the growth in aggregate wealth and ∆ +1 = ( +1 − )/ denotes the growth in GPT.
Equation (1) suggests that the growth in GPT (∆ +1 ) serves as a systematic risk factor in 4 Borrowing Solow's (1957) economy with technology growth, we assume an economy's aggregate production function as follows: = ( , ), where denotes the aggregate production in time t and is a function of the GPT level ( ) and a technology-neutral production function that increases with capital input ( ) and labor input ( ). Such an aggregate production function implies that, even with fixed capital and labor input, the economy's aggregate output varies due to time-varying GPT level. Then, we assume that the representative agent faces longterm budget constraint that is bounded by the aggregate production specified. the linear SDF, in addition to market risk. The factor price of risk is
, and is positive due to the assumption ( )/ > 0. Given the linear SDF in Equation (1), GPT risk may lead to cross-sectional variations of stock returns: stocks earn high returns if they exhibit higher exposure to GPT risk or their returns are highly correlated with ∆ +1 .
Data

Data sources
To measure general purpose technology in U.S., we retrieve the patent data from the National Bureau of Economic Research (NBER) patent database, which Hall, Jaffe and
Trajtenberg (2001) (2) computer and communications, (3) drugs and medical, (4) electrical and electronic, (5) mechanical, and (6) others. We define categories 2 and 4 (i.e., computer and communications, and electrical and electronic) as GPT following Greenwood and Jovanovic (1999), Hobijn and
Jovanovic (2001), and Jovanovic and Rousseau (2005), and define categories 1, 3, 5, and 6 as specific purpose technologies (SPT).
6
We first calculate the number of patents granted in each technology category in every year as a proxy for the annual level for a technology category. Since we use the grant year as the effective time place for patents, our results are not subject to a look-forward bias and such a proxy is public information. We then apply the Dickey-Fuller and Phillips-Perron tests to the number of patents in each category every year (in logs), and find that both tests fail to reject the null hypothesis of a unit root. In other words, the time series of log number of patents are essentially random walks. Consequently, we compute patent growth as the first difference of log number of patents. We verify that each patent growth series is serially uncorrelated, i.e., the autocorrelation coefficients are close to 0 and insignificant.
Panel A of Table 1 presents the summary statistics for patent growth rates. The top three fastest growth rates are for categories 2, 3, and 4, all of which are considered high technologies.
Both GPT categories are in the top three: innovation in category 2, computer and communications, grows at 7.71% per year and is the fastest among all six categories; innovation in category 4, electrical and electronic, grows at 4.17% per year and is the third fastest. The only SPT category whose innovation grows fast is category 3 (drugs and medical), at almost 6% per year. For all the other SPT categories, the average patent growth rates are below 2%. Overall, GPT patents grow faster than SPT patents.
Panel B of Table 1 shows that the six patent growth rates are all positively correlated. The correlation is 0.899 between the two GPT categories. The correlations are also high between the two GPT categories and the four SPT categories. As emphasized in the economic growth literature, an important characteristic of GPTs is that they spawn innovations in other industries.
For example, faster computers and more sophisticated electronic equipment can potentially enhance the rate of success and accelerate the progress in research and new product development. There are also spillover effects going from SPTs to GPTs -faster computers and more sophisticated electronic equipment inventions may critically rely on technological advances in chemical and materials processing. The high correlations between the patent growth rates of the technological categories are consistent with spillover effects going both ways.
General purpose technology factor
The pervasiveness of the impact of GPTs on the economy -both industries and households -suggests that GPT shocks are most likely non-diversifiable even if investors hold a diverse array of assets. In contrast, the more confined effect of SPTs within their respective sectors suggests that investors may be able to diversify away SPT shocks by holding stocks across different industries. The GPT shocks, therefore, represent systematic risk and asset pricing theory suggests that investors demand compensation for bearing this risk.
We use the patent data to derive an empirical proxy for the GPT risk. As new innovations carry the potential to become a part of applicable technologies in the future, variations in GPT patent growth rates provide a natural starting point for measuring technology risks. However, part of the variations in the patent growth rates of the two GPT categories may be diversifiable.
As discussed above, GPT patent growth rates are positively correlated with those of SPTs, and it is in part driven by a spillover mechanism in that GPT innovations may rely on new advances of SPTs. To extract the non-diversifiable component of the SPT patent growth shocks, we utilize an orthogonalizing regression to remove the component associated with diversifiable variations.
Specifically, we compute the GPT patent growth as log growth rate of the total patent counts in categories 2 and 4, and then regress the GPT patent growth on a constant and the four SPT patent growth rates. The regression residual provides an empirical proxy for the non-diversifiable GPT risk, which we call the GPT factor subsequently.
The GPT factor is plotted in Fig. 1 . The factor has a zero mean by construction, and its volatility, as reported in Panel A of Table 2 , is more than 6% per year. Panel A of Table 2 also displays the summary statistics for the Fama-French factors and several macroeconomic variables. Over the sample period, the average equity premium is about 6%, the size factor has a mean of 3.7%, and the value factor has a mean of about 6%. All return factors are very volatile. Among the macroeconomic variables, consumption growth is about 2% on average and very smooth, with a standard deviation of only about 1%; the industrial production growth is 3% on average, and its volatility is 4%. The real risk-free rate is about 1% over the sample period, while the inflation is 4.5% on average.
Panel B of Table 2 shows that the GPT factor is positively correlated with all three FamaFrench factors. The correlation with HML is the largest and also highly significant. These positive correlations suggest that Fama-French factors may be proxies for non-diversifiable technology risk as captured in the GPT factor. In Panel C of Table 2 , we regress the GPT factor on the three Fama-French factors. Consistent with the positive correlations, the slope coefficients are all positive, and those on the market factor and HML are highly significant.
Panel B of Table 2 also shows that the GPT factor is positively correlated with consumption growth, industrial production growth, and the real risk-free rate, while negatively correlated with inflation. While most of these correlations are not significant at conventional levels, these results suggest that the GPT factor varies pro-cyclically over time -it is high during good times, and low during bad times.
As patents carry the potential to become implementable technologies in the future, we investigate whether the GPT factor exhibits any predictive power for indicators of future economic growth. Panel D of Table 2 shows that the GPT factor forecasts the cumulative growth rates of consumption and industrial production over horizons of 1 to 3 years. The slope coefficients and R 2 values increase with the horizon.
Asset Pricing Tests
We test whether the GPT factor can help explain the cross section of stock returns of various portfolios. In asset pricing tests, we follow the standard two-step cross sectional regression approach. The first step estimates betas as slope coefficients in time-series regressions of excess stock returns on factors, while the second step estimates factor risk premiums as slope coefficients in cross-sectional regressions of average excess returns on betas.
Both steps use the OLS.
We compute the standard errors of the estimated factor risk premiums using two methods.
In the first method, following Fama-MacBeth (1973) , in each time period we run a crosssectional regression of realized excess returns on betas. By construction, the time-series averages of these slope coefficients are the same as the estimated factor risk premiums. The time-series standard errors of the average slope coefficients are used as the standard errors of the estimated factor risk premiums.
In the second method, we follow Jagannathan and Wang (1998) and also incorporate Newey-West (1987) adjustment. As a result, the standard errors are robust to heteroskedasticity and time-series correlations in stock returns, and also correct for the sampling errors in the betas estimated in the first step.
To assess the model performance in fitting the cross section of stock returns, we report two goodness-of-fit measures. We compute the pricing error as the difference between the realized and model-predicted average excess returns and report the mean absolute pricing error (MAPE)
as the average of the absolute values of the pricing errors. Following the literature, we also report R 2 of the second-step cross sectional regression.
Fama-French 25 portfolios
We begin with Fama-French 25 portfolios formed on size and book-to-market as the test assets. Table 3 reports the estimation results of several models.
We first estimate a model with GPT as the single factor. The factor risk premium is 10.2%
per year, and the value is statistically significant. The single factor model can explain the cross section of average excess returns with an R 2 of 71.0% and an average pricing error of 1.50% per year. In addition, the intercept is small and statistically insignificant.
Next, we include the market excess return as the second factor. In the two factor model, the risk premium for GPT drops slightly to 10.0%, which is highly significant. The risk premium for the market factor is 3.1% and insignificant. The two-factor model slightly improves the R 2 to 71.8% and lowers the average pricing error to 1.43%. The gain in the explanatory power by including the market factor is small.
We then compare these results with four other models that include key macroeconomic variables and/or the market factor. The model with consumption growth as a single factor yields a R 2 of only 10%, a small and insignificant factor risk premium and large and significant intercept. Adding the market factor improves the R 2 to 62.7%, leads to a significant factor risk premium, but makes the intercept even larger. The model with industrial production growth as a single factor also generates a low R 2 of only 3.2%, and adding the market factor increases the R 2 to 48.4%. Altogether, the models with GPT perform better than those with consumption and industrial production growth factors.
For more comparison, we also estimate the three-factor model of Fama and French (1993) , which is designed to explain the returns of size and book-to-market sorted portfolios. The estimated factor premiums are negative and insignificant for the market factor, and positive but also insignificant for SMB. Only for the HML factor does the model produces a positive and significant risk premium. Not surprisingly, the Fama-French three factor model attains a high R 2 of 82% and an average pricing error of 1.14%.
To further understand the contribution of the GPT factor to the asset pricing performance, Table 4 
Additional test portfolios
Besides the Fama-French portfolios, we test the asset pricing performance of our model with additional sets of test assets. Table 5 suggests that the model does a very good job in fitting the empirical returns, except for the extreme asset growth portfolio.
Robustness checks
In our baseline specification, the GPT factor is the residual from regressing the GPT patent growth on four SPT patent growth rates, and the GPT patent growth is log growth of the total patents in categories 2 and 4. In Table 6 , we investigate the robustness of the asset pricing results to alternative construction of the GPT factor. In line 1, we only retain category 2 patents to compute the GPT patent growth, and the R 2 values are almost the same as those obtained with the baseline method. In line 2, we only keep category 4 patents to compute the GPT patent growth, and the R 2 values fall by about 10%. These results suggest that category 2, or innovations on computers and communications, assume a more important role in the model performance.
Recent decades have also witnessed the fast growth of and the intensifying public attention on biotechnologies. To investigate whether biotechnologies have gained the GPT status in the context of the asset pricing tests, we compute the GPT factor by regressing the patent growth of category 3 on those of categories 1, 5, and 6. As indicated in line 3 of Panel B, the resulting GPT factor does a poor job in explaining the cross section of returns when compared to the baseline results.
In our baseline specification, the GPT patent growth is log growth of the total patents in categories 2 and 4. Line 4 considers an alternative approach in which the GPT patent growth is the average of two patent growth rates, one for category 2, and the other for category 4. The GPT factor thus obtained is highly correlated with the baseline GPT factor, with a correlation of 0.99, and line 4 shows that the results are almost identical to those of the baseline setup.
Finally, in line 5, we construct a GPT factor without estimating the orthogonalizing regression. Rather, we follow a simple approach and compute the GPT factor as the difference between the average of the patent growth rates of the two GPT categories and the average of those for the four SPT categories. While the correlations between this GPT factor and the four SPT patent growth rates are not zero by construction, the largest magnitude of the correlations is 0.2. The correlation between this GPT factor and the baseline GPT factor is 0.82, and the estimation results in line 5 are very close to, and even slightly better than those of the baseline setup.
Our GPT factor is constructed using all the patents in the database, which are granted to companies, governments, institutions, and individuals, both in the U.S. and in other countries around the world. As robustness checks, we also form the GPT factor using only the patents granted to U.S. assignees, or only those granted to U.S. companies, and obtain similar asset pricing results.
International Evidence
In this section, we further extend our investigation to the international level. We obtain the international portfolios and factors constructed in Fama and French (2012) . 7 Intersecting the sample period of the international asset pricing data with that of the patent database yields a sample period of 1991-2006 for our analysis. Table 7 reports key summary statistics of the variables in our international analyses.
We study the role of GPT risks in international asset pricing in two directions. The first direction is to test whether our GPT factor is priced globally using the global 25 portfolios formed on size and book-to-market. We conduct such a test for two reasons. Our GPT factor is based on the US patent dataset that actually comprises patents filed by inventors from all countries. Given that the U.S. is the largest and arguably the most high-tech economy, all inventors who want to be protected in the U.S. need to file patents in the U.S. (i.e., territorial principle in patent laws). Thus, we can reasonably assume that all important inventions in the world have been filed with the USPTO. In addition, international tests serve as out-of-sample tests for robustness. If our GPT factor is priced globally, our earlier results based on U.S.
portfolios are corroborated.
The second direction is to examine the spillover of innovations across borders by constructing regional GPT factors for the U.S., Japan, and Europe and test whether these factors are priced in regional portfolios (i.e., Japan and Europe). 8 We construct regional GPT factors based on the country locations of patent assignees reported in the NBER patent database. Such an exercise is important and has following implications. First, it serves as out-of-sample testing for our U.S. results. If the regional GPT factor is priced in regional portfolios, our U.S.-based results are further supported. Moreover, it allows us to study whether U.S. innovations spill over to other regions from the perspective of financial markets. When the U.S. GPT factor is significantly priced in regional portfolios, we can argue that regional stock markets recognize the spill-in from U.S. inventions and adjust their asset prices accordingly.
Global portfolios
As shown in Panel A of Table 7 , during the period of 1991-2006, 45% of U.S. patents are filed by U.S. companies, governments, institutions and individuals. This fraction suggests that over half of patents granted in the U.S. are "imported" inventions, supporting the argument that U.S. patent data can be regarded as an appropriate proxy of "global" patent data. Thus, our GPT factor built on U.S. patents can be treated as a global factor and can be tested in global portfolios.
In columns 1 and 2 of Table 8 , we show that the GPT factor (labeled "global GPT" in this table) is priced in 25 portfolios formed on size and book-to-market with marginal significance, regardless the including of a global market factor. These findings not only confirm our proposition that our GPT factor properly approximates the growth of general purpose technologies in the world, but also provide out-of-sample evidence for our prior results based on U.S. portfolios. Moreover, the R 2 by the two-factor, GPT plus MKT model is 46.5%, which is lower than but comparable to that generated by the Fama-French global three-factor model (54.7%).
To further understand the driving force behind such an internationally priced GPT factor, we further split the GPT factor into a U.S. GPT factor and a non-U.S. GPT factor. The U.S.
factor is derived from all patents filed by U.S.-based assignees, while the non-U.S. factor is based on the patents filed from the rest of world. As shown in columns 3 and 4 of Table 8, while the non-U.S. GPT factor is not priced at all, the U.S. factor is marginally priced. This finding seems to suggest that U.S.-based inventions are more relevant for global stock markets. It is also worth mentioning that the R 2 provided by the model including both U.S. and non-U.S. GPT factors is 52.5%, which is close to that obtained from the Fama-French global three-factor model (54.7%). When the global market factor is added to the model with U.S. and non-U.S. GPT factors, the R 2 rises to 56.1%, outperforming the global three-factor model.
Regional portfolios
We then consider the role of GPT risks in regional portfolios. While regional portfolios and factors have been constructed for four regions -North America, Japan, Europe, and Asia Pacific excluding Japan -we focus on Japan and Europe for their prominent presence in the patent database. As shown in Panel A of Table 7 , 21% and 14% of U.S. patents are filed from Japan and Europe. The Asia Pacific region covered by the portfolios data is not representative for technological developments in the region as it only includes four countries with developed stock markets (Hong Kong, Singapore, Australia, and New Zealand). They make up less than 1% of the patents granted by the USPTO. The North American portfolio contains only U.S. and
Canada, but Canada only holds 1.3% of granted U.S. patents. Table 8 shows our test results using 25 portfolios formed on size and book-to-market in Japan. In these tests, we consider two GPT factors for Japan and U.S., respectively. The Japan GPT factor is constructed in the similar way as the U.S. GPT factor except it is for patents filed by Japanese companies, governments, institutions, and individuals. We find that the U.S. GPT factor is significantly priced but the Japanese GPT factor is not significantly priced (despite the premiums is positive). When the Japanese market factor is added to the model, the R 2 increases to 59.7%, which is comparable to the R 2 of 69.5% by the Fama-French Japanese three-factor model. These findings suggest that U.S. GPTs have pervasive effects on the Japanese economy, and such influence is priced in Japanese stock returns. In other words, the spillover effect in terms of technology risks is confirmed in the data. Table 8 also reports our test results for European portfolios. We consider two GPT factors for Europe and U.S., respectively. The European GPT factor is constructed in the similar way as the U.S. GPT factor except it is from the patents granted to companies, governments, institutions and individuals in European countries. When we use the model including the European factor and the U.S. factor, we find that the European factor is marginally priced, while the U.S. factor has a positive but insignificant premium. When the European market factor is added to the model, the R 2 increases to 59.6%, which is reasonably acceptable, given that the R 2 of the FamaFrench European three-factor model is 75.6%. These results suggest that, unlike Japan, European stock markets are more affected by GPTs originated from Europe than those from the U.S.
Concluding remarks
In this paper we propose that GPT growth is a source of non-diversifiable, systematic risk, and construct an empirical GPT factor using the U.S. patent data. Consistent with our argument, the GPT factor is positively related with an array of pro-cyclical return and macroeconomic variables. More importantly, we report significant and robust results showing that the GPT factor is priced with a risk premium of about 10% per year in the cross section of stock returns of different sets of portfolios.
We then extend the concept of GPT risk to global and regional portfolios, and find that the GPT risk is significantly priced in these international portfolios. The U.S. GPT factor explains a large portion of the cross-sectional variation in global portfolios and Japanese portfolios, suggesting an important role of technology spillovers in international asset pricing.
Overall, our paper contributes to the growing literature on production-based asset pricing, and shows that the variation in technologies can potentially lead to interesting new insight in understanding the cross section of stock returns. Table 6 . Robustness checks
The test assets are Fama-French 25 portfolios formed on size and book-to-market. The table reports the R 2 values obtained from the second step in two-step cross sectional regressions using alternative ways of constructing the GPT factor. The GPT factor is: in line 1, the residual from regressing the patent growth of category 2 on those of categories 1, 3, 5, and 6; in line 2, the residual from regressing the patent growth of category 4 on those of categories 1, 3, 5, and 6; in line 3, the residual from regressing the patent growth of category 3 on those of categories 1, 5, and 6; in line 4, the residual from regressing the average of patent growth of categories 2 and 4 on those of categories 1, 3, 5, and 6; in line 5, the average of patent growth of categories 2 and 4 minus the average of those of categories 1, 3, 5, and 6. 
Fig 1. GPT factor
The figure plots the GPT factor. This figure plots the model predicted versus the realized average excess returns for Fama-French Japanese 25 portfolios formed on size and book-to-market. In Panel A the model is the US GPT factor, the Japanese GPT factor, and the Japanese market excess return factor. In Panel B the model is Fama-French Japanese three factors.
A. US GPT, Japanese GPT and MKT B. Fama-French Japanese three factors ..
Fig 6. Realized and predicted average excess returns for Fama-French European 25 portfolios form on size and book-to-market
This figure plots the model predicted versus the realized average excess returns for Fama-French European 25 portfolios formed on size and book-to-market. In Panel A the model is the US GPT factor, the European GPT factor, and the European market excess return factor. In Panel B the model is Fama-French European three factors.
A. US GPT, European GPT and MKT B. Fama-French European three factors ..
