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A brief review is presented on the studies of the hole motion in a two–dimensional
quantum antiferromagnet. An extended introduction is given to cover the background
of the problem. The quantum Bogoliubov–de Gennes formalism which treats the local
distortion of the spin configuration and the quantum renormalization process on an
equal footing, is outlined. The latest development on the central issue, whether a
hole can freely propagate on an antiferromagnetic background, is overviewed.
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I. INTRODUCTION
The discovery of high temperature oxide superconductors [1] has stimulated great inter-
est in the studies of the interplay between magnetism and superconductivity. It has been
established now that the reference compounds like La2CuO4 in the case of lanthanum family
or Y Ba2Cu3O6 for the yttrium family are antiferromagnetic (AF) insulators [2]. Upon dop-
ing the AF long range order fades away and superconductivity occurs below certain critical
temperature. A generic phase diagram is shown in Fig.1. Whether the superconductivity
is caused by magnetic fluctuations is a separate issue. It is, however, crucial to understand
the behaviour of charge carriers on an AF background.
This is not a trivial problem, because according to the single electron theory, the reference
compound has a half–filled valence band, and hence should be a metal [3], whereas it is indeed
a Mott insulator. Unlike the simple band insulators, the energy gap for charge excitations in
this type of insulators originates from strong electron correlations. In the early days of the
high–Tc heat wave Anderson suggested that a doped Mott insulator described by the one–
band Hubbard model should contain the basic physics of the high–Tc superconductors [4].
This model, independently proposed in 1963 by Gutzwiller, Hubbard and Kanamori [5], to
describe the competition between delocalization and correlations in narrow–band transition
metals has a simple looking:
H = −t ∑
〈nn〉,σ
C†iσ Cjσ + U
∑
i
C†i↑ Ci↑ C
†
i↓ Ci↓, (1)
where 〈nn〉 indicates summation over nearest neighbours, the indices i, j run over N lattice
sites, C†iσ(Ciσ) are the electron creation (annihilation) operators of spin σ at site i, and the
two–body interaction is on–site and repulsive (U > 0). There is a vast literature devoted to
the study of this model in the last 30 years, especially after 1987 [6].
In the large U limit, it is more convenient to use a canonical transformation to project
out the doubly occupied sites costing energy U and to obtain an equivalent, the so–called
t− J model [7]:
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H = −t ∑
〈i,j〉,σ
(C†iσ Cjσ + h.c.) + J
∑
〈i,j〉
(
Si · Sj − 1
4
ni nj
)
, (2)
where restriction to the Hilbert space without double occupancy is assumed and ni =
∑
σ
niσ
is the density operator at site i with niσ = C
†
iσCiσ. The summation in the second term
is carried out only over nonrepeated bonds 〈ij〉 and under this convention J = 4t2/U .
In deriving (2) from (1) a three–site term has been neglected which should not modify
substantially the physics, especially when the deviation from half filling δ is small. The
spin density operator Si is defined as: Si = C
†
i
σ
2
Ci, where σ are the Pauli matrices.
At half–filling (one electron per site) the hopping term is absent, so the t − J model (2)
becomes the well–known Heisenberg model for spin 1/2 in the fermion representation up
to a constant. Of course, the t − J model (2) can be studied independently, even in the
limit t ≪ J , but the correspondence with the Hubbard model is established only in the
limit t ≫ J , or U ≫ t. In this article we consider a slightly generalized t − J model with
anisotropic exchange interactions, i.e.,
H = −t ∑
〈i,j〉,σ
(C†iσ Cjσ + h.c.) + J
∑
〈i,j〉
[
Szi S
z
j + α(S
x
i S
x
j + S
y
i S
y
j )
]
, (3)
where α = 0 corresponds to the Ising limit while α = 1 is the Heisenberg case.
It is now well–established that the essential ingredient in cuprate superconductors is
the two–dimensional CuO2 plane [8]. The Cu − O two band model, proposed by several
authors [9] would be more appropriate for the description of physical properties of this plane.
However, as shown by Zhang and Rice [10], the low–energy physics is determined by the
singlet state formed by the additional hole on oxygen with the existing hole on copper. The
hopping of this singlet is described by an effective t−J model which makes this model even
more pertinent to high–Tc superconductors. Of course, there are aspects of the two–band
model, like the formation of charge–transfer polarons [11], which cannot be described by the
one–band t− J model.
The standard BCS theory of superconductivity is based on the assumption that the
Landau Fermi liquid theory can adequately describe the normal state of superconductors
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[12]. According to the Fermi liquid theory [13] the elementary excitations of an interacting
fermion system can be mapped onto a noninteracting Fermi gas. These quasi-particles have
spin 1/2, charge e and are well defined, which means that the real part of the self-energy
(of the order temperature T or external frequency ω ) is much greater than the imaginary
part (proportional to the square of the corresponding small quantities).
The propagator of these quasi–particles has a nonvanishing residue Z at the pole ωk, i.e.,
the spectral density can be written as
A(k, ω) = Zkδ(ω − ωk) + incoherent part, (4)
which means existence of a well–defined Fermi surface where the momentum distribution
has a finite jump equal to ZkF . This was first observed by Migdal [14] and later elaborated
by Luttinger [15] who also showed that the volume enclosed by this Fermi surface should be
the same as for noninteracting systems.
It is not clear at all whether charge carriers on an AF background will share all these
properties, because the starting AF insulating state exhibits strong electron correlations.
The central issue is whether a single hole can freely propagate on an AF background, i.e.,
whether Z is different from zero or not. Of course, there is a finite concentration of charge
carriers in real superconductors, but we will limit ourselves in this article to the single hole
issue with the hope that the solution of this simple looking problem will shed some light on
the underlying physics of high–Tc superconductors. The reader is referred to the relevant
literature [8] for issues of finite doping concentration.
In this brief review we will summarize our studies on the single hole problem with a rather
detailed introduction and an overview of the recent developments. The discussion will be
developed around the central issue mentioned above. The rest of the paper is organized
as follows. Section II is devoted to the background material, while various approaches to
the single hole problem are discussed in Section III. The quantum Bogoliubov–de Gennes
(BdeG) approach developed by us to treat the distortion of the spin background and quantum
fluctuations on an equal footing, is summarized in Section IV. The latest developments and
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perspectives are discussed in the final section.
II. BACKGROUND
2.1 The reference state
The ground state of the large U Hubbard model at half–filling or its equivalent – the
Heisenberg model, depends strongly on the dimensionality. In one dimension (1D) an exact
solution for the spin 1/2 Heisenberg chain was obtained by Bethe [16] using the famous
Bethe Ansatz (a term coined by C.N. Yang and C.P. Yang [17]). An exact solution for the
Hubbard model at arbitrary filling was obtained by Lieb and Wu [18], using the same ansatz.
The ground state at half–filling is an insulating state for arbitrary U without AF long range
order, while the spin–spin correlation function shows a power law decay.
There are no exact solutions beyond 1D. However, some rigorous results are available.
In particular, Marshall showed in 1955 [19] that the ground state for S = 1/2 systems on a
bipartite lattice (2–sublattice system with all nearest neighbours of a given site belonging to
the second sublattice) should be a singlet state. This is known as the “Marshall sign rule”.
It has been proved recently by Kennedy, Lieb and Shastry [20] that there is AF long range
order in three dimensions (3D) for S = 1/2 system at T = 0, which vanishes at certain
critical temperature. For two dimensions (2D) the AF long range order in the ground state
has been proved for a square lattice in the case S ≥ 1 or S = 1/2, but 0 ≤ 1/α ≤ 0.13
and 1/α > 1.78 [21]. For 2D S = 1/2 Heisenberg model, relevant for the high–Tc problem,
neither existence, nor nonexistence of AF long range order has been proved. Nevertheless,
there is strong evidence from exact diagonalization of small clusters and quantum Monte
Carlo simulations that such order does exist for a 2D square lattice at T = 0 [22]. However,
the staggered magnetization is reduced to m ≈ 0.31 ± 0.02 due to quantum fluctuations.
We will take this as the starting point of our discussion. Of course, there cannot be any
long range order at finite temperatures for the 2D Heisenberg model, as follows from the
Mermin–Wagner theorem [23].
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Historically, the question of the ground state for spin 1/2 systems has been under active
discussion. Since such antiferromagnets were not found for a long time, Landau and Pomer-
anchuk suspected that there might be no AF long range order and the elementary excitations
might be spin 1/2 fermions for S = 1/2 AF systems [24]. Anderson [25] proposed in 1973,
the so–called Resonant–Valence–Bond (RVB) state as a possible candidate for the ground
state of such systems, most probably for a frustrated lattice. The RVB state is a condensate
of singlet pairs without AF long range order. In 1987 he reformulated his proposal in terms
of a BCS–like variational wave function [4]. Since then a large amount of literature has been
devoted to this issue [6,8]. The general consensus now is: There is an AF long range order
in the ground state of 2D spin 1/2 Heisenberg model, at least for a square lattice. However,
the generalized RVB state with long range pairs and expressed in terms of spin variables
instead of fermions to satisfy the Marshall sign rule [19], has a very close energy and similar
correlation functions as the AF state [26].
2.2 Spin wave theory
It is well known that the classical and the quantum mechanical description for a ferro-
magnetic ground state is essentially the same because the order parameter – the spontaneous
magnetization – commutes with the Hamiltonian. This is not true for the AF ground state,
where the order parameter – the staggered magnetization – does not commute with the
Hamiltonian, serving as a typical case of non trivial symmetry breaking. The classical
ground state would be a Ne´el state with alternating spin alignment, which is true for the
Ising model, but not for the Heisenberg case. For the latter one should take into account
the quantum fluctuations (or spin zero–point motion).
The spin operators satisfy the following commutation relations
[
Sαk , S
β
ℓ
]
= i εαβγ Sγℓ δkℓ, (5)
where α, β, γ = x, y, z, εαβγ is the unit antisymmetric tensor. If we introduce the spin
raising and spin lowering operators S+k = S
x
k + iS
y
k , S
−
k = S
x
k − iSyk , for S = 1/2 they satisfy
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the commutation relations
[
S+k , S
−
k
]
+
= 1, (6)
[
S+k , S
−
ℓ
]
= 0, k 6= ℓ (7)
i.e., they behave like fermions on the same site, and as bosons on different sites. These are
hard–core bosons, or Pauli operators. We will come back to this special property of the spin
1/2 operator at the end of this subsection, but now we consider the case of arbitrary S.
Holstein and Primakoff [27] have proposed a nonlinear transformation to convert the spin
operators into bosons
Sz = S − b†b, S− =
√
2S b†(1− b†b/2S)1/2, (8)
and one can then expand them in terms of b†b/2S. This is the so-called linear spin wave
theory, if only the leading term is considered. Apparently, the expansion parameter here
is 1/2S which is 1 for S = 1/2. However, the actual expansion parameter turns out to be
1/Sz where z is the coordination number [22]. With this understanding, the application of
the linear spin wave theory to the 2D S = 1/2 Heisenberg model is more or less justified.
Anderson and Kubo [28] have applied this theory to the AF case. Since its presentation
is available in standard textbooks [29], we will outline here only the main results for further
reference. Using the Holstein–Primakoff transformation
S+i =
√
2S bi, S
z
i = S − b†i bi, i ∈↑ sublattice
(9)
S+j =
√
2S b†j , S
z
j = −S + b†j bj , j ∈↓ sublattice,
the anisotropic Heisenberg Hamiltonian becomes
HJ = JS
∑
〈i,j〉
(2 b†i bi + α(bi bj + b
†
i b
†
j))−
NJz
4
(10)
which, in turn, can be diagonalized using the Bogoliubov transformation
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bk = uk βk + vk β
†
−k with |u2k| − |vk|2 = 1 (11)
to obtain
HJ =
∑
k
ωk
(
β†k βk +
1
2
)
− 3NJz
4
, (12)
where
ωk = JSz (1− α2γ2k)1/2, γk =
1
z
∑
δ
eik·δ (13)
with δ as the nearest neighbour lattice vector. The spin–wave vacuum |0〉 can be expressed
in terms of the classical Ne´el vacuum |N〉 as
|0〉 =∏
k
u−1k exp
(
−λk b†k b†−k
)
|N〉 (14)
with
λk = −vk/uk,
uk =
{
1
2
[
(1− α2γ2k)−1/2 + 1
]}1/2
,
vk = −sgn(γk)
{
1
2
[
(1− α2γ2k)−1/2 − 1
]}1/2
. (15)
The spin–wave spectrum for the Heisenberg case α = 1 is linear in k
ωk = v|k| (16)
with the spin–wave velocity v = 2
√
d JS. This is the Goldstone mode originating from the
breaking of O(3) continuous symmetry. One can easily calculate the reduction of the order
parameter due to the quantum fluctuations
〈Sz〉 = S − 〈b†i bi〉
and the correction is approximately 0.1 for a 3D cubic lattice, 0.2 for a 2D square lattice
and diverges for 1D.
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There is one serious difficulty with the spin wave theory, namely, the hard–core nature
of the spin operator, or equivalently, the single occupancy constraint is not well preserved.
In fact, one can calculate the expectation value [30]
F ≡ |〈[S+i , S−i ]+〉 − 1| = 2|〈[b†i bi − (b†i bi)2]〉| ≈ 1.06
as temperature T → 0, which should vanish if the constraint is strictly obeyed.
There have been many attempts to improve the linear spin wave theory. Dyson and
Maleev [31] have introduced another transformation of spin operators into boson operators
to consider the kinematic constraints. Arovas and Auerbach have used the Schwinger boson
transformation to represent the spin operators and the path integral technique to impose the
constraint [32]. Takahashi [33] has applied the Dyson–Maleev transformation to quantum
AF to impose the kinematic constraints. His results turned out to be essentially the same
as those of the Schwinger boson approach. As a common weakness of these treatments, the
single occupancy constraint is imposed only on average. An interesting attempt was made by
Wang [34] who used the Jordan–Wigner transformation generalized by several authors [35]
to 2D to represent the hard–core boson in terms of spinless fermions. In this representation
the hard–core constraint is satisfied exactly and very good results can be obtained even in
the mean field approximation. Recently, this transformation has been extended to the case
away from half–filling and a number of interesting results have been obtained [36].
2.3 Nagoaka theorem and ferromagnetic polaron
The phase diagram of the Hubbard model or the t−J model upon doping is a complicated
problem. However, there is one rigorous theorem proven by Nagaoka [37] which can be stated
as follows: For a bipartite lattice with one hole in the infinite U limit, the ferromagnetic
state with maximum spin is the ground state.
Instead of presenting its proof we give here some simple argument in favor of it. The main
difficulty of the Hubbard model in the infinite U limit is the enormous spin degeneracy at
exact half–filling. The presence of a single hole can lift the degeneracy. Intuitively, it is clear
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that the hole can gain maximum kinetic energy if all spins are aligned ferromagnetically. This
maximum energy is zt with z as the coordination number. Using a set of states with spins
permuted by single hole hopping around a closed loop, Nagaoka could prove this statement
rigorously for a bipartite lattice where all nearest neighbours of a given site belong to the
second sublattice and the sign of t is irrelevant.
This theorem has nontrivial consequences. First of all it is not true for 1D where no
closed loops are available. Secondly, a generalization to finite hole concentration in the
thermodynamic limit seems to be natural, but has confounded all analytical attempts. The
Pauli exclusion principle is irrelevant for a single hole, but it makes the problem messy
even for two holes. The result depends strongly on the boundary conditions. For the
periodic boundary condition a “spiral phase” is preferred, whereas the ferromagnetic state
survives for “averaged” boundary conditions [38]. Numerically, there is strong evidence that
a ferromagnetic state with non–saturated magnetization is the ground state at small, but
finite doping concentration as U →∞ [39].
In real systems U is finite and J is different from zero. A more pertinent question would
be: How big is the ferromagnetic region around a hole as a result of balancing between the
kinetic energy t favoring the ferromagnetic configuration and the exchange energy J favoring
the AF alignment of neighbouring spins. A rough estimate for the 2D Ising square lattice
gives the hole energy as [40]
εh/t = −4 + 6.03(J/t)1/2, (17)
where the radius of the “ferromagnetic” disc diverges as (J/t)−1/2. For a small cluster (4×4),
the ferromagnetic state with maximum spin is materialized only for J/t < 0.075 [41]. We
will call such a formation “ferromagnetic polaron”.
In view of the Nagaoka theorem, the problem of single hole motion on an “AF” back-
ground is irrelevant in the limit U = ∞, or J = 0. However, apart from very small J/t,
when the energy of ferromagnetic polaron (17) is lower than the competing configuration of
spin polaron (to be considered later), the single hole problem is an important issue and will
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be dealt with in the rest of this article.
2.4 One–dimensional case
Although the exact solution of the 1D Hubbard model was obtained by Lieb and Wu 25
years ago [18], much of the rich physics contained in this solution has been appreciated only
during the recent intensive studies on the high–Tc problem. These results have no direct
relevance for the single hole issue in 2D, but they are very instructive and inspiring by
providing a profound example with a number of peculiar properties, in many ways contrary
to our intuition. Therefore, we outline here some of these properties, which were emphasized
by Anderson [42].
One of the distinguished features is the absence of quasi–particles in the standard sense.
Using the Bethe Ansatz solution [18], one can calculate the wave function renormalization Z,
defined as square of the overlap integral between the N–particle ground state wave function
plus one free particle in state k with the N +1–particle ground state wave function, i.e. [42]
Zk = |〈ψkσ(N + 1)|C†kσ ψG(N)〉|2 ∼ e−
1
2
( δ
pi
)2ln N , (18)
where the phase shift δ = π
2
in the large U limit. In the thermodynamic limit, N →∞, Zk →
0, hence the quasi–particle does not exist as such. This is another example of the “infrared
catastrophe”, suggested by Anderson earlier [43].
The main physical origin for a vanishing Z is the spin–charge separation which can be
explicitly seen in the asymptotic form of the Bethe Ansatz wavefunction in the large U limit,
derived by Ogata and Shiba [44]
ψ(x1, . . . xN) = (−1)Q det[exp(ikjxQj)] φ(y1, . . . yM), (19)
where xQj are sites of spinless fermions (holons), while yM are the down–spin sites of a
“squeezed” Heisenberg chain with all hole sites being removed. When a hole is added at kF ,
it decays immediately into a holon (charge e without spin at 2kF ) and a spinon (spin 1/2
and no charge). The vanishing of Z reflects the absence of charge for excitations at kF .
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Moreover, one can calculate various correlation functions and the single–particle Green’s
function [44,45,42]. All of them show a power law decay with exponents depending on the
interaction. It is remarkable that in spite of the vanishing of Z, hence the jump of the
momentum distribution at the Fermi surface, there is still a singularity of the latter at kF
(not 2kF ), i.e.,
nk =
1
2
− const|k − kF |α sgn(k − kF ), (20)
where the exponent α = 1/8 for U →∞.
It turns out that the above described properties (Z = 0, spin–charge separation, power
decay of the correlation functions, etc.) are rather generic for 1D interacting systems.
Haldane [46] first realized the existence of this large universality class and has coined a term
“Luttinger Liquids” to contrast them with the Landau theory of Fermi liquids.
Anderson suggested [42] that the 2D Hubbard model should share these properties and
the experimental data on high–Tc superconductors, especially the normal state properties
seem to be consistent with this assumption. Of course, the question is still widely open.
Clearly, the single hole problem cannot replace the issue of the charge carrier behaviour at
finite doping concentration, but it is a pertinent question to consider in order to clarify the
situation.
III. VARIOUS APPROACHES FOR STUDYING THE SINGLE HOLE PROBLEM
The question of charge carrier motion on an AF background and the possible formation
of self–trapped states have been discussed in the literature long time back in connection
with magnetic semiconductors [47,48]. In particular, de Gennes [48] has considered the
formation of a small ferromagnetic region around the charge carrier which can propagate
in an AF under certain conditions. There were extensive studies on this issue in Russia
[49,50], summarized later in a review article and a book [51]. Unfortunately, these research
works are not well known in the Western literature. We will, therefore, mainly discuss those
studies which have shaped our current understanding of the problem.
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3.1 Strong coupled Ising case (the Brinkman–Rice limit)
Consider first the Ising case. The hopping of a hole on a Ne´el background would create
a string of “wrongly” aligned spins (see Fig.2) costing energy of the order ℓJ , where ℓ is the
length of this string. To avoid this energy expense, Brinkman and Rice [52] have introduced
the so–called “retraceable path approximation” under which the hole hops back exactly the
same way as it left the starting point, so there is no difference in the initial and final spin
configurations. In the atomic limit of the Hubbard model (U → ∞ or J = 0), they have
summed up all these retraceable paths (without closed loops) and have come to the following
conclusions:
1) The hole cannot propagate freely, i.e., Z = 0, and the Green’s function is k–independent,
i.e.
G(ω) = ω−1
1− z(z − 1)
1
2
−
(
1
4
− (z − 1)t
2
ω2
)1/2
−1
(21)
with z as the coordination number and t as the hopping integral.
2) The density of states ρ(ω) has a square–root singularity with a 25% narrowing compared
with the original bare bandwidth, namely,
zt ρ(u) =
1
π
[
(5− 9u2)1/2/(1− u2)
]
, u = ω/zt, (22)
3) The electric conduction is due to diffusive motion of holes and the mobility can be
calculated.
In spite of the great success of the Brinkman–Rice approach, there are two serious limi-
tations.
i) They have ignored the closed loops which turned out to be very important. As noted by
Trugman [56], a hole can travel around a square one and half times without disturbing the
spin background and finds itself translated to the next–nearest–neighbour (see Fig. 3). This
means that the hole can “unwind” the string and self–generate a next–nearest–neighbour
hopping. Therefore, the full localization of charge carriers in the Brinkman–Rice limit is an
artifact of the approximation.
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ii) Their consideration for the spin dynamics is purely classical, i.e. the emission and reab-
sorption of spin excitations are not allowed. As we will see later, the renormalization effect
of the hole motion due to these processes is essential even for the Ising case.
If J/t is finite, but small, the “string” picture holds, and one can calculate the bound
states for the hole in this confining potential which leads to an Airy equation [50,53]. The
semi-classical ground state energy in 2D is then given by
Eg/t = −2
√
3 + 2.74(J/t)2/3, (23)
where the “band narrowing” effect (2
√
3 instead of 4) of Brinkman and Rice has been taken
into account. The energy difference between higher levels is also ∼ (J/t)2/3. This string
picture has been explored further by many authors to interpret various physical properties
[54]. Vollhardt et al. [55] have found that the retraceable path approximation is exact in
infinite dimensions and they have generated a systematic 1/d expansion.
3.2 Quasi–classical approach (Nonlinear σ–model)
In Section 2.2 we outlined the traditional spin wave theory for AF. An alternative way
of describing the long–wavelength spin fluctuations for large S is to use the nonlinear σ–
model, assuming the existence of AF long range order. The order parameter–staggered
magnetization Ω is a vector on a unit sphere, whereas the magnetization m is a small
quantity. In the long wavelength limit (at the scale larger than the lattice constant) the
fluctuations are described by the nonlinear σ–model [57]:
HNLσ =
1
2
∫
d2r
[
χ−1 m2 + ρ(∇ · Ω )2
]
, (24)
where χ is the magnetic susceptibility, while ρ is the spin stiffness. Their ratio ρ/χ = c2 is
the square of the spin–wave velocity. Ω and m satisfy the commutation relations
[mα(x), mβ(y)] = i εαβγ mγ(x) δ(x − y),
[mα(x),Ωβ(y)] = i εαβγ Ωγ(x) δ(x− y) (25)
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and the constraints
Ω 2 = 1, m(r) · Ω (r) = 0. (26)
The spin current is defined as
Ja = Ω × ∂a Ω , (27)
satisfying the equation of motion ∂m/∂t = −ρ ∂aJa. This current is a vector in both spin
and coordinate space.
Shraiman and Siggia [58] have considered the coupling of the charge carrier to the spin
configuration in the quasi-classical approximation t ≪ J . The spin background is assumed
to be classical but the distortion of this background due to the hole motion has been taken
into account. In analogy with the backflow in helium they considered the dipole moment
generated by the charge carrier
pa(q) =
∑
k
sin ka ψ
†
k−q/2 σ ψk+q/2, (28)
where ψk is the spinor wave function of the hole, σ the Pauli matrices. The k–summation is
carried over the minimum energy states. (Cluster calculations, as discussed in Section 3.4,
show they are at (± π
2
,±π
2
)). The coupling to the spin current is written as
− g∑
a,q
pa(q) · Jq(q). (29)
They found that in the continuum limit
Ω × ∂a Ω = (δab − 2rˆa rˆb) pb
r2
, (30)
which gives rise to a dipolar spin configuration (Fig.4). Based on this result, they proposed
that the commensurate AF phase is unstable with respect to an incommensurate spiral
phase upon doping. The pitch of the spiral should be inversely proportional to the doping
concentration [58]. Most of their results were derived under the assumption J ≫ t, but they
have also used the Brinkman–Rice “string” picture to argue that a similar conclusion should
also hold in the opposite limit J ≪ t, since the symmetry properties are the major factor.
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This approach also has the limitation that the quantum fluctuations of spins have not
been included, as in the Brinkman–Rice method. As we will see in the next subsection,
inclusion of these fluctuations will modify some conclusions in a substantial way. Also, the
spin distortion discussed by them is related to areas far away from the hole location, i.e. it
is a long distance behavior. As shown in the next section, the near–field distortion is quite
different.
This approach has also been used by several other groups to consider the single hole
problem [59] with similar results. In particular, a self–trapped polaron with local ferromag-
netic distortion is found when the hole state is at the Brillouin zone center. The structure
of polaron is much more complicated if the hole state is at the zone boundary.
A semiclassical large S expansion has also been employed by Auerbach and Larson to
study the single hole problem [60]. Using the spin–hole coherent–state path integral, they
have generated a large S expansion of the t − J model on a square lattice. The single–
hole classical energy is minimized by a small polaron solution. In the parameter range
1 < t/2JS < 4.1, the polaron involves only five sites with one flipped spin at the center.
The hole density is 1/2 and 1/8 at the center and the nearest neighbour, respectively.
Contrary to Shraiman and Siggia, they have not found any long–distance distortion of
the AF background. They have also found that the dynamical nearest neighbour hopping
is suppressed and have recovered an effective polaron model with next–nearest–neighbour
hopping only [61].
3.3 Self–consistent Born approximation
There are two effects which have not been properly considered in the above described
approaches, namely, the quantum fluctuations of the Heisenberg spin and the renormaliza-
tion of hole motion due to interactions with spin waves. These effects have been taken into
account in the self–consistent Born approximation carried out by Schmitt–Rink, Varma and
Ruckenstein (SVR, [62]) and Kane, Lee and Read (KLR, [63]).
The hopping of holes leads to disturbance of the spin background. Suppose there is a
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hole on spin–up sublattice site. After hopping to spin–down sublattice site, a down–spin
appears on a spin–up lattice site, corresponding to a local spin excitation. Likewise, a hole on
spin–down sublattice would request the neighbouring up–spin to flip first in order to avoid
frustration. Introducing hole operator hi to replace C
†
i↑ on the spin–up sublattice, while
representing the corresponding operator C†i↓ = hi S
−
i as a composite operator (similarly for
the spin–down sublattice), and then performing the Holstein–Primakoff transformation, one
obtains the hopping Hamiltonian [62,63]
Ht = t
∑
〈i,j〉
h†ihj (b
†
j + bi) (31)
in the linear spin–wave approximation. A well–argumented derivation of (31) has been given
in Ref.64. The form of (31) is similar to the electron–phonon interaction. It is natural then
to compare the spin–polaron under discussion with the well–studied lattice polaron [65].
However, there are important differences between these two, as we will discuss in Section
4.2.
Comparing the Heisenberg Hamiltonian (10) and the hopping term (31), one finds two
different limits. When J ≫ t, one can use the perturbation theory, but this is a less
interesting case. The alternative limit J ≪ t, corresponding to the large U Hubbard model,
cannot be treated perturbatively. One has to perform at least a partial resummation to
obtain a meaningful result. This was done by SVR [62] and KLR [63]. They have ignored
the Hartree diagram, but have taken into account the Fock term in the self–energy (Fig.5).
Neglecting the crossing diagrams (Fig.6), they can solve the corresponding Dyson equation.
The self–energy part can be written as
Σ(k, ω) =
t2z2
N
∑
k
(uq γk−q + vq γk)
2 G(k− q, ω − ωq), (32)
where the renormalized hole propagator
G(k, ω) = (ω − Σ(k, ω) + i δ)−1, (33)
while the definitions for uk, vk, ωk, γk were given in (13)–(15). One can then easily calculate
the spectral function
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A(k, ω) = −1
π
ImG(k, ω). (34)
A detailed numerical study of Eqs.(32)–(33) has been carried out in Refs.64, 66 and 67
with the following main conclusions: There is a well–defined quasi–particle propagating on
an AF background. The spectral function shows several coherent peaks plus some incoherent
states at higher energies. The separation between peaks as well as the band width scales as
(J/t)2/3 for both Ising and Heisenberg cases. This has been checked on clusters of different
size (4×4, 8×8, 16×16, etc.) to make sure that the above features are not due to finite size
effects. The results for small J/t are in good agreement with those of exact diagonalization
on small clusters. A similar approach using 1/z expansion with z as the coordination number
has also been developed [68] with comparable results.
There were several approximations involved in this approach: linear spin wave expansion
and the neglect of crossing diagrams. The former does not guarantee the hard–core boson
nature of the spin excitations, which , in turn, may lead to violation of the single occupancy
constraint or appearance of extra degrees of freedom. As discussed in Ref.64, this will affect
the short distance behaviour (as we will see later in Section IV), but may not change the
properties for small k near the band bottom, especially for the Heisenberg case. The single
occupancy constraint has been implemented in the variational calculation of Sachdev [69].
As for crossing diagrams, it has been shown in Ref.67 that vertex corrections due to two-loop
diagrams vanish, while the effects of three–loop diagrams are small as found from numerical
calculations. On the other hand, the distortion of the spin background in the presence of
the hole, neglected in this approach, may have important consequences, as we will see later,
in Section IV.
3.4 Numerical approaches
Apart from the analytic approaches discussed above, there have been extensive numerical
studies on the single hole problem, using mainly two types of techniques: exact diagonaliza-
tion of small clusters and quantum Monte Carlo simulations.
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The exact diagonalization using the Lanczos–type algorithms has been carried out by
different groups for clusters of 8,10,16,18 sites [41, 70–76]. Recently, the number of sites
has been increased up to 26 [77], for which the maximum power of the current generation
of supercomputers has been fully exploited. (The dimension of the Hilbert space is of the
order of 107 and the calculation requires at least 6 G bites disc space.) The advantage of
the exact diagonalization is the absence of the “fermion minus sign problem” inherent to
the quantum Monte Carlo technique. On the other hand, the limitation to small clusters
may give rise to artifacts due to finite sizes.
Now the results seem to converge: There are well defined quasi–particles with energy
minima at (±π
2
,±π
2
) on the boundary of the reduced Brillouin zone. The effective mass is
strongly anisotropic: small along the zone boundary and big in the perpendicular direction.
Apart from the ground state there are some excited states for certain momenta as seen from
the spectral function. The higher excited states have intrinsic width due to the probability
of decaying into lower states. We will discuss later how to interpret these levels. A finite size
scaling study has been performed for clusters up to 26 sizes [77] (see also [78]), and the wave
function renormalization factor Z seems to remain finite in the thermodynamic limit. The
scaling properties of excited states are less conclusive, especially near the zone boundary.
Another related approach is to use a truncated Hilbert space [56] which allows one to
study bigger clusters using less computing power. This technique has also been used in
Refs.79,80 to study the hole bands and the spin distortions around the hole. In general, the
results obtained using this technique are consistent with those of exact diagonalization and
the self–consistent Born approximation, considered in the previous section.
The quantum Monte Carlo technique has not been used extensively for studying the
single hole issue mainly because of the fermion sign problem. Sorella [79] has, however,
systematically studied this issue using the so–called projection Monte Carlo technique [82].
He has proved a rigorous upper bond Z ≤ 1/2 for the t− J model and has generalized the
Migdal theorem relating Z to the jump of the momentum distribution at the Fermi surface
∆nk = Z for the 2D t − J model. Using this relation and choosing appropriate trial wave
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functions, he succeeded to minimize the sign problem and to carry out a finite size scaling
study for Z. It seems that Z vanishes in the thermodynamics limit, to the contrary of the
results from a similar study using the exact diagonalization, just described above. Whether
this discrepancy is due to limitations of one of these techniques, is an open question for
further studies.
The Green’s function Monte Carlo technique has also been used to study the single hole
problem on a 4 × 4 cluster [83]. The energy seems to agree well with the exact result.
Another alternative is to use the Gutzwiller–projected trial wave function to perform the
variational Monte Carlo calculation [84]. The location of the energy minimum and the band
width thus obtained is consistent with the known results.
Before concluding this overview section, we would like to briefly mention the alternative
itinerant approach. Starting from the Hubbard model and using the Hartree–Fock approx-
imation, one obtains the spin–density–wave (SDW) ground state for half–filling. The one
loop correction (random phase approximation) then gives rise to the collective excitations
(spin waves). This approach has been used by Schrieffer, Wen and Zhang [85] to propose
the “spin bag” model for high–TC superconductivity. These “spin–bags” are nothing but
spin polarons we are considering in this paper. The spin wave velocity they have obtained
is the same as what follows from the strong–coupling t− J model. This approach has been
pursued by many authors [86]. The question on where the energy minimum is located, at
(±π
2
,±π
2
) or (±π, 0), (0,±π), depends on which spin fluctuations (longitudinal or transverse)
are considered. It is interesting to point out that the hole–hole correlations calculated in
this approach (see paper of Frenkel and Hanke in Ref.86) are the same as follows from
Shraiman–Siggia’s approach [58].
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IV. QUANTUM BOGOLIUBOV–DE GENNES FORMALISM FOR THE SPIN
POLARON
So far we have discussed the background of the single hole problem and have overviewed
various approaches in studying this problem. In this section we outline the quantum BdeG
formalism developed by us for this purpose, summarize the main results obtained and discuss
the open issues.
4.1 Questions to be answered
Basically, there are two sets of questions to be answered: (1) How will the holes affect
the spin background? What is the local and long–distance distortion around the hole? How
would the spin excitations and spin correlations be modified in the presence of a dynamical
hole? (2) What are the properties of the holes (energy spectrum, effective mass, etc.) which
are embedded in this background? In view of the δ → 0 limit, one might think of foregoing
the first set of questions, assuming the ground state of a half–filled system. However, this is
not completely true, because, as we will see later, the hole states and the distortion of the
background should be considered in a self–consistent way, which has not been materialized
in analytical formalisms reviewed in the previous section.
In fact, there are three major effects to be considered for the hole motion, namely, (1)
the quantum fluctuations of the spin system; (2) the renormalization effect due to virtual
process of emitting and reabsorbing the spin excitations; (3) the local distortion of the
spin background. Factors (1) and (2) have been considered in the self–consistent Born
approximation (Section 3.3), but not factor (3). The quantum BdeG formalism we proposed
[87] treats all these three factors on an equal footing and is aimed to answer both sets of
questions. Of course, the treatment is not exact and we will discuss later its limitations and
open problems.
4.2 Lattice relaxation approach and its generalization
We have mentioned in Section 3.3 the analogy with the lattice polarons. It is interesting
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to compare in more detail the properties of these two kinds of polarons. For the convenience
of reference we write down here explicitly the model Hamiltonian for small lattice polarons
[88]:
H = He +Hph +He−ph, (35)
He = −t0
∑
〈i,j〉
C†i Cj , Hph =
∑
q
h¯ωq(b
†
qbq +
1
2
),
He−ph =
∑
l
C†l Cl
∑
q
Mq e
iq·l(bq + b
†
−q),
where Mq is the electron–phonon coupling, ωq is the longitudinal optical phonon frequency,
while the rest of notation is standard. In the anti–adiabatic limit h¯ωq ≫ t0, one can use the
Lang–Firsov transformation [89]
H → e−Uˆ HeUˆ , (36)
Uˆ =
∑
q,l
Mq
h¯ωq
eiq·l C†l Cl(bq − b†−q),
to decouple the electron and phonon degrees of freedom to obtain an effective Hamiltonian
for the electron “dressed” by the phonon cloud.
Comparing (35) with our t−J Hamiltonian (10) and (31), the exchange integral J is, to
some extent, equivalent to the phonon energy h¯ωq in the lattice polaron problem, and a large
J means a stiff spin background. However, there is no “bare” hopping term t0 in the spin
polaron case. As discussed in Section 3.3, the hole hopping on AF background will certainly
lead to frustration of the spin background. Therefore one cannot use the transformation Uˆ
to decouple the spin and charge degrees of freedom even in the limit J ≫ t. Moreover, we
are more interested in the opposite limit J ≪ t, corresponding to realistic parameters in
oxide superconductors. One might think that it would correspond to a weakly coupled large
lattice polaron. Unfortunately, this is not true, again due to the absence of a bare hopping
term. In a sense, there are no “large” spin polarons at all.
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Nevertheless, the experience learned from the study of electron–lattice coupling is still
very instructive. Let us recall the lattice relaxation theory of multi–phonon processes, orig-
inally proposed by Huang and Rhys [90] to interpret the F–center spectra and later elab-
orated by many others. The crucial ingredient of their approach is to take into account
the difference of the symmetry breaking (lattice relaxation) in the initial and final states of
electronic transitions. Two of us [91] have generalized the lattice relaxation theory to study
localized excitations like polarons and solitons in quasi–one–dimensional systems, where the
self–consistency of the electronic states with lattice configurations is essential. It turned out
that the BdeG formalism [92,93], previously developed for studying inhomogeneous super-
conductivity, is a suitable framework for this purpose. Essentially, it is a Hartree approx-
imation in which the electronic states are solved self–consistently with the quasi–classical
motion of the lattice.
Here, in the spin polaron problem, the spin distortion
βi = 〈bi〉 ∼ 〈bi exp (− i
∫
Ht dτ)〉0 (37)
caused by the hole is equivalent to the lattice relaxation. The interesting case t ≫ J
corresponds to, in some sense, the adiabatic limit. However, one cannot use the Hartree
approximation as in quasi–1D systems, because t is not a scale of electron free motion, but
rather an interaction constant. Therefore, one should start from the opposite end, the large
J limit, expand everything in terms of t/J and then carry out an infinite resummation to
recover the renormalized result.
In our studies we have adopted the following strategy: First consider a fixed hole. As-
suming that the spin wave spectrum does not differ significantly from the unperturbed case,
we derive a system of self–consistent BdeG equations to determine the spin distortion and
the energy spectrum of the hole internal motion. In doing so the effects of static spin distor-
tion, spin quantum fluctuations and renormalization due to virtual processes are all taken
into account. Then by recovering the translational invariance and calculating the spin con-
figuration overlap integral, we find the band structure and effective mass for a propagating
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hole. Finally, we use these solutions to recalculate the spin–wave spectrum and spin corre-
lation functions. If the spectrum is not modified significantly by the presence of the hole,
the self–consistency of the proposed scheme is justified.
4.3 Basic equations
For the convenience of reference, we rewrite our working Hamiltonian as H = HJ +Ht
HJ = J
∑
i,j
Iij
[
b†ibi +
α
2
(b†ib
†
j + bibj)
]
PiPj , (38)
Ht = t
∑
i,j
Iij h
†
j hi(b
†
i + bj), (39)
where Pi = 1− h†ihi, Iij = 1 for the nearest neighbours and zero otherwise. The presence of
the projection operator Pi is essential for the calculation of the spin properties.
Let us start from the case when t > J . As mentioned earlier, in this case we can use the
Born–Oppenheim approximation, i.e., decompose the combined n–th state of the hole–spin
system as a direct product
|ψn(R0)〉 = |n,R0〉h ⊗ |n˜,R0〉s, (40)
where |n,R0〉h, is the n–th eigenstate of a hole centered at R0, whose local representation
is given by ϕn(i−R0) to be determined later, while |n˜,R0〉s is the corresponding spin part.
It is important to note that the spin configurations are different for different n. For the
moment we fix R0 at the origin.
The hole states |n,R0〉h and the corresponding spin distortions are determined by BdeG
type equations. Unlike the case of quasi–1D systems, we have to go beyond the Hartree
approximation. The generalization of this type of equations including the Fock and RPA
corrections, has been worked out earlier [94], using the closed time–path Green’s function
formalism. We refer the reader to the review article [94] for technical details. The basic tool
is to use the spectral representation and the Dyson equation for the Green’s function. In
particular, the retarded Green’s function for the hole is defined as
Gr(j, k; t− t′) = −i θ(t− t′)〈{hj(t), h†k(t′)}〉, (41)
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with its spectral representation
Gr(j, k;ω) =
∑
m
ϕm(j)ϕ
∗
m(k)
ω −Em + iη , (42)
where ϕm and Em are m–th eigenstate and eigenvalue of the hole, respectively. In the
Hartree–Fock approximation the Dyson equation can be written as
Gr(i, j;ω) = G
(0)
r (i, j;ω)
+
∑
l,l′
G(0)r (i, l;ω)[Σ
H
r (l, l
′;ω) + ΣFr (l, l
′;ω)] Gr(l
′, j;ω), (43)
where
ΣHr (i, j;ω) = t Iij [βi + β
∗
j ], (44)
ΣFr (i, j;ω) =
t2
N
∑
l,l′,q
eiq·(i−j) ×
Iil Ijl′
∑
m
{
[1−N(Em)] Fll
′(uq, vq)
ω − ωq − Em + iη
+N(Em)
Fll′(vq, uq)
ω + ωq − Em + iη
}
ϕm(l)ϕ
∗
m(l
′) (45)
are the Hartree (Fig.5a) and the Fock (Fig.5b) self–energy parts, respectively, with
βi = t
∑
j,l,m
N(Em) ϕm(l) ϕ
∗
m(j) Ilj[gr(i, l;ω = 0) + g
′
r(i, j;ω = 0)] (46)
as spin distortion and
Fl,l′(uq, vq) = u
2
q + uqvq(e
−iq·(l′−j) + eiq·(l−i)) + v2qe
iq·(l−l′−i+j). (47)
Substituting (42) into (43) and remembering that
G(0)r (j, k;ω) =
δjk
ω + iη
, (48)
multiplying both sides of (43) by ω + iη and let ω → En, we obtain the following BdeG
equation
Enϕn(i) =
∑
j
[ΣHr (i, j;En) + Σ
F
r (i, j;En)]ϕn(j) (49)
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to determine the energy and wave function of the hole states. In Eq.(46), gr(j, k;ω) and
g′r(j, k;ω) are the Fourier transformations of the retarded spin Green’s functions, defined as
gr(j, k; t− t′) = −i θ(t− t′) 〈[bj(t), b†k(t′)]〉, (50a)
g′r(j, k; t− t′) = −i θ(t− t′) 〈[bj(t), bk(t′)]〉, (50b)
while uk, vk are given by (15) and N(Em) is the hole state occupation (0 or 1 at zero
temperature).
The spin distortion βi can be determined via a canonical transformation
U =∏
i
exp(βib
†
i − β∗i bi), (51)
leading to
U bi U † = bi − βi, U b†i U † = b†i − β∗i . (52)
We can define a “distorted” Ne´el vacuum
|N˜〉 = U|N〉 (53)
and new spin operators
b˜i = U bi U † (54)
so that
βi = 〈N˜ |bi|N˜〉 = −〈N |b˜i|N〉. (55)
The true ground state with quantum fluctuations can then be represented as
|0˜〉 =∏ u−1k exp(−λk b˜†k b˜†−k)|N˜〉 (56)
with b˜k as Fourier transformation of b˜i and λk = −vk/uk. We note that the unitary trans-
formation U and the Bogoliubov transformation (11) commute with each other, so all the
above operations are well defined.
26
Before proceeding further, a few comments regarding the BdeG equation (49) are in order.
(i) The Born–Oppenheim approximation (40) used here is different from the standard static
case, because the “potential” in the BdeG equation (49) is energy dependent, including some
renormalization effects due to virtual spin excitations. Therefore, the retardation effects of
spin–hole interactions have been incorporated to some extent. In fact, this is the reason
why we can get qualitatively correct results even in the range of t comparable with J , when
the usual adiabatic approximation would breakdown. (ii) Strictly speaking, Eq.(49) is not
an eigenvalue problem due to the energy dependence of ΣFr . Nevertheless, we can find self–
consistent solutions. They are dynamical generalizations of states in the confining “string
potential” discussed in Section 3.1. (iii) The Brinkman–Rice results can be easily reproduced
in the limit J/t→ 0 within our formalism. In fact, in this limit ϕn(i) becomes an extended
state, so the retarded Green’s function turns out to be Gr(ω) δij. In that case, the Hartree
contribution to the self–energy vanishes, while the Fock part becomes δij Zt
2 Gr(ω − ZJ).
One can then find Gr(ω) and the spectral function in the Brinkman–Rice limit.
4.4 Hole states with a fixed origin
The BdeG equation (49) has been solved by us numerically, first for 0.6 > α ≥ 0 [87],
then for arbitrary 1 > α ≥ 0 [95]. Moreover, the Schwinger boson formalism has been
applied for the single hole problem in the Heisenberg limit α = 1 [96]. The results of all
these calculations confirm each other and we summarize here some main features, which are
compared with those obtained in other approaches.
There is a series of self–trapped states emerging as solutions of (49). They are similar
to bound states of a hydrogen atom. The lowest state is of s–symmetry, while the states
immediately above it are doubly degenerate, of px and py symmetry. The higher states
dxy and dx2−y2 are not degenerate, but the energy difference is small. The ground state
wave function is rather localized in the Ising case α = 0, and becomes more extended as α
increases (Fig.7). The extent of the wave function is not sensitive to J/t within the range
(0.2− 2). The ground state energy E0 and the separation between this level and the second
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level E1 as a function of J/t is plotted in Fig.8 for the Ising case. Upon recovering the
translational invariance these states will become propagating states to form bands, as we
will see in the next section, but let us first understand the origin of coherent propagation
even for the Ising case.
Starting from the hopping Hamiltonian (38), one can derive an equation of motion in
the Hartree approximation
En hi =
δ Ht
δ h†i
= t
∑
i
Iij[〈bi〉+ 〈b†j〉]hj . (57)
Since the hole wave function is not confined to one site, the spin distortion 〈bi〉 will not
vanish on the neighbouring sites. So the coherent motion is due to a self–generated hopping,
which is more efficient than the “Trugman cycle” discussed in Section 3.1. This effect can
be clearly seen by comparing Figs.7a and Fig.11a and is one of the major consequences
coming from the explicit account of spin distortion (the Hartree term, neglected in the self–
consistent Born approximation). On the other hand, the Hartree term alone will not do the
job. As seen from Fig.8, the ground state energy goes like −t2/J ∼ −U , which is a wrong
energy scale. The inclusion of the Fock term reflects higher order virtual fluctuations which
bring the energy scale back to t, and eventually to J .
The presence of a set of self–trapped states is in agreement with the results of exact
diagonalization on small clusters [41, 70–78] and the self–consistent Born approximation
[62–64, 66, 67]. A detailed comparison of the J/t dependence requires some further studies.
However, our formalism provides explicit information about the spin distortion. In fact, the
expectation βi (see Eq.(55)) is a real number in the ground state, so 〈Sx〉 is finite, while
〈Sy〉 = 0. This means that the spin configuration in the ground state is a “canted” state,
rather than a “spiral” state (see Fig.9), as suggested by Shraiman and Siggia [58] and further
elaborated by other groups [97]. We believe that, as far as the near–by spin distortion is
concerned, our result is correct. In fact, it agrees with an early consideration of de Gennes
[48] using the s − d model for discussing the spin polaron problem. The canted state
corresponds to a ferromagnetic component on an AF background. Therefore, to consider
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the spin polaron as a small region with fully polarized spins is an over simplification. What
happens in reality is the appearance of a small ferromagnetic component favoring the kinetic
energy. A recent path integral treatment of small polarons by Auerbach and Larson [60]
confirmed this result. They found a small ferromagnetic region of 5 sites with probability
of hole occupancy very close to ours, as mentioned in Section 3.2.
A dipolar distortion was found in the quasi–classical treatment [58] as a long distance
behaviour. Strictly speaking, the spiral state is irrelevant for the single hole problem, since
the pitch ∼ 1/δ would be infinity in this case. Whether the spiral state is a ground state
for some finite doping, and how would the long distance distortion match with the short
distance behavior, are all open questions. It is, however, worthwhile to mention that the
dipolar distortion was not found in the path-integral calculation [60] and the spiral phase is
unstable due to strong local distortions not included in the mean field theory [98].
4.5 Hole states as continuum bands
So far we have discussed only hole states with a fixed origin. One can easily form Bloch
states to recover the translational invariance, like small polarons in the lattice case. The
Bloch state of a propagating hole can be written as
|ψk〉 = (pkN)−1/2
∑
n
exp(ik ·Rn) |ψ0(Rn)〉, (58)
where |ψ0(Rn)〉 is the hole state in the local representation, while pk is the Fourier transform
of the overlap integral pn,0 = 〈ψ0(Rn)|ψ0(0)〉. As defined by (40) |ψ0(Rn)〉 is a direct product
of the hole part and the spin part. The energy of a propagating hole state is then given by
Ek = 〈ψk|H|ψk〉 = p−1k
∑
n
exp(ik ·Rn) En,0〈0˜, Rn|0˜, 0〉, (59)
where the spin overlap integral 〈0˜, Rn|0˜, 0〉 can be written as e−S with S as the Huang–Rhys
factor, while En,0 is the hopping matrix element between hole states localized at 0 and Rn,
respectively.
The energy dispersion for the polaron band formed by the ground state is presented in
Fig.10. The energy minimum is located at (π
2
, π
2
), in agreement with exact diagonalization
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[41,71–78] and the self–consistent Born approximation [64, 66, 67]. One can also calculate
the effective mass. The results for the Ising case α = 0 are given in Table I. From the
numerical results we find that the wave function in this case is not sensitive to the ratio J/t
within the range (0.2−2). By rescaling the parameters βi → βi J/t in the overlap integral we
find that the band width ∼ t/J exp[−a(t/J)2] where a is a positive constant. We note that
the band width goes to zero in both limits t/J → 0 and t/J → ∞. The energy separation
∆ between the lowest level and the next one shows the same tendency, as seen from Fig.8.
The limit t/J → 0 is easy to understand, because the spin background is extremely stiff, so
the hole cannot move. The opposite limit t/J →∞ is more interesting. The background is
soft but the coupling is strong, so the hole carries along a huge spin excitation cloud which
gives rise to a diverging Huang–Rhys factor and a full localization.
Let us now compare the spin and the lattice polarons. If we consider t as an analogue of
the electron–phonon coupling Mq in (35), then the polaron effect diminishes in the lattice
case if Mq/h¯ωq ≪ 1, while in the spin case the polaron is completely self-trapped. The
difference is due to the presence of a bare hopping term in the lattice case (35), as we
mentioned in Section 4.2. On the other hand, the t/J →∞ limit is quite similar, where the
polaron effect is pronounced.
The functional dependence of the band width and the energy level separation found
from the exact diagonalization and self–consistent Born approximation (∼ (J/t)2/3 for small
J/t, [64,66,67],[72-77] ), is different from ours, except for Ref. [71], where the authors also
reported an exponential dependence. The reason for this discrepancy has to be understood.
One possibility is that these two functional forms are valid in different ranges of parameters.
As for our calculations we still need to improve the self–consistency for the propagating
state. The formation of the polaron band in terms of Bloch states (57) is well-justified, if
the localized state is determined by a Hartree type self-consistent equation. Here, however,
the Fock term is crucial, so the self-consistency should be checked directly for a given k
state. This problem is under consideration now.
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4.6 Effects on the spin system
The effect of single hole motion on the spin system is of the order of 1/N which can
be ignored in many cases. However, the presence of a hole may have an important impact
on local spin properties. We have already seen in Section 4.4 the local spin distortion,
but there are other effects as well. The influence of a static hole (without t–term) has been
studied by several authors [99], whereas the effects of a dynamical hole have been considered
only in some numerical simulations and in a mean field treatment [100]. Recently, the
renormalization effect due to spin fluctuations on the hole motion has been discussed using a
static approximation [101], as a boson analogue of the well–known X–ray edge problem [102].
The authors of Ref. [101] found a zero–frequency local mode which contributes substantially
to the overlap integral e−λ between the state with a hole and the ground state without it.
However, the resulting normalization factor λ = 0.2 is quite modest.
The quantum BdeG formalism developed by us to study the hole motion is a suitable
tool to treat this problem. In fact, the hole motion and the spin background are two sides of
the same coin. The formalism for this part was outlined in the second paper of Ref.87, while
the results have been reported recently [103]. The main task is to calculate the magnon
propagator renormalized by the hole motion. In the lowest approximation the polarization
operator
∏
is given by the one–loop correction due to the hole (Fig.5c). Using the spectral
representation for the hole propagator,
∏
can be expressed explicitly in terms of the solutions
of the BdeG equation, described in Section 4.3. Omitting all technical details, we summarize
here the main results [95,103].
Firstly, we have calculated the spin distortion. For the Ising case α = 0 the distortions
are restricted to the nearest neighbours of the hole (Fig.11a). As α increases, they extend
over a larger region (Fig.11b). It is important that they have the same s–symmetry as
the hole state itself. As we mentioned earlier, this corresponds to a canted state with real
parameters βi. We have tried other possibilities like complex βi, but the canted state has
the lowest energy.
Then, we have calculated the spin excitation spectrum in the presence of a hole. In all
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cases when α 6= 1, we have found several local modes. They can be classified according to
symmetry as well. Again, one of the s–modes has the lowest energy. As α increases, some
of the local modes merge with the spin–wave continuum, becoming resonance modes.
Furthermore, we have calculated various spin correlation functions around the hole. Bu-
lut et al. [99] have found an amazing result for the Heisenberg model when the AF fluctu-
ations are reduced near the hole in the static case. This is not true in the dynamical case.
In fact, a confining structure is formed, i.e., the staggered magnetization is smaller near
the hole than that far away from it, as conjectured in the “spin bag” model by Schrieffer
et al. [85]. Even more interesting is the induced ferromagnetic 〈Sxi Sxj 〉 correlations for the
Ising case, which shows clearly the quantum nature of these fluctuations. Similarly, the AF
correlations near the hole in the Heisenberg case is reduced, again due to this ferromagnetic
tendency. All the above results agree with those of small cluster calculations [73].
Finally, we have used the corrected spin excitation spectrum to solve the BdeG equation
for the hole states and have found no significant difference, which shows the self–consistency
of our procedure.
V. CONCLUDING REMARKS
We have made a short excursion to various theoretical approaches exploring the single
hole problem in a quantum AF. Let us now briefly summarize what has been established
and what are the open questions for further studies.
1) The first question was whether a hole can propagate in a quantum AF. The answer
coming from the Brinkman–Rice treatment and Shraiman–Siggia’s quasi–classical approach
was “no”, i.e., the wave function renormalization factor Z = 0. On the contrary, the
self–consistent Born approximation and our quantum BdeG approach, as well as extensive
numerical studies on clusters have shown a coherent propagation. What is the origin of this
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discrepancy? The problem has become especially acute in view of the controversy regarding
the Fermi liquid vs non–Fermi liquid behaviour of charge carriers in high–Tc superconductors.
In particular, Anderson has used Shraiman–Siggia’s dipolar distortion of the spin background
to argue the existence of an “infrared catastrophe”, leading to nonrenormalizability of the
wave function and Z = 0 [104]. It seems that the main origin of discrepancy is due to
neglecting quantum fluctuations in the quasi classical approach. In fact, if these fluctuations
are included in the retraceable path approximation, the “catastrophe” disappears [105].
There are still long distance dipolar distortions, but the normalization integral converges.
There is also some difference between the numerical results of exact diagonalization and
quantum Monte Carlo simulations, as mentioned in Section 3.4. In view of the “minus sign”
problem with Monte Carlo simulations and possible finite size effects in cluster calculations,
this issue has to be further clarified. However, from a general physical point of view, it
is hard to imagine that charge excitations cannot propagate in a magnetically long–range
ordered medium. In all known examples, either the quantum fluctuations are strong so as
to destroy the long range order, or they are sufficiently weak to allow long range order and
well-defined quasi-particles [106].
However, it should be very clear that the free propagation of a single hole does not imply
a Fermi liquid behaviour for a system with finite hole concentration. In fact, the collective
behaviour of charge carriers is quite different from that of individual particles. For example,
according to the single hole calculation, the Fermi surface would be small pockets around
(±π
2
,±π
2
). However, this is not true. A two–hole calculation in a small cluster, correspond-
ing to 10% doping already exhibits a large electronic Fermi surface, compatible with the
Luttinger theorem [107]. This implies that the hole–hole correlation and the decrease of the
correlation length upon doping combine to make the single hole problem only of marginal
relevance in the doping range where superconductivity occurs.
2) The existence of AF long–range order is the main factor leading to self–trapping (spin
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polaron), which can propagate coherently. The original suggestions of fully polarized ferro-
magnetic micro-region around the hole was a simplification of the real picture. It seems to us
that a local distortion of ferromagnetic nature (canted state) is a quite good description. The
size of this distortion corresponds, roughly, to the size of the “confining string”. Originally
people thought that the behaviour of Ising and Heisenberg AF should be very different, since
the spin distortion can be cured by the spin–flip process allowed for the latter. It turned
out, however, that the “string” picture is valid to some extent even in the Heisenberg case,
at least for small J/t, as we mentioned in Section 3.3. One possible explanation could be
that the reaction of the spin system (∼ 1/J) is rather slow, so the string picture holds at a
short time scale.
However, there is only one parameter – the string length in the string picture which
leads to a one–dimensional Airy equation. In the BdeG approach we have adopted, the
self–trapping is taking place in 2D and we can classify the hole and the corresponding spin
states by symmetry which should be helpful to gain more insight.
3) The spin polaron and the lattice polaron look rather similar, but there is a major dif-
ference. There exist three energy scales in the lattice polaron problem: the bare electron
hopping, the phonon energy and the electron–phonon coupling strength, whereas in the spin
problem these are only two: the magnon energy J and the coupling strength t. This is the
basic reason why the spin polaron problem is more complicated: Some kind of renormal-
ization procedure (infinite resummation of diagrams, summation of different paths in real
space, etc.) is needed to generate the hole hopping. Then, what is the correct energy scale
for this hopping? J, t, or a new scale like t exp[−a(t/J)2] as we speculated? This is an open
question. Probably, the answer depends on the parameter range. This feature of the spin
polaron is the main origin of difficulty in analytical treatments. The self–consistent Born
approximation treats well the renormalization effect of a propagating state, but does not
include the local distortion, which is essential over a quite large range of t/J . On the other
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hand, the BdeG formalism we are using is very good to guarantee the self–consistency of
a localized state with spin distortion. However, the procedure is not fully self–consistent
for a propagating state with fixed k. How to take advantages of these two approaches is a
challenge for further research.
As a general remark we would point out that the research on the spin polaron problem
is still at a beginning stage compared with its lattice couterpart.
Finally, we should mention that we have not considered in this article the implications
for physical observable quantities, like optical conductivity, Raman spectra, photo–electron
emission and so on. Some of these properties have been discussed in papers quoted (see,
e.g. [41], [71–73], [107]), but to summarize all the related research work is beyond the scope
of this paper. Also, we have not touched at all on the hole–hole correlations and possible
occurrence of superconducting fluctuations. There exists a vast literature on this issue [108],
which we have to leave out to keep a reasonable size of the article.
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TABLE I. The dependence of hole effective mass on J/t for α = 0
J/t 0.1 0.2 0.3 0.4 0.5 0.7 0.9 1.1 1.3 1.5
m∗/m0 330 11.8 8.7 6.3 4.9 4.1 3.9 4.1 4.4 4.7
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FIGURE CAPTIONS
Fig.1. The generic phase diagram of oxide superconductors.
Fig.2. A “mismatched” spin string is created when a hole moves from one site (a) to another
site (b).
Fig.3. The Trugman loop (see Ref. 56).
Fig.4. Schematic diagram of the dipolar spin configurations (see Ref. 58).
Fig.5. Self-energy diagrams for a hole (a) Hartree (b) Fock terms and (c) the polarization
diagram for the spin propagator.
Fig.6. An example of crossing diagrams.
Fig.7. Hole ground state wave functions for (a) α = 0, (b) α = 0.5 and (c) α = 0.9 at
t/J = 0.1.
Fig.8. The ground state energy E0 and its separation ∆ from the second level as functions
of ln(1 + J/t) in units of t for the Ising case. They are extrapolated to the Brinkman-
Rice limit for very small J/t. The dot-dashed curve is the ground state energy E0 with
Hartree term only.
Fig.9. Schematic diagrams for (a) canted and (b) spiral states.
Fig.10. The hole energy band (in units of t) corresponding to the lowest bound state for
t/J = 0.1 in the Ising case.
Fig.11. Spin distortions around the hole for (a) α = 0.0, J/t = 0.3 and (b) α = 0.4,
J/t = 0.1. In view of the s-symmetry only one-quarter around the hole is shown.
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