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THE STRUCTURE OF THE KAC-WANG-YAN ALGEBRA
ANDREW R. LINSHAW
ABSTRACT. The Lie algebra D of regular differential operators on the circle has a univer-
sal central extension Dˆ. The invariant subalgebra Dˆ+ under an involution preserving the
principal gradation was introduced by Kac, Wang, and Yan. The vacuum Dˆ+-module with
central charge c ∈ C, and its irreducible quotient Vc, possess vertex algebra structures, and
Vc has a nontrivial structure if and only if c ∈
1
2
Z. We show that for each integer n > 0, Vn/2
and V−n are W-algebras of types W(2, 4, . . . , 2n) and W(2, 4, . . . , 2n
2 + 4n), respectively.
These results are formal consequences of Weyl’s first and second fundamental theorems of
invariant theory for the orthogonal group O(n) and the symplectic group Sp(2n), respec-
tively. Based on Sergeev’s theorems on the invariant theory of Osp(1, 2n) we conjecture
that V
−n+1/2 is of typeW(2, 4, . . . , 4n
2 + 8n+ 2), and we prove this for n = 1. As an appli-
cation, we show that invariant subalgebras of βγ-systems and free fermion algebras under
arbitrary reductive group actions are strongly finitely generated.
1. INTRODUCTION
Let D denote the Lie algebra of regular differential operators on the circle. It has a
universal central extension Dˆ = D ⊕ Cκ which was studied by Kac and Peterson in [20].
Although Dˆ admits a principal Z-gradation and triangular decomposition, its represen-
tation theory is nontrivial because the graded pieces are all infinite-dimensional. The
problem of constructing and classifying the quasifinite irreducible, highest-weight repre-
sentations (i.e., those with finite-dimensional graded pieces) was solved by Kac and Radul
in [21]. Explicit constructions of these modules were given in terms of the representation
theory of ĝl(∞, Rm), which is a central extension of the Lie algebra of infinite matrices
over Rm = C[t]/(t
m+1) having only finitely many nonzero diagonal entries. The authors
also classified all such Dˆ-modules which are unitary.
In [14], the representation theory of Dˆwas developed by Frenkel, Kac, Radul, andWang
from the point of view of vertex algebras. For each c ∈ C, Dˆ admits a moduleMc called
the vacuum module, which is a vertex algebra freely generated by elements J l of weight
l + 1, for l ≥ 0. The highest-weight representations of Dˆ are in one-to-one correspon-
dence with the highest-weight representations ofMc. The irreducible quotient ofMc by
its maximal graded, proper Dˆ-submodule is a simple vertex algebra, and is often denoted
byW1+∞,c. These algebras have been studied extensively in both the physics and math-
ematics literature; see for example [1, 2, 3, 7, 8, 14, 22]. The above central extension is
normalized so that Mc is reducible if and only if c ∈ Z. We have W1+∞,0 ∼= C, and for
a positive integer n,W1+∞,n is isomorphic toW(gln) [14]. In particularW1+∞,n is of type
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W(1, 2, . . . , n); in other words it has a minimal strong generating set consisting of an ele-
ment in each weight 1, 2, . . . , n. It is known thatW1+∞,−1 is isomorphic toW(gl3) [34], but
the structure ofW1+∞,−n for n > 1 is more complicated. It is of typeW(1, 2, . . . , n
2 + 2n)
[28], but it is not known if it can be related to a standardW-algebra.
The Kac-Wang-Yan algebra. There are exactly two anti-involutions σ± of Dˆ (up to conju-
gation) which preserve the principal Z-gradation. In [23], Kac, Wang, and Yan carried out
a similar classification of the quasifinite, irreducible highest-weight modules over the Lie
subalgebras Dˆ± fixed by−σ±. The authors regarded Dˆ
+ as the more fundamental of these
two subalgebras, and showed that the vacuum Dˆ+-moduleM+c admits a vertex algebra
structure for each c ∈ C. In fact,M+c is a vertex subalgebra ofMc, and is freely generated
by elementsW 2m+1 of weight 2m+ 2, for m ≥ 0. The unique irreducible quotient ofM+c
is denoted by Vc in [23], and we shall refer to Vc as the Kac-Wang-Yan algebra in this paper.
Let pic denote the projection M
+
c → Vc, whose kernel Ic is the maximal proper graded
Dˆ+-submodule of M+c , and let w
2k+1 = pic(W
2k+1). The module M+c is reducible if and
only if c ∈ 1
2
Z, and V0 ∼= C. It was conjectured by Wang in [35] that for a positive integer
n, Vn/2 is of type W(2, 4, . . . , 2n), and this was proven for n = 1, 2. By a theorem of de
Boer, Feher, and Honecker [5], V−1 is of typeW(2, 4, 6), but for a general c ∈
1
2
Z, finding
a minimal strong generating set for Vc is an open problem; see Remark 14.6 of [23] and
Problem 1 of [35]. In this paper, we will solve this problem for negative c ∈ Z, and for
positive c ∈ 1
2
Z, and we will give an application of these results to the vertex algebra Hilbert
problem. The remaining case where c = −n + 1/2 for an integer n ≥ 1 is more difficult,
and we will give a conjectural solution which holds for n = 1.
The case c = −n for n ≥ 1. Our starting point is a remarkable free field realization
of V−n as the Sp(2n)-invariant subalgebra of the βγ-system S(n) of rank n [23]. The
isomorphism V−n ∼= S(n)
Sp(2n) indicates that the structure of V−n is deeply connected
to classical invariant theory. The action of Sp(2n) on S(n) is analogous to the action of
Sp(2n) on the nth Weyl algebra D(n), and Sp(2n) is the full automorphism group of S(n).
Moreover, S(n) admits an Sp(2n)-invariant filtration such that the associated graded al-
gebra gr(S(n)) is isomorphic to Sym
⊕
k≥0 Uk as a commutative ring, where each Uk is
a copy of the standard Sp(2n)-module C2n. As a vector space, V−n is isomorphic to
R = (Sym
⊕
k≥0 Uk)
Sp(2n), and we have isomorphisms of graded commutative rings
gr(V−n) ∼= gr(S(n)
Sp(2n)) ∼= gr(S(n))Sp(2n) ∼= R.
In this sense, we regard V−n as a deformation of the classical invariant ring R.
By Weyl’s first and second fundamental theorems of invariant theory for the standard
representation of Sp(2n), R is generated by quadratics
{qa,b| 0 ≤ a < b},
and the ideal of relations among the qa,b’s is generated by the degree n+ 1 Pfaffians
{pI | I = (i0, . . . , i2n+1), 0 ≤ i0 < · · · < i2n+1}.
We obtain a corresponding strong generating set {ωa,b} for V−n, as well as generators {PI}
for the ideal of relations among the ωa,b’s, which correspond to the Pfaffians with suitable
quantum corrections. The new generating set {ωa,b| 0 ≤ a < b} is related to the old
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generating set {∂kw2m+1|k,m ≥ 0} by a linear change of variables. The relation of minimal
weight occurs at weight 2(n+ 1)2, and corresponds to a singular vector P0 ∈ I−n ⊂M
+
−n.
The technical heart of this paper is the analysis of the quantum corrections of the above
classical relations. For each pI , there is a certain correction term RI appearing in PI which
we call the remainder. We shall find a closed formula for RI which implies that the relation
in V−n of minimal weight has the form
(1.1) w2n
2+4n+1 = Q(w1, w3, . . . , w2n
2+4n−1),
where Q is a normally ordered polynomial in w1, w3, . . . , w2n
2+4n−1, and their derivatives.
We call (1.1) a decoupling relation, and by applying the operator w3◦1 repeatedly, we can
construct higher decoupling relations
w2m+1 = Qm(w
1, w3, . . . , w2n
2+4n−1)
for allm > n2+2n. This shows that {w1, w3, . . . , w2n
2+4n−1} is a minimal strong generating
set for V−n, and in particular V−n is of typeW(2, 4, . . . , 2n
2 + 4n); see Theorem 9.4.
The proof of this theorem is similar in spirit to our proof in [28] that W1+∞,−n is of
type W(1, 2, . . . , n2 + 2n), but there are some important differences between these two
problems. In [28], we viewed W1+∞,−n as a deformation of the classical invariant ring
(Sym
⊕
k≥0(Vk⊕V
∗
k ))
GL(n), where Vk and V
∗
k are isomorphic to the standard GL(n)-module
Cn and its dual, respectively. The generators of this ring are quadratic and the relations
are (n + 1) × (n + 1) determinants. The main result of [28] follows from the fact that
a certain quantum correction of the relation of minimal weight is nonzero. We proved
this inductively without finding an explicit formula for this quantum correction. In the
present paper this method does not work, and the only way we know how to prove
Theorem 9.4 is to find a closed formula for RI .
The case c = n
2
for n ≥ 1. There is a free field realization of Vn/2 as the O(n)-invariant
subalgebra of the free fermion algebra F(n) of rank n [23]. The full automorphism group
of F(n) is O(n), and there is an O(n)-invariant filtration such that gr(F(n)) ∼=
∧⊕
k≥0Uk,
where each Uk is a copy of the standard O(n)-module C
n. As vector spaces, Vn/2 ∼= R =
(
∧⊕
k≥0 Uk)
O(n), and we have isomorphisms of graded commutative rings
gr(Vn/2) ∼= gr(F(n)
O(n)) ∼= gr(F(n))O(n) ∼= R.
The generators ofR are quadratics {qa,b| 0 ≤ a < b}, and the ideal of relations is generated
by degree n + 1 polynomials
{dI,J | I = (i0, . . . , in), J = (j0, . . . , jn), 0 ≤ i0 ≤ · · · ≤ in, 0 ≤ j0 ≤ · · · ≤ jn},
which are odd analogues of determinants. The relation of minimal weight occurs at
weight 2n + 2, and by analyzing the quantum corrections of the classical relations, we
show that it has the form w2n+1 = Q(w1, w3, . . . , w2n−1). This gives rise to relations
w2m+1 = Qm(w
1, w3, . . . , w2n−1) for all m > n. Therefore {w1, w3, . . . , w2n−1} is a minimal
strong generating set for Vn/2, so Vn/2 is of type W(2, 4, . . . , 2n) as conjectured by Wang;
see Theorem 11.2.
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The case c = −n+1
2
for n ≥ 1. The remaining casewhere the central charge is−n+1
2
for an
integer n ≥ 1 is more difficult. There is a free field realization of V−n+1/2 as the Osp(1, 2n)-
invariant subalgebra of S(n) ⊗ F(1), and gr(S(n) ⊗ F(1)) is isomorphic to Sym
⊕
k≥0Uk
as a commutative ring. Here Uk is a copy of the standard Osp(1, 2n)-module C
2n|1. As a
vector space, V−n+1/2 ∼= R = (Sym
⊕
k≥0 Uk)
Osp(1,2n), andwe have isomorphisms of graded
commutative rings
gr(V−n+1/2) ∼= gr((S(n)⊗F(1))
Osp(1,2n)) ∼= gr(S(n)⊗ F(1))Osp(1,2n) ∼= R.
The generators and relations for R were given by Sergeev [31, 32], and the relation of
minimal weight occurs at weight 4n2 + 8n+ 4. We conjecture that it has the form
(1.2) w4n
2+8n+3 = Q(w1, w3, . . . , w4n
2+8n+1).
If this is correct we can construct relations w2m+1 = Qm(w
1, w3, . . . , w4n
2+8n+1) for all
m > 2n2+4n+1. This would imply that V−n+1/2 is of typeW(2, 4, . . . , 4n
2+8n+2), but un-
fortunately the quantum corrections are more difficult to analyze in this case. A computer
calculation shows that our conjecture holds for n = 1, so V−1/2 is of typeW(2, 4, . . . , 14).
Representation theory of V−n and Vn/2. The representation theory of V−n is governed by
its Zhu algebraA(V−n), which is a commutative algebra on generators a
1, a3, . . . , a2n
2+4n−1,
corresponding to the generators of V−n. The irreducible, admissible Z≥0-graded V−n-
modules are therefore all highest-weight modules, and are parametrized by the points
in the variety Spec(A(V−n)), which is a proper, closed subvariety of C
n2+2n. Similarly, the
Zhu algebra of Vn/2 is a commutative algebra on generators a
1, a3, . . . , a2n−1. The irre-
ducible, admissible Z≥0-graded Vn/2-modules are also highest-weight modules, and are
parametrized by a proper, closed subvariety of Cn.
Sp(2n) and V−n form a dual reductive pair acting on S(n) in the sense that
(1.3) S(n) ∼=
⊕
ν∈H
L(ν)⊗Mν ,
where H indexes the irreducible, finite-dimensional representations L(ν) of Sp(2n), and
theMν ’s are inequivalent, irreducible, highest-weight V−n-modules. Likewise,
(1.4) F(n) ∼=
⊕
µ∈H′
L(µ)⊗Mµ,
whereH ′ indexes the irreducible, finite-dimensional representations L(µ) of O(n), and the
Mµ’s are inequivalent, irreducible, highest-weight Vn/2-modules. The modules M
ν and
Mµ above correspond to rational points on Spec(A(V−n)) and Spec(A(Vn/2)), respectively,
and they have the C1-cofiniteness property according to Miyamoto’s definition [30]. This
is essential for our applications.
The vertex algebra Hilbert problem. A vertex algebra A is called strongly finitely gener-
ated if there exists a finite set of generators such that the set of iterated Wick products of
the generators and their derivatives spans A. This property has many important conse-
quences, and in particular implies that the Zhu algebra of A is finitely generated. Recall
Hilbert’s theorem that if a reductive group G acts on a finite-dimensional complex vec-
tor space V , the invariant ring O(V )G is finitely generated [17, 18]. This theorem was
very influential in the development of commutative algebra and algebraic geometry. In
fact, Hilbert’s basis theorem, Nullstellensatz, and syzygy theorem were all introduced in
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connection with this problem. One can ask similar questions in the setting of noncom-
mutative rings such as Weyl algebras or universal enveloping algebras. In these cases,
there are nice filtrations allowing the problem to be reduced to commutative algebra. The
analogous problem for vertex algebras is the following.
Problem 1.1. Given a simple, strongly finitely generated vertex algebra A and a reductive group
G of automorphisms of A, is AG strongly finitely generated?
This is muchmore subtle than the case of noncommutative rings, and generally fails for
abelian vertex algebras. Themain difficulty is that vertex algebras are not Noetherian, and
this phenomenon depends sensitively on the nonassociativity of vertex algebras. Isolated
examples have been known formany years in both the physics andmathematics literature
(see for example [5, 4, 11, 10, 14, 23]), although the first general results of this kind were
obtained in [29], in the casewhereG ⊂ GL(n) andA is either the βγ-system S(n), or the bc-
system E(n), which is isomorphic to F(2n). We have isomorphisms S(n)GL(n) ∼= W1+∞,−n
and E(n)GL(n) ∼=W1+∞,n by results in [22] and [14], respectively. ForG ⊂ GL(n), S(n)
G and
E(n)G are completely reducible as modules overW1+∞,−n andW1+∞,n, respectively. The
strong finite generation of S(n)G and E(n)G can be deduced from these decompositions,
together with the structure ofW1+∞,±n.
For a general reductive G ⊂ Sp(2n), the structure of S(n)G is governed by V−n rather
than W1+∞,−n. Similarly, for G ⊂ O(n), the structure of F(n)
G is governed by Vn/2. Us-
ing the structure of V−n and Vn/2 and the complete reducibility of S(n)
G and F(n)G as
modules over V−n and Vn/2, respectively, we will show that S(n)
G and F(n)G are strongly
finitely generated; see Theorems 14.9 and 14.10. Our proof is essentially constructive, and
it provides a complete solution to the Hilbert problem for S(n) and F(n).
2. VERTEX ALGEBRAS
We will assume that the reader is familiar with the basics of vertex algebra theory,
which has been discussed from various points of view in the literature (see for example
[6, 15, 13, 19, 12]). We will follow the formalism developed in [27] and partly in [24],
and we will use the notation of our previous paper [28]. By a vertex algebra, we mean
a quantum operator algebra A in which any two elements a, b are local, meaning that
(z − w)N [a(z), b(w)] = 0 for some positive integer N . Here A is assumed to be Z/2Z-
graded, and [, ] denotes the super bracket. This is well known to be equivalent to the
notion of vertex algebra in [15]. The operators product expansion (OPE) formula is given
by
a(z)b(w) ∼
∑
n≥0
a(w) ◦n b(w) (z − w)
−n−1.
Here ∼ means equal modulo terms which are regular at z = w, and ◦n denotes the n
th
circle product. A subset S = {ai| i ∈ I} ofA is said to generateA ifA is spanned by words
in the letters ai, ◦n, for i ∈ I and n ∈ Z. We say that S strongly generates A if A is spanned
by words in the letters ai, ◦n for n < 0. Equivalently, A is spanned by
{: ∂k1ai1 · · ·∂
kmaim : | i1, . . . , im ∈ I, k1, . . . , km ≥ 0}.
We say that S freely generates A if there are no nontrivial normally ordered polynomial
relations among the generators and their derivatives.
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3. CATEGORY R
LetR be the category of vertex algebras A equipped with a Z≥0-filtration
(3.1) A(0) ⊂ A(1) ⊂ A(2) ⊂ · · · , A =
⋃
d≥0
A(d)
such that A(0) = C, and for all a ∈ A(r), b ∈ A(s), we have
(3.2) a ◦n b ∈
{
A(r+s) n < 0
A(r+s−1) n ≥ 0
.
Elements a(z) ∈ A(d) \ A(d−1) are said to have degree d.
Filtrations on vertex algebras satisfying (3.2) are known as good increasing filtrations [25].
Setting A(−1) = {0}, the associated graded algebra gr(A) =
⊕
d≥0A(d)/A(d−1) is a Z≥0-
graded associative, (super)commutative algebra with a unit 1 under a product induced
by the Wick product on A. For r ≥ 1we have the projection
(3.3) φr : A(r) → A(r)/A(r−1) ⊂ gr(A).
The operator ∂ on A induces a derivation of degree zero on gr(A) which we also denote
by ∂. For each a ∈ A(d) and n ≥ 0, the operator a◦n on A induces a derivation of degree
d− k on gr(A), which we denote by a(n). Here
k = sup{j ≥ 1| A(r) ◦n A(s) ⊂ A(r+s−j), ∀r, s, n ≥ 0},
as in [26]. These derivations give gr(A) a vertex Poisson algebra structure.
The assignment A 7→ gr(A) is a functor from R to the category of Z≥0-graded (su-
per)commutative rings with a differential ∂ of degree zero, which we call ∂-rings. A
∂-ring is just an abelian vertex algebra, that is, a vertex algebra V in which [a(z), b(w)] = 0
for all a, b ∈ V . A ∂-ring A is said to be generated by a set {ai| i ∈ I} if {∂
kai| i ∈ I, k ≥ 0}
generates A as a ring. The key feature of R is the following reconstruction property [26].
Lemma 3.1. LetA be a vertex algebra inR and let {ai| i ∈ I} be a set of generators for gr(A) as a
∂-ring, where ai is homogeneous of degree di. If ai(z) ∈ A(di) are elements satisfying φdi(ai(z)) =
ai, then A is strongly generated as a vertex algebra by {ai(z)| i ∈ I}.
There is a similar reconstruction property for kernels of surjective morphisms [28]. Let
f : A → B be a morphism in R with kernel J , such that f maps each A(d) onto B(d). The
kernel J of the inducedmap gr(f) : gr(A)→ gr(B) is a homogeneous ∂-ideal, i.e., ∂J ⊂ J .
A set {ai| i ∈ I} such that ai is homogeneous of degree di is said to generate J as a ∂-ideal
if {∂kai| i ∈ I, k ≥ 0} generates J as an ideal.
Lemma 3.2. Let {ai|i ∈ I} be a generating set for J as a ∂-ideal, where ai is homogeneous of
degree di. Then there exist elements ai(z) ∈ A(di) with φdi(ai(z)) = ai, such that {ai(z)| i ∈ I}
generates J as a vertex algebra ideal.
4. THE VERTEX ALGEBRA W1+∞,c
Let D be the Lie algebra of regular differential operators on the circle, with coordinate
t. A standard basis for D is
J lk = −t
l+k(∂t)
l, k ∈ Z, l ∈ Z≥0,
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where ∂t =
d
dt
. D has a 2-cocycle given by
(4.1) Ψ
(
f(t)(∂t)
m, g(t)(∂t)
n
)
=
m!n!
(m+ n+ 1)!
Rest=0f
(n+1)(t)g(m)(t)dt,
and a corresponding central extension Dˆ = D ⊕ Cκ [20]. Dˆ has a Z-grading Dˆ =
⊕
j∈Z Dˆj
by weight, given by
wt(J lk) = k, wt(κ) = 0,
and a triangular decomposition Dˆ = Dˆ+ ⊕ Dˆ0 ⊕ Dˆ−, where Dˆ± =
⊕
j∈±N Dˆj and Dˆ0 =
D0 ⊕ Cκ. For c ∈ C and λ ∈ D
∗
0, define the Verma module
Mc(Dˆ, λ) = U(Dˆ)⊗U(Dˆ0⊕Dˆ+) Cλ,
where Cλ is the one-dimensional Dˆ0 ⊕ Dˆ+-module on which κ acts by multiplication by
c and h ∈ Dˆ0 acts by multiplication by λ(h), and Dˆ+ acts by zero. Let P be the parabolic
subalgebra of D consisting of differential operators which extend to all of C, which has
a basis {J lk| l ≥ 0, l + k ≥ 0}. The cocycle Ψ vanishes on P , so P may be regarded as a
subalgebra of Dˆ, and Dˆ0 ⊕ Dˆ+ ⊂ Pˆ , where Pˆ = P ⊕ Cκ. The induced Dˆ-module
Mc = U(Dˆ)⊗U(Pˆ) C0
is a quotient ofMc(Dˆ, 0), and is known as the vacuum Dˆ-module of central charge c.Mc has
a vertex algebra structure with generators
J l(z) =
∑
k∈Z
J lkz
−k−l−1, l ≥ 0,
of weight l+1. The modes J lk represent Dˆ onMc, and we write these elements in the form
J l(z) =
∑
k∈Z
J l(k)z−k−1,
where J l(k) = J lk−l. In fact, Mc is freely generated by {J
l(z)| l ≥ 0}; the monomials
: ∂i1J l1(z) · · ·∂irJ lr(z) : such that l1 ≤ · · · ≤ lr and ia ≤ ib if la = lb, form a basis forMc.
A weight-homogeneous element ω ∈ Mc is called a singular vector if J
l ◦k ω = 0 for
all k > l ≥ 0. The maximal proper Dˆ-submodule Ic is the vertex algebra ideal generated
by all singular vectors ω 6= 1, and the unique irreducible quotient Mc/Ic is denoted by
W1+∞,c. We denote the image of J
l in W1+∞,c by j
l. The cocycle (4.1) is normalized so
that Mc is reducible if and only if c ∈ Z. For a positive integer n there is an isomor-
phism W1+∞,n ∼= W(gln), and in particular W1+∞,n has a minimal strong generating set
{j0, j1, . . . , jn−1} [14]. It is also known that W1+∞,−1 ∼= W(gl3), and is strongly gener-
ated by {j0, j1, j2} [34]. This result was generalized in [28]; for all n ≥ 1, W1+∞,−n has a
minimal strong generating set {j0, j1, . . . , jn
2+2n−1}.
5. THE VERTEX ALGEBRA Vc
The Lie algebraD has an anti-involution σ+,−1 given by σ+,−1(t) = t and σ+,−1(∂t) = −∂t
[23]. The subalgebra D+ fixed by −σ+,−1 has generators
Wmk = −
1
2
(
tk+m(∂t)
m + (−1)m+1(∂t)
mtk+m
)
, k ∈ Z, m ∈ 1 + 2Z≥0.
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Note that {W 1k |k ∈ Z} spans a copy of the Virasoro Lie algebra. We use the same notation
Ψ to denote the restriction of the cocycle Ψ to D+. Let Dˆ+ be the corresponding central
extension of D+, which is a subalgebra of Dˆ. Let P+ = P ∩ D+, which is a subalgebra of
Dˆ+ since Ψ vanishes on P+. Clearly P+ has a basis
{Wmk |m+ k ≥ 0, k ∈ Z, m ∈ 1 + 2Z≥0}.
The induced Dˆ+-module M+c = U(Dˆ
+) ⊗U(Pˆ+) C0 is known as the vacuum Dˆ
+-module of
central charge c. It has a vertex algebra structure with generators
Wm(z) =
∑
k∈Z
Wmk z
−k−m−1, m ∈ 1 + 2Z≥0
of weightm+ 1. The modesWmk represent Dˆ
+ onM+c , and we write
Wm(z) =
∑
k∈Z
Wm(k)z−k−1,
where Wm(k) = Wmk−m. Clearly M
+
c is a vertex subalgebra of Mc, and M
+
c is freely
generated by {Wm(z)| m ∈ 1 + 2Z≥0}; the monomials
(5.1) : ∂i1Wm1(z) · · ·∂irWmr(z) :,
such thatm1 ≤ · · · ≤ mr and ia ≤ ib ifma = mb, form a basis forM
+
c .
Define a filtration
(M+c )(0) ⊂ (M
+
c )(1) ⊂ · · ·
on M+c as follows: for d ≥ 0, (M
+
c )(2d) is spanned by monomials (5.1) for r ≤ d, and
(M+c )(2d+1) = (M
+
c )(2d). In particular, ∂
kW 2m+1 has degree 2 for all k,m ≥ 0. Equipped
with this filtration, M+c lies in the category R, and gr(M
+
c ) is the polynomial algebra
C[∂kW 2m+1| k,m ≥ 0]. For k,m ≥ 0, each W 2m+1(k) ∈ P+ gives rise to a derivation of
degree zero on gr(M+c ) coming from the vertex Poisson algebra structure, and this action
of P+ on gr(M+c ) is independent of c.
Lemma 5.1. For each c ∈ C,M+c is generated as a vertex algebra byW
3.
Proof. First,W 1 = 1
360
W 3 ◦5W
3, soW 1 lies in the subalgebra 〈W 3〉 generated byW 3. Next,
an OPE calculation shows that for allm > 0,
(5.2) W 3 ◦1 W
2m+1 ≡ −(2m+ 2)W 2m+3,
modulo a linear combination of terms of the form ∂2kW 2m+3−2k for 1 ≤ k ≤ m + 1. It
follows by induction on m that eachW 2m+1 ∈ 〈W 3〉. 
In particular, M+c is a finitely generated vertex algebra. However, since M
+
c is freely
generated by {W 2m+1| m ≥ 0},M+c is not strongly generated by any finite set. A weight-
homogeneous element ω ∈ M+c is called a singular vector if W
2m+1 ◦k ω = 0 for all m ≥
0 and k > 2m + 1. The maximal proper Dˆ+-submodule Ic is the vertex algebra ideal
generated by all singular vectors ω 6= 1, and the Kac-Wang-Yan algebra Vc is the unique
irreducible quotient M+c /Ic. We denote the projection M
+
c → Vc by pic, and we use the
notation
(5.3) w2m+1 = pic(W
2m+1), m ≥ 0.
Clearly Vc is generated as a vertex algebra by w
3. SinceM+c is reducible for c ∈
1
2
Z, there
exist normally ordered polynomial relations among {w2m+1|m ≥ 0} and their derivatives
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in this case. In [35], Wang showed that V1/2 and V1 have minimal strong generating sets
{w1} and {w1, w3}, respectively, and he conjectured that for each integer n > 1, Vn/2 has a
minimal strong generating set {w1, w3, . . . , w2n−1}. It is also known that V−1 has aminimal
strong generating set {w1, w3, w5} [5], but to the best of our knowledge there are no other
results or conjectures for negative c ∈ 1
2
Z.
6. THE CASE c = −n FOR n ≥ 1
For each integer n ≥ 1, V−n admits a free field realization as the Sp(2n)-invariant subal-
gebra of the rank n βγ-system S(n), which was denoted by F⊗−n in [23]. The βγ-system
was introduced in [16], and has even generators βi, γi for i = 1, . . . , n, which satisfy
βi(z)γj(w) ∼ δi,j(z − w)
−1, γi(z)βj(w) ∼ −δi,j(z − w)
−1,
(6.1) βi(z)βj(w) ∼ 0, γi(z)γj(w) ∼ 0.
We give S(n) the conformal structure
(6.2) L =
1
2
n∑
i=1
(
: βi∂γi : − : ∂βiγi :
)
of central charge −n, under which βi, γi are primary of weight 1
2
. The full automorphism
group of S(n) is Sp(2n), and {βi, γi| i = 1, . . . , n} spans a copy of the standard Sp(2n)-
module C2n. There is a basis of S(n) consisting of normally ordered monomials
(6.3) : ∂I1β1 · · ·∂Inβn∂J1γ1 · · ·∂Jnγn : .
In this notation, Ik = (i
k
1, . . . , i
k
rk
) and Jk = (j
k
1 , . . . , j
k
sk
) are lists of integers satisfying
0 ≤ ik1 ≤ · · · ≤ i
k
rk
and 0 ≤ jk1 ≤ · · · ≤ j
k
sk
, and
∂Ikβk = : ∂i
k
1βk · · ·∂i
k
rkβk :, ∂Jkγk = : ∂j
k
1 γk · · ·∂j
k
skγk : .
We have a Z≥0-grading
(6.4) S(n) =
⊕
d≥0
S(n)(d),
where S(n)(d) is spanned by monomials (6.3) of total degree d =
∑n
k=1 rk + sk. Finally, we
define the filtration S(n)(d) =
⊕d
i=0 S(n)
(i). This filtration satisfies (3.2) and we have an
isomorphism of Sp(2n)-modules
(6.5) S(n) ∼= gr(S(n)),
and an isomorphism of graded commutative rings
(6.6) gr(S(n)) ∼= Sym
⊕
k≥0
Uk.
Here Uk is the copy of the standard Sp(2n)-module C
2n spanned by {βik, γ
i
k| i = 1, . . . , n}.
In this notation, βik and γ
i
k are the images of ∂
kβi(z) and ∂kγi(z) in gr(S(n)). The following
result appears in Proposition 14.2 of [23].
Theorem 6.1. There is an isomorphism V−n → S(n)
Sp(2n) given by
(6.7) w2m+1 7→
1
2
n∑
i=1
(
: βi∂2m+1γi : − : ∂2m+1βiγi :
)
, m ≥ 0.
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Since the action of Sp(2n) on S(n) preserves the grading (6.4), V−n is a graded subalge-
bra of S(n). We write
(6.8) V−n =
⊕
d≥0
(V−n)
(d), (V−n)
(d) = V−n ∩ S(n)
(d),
and define the corresponding filtration by (V−n)(d) =
⊕d
i=0(V−n)
(i). Clearly (6.7) preserves
conformal structures and is a morphism in the category R.
The identification V−n ∼= S(n)
Sp(2n) suggests an alternative strong generating set for V−n
coming from classical invariant theory. We have
(6.9) gr(V−n) ∼= gr(S(n)
Sp(2n)) ∼= gr(S(n))Sp(2n) ∼= (Sym
⊕
k≥0
Uk)
Sp(2n).
The generators and relations for (Sym
⊕
k≥0Uk)
Sp(2n) are given by Weyl’s first and second
fundamental theorems of invariant theory for the standard representation of Sp(2n) (Theo-
rems 6.1.A and 6.1.B of [36]).
Theorem 6.2. For k ≥ 0, let Uk be the copy of the standard Sp(2n)-module C
2n with symplectic
basis {xi,k, yi,k| i = 1, . . . , n}. Then (Sym
⊕
k≥0 Uk)
Sp(2n) is generated by the quadratics
(6.10) qa,b =
1
2
n∑
i=1
(
xi,ayi,b − xi,byi,a
)
, a, b ≥ 0.
Note that qa,b = −qb,a. Let {Qa,b| a, b ≥ 0} be commuting indeterminates satisfying Qa,b =
−Qb,a. The kernel In of the homomorphism
(6.11) C[Qa,b]→ (Sym
⊕
k≥0
Uk)
Sp(2n), Qa,b 7→ qa,b,
is generated by the degree n + 1 Pfaffians pI , which are indexed by lists I = (i0, . . . , i2n+1) of
integers satisfying
(6.12) 0 ≤ i0 < · · · < i2n+1.
For n = 1 and I = (i0, i1, i2, i3), we have
pI = qi0,i1qi2,i3 − qi0,i2qi1,i3 + qi0,i3qi1,i2,
and for n > 1 they are defined inductively by
(6.13) pI =
2n+1∑
r=1
(−1)r+1qi0,irpIr ,
where Ir = (i1, . . . , îr, . . . , i2n+1) is obtained from I by omitting i0 and ir.
Under (6.9), the generators qa,b correspond to strong generators
(6.14) ωa,b =
1
2
n∑
i=1
(
: ∂aβi∂bγi : − : ∂bβi∂aγi :
)
of V−n. In this notation, w
2m+1 = ω0,2m+1 for m ≥ 0. Let Am denote the vector space
spanned by {ωa,b| a + b = m}. Clearly A1 is spanned by w
1 and for m > 0,
(6.15) A2m+1 = ∂(A2m)⊕ 〈w
2m+1〉 = ∂2(A2m−1)⊕ 〈w
2m+1〉,
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where 〈w2m+1〉 is the linear span of w2m+1. Similarly, A2 is spanned by ∂w
1 and form > 0,
(6.16) A2m+2 = ∂
2(A2m)⊕ 〈∂w
2m+1〉 = ∂3(A2m−1)⊕ 〈∂w
2m+1〉.
It is easy to see that {∂2iw2m+1−2i| 0 ≤ i ≤ m} and {∂2i+1w2m+1−2i| 0 ≤ i ≤ m} are bases of
A2m+1 and A2m+2, respectively. For a+ b = 2m+ 1 and c+ d = 2m+ 2, ωa,b and ωc,d can be
expressed uniquely in the form
(6.17) ωa,b =
m∑
i=0
λi∂
2iw2m+1−2i, ωc,d =
m∑
i=0
µi∂
2i+1w2m+1−2i
for constants λi, µi. Hence {∂
kw2m+1| k,m ≥ 0} and {ωa,b| 0 ≤ a < b} are related by a
linear change of variables. Using (6.17), which holds in V−n for all n, we can define an
alternative strong generating set {Ωa,b| 0 ≤ a < b} for M
+
−n by the same formula: for
a+ b = 2m+ 1 and c+ d = 2m+ 2,
Ωa,b =
m∑
i=0
λi∂
2iW 2m+1−2i, Ωc,d =
m∑
i=0
µi∂
2i+1W 2m+1−2i.
Clearly pi−n(Ωa,b) = ωa,b. We also denote the span of {Ωa,b| a + b = m} by Am when no
confusion can arise.
7. THE STRUCTURE OF THE IDEAL I−n
Under the identifications
gr(M+−n)
∼= C[Qa,b], gr(V−n) ∼= (Sym
⊕
k≥0
Uk)
Sp(2n) ∼= C[qa,b]/In,
gr(pi−n) is just the quotient map (6.11).
Lemma 7.1. For each I = (i0, . . . , i2n+1) satisfying (6.12), there exists a unique element
(7.1) PI ∈ (M
+
−n)(2n+2) ∩ I−n
of weight n+ 1 +
∑2n+1
a=0 ia, satisfying
(7.2) φ2n+2(PI) = pI .
These elements generate I−n as a vertex algebra ideal.
Proof. Clearly pi−n maps each filtered piece (M
+
−n)(k) onto (V−n)(k), so the hypotheses of
Lemma 3.2 are satisfied. Since In = Ker(gr(pi−n)) is generated by the Pfaffians pI , we can
apply Lemma 3.2 to find PI ∈ (M
+
−n)(2n+2) ∩ I−n satisfying φ2n+2(PI) = pI , such that {PI}
generates I−n. If P
′
I also satisfies (7.2), we would have PI − P
′
I ∈ (M
+
−n)(2n) ∩ I−n. Since
there are no relations in V−n of degree less than 2n+ 2, we have PI − P
′
I = 0. 
Let 〈PI〉 denote the vector space with basis {PI}where I satisfies (6.12). We have 〈PI〉 =
(M+−n)(2n+2) ∩ I−n, and clearly 〈PI〉 is a module over the Lie algebra P
+ ⊂ Dˆ+ generated
by {W 2m+1(k)|m, k ≥ 0}, since P+ preserves both the filtration onM+−n and the ideal I−n.
It will be convenient to work with the following generating set for P+,
{Ωa,b(a + b− w)| 0 ≤ a < b, a+ b− w ≥ 0}.
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Note that Ωa,b(a+ b−w) is homogeneous of weight w. The action of P
+ by derivations of
degree zero on gr(M+−n) coming from the vertex Poisson algebra structure is independent
of n, and is specified by the action on the generators Ωl,m. We compute
(7.3) Ωa,b(a + b− w)(Ωl,m) = λa,b,w,l(Ωl+w,m) + λa,b,w,m(Ωl,m+w),
where
(7.4) λa,b,w,l =
{(−1)b+1 (b+l)!
2(l+w−a)!
− (−1)a+1 (a+l)!
2(l+w−b)!
l + w − a ≥ 0
0 l + w − a < 0
.
The action of P+ on 〈PI〉 is by “weighted derivation” in the following sense. Given I =
(i0, . . . , i2n+1) and p = Ωa,b(a + b− w) ∈ P
+, we have
(7.5) p(PI) =
2n+1∑
r=0
λrPIr ,
for lists Ir = (i0, . . . , ir−1, ir + w, ir+1, . . . , i2n+1), and constants λr. If ir + w = is for some
s ∈ {1, . . . , 2n + 1} we have λr = 0, and otherwise λr = (−1)
kλa,b,w,ir , where k is the
number of transpositions required to transform Ir into an increasing list, as in (6.12).
For each n ≥ 1, there is a distinguished element P0 ∈ 〈PI〉, defined by
P0 = PI , I = (0, 1, . . . , 2n+ 1).
It is the unique element of I−n of minimal weight 2(n+1)
2, and hence is a singular vector
inM+−n.
Theorem 7.2. P0 generates I−n as a vertex algebra ideal.
We need a preliminary lemma in order to prove this statement. For simplicity of nota-
tion, we take n = 1, but our lemma holds for any n. In this case, S = S(n) is generated by
β, γ. Recall that βj , γj denote the images of ∂
jβ, ∂jγ in gr(S), respectively. LetW ⊂ gr(S)
be the vector space with basis {βj , γj| j ≥ 0}, and for eachm ≥ 0, letWm be the subspace
with basis {βj, γj| 0 ≤ j ≤ m}. Let φ : W → W be a linear map of weight w ≥ 1, such that
(7.6) φ(βj) = cjβj+w, φ(γj) = cjγj+w, cj ∈ C.
For example, the restriction of w2k+1(2k + 1− w) toW is such a map for 2k + 1− w ≥ 0.
Lemma 7.3. Fix w ≥ 1 andm ≥ 0, and let φ be a linear map satisfying (7.6). Then the restriction
φ
∣∣
Wm
can be expressed uniquely as a linear combination of the operators w2k+1(2k + 1 − w)
∣∣
Wm
for 0 ≤ 2k + 1− w ≤ 2m+ 1.
Proof. Suppose first that w is even, and let kj = j +
w
2
, for j = 0, . . . , m. In this notation,
we need to show that φ
∣∣
Wm
can be expressed uniquely as a linear combination of the
operators w2kj+1(2j + 1)
∣∣
Wm
for j = 0, . . . , m. We calculate
(7.7) w2kj+1(2j + 1)(βi) = λ0,2kj+1,w,i(βi+w), w
2kj+1(2j + 1)(γi) = λ0,2kj+1,w,i(γi+w),
where λ0,2kj+1,w,i is given by (7.4). Let M
w be the (m + 1) × (m + 1) matrix with entries
Mwi,j = λ0,2kj+1,w,i, for i, j = 0, . . . , m. Let c ∈ C
m+1 be the column vector with transpose
(c0, . . . , cm). Given an arbitrary linear combination
ψ = t0w
2k0+1(1) + t1w
2k1+1(3) + · · ·+ tmw
2km+1(2m+ 1)
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of the operators w2kj+1(2j + 1) for 0 ≤ j ≤ m, let t be the column vector with transpose
(t0, . . . , tm). Note that φ
∣∣
Wm
= ψ
∣∣
Wm
precisely when Mwt = c, so in order to prove the
claim, it suffices to show thatMw is invertible. But this is clear since each 2× 2minor[
Mwi,j M
w
i,j+1
Mwi+1,j M
w
i+1,j+1
]
has positive determinant. If w is odd, the same argument shows that for kj = j+
1
2
(w−1),
φ can be expressed uniquely as a linear combination of w2kj+1(2j) for j = 0, . . . , m. 
Since (7.7) holds for all n ≥ 1 with βj and γj replaced with β
i
j and γ
i
j , the statement
of Lemma 7.3 holds for any n. More precisely, let W ⊂ gr(S(n)) be the vector space
with basis {βij , γ
i
j|i = 1, . . . , n, j ≥ 0}, and let Wm ⊂ W be the subspace with basis
{βij, γ
i
j|i = 1, . . . , n, 0 ≤ j ≤ m}. Let φ : W → W be a linear map of weight w ≥ 1 taking
(7.8) βij 7→ cjβ
i
j+w, γ
i
j 7→ cjγ
i
j+w, i = 1, . . . , n,
where cj is independent of i. Then φ
∣∣
Wm
can be expressed uniquely as a linear combina-
tion of w2k+1(2k + 1− w)
∣∣
Wm
for 0 ≤ 2k + 1− w ≤ 2m+ 1.
Proof of Theorem 7.2. Since I−n is generated by 〈PI〉 as a vertex algebra ideal, it suffices to
show that 〈PI〉 is generated by P0 as a module over P
+. Let I ′−n denote the ideal inM
+
−n
generated by P0, and let 〈PI〉[m] denote the homogeneous subspace of 〈PI〉 of weight m.
Note that this space is trivial for m < 2(n + 1)2, and is spanned by P0 for m = 2(n + 1)
2.
We will prove that 〈PI〉[m] ⊂ I
′
−n by induction on m.
Fix m > 2(n + 1)2, and assume that 〈PI〉[m − 1] ⊂ I
′
−n. Fix I = (i0, . . . , i2n+1) such that
PI has weightm = n+1+
∑2n+1
k=0 ik. Sincem > 2(n+1)
2, there is some k for which ik > k.
Let k be the first element where this happens, and let
I ′ = (i0, . . . , ik−1, ik − 1, ik+1, . . . , i2n+1).
Clearly PI′ ∈ I
′
−n, and since ik−1 = k− 1, we have ik − 1 > ik−1, so PI′ 6= 0. By Lemma 7.3,
we can find p ∈ P+ such that
p(βir) = crβ
i
r+1, p(γ
i
r) = crγ
i
r+1
where cr = 1 for r = ik − 1 and cr = 0 for all other r ≤ i2n+1. The weighted derivation
property (7.5) implies that p(PI′) = PI , so PI ∈ I
′
−n. 
8. NORMAL ORDERING AND QUANTUM CORRECTIONS
Let p ∈ gr(M+−n) ∼= C[Qa,b] be homogeneous of degree k in the variables Qa,b. By a
normal ordering of p, we mean a choice of normally ordered polynomial P ∈ (M+−n)(2k),
obtained by replacing Qa,b with Ωa,b, and by replacing ordinary products with iterated
Wick products. Of course P is not unique, but for any choice we have φ2k(P ) = p. For
the rest of this section, P 2k, E2k, F 2k, etc., will denote elements of (M+−n)(2k) which are
homogeneous, normally ordered polynomials of degree k in the elements Ωa,b.
Let P 2n+2I ∈ (M
+
−n)(2n+2) be some normal ordering of pI , so that φ2n+2(P
2n+2
I ) = pI . Then
pi−n(P
2n+2
I ) ∈ (V−n)(2n),
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and φ2n(pi−n(P
2n+2
I )) ∈ gr(V−n) can be expressed uniquely as a polynomial of degree n
in the variables qa,b. Choose a normal ordering of the corresponding polynomial in the
variables Ωa,b, and call this element −P
2n
I . Then P
2n+2
I + P
2n
I satisfies
φ2n+2(P
2n+2
I + P
2n
I ) = pI , pi−n(P
2n+2
I + P
2n
I ) ∈ (V−n)(2n−2).
Continuing this process, we arrive at an element
∑n+1
k=1 P
2k
I in the kernel of pi−n, such that
φ2n+2(
∑n+1
k=1 P
2k
I ) = pI . By Lemma 7.1,
(8.1) PI =
n+1∑
k=1
P 2kI .
The term P 2I lies in the space Am spanned by {Ωa,b| a + b = m}, for m = n +
∑2n+1
a=0 ia. By
(6.15), for all oddm ≥ 1 we have a projection
prm : Am → 〈W
m〉.
For all I = (i0, . . . , i2n+1) such thatm = n +
∑2n+1
a=0 ia is odd, define the remainder
(8.2) RI = prm(P
2
I ).
Lemma 8.1. Fix PI ∈ I−n with I = (i0, . . . , i2n+1) andm = n+
∑2n+1
a=0 ia odd, as above. Suppose
that PI =
∑n+1
k=1 P
2k
I and PI =
∑n+1
k=1 P˜
2k
I are two different decompositions of PI of the form (8.1).
Then
P 2I − P˜
2
I ∈ ∂
2(Am−2).
In particular, RI is independent of the choice of decomposition of PI .
Proof. Since M+−n is a vertex subalgebra of M−n and the generators of M
+
−n are linear
combinations of the generators of M−n and their derivatives, this follows from Lemma
4.7 of [28]. 
Lemma 8.2. Let R0 denote the remainder of the element P0. The condition R0 6= 0 is equivalent
to the existence of a decoupling relation in V−n of the form
(8.3) w2n
2+4n+1 = Q(w1, w3, . . . , w2n
2+4n−1),
where Q is a normally ordered polynomial in w1, w3, . . . , w2n
2+4n−1, and their derivatives.
Proof. Let P0 =
∑n+1
k=1 P
2k
0 be a decomposition of P0 of the form (8.1). If R0 6= 0, we have
P 20 = λW
2n2+4n+1 + ∂2ω for some λ 6= 0 and ω ∈ A2n2+4n−1. Since P0 has weight 2(n + 1)
2
and P 2k0 has degree k in the elements W
2m+1 and their derivatives, P 2k0 can depend only
onW 1,W 3, . . . ,W 2n
2+4n−1, and their derivatives, for 2 ≤ k ≤ n+ 1. Therefore 1
λ
P0 has the
form
(8.4) W 2n
2+4n+1 −Q(W 1,W 3, . . . ,W 2n
2+4n−1).
Applying pi−n : M
+
−n → V−n yields the desired relation, since pi−n(P0) = 0. The converse
holds since P0 ∈ I−n is the unique element of weight 2(n+1)
2, up to scalar multiples. 
Lemma 8.3. Suppose that R0 6= 0. Then there exist higher decoupling relations
(8.5) w2m+1 = Qm(w
1, w3, . . . , w2n
2+4n−1)
for all m > n2 + 2n, where Qm is a normally ordered polynomial in w
1, w3, . . . , w2n
2+4n−1, and
their derivatives.
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Proof. It suffices to find elements W 2m+1 − Qm(W
1,W 3, . . . ,W 2n
2+4n−1) ∈ I−n, so we as-
sume inductively that Ql exists for n
2 + 2n ≤ l < m. Choose a decomposition
Qm−1 =
d∑
k=1
Q2km−1,
where Q2km−1 is a normally ordered polynomial of degree k inW
1,W 3, . . . ,W 2n
2+4n−1, and
their derivatives. In particular,
Q2m−1 =
n2+2n−1∑
i=0
ci∂
2m−2i−2W 2i+1,
for constants c0, . . . , cn2+2n−1. We apply the operatorW
3◦1 ∈ P
+, which raises the weight
by two. By (5.2), we have
W 3 ◦1 W
2m−1 = −2mW 2m+1 +
m∑
k=1
λk∂
2kW 2m+1−2k,
for constants λk. By inductive assumption, for 0 < k ≤ m − n
2 − 2n, we can use the
element
∂2k
(
W 2m+1−2k −Qm−k(W
1,W 3, . . . ,W 2n
2+4n−1)
)
∈ I−n
to express ∂2kW 2m+1−2k as a normally ordered polynomial inW 1,W 3, . . . ,W 2n
2+4n−1, and
their derivatives, modulo I−n.
Moreover, W 3 ◦1
(∑d
k=1Q
2k
m−1
)
can be expressed in the form
∑d
k=1E
2k, where each
E2k is a normally ordered polynomial in W 1,W 3, . . . ,W 2n
2+4n+1, and their derivatives.
IfW 2n
2+4n+1 or its derivatives appear in E2k, we can use (8.4) to eliminateW 2n
2+4n+1 and
any of its derivatives, modulo I−n. Hence
W 3 ◦1
( d∑
k=1
Q2km−1
)
can be expressed modulo I−n in the form
∑d′
k=1 F
2k, where d′ ≥ d, and F 2k is a normally
ordered polynomial inW 1,W 3, . . . ,W 2n
2+4n−1, and their derivatives. It follows that
−
1
2m
W 3 ◦1
(
W 2m−1 −Qm−1(W
1,W 3, . . . ,W 2n
2+4n−1)
)
can be expressed as an element of I−n of the desired form. 
9. A CLOSED FORMULA FOR RI
We shall find a closed formula for RI for any I = (i0, . . . , i2n+1) such that wt(PI) =
n+ 1 +
∑2n+1
a=0 ia is even, and it will be clear from our formula that R0 6= 0. We write
(9.1) RI = Rn(I)W
m, m = n +
2n+1∑
a=0
ia
so that Rn(I) denotes the coefficient ofW
m in prm(P
2
I ). For n = 1 and I = (i0, i1, i2, i3) the
following formula is easy to obtain using the fact that prm(Ωa,b) = (−1)
aWm form = a+b.
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(9.2) R1(I) =
1
4
(
(−1)i0+i2 − (−1)i1+i2 − (−1)i0+i3 + (−1)i1+i3
1 + i0 + i1
+
−(−1)i0+i1 + (−1)i1+i2 + (−1)i0+i3 − (−1)i2+i3
1 + i0 + i2
+
(−1)i0+i1 − (−1)i0+i2 − (−1)i1+i3 + (−1)i2+i3
1 + i0 + i3
+
−(−1)i0+i2 + (−1)i0+i1 − (−1)i1+i3 + (−1)i2+i3
1 + i1 + i2
+
(−1)i1+i2 + (−1)i0+i3 − (−1)i2+i3 − (−1)i0+i1
1 + i1 + i3
+
−(−1)i1+i2 + (−1)i1+i3 − (−1)i0+i3 + (−1)i0+i2
1 + i2 + i3
)
.
First, we need a recursive formula for Rn(I) in terms of the expressions Rn−1(J), so we
will assume that Rn−1(J) has been defined for all J . Recall that S(n) is a graded algebra
with Z≥0 grading (6.4), which specifies a linear isomorphism
S(n) ∼= Sym
⊕
k≥0
Uk, Uk ∼= C
2n.
Since V−n is a graded subalgebra of S(n), we obtain an isomorphism of graded vector
spaces
(9.3) i−n : V−n → (Sym
⊕
k≥0
Uk)
Sp(2n).
Let p ∈ (Sym
⊕
k≥0Uk)
Sp(2n) be homogeneous of degree 2d, and let
f = (i−n)
−1(p) ∈ (V−n)
(2d)
be the corresponding homogeneous element. Given F ∈ (M+−n)(2d) satisfying pi−n(F ) = f ,
we can write F =
∑d
k=1 F
2k, where F 2k is a normally ordered polynomial of degree k in
the generators Ωa,b.
For k ≥ 0, let U˜k be a copy of the standard representation C
2n+2 of Sp(2n+ 2), and let
q˜a,b ∈ (Sym
⊕
k≥0
U˜k)
Sp(2n+2) ∼= gr(S(n + 1))Sp(2n+2) ∼= gr(V−n−1)
be the generator given by (6.10). Let p˜ be the polynomial of degree 2d obtained from p by
replacing each qa,b with q˜a,b, and let
f˜ = (i−n−1)
−1(p˜) ∈ (V−n−1)
(2d)
be the corresponding homogeneous element. Finally, let F˜ 2k ∈ M+−n−1 be the element
obtained from F 2k by replacing each Ωa,b with the corresponding generator Ω˜a,b ∈M
+
−n−1,
and let F˜ =
∑d
i=1 F˜
2k.
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Lemma 9.1. Fix n ≥ 1, and let PI be an element of I−n given by Lemma 7.1. There exists a
decomposition PI =
∑n+1
k=1 P
2k
I of the form (8.1) such that the corresponding element
P˜I =
n+1∑
k=1
P˜ 2kI ∈ M
+
−n−1
has the property that pi−n−1(P˜I) lies in the subspace (V−n−1)
(2n+2) of degree 2n+ 2.
Proof. The argument is the same as the proof of Corollary 4.14 of [28], and is omitted. 
Recall that the Pfaffian pI has an expansion
pI =
2n+1∑
r=1
(−1)r+1qi0,irpIr ,
where Ir = (i1, . . . , îr, . . . , i2n+1) is obtained from I by omitting i0 and ir. Let PIr ∈M
+
−n+1
be the element corresponding to pIr . By Lemma 9.1, there exists a decomposition
PIr =
n∑
i=1
P 2iIr
such that the corresponding element P˜Ir =
∑n
i=1 P˜
2i
Ir ∈M
+
−n has the property that pi−n(P˜Ir)
lies in the subspace (V−n)
(2n) of degree 2n. We have
(9.4)
2n+1∑
r=1
(−1)r+1 : Ωi0,ir P˜Ir : =
2n+1∑
r=1
n∑
i=1
(−1)r+1 : Ωi0,irP˜
2i
Ir : .
The right hand side of (9.4) consists of normally ordered monomials of degree at least
2 in the generators Ωa,b, and hence contributes nothing to Rn(I). Since pi−n(P˜Ir) is homo-
geneous of degree 2n, pi−n(: Ωi0,ir P˜Ir :) consists of a piece of degree 2n + 2 and a piece of
degree 2n coming from all double contractions of Ωi0,ir with terms in P˜Ir , which lower the
degree by two. The component of
pi−n
( 2n+1∑
r=1
(−1)r+1 : Ωi0,irP˜Ir :
)
∈ V−n
in degree 2n + 2 must cancel since this sum corresponds to the Pfaffian pI , which is a
relation among the variables qa,b. The component of : Ωi0,irP˜Ir : in degree 2n is
(9.5) Sr =
1
2
(
(−1)i0
∑
a
P˜Ir,a
i0 + ia + 1
+ (−1)ir+1
∑
a
P˜Ir,a
ir + ia + 1
)
In this notation, for a ∈ {i0, . . . , i2n+1}\{i0, ir}, Ir,a is obtained from Ir = (i1, . . . , îr, . . . , i2n+1)
by replacing ia with ia + i0 + ir + 1. It follows that
(9.6) pi−n
( 2n+1∑
r=1
(−1)r+1 : Ωi0,irP˜Ir :
)
= pi−n
( 2n+1∑
r=1
(−1)r+1Sr
)
.
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Combining (9.4) and (9.6), we can regard
2n+1∑
r=1
n∑
i=1
(−1)r+1 : Ωi0,irP˜
2i
Ir : −
2n+1∑
r=1
(−1)r+1Sr
as a decomposition of PI of the form PI =
∑n+1
k=1 P
2k
I where the leading term P
2n+2
I =∑2n+1
r=1 (−1)
r+1 : Ωi0,irP˜
2n
Ir :. It follows that Rn(I) is the negative of the sum of the terms
Rn−1(J) corresponding to each P˜J appearing in
∑2n+1
r=1 (−1)
r+1Sr. We obtain the following
recursive formula:
(9.7) Rn(I) = −
1
2
2n+1∑
r=1
(−1)r+1
(
(−1)i0
∑
a
Rn−1(Ir,a)
i0 + ia + 1
+ (−1)ir+1
∑
a
Rn−1(Ir,a)
ir + ia + 1
)
.
To find a closed formula for Rn(I), we begin with the case n = 1. It follows from (9.2)
that R1(I) = 0 unless I = (i0, i1, i2, i3) contains two even and two odd elements. By
permuting i0, i1, i2, i3 if necessary, we may assume that ik ≡ k mod 2. In this case, (9.2)
simplifies as follows:
(9.8) R1(I) =
(2 + i0 + i1 + i2 + i3)(i0 − i2)(i1 − i3)
(1 + i0 + i1)(1 + i1 + i2)(1 + i0 + i3)(1 + i2 + i3)
.
It is clear by induction on n that Rn(I) = 0 unless I = (i0, . . . , i2n+1) is “balanced” in the
sense that it has n + 1 even elements and n + 1 odd elements. From now on, we assume
this is the case, and we change our notation slightly. We write I = (i0, j0, i1, j1, . . . , in, jn),
where i0, . . . , in are even and j0, . . . , jn are odd. For later use, we record one more obvious
symmetry: for I = (i0, j0, i1, j1, . . . , in, jn) as above, we have
(9.9) Rn(I) = (−1)
n+1Rn(I
′), I ′ = (j0, i0, j1, i1, . . . , jn, in).
Fix I = (i0, j0, i1, j1, . . . , in−1, jn−1) with each ir even and jr odd. For each even integer
x ≥ 0, set Ix = (i0, j0, i1, j1, . . . , in−1, jn−1, x, x+ 1). We regard Rn(Ix) as a rational function
of x. By applying the recursive formula (9.7) k times, we can express Rn(Ix) as a linear
combination of terms of the form Rm(K) where m = n − k and K = (k0, k1, . . . , k2m+1).
Each entry of K is a constant plus a linear combination of entries from Ix, and at most
two entries of K depend on x. Let Vm denote the vector space spanned by elements
Rm(K) with these properties. Using (9.7), we can express Rm(K) as a linear combination
of elements in Vm−1. A term Rm−1(Kr,a) in this decomposition will be called x-active if
either k0, kr, or ka depends on x. Define linear maps
(9.10) fm : Vm → Vm−1, gm : Vm → Vm−1
as follows: fm(Rm(K)) is the sum of the terms which are not x-active, and gm(Rm(K)) is
the sum of the terms which are x-active. Finally, define the constant term map
(9.11) hm : Vm → Q, hm(Rm(K)) = lim
x→∞
Rm(K).
Lemma 9.2. For all n ≥ 2 and I = (i0, j0, i1, j1, . . . , in−1, jn−1) with i0, . . . , in−1 even and
j0, . . . , jn−1 odd, we have
(9.12) hn(Rn(Ix)) =
n
n +
∑n−1
k=0 ik + jk
Rn−1(I).
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Proof. For n = 2 this is an easy calculation, so we may proceed by induction on n. It will
be convenient to prove the following auxiliary formula at the same time:
(9.13) hn−1(gn(Rn(Ix))) =
1
n +
∑n−1
k=0 ik + jk
Rn−1(I).
For n = 2 this can be checked by direct calculation, so we assume both (9.12) and (9.13)
for n− 1. Each term appearing in fn(Rn(Ix)) is of the form
Rn−1(K), K = (k0, k1, . . . , k2n−3, x, x+ 1), n− 1 +
2n−3∑
t=0
kt = n+
n−1∑
k=0
ik + jk.
By our inductive hypothesis that (9.12) holds for n− 1, we have
(9.14) hn−1(fn(Rn(Ix))) =
n− 1
n+
∑n−1
k=0 ik + jk
Rn−1(I).
Next, it is easy to check that
hn−2(gn−1(fn(Rn(Ix)))) = hn−2(fn−1(gn(Rn(Ix)))).
Also, we have
gn−1(gn(Rn(Ix))) = 0,
since all terms in this expression cancel pairwise. Therefore
hn−1(gn(Rn(Ix))) = hn−2(fn−1(gn(Rn(Ix)))) + hn−2(gn−1(gn(Rn(Ix))))
= hn−2(fn−1(gn(Rn(Ix)))) = hn−2(gn−1(fn(Rn(Ix)))).
Moreover, by applying the induction hypothesis that (9.13) holds for n− 1, it follows that
(9.15) hn−1(gn(Rn(Ix))) = hn−2(gn−1(fn(Rn(Ix)))) =
1
n+
∑n−1
k=0 ik + jk
Rn−1(I).
Since hn(Rn(Ix)) = hn−1(fn(Rn(Ix))) + hn−1(gn(Rn(Ix))), the claim follows from (9.14) and
(9.15). 
Theorem 9.3. Suppose that I = (i0, j0, i1, j1, . . . , in, jn) is a list of nonnegative integers such
that i0, . . . , in are even and j0, . . . , jn are odd, as above. Then the following closed formula holds:
(9.16) Rn(I) =
n!
(
n+ 1 +
∑n
k=0 ik + jk
)(∏
0≤k<l≤n(ik − il)(jk − jl)
)
∏
0≤k≤n, 0≤l≤n(1 + ik + jl)
.
Proof. As we shall see, this formula is more or less forced upon us by the symmetries of
the Pfaffians, which are inherited by the numbers Rn(I). We assume that (9.16) holds for
n − 1 and all K = (k0, l0, k1, l1, . . . , kn−1, ln−1) with ki even and li odd, and we proceed
by induction on n. In particular, each term of the form Rn−1(K) is a rational function
in the entries of K, where the denominator has degree n2 and the numerator has degree
n2 − n + 1. Hence the total degree of Rn−1(K) is −n + 1.
We may expand Rn(I) as a rational function of i0, j0, i1, j1, . . . , in, jn, using (9.7). Each
term in (9.7) has degree −n, so Rn(I) has degree at most −n. The denominator of each
such term is clearly a product of factors of the form
1 + ik + jl, 1 + ik + il, 1 + jk + jl, 2 + i0 + ik + il, 2 + i0 + jk + il, 2 + i0 + jk + jl.
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As a rational function of i0, j0, i1, j1, . . . , in, jn, the denominator of Rn(I) is therefore the
product of a subset of these terms. Moreover, Rn(I) has the following symmetry; for
every interchange of ik and il, we pick up a sign, and for every interchange of jk and jl
we pick up a sign. These permutations must have the effect of permuting the factors in
the denominator up to a sign, and permuting the factors of the numerator up to a sign.
From this symmetry, it is clear that none of the expressions
2 + i0 + ik + il, 2 + i0 + jk + il, 2 + i0 + jk + jl
can appear. Each term Rn−1(Ir,a) appearing in (9.7) with ia and ir both even must vanish,
since Ir,a will then contain n−2 even elements and n+2 odd elements. Hence none of the
factors 1+ik+il can appear in the denominator ofRn(I). By (9.9), the factors 1+jk+jl also
cannot appear, so the denominator of Rn(I) can contain only a subset of expressions of
the form 1+ ik+ jl. By symmetry, it must contain all such expressions, so the denominator
is precisely ∏
0≤k≤n, 0≤l≤n
(1 + ik + jl),
and therefore has leading degree (n+1)2. Since Rn(I) picks up a sign under permutation
of ik and il, and under permutation of jk and jl, the numerator must be divisible by∏
0≤k<l≤n
(ik − il)(jk − jl),
which is homogeneous of degree n2 + n. Since the denominator has degree (n + 1)2, the
total degree of Rn(I) is at least −n− 1.
We have already seen that the total degree ofRn(I) is at most−n, so there is room for at
most one more linear factor in the numerator. By symmetry, this factor must be invariant
under all permutations of i0, . . . , in and all permutations of j0, . . . , jn, so it has the form
an
( n∑
k=0
ik
)
+ bn
( n∑
k=0
jk
)
+ cn,
where an, bn, cn are constants which depend on n but not on I . The additional symmetry
(9.9) shows that an = bn, so this can be rewritten in the form
an
( n∑
k=0
ik + jk
)
+ cn.
In order to complete the proof of Theorem 9.3, it suffices to show that
(9.17) an = n!, cn = (n + 1)!.
By our inductive assumption, an−1 = (n− 1)!. Fix
K = (k0, l0, k1, l1, . . . , kn−1, ln−1)
with each kr even and lr odd. As in Lemma 9.2, for each even integer x ≥ 0, set
Kx = (k0, l0, k1, l1, . . . , kn−1, ln−1, x, x+ 1).
The highest power of x appearing in the numerator of Rn(Kx) is x
2n+1, and the coefficient
of x2n+1 in the numerator is
2an
∏
0≤r<s<n
(kr − ks)(lr − ls).
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Similarly, the highest power of x appearing in the denominator of Rn(Kx) is also x
2n+1,
and the coefficient of x2n+1 is
2
∏
0≤r<n, 0≤s<n
(1 + kr + ls).
Therefore
hn(Rn(Kx)) = lim
x→∞
Rn(Kx) =
an
∏
0≤r<s<n(kr − ks)(lr − ls)∏
0≤r<n, 0≤s<n(1 + kr + ls)
.
By our inductive assumption, we have
Rn−1(K) =
(n− 1)!(n+
∑n−1
r=0 kr + lr)
∏
0≤r<s<n(kr − ks)(lr − ls)∏
0≤r<n, 0≤s<n(1 + kr + ls)
.
Therefore by (9.12), we have
hn(Rn(Kx)) =
(
n
n +
∑n−1
r=0 kr + lr
)
(n− 1)!(n+
∑n−1
r=0 kr + lr)
∏
0≤r<s<n(kr − ks)(lr − ls)∏
0≤r<n, 0≤s<n(1 + kr + ls)
.
This proves that an = n!.
Finally, we need to show that cn = (n+1)!. Let I = (i0, j0, i1, j1, . . . , in, jn) as above. Since
an = n!, it suffices to show that the numerator of Rn(I) is divisible by n+1+
∑n
k=0 ik+ jk.
But this is clear from (9.7), since by inductive assumption, the numerator of each term of
the form Rn−1(Ir,a) is divisible by n+ 1 +
∑n
k=0 ik + jk. 
Theorem 9.4. For all n ≥ 1, V−n has a minimal strong generating set {w
1, w3, . . . , w2n
2+4n−1},
and is therefore of typeW(2, 4, . . . , 2n2 + 4n).
Proof. Specializing (9.16) to the case I = (0, 1, . . . , 2n+ 1) yields
Rn(I) =
n!(n + 1)2
∏
0≤k<l≤n(k − l)
2
2n
∏
0≤k≤n, 0≤l≤n(1 + k + l)
.
In particular, R0 = Rn(I)W
2n2+4n+1 6= 0, so the claim follows from Lemma 8.3. 
10. THE CASE c = n
2
FOR n ≥ 1
For each integer n ≥ 1, Vn/2 admits a free field realization as the O(n)-invariant sub-
algebra of the free fermion algebra F(n) of rank n, which has odd generators φ1, . . . , φn
satisfying
φi(z)φj(w) ∼ δi,j(z − w)
−1.
We give F(n) the conformal structure
(10.1) L = −
1
2
n∑
i=1
: φi∂φi :
of central charge n
2
, under which φi is primary of weight 1
2
. The full automorphism group
of F(n) is O(n), and {φ1, . . . , φn} spans a copy of the standard O(n)-module Cn. There is
a basis of F(n) consisting of normally ordered monomials
(10.2) : ∂I1φ1 · · ·∂Inφn : .
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In this notation, Ik = (i
k
1, . . . , i
k
rk
) are lists of integers satisfying 0 ≤ ik1 < · · · < i
k
rk
, and
∂Ikφk = : ∂i
k
1φk · · ·∂i
k
rkφk : .
We have a Z≥0-grading
(10.3) F(n) =
⊕
d≥0
F(n)(d),
where F(n)(d) is spanned by monomials of the form (10.2) of total degree d =
∑n
k=1 rk.
The filtration F(n)(d) =
⊕d
i=0F(n)
(i) satisfies (3.2) and we have an isomorphism of O(n)-
modules F(n) ∼= gr(F(n)), and an isomorphism of supercommutative rings gr(F(n)) ∼=∧⊕
k≥0 Uk. Here Uk is the copy of the standard O(n)-module C
n spanned by {φ1k, . . . φ
n
k},
where φik is the image of ∂
kφi(z) in gr(F(n)).
The following result appears as Proposition 14.1 of [23] for an even integer n = 2l, and
as Proposition 14.2 for n = 2l + 1. Note that F(2l) and F(2l + 1) are isomorphic to the
vertex algebras F⊗l and F⊗l+
1
2 in [23].
Theorem 10.1. There is an isomorphism Vn/2 → F(n)
O(n) given by
(10.4) w2m+1 7→ −
1
2
n∑
i=1
: φi∂2m+1φi :, m ≥ 0.
Since O(n) preserves the grading on F(n), Vn/2 ⊂ F(n) is a graded subalgebra. Write
(10.5) Vn/2 =
⊕
d≥0
(Vn/2)
(d), (Vn/2)
(d) = Vn/2 ∩ F(n)
(d),
and define the corresponding filtration by (Vn/2)(d) =
⊕d
i=0(Vn/2)
(i). Then (10.4) preserves
conformal structures and is a morphism in the category R. We clearly have
(10.6) gr(Vn/2) ∼= gr(F(n)
O(n)) ∼= gr(F(n))O(n) ∼= (
∧⊕
k≥0
Uk)
O(n).
We recall the following analogue of Weyl’s first and second fundamental theorems of
invariant theory for the orthogonal group (Theorems 2.9A and 2.17A of [36]), where the
symmetric algebra is replaced by the exterior algebra. In fact, this theorem is a special case
of Sergeev’s first and second fundamental theorems of invariant theory for Osp(m, 2n)
(Theorem 1.3 of [31] and Theorem 4.5 of [32]).
Theorem 10.2. For k ≥ 0, let Uk be the copy of the standard O(n)-module C
n with orthonormal
basis {xi,k| i = 1, . . . , n}. Then (
∧⊕
k≥0 Uk)
O(n) is generated by the quadratics
(10.7) qa,b =
1
2
n∑
i=1
xi,axi,b, a, b ≥ 0.
Note that qa,b = −qb,a. Let {Qa,b| a, b ≥ 0} be commuting indeterminates satisfying Qa,b =
−Qb,a. The kernel In of the homomorphism
(10.8) C[Qa,b]→ (
∧⊕
k≥0
Uk)
O(n), Qa,b 7→ qa,b,
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is generated by polynomials dI,J degree n + 1, which are indexed by lists I = (i0, . . . , in) and
J = (j0, . . . , jn) of integers satisfying
(10.9) 0 ≤ i0 ≤ · · · ≤ in, 0 ≤ j0 ≤ · · · ≤ jn.
These relations are analogous to (n+1)× (n+1) determinants, but without the usual signs. For
n = 1, I = (i0, i1), J = (j0, j1), dI,J is given by
qi0,j0qi1,j1 + qi1,j0qi0,j1
and for n > 1, dI,J is defined inductively by
(10.10) dI,J =
n∑
r=0
qir ,j0dIr,J ′,
where Ir = (i0, . . . , îr, . . . , in) is obtained from I by omitting ir, and J
′ = (j1, . . . , jn) is obtained
from J by eliminating j0.
Under (10.6), the generators qa,b correspond to strong generators
(10.11) ωa,b =
1
2
n∑
i=1
: ∂aφi∂bφi :
of Vn/2. In this notation, w
2m+1 = −ω0,2m+1. Letting Am denote the vector space spanned
by {ωa,b| a+ b = m}, we have
(10.12) A2m+1 = ∂(A2m)⊕ 〈w
2m+1〉 = ∂2(A2m−1)⊕ 〈w
2m+1〉,
where 〈w2m+1〉 is the linear span of w2m+1. We have a similar strong generating set {Ωa,b}
forM+n/2 satisfying pin/2(Ωa,b) = ωa,b. Under the identifications
gr(M+n/2)
∼= C[Qa,b], gr(Vn/2) ∼= (
∧⊕
k≥0
Uk)
O(n) ∼= C[qa,b]/In,
gr(pin/2) coincides with (10.8).
Note that dI,J is nontrivial if and only if no integer k appears more than n + 1 times in
the set I ∪ J = {i0, . . . , in, j0, . . . , jn}, since otherwise dI,J is divisible by Qk,k. We have the
following analogue of Lemma 7.1.
Lemma 10.3. For each pair I = (i0, . . . , in) and J = (j0, . . . , jn) satisfying (10.9) such that dI,J
is nontrivial, there exists a unique element
(10.13) DI,J ∈ (M
+
n/2)(2n+2) ∩ In/2
of weight n+ 1 +
∑n
a=0 ia + ja, satisfying
(10.14) φ2n+2(DI,J) = dI,J .
These elements generate In/2 as a vertex algebra ideal.
The relation of minimal weight 2n + 2 occurs when I = (0, . . . , 0) and J = (1, . . . , 1),
and we denote it by D0. We have the following analogue of Lemma 7.3.
Lemma 10.4. LetW ⊂ gr(F(n)) be the vector space with basis
{φij|i = 1, . . . , n, j ≥ 0},
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and letWm ⊂W be the subspace with basis {φ
i
j|i = 1, . . . , n, 0 ≤ j ≤ m}. Let φ : W → W be a
linear map of weight w ≥ 1 taking
(10.15) φij 7→ λjφ
i
j+w, i = 1, . . . , n,
where λj is independent of i. Then φ
∣∣
Wm
can be expressed uniquely as a linear combination of
w2k+1(2k + 1− w)
∣∣
Wm
for 0 ≤ 2k + 1− w ≤ 2m+ 1.
Theorem 10.5. The relation D0 generates In/2 as a vertex algebra ideal.
Proof. The argument is similar to the proof of Theorem 7.2 but slightly more complicated,
so the details are included. Let 〈DI,J〉 denote the vector space spanned by {DI,J}where I
and J satisfy (10.9). We have 〈DI,J〉 = (M
+
n/2)(2n+2) ∩ In/2, and clearly 〈DI,J〉 is a module
over the Lie algebra P+ ⊂ Dˆ+ generated by {W 2m+1(k)|m, k ≥ 0}. Since In/2 is generated
by 〈DI,J〉 as a vertex algebra ideal, it suffices to show that 〈DI,J〉 is generated by D0 as
a module over P+. Let I ′n/2 denote the ideal inM
+
n/2 generated by D0, and let 〈DI,J〉[m]
denote the homogeneous subspace of 〈DI,J〉 of weight m. This space is trivial for m <
2n + 2, and is spanned by D0 for m = 2n + 2. We will prove that 〈DI,J〉[m] ⊂ I
′
n/2 by
induction onm.
Fix DI,J of weight m > 2n + 2, and let k be the minimal entry appearing in either I
or J . We may assume that k appears r times in I ∪ J , with r ≤ n + 1. Suppose first
that k only appears in I , so that J = (j0, . . . , jn) with j0 > k. If r < n + 1, we have
I = (k, . . . , k, ir, . . . , in) with ir > k. In this case, we can choose p ∈ P
+ by Lemma 10.4 so
that
p(φik) = φ
i
ir , p(φ
i
t) = 0, t 6= k, i = 1, . . . , n,
where t is less than or equal to the maximal entry appearing in either I or J . Set I ′ =
(k, . . . , k, k, ir+1, . . . , in), which is obtained from I by replacing ir with k. Since ir > k,
wt(DI′,J) < m, so by inductive assumption DI′,J lies in I
′
n/2. By a weighted derivation
property analogous to (7.5), 1
r+1
(p(DI′,J)) = DI,J , so DI,J lies in I
′
n/2 as well.
Next, suppose that k only appears in I , and r = n + 1, so that I = (k, . . . , k). If k > 0,
let I ′ = (k − 1, k, . . . , k). Choose p ∈ P+ such that
p(φik−1) = φ
i
k, p(φ
i
t) = 0, t 6= k − 1, i = 1, . . . , n.
Then DI′,J ∈ I
′
n/2 and p(DI′,J) = DI,J , so DI,J ∈ I
′
n/2.
Next, suppose that k only appears in I , r = n+ 1, and k = 0, so that I = (0, . . . , 0). Let l
be the minimal entry appearing in J , and suppose that l appears s times in J . If s < n+1,
we have J = (l, . . . , l, js, . . . , jn), with js > l. In this case, let J
′ = (l, . . . , l, l, js+1, . . . , jn)
where js has been replaced with l, and choose p ∈ P
+ such that
p(φil) = φ
i
js, p(φ
i
t) = 0, t 6= l, i = 1, . . . , n.
Then DI,J ′ ∈ I
′
n/2 and
1
s+1
(p(DI,J ′)) = DI,J , so DI,J ∈ I
′
n/2.
Next suppose that I = (0, . . . , 0) and s = n + 1, so that J = (l, . . . , l). Since m > 2n + 2
we have l ≥ 2. Take J ′ = (l − 1, l, . . . , l) and choose p ∈ P+ such that
p(φil−1) = φ
i
l, p(φ
i
t) = 0, t 6= l − 1, i = 1, . . . , n.
Then DI,J ′ ∈ I
′
n/2 and p(DI,J ′) = DI,J , so DI,J ∈ I
′
n/2.
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Finally, suppose that not all the k’s appear in I , so that I = (k, . . . , k, ia, . . . , in) and
J = (k, . . . , k, jb, . . . , jn), with a + b = r and ia, jb > k. We have already established the
result for b = 0, so we proceed by induction on b. Let I ′ = (k, . . . , k, k, ia+1, . . . , in), which
is obtained from I by replacing ia with k. Choose p ∈ P
+ such that
p(φik) = φ
i
ia , p(φ
i
t) = 0, t 6= k, i = 1, . . . , n.
ThenDI′,J ∈ I
′
n/2 and p(DI′,J) = DI,J+DI′,J ′ where J
′ = (k, . . . , k, ia, jb, . . . , jn) is obtained
from J by replacing the last kwith ia. Since k appears a+1 times in I
′, and b−1 times in J ′,
we have DI′,J ′ ∈ I
′
n/2 by inductive assumption. It follows that DI,J ∈ I
′
n/2, as desired. 
EachDI,J can be written in the form
(10.16) DI,J =
n+1∑
k=1
D2kI,J .
The termD2I,J lies in the space Am spanned by {Ωa,b| a+ b = m}, form = n+
∑n
a=0 ia+ ja.
By (10.12), for all odd integers m ≥ 1 we have the projection
prm : Am → 〈W
m〉.
For all I = (i0, . . . , in) and J = (j0, . . . , jn) such that m = n +
∑n
a=0 ia + ja is odd, define
the remainder
(10.17) RI,J = prm(D
2
I,J).
It is independent of the choice of decomposition (10.16). In the case I = (0, . . . , 0) and
J = (1, . . . , 1), we denote RI,J by R0. The condition R0 6= 0 is equivalent to the existence
of a decoupling relation in Vn/2 of the form
(10.18) w2n+1 = Q(w1, w3, . . . , w2n−1),
where Q is a normally ordered polynomial in w1, w3, . . . , w2n−1, and their derivatives. We
have the following analogue of Lemma 8.3.
Lemma 10.6. If R0 6= 0, there exist higher decoupling relations
(10.19) w2m+1 = Qm(w
1, w3, . . . , w2n−1)
for allm > n, where Qm is a normally ordered polynomial in w
1, w3, . . . , w2n−1, and their deriva-
tives.
11. A RECURSIVE FORMULA FOR RI,J
For any I = (i0, . . . , in) and J = (j0, . . . , jn) such that wt(DI,J) = n + 1 +
∑n
a=0 ia + ja
is even, we shall find a recursive formula for RI,J in terms of Rn−1(K,L) for lists K,L of
length n. We write
(11.1) RI,J = Rn(I, J)W
m, m = n +
n∑
a=0
ia + ja
so that Rn(I, J) denotes the coefficient ofW
m in prm(D
2
I,J).
Recall that F(n) has a Z≥0 grading (10.3), which specifies a linear isomorphism
F(n) ∼=
∧⊕
k≥0
Uk, Uk ∼= C
n.
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Since Vn/2 is a graded subalgebra of F(n), we obtain an isomorphism of graded vector
spaces
(11.2) in/2 : Vn/2 → (
∧⊕
k≥0
Uk)
O(n).
Let p ∈ (
∧⊕
k≥0Uk)
O(n) be homogeneous of degree 2d, and let
f = (in/2)
−1(p) ∈ (Vn/2)
(2d)
be the corresponding homogeneous element. Given F ∈ (M+n/2)(2d) satisfying pin/2(F ) =
f , we can write F =
∑d
k=1 F
2k, where F 2k is a normally ordered polynomial of degree k
in the generators Ωa,b.
For k ≥ 0, let U˜k be a copy of the standard representation C
n+1 of O(n+ 1), and let
q˜a,b ∈ (
∧⊕
k≥0
U˜k)
O(n+1) ∼= gr(F(n+ 1)O(n+1)) ∼= gr(V(n+1)/2)
be the generator given by (10.7). Let p˜ be the element of degree 2d obtained from p by
replacing each qa,b with q˜a,b, and let
f˜ = (i(n+1)/2)
−1(p˜) ∈ (V(n+1)/2)
(2d)
be the corresponding homogeneous element. Finally, let F˜ 2k ∈ M+(n+1)/2 be the ele-
ment obtained from F 2k by replacing each Ωa,b with the corresponding generator Ω˜a,b ∈
M+(n+1)/2, and let F˜ =
∑d
i=1 F˜
2k. We have the following analogue of Lemma 9.1.
Lemma 11.1. Fix n ≥ 1, and let DI,J be the element of In/2 corresponding to dI,J . There exists a
decompositionDI,J =
∑n+1
k=1 D
2k
I,J of the form (10.16) such that the corresponding element
D˜I,J =
n+1∑
k=1
D˜2kI,J ∈M
+
(n+1)/2
has the property that pi(n+1)/2(D˜I,J) lies in the subspace (V(n+1)/2)
(2n+2) of degree 2n+ 2.
Now we are ready to express Rn(I, J) for all I = (i0, . . . , in), J = (j0, . . . , jn) in terms
of Rn−1(K,L) for lists K,L of length n. Let dI,J and DI,J be the corresponding ele-
ments of C[Qj,k] and M
+
n/2, respectively. Recall that dI,J =
∑n
r=0Qir ,j0dIr,J ′ , where Ir =
(i0, . . . , îr, . . . , in) is obtained from I by omitting ir, and J
′ = (j1, . . . , jn) is obtained from
J by omitting j0.
LetDIr,J ′ ∈M
+
(n−1)/2 be the element corresponding to dIr,J ′ . By Lemma 11.1, there exists
a decomposition
DIr,J ′ =
n∑
i=1
D2iIr,J ′
such that the corresponding element D˜Ir,J ′ =
∑2n
i=1 D˜
2i
Ir,J ′
∈ M+n/2 has the property that
pin/2(D˜Ir,J ′) lies in the subspace (Vn/2)
(2n) of degree 2n. We have
(11.3)
n∑
r=0
: Ωir ,j0D˜Ir,J ′ : =
n∑
r=0
n∑
i=1
: Ωir ,j0D˜
2i
Ir,J ′ : .
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The right hand side of (11.3) consists of normally ordered monomials of degree at least 2
in the generators Ωa,b, and hence contributes nothing to RI,J . Since pin/2(D˜Ir,J ′) is homo-
geneous of degree 2n, pin/2(: Ωir ,j0D˜Ir,J ′ :) consists of a piece of degree 2n+2 and a piece of
degree 2n coming from all double contractions of Ωir ,j0 with terms in D˜Ir,J ′ , which lower
the degree by two. The component of
pin/2
( n∑
r=0
: Ωir ,j0D˜Ir,J ′ :
)
∈ Vn/2
in degree 2n + 2 must vanish since this sum corresponds to the relation dI,J . The compo-
nent of : Ωir ,j0D˜Ir ,J ′ : in degree 2n is
Sr = (−1)
ir
(∑
k
D˜Ir,k,J ′
ik + ir + 1
+
∑
l
D˜Ir,J ′l
jl + ir + 1
)
+(−1)j0+1
(∑
k
D˜Ir,k,J ′
ik + j0 + 1
+
∑
l
D˜Ir ,J ′l
jl + j0 + 1
)
.
In this notation, for k = 0, . . . , n, and k 6= r, Ir,k is obtained from Ir = (i0, . . . , îr, . . . , in)
by replacing the entry ik with ik+ ir+ j0+1. Similarly, for l = 1, . . . , n, J
′
l is obtained from
J ′ = (j1, . . . , jn) by replacing jl with jl + ir + j0 + 1. It follows that
(11.4) pin/2
( n∑
r=0
: Ωir ,j0D˜Ir,J ′ :
)
= pin/2
( n∑
r=0
Sr
)
.
Combining (11.3) and (11.4), we can regard
n∑
r=0
n∑
i=1
: Ωir ,j0D˜
2i
Ir ,J ′ : −
n∑
r=0
Sr
as a decomposition of DI,J of the form DI,J =
∑n+1
k=1D
2k
I,J where the leading term D
2n+2
I,J =∑n
r=0 : Ωir ,j0D˜
2n
Ir ,J ′
:. It follows that Rn(I, J) is the negative of the sum of the terms
Rn−1(K,L) corresponding to each D˜K,L appearing in
∑n
r=0 Sr. We obtain
Rn(I, J) = −
n∑
r=0
(−1)ir
(∑
k
Rn−1(Ir,k, J
′)
ik + ir + 1
+
∑
l
Rn−1(Ir, J
′
l)
jl + ir + 1
)
−
n∑
r=0
(−1)j0+1
(∑
k
Rn−1(Ir,k, J
′)
ik + j0 + 1
+
∑
l
Rn−1(Ir, J
′
l)
jl + j0 + 1
)
.
(11.5)
Suppose that all entries of I are even and all entries of J are odd. Each term of the
form Rn−1(K,L) appearing in (11.5) has the property that all entries ofK are even and all
entries of L are odd, so we may restrict ourselves to elements with this property. In the
case n = 1, i0, i1 even and j0, j1 odd, a calculation shows that R1(I, J) is given by
1
1 + i0 + i1
+
1
2(1 + i0 + j0)
+
1
2(1 + i1 + j0)
+
1
2(1 + i0 + j1)
+
1
2(1 + i1 + j1)
+
1
1 + j0 + j1
,
and in particular is nonzero. By induction on n, it is immediate from (11.5) thatRn(I, J) 6=
0 whenever I consists of even entries and J consists of odd entries. Specializing to the
case I = (0, . . . , 0) and J = (1, . . . , 1), we see that R0 6= 0. Combined with Lemma 10.6,
we obtain
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Theorem 11.2. For all n ≥ 1, Vn/2 has a minimal strong generating set {w
1, w3, . . . , w2n−1},
and is therefore of typeW(2, 4, . . . , 2n).
12. THE CASE OF V−n+1/2 FOR n ≥ 1
For each integer n ≥ 1, V−n+1/2 has a free field realization given by Proposition 14.2
of [23]. First, there is an action of the level −1 affine vertex superalgebra of osp(1, 2n) on
S(n)⊗F(1), and the action of the horizontal subalgebra osp(1, 2n) integrates to an action
of the Lie supergroup Osp(1, 2n).
Theorem 12.1. We have an isomorphism V−n+1/2 → (S(n)⊗ F(1))
Osp(1,2n) given by
(12.1) w2m+1 7→
1
2
n∑
i=1
(
: βi∂2m+1γi : − : ∂2m+1βiγi :
)
−
1
2
: φ∂2m+1φ :, m ≥ 0.
This map preserves conformal structures and is a morphism in the category R. We
have an isomorphism of Osp(1, 2n)-modules S(n) ⊗ F(1) ∼= gr(S(n) ⊗ F(1)) and an iso-
morphism of graded supercommutative rings
(12.2) gr((S(n)⊗ F(1))Osp(1,2n)) ∼= gr(S(n)⊗F(1))Osp(1,2n) ∼= R,
where R =
(
Sym
⊕
k≥0 Uk
)Osp(1,2n)
and Uk is a copy of the standard Osp(1, 2n)-module
C2n|1. The even subspace of Uk is spanned by β
i
k, γ
i
k, and the odd subspace is spanned by
φk, where β
i
k, γ
i
k, φk are the images of ∂
kβi, ∂kγi, ∂kφ in gr(S(n) ⊗ F(1)). The generators
and relations for R are given by Theorem 1.3 of [31] and Theorem 4.5 of [32], respectively.
Theorem 12.2. For k ≥ 0, let Uk be copy of the standard Osp(1|2n)-module C
2n|1, with even
subspace spanned by {xk,i, yk,i| i = 1, . . . , n} and odd subspace spanned by zk. Then R =
(Sym
⊕
k≥0Uk)
Osp(1,2n) is generated by the quadratics
qa,b =
1
2
n∑
i=1
(xi,ayi,b − xi,byi,a)−
1
2
zazb a, b ≥ 0.
Note that qa,b = −qb,a. LetQa,b be commuting indeterminates satisfyingQa,b = −Qb,a. The kernel
In of the map
C[Qa,b]→ R, Qa,b 7→ qa,b
is generated by polynomials pI of degree 2n+2 in the variablesQa,b corresponding to a rectangular
Young tableau of size 2×(2n+2), filled by entries from a standard sequence I of length 4n+4 from
the set of indices {0, 1, 2, . . .}. The entries must strictly increase along rows and weakly increase
along columns.
Under (12.2), the generators qa,b correspond to strong generators
ωa,b 7→
1
2
n∑
i=1
(
: ∂aβi∂bγi : − : ∂bβi∂aγi :
)
−
1
2
: ∂aφ∂bφ :
for V−n+1/2. In this notation, w
2m+1 = ω0,2m+1. LettingAm denote the vector space spanned
by {ωa,b| a+ b = m}, we have a decomposition
A2m+1 = ∂(A2m)⊕ 〈w
2m+1〉 = ∂2(A2m−1)⊕ 〈w
2m+1〉.
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There is a corresponding strong generating set {Ωa,b} for the vacuum module M
+
−n+1/2
satisfying pi−n+1/2(Ωa,b) = ωa,b, and we also denote the span of {Ωa,b| a + b = m} by Am.
We have the following analogue of Lemma 7.1.
Lemma 12.3. For each relation pI as above, there exists a unique element
(12.3) PI ∈ (M
+
−n+1/2)(4n+4) ∩ I−n+1/2
of weight 2n+ 2 +
∑4n+3
a=0 ia, satisfying
(12.4) φ4n+4(PI) = pI .
These elements generate I−n+1/2 as a vertex algebra ideal.
Each PI can be written in the form
(12.5) PI =
2n+2∑
k=1
P 2kI ,
where P 2kI is a normally ordered polynomial of degree k in the elements Ωa,b. The term
P 2I lies in Am for m = 2n + 1 +
∑4n+3
a=0 ia. For odd m ≥ 1we have the projection
prm : Am → 〈W
m〉.
For all I such thatm = 2n+ 1 +
∑4n+3
a=0 ia is odd, define the remainder
(12.6) RI = prm(P
2
I ),
which is independent of the choice of decomposition (12.5).
The relation of minimal weight corresponds to the 2× (2n+2) tableau where both rows
are labelled by (0, 1, . . . , 2n + 1), and therefore has weight 4n2 + 8n + 4. We denote this
relation by P0 and we denote its remainder by R0. The condition R0 6= 0 is equivalent to
the existence of a decoupling relation
(12.7) w4n
2+8n+3 = Q(w1, w3, . . . , w4n
2+8n+1),
where Q is a normally ordered polynomial in w1, w3, . . . , w4n
2+8n+1, and their derivatives.
As in Lemma 8.3, by applying w3◦1 repeatedly to this relation, we obtain relations
w2m+1 = Qm(w
1, w3, . . . , w4n
2+8n+1)
for allm > 2n2 + 4n+ 1.
Conjecture 12.4. For all n ≥ 1, R0 6= 0. Equivalently, V−n+1/2 has a minimal strong generating
set {w1, w3, . . . , w4n
2+8n+1}, and is therefore of typeW(2, 4, . . . , 4n2 + 8n+ 2).
We are unable to prove this conjecture because a recursive formula for RI is currently
out of reach, but for n = 1 we can prove it by computer calculation. In this case, the
relation p0 of minimal weight 16 is given by
(12.8) q20,1q
2
2,3 + q
2
0,2q
2
1,3 + q
2
0,3q
2
1,2 − 2q0,2q0,3q1,2q1,3 + 2q0,1q0,3q1,2q2,3 − 2q0,1q0,2q1,3q2,3.
In the Appendix, we will write down the corresponding relation P0 explicitly, and we will
see that R0 =
109
56000
W 15. This implies
Theorem 12.5. V−1/2 has a minimal strong generating set {w
1, w3, . . . , w13}, and in particular
is of typeW(2, 4, . . . , 14).
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13. REPRESENTATION THEORY OF V−n AND Vn/2
The basic tool in the representation theory of vertex algebras is the Zhu functor [37].
Given a vertex algebraW with weight gradingW =
⊕
n∈ZWn, this functor attaches toW
an associative algebra A(W), together with a surjective linear map piZhu :W → A(W). For
a ∈ Wm and b ∈ W , define
(13.1) a ∗ b = Resz
(
a(z)
(z + 1)m
z
b
)
,
and extend ∗ by linearity to a bilinear operation W ⊗ W → W . Let O(W) denote the
subspace ofW spanned by elements of the form
(13.2) a ◦ b = Resz
(
a(z)
(z + 1)m
z2
b
)
where a ∈ Wm, and letA(W) be the quotientW/O(W), with projection piZhu :W → A(W).
Then O(W) is a two-sided ideal in W under the product ∗, and (A(W), ∗) is a unital,
associative algebra. The assignment W 7→ A(W) is functorial, and if I ⊂ W is a vertex
algebra ideal, A(W/I) ∼= A(W)/I , where I = piZhu(I).
IfW is strongly generated by homogeneous elements {αi| i ∈ I}, A(W) is generated by
{ai = piZhu(αi)| i ∈ I}. A Z≥0-gradedW-module M =
⊕
n≥0Mn is called admissible if for
every a ∈ Wm, a(n)Mk ⊂ Mm+k−n−1, for all n ∈ Z. Given a ∈ Wm, a(m − 1) acts on each
Mk. The subspaceM0 is then anA(W)-module with action piZhu(a) 7→ a(m−1) ∈ End(M0).
In fact, M 7→ M0 provides a one-to-one correspondence between irreducible, admissible
W-modules and irreducible A(W)-modules. If A(W) is commutative, all its irreducible
modules are one-dimensional, and the corresponding W-modules M =
⊕
n≥0Mn are
cyclic and generated by any nonzero v ∈ M0. Accordingly, we call such a module a
highest-weight module forW , and we call v a highest-weight vector.
Theorem 13.1. For all c ∈ C, A(Vc) is commutative, so all irreducible, admissible Vc-modules
are highest-weight modules.
Proof. Since A(Vc) is a homomorphic image of A(M
+
c ), it suffices to show that A(M
+
c ) is
commutative. But this is clear since the generators ofM+c are linear combinations of the
generators ofMc, and A(Mc) is known to be commutative [14]. 
Since M+c is freely generated by W
1,W 3, . . . it follows that A(M+c ) is the polynomial
algebra C[A1, A3, . . . ], where A2m+1 = piZhu(W
2m+1). Moreover,
A(Vc) ∼= C[a
1, a3, . . . ]/Ic,
where a2m+1 = piZhu(w
2m+1) and Ic = piZhu(Ic). We have a commutative diagram
(13.3)
M+c
pic→ Vc
↓piZhu ↓piZhu
A(M+c )
A(pic)
→ A(Vc)
.
Since A(V−n) is generated by a
1, a3, . . . , a2n
2+4n−1,
A(V−n) ∼= C[a
1, a3, . . . , a2n
2+4n−1]/I−n,
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where I−n is now regarded as an ideal inside C[a
1, a3, . . . , a2n
2+4n−1]. The corresponding
variety V (I−n), which parametrizes the irreducible, admissible V−n-modules, is a proper,
closed subvariety of Cn
2+2n. Similarly,
A(Vn/2) ∼= C[a
1, a3, . . . , a2n−1]/In/2,
where In/2 is an ideal inside C[a
1, a3, . . . , a2n−1], and the variety V (In/2) parametrizing the
irreducible, admissible Vn/2-modules is a proper, closed subvariety of C
n. The proof that
these varieties are proper is analogous to the proof of Theorem 5.1 of [28] and is omitted.
It amounts to constructing nontrivial relations among the generators A(V−n) and A(Vn/2),
which come from normally ordered relations in V−n and Vn/2, respectively. In particular,
neither V−n nor Vn/2 is freely generated by the elements given by Theorems 9.4 and 11.2.
14. THE HILBERT PROBLEM FOR S(n) AND F(n)
For a simple, strongly finitely generated vertex algebra A and a reductive group G ⊂
Aut(A), the Hilbert problem asks whether AG is strongly finitely generated. Using our
results on the structure of V−n andVn/2 we give a complete solution to this problem for any
Gwhen A is either the βγ-system S(n) or the free fermion algebra F(n). This generalizes
our earlier study [29] in which we established the strong finite generation of S(n)G and
F(2n)G for G ⊂ GL(n).
By Theorem 13.2 and Corollary 14.2 of [23], S(n) has a decomposition
(14.1) S(n) ∼=
⊕
ν∈H
L(ν)⊗Mν ,
where H indexes the irreducible, finite-dimensional representations L(ν) of Sp(2n), and
the Mν ’s are inequivalent, irreducible, highest-weight V−n-modules. The modules M
ν
above have an integrality property; the eigenvalues of
{w2m+1(2m+ 1)|m ≥ 0}
on the highest-weight vectors fν are all integers. These modules therefore correspond
to certain rational points on the variety V (I−n). Recall that S(n) ∼= gr(S(n)) as Sp(2n)-
modules, and
gr(S(n)G) ∼= (gr(S(n))G ∼= (Sym
⊕
k≥0
Uk)
G = R
as commutative algebras, where Uk ∼= C
2n. For all p ≥ 1, GL(p) acts on
⊕p−1
k=0 Uk and
commutes with the action of G. There is an induced action of GL(∞) = limp→∞GL(p)
on
⊕
k≥0 Uk which commutes with G, so GL(∞) acts on R. Elements σ ∈ GL(∞) are
known as polarization operators, and given f ∈ R, σf is known as a polarization of f . The
following fundamental result of Weyl appears as Theorem 2.5A of [36].
Theorem 14.1. R is generated by the polarizations of any set of generators for (Sym
⊕2n−1
k=0 Uk)
G.
SinceG is reductive, (Sym
⊕2n−1
k=0 Uk)
G is finitely generated, so there exists a finite set {f1, . . . , fr},
whose polarizations generate R.
Lemma 14.2. S(n)G has a strong generating set which lies in the direct sum of finitely many
irreducible V−n-modules.
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Proof. Each of the modules L(ν) appearing in (14.1) is a G-module, and since G is reduc-
tive, it has a decomposition L(ν) =
⊕
µ∈Hν L(ν)µ. Here µ runs over a finite set H
ν of
irreducible, finite-dimensional representations L(ν)µ of G, possibly with multiplicity. We
obtain a refinement of (14.1),
(14.2) S(n) ∼=
⊕
ν∈H
⊕
µ∈Hν
L(ν)µ ⊗M
ν .
Under the linear isomorphism S(n)G ∼= R, let fi(z) and (σfi)(z) correspond to fi and σfi,
respectively, for i = 1, . . . , r. By Lemma 3.1, the set
{(σfi)(z) ∈ S(n)
G| i = 1, . . . , r, σ ∈ GL(∞)},
is a strong generating set for S(n)G. Clearly f1(z), . . . , fr(z) must lie in a finite direct sum
(14.3)
t⊕
j=1
L(νj)⊗M
νj
of the modules appearing in (14.1). By enlarging the collection f1(z), . . . , fr(z) if necessary,
we may assume without loss of generality that each fi(z) lies in a single representation of
the form L(νj)⊗M
νj . Moreover, we may assume that fi(z) lies in a trivial G-submodule
L(νj)µ0 ⊗ M
νj , where µ0 denotes the trivial, one-dimensional G-module. (In particular,
L(νj)µ0 is one-dimensional). Since the actions of GL(∞) and Sp(2n) on S(n) commute,
(σfi)(z) ∈ L(νj)µ0 ⊗M
νj for all σ ∈ GL(∞). 
Corollary 14.3. S(n)G is a finitely generated vertex algebra.
Proof. Since S(n)G is strongly generated by {(σfi)(z)| i = 1, . . . , r, σ ∈ GL(∞)}, and each
Mνj is an irreducible V−n-module, S(n)
G is generated by f1(z), . . . , fr(z) as an algebra over
V−n. Since V−n is generated by w
3 as a vertex algebra, S(n)G is finitely generated. 
We need a fact about representations of associative algebras which can be found in [29].
Let A be an associative C-algebra, and let W be a linear representation of A, via an alge-
bra homomorphism ρ : A → End(W ). Regarding A as a Lie algebra with commutator as
bracket, let ρLie : A → End(W ) denote the map ρ, regarded now as a Lie algebra homo-
morphism. Clearly ρLie extends to a Lie algebra homomorphism ρˆLie : A→ End(Sym(W )),
where ρˆLie(a) acts by derivation on each Sym
d(W ):
ρˆLie(a)(w1 · · ·wd) =
d∑
i=1
w1 · · · ρˆLie(a)(wi) · · ·wd.
This extends to an algebra homomorphism U(A)→ End(Sym(W ))which we also denote
by ρˆLie. The following result appears as Lemma 3 of [29].
Lemma 14.4. Given µ ∈ U(A) and d ≥ 1, let Φdµ = ρˆLie(µ)
∣∣
Symd(W )
∈ End(Symd(W )). Let E
denote the subspace of End(Symd(W )) spanned by {Φdµ| µ ∈ U(A)}, which has a filtration
E1 ⊂ E2 ⊂ · · · , E =
⋃
r≥1
Er.
Here Er is spanned by {Φ
d
µ| µ ∈ U(A), deg(µ) ≤ r}. Then E = Ed.
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Corollary 14.5. Let f ∈ Symd(W ), and letM ⊂ Symd(W ) be the cyclic U(A)-module generated
by f . Then {ρˆLie(µ)(f)| µ ∈ U(A), deg(µ) ≤ d} spansM .
Recall the Lie algebra P+ ⊂ Dˆ+ generated by the modes
{w2m+1(k)|m ≥ 0, k ≥ 0}.
Note that P+ has a decomposition
P+ = P+<0 ⊕ P
+
0 ⊕P
+
>0,
where P+<0, P
+
0 , and P
+
>0 are the Lie algebras spanned by
{w2m+1(k)| 0 ≤ k < 2m+ 1}, {w2m+1(2m+ 1)}, {w2m+1(k)| k > 2m+ 1},
respectively. Clearly P+ preserves the filtration on S(n), so each element of P+ acts by a
derivation of degree zero on gr(S(n)).
Let M be an irreducible, highest-weight V−n-submodule of S(n) with generator f(z),
and let M′ ⊂ M denote the P+-submodule generated by f(z). Since f(z) has mini-
mal weight among elements of M and P+>0 lowers weight, f(z) is annihilated by P
+
>0.
Moreover, P+0 acts diagonalizably on f(z), so f(z) generates a one-dimensional P
+
0 ⊕P
+
>0-
module. By the Poincare´-Birkhoff-Witt theorem,M′ is a quotient of
U(P+)⊗U(P+
0
⊕P+>0)
Cf(z),
and in particular is a cyclicP+<0-module with generator f(z). Suppose that f(z) has degree
d, that is, f(z) ∈ S(n)(d) \ S(n)(d−1). Since P
+ preserves the filtration on S(n), andM is
irreducible, the nonzero elements ofM′ lie in S(n)(d) \S(n)(d−1). Therefore, the projection
S(n)(d) → S(n)(d)/S(n)(d−1) ⊂ gr(S(n)) restricts to an isomorphism of P
+-modules
(14.4) M′ ∼= gr(M′) ⊂ gr(S(n)).
By Corollary 14.5,M′ is spanned by elements of the form
{w2l1+1(k1) · · ·w
2lr+1(kr)f(z)| w
2li+1(ki) ∈ P
+
<0, r ≤ d}.
The next result is analogous to Lemma 7 of [29], and the proof is the same.
Lemma 14.6. Let M be an irreducible, highest-weight V−n-submodule of S(n) with highest-
weight vector f(z) of degree d. LetM′ be the corresponding P+-module generated by f(z), and
let f be the image of f(z) in gr(S(n)), which generatesM = gr(M′) as a P+-module. Fix m so
that f ∈ Symd(Wm), where Wm ⊂ gr(S(n)) has basis {β
i
j , γ
i
j| 1 ≤ i ≤ n, 0 ≤ j ≤ m}. Then
M′ is spanned by
{w2l1+1(k1) · · ·w
2lr+1(kr)f(z)| w
2li+1(ki) ∈ P
+
<0, r ≤ d, 0 ≤ ki ≤ 2m+ 1}.
We order the elements w2l+1(k) ∈ P+<0 as follows: w
2l1+1(k1) > w
2l2+1(k2) if l1 > l2, or
l1 = l2 and k1 < k2. Then Lemma 14.6 can be strengthened as follows: M
′ is spanned by
elements of the form w2l1+1(k1) · · ·w
2lr+1(kr)f(z) with
(14.5) w2li+1(ki) ∈ P
+
<0, r ≤ d, 0 ≤ ki ≤ 2m+ 1, w
2l1+1(k1) ≥ · · · ≥ w
2lr+1(kr).
As in [30], given an irreducible V−n-submodule M of S(n), define C1(M) to be the
subspace ofM spanned by elements of the form
: a(z)b(z) :, a(z) ∈
⊕
k>0
V−n[k], b(z) ∈M.
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Following Miyamoto’s definition in [30], we say thatM is C1-cofinite as a V−n-module if
M/C1(M) is finite-dimensional.
Lemma 14.7. Every irreducible V−n-submoduleM of S(n) is C1-cofinite.
Proof. The argument is the same as the proof of Lemma 8 of [29], and is omitted. Note that
Lemma 8 of [29] implies that every irreducibleW1+∞,−n-submodule of S(n) is C1-cofinite,
but this terminology was not used. 
Corollary 14.8. Let M be an irreducible V−n-submodule of S(n). Given a subset S ⊂ M, let
MS ⊂M denote the subspace spanned by elements of the form
: ω1(z) · · ·ωt(z)α(z) :, ωj(z) ∈ V−n, α(z) ∈ S.
There exists a finite set S ⊂M such thatM =MS.
Theorem 14.9. For any reductive group G of automorphisms of S(n), S(n)G is strongly finitely
generated.
Proof. By Lemma 14.2, we can find f1(z), . . . , fr(z) ∈ S(n)
G such that gr(S(n))G is gener-
ated by the corresponding polynomials f1, . . . , fr ∈ gr(S(n))
G, together with their polar-
izations. Wemay assume that each fi(z) lies in an irreducible, highest-weight V−n-module
Mi of the form L(ν)µ0 ⊗M
ν , where L(ν)µ0 is a trivial, one-dimensional G-module. Fur-
thermore, we may assume that f1(z), . . . , fr(z) are highest-weight vectors for the action of
V−n. For eachMi, choose a finite set Si ⊂Mi such thatMi = (Mi)Si , and define
S = {w1, w3, . . . , w2n
2+4n−1} ∪
( r⋃
i=1
Si
)
.
Since {w1, w3, . . . , w2n
2+4n−1} strongly generates V−n and
⊕r
i=1Mi contains a strong gen-
erating set for S(n)G, S strongly generates S(n)G. 
We sketch the proof of the analogous results for F(n)G where G ⊂ O(n) is a reductive
group. By Theorem 11.2 and Corollary 14.2 of [23], F(n) has a decomposition
F(n) ∼=
⊕
µ∈H′
L(µ)⊗Mµ,
where H ′ indexes the irreducible, finite-dimensional representations L(µ) of O(n), and
the Mµ’s are inequivalent, irreducible, highest-weight Vn/2-modules. Since G is reduc-
tive, F(n)G is a direct sum of Mµ’s as well. By Theorem 6.4 of [9], which is an analogue
of Theorem 14.1 for odd variables, F(n)G has a strong generating set which lies in a finite
sum of these modules. Each irreducible Vn/2-module M appearing in F(n) has a finite-
ness property analogous to Lemma 14.6. Let f(z) be the highest-weight vector of M,
and suppose that f(z) has degree d. LetM′ be the corresponding P+-module generated
by f(z), and let f be the image of f(z) in gr(F(n)), which generates M = gr(M′) as a
P+-module. Fixm so that f ∈
∧d(Wm). ThenM′ is spanned by
{w2l1+1(k1) · · ·w
2lr+1(kr)f(z)| w
2li+1(ki) ∈ P
+
<0, r ≤ d, 0 ≤ ki ≤ 2m+ 1}.
This implies the C1-cofiniteness property of all irreducible Vn/2-submodules M of F(n).
In particular, there exists a finite set S such thatM =MS , whereMS is spanned by
: ω1(z) · · ·ωt(z)α(z) :, ωj(z) ∈ Vn/2, α(z) ∈ S.
Combined with Theorem 11.2, this implies
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Theorem 14.10. For any reductive groupG of automorphisms ofF(n),F(n)G is strongly finitely
generated.
In particular, if M1, . . . ,Mr is a set of irreducible Vn/2-submodules of F(n)
G whose
direct sum contains a strong generating set for F(n)G, andMi = (Mi)Si for finite sets Si,
we can take S = {w1, w3, . . . , w2n−1} ∪
(⋃r
i=1 Si
)
as our strong generating set for F(n)G.
15. APPENDIX
In this Appendix, we give an explicit formula for the relation P0 among the generators
of V−1/2, which corresponds to the classical relation (12.8). Define
P 80 = : Ω0,1Ω0,1Ω2,3Ω2,3 : + : Ω0,2Ω0,2Ω1,3Ω1,3 : + : Ω0,3Ω0,3Ω1,2Ω1,2 :
−2 : Ω0,2Ω0,3Ω1,2Ω1,3 : +2 : Ω0,1Ω0,3Ω1,2Ω2,3 : −2 : Ω0,1Ω0,2Ω1,3Ω2,3 :,
which is clearly a normal ordering of (12.8). Next, we define the following quantum
corrections of P 80 .
P 60 = −
13
84
: Ω0,1Ω0,1Ω2,9 : +
11
60
: Ω0,1Ω0,1Ω3,8 : −
2
35
: Ω0,1Ω0,2Ω2,8 : +
1
12
: Ω0,1Ω0,2Ω3,7 :
+
11
30
: Ω0,1Ω0,3Ω2,7 : −
9
20
: Ω0,1Ω0,3Ω3,6 : −
11
28
: Ω0,1Ω1,2Ω2,7 : +
1
2
: Ω0,1Ω1,2Ω3,6 :
+
1
12
: Ω0,1Ω1,3Ω2,6 : −
2
15
: Ω0,1Ω1,3Ω3,5 : −
5
12
: Ω0,1Ω2,3Ω1,6 : −
1
5
: Ω0,1Ω2,3Ω2,5 :
+
11
12
: Ω0,1Ω2,3Ω3,4 : +
1
35
: Ω0,2Ω0,2Ω1,8 : −
1
15
: Ω0,2Ω0,2Ω3,6 : −
11
30
: Ω0,2Ω0,3Ω1,7 :
+
7
12
: Ω0,2Ω0,3Ω3,5 : +
11
28
: Ω0,2Ω1,2Ω1,7 : −
7
10
: Ω0,2Ω1,2Ω3,5 : +
1
3
: Ω0,2Ω1,3Ω1,6 :
−
1
4
: Ω0,2Ω1,3Ω2,5 : −
1
12
: Ω0,2Ω1,3Ω3,4 : +
9
20
: Ω0,2Ω2,3Ω1,5 : +
9
40
: Ω0,3Ω0,3Ω1,6 :
−
7
24
: Ω0,3Ω0,3Ω2,5 : −
11
12
: Ω0,3Ω1,2Ω1,6 : +
19
20
: Ω0,3Ω1,2Ω2,5 : +
1
3
: Ω0,3Ω1,2Ω3,4 :
−
11
56
: Ω1,2Ω1,2Ω0,7 : +
5
8
: Ω1,2Ω1,2Ω3,4 : +
2
15
: Ω0,3Ω1,3Ω1,5 : −
1
4
: Ω0,3Ω1,3Ω2,4 :
+
1
12
: Ω1,2Ω1,3Ω0,6 : −
7
12
: Ω0,3Ω1,4Ω2,3 : +
5
12
: Ω0,3Ω2,3Ω2,3 : −
9
20
: Ω1,2Ω0,5Ω2,3 :
−
3
4
: Ω1,2Ω2,3Ω2,3 : +
7
12
: Ω0,4Ω1,3Ω2,3 : −
1
15
: Ω1,3Ω1,3Ω0,5 : +
1
3
: Ω1,3Ω1,3Ω2,3 :,
P 40 =
19
432
: Ω0,1Ω1,12 : −
113
6720
: Ω0,1Ω2,11 : −
569
8640
: Ω0,1Ω3,10 : +
143
1008
: Ω0,1Ω4,9 :
−
23
700
: Ω0,1Ω5,8 : −
559
2016
: Ω0,1Ω6,7 : −
151
20160
: Ω0,2Ω1,11 : −
1
252
: Ω0,2Ω2,10 :
−
55
576
: Ω0,2Ω3,9 : +
1
420
: Ω0,2Ω4,8 : +
851
2400
: Ω0,2Ω5,7 : −
713
6720
: Ω0,3Ω1,10 :
−
751
20160
: Ω0,3Ω2,9 : +
163
672
: Ω0,3Ω3,8 : −
73
1440
: Ω0,3Ω4,7 : −
49
100
: Ω0,3Ω5,6 :
−
163
4032
: Ω1,2Ω0,11 : +
17
336
: Ω1,2Ω1,10 : +
1639
10080
: Ω1,2Ω2,9 : −
227
2240
: Ω1,2Ω3,8 :
35
−
55
168
: Ω1,2Ω4,7 : +
7
32
: Ω1,2Ω5,6 : +
1
60
: Ω0,4Ω2,8 : −
7
288
: Ω0,4Ω3,7 :
+
467
60480
: Ω1,3Ω0,10 : −
13
756
: Ω1,3Ω1,9 : +
31
2240
: Ω1,3Ω2,8 : +
47
1260
: Ω1,3Ω3,7 :
−
1
32
: Ω1,3Ω4,6 : −
1
525
: Ω0,5Ω1,8 : −
33
400
: Ω0,5Ω2,7 : +
761
7200
: Ω0,5Ω3,6 :
+
11
96
: Ω1,4Ω2,7 : −
7
48
: Ω1,4Ω3,6 : −
27
448
: Ω2,3Ω0,9 : +
131
2240
: Ω2,3Ω1,8 :
−
31
84
: Ω2,3Ω2,7 : +
37
72
: Ω2,3Ω3,6 : −
89
480
: Ω2,3Ω4,5 : +
11
720
: Ω0,6Ω1,7 :
−
7
288
: Ω0,6Ω3,5 : −
11
420
: Ω1,5Ω1,7 : −
3
160
: Ω1,5Ω2,6 : +
23
300
: Ω1,5Ω3,5 :
+
11
224
: Ω2,4Ω1,7 : −
7
80
: Ω2,4Ω3,5 : −
99
2240
: Ω0,7Ω1,6 : +
11
192
: Ω0,7Ω2,5 :
+
31
288
: Ω1,6Ω1,6 : −
109
480
: Ω1,6Ω2,5 : +
35
576
: Ω1,6Ω3,4 : +
151
800
: Ω2,5Ω2,5 :
−
87
320
: Ω2,5Ω3,4 : +
37
288
: Ω3,4Ω3,4 :,
P 20 =
109
56000
Ω0,15 + ∂
2
(
36613
26208000
Ω0,13 +
63901699
6054048000
Ω1,12 −
293340107
12108096000
Ω2,11
+
27769129
1345344000
Ω3,10 −
33135533
403603200
Ω4,9 +
286002151
1210809600
Ω5,8 −
195930023
605404800
Ω6,7
)
.
A calculation using the Mathematica package of Thielemans [33] shows that
∑4
k=1 P
2k
0
lies in the kernel of pi−1/2, so it must coincide with P0. In particular, R0 =
109
56000
W 15.
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