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SPHERICAL MATRIX ENSEMBLES
GENE S. KOPP AND STEVEN J. MILLER
ABSTRACT. The spherical orthogonal, unitary, and symplectic ensembles (SOE/SUE/SSE) Sβ(N, r)
consist of N × N real symmetric, complex hermitian, and quaternionic self-adjoint matrices of
Frobenius norm r, made into a probability space with the uniform measure on the sphere. For each
of these ensembles, we determine the joint eigenvalue distribution for each N , and we prove the
empirical spectral measures rapidly converge to the semicircular distribution as N → ∞. In the
unitary case (β = 2), we also find an explicit formula for the empirical spectral density for each N .
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1. INTRODUCTION
After writing this paper, it was brought to our attention that the
our spherical ensembles have been studied previously by physicists
Caër and Delannay, under the name of fixed trace ensembles [CD, DC].
Delannay and Caër prove results equivalent to our Theorem 1.4 (on
moments of spherical ensembles) for β = 1, 2 in Appendix B of [DC],
and our Theorem 1.5 (on empirical spectral density) in Section 3.1
of [DC]. Our methods differ from those of Delannay and Caër: We use
the method of moments, and they use the Laplace transform method.
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Random matrix theory has grown enormously in results and scope from Wishart’s [Wis] 1928
paper. Through the work of Wigner [Wig1, Wig2, Wig3, Wig4, Wig5], Dyson [Dy1, Dy2], and
others, it now successfully models a variety of systems from the energy levels of heavy nuclei and
zeros of L-functions [Con, Por] to bus routes [BBDS, KrSe]; see for example [AGZ, For, Meh,
MT-B] for detailed expositions of the general theory, and [FM, Hay] for a review of some of the
historical development and applications.
Much of the subject revolves around determining properties of the spectra of self-adjoint ma-
trices. In this paper we concentrate on the density of states, though there has been significant
progress in recent years on the spacings between normalized eigenvalues (see for example [ERSY,
ESY, TV1, TV2]). The limiting spectral measure has been computed for many ensembles of pat-
terned or structured matrices, including band, circulant, Hankel and Toeplitz matrices, as well as
adjacency matrices of d-regular graphs [BBDS, BasBo1, BasBo2, BanBo, BCG, BHS1, BHS2,
BM, BDJ, GKMN, HM, JMP, Kar, KKMSX, LW, McK, Me, Sch]. Many of these papers show
that when a classical ensemble is modified by enforcing particular, usually linear, relations among
the entries, new limiting behavior emerges. We study spherical ensembles introduced in [MT-B]
(see Research Project 16.4.7). While in general it is difficult to obtain closed-form expressions for
spectral statistics of structured ensembles, we are able to exploit the symmetry of the spherical en-
sembles to give explicit formulas for the joint spectral distribution and empirical spectral density.
We prove a semicircular law and give numerical evidence of GUE spacing statistics.
As a set, the N × N spherical unitary ensemble of radius r consists of N × N Hermitian
matrices
A =


a11 a12 + b12
√−1 · · · a1N + b1N
√−1
a12 − b12
√−1 a22 · · · a2N + b2N
√−1
.
.
.
.
.
.
.
.
.
.
.
.
a1N − b1N
√−1 a2N − b2N
√−1 · · · aNN

 (1.1)
satisfying the relation ∑
i
a2ii + 2
∑
i<j
(
a2ij + b
2
ij
)
= r2, (1.2)
or more succinctly,Tr(A2) = r2. This set of matrices becomes a probability space with the uniform
measure on the (compact) ellipsoid defined by Tr(A2) = r2. One interpretation of the name is that
Tr(A2) = r2 is a sphere in the Frobenius norm (see below).
The spherical ensemble may be understood to arise naturally from the problem of normaliza-
tion. Consider a Hermitian matrix A chosen from a Gaussian unitary ensemble, with volume form
e−Tr(A
2)/2dA (up to a constant). To study the limiting behavior as the dimensionN →∞, it’s stan-
dard to normalize the eigenvalues by a factor of 1/
√
N . With this normalization, the eigenvalue
density converges to Wigner’s semicircle,
fWig(x) :=
{
1
2π
√
4− x2, if |x| ≤ 1,
0, otherwise.
(1.3)
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One could instead normalize the matrices themselves before looking at the eigenvalues. We can
normalize a Hermitian matrix A by sending it to
√
N
|A| A, where |A| is the Frobenius norm (see (1.5)).
This “pre-normalized GUE” is just the spherical unitary ensemble of radius √N .
We also consider spherical orthogonal and symplectic ensembles. In all cases, we prove that
the eigenvalue density converges to Wigner’s semicircle as the dimension N → ∞. In the fixed-
dimensional case, however, the empirical and joint spectral distributions exhibit new behavior. We
provide explicit formulas and investigate their analytic properties.
1.1. Definitions. Let V be a finite-dimensional real, complex, or quaternionic1 vector space with
a Hermitian inner product 〈−,−〉. For any A ∈ End(V ), let A∗ ∈ End(V ) be the adjoint, so
〈Av, w〉 = 〈v, A∗w〉. The Frobenius inner product on End(V ) is defined by
〈A,B〉 := Tr(AB∗), (1.4)
and induces the Frobenius norm
|A| :=
√
〈A,A〉 =
√
Tr(AA∗). (1.5)
When A is written as a matrix (with respect to an orthonormal basis on V ), the Frobenius norm of
A equals the square root of the sum of the norm squares of the entries of A. If A is self-adjoint,
then |A| =√Tr(A2) also equals the square root of the sum of the squares of the eigenvalues of A.
For our purposes, an N ×N matrix ensemble is simply a subset of MN (K), where K = R,C or
H, along with probability measure. For a matrix ensemble E , the underlying set is also denoted by
E , and the associated volume form is denoted by dEA. The ensembles we examine are all ensem-
bles of self-adjoint matrices and thus have real eigenvalues, so we assume that in the discussion
that follows.
If it exists, the empirical spectral density of the ensemble E is the unique (up to a measure zero
set of values) real-valued function f(x, E) such that
EA∈E
(
1
N
∑
i
g(λi(A))
)
=
∫ ∞
−∞
g(x)f(x, E) dx (1.6)
for all g ∈ L1(R), where λ1(A) 6 λ2(A) 6 · · · 6 λN (A) are the eigenvalues of A. The kth
moment of f(x, E) is
mk(E) := EA∈E
(
1
N
λi(A)
k
)
=
1
N
∫
E
Tr(Ak)dEA, (1.7)
and its corresponding characteristic function is
φ(t, E) =
∞∑
k=0
mk(E)
k!
(it)k (1.8)
and is related to the density by
f(x, E) = 1
2π
∫ ∞
−∞
e−itxφ(t, E) dt. (1.9)
Let SN be the symmetric group on {1, 2, . . . , N}. The joint spectral distribution is the measure
on the set RN/SN of N unordered points induced by pushing forward the measure on E along the
1A quaternionic vector space is a free (H,H)-bimodule, where H denotes the Hamilton quaternions. A finite-
dimensional quaternionic vector space is necessarily isomorphic to some Hn.
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map A 7→ (λ1(A), λ2(A), . . . , λN(A)). We consider it as a measure on RN by symmetrizing it and
normalizing it to be a probability measure.
We can now carefully state the ensembles of interest in this paper.
Definition 1.1 (Gaussian ensembles). The Gaussian orthogonal / unitary / symplectic ensembles
(GOE/GUE/GSE) are denotedGβ(N, q) and consist of N×N real symmetric, complex Hermitian,
and quaternionic self-adjoint matrices, made into a probability space with the density
dGβ(N,q)A := Cβ(N, q)e
−βq|A|2/4dA. (1.10)
Here β = 1, 2, 4 for the GOE, GUE, and GSE, respectively, q is a positive real number, and
Cβ(N, q) is chosen to give a probability density.
Definition 1.2 (Spherical ensembles). The spherical orthogonal / unitary / symplectic ensembles
(SOE/SUE/SSE) Sβ(N, r) consist of N ×N real symmetric, complex hermitian, and quaternionic
self-adjoint matrices of Frobenius norm r, made into a probability space with the uniform measure
on the sphere.
1.2. Results. For all spherical ensembles, we describe the joint eigenvalue distribution.
Theorem 1.3. Let β ∈ {1, 2, 4}. The joint eigenvalue distribution for Sβ(N, r) (on vectors of
eigenvalues λ ∈ RN ) is given by
ρ(λ, Sβ(N, r))dλ = C
′′
β(N, r)|∆(λ)|βδ(r2 − |λ|2)dλ. (1.11)
Here, C ′′β(N, r) is a computable constant, δ is the Dirac delta, and
∆(λ) =
∏
16i<j6N
(λj − λi) . (1.12)
The formula in (1.11) can be used—at least theoretically—to describe any statistic for these
ensembles, such as spacing density, largest spacing, n-level correlation, n-level density, et. cetera.
However, this is easier said than done. The analysis even to compute the marginals
ρ(m)((λ1, . . . , λm), Sβ(N, r)) :=
∫ ∞
−∞
· · ·
∫ ∞
−∞
ρ (λ, Sβ(N, r)) dλm+1 · · · dλN (1.13)
was too cumbersome. The remainder of our results concern the empirical spectral density
f (x, Sβ(N, r)) = ρ
(1)((x), Sβ(N, r)) (1.14)
and its moments.
For all spherical ensembles, we are able to express the moments in terms of the moments of
the corresponding Gaussian ensembles, which allows us to prove a semicircular law in the limit.
Explicitly,
Theorem 1.4. Let β ∈ {1, 2, 4}, and let q, r > 0. The kth moment of a spherical ensemble is
related to the kth moment of a Gaussian ensemble by
mk(Sβ(N, r)) =
(
β
4
qr2
) k
2 Γ
(
n
2
)
Γ
(
k+n
2
)mk(Gβ(N, q)), (1.15)
where n = dimRGβ(N, q) = β
(
N
2
)
+ N . Specializing to r =
√
N , the eigenvalue density of
Sβ(N,
√
N) has mean zero and variance one. The density functions f(x, Sβ(N,
√
N)) converge in
measure to fWig(x).
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In the Hermitian case, we are able to give explicit formulas for the characteristic function and
density function.
Theorem 1.5. Let Jα be a Bessel function of the first kind (see chapter 9 of [AS]). The character-
istic function equals
φ(t, S2(N, r)) =
Γ(N
2
2
)
N
(
2
rt
)N2
2
−1 N−1∑
j=0
1
j!
(
N
j + 1
)
JN2
2
+j−1(rt)(−rt)j , (1.16)
and the spectral density is
f (x, S2(N, r)) =
1
rN2−2N
N−1∑
j=0
(
N
j + 1
) Γ(N2
2
)
2j
√
πΓ
(
N2−1
2
+ j
)
j!
(
d
dx
)2j (
r2 − x2)N2−32 +j
=
1
r
pN
(x
r
)(
1−
(x
r
)2) 12 (N2−2N−1)
(1.17)
for a particular polynomial pN .
The paper is organized as follows. We derive some necessary lemmas in §2. We prove Theorem
1.3 in §3, Theorem 1.4 in §4, and Theorem 1.5 in §5. We conclude by discussing spacing statistics
in §6.
2. PRELIMINARY LEMMAS
We calculate the joint and empirical spectral distributions of the spherical ensembles by relating
them to the Gaussian ensembles, whose spectral distributions are known explicitly.
Lemma 2.1. The map2 of measure spaces A 7→ r|A|A defines a measure-preserving map from
Gβ(N, q) to Sβ(N, r). In other words, if f ∈ L1(Sβ(N, r)), then∫
Sβ(N,r)
f(A)dSβ(N,r)A =
∫
Gβ(N,q)
f
(
r
|A|A
)
dGβ(N,q)A. (2.1)
Proof. Because the density function of a Gaussian ensemble depends only on the Frobenius norm,
the mass of each ray from the origin is the same. Collapsing each such ray to the point on the
Frobenius sphere it intersects gives the uniform distribution on the sphere. 
The next lemma will be needed in the proof of Theorem 1.4.
Lemma 2.2. Let G be a degree k homogeneous polynomial in n variables with complex coeffi-
cients, B a positive definite symmetric matrix, | · | the standard 2-norm on Rn, √~x⊤B~x the norm
induced by B, and α > 0. Then∫
Rn
G(~x)
(~x⊤B~x)k/2
e−α(~x
⊤B~x)/4d~x =
(α
4
)k
2 Γ
(
n
2
)
Γ
(
k+n
2
) ∫
Rn
G(~x)e−α~x
⊤B~x/4d~x. (2.2)
2While this map is not defined at the zero matrix, this is immaterial for our investigations below since the zero
matrix is a single point of mass 0.
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Proof. We first do the special case when B = I . Denote by d~θ the volume element on Sn−1. For
any function f : R→ R so that G(~x)f(|~x|) is integrable,∫
Rn
G(~x)f(|~x|)d~x =
∫
Sn−1
∫ ∞
0
G(r~θ)f(r)rn−1drd~θ
=
∫
Sn−1
∫ ∞
0
G(~θ)f(r)rk+n−1drd~θ
=
(∫ ∞
0
f(r)rk+n−1dr
)∫
Sn−1
G(~θ)d~θ. (2.3)
If f(r) = e−αr2/4rγ for α > 0, we have the r-integral is∫ ∞
0
f(r)rk+n−1dr =
∫ ∞
0
e−αr
2/4rγ+k+n−1dr
=
∫ ∞
0
e−u
√
4u
α
γ+k+n−1√
1
αu
du
=
1
2
(
4
α
)γ+k+n
2
Γ
(
γ + k + n
2
)
. (2.4)
The cases γ = −k and γ = 0 give∫
Rn
G(~x)
|~x|k e
−α|~x|2/4d~x =
1
2
(
4
α
)n
2
Γ
(n
2
)∫
Sn−1
G(~θ)d~θ,
∫
Rn
G(~x)e−α|~x|
2/4d~x =
1
2
(
4
α
)k+n
2
Γ
(
k + n
2
)∫
Sn−1
G(~θ)d~θ. (2.5)
Dividing these two equations gives the desired formula for the B = I case.
The general case follows immediately from (2.5). As B is positive definite, we have B = A⊤A
for some full rank matrix A. The linear substitution ~y = A~x yields the more general formula, as∫
Rn
G(~x)
(~x⊤B~x)k/2
e−α(~x
⊤B~x)/4d~x =
∫
Rn
G(~x)
|A~x|k e
−α|A~x|2/4d~x
=
∫
Rn
G (A−1~y)
|~y|k e
−α|~y|2/4| detA|−1d~y
=
(α
4
)k
2 Γ
(
n
2
)
Γ
(
k+n
2
) ∫
Rn
G
(
A−1~y
)
e−α|~y|
2/4| detA|−1d~y
=
(α
4
)k
2 Γ
(
n
2
)
Γ
(
k+n
2
) ∫
Rn
G(~x)e−α(~x
⊤B~x)/4d~x. (2.6)

3. PROOF OF THEOREM 1.3
The (order-symmetric) joint eigenvalue density for the N × N GOE / GUE / GSE ensembles are
given by the formula
ρ(λ,Gβ(N, q)) = C
′
β(N, q)e
−βq|λ|2/4|∆(λ)|β (3.1)
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(see Theorem 3.1 of [Rez]). Here λ = (λ1, . . . , λN) is the vector of eigenvalues, C ′β(N, q) is a
computable constant, and
∆(λ) =
∏
i<j
(λj − λi) . (3.2)
In other words, for a symmetric integrable function f of N real variables,∫
Gβ(N,q)
f(λ(A))dGβ(N,q)A =
∫
RN
f(λ)ρN(λ,Gβ(N, q))dλ, (3.3)
with ρ(λ,Gβ(N, q)) as above. As by Lemma 2.1 the spherical ensemble measure is the pushfor-
ward of the Gaussian ensemble measure under the map A→
√
r
|A|A, we have∫
Sβ(N,r)
f(λ(A))dSβ(N,r)A =
∫
Gβ(N,q)
f
(
λ
(
r
|A|A
))
dGβ(N,q)A
=
∫
Gβ(N,q)
f
(
r
|A|λ (A)
)
dGβ(N,q)A
=
∫
Gβ(N,q)
f
(
r
|λ(A)|λ (A)
)
dGβ(N,q)A
=
∫
RN
f
(
r
|λ|λ
)
ρ(λ,Gβ(N, q))dλ. (3.4)
Changing to spherical coordinates, we obtain∫
Sβ(N,r)
f(λ(A))dSβ(N,r)A =
∫
rSN−1
∫ ∞
0
f (θ) ρ (tθ, Gβ(N, q)) rt
N−1dtdθ, (3.5)
where dθ denotes the volume form of rSN−1 (called d~θ earlier, in the r = 1 case). As ∆
is a homogeneous polynomial in the eigenvalues of degree
(
N
2
)
, we have ρ(tθ, Gβ(N, q)) =
C ′β(N, q)e
−βq|tθ|2/4|∆(tθ)|β = C ′β(N, q)e−βqr
2t2/4tβ(
N
2 )|∆(θ)|β. Substituting into (3.5),∫
Sβ(N,r)
f(λ(A))dSβ(N,r)A =
∫
rSN−1
∫ ∞
0
f (θ)
(
C ′β(N, q)e
−βqr2t2/4tβ(
N
2 )|∆(θ)|β
)
rtN−1dtdθ
= C ′β(N, q)r
(∫ ∞
0
tn−1e−βqr
2t2/4dt
)(∫
rSN−1
f (θ) |∆(θ)|βdθ
)
,
(3.6)
where (as usual) n = β(N
2
)
+ N . The substitution u = βqr2t2/4 immediately gives the value
2n−1
(βqr2)n/2
Γ
(
n
2
)
for the first integral. Thus,∫
Sβ(N,r)
f(λ(A))dSβ(N,r)A = C
′′
β(N, r)
∫
rSN−1
f (θ) |∆(θ)|βdθ, (3.7)
where the normalizing constant
C ′′β(N, r) = C
′
β(N, q)r
2n−1
(βqr2)n/2
Γ
(n
2
)
(3.8)
is independent of q. This equality (3.7) is equivalent to Theorem 1.3: The Dirac delta in Theorem
1.3 specifies that the mass is concentrated on rSN−1. ✷
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4. PROOF OF THEOREM 1.4
Proof of Theorem 1.4. We start by proving the moment expansion, equation (1.15). Applied to the
moments of the empirical spectral density, Lemma 2.1 implies
mk(Sβ(N, r)) =
1
N
∫
Sβ(N,r)
Tr(Ak)dSβ(N,r)A
=
1
N
∫
Gβ(N,q)
Tr
((
r
|A|A
)k)
dGβ(N,q)A
=
1
N
Cβ(N, q)r
k
∫
Gβ(N,q)
Tr
(
Ak
)
|A|k e
−βq|A|2/4dA. (4.1)
By Lemma 2.2, we may rewrite the above as
mk(Sβ(N, r)) =
(
βq
4
)k
2 Γ
(
n
2
)
Γ
(
k+n
2
) 1
N
Cβ(N, q)r
k
∫
Gβ(N,q)
Tr
(
Ak
)
e−βq|A|
2/4dA, (4.2)
where n = dimRGβ(N) = β
(
N
2
)
+ N (and we are using the fact that the norm of the Frobenius
inner product is a real inner product). Thus,
mk(Sβ(N, r)) =
(
β
4
qr2
) k
2 Γ
(
n
2
)
Γ
(
k+n
2
)mk(Gβ(N, q)), (4.3)
as desired.
We now turn to the second part of the theorem, the convergence to the semi-circle. The eigen-
value density of Gβ(N,N) has mean zero and variance 1 +
(
2
β
− 1
)
1
N
= 1 + o(1). The correct
scaling for the spherical ensemble is to take r =
√
N , as this will lead to eigenvalues of size on the
order of 1. By (1.15) we find
mk(Sβ(N,
√
N)) =
(
β
4
N
√
N
2
)k
2 Γ
(
n
2
)
Γ
(
k+n
2
)mk(Gβ(N,N))
=
(
β
4
N2
) k
2 Γ
(
n
2
)
Γ
(
k+n
2
)mk(Gβ(N,N)), (4.4)
where n = β
(
N
2
)
+N = N(βN+(2−β))
2
. In particular, Sβ(N,
√
N) has mean zero and variance
m2(Sβ(N,
√
N)) =
(
β
4
N2
)
Γ
(
n
2
)
Γ
(
1 + n
2
) (1 + ( 2
β
− 1
)
1
N
)
=
(
β
4
N2
)(
1
n/2
)(
βN + (2− β)
βN
)
=
(
βN2
4
)(
4
N(βN + (2− β))
)(
βN + (2− β)
βN
)
= 1. (4.5)
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As N → ∞, the asymptotic relation Γ(z + c)/Γ(z) ∼ zc for |z| → ∞ implies the asymptotic
equality
mk(Sβ(N,
√
N)) ∼
(
β
4
N2
)k
2 (n
2
)− k
2
mk(Gβ(N,N))
∼
(
β
4
N2
)k
2
(
βN2
4
)− k
2
mk(Gβ(N,N))
∼ mk(Gβ(N,N)). (4.6)
In other words, if Cℓ denotes the ℓth Catalan number, then
lim
N→∞
mk(Sβ(N,
√
N)) = lim
N→∞
mk(Gβ(N,N)) =
{
Ck/2 if k is even,
0 if k is odd,
(4.7)
which by the Method of Moments (see [Bi, Ta]) implies that, in the large N limit, the empirical
spectral distribution for a spherical ensemble converges in measure to the semicircle. (See [Rez],
Remark 2.2 for the fact that the limiting moments of Gaussian ensembles—and, more generally,
Wigner ensembles—are Catalan numbers.) 
5. PROOF OF THEOREM 1.5
We first prove the expansion for the characteristic function in Theorem 1.5, and then we derive the
claimed formula for the empirical spectral density.
The moments of the GUE are well-known. The moment m2(Sβ(N, r)) vanishes if k is odd. For
k = 2ℓ we have the following expression from Harer and Zagier [HZ]:
m2ℓ(G2(N, q)) =
1
N
q−ℓ(2ℓ− 1)!!c(ℓ, N), (5.1)
where c(ℓ, N) are power series coefficients for a particular rational function,
∞∑
ℓ=0
c(ℓ, N)zℓ =
1
2z
((
1 + z
1− z
)N
− 1
)
, (5.2)
and (2ℓ− 1)!! = (2ℓ− 1)(2ℓ− 3) · · ·3 · 1 is the 2ℓth moment of the standard normal. Substituting
(5.1) into (1.15) yields
m2ℓ(S2(N, r)) =
1
N
(
r2
2
)ℓ Γ (n
2
)
Γ
(
n
2
+ ℓ
)(2ℓ− 1)!!c(ℓ, N), (5.3)
and we may therefore write the characteristic function as
φ(t, S2(N, r)) =
∞∑
ℓ=0
(
1
N
(
r2
2
)ℓ Γ (n
2
)
Γ
(
n
2
+ ℓ
)(2ℓ− 1)!!c(ℓ, N)
)
(it)2ℓ
(2ℓ)!
=
1
N
∞∑
ℓ=0
Γ
(
n
2
)
Γ
(
n
2
+ ℓ
)
ℓ!
c(ℓ, N)
(
−1
4
(rt)2
)ℓ
. (5.4)
9
For convenience, fix N and r, and set
ψN (u) :=
1
N
∞∑
ℓ=0
Γ
(
n
2
)
Γ
(
n
2
+ ℓ
)
ℓ!
c(ℓ, N)uℓ, (5.5)
so that ψN
(−1
4
(rt)2
)
= φ(t, S2(N, r)). The coefficients of this power series are a product of more
familiar power series coefficients:
∞∑
ℓ=0
Γ
(
n
2
)
Γ
(
n
2
+ ℓ
)
ℓ!
zℓ = 0F1
(n
2
, z
)
, (5.6)
where 0F1 is a confluent hypergeometric limit function, and by definition
∞∑
ℓ=0
c(ℓ, N)zℓ = B(z) (5.7)
where B(z) is the rational function on the right hand side of (5.2). From contour integration, we
find
ψN (u) =
1
2πiN
∮
|z|=2
0F1
(n
2
, uz
)
B(z−1)
dz
z
. (5.8)
We evaluate the contour integral by expanding both functions at z = 1, which is the location of the
pole of B(z−1). The expansion of B is easy:
B(z−1)
dz
z
=
1
2
((
1 +
2
z − 1
)N
− 1
)
dz =
1
2
N∑
ℓ=1
(
N
ℓ
)(
2
z − 1
)ℓ
dz. (5.9)
The expansion of 0F1 is more involved but elementary:
0F1
(n
2
, uz
)
=
∞∑
ℓ=0
Γ
(
n
2
)
Γ
(
n
2
+ ℓ
)
ℓ!
(uz)ℓ
=
∞∑
ℓ=0
Γ
(
n
2
)
Γ
(
n
2
+ ℓ
)
ℓ!
uℓ ((z − 1) + 1)ℓ
=
∞∑
ℓ=0
Γ
(
n
2
)
Γ
(
n
2
+ ℓ
)
ℓ!
uℓ
∞∑
j=0
(
ℓ
j
)
(z − 1)j
=
∞∑
j=0
Γ
(
n
2
)
j!
( ∞∑
ℓ=j
1
Γ
(
n
2
+ ℓ
)
(ℓ− j)!u
ℓ
)
(z − 1)j
=
∞∑
j=0
Γ
(
n
2
)
Γ
(
n
2
+ j
)
j!
( ∞∑
ℓ′=0
Γ
(
n
2
+ j
)
Γ
(
n
2
+ j + ℓ′
)
ℓ′!
uℓ
′+j
)
(z − 1)j
=
∞∑
j=0
Γ
(
n
2
)
Γ
(
n
2
+ j
)
j!
0F1
(n
2
+ j, u
)
uj(z − 1)j . (5.10)
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By the residue theorem, the only surviving terms after the integration are those with j − ℓ = −1.
Precisely, the integral in (5.8) evaluates to
ψN (u) =
1
2N
N−1∑
j=0
(
N
j + 1
)
2j+1
Γ
(
n
2
)
Γ
(
n
2
+ j
)
j!
0F1
(n
2
+ j, u
)
uj
=
1
N
N−1∑
j=0
(
N
j + 1
)
Γ
(
n
2
)
Γ
(
n
2
+ j
)
j!
0F1
(n
2
+ j, u
)
(2u)j, (5.11)
and thus
φ(t, S2(N, r)) = ψN
(
−1
4
(rt)2
)
=
1
N
N−1∑
j=0
(
N
j + 1
)
Γ
(
n
2
)
Γ
(
n
2
+ j
)
j!
0F1
(
n
2
+ j,
1
4
(rt)2
)(
−1
2
(rt)2
)j
. (5.12)
The expression in terms of Bessel functions in Theorem 1.5 follows immediately, using the formula
(from [AS], p. 362)
Jα(t) =
(t/2)α
Γ(α + 1)
0F1
(
α + 1,−1
4
t2
)
. (5.13)
This completes the proof of the first part of Theorem 1.5.
To compute the density function, we continue to use confluent hypergeometric limit functions
because they have simple Fourier transforms.
Lemma 5.1. The Fourier transform of 0F1
(
α,−1
4
t2
)
is given by
1
2π
∫ ∞
−∞
e−itx0F1
(
α,−1
4
t2
)
dt =
1
2
(
α− 1
1
2
)(
1− x2)α− 32 , (5.14)
where the binomial coefficient is extended so that (w
z
)
:= Γ(w+1)
Γ(z+1)Γ(w−z+1) , a meromorphic function
of two complex variables w and z.
Proof. Fix α, and let w(t) = 0F1
(
α,−1
4
t2
)
. From the power series expansion of w, it’s easy to
check that w satisfies the differential equation
tw′′(t) + (2α− 1)w′(t) + tw(t) = 0. (5.15)
Taking the Fourier transform of both sides, and using the rules
F{tg(t)} = igˆ′(x), (5.16)
F{g′(t)} = (ix)gˆ(x), (5.17)
we obtain the following differential equation for wˆ:
(1− x2)wˆ′(x) + (2α− 3)xwˆ(x) = 0. (5.18)
In other words, d
dx
(log wˆ(x)) = (α− 3
2
) −2x
1−x2 , so wˆ(x) = C(1− x2)α−
3
2 for some constant C.
The formula
C =
1
2π
∫ ∞
−∞
0F1
(
α,−1
4
t2
)
dt =
1
2
(
α− 1
1
2
)
(5.19)
follows from the formulas for the integrals of Bessel functions in Chapter 11 of [AS]. 
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FIGURE 1. Plots of the density f(x, S2(N,
√
N)) for N = 4, 6 and 8.
It follows from Lemma 5.1 that
1
2π
∫ ∞
−∞
e−itx0F1
(
n
2
+ j,−1
4
t2
)(
−1
2
t2
)j
dt =
1
2j+1
(n
2
+ j − 1
1
2
)(
d
dx
)2j (
1− x2)n−32 +j
(5.20)
and
1
2π
∫ ∞
−∞
e−itx0F1
(
n
2
+ j,−1
4
(rt)2
)(
−1
2
(rt)2
)j
dt
=
1
2j+1r
(n
2
+ j − 1
1
2
)(
d
d(x/r)
)2j (
1− (x/r)2)n−32 +j
=
1
2j+1rn−2
(n
2
+ j − 1
1
2
)(
d
dx
)2j (
r2 − x2)n−32 +j . (5.21)
From Fourier inversion we finally obtain
f (x, S2(N, r)) =
1
2π
∫ ∞
−∞
e−itxφ(t, S2(N, r)) dt
=
1
N
N−1∑
j=0
(
N
j + 1
)
Γ
(
n
2
)
Γ
(
n
2
+ j
)
j!
1
2j+1rn−2
(n
2
+ j − 1
1
2
)(
d
dx
)2j (
r2 − x2)n−32 +j
=
1
rn−2N
N−1∑
j=0
(
N
j + 1
)
Γ
(
n
2
)
2j
√
πΓ
(
n−1
2
+ j
)
j!
(
d
dx
)2j (
r2 − x2)n−32 +j , (5.22)
and substituting n = N2 completes the proof of Theorem 1.5. ✷
In Figures 1 and 2, we plot the density f(x, S2(N,
√
N)) for various values of N . (Note the
polynomial expansions are valid for all N , though if N is a perfect square, then r =
√
N is an
integer.) The convergence to the semicircle is quite rapid, and is similar to the convergence to the
semicircle found in [KKMSX] for block circulant ensembles.
6. SPACING STATISTICS
We conclude with a statistical observation. The spacing density of the SUE appears to approach
the same large N limit as that of the GUE. This is not surprising, because spacing densities are
considered to be very robust. For example, the thin ensemble of real symmetric Toeplitz matrices
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FIGURE 2. Plots of the density f(x, S2(N,
√
N)) for N = 9, 16 and 25.
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FIGURE 3. Histograms showing spacing statistics for the SUE, GUE, and the SUE
and GUE together, respectively. For both ensembles, 2000 matrices of size 100 ×
100 were sampled, and the 20 consecutive spacings of the middle 21 eigenvalues
were computed.
appears to have GOE spacings, even though its limiting empirical density is far from semicircular
[HM]. Spacing statistics for the SUE and GUE are compared in Figure 3.
REFERENCES
[AS] M. Abramowitz and I. A. Stegun, Handbook of Mathematical Functions, Dover Publications, New York,
1965. Online at http://people.math.sfu.ca/~cbm/aands/.
[AGZ] G. W. Anderson, A. Guionnet and O. Zeitouni, An Introduction to Random Matrices, Cambridge Studies
in Advanced Mathematics 118, Cambridge University Press, 2010.
[BBDS] J. Baik, A. Borodin, P. Deift, and T. Suidan, A Model for the Bus System in Cuernevaca (Mexico), Math.
Phys. 2005, 1-9. Available online at http://arxiv.org/abs/math/0510414.
[BasBo1] A. Basak and A. Bose, Balanced random Toeplitz and Hankel matrices, Electronic Communications in
Probability 15 (2010), 134–148.
[BasBo2] A. Basak and A. Bose, Limiting spectral distribution of some band matrices, Periodica Mathematica Hun-
garica 63 (2011), no. 1, 113–150.
[BanBo] S. Banerjee and A. Bose, Noncrossing partitions, Catalan words and the Semicircle Law, Technical Report
R7/2010, www.isical.ac.in/~statmath (14 pages), submitted for publication.
[Bi] P. Billingsley, Probability and Measure (third edition), Wiley, New York, 1995.
[BLMST] O. Beckwith, V. Luo, S. J. Miller, K. Shen and Nicholas Triantafillou, Distribution of eigenvalues of
weighted, structured matrix ensembles, to appear in Integers: Electronic Journal Of Combinatorial Num-
ber Theory. http://arxiv.org/pdf/1112.3719v2.
[BCG] A. Bose, S. Chatterjee, and S. Gangopadhyay, Limiting spectral distributions of large dimensional random
matrices, J. Indian Statist. Assoc. (2003), 41, 221–259.
[BHS1] A. Bose, R. S. Hazra, and K. Saha, Patterned random matrices and notions of inde-
pendence, Technical report R3/2010 (2010), Stat-Math Unit, Kolkata. Available online at
http://www.isical.ac.in/~statmath.
13
[BHS2] A. Bose, R. S. Hazra, and K. Saha, Patterned random matrices and method of moments, in Proceedings
of the International Congress of Mathematicians Hyderabad, India, 2010, 2203–2230. (Invited article).
World Scientific, Singapore and Imperial College Press, UK.
[BM] A. Bose and J. Mitra, Limiting spectral distribution of a special circulant, Statist. Probab. Lett. 60 (2002),
no. 1, 111–120.
[BDJ] W. Bryc, A. Dembo, and T. Jiang, Spectral Measure of Large Random Hankel, Markov, and Toeplitz
Matrices, Annals of Probability 34 (2006), no. 1, 1–38.
[CD] G. Le Caër and R. DeLannay, Some consequences of exchangeability in random-matrix theory, Physical
Review E 59 (1999), no. 6, 6281–6285.
[Con] J. B. Conrey, L-Functions and random matrices. Pages 331–352 in Mathematics unlimited — 2001 and
Beyond, Springer-Verlag, Berlin, 2001.
[DC] R. DeLannay and G. Le Caër, Exact density of states of fixed trace ensembles of random matrices, J. Phys.
A: Math. Gen. 33 (2000), 2611–2630.
[Dy1] F. Dyson, Statistical theory of the energy levels of complex systems: I, II, III, J. Mathematical Phys. 3
(1962) 140–156, 157–165, 166–175.
[Dy2] F. Dyson, The threefold way. Algebraic structure of symmetry groups and ensembles in quantum mechan-
ics, J. Mathematical Phys., 3 (1962) 1199–1215.
[ERSY] L. Erdo˝s, J. A. Ramirez, B. Schlein, and H.-T. Yau, Bulk Universality for Wigner Matrices, Comm. Pure
Appl. Math. 63 (2010), no. 7, 895–925.
[ESY] L. Erdo˝s, B. Schlein, and H.-T. Yau, Wegner estimate and level repulsion for Wigner random matrices, Int.
Math. Res. Not. IMRN 2010, no. 3, 436–479.
[FM] F. W. K. Firk and S. J. Miller, Nuclei, Primes and the Random Matrix Connection, Symmetry 1 (2009),
64–105; doi:10.3390/sym1010064.
[For] P. J. Forrester, Log-Gases and Random Matrices, London Mathematical Society Monographs 34, Prince-
ton University Press, Princeton, NJ 2010.
[GKMN] L. Goldmakher, C. Khoury, S. J. Miller and K. Ninsuwan, The expected eigenvalue distribution of large,
weighted d-regular graphs, Random Matrices: Theory and Applications 3 (2014), no. 4, 1450015 (22
pages).
[GR] I. Gradshteyn and I. Ryzhik, Tables of Integrals, Series, and Products, Academic Press, New York, 1965.
[HM] C. Hammond and S. J. Miller, Eigenvalue spacing distribution for the ensemble of real symmetric Toeplitz
matrices, Journal of Theoretical Probability 18 (2005), no. 3, 537–566.
[HZ] J. Harer and D. Zagier, The Euler characteristic of the moduli space of curves, Invent. Math. 85 (1986),
457–485.
[Hay] B. Hayes, The spectrum of Riemannium, American Scientist 91 (2003), no. 4, 296–300.
[JMP] S. Jackson, S. J. Miller, and V. Pham, Distribution of Eigenvalues of Highly Palindromic Toeplitz Matrices,
Journal of Theoretical Probability 25 (2012), 464–495.
[Kar] V. Kargin, Spectrum of random Toeplitz matrices with band structure, Elect. Comm. in Probab. 14 (2009),
412–421.
[KKMSX] M. Kolog˘lu, G. S. Kopp, S. J. Miller, F. Strauch and W. Xiong, The Limiting Spectral Measure for Ensem-
bles of Symmetric Block Circulant Matrices, Journal of Theoretical Probability 26 (2013), no. 4, 1020–
1060.
[KrSe] M. Krbalek and P. Seba, The statistical properties of the city transport in Cuernavaca (Mexico) and Ran-
dom matrix ensembles, J. Phys. A: Math. Gen 2000, 33, L229L234.
[LW] D.-Z. Liu and Z.-D. Wang, Limit Distribution of Eigenvalues for Random Hankel and Toeplitz Band Ma-
trices, to appear in the Journal of Theoretical Probability. http://arxiv.org/abs/0904.2958.
[MMS] A. Massey, S. J. Miller, J. Sinsheimer, Distribution of eigenvalues of real symmetric palindromic Toeplitz
matrices and circulant matrices, Journal of Theoretical Probability 20 (2007), no. 3, 637–662.
[McK] B. McKay, The expected eigenvalue distribution of a large regular graph, Linear Algebra Appl. 40 (1981),
203–216.
[Me] M. Meckes, The spectra of random abelian G-circulant matrices, preprint.
http://arxiv.org/PS_cache/arxiv/pdf/1109/1109.5675v1.pdf.
[Meh] M. Mehta, Random Matrices, 2nd edition, Academic Press, Boston, 1991.
14
[MT-B] S. J. Miller and R. Takloo-Bighash, An Invitation to Modern Number Theory, Princeton University Press,
2006.
[Por] C. Porter (editor), Statistical Theories of Spectra: Fluctuations, Academic Press, New York, 1965.
[Rez] F. Rezakhanlou, Lectures on Random Matrices, lecture notes, 2012.
https://math.berkeley.edu/~rezakhan/randommatrix.pdf.
[Sch] J. Schenker, Eigenvector localization for random band matrices with power law band width, Comm. Math.
Phys. 290 (2009), no. 3, 1065–1097.
[Ta] L. Takacs, A Moment Convergence Theorem, The American Mathematical Monthly 98 (Oct., 1991), no.
8, 742–746.
[TV1] T. Tao and V. Vu, From the Littlewood-Offord problem to the Circular Law: universality of the spectral
distribution of random matrices, Bull. Amer. Math. Soc. 46 (2009), 377–396.
[TV2] T. Tao and V. Vu, Random matrices: universality of local eigenvalue statistics up to the edge, Comm.
Math. Phys. 298 (2010), no. 2, 549–572.
[Wig1] E. Wigner, On the statistical distribution of the widths and spacings of nuclear resonance levels, Proc.
Cambridge Philo. Soc. 47 (1951), 790–798.
[Wig2] E. Wigner, Characteristic vectors of bordered matrices with infinite dimensions, Ann. of Math. 2 (1955),
no. 62, 548–564.
[Wig3] E. Wigner, Statistical Properties of real symmetric matrices. Pages 174–184 in Canadian Mathematical
Congress Proceedings, University of Toronto Press, Toronto, 1957.
[Wig4] E. Wigner, Characteristic vectors of bordered matrices with infinite dimensions. II, Ann. of Math. Ser. 2
65 (1957), 203–207.
[Wig5] E. Wigner, On the distribution of the roots of certain symmetric matrices, Ann. of Math. Ser. 2 67 (1958),
325–327.
[Wis] J. Wishart, The generalized product moment distribution in samples from a normal multivariate popula-
tion, Biometrika 20 A (1928), 32–52.
DEPARTMENT OF MATHEMATICS, UNIVERSITY OF MICHIGAN, ANN ARBOR, MI, USA
E-mail address: gkopp@umich.edu
DEPARTMENT OF MATHEMATICS AND STATISTICS, WILLIAMS COLLEGE, WILLIAMSTOWN, MA, USA
E-mail address: sjm1@williams.edu, Steven.Miller.MC.96@aya.yale.edu
15
