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We introduce semidirect and wreath products of finite ordered semi-
groups and extend some standard decomposition results to this case.
1 Introduction.
All semigroups and monoids considered in this paper are either finite or free.
The semidirect product is a powerful tool for studying finite semigroups,
and it has been used in the literature to give structure theorems [8, 10, 15, 31]
and classification theorems [1, 3, 4, 8, 32], especially in the context of the
lattice of varieties of finite semigroups. This study in turn has deep connec-
tions with the classification of recognizable languages, and the development
of formal language theory within theoretical computer science has given new
motivations to this aspect of semigroup theory since the 1970s.
Our aim in this paper is to develop a body of results on the semidirect
product of (finite) ordered semigroups, that can be used like the more clas-
sical results on finite unordered structures. A pioneering — and inspiring —
work in this direction is briefly sketched at the end of the paper by Straubing
and The´rien [29], but it long looked like an isolated attempt.
Ordered semigroups were recently applied to formal language theory. A
systematic approach was developed by Pin [19, 21], followed by applications
by Pin [20] and Pin and Weil [23, 25]. Applications of the results of the
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present paper to language theory are deferred to the forthcoming paper
[26].
The definitions of the semidirect product and the wreath product of
ordered semigroups do not pose any particular difficulty, and are analogous
to the definitions in the general case.
The main results of the paper can be considered as the ordered coun-
terparts of certain classical results on semigroups. We cover in particular
two decomposition theorems which were much discussed in the literature
throughout the 1980s, until they were finally proved by brilliant results of
Ash [5, 6, 7]. The first of these results deals with the variety generated
by inverse monoids, and the second one with the variety of so-called block-
groups (see [18] for a survey). As it turns out, inverse monoids are naturally
equipped with an order relation which is compatible with the product, and
the variety of block-groups also contains a very natural subvariety, that of
ordered monoids in which every idempotent is less than or equal to 1. The
importance of the latter variety in formal language theory is detailed in the
authors’ work [25].
Although we were able to simplify several proofs in the ordered case,
we still need the strong results mentioned above to obtain our results on
ordered block-groups and on ordered inverse monoids.
The paper is organized as follows. Section 2 introduces the basic objects
and tools we deal with, ordered semigroups and transformation semigroups,
relational morphisms, etc. In the next section, the semidirect and the wreath
product of ordered semigroups and varieties are defined. Finally Section 4
contains our main results. First we discuss the elegant decomposition result
of Straubing and The´rien for ordered monoids in which the unit is the max-
imum element. Next we state and prove our theorems on the decomposition
of naturally ordered inverse monoids and of ordered block-groups.
In order to keep the paper to a reasonable size, we have only selected
those elementary results on semidirect and wreath products, which are useful
for our main results. More results will be covered in forthcoming papers [22,
26].
2 Some partially ordered structures
After some general results about ordered sets, we introduce the main ingre-
dients of this paper, namely ordered semigroups and ordered transformation
semigroups. Relational morphisms, divisions and varieties are the other im-
portant definitions in this section.
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2.1 Ordered sets
Let (E,≤) be a partially ordered set. An order ideal of (E,≤) is a subset I
of E such that, if x ≤ y and y ∈ I, then x ∈ I. The order ideal generated
by a subset F of E is the set
↓F = {x ∈ E | there exists y ∈ F such that x ≤ y}
An order ideal I is principal if I = ↓x for some x ∈ E.
Let P and Q be two partially ordered sets. A map f from P into Q is
order-preserving if, for all p, p′ ∈ P , the condition p ≤ p′ implies f(p) ≤
f(p′).
2.2 Ordered semigroups
A relation ≤ on a semigroup S is stable if, for every x, y, z ∈ S, x ≤ y implies
xz ≤ yz and zx ≤ zy. An ordered semigroup is a semigroup S equipped with
a stable partial order≤ on S. Ordered monoids are defined analogously. The
notation (S,≤) will sometimes be used to emphasize the role of the order
relation, otherwise the order will be implicit and the notation S will be used
for semigroups as well as for ordered semigroups.
If S is a semigroup, S1 denotes the monoid equal to S if S has an identity
element and to S ∪ {1}, where 1 is a new element, otherwise. In the latter
case, the multiplication on S is extended by setting s1 = 1s = s for every
s ∈ S1. If S is an ordered semigroup without identity, the order on S is
extended to an order on S1 by setting 1 ≤ 1, but no relation of the form
1 ≤ s or s ≤ 1 holds for s 6= 1.
Example 2.1 The set {0, 1}, equipped with the usual product on integers,
is a monoid, denoted U1. The monoid U1, equipped with order 0 ≤ 1, is an
ordered monoid, denoted U+1 . The dual ordered monoid U
−
1 is obtained by
taking the opposite order 1 ≤ 0.
The next proposition shows that the notion of ordered semigroup is triv-
ial for groups.
Proposition 2.1 In an ordered group, the order relation is the equality.
Proof. Let (G,≤) be an ordered group of size n, and let g, h ∈ G with
g ≤ h. Setting s = hg−1, we have 1 ≤ s, whence 1 ≤ s ≤ s2 ≤ . . . ≤ sn = 1.
Therefore s = 1 and g = h.
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Let S and T be two ordered semigroups. A morphism of ordered semi-
groups ϕ : S → T is an order-preserving semigroup morphism from S into
T .
An ordered semigroup S is a quotient of an ordered semigroup R if
there exists a surjective morphism of ordered semigroups from R onto S.
A congruence on an ordered semigroup (S,≤) is a stable preorder which is
coarser than ≤. In particular, the order relation ≤ is itself a congruence.
If  is an ordered semigroup congruence on (S,≤), then the equivalence
relation ∼ associated with  is a semigroup congruence on S. Furthermore,
there is a well-defined stable order on the quotient set S/∼, given by
[s] ≤ [t] if and only if s  t
Thus (S/∼,≤) is an ordered semigroup, also denoted S/.
Given a family (Si)i∈I of ordered semigroups, the product
∏
i∈I Si is the
ordered semigroup defined on the set
∏






and the order given by
(si)i∈I ≤ (s
′
i)i∈I if and only if, for all i ∈ I, si ≤ s
′
i.
An ordered subsemigroup of S is a subsemigroup of S, equipped with the
restriction of the order on S. Note that an ordered semigroup S is isomor-
phic to an ordered subsemigroup of an ordered semigroup T if and only if
there exists a morphism of semigroups ϕ : S → T which is also an order
embedding, that is, for every s1, s2 ∈ S, ϕ(s1) ≤ ϕ(s2) if and only if s1 ≤ s2.
Let S and T be ordered semigroups. Then S divides T if S is a quotient
of a subsemigroup of T .
2.3 Varieties
A variety of semigroups is a class of semigroups closed under taking sub-
semigroups, quotients and finite direct products [8]. Varieties of ordered
semigroups are defined analogously [19]. Varieties1 of semigroups or ordered
semigroups will be denoted by boldface capital letters (e.g. V, W).
Given a class C of semigroups, the variety of semigroups generated by C
is the smallest variety containing C. It is also the class of all semigroups
1The varieties and identities referred to in this section are also called pseudovarieties
and pseudoidentities in the literature, see [1].
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dividing a product of semigroups of C. Varieties of ordered semigroups
generated by a class of ordered semigroups are defined analogously.
Varieties are conveniently defined by identities. For instance, the identity
x ≤ 1 defines the variety of ordered monoids M such that, for all x ∈ M ,
x ≤ 1. This variety is denoted [[x ≤ 1]]. The notation xω can be considered as
an abbreviation for “the unique idempotent of the subsemigroup generated
by x”. For instance, the variety [[xωy = xω]] is the variety of semigroups S
such that, for each idempotent e ∈ S and for each y ∈ S, ey = e. Precise
definitions can be found in the first sections of the survey paper [21]. See
also [19, 24] for more specific information. Here is a list of some of the
varieties occurring in this paper:
(1) J, the variety of J -trivial monoids. It is well-known [8] that
J = [[(xy)ω = (yx)ω, xω = xxω]] = [[(xy)ωx = (xy)ω, x(yx)ω = (yx)ω]]
(2) J+ = [[x ≤ 1]], the “positive” counterpart of J. It is the variety of
ordered monoids in which the identity is the maximum element. The
“negative” counterpart of J is the variety J− = [[1 ≤ x]]. One can show
[21] that all ordered monoids in J+ (or J−) are J -trivial and that J
is the join of J+ and J− in the lattice of varieties.
(3) J1 = [[x
2 = x, xy = yx]], the variety of commutative and idempotent
monoids. They are also called semilattices, and for this reason, the
notation Sl is sometimes preferred in the literature. The notation J1
refers to the first level of a hierarchy of varieties Jn whose union is J.
The variety J1 is generated by U1.
(4) J+
1
= [[x2 = x, xy = yx, x ≤ 1]], the “positive” counterpart of J1. It
is the variety of ordered monoids of J1 in which the identity is the
maximum element. The “negative” counterpart of J1 is the variety
J−
1
= [[x2 = x, xy = yx, 1 ≤ x]]. It is easy to see that J+
1
is generated
by U+1 and that J
−
1






More examples can be found in [9], where a complete description of the
lattice of varieties of ordered normal bands is given.
2.4 Relational morphisms and Malcev products
The definition of a relational morphism [17] can be easily extended to or-
dered semigroups. If (S,≤) and (T,≤) are ordered semigroups, a relational
morphism from S to T is a relation τ : (S,≤) → (T,≤), i.e. a mapping from
S into P(T ) such that:
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(1) τ(s)τ(t) ⊆ τ(st) for all s, t ∈ S,
(2) τ(s) is non-empty for all s ∈ S,
For a relational morphism between two ordered monoids (S,≤) and (T,≤),
a third condition is required
(3) 1 ∈ τ(1)
Equivalently, τ is a relation whose graph
graph(τ) = { (s, t) ∈ S × T | t ∈ τ(s) }
is an ordered subsemigroup (resp. submonoid if S and T are monoids) of
S × T , with first-coordinate projection surjective onto S.
A relational morphism τ : (S,≤) → (T,≤) is a division if the conditions
s1, s2 ∈ S, t1 ∈ τ(s1), t2 ∈ τ(s2) and t1 ≤ t2 imply s1 ≤ s2. In particular, a
division is an injective relation, that is, if τ(s1)∩ τ(s2) 6= ∅, then s1 = s2. In
other words, for every t ∈ τ(S), there is a unique s ∈ S such that t ∈ τ(s).
The terminology “division” is motivated by the following result.
Proposition 2.2 Let S and T be two ordered semigroups. Then S divides
T if and only if there exists a division from S into T .
Proof. First suppose that S is a quotient of a subsemigroup R of T and let
α : R → S be a surjective morphism. Then the relation α−1 is a relational
morphism from S into T . Suppose that s1, s2 ∈ S, t1 ∈ α
−1(s1), t2 ∈ α
−1(s2)
and t1 ≤ t2. Then s1 = α(t1) ≤ α(t2) = s2. Thus α
−1 is a division.
Conversely, let τ : S → T be a division, let R ⊆ S × T be the graph
of τ and let α : R → S and β : R → T be the two projections. Then α
is onto and thus S is a quotient of R. We claim that R is isomorphic to
an ordered subsemigroup of T . Let (s1, t1), (s2, t2) ∈ R and suppose that
β(s1, t1) ≤ β(s2, t2), that is, t1 ≤ t2. Then t1 ∈ τ(s1) and t2 ∈ τ(s2) by
definition of R, and since τ is a division, s1 ≤ s2. Therefore (s1, t1) ≤ (s2, t2),
proving the claim. It follows that S divides T .
Let W be a variety of ordered semigroups. A relational morphism
τ : S → T is called a W-relational morphism if, for every idempotent e ∈ T ,
the ordered semigroup τ−1(e) belongs to W.
If V is a variety of semigroups (resp. monoids), the class W M©V of all
ordered semigroups (resp. monoids) S such that there exists a W-relational
morphism from S onto a semigroup (resp. monoid) of V is a variety of
ordered semigroups, called the Mal’cev product of W and V. In [23], the
authors gave a description of a set of identities defining W M©V, given a set
of identities describing V and W.
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2.5 Ordered transformation semigroups
Let P be a partially ordered set and (S,≤) be an ordered semigroup. A
right action from S on P is a map P × S → P , denoted (p, s) 7→ p·s, which
satisfies the three following conditions, for each s, t ∈ S and p, q ∈ P :
(1) p ≤ q implies p·s ≤ q ·s,
(2) s ≤ t implies p·s ≤ p·t,
(3) (p·s)·t = p·(st).
Condition (3) shows that one may use the notation p·st in the place of
(p·s)·t or p·(st) without any ambiguity. We will follow this convention in
the sequel.
The action is faithful if, given s, t ∈ S, the condition p·s ≤ p·t for all
p ∈ P implies s ≤ t. An ordered transformation semigroup (P, S) is a
semigroup S equipped with a faithful action of S on P .
In particular, each ordered semigroup S defines an ordered transforma-
tion semigroup (S1, S), given by the faithful action q ·s = qs.
An ordered transformation semigroup (P, S) divides an ordered transfor-
mation semigroup (Q,T ) if there exists a partial surjective order preserving
function pi : Q → P and, for every s ∈ S, an element sˆ ∈ T , called a cover
of s, such that, for each q ∈ Dom(pi), pi(q)·s = pi(q ·sˆ).
Proposition 2.3 If (P, S) divides (Q,T ), then S divides T . If S divides
T , then (S1, S) divides (T 1, T ).
Proof. If (P, S) divides (Q,T ), every element s ∈ S has at least one cover.
Furthermore, if sˆ1 is a cover of s1 and sˆ2 is a cover of s2, then sˆ1sˆ2 is a cover
of s1s2, since, for each q ∈ Dom(pi),
pi(q)·s1s2 = pi(q ·sˆ1)·s2 = pi((q ·sˆ1)·sˆ2) = pi(q ·sˆ1sˆ2).
Therefore the relation that maps each element of S to its set of covers is a
relational morphism. We claim it is a division. Indeed, if sˆ1 covers s1 and
sˆ2 covers s2 with sˆ1 ≤ sˆ2, then, for each q ∈ Dom(pi),
pi(q)·s1 = pi(q ·sˆ1) ≤ pi(q ·sˆ2) = pi(q)·s2
Since pi is surjective and the action of S is faithful, it follows s1 ≤ s2, proving
the claim.
Suppose now that S divides T . By Proposition 2.2, there exists a division
τ : S → T . In particular, there exists, for every t ∈ τ(S), a unique element
pi(t) ∈ S such that t ∈ τ(pi(t)). Furthermore, if t1 ≤ t2, then pi(t1) ≤ pi(t2).
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Define pi(1) = 1 if T is not a monoid. Thus pi is a surjective partial order-
preserving map from T 1 onto S. For every x ∈ S, choose an element xˆ ∈
τ(x). We claim that, for every t ∈ τ(S)1 and every x ∈ S, pi(t·xˆ) = pi(t)·x.
Indeed, if s = pi(t), then txˆ ∈ τ(s)τ(x) ⊆ τ(sx) and thus pi(t·xˆ) = sx =
pi(t)·x. Thus (S1, S) divides (T 1, T ).
3 Semidirect product and wreath product
The semidirect product of finite semigroups was systematically studied in the
literature [1, 8, 32] and is still the topic of very active research [2, 3, 4, 30, 27].
Our objective in this section is to lay the foundations for its use in the
ordered case.
3.1 Semidirect product
Let S and T be ordered semigroups. We write the product in S additively
to provide a more transparent notation, but it is not meant to suggest that
S is commutative. A left action of T on S is a map (t, s) 7→ t·s from T 1×S
into S such that, for all s, s1, s2 ∈ S and t, t1, t2 ∈ T ,
(1) (t1t2)·s = t1(t2 ·s)
(2) t·(s1 + s2) = t·s1 + t·s2
(3) 1·s = s
(4) if s ≤ s′ then t·s ≤ t·s′
(5) if t ≤ t′ then t·s ≤ t′ ·s
If S is a monoid with identity 0, the action is unitary if it satisfies, for all
t ∈ T ,
(6) t·0 = 0
The semidirect product of S and T (with respect to the given action) is the
ordered semigroup S ∗ T defined on S × T by the multiplication
(s, t)(s′, t′) = (s + t·s′, tt′)
and the product order:
(s, t) ≤ (s′, t′) if and only if s ≤ s′ and t ≤ t′
Let us verify that ≤ is stable. If (s1, t1) ≤ (s2, t2), then by (5),
(s1, t1)(s, t) = (s1 + t1 ·s, t1t) ≤ (s2 + t2 ·s, t2t)
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and by (4),
(s, t)(s1, t1) = (s + t·s1, tt1) ≤ (s + t·s2, tt2)
3.2 Wreath product
Let X = (P, S) and Y = (Q,T ) be two ordered transformation semigroups.
To make the notation more readable, we shall denote the semigroup S and
its action on P additively and the semigroup T and its action on Q multi-
plicatively. The wreath product of X and Y , denoted X ◦ Y , is the ordered
transformation semigroup (P × Q,W ) where W consists of all pairs (f, t),
with f is an order-preserving function from Q into S and t ∈ T . Since we
are thinking of f as acting on the right on Q, we will use the more suitable
notation q ·f in place of f(q). The order on W is defined by (f, t) ≤ (f ′, t′)
if and only if t ≤ t′ and, for every q ∈ Q, q ·f ≤ q ·f ′.
The partial order on P × Q is the product of the orders on P and Q,
and the action of W on P ×Q is given by
(p, q)·(f, t) = (p + q ·f, q ·t) (1)
We claim that this action is faithful. Indeed, if (p, q)·(f, t) ≤ (p, q)·(f ′, t′)
for all (p, q) ∈ P × Q, then q ·t ≤ q ·t′ for all q ∈ Q and thus t ≤ t′ since T
acts faithfully on Q. On the other hand, p + q ·f ≤ p + q ·f ′ for all p ∈ P
and thus q ·f ≤ q ·f ′ since S acts faithfully on P . Thus f ≤ f ′, proving the
claim. In particular W can be considered as a subset of the semigroup of
all transformations on P ×Q. We leave it to the reader to verify that W is
closed under composition and that the product on W is defined by
(f, t)(f ′, t′) = (g, tt′)
where g is defined, for each q ∈ Q by
q ·g = q ·f + (q ·t)·f ′
Let us now verify that Formula (1) really defines an action of W on
P ×Q. If (p, q) ≤ (p′, q′) ∈ P ×Q and (f, t) ∈ W , we have q ·f ≤ q′ ·f since
f is order preserving, and thus
(p, q)·(f, t) = (p + q ·f, q ·t) ≤ (p′ + q ·f, q′ ·t) ≤ (p′ + q′ ·f, q′ ·t) = (p′, q′)·(f, t)
Next, if (f, t) ≤ (f ′, t′) ∈ W ,
(p, q)·(f, t) = (p + q ·f, q ·t) ≤ (p + q ·f ′, q ·t′) = (p, q)·(f ′, t′)
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Finally, if (f, t), (f ′, t′) ∈ W(
(p, q)·(f, t)
)
·(f ′, t′) = (p + q ·f, q ·t)·(f ′, t′) = (p + q ·f + (q ·t)·f ′, q ·tt′)
= (p, q)
(
(f, t)(f ′, t′)
)
Given two ordered semigroups S and T , consider the wreath product (S1, S)◦
(T 1, T ) = (S1 × T 1,W ). The ordered semigroup W is called the wreath
product of S and T and is denoted S◦T . The connection with the semidirect
product is the same as in the non-ordered case. Let us denote by OP (T 1, S)
the monoid of all order preserving functions from T 1 to S.
Proposition 3.1 Let S and T be ordered semigroups. Then every semidi-
rect product of S and T is a subsemigroup of S ◦ T . Furthermore, S ◦ T is
a semidirect product of OP (T 1, S) and T .
Proof. Let S ∗T be a semidirect product of S and T . Let ϕ : S ∗T → S ◦T
be the function defined by ϕ(s, t) = (f, t) where f : T 1 → S is given by
t·f = t·s for every t ∈ T 1. A routine verification shows that ϕ is a morphism
of ordered semigroups.
For the second part of the statement, define an action (t, f) 7→ t·f of
OP (T 1, S) on T by setting t′ ·(t·f) = (t′t)·f . Then the semidirect product
defined by this action is isomorphic to S ◦ T .
We now review some basic properties of the wreath product.
Proposition 3.2 If (P1, S1) divides (Q1, T1) and (P2, S2) divides (Q2, T2),
then (P1, S1) ◦ (P2, S2) divides (Q1, T1) ◦ (Q2, T2).
Proof. Let pi1 : Q1 → P1 and pi2 : Q2 → P2 be the order preserving surjec-
tive mappings defining the divisions. Let pi = pi1 × pi2 : Q1 ×Q2 → P1 × P2.
For (f, s2) ∈ (P1, S1) ◦ (P2, S2), define (̂f, s2) = (g, sˆ2) by choosing a cover
sˆ2 of s2 and, for each q2 ∈ Q2, a cover g(q2) of f(pi2(q2)). Now, for each
(q1, q2) ∈ Q1 ×Q2,
pi(q1, q2)·(f, s2) = (pi1(q1), pi2(q2))·(f, s2) = (pi1(q1)·f(pi2(q2)), pi2(q2)·s2)
= (pi1(q1 ·g(q2)), pi2(q2 ·sˆ2)) = pi(q1 ·g(q2), q2 ·sˆ2)
= pi((q1, q2)·(g, sˆ2))
and this computation concludes the proof.
In view of Proposition 3.2, we have the following corollary.
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Corollary 3.3 If S1 divides T1 and S2 divides T2, then S1 ◦ S2 divides
T1 ◦ T2.
The following proposition is analogous to the standard result in the non-
ordered case, and can be proved in the same fashion, see for instance [1, p.
267].
Proposition 3.4 The wreath product on ordered transformation semigroups
is associative.
Given two varieties of ordered semigroups V and W, their semidirect
product V ∗ W is the variety generated by all semidirect products of the
form S ∗ T with S ∈ V and T ∈ W. If V is a monoid variety, we assume
that the action of T on S is always unitary. Equivalent definitions are
gathered in the next proposition, whose proof is analogous to the proof in
the non-ordered case [1, p. 269]
Proposition 3.5 Let V and W be varieties of ordered semigroups. The
semidirect product V ∗W is the class of all divisors of
(1) the semigroups of the form S ∗ T with S ∈ V and T ∈ W,
(2) the semigroups of wreath products of the form (P, S) ◦ (Q,T ) with
S ∈ V and T ∈ W,
(3) the wreath products of the form S ◦ T with S ∈ V and T ∈ W.
An important and difficult problem is to find the connections between
the semidirect product and the Malcev product of two varieties. The next
proposition gives a very partial answer to this question.
Proposition 3.6 Let V be a variety of ordered semigroups and let H be a
variety of groups. Then V ∗H ⊆ V M©H.
Proof. Let T be a semidirect product S ∗H of some semigroup S ∈ V by
some group H ∈ H. Let pi = T → H be the morphism of ordered semigroup
defined by pi(s, h) = h. Then pi−1(1) = S ∈ V and thus T ∈ V M©G.
Therefore, V ∗G ⊆ V M©G.
4 Semidirect product decompositions
Wreath products have been used to decompose semigroups into smaller
pieces. The same is true for ordered semigroups. This section provides sev-
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eral illustrations of this idea, by giving the ordered counterparts of several
important decomposition results in the structure theory of finite semigroups.
4.1 A simple decomposition
We first recall an early result of Straubing and The´rien [29] (see also [12]).
Proposition 4.1 Every finite ordered monoid satisfying the identity x ≤ 1
embeds in a wreath product of copies of U+1 .
Proof. Let (M,≤) be a finite ordered monoid satisfying the identity x ≤ 1.
Such a monoid is necessarily J -trivial and therefore has a zero, denoted 0.
Furthermore, since 0 ≤ 1, it follows 0 = 0x ≤ 1x = x for every x ∈ M .
Let x be a 0-minimal element of M , that is, a minimal element in M \ {0}.
Then J = {0, x} is both an ideal and an order ideal of M . We identify the
Rees quotient M/J with the set (M \ J) ∪ {0}. It is also an ordered mono-
id, with the order inherited from M . Denote by pi the canonical morphism
(M,≤) → (M/J,≤). The following lemma shows (by induction on |M |)
that (M,≤) is a submonoid of U+1 ◦ (U
+
1 ◦ (· · · ◦ U
+
1 ) · · · )︸ ︷︷ ︸
|M | − 1 factors
.
Lemma 4.2 The ordered monoid (M,≤) is an ordered submonoid of U +1 ◦
(M/J,≤).
Proof. Define a function ϕ : M → U+1 ◦ (M/J,≤) by setting ϕ(m) =
(f, pi(m)) where f is the order-preserving map from (M/J,≤) into U +1 de-
fined, for each q ∈ M/J by
q ·f =
{
1 if qm 6= 0
0 otherwise
We claim that that ϕ is a monoid morphism. Let m,m′ ∈ M . Then
ϕ(m)ϕ(m′) = (f, pi(m))(f ′, pi(m′)) = (g, pi(m)pi(m′)), where g : M/J → U1
is defined by q ·g = (q ·f)(qpi(m))·f ′. Then the following equivalences hold
q ·g = 1 ⇐⇒ q ·f = 1 and (qpi(m))·f = 1
⇐⇒ qm 6= 0 and qmm′ 6= 0
⇐⇒ qmm′ 6= 0
It follows that ϕ(m)ϕ(m′) = ϕ(mm′), proving the claim.
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Next we show ϕ is an order-embedding. Let ϕ(m) = (f, pi(m)) and
let ϕ(m′) = (f ′, pi(m′)). If m ≤ m′, then pi(m) ≤ pi(m′). Let q ∈ M/J .
Since qm ≤ qm′, the condition qm 6= 0 implies qm′ 6= 0. It follows that
q ·f = 1 implies q ·f ′ = 1 and thus f ≤ f ′. Therefore ϕ(m) ≤ ϕ(m′).
Conversely, if ϕ(m) ≤ ϕ(m′), then pi(m) ≤ pi(m′), and thus m ≤ m′ unless
m,m′ ∈ J = {0, x}. In the latter case, 1·f ≤ 1·f ′ and thus if m 6= 0 then
m′ 6= 0. It follows that m ≤ m′.
Corollary 4.3 The variety J+ is the smallest variety of ordered monoids
closed under wreath product and containing U +1 .
Proof. Let V be the smallest variety of ordered monoids closed under
wreath product and containing U+1 . Corollary 4.1 shows that V contains
J+. Consider a semidirect product M ∗ N of two ordered monoids of J+.
Since the order on M ∗ N is the product order, the identity x ≤ 1 is still
valid in M ∗ N . It follows that J+ is closed under semidirect product, and
hence under wreath product. Since J+ contains U+1 , V is equal to J
+.
4.2 Ordered inverse semigroups
We now consider ordered inverse monoids and give ordered counterparts of
several well known results, like the Vagner-Preston representation theorem,
and certain decomposition results relative to inverse semigroups. Recall that
a semigroup M is inverse if for every element x ∈ M , there exists a unique
element x¯ such that x¯xx¯ = x¯ and xx¯x = x. We refer the reader to [16] for
basic results on inverse semigroups.
Let M be an inverse monoid. It is well known that the relation ≤ on M
defined by
x ≤ y if and only if x = ye for some idempotent e of M
is a stable partial order, called the natural order of M . The term ordered
inverse monoid will refer to an inverse monoid, ordered by its natural order.
Let Q be a finite set. We denote by S(Q) the symmetric group on Q.
Similarly, we denote by (I(Q),≤) the symmetric inverse ordered monoid on
Q, i.e. the ordered monoid of all injective partial functions from Q to Q
under composition. In this inverse monoid, the natural order can be charac-
terized as follows : f ≤ g if and only if Dom(f) ⊆ Dom(g) and the restriction
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of g to Dom(f) is exactly f . Note that the restriction of this order to S(Q)
is the equality. Since every morphism of inverse semigroups preserves the
natural order, the Vagner-Preston representation theorem states that every
ordered inverse monoid M is an ordered submonoid of the ordered inverse
monoid (I(M),≤).
We now adapt the presentation of [15] to obtain a simple decomposition
of (I(Q),≤). Let (2Q,≤) be the ordered monoid of subsets of Q under
intersection, ordered by set inclusion. Note that 2Q is an idempotent and
commutative monoid and that (2Q,≤) ∈ J+
1
. Define a left action of S(Q)
on (2Q,≤) by setting for all σ ∈ S(Q) and P ⊆ Q, σ ·P = σ−1(P ). This
action defines a semidirect product 2Q ∗S(Q) and we can formulate our first
result:
Proposition 4.4 The ordered monoid (I(Q),≤) is a quotient of the ordered
monoid (2Q,≤) ∗S(Q).
Proof. It is a well-known fact that I(Q) is a quotient of U1 ◦S(Q) (see for
instance [15] for a proof). Now, the proposition follows immediately from
the fact that if E is a semilattice and G is a group, the natural partial order
on E ∗G is the product order.
Let Inv be the variety of monoids generated by all inverse monoids and
let Ecom be the variety of ordered monoids with commuting idempotents.
These varieties satisfy a well-known sequence of equalities [10].
Inv = J1 ∗G = J1 M©G = Ecom (2)
To obtain an ordered version of these formulas, we introduce the variety
of ordered monoids Inv+, generated by all ordered inverse monoids and
Ecom+, the variety of ordered monoids with commuting idempotents such
that e ≤ 1 for every idempotent e.






Proof. First, the Vagner-Preston representation theorem shows that Inv+
is generated by the symmetric inverse monoids. The inclusion Inv+ ⊆ J+
1
∗G
now follows from Proposition 4.4.
Proposition 3.6 shows that V ∗H ⊆ V M©H.
Let M ∈ J+
1
M©G. Then, by definition, there exists a relational mor-
phism τ : M → G such that τ−1(1) ∈ J+
1
. If e is idempotent in M , τ(e) is
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a non-empty subsemigroup of G and hence a subgroup of G. In particular,
1 ∈ τ(e) and e ∈ τ−1(1). Now since τ−1(1) ∈ J+
1
, the idempotents of M
commute and e ≤ 1 for every idempotent e ∈ M . Thus J+
1
M©G ⊆ Ecom+.
We are left with the remaining inclusion Ecom+ ⊆ Inv+. The cor-
responding inclusion in Formula (2) is the hardest one and was solved by
Ash [5]. Let M ∈ Ecom+. By Formula (2), M divides an inverse monoid N .
That is, there exists a relational morphism τ : M → N such that xτ ∩yτ 6= ∅
implies x = y. Let now s1, s2 ∈ M , t1 ∈ τ(s1), t2 ∈ τ(s2) and suppose that
t1 ≤ t2. Then t1 = t2f for some idempotent f ∈ N . Let e be an idempotent
of the semigroup τ−1(f). Then t1 = t2f ∈ τ(s2)τ(e) ⊆ τ(s2e). Therefore
t1 ∈ τ(s1) ∩ τ(s2e), whence s1 = s2e. Thus s1 ≤ s2 and τ is a division of
ordered monoids, as required.
4.3 Ordered block-groups
A block-group is a monoid in which every R-class and every L-class has
at most one idempotent. For instance, every inverse monoid is a block-
group. In fact the inverse monoids are exactly the regular block-groups.
The following theorem of [13] summarizes some equivalent formulations of
the definition of block-groups. As usual E(M) denotes the set of idempotents
of M .
Theorem 4.6 Let M be a monoid. The following conditions are equivalent:
(1) M is a block-group,
(2) For every regular D-class D of M , D0 is a Brandt semigroup,
(3) For all e, f ∈ E(M), e R f implies e = f and e L f implies e = f ,
(4) For all e, f ∈ E(M), efe = e implies ef = e = fe.
(5) The submonoid generated by E(M) is J -trivial.
Given a finite monoid M , denote by P(M) (resp. P ′(M)) the monoid of
subsets (resp. non-empty subsets) of M under the multiplication of subsets,
defined, for all X,Y ⊆ M , by XY = {xy | x ∈ X and y ∈ Y }. Denote by
P1(M) the submonoid of P
′(M) consisting of all subsets of M containing
the identity. Define a partial order on P ′(M) by setting X ≤ Y if and only if
Y ⊆ X. By definition, P1(M) satisfies the identity x ≤ 1 and thus belongs
to the variety J+. For a group G, there is a nice connection between G,
(P1(G),≤) and (P ′(G),≤).
Proposition 4.7 If G is a group, then (P ′(G),≤) is a quotient of a semidi-
rect product of the form (P1(G),≤) ∗G.
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Proof. Let G act on the left on (P1(G),≤) by conjugation. That is, set
g ·X = gXg−1 for all g ∈ G and X ∈ P1(G). This defines a semidirect
product of P1(G) by G. Now, the map pi : P1(G) ∗ G → P
′(G) defined by
pi(X, g) = Xg is a surjective morphism of semigroups since pi(X, g)pi(Y, h) =
XgY h and
pi((X, g)(Y, h)) = pi(X+gY, gh) = pi(X+gY g−1, gh) = XgY g−1gh = XgY h
Furthermore, pi is order-preserving: if (X, g) ≤ (Y, h), then Y ⊆ X and
g = h, whence Y h ⊆ Xg, that is, pi(X, g) ≤ pi(Y, h).
The decomposition of block-groups has been thoroughly studied (see
[11, 13, 14] or [10, 18] for a survey). Let PG be the variety of monoids
generated by all monoids of the form P ′(G), where G is a group and let BG
be the variety of block-groups. These varieties satisfy the formulas
PG = J ∗G = J M©G = BG (3)
Here again we prove an ordered version of these formulas. For this purpose,
we introduce the variety of ordered monoids PG+, generated by all ordered
monoids of the form (P ′(G),≤) and BG+, the variety of ordered monoids
such that e ≤ 1 for every idempotent e. It is amusing to see that this
simple identity implies all the identities of BG. Indeed, it implies that
the submonoid generated by the idempotents is in J+, and in particular, is
J -trivial!
The variety BG+ plays an important role in language theory (see [20,
25]). We mention the following results because they are needed in the proof
of the next theorem. The statement of these results assumes some knowledge
of language theory, including the definition of the ordered syntactic monoid,
which can be found in [19, 21]. Recall that a group language is a recognizable
language whose syntactic monoid is a group. Denote by Pol(G) the class of
languages which are finite unions of languages of the form L0a1L1 · · · akLk
where the Li’s are group languages and the ai’s are letters. The following is
proved in [20].
Proposition 4.8 A language is in Pol(G) if and only if its syntactic ordered
monoid belongs to J+ M©G.
We shall need another useful result, which occurs in the proofs of Theo-
rem 3.2 of [14] and Proposition 6.5 in [18].
Proposition 4.9 Every language of Pol(G) can be written as ϕ(L) where
L is a group language and ϕ is a length preserving morphism.
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Finally, we shall need a strong result of Ash [6, 7], reformulated here in
a form directly adapted to our purpose. Recall that an element x¯ is a weak
inverse of x if x¯xx¯ = x¯. If M is an ordered monoid, denote by D(M) the
smallest submonoid of M closed under weak conjugation, that is, such that
if x¯ is a weak inverse of x, and if s ∈ D(M), then xsx¯ and x¯sx are in D(M).
Theorem 4.10 Let V be a variety of ordered monoids and let M be an
ordered monoid. Then M ∈ V M©G if and only if D(M) ∈ V.
We are now ready to state the ordered counterpart of Formula (3).
Theorem 4.11 The following equalities hold:
PG+ = J+ ∗G = J+ M©G = BG+
Proof. Proposition 4.7 shows that PG+ ⊆ J+ ∗G. We also have J+ ∗G ⊆
J+ M©G by Proposition 3.6.
Some arguments of language theory are required to obtain the inclusion
J+ M©V ⊆ PG+. Proposition 4.8 shows that J+ M©V is generated by the
syntactic ordered monoids of the languages of Pol(G). By Proposition 4.9,
such a language can be written as ϕ(L) where L is a group language of
A∗ and ϕ : A∗ → B∗ is a length preserving morphism. Let pi : A∗ → G
be the syntactic morphism of L and let P = pi(L). We claim that ϕ(L)
is recognized by (P ′(G),≤). Indeed, let η : B∗ → P ′(G) be the morphism
defined by η(b) = pi(ϕ−1(b)) for each b ∈ B and let
R = {Q ∈ P ′(G) | Q ∩ P 6= ∅}
Then R is an order ideal of (P ′(G),≤). Indeed, if Q ∈ R and Q′ ≤ Q, then
Q ⊆ Q′ and, since Q ∩ P 6= ∅, Q′ ∩ P 6= ∅, that is, Q′ ∈ R. Furthermore
η−1(R) = {u ∈ B∗ | η(u) ∩ P 6= ∅}
= {u ∈ B∗ | pi(ϕ−1(u)) ∩ P 6= ∅}
= {u ∈ B∗ | ϕ−1(u) ∩ pi−1(P ) 6= ∅}
= {u ∈ B∗ | ϕ−1(u) ∩ L 6= ∅}
= ϕ(L)
It follows that the syntactic ordered monoid of L divides (P ′(G),≤), and in
particular, it belongs to PG+. Therefore J+ M©G ⊆ PG+.
We have established so far the equalities PG+ = J+ ∗G = J+ M©G. We
now show that J+ M©G ⊆ BG+. If M ∈ J+ M©G, there exists by definition
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a relational morphism τ : M → G such that τ−1(1) ∈ J+. Again as in the
proof of Theorem 4.5, one can show that E(M) is contained in τ−1(1). Since
τ−1(1) ∈ J+, we have e ≤ 1 for every idempotent e ∈ M .
Finally, consider a monoid M in BG+. We claim that D(M) ∈ J+.
Indeed, setting
R(M) = {x ∈ M | x ≤ 1}
we observe that R(M) is a submonoid of M closed under weak conjugation.
Indeed, if s ≤ 1 and if x¯ is a weak inverse of x, then xsx¯ ≤ xx¯ ≤ 1, since xx¯
is idempotent, and similarly, x¯sx ≤ 1. Therefore D(M) is a submonoid of
R(M), and since R(M) ∈ J+ by construction, D(M) ∈ J+. We now con-
clude by Theorem 4.10 that M ∈ J+ M©G, and thus BG+ ⊆ J+ M©G.
As was mentioned above, we were not able to adapt entirely the proof
of the unordered case to the ordered case. More specifically, the standard
proof that BG is contained in J M©G does not seem to be easy to adapt to
the ordered case. It is interesting to note, however, that the bottleneck is
not located at the same place as in the unordered case. In the unordered
case, the most difficult part of the proof is the inclusion J M©G ⊆ J∗G, but
the inclusion J+ M©G ⊆ J+ ∗G is easier to prove. On the other hand, the
inclusion BG ⊆ J M©G can be proved relatively easily, but we don’t know
of any simple proof of the inclusion BG+ ⊆ J+ M©G.
Remark. While this paper was in preparation, B. Steinberg submitted a
paper [28] with the following generalization of Theorem 4.11: he proves that
some of the equalities in that statement also hold if G is replaced by a
variety of groups H, provided that H satisfies certain closure conditions.
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