This work proposes a frequency domain turbo equalization (FDTE) scheme for the reception of transmissions that employ vestigial sideband modulation and punctured trellis coding, as specified by the ATSC North American terrestrial digital television (DTV) standard. The proposed FDTE scheme enables low-cost and high performance reception of highly impaired DTV signals. Through numerical simulation, we demonstrate that our FDTE scheme outperforms the traditional joint DFE/decoding approach at a fraction of the implementation cost.
INTRODUCTION
The performance of ATSC [1] digital television (DTV) receivers has been steadily increasing over the last decade [2, 3] . Receivers have become increasingly reliable in difficult channel conditions, such as indoor reception in urban settings, where dense multipath can heavily impair the transmitted signal. The current state-of-theart ATSC reception scheme employs decision feedback equalization (DFE) [4, 5] . To handle difficult channels, receiver complexity in particular, the DFE filter length has increased significantly. While first-generation ATSC receivers typically employed DFEs with 100 forward and 400 feedback taps, current-generation receivers typically employ DFEs with 500 forward and 600 feedback taps. Ifbroadcasters adopt the use of repeaters and distributed transmitters to increase coverage [6] , then further increases in filter lengths can be expected.
This work proposes a new ATSC receiver architecture based on frequency domain turbo equalization (FDTE). Turbo equalization [7, 8] is an iterative reception scheme whereby the equalizer and decoder iteratively exchange soft information as a computationally efficient means ofjointly exploiting channel structure and code structure. While the first turbo-equalization schemes employed maximum a posteriori (MiAP) equalization [7] , it has been suggested more recently to employ linear equalization for complexity reduction [8] . For channels with large delay spreads, which commonly encountered in DTV applications, even linear equalization can be quite costly when implemented in the time domain, as suggested by DFE filter lengths mentioned earlier. For such channels, it might be more effective to consider frequency-domain equalization (FDE), which leverages fast circular convolution via the FFT to drastically reduce the cost of implementing long filters [9] . With For our FDTE scheme, we assume block-wise processing with block length N. In fact, we focus on overlapping blocks, with block interval ND < N. Furthermore, we assume that the channel is time-invariant over the duration of a single block. obtained from r(i + 1) and r(i) as specified in [13] .
MMSE Estimation of Virtual Subcarriers
We assume that CP restoration has been perfectly executed, so that rcpr) (i) can be considered as a noise-corrupted output of a cir- (2) cular convolution between the channel h(i) and the transmitted symbols s (i). For notational brevity, the symbol index (i) and iteration index (i) will be suppressed for the remainder of this section. Assuming perfect CPR, the time-domain system model can be rewritten in matrix form as where < n >N denotes n modulo N. Note that the samples {rn (i)}L-j contain inter-block interference (IBI) from s (i -1). Figure 1 illustrates the steps involved for FDTE reception. At each iteration m, the FDTE performs the following steps:
FREQUENCY DOMAIN TURBO EQUALIZATION
1. Perform IBI cancellation and CP reconstruction on r(i) to obtain r )(i). 2. Transform the CP-restored time-domain observation rcpr (i) to the frequency domain observation x (m) (i) via FFT.
3. Calculate MMSE-based virtual subcarrier estimates t )(i) assuming prior means tm (i) and variances vm 1) (i).
Transform the virtual subcarrier estimates t( )(i) to the time-domain symbol estimates S(m) (i) via inverse FFT. 5. Generate conditional probabilities from S(m) (i) and use as
priors for M\AP decoding. 6. Perform MAP decoding. 7 . Update the virtual-subcarrier statistics t(m) (i), (m) (i), and s-(m) (i) using the M\AP decoder outputs.
We now describe several of these steps in detail.
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IBI Cancellation and CP Restoration
As in [11] , we perform IBI cancellation with {s (i-1) }, the final estimates of previous-block symbols, and CP reconstruction with {sn, 1)(i) }, the most recent estimates of current-block symbols.
where C(h) denotes the circulant matrix with first column h. Taking the discrete Fourier transform (DFT) of (4), we obtain
where x, g, t and w denote DFTs of rcpr, h, s and v, respectively. We refer to the elements in t as virtual subcarriers. In our VSB model, the time-domain symbols s are real valued, so that the virtual subcarriers exhibit conjugate symmetry, i.e., tf-l ftn7 n C {,2} tn n* n CE {1, 2 
Note that A is chosen so that E{wwH} = a2IN. Essentially, (7) r (i) = removes the redundancy inherent in the VSB system model (5 (6) and (8) . 
and where S(c) denotes the subset of S corresponding to bits c.
Generation of MAP Inputs
The soft information that is passed to the MIAP decoder is computed from the conditional probabilities {p( Sn sn = s) }J,E s, where S denotes the symbol alphabet. Here we describe how these conditional probabilities are generated from the equalizer outputs, and how they are passed to the decoder. Assuming Gaussian-distributed symbol estimation error, p(sn Isn = s) Due to causal channel dispersion and lack of CP, the symbols near the end of the block contribute little energy to the observation. As a result, these symbols are prone to estimation errors. Figure 2 demonstrates this behavior by plotting symbol error rate (SER) versus symbol index within the block. Two traces are plotted, one for the first turbo iteration and one for the fifth. There we see that the end-of-block errors remain after several iterations. Though the CP restoration procedure attempts to mitigate this problem, the CP restoration procedure itself relies on end-of-block symbol estimates, and these fail to converge to reliable values. Table 1 with SNR=18dB, N = 2048, L = 511, and an average of 1000 blocks.
Because a high end-of-block SER appears to be unavoidable, we treat end-of-block symbol estimates as tentative, rather than final, estimates. To do this, we employ the block overlapping technique in Fig. 3 , where only the first ND (out of N) symbol estimates are retained as final estimates. As a result of this overlap, the overall computational complexity of FDTE scheme increases by the factor N/(N -ND). A similar block-overlap technique was applied in [15, 16] .
NUMERICAL RESULTS
In this section, we compare the performance and complexity of the proposed FDTE with that of the DFE-plus-Viterbi-decoding (DFE-VD) method proposed by Ariyavisitakul and Li [12] with the fast DFE filter update proposed by Al-Dhahir and Cioffi [20] . In the DFE-VD scheme, the (delayed) Viterbi estimates are fed to adequately-delayed DFE feedback taps, while sub-optimal symbolby-symbol decisions are fed to the DFE feedback taps corresponding to shorter delays. For our performance comparison, we used the three propagation models summarized in Table 1 . These were chosen similar to the ATSC R2.2 ensembles from [18] . Six paths were employed, each with a different delay, and with either a constant phase offset or a single-sided Doppler frequency spread of fD = 100Hz. With the ATSC sampling rate T.-' = 10.76MHz, this corresponds to a normalized Doppler spread fDTs = 0.00001. The relative attenuations of the reflected paths vary among the three propagation models in Table 1 ; channel #1 is the least selective channel, #2 is the most time-selective, and #3 is the most frequency selective.
To create the {hn, 1}=L 0, we generated propagation responses using Jakes method [19] and convolved them with the VSB pulse responses, using an overall channel order of L = 511.
We assumed an 8-VSB modulated single-carrier system (i.e., no CP) that used rate-2/3 Ungerboeck coding with constraint length 3 [17] . The receivers were assumed to have perfect channel knowledge of the channel response during the middle of each N-length block. For FDTE, we used N = 2048 and ND = N/2, and we reconstructed a CP of length L. For DFE-VD, we updated the filter coefficients once every ND symbols, and we used a feedforward filter of length Nf = 2(L + 1) and a feedback filter of length L. The feedback filter length allows perfect post-cursor ISI cancellation, and the feedforward filter length was chosen so that further increases yielded little improvement in BER performance. The DFE-VD decoding delay was 30. Figure 4 shows the BER performance of FDTE and DFE-VD. For these results, we averaged 200 realizations of 10 contiguous data blocks preceded by a pilot block (to prevent error propagation). From Fig. 4 , we can see that, after 5 iterations, FDTE outperforms DFE-VD by 1dB (in SNR) approximately. Table 2 specifies the cost to generate ND symbol estimates for fast DFE-VD (with feedback filter length L) and for FDTE (per iteration). Figure 5 plots DFE-VD and FDTE complexity for the same design choices used in Fig. 4, i. e., FDTE with CP length L, N = 4(L + 1), ND = N/2, and 5 iterations; and DFE-VD with Nf = 2(L + 1). We see that, when the channel order L > 64, the FDTE is cheaper to implement than the fast DFE-VD. Practical DTV receivers need to handle channels of order L 511, in which case the FDTE is an order of magnitude cheaper than DFE-VD.
CONCLUSIONS
We presented a FDTE scheme suitable for VSB modulation with punctured trellis coding, as is used in the ATSC DTV standard. Simulations show that it outperforms the fast DFE-VD approach while maintaining up to an order-of-magnitude lower complexity. 
