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1964年，James [9] は Banach 空間の幾何学的性質の一つとして uniform non-squareness
の概念を導入した．Banach 空間 $X$ が uniformly non-square であるとは，$\Vert x-y\Vert\geq 2(1-\delta)$
かつ $x,$ $y\in S_{X}$ ならば $\Vert x+y\Vert\leq 2(1-\delta)$ となることを満たすような $\delta\in(0,1$ ] が存在す
ることである．Uniform non-squareness に関わる重要な結果として，すべての uniformly
non-square な Banach 空間は回帰的であるということが知られている．さらに，Garc\'ia-
Falset 等 [7] は近年，uniformly non-square な Banach 空間は非拡大写像に対する不動性
を持つことを示した．
1990年に，Gao and Lau $[3|$ は uniform non-squareness の概念に関連して，James 定数
を導入し，研究した．Banach 空間 $X$ に対して，$S_{X}=\{x\in X :\Vert x\Vert=1\}$ とする．このと
き，$X$ の James 定数 $J(X)$ は
$J(X)= \sup\{\min\{\Vert x+y \Vert x-y : x, y\in S_{X}\}$
と定義される．また，James 定数は様々な研究者に研究されてきた．(cf. [2,3,4,5,6,10,
17 James 定数の性質として次のようなものが挙げられる :
(i) 任意の Banach 空間 $X$ に対して，$\sqrt{2}\leq J(X)\leq 2$ となる．
(ii) $X$ が Hilbert 空間のとき $J(X)=$ 而となる．また，逆は一般的に成立しない．
(iii) Banach 空間 $X$ が uniformly non-square であることと $J(X)<2$ であることとは
同値である．
(iv) $1\leq P\leq\infty$ かつ $1/P+1/q=1$ に対して，$\dim L_{p}\geq 2$ であるとき $J(L_{p})=$
$\max\{2^{1/p}, 2^{1/q}\}$ となる．
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一般に James 定数を計算することは非常に難しいが，extreme absolute norm を持った
$\mathbb{R}^{2}$ などにおいては James 定数が計算されている．$\mathbb{R}^{2}$ 上のノルム $|$嫁 $|$ が absolute であ
るとは $\Vert(x_{1}, x_{2} =\Vert(|x_{1}|, |x_{2}|)\Vert$ を満たすことであり，normalized であるとは $\Vert(1,0$ $=$
$\Vert(0,1$ $=1$ を満たすことである． $AN_{2}$ を $\mathbb{R}^{2}$ 上のすべての absolute normalized norms
の族とし，$\Psi_{2}$ を $t\in[0$ , 1 $]$ に対して $\max\{1-t, t\}\leq\psi(t)\leq 1$ を満たすような凸関数の集
合とする．このとき $AN_{2}$ と $\Psi_{2}$ は $t\in[0$ , 1$]$ に対して等式 $\psi(t)=\Vert(1-t, t)\Vert_{\psi}$ のもとで 1
対 1対応することが知られている．$\psi$ に対応するノルム $\Vert\cdot\Vert_{\psi}$ は
$\Vert(x_{1}, x_{2})\Vert_{\psi}=\{\begin{array}{ll}(|x_{1}|+|x_{2}|)\psi(\frac{|x_{2}|}{|x_{1}|+|x_{2}|}) ((x_{1}, x_{2})\neq(0,00 ((x_{1}, x_{2})=(0,0\end{array}$
で与えられる．(cf. [19,20 集合 $AN_{2}$ と $\Psi_{2}$ は凸であり，$\Vert\cdot\Vert_{\psi}rightarrow\psi$ の対応は凸結合を
保存する．つまり，次の性質を保つ:
(i) $\Vert.$ $\Vert.$ $\in AN_{2}$ とする．このとき $(1-\lambda$ . $\Vert+\lambda\Vert.$ $\in AN_{2}$ が成り立つ．
(ii) $\phi,$ $\psi\in\Psi_{2}$ とする．このとき (1{ $\lambda$) $\phi+\lambda\psi\in\Psi$2が成り立つ．
(iii) 任意の $\phi,$ $\psi\in\Psi_{2}$ と $\lambda\in[0$ , 1$]$ に対して $(1-\lambda$ . $\Vert_{\phi}+\lambda\Vert\cdot\Vert_{\psi}=\Vert\cdot\Vert_{(1-\lambda)\phi+\lambda\psi}$ が成
り立つ．
したがって，$AN_{2}$ と $\Psi_{2}$ はこれらの凸構造に関して同型である．
$AN_{2}$ の extreme point $ext(AN_{2})$ は Grza\'{s}lewicz [8] によって研究され，$\Vert\cdot\Vert\in AN_{2}$ と
すると $\Vert\cdot\Vert$ が $AN_{2}$ の extreme point であることと，$(\mathbb{R}^{2},$ $\Vert$ . のすべての extreme point
が $(\mathbb{R}^{2}, \Vert\cdot\Vert_{\infty})$ の単位球面に含まれることが同値であることが示された．さらに，2010年
に斎藤-三谷-小室 [11] によって同じ結果が凸関数との対応を用いて示された．
2001年に，加藤-Maligranda-高橋 [10] は $J(X^{*})=J(X)$ が一般的には成り立たないこ
とを示した．また，2003年には，三谷-斎藤 [14] によって symmetric absolute norm を持
つ $\mathbb{R}^{2}$ の James 定数を比較的単純に計算する手法が与えられた．ただし，$\mathbb{R}^{2}$ 上のノルム
が symmetric であるとは $(x_{1_{\rangle}}x_{2})\in \mathbb{R}^{2}$ に対して $\Vert(x_{1},$ $x_{2}$ $=\Vert(x_{2},$ $x_{1}$ が成り立つこと
である．この手法を用いて symmetric な extreme absolute norm をもつ $\mathbb{R}^{2}$ の James 定
数が計算された．さらに，2011年に，小室-斎藤三谷 [12] は symmetric でない extreme
absolute norm を持つ $\mathbb{R}^{2}$ の James 定数についても計算した．本論文では，実際に extreme
absolute norm を持つ $\mathbb{R}^{2}$ の双対空間の James 定数を求め，元の空間との関係を研究する．
2 $\mathbb{R}^{2}$ 上の extreme absolute norm と James 定数
2003年，三谷-斎藤 [14] は $\mathbb{R}^{2}$ 上の symmetric absolute normalized norm の James 定
数について研究し，次の定理を示した．
定理 2.1 (三谷-斎藤 [14]). $\psi\in\Psi_{2}$ が $t= \frac{1}{2}$ に関して symmetric と仮定する．このとき
$J(( \mathbb{R}^{2}, \Vert\cdot\Vert_{\psi}))=0\max_{\leq t\leq 1/2}\frac{2-2t}{\psi(t)}\psi(\frac{1}{2-2t})$
が成り立つ．
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この定理は symmetric absolute norms の James 定数を計算するうえで非常に有用な定
理である．また，
$f(t)= \frac{2-2t}{\psi(t)}\psi(\frac{1}{2-2t})$
とすると $f( O)=2\psi(\frac{1}{2})$ 及び $f$ $( \frac{1}{2})=\frac{1}{\psi(\frac{1}{2})}$ であるから，不等式
$J(( \mathbb{R}^{2}, \Vert\cdot\Vert_{\psi}))\geq\max\{2\psi(\frac{1}{2}) , \frac{1}{\psi(\frac{1}{2})}\}$
は常に成立する．
定理 2.1から，直接的な結果として次の命題が得られる．
命題 2.2. $\psi\in\Psi_{2}$ とする．$\psi$ が $t= \frac{1}{2}$ に関して symmetric と仮定する．このとき次の (i),
(ii) が成立する。
(i) $\psi\geq\psi_{2}$ かつ $t= \frac{1}{2}$ で $M_{1}= \max_{0\leq t\leq 1}\frac{\psi(t)}{\psi_{2}(t)}$ となるとき
$J(( \mathbb{R}^{2}, \Vert\cdot\Vert_{\psi}))=2\psi(\frac{1}{2})$ .
(ii) $\psi\leq\psi_{2}$ かつ $t= \frac{1}{2}$ で $M_{2}= \max_{0\leq t\leq 1^{\frac{\psi_{2}(t)}{\psi(t)}}}$ となるとき
$J(( \mathbb{R}^{2}, \Vert\cdot\Vert_{\psi}))=\frac{1}{\psi(\frac{1}{2})}.$
彼らは，
$J(( \mathbb{R}^{2}, \Vert\cdot\Vert_{\psi}))>\max\{2\psi(\frac{1}{2}) , \frac{1}{\psi(\frac{1}{2})}\}$
を満たす $\psi\in\Psi_{2}$ が存在するかどうかについても研究を行っている．この不等式が起こる
か確かめるために，彼らは 2次元ローレンツ空間 $d^{(2)}(\omega, q)$ の James定数を用いている．
ただし，$d^{(2)}(\omega, q)$ とは $0<\omega<1\leq q<\infty$ で，
$\Vert(x_{1}, x_{2})\Vert_{\omega,q}=(x_{1}^{*q}+\omega x_{2}^{*q})^{1/q}$
というノルムを持つ $\mathbb{R}^{2}$ のことである．ただし，$x_{1}^{*}= \max(|x_{1}|, |x_{2}|)$ , $x_{2}^{*}= \min(|x_{1}|, |x_{2}|)$
とする．このとき，$d^{(2)}(\omega, q)$ の James 定数は次のようになる．
定理 2.3 (三谷-斎藤 [16]). $1<q<2$、 $1/P+1/q=1$ とする．$(\sqrt{2}-1)^{2-q}<\omega<1$ と仮
定すると，
$( \frac{1-\omega}{\omega(1+\omega)})^{p-1}<s_{0}<\omega^{1/(2-q)}$




$J(d^{(2)}( \omega, q))=\max\{(\frac{2(1+s_{0})^{q-1}}{1+\omega s_{0}^{q-1}})^{1/q}, 2 (\frac{1}{1+\omega})^{1/q}\}.$
(ii) $(\sqrt{2}^{q}-1)<\omega<1$ とする．このとき，








$J(( \mathbb{R}^{2}, \Vert\cdot\Vert_{\psi}))>\max\{2\psi(\frac{1}{2}) , \frac{1}{\psi(\frac{1}{2})}\}$
を満たす James定数が存在する．
2010年，斎藤三谷-小室 [11] は $\Psi_{2}$ の extreme point の集合 $ext\Psi_{2}$ を次のように示した．
定理 2.4 (斎藤-三谷-小室 [11]).
$ext(\Psi_{2})=\{\psi_{\alpha,\beta}:0\leq\alpha\leq\frac{1}{2}\leq\beta\leq 1\},$
ただし
$\psi_{\alpha,\beta}(t)=\{$ $\frac{1-t\alpha+\beta-1}{t\beta-\alpha}t+\frac{\beta-2\alpha\beta}{\beta-\alpha}$ $(\alpha\leq t\leq\beta)$ ,
$(0\leq t\leq\alpha)$ ,




$\Vert(x_{1}, x_{2})\Vert_{\psi_{\alpha,\beta}}=\{\begin{array}{ll}|x_{1}| (|x_{2}|\leq\frac{\alpha}{1-\alpha}|x_{1}|) ,\frac{\beta(1-2\alpha)}{|x_{2}|\beta-\alpha}|x_{1}|+\frac{(2\beta-1)(1-\alpha)}{\beta-\alpha}|x_{2}| \}_{\frac{}{}|x_{1}|}^{\frac{\alpha}{1-\alpha 1-\beta\beta}|x_{1}|}\leq\leq|x_{2}|)|x_{2}|\leq 4_{|x_{1}|)}1-\overline{\beta},\end{array}$
となり，$\alpha=1-\beta$ のとき $\Vert\cdot\Vert_{\psi_{a,\beta}}$ は symmetric となるため，定理 2.1を用いて次のよう
に James 定数が計算されている．
命題 2.5. $\beta\in$ $[ \frac{1}{2}$ , 1 $]$ に対して，
$J((\mathbb{R}^{2}, \Vert . \Vert_{\psi_{1-\beta,\beta}}))=\{\begin{array}{ll}\frac{1}{\beta} (\beta\in[\frac{1}{2}, \frac{1}{\sqrt{2}}]) ,2\beta (\beta\in[\frac{1}{\sqrt{2}},1]) ,\end{array}$
が成り立つ．
さらに，2011年に小室斎藤三谷 [12] は $\alpha\neq 1-\beta$ つまり $\Vert\cdot\Vert_{\psi_{a,\beta}}$ が symmetricでない
場合の James 定数についても計算し，すべての $\mathbb{R}^{2}$ 上の extreme absolute norm の James
定数を決定した．
定理 2.6 (小室-斎藤-三谷 [12]). $0 \leq\alpha\leq\frac{1}{2}\leq\beta\leq 1$ かつ $\alpha<1-\beta$ とする．
(i) $\psi_{\alpha,\beta}$ $( \frac{1}{2})\leq\frac{1}{2(1-\alpha)}$ とする．このとき
$J(( \mathbb{R}^{2}, \Vert\cdot\Vert_{\psi_{\alpha,\beta}}))=\frac{1}{\psi_{\alpha,\beta}(\frac{1}{2})}.$
$( ii)\frac{1}{2(1-\alpha)}\leq\psi_{\alpha,\beta}$ $( \frac{1}{2})\leq c(\alpha, \beta)$ とする．このとき
$J(( \mathbb{R}^{2}, \Vert\cdot\Vert_{\psi_{\alpha,\beta}}))=1+\frac{1}{2\psi_{\alpha,\beta}(\frac{1}{2})+\frac{2\beta-1}{\beta-\alpha}}.$
(iii) $c(\alpha, \beta)\leq\psi_{\alpha,\beta}$ $( \frac{1}{2})$ とする．このとき




一方で，2001年に，加藤-Maligranda-高橋 [10] によって一般に $J(X^{*})=J(X)$ は成立し





3 $(\mathbb{R}^{2}, \Vert \Vert_{\alpha,\beta})^{*}$ の James 定数
$(\mathbb{R}^{2}, \Vert . \Vert_{\alpha,\beta})^{*}$ の James 定数を計算するために，三谷-大城-斎藤 [15] によって導入され
た dual function を用いる．$\psi\in\Psi_{2},$ $0\leq t\leq 1$ に対して，
$\psi^{*}(t)=\sup\{\frac{(1-s)(1-t)+st}{\psi(s)}:0\leq s\leq 1\}$
と定義する．このとき，$\psi*\in\Psi_{2}$ かつ $(\mathbb{R}^{2}, \Vert\cdot\Vert_{\psi})^{*}=(\mathbb{R}^{2}, \Vert\cdot\Vert_{\psi^{*}})$ が成り立つ．以下では簡
潔に表記するため，$\Vert\cdot\Vert_{\psi_{\alpha,\beta}^{*}}$ を $\Vert\cdot\Vert_{\alpha,\beta}^{*}$ と書くこととする．
$\psi_{\alpha,\beta}$ の定義より，$\psi_{\alpha,\beta}^{*}$ は次のように求められる :
$\psi_{\alpha,\beta}^{*}(t)=\{\frac{1-1-}{\beta}\frac{\alpha 2\beta-1\alpha_{t}}{\beta}t\frac{1-2}{\beta_{+}1-} \}_{\frac{0t1}{1+k_{0}}\leq t\leq 1}\leq\leq\frac{1}{1+k_{0}}\{,$
'
ただし $k_{0}= \frac{\beta(1-2\alpha)}{(1-\alpha)(2\beta-1)}$ . また，$\psi_{\alpha,\beta}^{*}$ に対応するノルムは，
$\Vert(x_{1}, x_{2})\Vert_{\alpha,\beta}^{*}=\{\begin{array}{l}|x_{1}|+\frac{\alpha}{1-\alpha}|x_{2}| (|x_{1}|\geq k_{0}|x_{2}|) ,\frac{1-\beta}{\beta}|x_{1}|+|x_{2}| (|x_{1}|\leq k_{0}|x_{2}|) ,\end{array}$
となる．$\alpha=1-\beta$ のとき，$\Vert\cdot\Vert_{1-\beta,\beta}^{*}$ は symmetric になるから，定理 2.1を用いることで
比較的容易に James 定数が計算できる．したがって次の結果を得る．
命題 3.1. $\beta\in$ $[ \frac{1}{2}$ , 1 $]$ に対して，
$J((\mathbb{R}^{2}, \Vert\cdot\Vert_{1-\beta,\beta})^{*})=\{\begin{array}{ll}\frac{1}{\beta} (\beta\in[\frac{1}{2}, \frac{1}{\sqrt{2}}]) ,2\beta (\beta\in[\frac{1}{\sqrt{2}},1]) .\end{array}$
が成り立つ．
命題 2.5と命題 3.1を比較すると，次の結果を得る．
系 3.2. $0 \leq\alpha<\frac{1}{2}<\beta\leq 1$ かつ $\alpha=1-\beta$ とする．このとき







とする．このとき $(\mathbb{R}^{2}, \Vert \Vert_{\alpha,\beta})^{*}$ の James 定数は次のように表せる:
$J(( \mathbb{R}^{2}, \Vert\cdot\Vert_{\alpha,\beta})^{*})=\sup\{\min\{\Vert x(\theta)+x(\theta')\Vert_{\alpha,\beta}^{*}, \Vert x(\theta)-x(\theta')\Vert_{\alpha,\beta}^{*}\}:0\leq\theta\leq\theta'<2\pi\}.$
また，$tan\theta 0$ $=$ $\frac{(1-\alpha)(2\beta-1)}{\beta(1-2\alpha)}$ を満たす $\theta o$ $\in$ $[0,$ $2\pi)$ をとる このとき
$1- \frac{(1-\alpha)(2\beta-1)}{\beta(1-2\alpha)}=\frac{2-\beta}{\beta(1-2\alpha)}>0$
であるから，$0 \leq\theta_{0}\leq\frac{\pi}{4}$ を得る．James 定数を考えるにあたり，次の 5つの場合を調べれ
ば十分である:
(i) $0 \leq\theta\leq\theta'\leq\frac{\pi}{2},$




次の有用な補題が Alonso [1] により示されている．




上記の補題を用いることで，(i), (ii), (iii) の場合においては比較的容易に計算ができる．
命題 3.4.




Proof. $0 \leq\theta\leq\theta'\leq\frac{\pi}{2}$ とする．補題 3.3より，



















$R_{4}= \sup\{\min\{\Vert x(\theta)+x(\theta')\Vert_{\alpha,\beta}^{*}, \Vert x(\theta)-x(\theta')\Vert_{\alpha,\beta}^{*}\}$ : $\theta_{0}\leq\theta\leq\frac{\pi}{4},$ $\frac{\pi}{2}\leq\theta'\leq\frac{3}{4}\pi\}$
と置く．
(i) $\frac{1}{2}\leq\beta\leq\frac{2}{3}$ とする．このとき $R_{4}\leq 2\psi_{\alpha,\beta}^{*}$ $( \frac{1}{2})$ となる．
(ii) $\frac{2}{3}<\beta\leq 1$ とする．このとき





$R_{5}= \sup\{\min\{\Vert x(\theta)+x(\theta')\Vert_{\alpha,\beta}^{*}, \Vert x(\theta)-x(\theta')\Vert_{\alpha,\beta}^{*}\}:0\leq\theta\leq\theta_{0},$ $\frac{\pi}{2}\leq\theta'\leq\frac{3}{4}\pi\}.$
と置く．このとき




定理 3.9. $0 \leq\alpha<\frac{1}{2}<\beta\leq 1$ かつ $\alpha<1-\beta$ とする．
(I) $\frac{1}{2}\leq\beta\leq\frac{2}{3}$ とする．このとき $J((\mathbb{R}^{2}, \Vert \Vert_{\alpha,\beta})^{*})=2\psi_{\alpha,\beta}^{*}$ $( \frac{1}{2})=\frac{1}{\beta}$ となる．
(I) $\frac{2}{3}\leq\beta\leq\frac{1}{\sqrt{2}}$ とする．このとき $J((\mathbb{R}^{2}, \Vert\cdot\Vert_{\alpha,\beta})^{*})$ は次のようになる:
(i) $F(\alpha, \beta)\geq 0$ のとき
$J(( \mathbb{R}^{2}, \Vert . \Vert_{\alpha,\beta})^{*})=2\psi_{\alpha,\beta}^{*}(\frac{1}{2})=\frac{1}{\beta}.$
となる．




(m) $\frac{1}{\sqrt{2}}<\beta\leq 1$ とする．このとき $J((\mathbb{R}^{2}, \Vert\cdot\Vert_{\alpha,\beta})^{*})=B(\alpha, \beta)$ となる．
また，
$\frac{1}{2}\leq\beta\leq\frac{2}{3}\Rightarrow F(\alpha, \beta)\geq 0,$
$\frac{1}{\sqrt{2}}<\beta\leq 1\Rightarrow F(\alpha, \beta)<0$
が成り立つことから，定理 3.9は次のように書きかえられる．
定理 3.10. $0 \leq\alpha<\frac{1}{2}<\beta\leq 1$ かつ $\alpha<1-\beta$ とする．
(i) $F(\alpha, \beta)\geq 0$ のとき
$J(( \mathbb{R}^{2}, \Vert . \Vert_{\alpha,\beta})^{*})=2\psi_{\alpha,\beta}^{*}(\frac{1}{2})=\frac{1}{\beta}$
となる．





次に，定理 3.10を $\psi_{\alpha,\beta}(\frac{1}{2})$ を用いて実際に値を求めやすい形式に書き換える． $\beta>\frac{2}{3}$
の場合を考える．初めに，$F(\alpha, \beta)$ は次のように書き換えられることに注意する:





となり，$\beta>\frac{2}{3}$ のとき $D>0$ となる．したがって，





補題 3.11. $0 \leq\alpha<\frac{1}{2}<\beta\leq 1$ かつ $\beta>\frac{2}{3}$ のとき $v( \alpha, \beta)<\psi_{\alpha,\beta}(\frac{1}{2})$ が常に成り立つ．
したがって，定理 3.10は次のように書き換えられる．
定理 3.12. $0 \leq\alpha<\frac{1}{2}<\beta\leq 1,$ $\alpha<1-\beta$ かつ $\frac{2}{3}<\beta\leq 1$ とする．
(i) $\psi_{\alpha,\beta}$ $( \frac{1}{2})\geq u(\alpha, \beta)$ のとき
$J(( \mathbb{R}^{2}, \Vert\cdot\Vert_{\alpha,\beta})^{*})=2\psi_{\alpha,\beta}^{*}(\frac{1}{2})=\frac{1}{\beta}$
となる．
(ii) $\psi_{\alpha,\beta}$ $( \frac{1}{2})<u(\alpha, \beta)$ のとき
$J((\mathbb{R}^{2}, \Vert\cdot\Vert_{\alpha,\beta})^{*})$
$= \frac{(2\psi_{\alpha,\beta}(\frac{1}{2})+\frac{2\beta-1}{\beta-\alpha}-1)(\beta(2\psi_{\alpha,\beta}(\frac{1}{2})+\frac{2\beta-1}{\beta-\alpha})-5\beta+1)}{(\beta-1)(2\psi_{\alpha,\beta}(\frac{1}{2})+\frac{2\beta-1}{\beta-\alpha})-3\beta+2}$




定理 3.13. $0 \leq\alpha\leq\frac{1}{2}\leq\beta\leq 1$ かつ $\alpha\leq 1-\beta$ とする．$J((\mathbb{R}, \Vert\cdot\Vert_{\alpha,\beta})^{*})=J((\mathbb{R}, \Vert\cdot\Vert_{\alpha,\beta}))$
が成り立つことと，次の (i), (ii), (iii) いずれかが成り立つことが同値である．
(i) 任意の $\alpha\in[0, \frac{1}{2}]$ に対して，$\beta=1-\alpha.$
(ii) 任意の $\alpha\in[0,$ $1- \frac{1}{\sqrt{2}}]$ に対して，$\beta=\frac{2-\alpha}{3-2\alpha}.$
(iii) 任意の $\alpha\in[0,$ $\frac{1}{2}]$ に対して，$\beta=\frac{1}{2}.$
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