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Abstract
This paper presents a nonparametric discriminant HMM
and applies it to facial expression recognition. In the pro-
posed HMM, we introduce an effective nonparametric out-
put probability estimation method to increase the discrim-
ination ability at both hidden state level and class level.
The proposed method uses a nonparametric adaptive ker-
nel to utilize information from all classes and improve the
discrimination at class level. The discrimination between
hidden states is increased by defining membership coeffi-
cients which associate each reference vector with hidden
states. The adaption of such coefficients is obtained by the
Expectation Maximization (EM) method. Furthermore, we
present a general formula for the estimation of output prob-
ability, which provides a way to develop new HMMs. Fi-
nally, we evaluate the performance of the proposed method
on the CMU expression database and compare it with other
nonparametric HMMs.
1. Introduction
HMMs have already been extensively studied in applica-
tions to speech [21], facial expression [20], gesture recog-
nition [12], etc. The discrimination ability of HMMs is of-
ten improved by using some discriminative criterions (such
as Generalized Probability Descent method [22], Maxi-
mum Mutual Information [3], Maximum / Soft Margin [1]
and Maximum Minimum Margin [15] [19]) instead of the
Maximum Likelihood (ML) to learn model parameters. It
has been proven that HMMs trained by such discrimina-
tive criterions significantly outperform the traditional non-
discriminative HMMs. However, the estimation of model
parameters by discriminant criterions has to be converted
into other problems first. The authors of [19] converted
large margin estimation into a Semi-definite Programming
(SDP) problem. In [1], parameters estimation is formulated
as a Quadratic Programming (QP) problem. It is a fact that
solving a large-scale SDP (or QP) problem is still expen-
sive.
Besides learning with discriminative criterions, the per-
formance of HMMs can also be improved by introduc-
ing new state output probability estimation methods, such
as Artificial Neural Networks [24], Wavelet [8] and Ker-
nel methods [12]. Recently, Lefevre [18] defined a non-
parametric probability density function by k-nearest neigh-
bors (k-NN). The k-NN estimation attempted to intro-
duce discrimination at state level. Their method only uti-
lized information from single class to train model parame-
ters, thus the discrimination at class level is not increased.
In [16], another widely used nonparametric density estima-
tion method, Parzen Windows [9], is used to estimate the
output probability. Their method avoided the estimation
of the mean and covariance compared to Mixture Gaussian
(MixG), but discrimination at class level or at state level was
not considered. These existing works motivated us to define
a new effective nonparametric output probability estimation
method to increase the discrimination both at state level and
class level.
Inspired by [18], we associate each reference vector with
hidden states by membership coefficients, which act as the
posterior probabilities of reference vectors belonging to hid-
den states. These coefficients are further used to estimate
the observation probabilities of reference vectors, thus the
discrimination at state level is increased. At the learn-
ing stage, the adaption of such coefficients is given by the
“Baum-Welch algorithm” (BWA) [21]. To improve the dis-
crimination ability at class level, unlike existing works that
use some discriminative criterions, we introduce the Linear
Interpolation with Maximum Entropy (LIME) density esti-
mation method [13] into output probability estimation. The
LIME is a probability estimation method from view of Max-
imum Entropy [14], which improves the accuracy of proba-
bility estimation without assumptions on prior distributions.
Since the information of all classes is used in LIME, the
discrimination at class level is improved. Furthermore, we
present a general formula for the output probability estima-
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tion, which provides a way to develop new HMMs. Some
existing estimation methods (e.g. MixG, discrete HMMs,
etc) can be derived as a special case of the general for-
mula. Finally, we evaluate the performance of the proposed
method on the CMU expression database [17].
The rest of this paper is organized as follows. Section
2 gives an overview of HMM and LIME. In Section 3, we
describe the proposed LIME / HMM system. In Section 4,
we apply the proposed method to facial expression recog-
nition and its performance is evaluated by the CMU facial
expression Database. Section 5 summarizes this paper.
2. HMM and LIME
In this section, we will give a brief review for HMM and
LIME to establish notations.
2.1. HMM
HMM consists of nodes representing hidden states, in-
terconnected by links governing the transitions between the
states [9]. Each hidden state is also associated with an out-
put probability distribution. In the follows, we give a brief
review on HMM. A detailed tutorial on HMM can be found
in [21].
A HMM is characterized by the following parameters:
1. The hidden states S = {S1, S2, · · · , SN}, where N is
the number of states.
2. The state transition probability distribution A =
{ai,j}, where ai,j = P (qt+1 = Sj |qt = Si), 1 ≤ i, j ≤ N ,
and qt is the state at time t.
3. The output probability distribution B = {bi(Ot)},
where bi(Ot) = P (Ot|qt = Si), 1 ≤ t ≤ T , 1 ≤ i ≤ N , T
is the length of an observation sequence.
4. The initial state distribution π = {πi}, where πi =
P (q1 = Si), 1 ≤ i ≤ N .
HMM is often indicated by the compact notation λ =
(A,B, π). Before applying HMM to a real world problem,
the following three central problems have to be solved:
1. Evaluation problem. Find P (O|λ) for the observation
sequence O = O1O2 · · ·OT .
2. Decoding problem. Find the sate sequence Q =
q1q2 · · · qT that best explains the observation O.
3. Learning problem. Find λ∗ = arg maxλ P (O|λ).
The evaluation problem is solved by the “Forward algo-
rithm” [21]. “Viterbi algorithm” [21] solves the Decoding
problem. The parameters of HMM are iteratively adapted
by a generalized EM algorithm BWA [21].
2.2. LIME
LIME is a nonparametric, adaptive kernel estimation
method, and the resulting kernel is asymmetric [13].
Let Γ = {Xi|Xi ∈ Rd, i = 1, · · · , n} denote the train-
ing feature vectors and let x ∈ Rd denote observation vec-
tor. The objective of LIME is to produce an n-dimensional
weight vector w = {w1, w2, · · · , wn} (also called LIME
weights and
∑n
i=1 wi = 1) from Γ and x. The LIME
weights is computed as
w∗ = arg min
w
(
D
(∑
i∈J
wiXi − x
)
+ λ
∑
i∈J
wi lnwi
)
,
(1)
where function D(·) is a continuous convex function, J is
the indices of k-NN of x from the training set Γ, and the
parameter λ specifies a tradeoff between reproduction dis-
tortion and maximum entropy. LIME uses the linear inter-
polation equations to avoid bias and the maximum entropy
principle to weight all near neighbors as uniformly as pos-
sible to keep estimation variance low. Following [13], the
mean squared error is used for D and w∗ is optimized by a
fast primal-dual log-barrier interior-point method.
Through restating LIME minimization in a form of
Jaynes’s maximum entropy estimates [14], if i ∈ J , the
LIME weights are given by
w∗i =
e−a
T (Xi−x)∑
j∈J e−a
T (Xj−x) , (2)
where w∗i is i-th entry of set w∗, a is the d-dimensional
Lagrange multiplier. It can be seen that the LIME weights
can be expressed in terms of an adaptive kernel and can be
used for density estimation.
In the next section, we integrate LIME with HMM to ex-
tend its application to sequential data classification. This in-
tegration also improves the discrimination ability of HMM
at class level, since the information of all classes are used in
the optimization of LIME weights.
3. LIME / HMM model
In this section, we discuss the proposed HMM and
present a general output probability formula.
3.1. Output probability definition
In our method, LIME and k-NN are integrated in the ex-
pression of the state output probability
bci (Ot) =
∑Mc
j=1 P (S
c
i |xcj)× w(Ot, xcj)∑Mc
j=1 P (S
c
i |xcj)
, (3)
where Ot is the observation at time t, Sci is the i-th hidden
state of class c, xcj is the j-th reference vector of class c,
P (Sci |xcj) is the posterior probability of xcj belonging to the
i-th hidden state, w(Ot, xcj) is the LIME weight between
the observation Ot and the reference vector xcj , M c is the
number of reference vectors of class c.
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If there is no prior knowledge on reference vectors, we
can assume the prior probabilities P (xci ) ≡ P (xcj) for any
1 ≤ i, j ≤ M c and the equation (3) can be rewritten as
bci (Ot) =
Mc∑
j=1
P (xcj |Sci )P (Ot|xcj)
=
Mc∑
j=1
P (Ot, xcj |Sci ) = P (Ot|Sci ), (4)
where the probability P (xcj |Sci ) is estimated by k-NN
P (xcj |Sci ) =
P (Sci |xcj)∑Mc
j=1 P (S
c
i |xcj)
(5)
and the LIME weight w(Ot, xcj) acts as the likelihood of
xcj with respect to Ot. The equation (4) explains why the
formula (3) can be used to estimate the state output proba-
bility and how the discrimination at state level is improved
by k-NN. In the follows, we will give the computation of
LIME weights and model parameters and explain how the
discrimination at class level is increased.
3.2. Computing LIME weights
To compute the LIME weights w(Ot, xcj), we first select
the k-NNs of Ot from training samples. Let Jc represent
the indices of k-NNs of Ot from the training samples of
class c. Similar to the equation (1), if j ∈ Jc, w(Ot, xcj) is
computed by solving the following optimization problem
Minimize: D
⎛
⎝∑
c
∑
j∈Jc
w(Ot, xcj)x
c
j −Ot
⎞
⎠
+λ
∑
c
∑
j∈Jc
w(Ot, xcj) ln(w(Ot, x
c
j))
Subject to:
∑
c
∑
j∈Jc
w(Ot, xcj) = 1,
otherwise w(Ot, xcj) ≡ 0. w(Ot, xcj) measures the similar-
ity between Ot and xcj , and by the exemplar based model
the posterior probability of the observation Ot classified to
class c is
P (c|Ot) =
Mc∑
j=1
w(Ot, xcj). (6)
From (3) and (6), it can be seen the formula (3) is a weighted
version of the posterior probability P (c|Ot) with P (xcj |Sci )
acting as the weighting factors, which explains how the dis-
crimination at the class level is improved.
3.3. Training model parameters
In the learning phase, the model parameters λc =
(Ac, Bc, πc) are learned to maximize the probability of the
observation sequence given the model, P (O|λc). The well-
known iterative BWA is used for the estimation of λc. We
will first establish notations used.
The probability of being in state i at time t given the
observation sequence O and the model λc is γct (i). The es-
timate for the parameters Ac and πc is identical to that given
in [21]. The iterative formula for the posterior probability
P (Sci |xcj) is
P (Sci |xcj) =
∑T
t=1 γ
c
t (i, j)∑T
t=1
∑Nc
i=1 γ
c
t (i, j)
, (7)
where
γct (i, j) = γ
c
t (i) ·
P (Sci |xcj)× w(Ot, xcj)∑Mc
j=1 P (S
c
i |xcj)× w(Ot, xcj)
(8)
is the probability of being in state i at time t with the j-th
reference vector accounting for Ot.
From equation (7), the estimate of probability P (xcj |Sci )
is
P (xcj |Sci ) =
P (Sci |xcj)∑Mc
j=1 P (S
c
i |xcj)
=
∑T
t=1 γ
c
t (i, j)∑T
t=1
∑Mc
j=1 γ
c
t (i, j)
(9)
which is just the standard estimate of mixture coefficients
for continuous HMMs except that xcj are used as the ref-
erence vectors instead of mean vectors, and this confirms
the convergence of the BWA using the estimate method of
P (Sci |xcj) given in (7).
Since the optimization surface usually has many local
maxima, the BWA leads to local maxima only. Thus, the
initialization of model parameters P (Sci |xcj) is very cru-
cial. It is achieved by the well-known Fuzzy C-mean (FCM)
clustering algorithm in this work. The number of clusters is
the same as that of hidden states.
3.4. Relationship to existing works
From equation (4), it can be observed that the proposed
nonparametric output probability expression can be written
in a more general formula
bci (Ot) =
Mc∑
j=1
P (xcj |Sci )× k(Ot, xcj), (10)
where k(Ot, xcj) ∈ [0, 1] is a kernel function measuring
the similarity between the observation Ot and the reference
vector xcj and P (xcj |Si) is the observation probability of the
j-th reference vector in state i. Different HMMs can be
obtained by different estimate methods for the observation
probabilities of reference vectors P (xcj |Si) or by different
definitions for k(Ot, xcj).
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For the traditional continuous HMM, the output proba-
bility is commonly a MixG
bci (Ot) =
Mc∑
j=1
mcij × φ(Ot;μcij ,Σcij), (11)
where M c is the number of mixtures, mcij is the mixture co-
efficient for the j-th mixture in state i and
∑Mc
j=1 mij = 1,
φ is typically a Gaussian with mean μcij and covariance
Σcij . The output probability (11) can be attributed to the
formula (10) with the mean vector μcij acting as the refer-
ence vector, defining P (μcij |Sci )  mcij and k(Ot, μcij) 
φ(Ot;μij ,Σij).
Similarly, for the traditional discrete HMMs, reference
vectors are the codevectors V c = {vc1, vc2, · · · , vcMc} and
kernel function can be simply defined as
k(Ot, vcj) 
{
1, if vcj is the nearest neighbour of Ot
0, otherwise.
(12)
In [18], the probability P (xcj |Sci ) is estimated by
P (xcj |Sci ) 
ui(xcj)∑Mc
j=1 ui(x
c
j)
, (13)
where ui(xcj) is the membership coefficient defined as in
Fuzzy set theory
ui(xcj) ∈ (0, 1),
∑Nc
i=1 ui(x
c
j) = 1 (14)
and k(Ot, xcj) is computed by
k(Ot, xcj) 
{
1, if xcj is a k-NN of Ot
0, otherwise. (15)
In [16], P (xcj |Sci ) is estimated by another nonparametric
density estimation method-Parzen Windows
P (xcj |Sci ) 
Mc∑
k=1
ξi(xck)× ψh(xck − xcj), (16)
where ψh is a kernel function with bandwidth h and ξi(xck)
is the traditional discrete HMM observation probability.
The formula (10) gives some insight to define new
output probabilities through designing various probabili-
ties P (xcj |Sci ) (k-NN, Parzen Windows, RBF Neural Net-
work, Wavelet, etc), similarity functions k(Ot, xcj) (Gaus-
sian, LIME weight, etc.) or different reference vectors (rep-
resentative exemplars, training samples, codevectors, etc.).
In the next section, we will show that the performance of
the methods in [16] and [18] can be improved by integrat-
ing the proposed nonparametric kernel method or by using
the adaption formula (7) and holding their own kernel func-
tions.
4. Facial Expression Recognition
Facial expression recognition has a variety of applica-
tions in human computer interface, image retrieval and data-
driven animation, etc. Most of the existing facial expres-
sion recognition methods attempt to recognize six proto-
typic expressions (namely, joy, surprise, anger, disgust, sad-
ness and fear) proposed by Ekman [10]. Over the past
decades, many techniques (Neural networks [23], Support
Vector Machines [2], Local Parameterized Models [4], etc.)
have been introduced into still facial image recognition.
Recently, the methods on facial expression have been
moving to model the dynamics of facial deformation by
integrating temporal information, which is typically han-
dled using Dynamic Programming (DP) or HMMs. Otsuka
et al. [20] were the first to apply continuous left-to-right
HMMs to recognizing sequences of emotion. To represent
the variation in facial expression among persons, they chose
a MixG density for approximating the output probability.
Yeasin et al. [25] used the discrete HMMs to model tem-
poral facial expression signatures produced by k-NN classi-
fiers. In [6], Cohen et al. proposed a multilevel HMMs, in
which the state sequences of the first level HMMs were used
as the input of the higher level HMM, for segmenting and
recognizing human facial expression. In this section, we
apply the proposed nonparametric discriminant HMM to fa-
cial expression recognition and evaluate its performance on
the CMU facial expression database.
4.1. Feature Extraction and Indication
Feature extraction is the basis for any recognition sys-
tem, and the features should realistically describe the phys-
ical phenomena. In facial expression recognition, there are
two types of facial features: permanent and transient fea-
tures. The permanent facial features are the shapes and lo-
cations of eyebrows, eyes lids, nose, lips and chin. The
transient features are the wrinkles and bulges appeared with
expressions. In this paper, we use the movement of perma-
nent facial features away from neutral positions to measure
facial expression variation.
We applied the well-known Active Appearance Model
(AAM) [7] on facial image sequences to track the move-
ment of facial features. Figure 1(a) shows the shape model
consisting of 58 facial points which is identical with the one
given in [5]. Figure 2 displays the facial feature localization
results of the subject’s six basic expressions.
Based on the facial action code system (FACS) [11], it
can be found that the movements of some facial points (e.g.
facial points 1 and 13) are not so important to measuring
facial deformation. Thus, a subset is selected from these
58 facial points depicted in Fig. 1(b), where the solid tri-
angles and rectangles represent only the X or Y-coordinates
are used as features and the solid circles represent both X
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Figure 1. (a)The facial landmarks(58 facial points) and (b) selected
feature points.
Figure 2. The tracking results of one subject’s six basic expres-
sions.
and Y-coordinates are used as features. The midpoint of in-
ner corners of two eyes (facial points 18 and 26) is defined
as the coordinate origin. Each frame of video to be recog-
nized is represented by a 52-dimensional feature vector.
Figure 3. Left-Right HMM.
We employed a left-to-right HMM, where a transition is
allowed only to the right-neighbor state or itself as in Figure
3 to model the spatial-temporal variation of facial expres-
sion. The model consists of three hidden states S1, S2 and
S3, which correspond to the Neutral, Transient and Apex
stages of the evolution of an expression. The output proba-
bility is defined in (3) and adapted by (7).
4.2. Experimental results and Evaluation
We use the CMU Database to evaluate the performance
of the proposed nonparametric discriminant HMM. This
database consists of 100 university students ranging in age
from 18 to 30 years. Sixty-five percent were female, fifteen
percent were African-American and three percent Asian or
Latino. For our experiment, we selected 72 whole image
sequences (totally, 1085 images) from the database. Each
expression contains 12 sequences. The original frames are
normalized to 170 × 210 pixels facial images based on the
positions of two eyes.
Figure 4. Example 1: (a)An image sequence shows a subject per-
forming smiling, (b) the recognition result.
We will first use two examples to illustrate the efficiency
of our method in an intuitive way. In the first example, we
created a short image sequence as shown in Figure 4(a)
in which the subject performs smiling. We can observe
that starting from the fourth frame, lip corners begin to be
pulled obliquely and cheeks are raised. Fig. 4(b) presents
the expression likelihood probabilities for the six basic ex-
pressions. From this figure, the six expressions are close
in likelihood at the beginning three frames, which implies
that these three frames have Neutral expression. As the
expression progresses with time, the likelihood of joy in-
creases gradually. This experimental result illustrates that
our method can well model the evolution of facial expres-
sion.
Figure 5(a) shows another image sequence in which the
subject showed surprise with some frames mis-tracked. In
frames 4 and 6, we can see that the locations of mouth
and chin are tracked erroneously. Fig. 5(b) gives the re-
sult of our method. From this figure, we can observe that
although the likelihood of surprise visibly decreases in the
sixth frame because of the tracking error, the facial expres-
sion can still be correctly recognized. This example illus-
trates that our method is robust with respect to tracking er-
ror.
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Table 1. Comparison with different HMM-based methods 
JOY SUR ANG DIS SAD FEA Overall
[16] 91.67 91.67 100.00 58.33 100.00 75.00 86.11 
[16]* 91.67 91.67 100.00 75.00 100.00 83.33 90.28
[18] 75.00 100.00 91.67 100.00 100.00 83.33 91.67 
[18]* 91.67 100.00 100.00 91.67 100.00 91.67 95.83
Our 100.00 100.00 100.00 91.67 100.00 91.67 97.22 
Table 2. Comparison with different HMM-based methods  
(Small Training dataset) 
JOY SUR ANG DIS SAD FEA Overall 
[16] 83.33 100.00 100.00 79.17 95.83 83.33 90.28 
[18] 75.00 100.00 83.33 95.83 100.00 79.17 88.89
Our 95.83 100.00 87.50 91.67 100.00 91.67 94.44 
Figure 5. Example 2: (a)An image sequence shows a subject per-
forming surprise with tracking error in the frames 4 and 6, (b) the
recognition result.
Furthermore, we used a three-fold cross validation in our
experiments to verify the benefit of improving discrimina-
tion ability at both state and class levels. Table 1 presents
the recognition results of our method, methods in [16],
[18] and their corresponding improvements [16]∗, [18]∗
based on the general formula (10). All experiments were
performed on the same data set, two folders of image se-
quences were used as training set and the remaining image
sequences were used as testing set. The proposed method
achieves a 97.22 percent overall recognition rate and out-
performs the other four nonparametric HMM methods. To
increase the discrimination ability of the method in [16] in
state level, we used (7) to adapt the variation of ξi(xck) in
method [16]∗. The recognition rate increases from 86.11
percent to 90.28 percent. This shows the benefit of increas-
ing discrimination between hidden states. In method [18]∗,
we integrated LIME with method in [18] by replacing (15)
with LIME weights to increase the discrimination at class
level. We can see that the recognition rate increases from
91.67 percent to 95.83 percent. This illustrates the impor-
tance of improving discrimination ability at class level. Fur-
thermore, we can see that our method still outperforms the
improved method [18]∗. This confirms the benefit of the
adaption formula(7), since the only difference between our
method and method [18]∗ is the adaption of membership
coefficients.
To evaluate the performance of our method on small
training dataset, we use one folder of facial image se-
quences as training dataset (each expression has only 4 se-
quences) and the remaining two folders of sequences as
testing dataset. Recognition results summarized in Table
2 illustrate that out method still outperforms the methods
in [16] and [18]. Both the method in [16] and our method
outperforms the method in [18], since large size of training
dataset is essential for k-NN probability estimation.
Compared with our method and the method in [18], the
method in [16] is the fastest, since it does not need to find
k-NN. Refinement in terms of neighborhood selection and
fast neighbor search will be considered in future work to
obtain better performance.
5. Conclusion
This paper proposed a new nonparametric HMM for
facial expression recognition. We introduced LIME and
membership coefficients to HMM, which increased the dis-
crimination ability at both class level and state level. Fur-
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thermore, we presented a general formula for output prob-
ability estimation, which provides a way to develop new
HMM. Experiments on CMU expression database con-
firmed the efficiency of the proposed method in modeling
the evolution of facial deformation. Moreover, the exper-
imental results showed that the performance of some ex-
isting HMMs can be improved by integrating the proposed
nonparametric kernel method and parameters adaption for-
mula.
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