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Abstract
Let X ↪→ (T, D) be a compactification of an affine 3-fold X into a smooth projective 3-fold T such that the (reduced) boundary
divisor D is SNC. In this paper, as an affine counterpart to the work due to S. Mori (cf. [S. Mori, Threefolds whose canonical
bundles are not numerically effective, Ann. of Math. 116 (1982) 133–176]), we shall classify (K + D)-negative extremal rays on
T . In particular, if such an extremal ray R = R+[C] intersects K non-negatively, we shall describe the log flips and divisorial
contractions appearing explicitly.
c© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Throughout the present article we shall work over the field of complex numbers C. Let X be a smooth affine 3-fold.
We take a compactification X ↪→ (T, D) into a smooth projective 3-fold T in such a way that the (reduced) boundary
divisor D is SNC. In order to analyze the structure of X from the point of view of birational geometry associated with
the log Kodaira dimension κ(X) (see [1] for the definition and relevant results on log Kodaira dimension), it seems to
be natural to perform a Log Minimal Model Program starting from the DLT (= Divisorial Log Terminal singularities;
see [11, Chapter 2]) pair (T, D), in other words, we need to run the (KT + D)-MMP. It is known that this process of
(KT + D)-MMP exists (cf. [17]), say:
(T, D) =: (T 0, D0) φ
0
· · · → (T 1, D1) φ
1
· · · → · · · · · · → (T s−1, Ds−1) φ
s−1
· · · → (T s, Ds), (∗)
where each birational map φi : (T i , Di ) · · · → (T i+1, Di+1) is obtained associated with a (KT i + Di )-negative
extremal ray Ri ⊂ NE(T i ) for 0 ≤ i < s, and the right terminal object (T ′, D′) := (T s, Ds) has only DLT
singularities such that it satisfies one of the following two cases (A) and (B) according to the value of the log Kodaira
dimension κ(X):
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(A) If κ(X) ≥ 0, then KT ′ + D′ is nef, i.e., (T ′, D′) is a log minimal model.
(B) If κ(X) = −∞, then there exists a (KT ′ + D′)-negative extremal ray ∃ R′ ⊂ NE(T ′) such that the contraction of
R′ gives rise to a log Mori fiber space.
As mentioned just above, although the Log Minimal Model Program gives us very useful tools for dealing with
DLT pairs in dimension three, there are several obstacles for the study of an affine 3-fold X itself. The main obstacles
arise in the following situations:
Obstacles
(1) Assume that φi : (T i , Di ) · · · → (T i+1, Di+1) is a log flip. Then some of flipping curves may not be contained
in Supp(Di ), and some of flipped curves may not be contained in Supp(Di+1).
(2) Assume that φi : (T i , Di )→ (T i+1, Di+1) is a divisorial contraction. Then the exceptional divisor Exc(φi ) ⊂ T i
may not be contained in the boundary Supp(Di ).
This is why there is no satisfactory principle for comparing X i := T i \Supp(Di )with X i+1 := T i+1\Supp(Di+1).
As a result, we are not able to analyze the structure on X i from that on X i+1 in general. (For instance, even if X i
(resp. X i+1) is affine, the next X i+1 (resp. the previous X i ) is not necessarily affine.) Hence, even if we can analyze
X ′ := T ′ \ Supp(D′) concretely, it is usually hard and hopeless to recover the data on the original X from those on
X ′.1 In order to attack the above mentioned messy matters, we need to describe where flipping/flipped curves are
located and how exceptional divisors intersect the boundary parts. For this purpose, it is indispensable to describe the
singularities on T i along the boundary Supp(Di ).
In this article, we shall describe the 1st step φ0 : (T, D) · · · → (T 1, D1) of the (KT + D)-MMP explicitly, that is,
classify (KT + D)-negative extremal rays on T as the affine version of the classification of (ordinary) extremal
rays on smooth projective 3-folds due to S. Mori (cf. [14]). This explicit description of φ0 is necessary for the
investigation of an affine 3-fold X from a point of view of the Log Minimal Model Program in the above mentioned
sense because this seems to enable us to describe the 2nd step φ1 : (T 1, D1) · · · → (T 2, D2), and all the following
steps φi : (T i , Di ) · · · → (T i+1, Di+1) in an inductive way. Our main result in this article is stated as follows:
Theorem 1.1. Let X be a smooth affine 3-fold, and let X ↪→ (T, D) be a compactification of X into a smooth
projective 3-fold T carried out in such a way that D is the reduced, SNC boundary divisor. Assume that KT + D
is not nef. Then there exists a (KT + D)-negative extremal ray R = R+[C] ⊂ NE(T ) such that the description of
the rational map φ : (T, D) · · · → (T , D) associated with R is summarized as in the following tables (when φ is
birational, we denote by D := φ∗(D) the strict transform of D, and by X := T \Supp(D) the complement). We shall
describe Case (I): (KT · C) ≥ 0 in detail after Tables 1–3.
Case (I)-(i): φ : (T, D) · · · → (T , D) is a log flip (more precisely, either a flop or an anti-flip) and X ∼= X. There
exists a unique flipping curve C such that C is the complete intersection of two boundary components, say D1 and
D2, and (D − D1 − D2 · C) = 1. Let d0 := −(C2)D1 and d1 := −(C2)D2 (we may assume that d0 ≥ d1). Then
(KT · C) = d0 + d1 − 2 and φ is obtained as the Euclidean log flip with respect to (d0, d1) (see Section 2 for the
definition and the explicit descriptions of Euclidean log flips). Moreover, for a general point Q on the flipped curve
C+ ⊂ T , we have
(Q ∈ C+ ⊂ T ) ' o ∈ (x = y = 0) ⊂ (C2(x,y)/Zm(1, 1))× A1, with m := gcd(d0, d1).
Case (I)-(ii)-(2, 0)1: φ : (T, D)→ (T , D) is a divisorial contraction with E := Exc(φ) contained in Supp(D) so
that X ∼= X. (E, E |E ) ∼= (P2,OP2(−m)) with m ≥ 3, (KT ·C) = m−3, and E is contracted to a PLT singular point
Q := φ(E) ∈ T of the analytic type:
(Q ∈ T ) ' o ∈ C3/Zm(1, 1, 1).
1 However, under the assumption of the existence of a normal Du Val member of the linear system |D|, we are able to take the (KT + D)-
MMP (∗) starting with (T, D) in such a way that every step T i has only Q-factorial terminal singularities. Moreover, we can describe where the
flipping/flipped curves are located, and how exceptional divisors which do not take place in the boundary parts intersect the boundary in detail (cf.
[9,10]).
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Table 1
Case (I): (KT · C) ≥ 0
Case Exc(φ) φ : T · · · → T Analytic type of Sing(T )
(I)-(i) ∃1 flipping curve C = D1 ∩ D2
d0 := −(C2)D1 ≥ d1 := −(C2)D2
Euclidean log flip w.r.t. (d0, d1)
(see Section 2)
(Q ∈ C+ ⊂ T ) ' o ∈ (x = y = 0)
⊂ (C2/Zm (1, 1))× A1
with m := gcd(d0, d1)
(I)-(ii)-(2, 0)1 (E, E |E ) ∼= (P2,OP2 (−m)) with m ≥ 3 E is contracted to a point Q ∈ T (Q ∈ T ) ' o ∈ C3/Zm (1, 1, 1)
(I)-(ii)-(2, 0)2 (E, E |E ) ∼= (P1 × P1,O(−m,−m))
with m ≥ 2
E is contracted to a point Q ∈ T (Q ∈ T ) '
o ∈ (xy + zt = 0)/Zm (1, 1, 1, 1)
(I)-(ii)-(2, 1) E ∼= PB (E) is a scroll over a smooth curve
B with E := (φ|E )∗((D − E)|E )
E is contracted onto a curve
B ⊂ T
(Q ∈ B ⊂ T ) ' o ∈ (x = y = 0) ⊂
(C2/Zm (1, 1))× A1
with m := −(E · C) ≥ 2
Note: In Case (I)-(i), if m = 1, then T has at most two isolated PLT singularities on the flipped curve C+. The analytic types of these PLT
singularities are determined by the datum d0 ≥ d1. Moreover, T has only terminal singularities if and only if d1 = 1, and then there exists a unique
singular point on C+ of analytic type ' o ∈ C3/Zd0 (1, 1, d0 − 1). In the remaining Case (I)-(ii)-(2, 0)1, Case (I)-(ii)-(2, 0)2, Case (I)-(ii)-(2,1),
singularities on T are at most PLT but not terminal. In Case (I)-(ii)-(2, 0)1 (resp. Case (I)-(ii)-(2, 0)2), φ is realized as the weighted blow-up at
(Q ∈ T ) ' o ∈ C3/Zm (1, 1, 1) (resp. ' o ∈ (xy + zt = 0)/Zm (1, 1, 1, 1)) with weights wts = 1m (1, 1, 1) (resp. wts = 1m (1, 1, 1, 1)). In all of
Case (I), the complement X is isomorphic to X .
Table 2
Case (II): (KT · C) < 0 and φ is birational (cf. [14])
Case φ : T → T Analytic type of Sing(T ) X
(II)-(i) E1, E3, E4, E5 type Smooth (E1)
X ∼= X' o ∈ (xy + zt = 0) (E3)' o ∈ (xy + z2 + t3 = 0) (E4)
' o ∈ C3/Z2(1, 1, 1) (E5)
(II)-(ii) E2 type Smooth X \ X ∼= A2 unless
X ∼= X
Table 3
Case (III): (KT · C) < 0 and φ is the Mori fiber space (cf. [14])
Case φ : T → T (D · C)
(III)-(3, 2) A P1-bundle over 1
a surface (C2)
(III)-(3, 1)1 A P2-bundle 1 or 2
over a curve (D3)
(III)-(3, 1)2 A quadratic bundle 1
over a curve (D2)
(III)-(3, 0) (T, D) 1 ≤ (D · C) < F(T )
∼= (P3,O(d)) (1 ≤ d ≤ 3) or
∼= (Q3,O(d)) (1 ≤ d ≤ 2) or
∼= (Bi ,O(1)) (1 ≤ i ≤ 5)
Moreover, 1 ≤ (D − E · C) ≤ 2, where C is a line on E ∼= P2.
Case (I)-(ii)-(2, 0)2: φ : (T, D)→ (T , D) is a divisorial contraction with E := Exc(φ) contained in Supp(D) so
that X ∼= X. (E, E |E ) ∼= (P1×P1,OP1×P1(−m,−m)) with m ≥ 2, (KT ·C) = m− 2, and E is contracted to a PLT
singular point Q := φ(E) ∈ T of the analytic type:
(Q ∈ T ) ' o ∈ (xy + zt = 0)/Zm(1, 1, 1, 1).
Moreover, (D − E · C) = 1, where C is the class of generators of rulings on E ∼= P1 × P1.
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Case (I)-(ii)-(2, 1): φ : (T, D)→ (T , D) is a divisorial contraction with E := Exc(φ) contained in Supp(D) so
that X ∼= X. (KT · C) = m − 2 for some m ≥ 2, E is contracted onto a curve B := φ(E), φ|E : E → B is a
P1-bundle, and (D− E ·C) = 1, where C is the class of fibers of φ|E . For a general point Q on the curve B, we have
(Q ∈ B ⊂ T ) ' o ∈ (x = y = 0) ⊂ (C2(x,y)/Zm(1, 1))× A1.
Remark 1.1. If κ(X) ≥ 0, then Cases (III)-(3,2), (3, 1)1, (3, 1)2 and (3, 0) cannot occur.
We shall state the scheme of this paper. In Section 2, we shall define the notion of Euclidean log flips, which seems
to be a generalization of the construction of the pagoda (cf. [15]). Assume that we have encountered the situation
where ψ : (V, A + B) · · · → (V+, A+ + B+) is a 3-fold log flip with respect to (KV + A + B) such that V is
smooth in a neighborhood of the flipping curve C ∼= P1, and A and B intersect each other along the curve C = A∩ B
ideal-theoretically. We put a := − (C2)A > 0 and b := − (C2)B > 0. In this situation, we shall try to describe the log
flip ψ explicitly. Although it is known that log flips exist (cf. [17]), we have to investigate where the flipping/flipped
curves are located, and what kinds of singularities appear along flipped curves for the study of affine 3-folds. As
a result, the log flip ψ is obtained as ψ = νˆ ◦ µˆ−1 : V ← Vˆ → V+, where µˆ : Vˆ → V is the composite of
oscillating blow-ups along smooth curves uniquely determined by the Euclidean algorithm with respect to (a, b) such
that the last exceptional divisor E is isomorphic to P1 × P1 (we call this blow-up process the Euclidean blow-up;
see Definition 2.2), and νˆ : Vˆ → V+ is the composite of the contraction of E ∼= P1 × P1 along another direction
and the successive contractions of strict transforms of the remaining exceptional divisors to PLT singularities (cf.
Proposition 2.2). Moreover, we shall observe when V+ has at most isolated canonical singularities along the flipped
curve, and then investigate the analytic types of these singularities in terms of (a, b) (cf. Proposition 2.3). This explicit
construction of Euclidean log flips is used in Section 3 of this paper.
In Sections 3 and 4, we prove Theorem 1.1. Let X be a smooth affine 3-fold and let X ↪→ (T, D) be a
compactification stated as in Theorem 1.1. Assume that KT + D is not nef, and let R = R+[C] ⊂ NE(T ) be a
(KT + D)-negative extremal ray. In the case of (KT · C) < 0, the argument is very easy since R is then an ordinary
extremal ray, so that we can make use of the result due to S. Mori (cf. [14]). In fact, we have only to note that R is
(KT + D)-negative, and obtain Cases (II)-(i), (ii) and Cases (III)-(3, 2), (3, 1)1, (3, 1)2, (3, 0). On the other hand,
assume that (KT · C) ≥ 0. Then φ is birational and the exceptional set of φ is contained in the boundary Supp(D).
(In the case where φ : (T, D) · · · → (T , D) is a log flip, the exceptional set is composed of flipping curves.) If φ is a
divisorial contraction, it is not difficult to obtain the desired results Cases (I)-(ii)-(2, 0)1, (2, 0)2, (2, 1) in Theorem 1.1.
Meanwhile, if φ is a log flip, then the situation is a little involved. The detailed investigation then shows that there
exists a unique flipping curve C which is a complete intersection of two irreducible boundary components, say D1
and D2 such that d0 := −(C2)D1 > 0 and d1 := −(C2)D2 > 0. Thus we need to perform the Euclidean log flip
associated with (d0, d1) centered at C , which are investigated in Section 2, for the explicit description of this log flip
φ : (T, D) · · · → (T , D) (see Case (I)-(i) and Note).
Conventions of notation
• ∼: linear equivalence,
• ≡: numerical equivalence,
• ': analytically isomorphic,
• %(T ): the Picard number of a variety T ,
• F(T ): the Fano index of a Fano 3-fold T with %(T ) = 1, i.e., −KT ∼ F(T )H for an ample generator H of
Pic(T ) ∼= Z,
• NE(T/W ): the Mori cone of a given projective morphism T → W , i.e., the closure of the cone of effective 1-
cycles on T contracted to points on W modulo≡. When T is projective and W = {pt.}, we use the notation NE(T )
instead of NE(T/{pt.}) for simplicity.
• Q3: the smooth quadric hypersurface in P4,
• Bi : a factorial Gorenstein terminal Fano 3-fold with % = 1 of Fano index 2 and (−KBi )3 = 8i for 1 ≤ i ≤ 5,
• Fd : the Hirzebruch surface of degree d (d ≥ 0),
• Md : the minimal section on Fd ,
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• Ld : a fiber of the P1-bundle on Fd ,
• C3/Zm(a, b, c): the quotient of C3(x,y,z) by the cyclic group Zm ∼= 〈ζ 〉 determined by ζ · (x, y, z) =
(ζ ax, ζ by, ζ cz), where ζ is the primitive m-th root of unity,
• Exc( f ): the exceptional set of a given birational morphism f .
2. Euclidean log flips
In the description of φ in Theorem 1.1, the most involved situation lies in Case (I)-(i): the case of log flips. In this
section, for the description of these log flips, we define Euclidean log flips and construct them very explicitly. These
are used in the next section (Section 3) to prove Theorem 1.1 for the case (KT · C) ≥ 0. We shall begin with the
definition.
Definition 2.1 (Euclidean Log Flips). Let f : (V, A + B) → W be a 3-fold proper small contraction which is
obtained as the contraction of a (KV + A + B)-negative extremal ray, say R = R+[C]. Assume that the exceptional
set C = Exc( f ) ⊂ V is a smooth rational curve which is an ideal-theoretic complete intersection of A and B, and that
V is smooth in a neighborhood of C . Let d0 := −(C2)A > 0 and d1 := −(C2)B > 0. We may assume that d0 ≥ d1.
Then the corresponding log flip ψ = ( f +)−1 ◦ f : V → W ← V+ is said to be an Euclidean log flip associated with
(d0, d1).
Our aim in this section is to construct this log flip ψ : (V, A + B) · · · → (V+, A+ + B+) in an explicit fashion,
where A+ (resp. B+) is the strict transform of A (resp. B). Moreover, we shall observe when V+ has at most isolated
canonical singularities on the flipped curve, and then investigate the analytic types of these singularities in terms of
(d0, d1). In the rest of this section, we shall use the notation in Definition 2.1.
Lemma 2.1. Let µ1 : V1 → V be the blow-up of V along C = A ∩ B with the exceptional divisor E1, and let A1
(resp. B1) be the strict transform on V1 of A (resp. B). Then:
(1) NC/V ∼= OP1(−d0)⊕OP1(−d1), and E1 ∼= Fd0−d1 .
(2) E1|E1 ∼ −Md0−d1 − d0Ld0−d1 .
(3) B1|E1 is the negative section Md0−d1 , and A1|E1 is a section disjoint from Md0−d1 on E1 ∼= Fd0−d1 .
Proof. These are obtained by the straightforward calculation. Since C is the complete intersection of A and B,
we can easily see NC/V ∼= OC (−d0) ⊕ OC (−d1) by noting that (C2)A = −d0 and (C2)B = −d1. Hence
E1 = µ−11 (C) ∼= Fd0−d1 . Since KV1 = µ∗1(KV )+ E1, it is easy to see (2) by adjunction. Since A1 = µ∗1(A)− E1, we
have
(A1|E1)2E1 = A21 · E1 = µ∗1(A)2 · E1 − 2µ∗1(A) · E21 + E31
= 2(A · C)+ (−Md0−d1 − d0Ld0−d1)2E1 = 2(C2)B + d0 + d1 = d0 − d1.
In a similar fashion, we have (B1|E1)2E1 = −(d0 − d1). Thus we obtain (3), as desired. 
At first, we treat the case where d0 = d1. Then the consideration is not difficult and we obtain the following:
Proposition 2.1. If d0 = d1, then E1 ∼= P1 × P1, and the log flip ψ : V · · · → V+ is obtained as the composite of
the blow-up µ1 : V1 → V along C and the contraction ν1 : V1 → V+ of E1 along another direction M0 of rulings
on E1 ∼= P1 × P1. In particular, for a general point Q ∈ C+ on the flipped curve C+, we have
(Q ∈ C+ ⊂ V+) ' o ∈ (x = y = 0) ⊂ (C2(x,y)/Zd0(1, 1))× A1.
Proof. Assume that m := d0 = d1. Then Lemma 2.1 says that (E1, E1|E1) ∼= (P1 × P1,−M0 − mL0). Note that M0
generates an extremal ray R+[M0] ⊂ NE(V1/W ) which is (KV1 + E1)-negative. Let ν1 := contR+[M0] : V1 → V ′
be the contraction of R+[M0], and let C ′ := ν1(E1) be the image curve of E1. It is then easy to see that
ν1 ◦µ−11 : V · · · → V ′ induces an isomorphism between V \C and V ′ \C ′, and (A+ B ·C) < 0, (A′+ B ′ ·C ′) > 0,
where A′ and B ′ are strict transforms on V ′ of A and B, respectively. Since f : V → W is obtained as the contraction
of an extremal ray, the (KV +A+B)-flip coincides with the (A+B)-flip (cf. [17]). Thus ν1◦µ−11 : V · · · → V ′ = V+
is the desired log flip ψ . The remaining assertion concerning the analytic type of singularities at a general point Q on
the flipped curve C+ = C ′ is easy to see by construction. 
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Fig. 1.
Thus we may and shall assume that d0 > d1 in what follows. Then, by Lemma 2.1, we have the following
configuration of A1 ∪ E1 ∪ B1 on V1 (cf. Fig. 1).
Before going ahead, we shall perform the Euclidean algorithm with respect to (d0, d1) as follows:
d0 = q1d1 + d2, d1 > d2
d1 = q2d2 + d3, d2 > d3
· · · · · · · · · · · · · · ·
dα−2 = qα−1dα−1 + dα, dα−1 > dα
dα−1 = qαdα, qα > 1.
Note that dα is the greatest common divisor of d0 and d1. Starting with the blow-up µ(1, 1) := µ1 : V (1, 1) :=
V1 → V along C = A ∩ B, we shall define the blow-ups along curves µ(s, t) : V (s, t) → V (s, t − 1)(1 ≤ s ≤
α, 2 ≤ t ≤ qs) and µ(s, 1) : V (s, 1) → V (s − 1, qs−1)(2 ≤ s ≤ α) in the inductive way from now on, for the
time being. These are constructed in the oscillating fashion uniquely determined by the information of an Euclidean
algorithm with respect to d0 > d1 as above.2 In the process of the constructions of these µ(s, t)’s performed below,
for an arbitrary exceptional divisor E(s, t), we shall use the same notation E(s, t) to stand for its strict transforms if
there seems to be no confusion. First of all, we construct blow-ups µ(1, t) : V (1, t)→ V (1, t − 1) for 1 ≤ t ≤ q1.
Construction of µ(1, t) for 1 ≤ t ≤ q1
The first blow-up µ(1, 1) : V (1, 1)→ V along C with the exceptional divisor E(1, 1) := E1 ∼= Fd0−d1 has been
already constructed. We put B(1, 1) := B1 and C(1, 1) := E(1, 1) ∩ B(1, 1). Then we have
(C(1, 1)2)B(1,1) = −d1, (C(1, 1)2)E(1,1) = −(d0 − d1),
NC(1,1)/V (1,1) ∼= OP1(−(d0 − d1))⊕OP1(−d1) (cf. Fig. 1).
Assume that, for q1 > t , we have constructed blow-ups µ(1, t) : V (1, t) → V (1, t − 1) along the double curve
C(1, t − 1) = E(1, t − 1) ∩ B(1, t − 1) such that
(C(1, t − 1)2)B(1,t−1) = −d1, (C(1, t − 1)2)E(1,t−1) = −(d0 − (t − 1)d1).
Hence the curve C(1, t − 1) ⊂ V (1, t − 1) has the normal bundle
NC(1,t−1)/V (1,t−1) ∼= OP1(−(d0 − (t − 1)d1))⊕OP1(−d1),
so that the exceptional divisor of µ(1, t), say E(1, t), is isomorphic to Fd0−td1 . We denote by B(1, t) the strict
transform of B(1, t−1) on V (1, t). Let C(1, t) := B(1, t)∩ E(1, t) be the double curve. Then we have the following:
Lemma 2.2.
(C(1, t)2)B(1,t) = −d1, (C(1, t)2)E(1,t) = −(d0 − td1), NC(1,t)/V (1,t) ∼= OP1(−(d0 − td1))⊕OP1(−d1).
Proof. All the assertions are easy to see. Hence we shall omit the detail. 
2 This oscillating blow-ups procedure seems to be a 3-dimensional version of the Euclidean transformations defined in [13, Chapter 2, Section
1] for the surface case.
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Fig. 2.
Let µ(1, t + 1) : V (1, t + 1) → V (1, t) be the blow-up along the curve C(1, t) with the exceptional divisor
E(1, t + 1). By Lemma 2.2, we have E(1, t + 1) ∼= Fd0−(t+1)d1 . We denote by B(1, t + 1) the strict transform of
B(1, t) on V (1, t + 1). Let C(1, t + 1) := B(1, t + 1) ∩ E(1, t + 1) be the double curve.
Lemma 2.3. (1) E(1, t + 1)|E(1,t+1) ∼ −Md0−(t+1)d1 − (d0 − td1)Ld0−(t+1)d1 .
(2) C(1, t + 1) is the negative section Md0−(t+1)d1 , and E(1, t)|E(1,t+1) is a section disjoint from C(1, t + 1) on
E(1, t + 1) ∼= Fd0−(t+1)d1 .
Proof. We can verify the assertions by an argument similar to that in Lemma 2.1. 
Thus we obtain the sequence of blow-ups µ(1, t) : V (1, t) → V (1, t − 1) with exceptional divisors E(1, t) ∼=
Fd0−td1 for 1 ≤ t ≤ q1 in the inductive way. The configurations of surfaces A(1, q1)∪E(1, 1)∪· · ·∪E(1, q1)∪B(1, q1)
on V (1, q1) are described as in the fashion seen in Fig. 2.
Note that, for 1 ≤ t < q1, we have
−(C(1, t)2)E(1,t) = d0 − td1 > d1 = −(C(1, t)2)B(1,t),
whereas, on V (1, q1), we have
−(C(1, q1)2)E(1,q1) = d0 − q1d1 = d2 < d1 = −(C(1, q1)2)B(1,q1) (cf. Fig. 2).
Next we shall construct the blow-ups µ(2, t) for 1 ≤ t ≤ q2. The construction is similar to that for µ(1, t) in the
previous step.
Construction of µ(2, t) for 1 ≤ t ≤ q2
Let µ(2, 1) : V (2, 1) → V (1, q1) be the blow-up along the curve C(1, q1) = E(1, q1) ∩ B(1, q1) with the
exceptional divisor E(2, 1). Let C(2, 1) := E(1, q1) ∩ E(2, 1) be the double curve. Then we have:
Lemma 2.4. (1) (E(2, 1), E(2, 1)|E(2,1)) ∼= (Fd1−d2 ,−Md1−d2 − d1Ld1−d2).
(2) C(2, 1) is the negative section Md1−d2 , and B(2, 1)|E(2,1) is a section disjoint from C(2, 1) on E(2, 1) ∼= Fd1−d2 ,
where B(2, 1) is the strict transform of B(1, q1) on V (2, 1).
Proof. By the numerical data of the center curve C(1, q1) of µ(2, 1), we have
NC(1,q1)/V (1,q1) ∼= OP1(−d1)⊕OP1(−d2),
so the assertion (1) holds true. We can then verify (2) by an argument similar to that in Lemma 2.1. 
Let µ(2, 2) : V (2, 2) → V (2, 1) be the blow-up of V (2, 1) along the curve C(2, 1). By Lemma 2.4, it follows
that the exceptional divisor E(2, 2) of µ(2, 2) is isomorphic to Fd1−2d2 . Assume that we have already constructed
a birational morphism µ(2, t) : V (2, t) → V (2, t − 1) as the blow-up of a smooth 3-fold V (2, t − 1) along the
smooth curve C(2, t − 1) ∼= P1, which is the double curve C(2, t − 1) = E(1, q1) ∩ E(2, t − 1) of two smooth
surfaces E(1, q1) ∼= Fd2 and E(2, t − 1) ∼= Fd1−(t−1)d2 such that C(2, t − 1) are negative sections on both of these
two Hirzebruch surfaces. Let E(2, t) denote the exceptional divisor of µ(2, t). We put C(2, t) := E(1, q1) ∩ E(2, t).
Then we have:
Lemma 2.5. (1) (E(2, t), E(2, t)|E(2,t)) ∼= (Fd1−td2 ,−Md1−td2 − (d1 − (t − 1)d2)Ld1−td2).
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(2) C(2, t) is the negative section Md1−td2 , and E(2, t − 1)|E(2,t) is a section disjoint from C(2, t) on E(2, t) ∼=
Fd1−td2 .
Proof. All the assertions are not difficult to verify, so we shall omit the detail. 
We then define µ(2, t + 1) : V (2, t + 1) → V (2, t) as the blow-up of V (2, t) along the curve C(2, t) with the
exceptional divisor E(2, t + 1). In this manner, we obtain blow-ups µ(2, t) : V (2, t)→ V (2, t − 1) for 1 ≤ t ≤ q2,
inductively. After the blow-up µ(2, q2) : V (2, q2)→ V (2, q2 − 1), we have the following configuration of surfaces
E(s, t) ∼= Fds−1−tds for 1 ≤ s ≤ 2 and 1 ≤ t ≤ qs on a 3-fold V (2, q2) (cf. Fig. 3).
By an argument similar to that used above to obtain µ(1, t)(1 ≤ t ≤ q1) and µ(2, t)(1 ≤ t ≤ q2), we are able to
construct the remaining blow-ups µ(s, t) for 3 ≤ s ≤ α, 1 ≤ t ≤ qs , as in the following fashion in the inductive way:
Construction of µ(s, t) for 3 ≤ s ≤ α and 1 ≤ t ≤ qs
Assume that we have already constructed the sequences of blow-ups µ(s′, t ′) with the exceptional divisors
E(s′, t ′) ∼= Fds′−1−tds′ for 1 ≤ s′ < s and 1 ≤ t ≤ qs′ such that the double curves C(s − 1, qs−1) :=
E(s−1, qs−1)∩E(s−2, qs−2) are the negative sections on both of these two Hirzebruch surfaces E(s−1, qs−1) ∼= Fds
and E(s − 2, qs−2) ∼= Fds−1 . Let µ(s, 1) : V (s, 1)→ V (s − 1, qs−1) be the blow-up along C(s − 1, qs−1) with the
exceptional divisor E(s, 1). Then we have the following result, which can be verified by the direct computations, so
we shall omit the proof.
Lemma 2.6. (1) (E(s, 1), E(s, 1)|E(s,1)) ∼= (Fds−1−ds ,−Mds−1−ds − ds−1Lds−1−ds ).
(2) C(s, 1) := E(s − 1, qs−1)|E(s,1) is the negative section Mds−1−ds , and E(s − 2, qs−2)|E(s,1) is a section disjoint
from C(s, 1) on E(s, 1) ∼= Fds−1−ds .
Let µ(s, 2) : V (s, 2) → V (s, 1) be the blow-up of V (s, 1) along the curve C(s, 1) with the exceptional divisor
E(s, 2). It is then easy to see that E(s, 2) ∼= Fds−1−2ds by Lemma 2.6. Assume that we have constructed the blow-up
µ(s, t) : V (s, t)→ V (s, t−1) along the double curves C(s, t−1) := E(s−1, qs−1)∩E(s, t−1) such that C(s, t−1)
are negative sections on both of these two Hirzebruch surfaces E(s− 1, qs−1) ∼= Fds and E(s, t − 1) ∼= Fds−1−(t−1)ds .
Let E(s, t) be the exceptional divisor of µ(s, t), and let C(s, t) := E(s−1, qs−1)∩ E(s, t) be the double curve. Then
we have the following. This also can be easily verified, so we shall omit the detail.
Lemma 2.7. (1) (E(s, t), E(s, t)|E(s,t)) ∼= (Fds−1−tds ,−Mds−1−tds − (ds−1 − (t − 1)ds)Lds−1−tds ).
(2) C(s, t) is the negative section Md1−td2 , and E(s, t − 1)|E(s,t) is a section disjoint from C(s, t) on E(s, t) ∼=
Fds−1−tds .
Then we define the next birational morphism µ(s, t + 1) : V (s, t + 1)→ V (s, t) as the blow-up of V (s, t) along
the curve C(s, t) with the exceptional divisor E(s, t + 1). In this manner, we are able to construct blow-ups µ(s, t)
for 1 ≤ t ≤ qs in the inductive way. When we complete the blow-up µ(s, qs) : V (s, qs) → V (s, qs − 1), the
configuration of exceptional divisors E(s′, t ′) ∼= Fds′−1−t ′ds′ for 1 ≤ s′ ≤ s and 1 ≤ t ≤ qs′ in a neighborhood of the
curve C(s, qs) := E(s, qs) ∩ E(s − 1, qs−1) is described as in Fig. 4.
The inductive argument then shows that we can obtain the blow-ups µ(s, t) : V (s, t) → V (s, t − 1) along
C(s, t − 1) for 1 ≤ s ≤ α, 1 < t ≤ qs , and blow-ups µ(s, 1) : V (s, 1)→ V (s − 1, qs−1) along C(s − 1, qs−1) for
1 < s ≤ α.
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Definition 2.2 (Euclidean Blow-ups). We call the composite of these blow-ups:
µ(1, 1) ◦ µ(1, 2) ◦ · · · ◦ µ(α, qα − 1) ◦ µ(α, qα) : V (α, qα)→ V (α, qα − 1)→ · · · → V (1, 1)→ V
the Euclidean blow-up associated with (d0, d1).
For the subsequent argument, we shall prepare the notation d(s, t) and m(s, t) as follows:
d(s, t) := ds−1 − tds, m(s, t) := ds−1 − (t − 1)ds for 1 ≤ s ≤ α, 1 ≤ t ≤ qs .
Note that d(s, qs) = ds+1 and m(s, qs) = ds + ds+1 for 1 ≤ s < α, and d(α, qα) = 0 and m(α, qα) = dα . By
construction of the Euclidean blow-up associated with (d0, d1) performed just above (cf. Definition 2.2), we are able
to see the following result.
Lemma 2.8. The normal bundles of the exceptional divisors E(s, t)’s on V (α, qα) are described as follows:
(1) (E(s, t), E(s, t)|E(s,t)) ∼= (Fd(s,t),−2Md(s,t) − m(s, t)Ld(s,t)) for 1 ≤ s ≤ α and 1 ≤ t < qs .
(2) (E(s, qs), E(s, qs)|E(s,qs )) ∼= (Fds+1 ,−(2+ qs+1)Mds+1 − m(s, qs)Lds+1) for 1 ≤ s ≤ α − 2.
(3) (E(α − 1, qα−1), E(α − 1, qα−1)|E(α−1,qα−1)) ∼= (Fdα ,−(1+ qα)Mdα − m(α − 1, qα−1)Ldα ).
(4) (E(α, qα), E(α, qα)|E(α,qα)) ∼= (P1 × P1,−M0 − dαL0).
After the Euclidean blow-up associated with (d0, d1), the configurations of surfaces Aˆ, Bˆ and the exceptional
surfaces E(s, t) for 1 ≤ s ≤ α, 1 ≤ t ≤ qs are described as in the following fashion (cf. Fig. 5 (α : odd), and Fig. 6
(α : even)), where Aˆ (resp. Bˆ) is the strict transform of A (resp. B) on Vˆ := V (α, qα):
Let µˆ := µ(1, 1) ◦ · · · ◦ µ(α, qα) : Vˆ := V (α, qα) → V be the Euclidean blow-up associated with (d0, d1).
Let Eˆ := ∑ E(s, t) be the union of all exceptional divisors of µˆ. Note that the pair (Vˆ , Aˆ + Bˆ + Eˆ) is DLT in a
neighborhood of Eˆ . From now on, we shall contract these exceptional divisors E(s, t) in a different way. This process
is just the (K Vˆ + Aˆ + Bˆ + Eˆ)-MMP over W . The process of this (K Vˆ + Aˆ + Bˆ + Eˆ)-MMP over W starts with the
contraction of the last exceptional divisor E(α, qα) ∼= P1 × P1 along the another direction.
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Lemma 2.9. (1) The generator M0 of the ruling on E(α, qα) ∼= P1 × P1 generates the (K Vˆ + Aˆ + Bˆ + Eˆ)-negative
extremal ray R+[M0] ⊂ NE(Vˆ /W ).
Let ν : Vˆ → V be this contraction, and let C := ν(E(α, qα)) be the image curve.
(2) For a general point Q ∈ C, we have
(Q ∈ C ⊂ V ) ' o ∈ (x = y = 0) ⊂ (C2(x,y)/Zdα (1, 1))× A1.
Proof. It is not difficult to see that K Vˆ + Aˆ+ Bˆ+ Eˆ intersects the ray R+[M0] ⊂ NE(Vˆ /W ) negatively. It is also not
difficult to see that R+[M0] is extremal. Hence, by [8] (see also [11]), we can contract R+[M0], say ν : Vˆ → V . By
Lemma 2.8(4), we then verify the assertion (2). 
Let E(s, t) be the strict transforms of E(s, t), and let A (resp. B) be the strict transform of Aˆ (resp. Bˆ) on V . In the
process of contractions performed in what follows, we use the same notation E(s, t) to stand for the strict transforms
of E(s, t), if there seems to be no ambiguity.
Lemma 2.10. Starting with the contraction ν : Vˆ → V of E(α, qα) ∼= P1 × P1 (cf. Lemma 2.9), the process
of (K Vˆ + Aˆ + Bˆ + Eˆ)-MMP over W contracts E(s, t) ∼= P(1, 1, d(s, t)) with normal bundles E(s, t)|E(s,t) ≡OP(−m(s, t)) onto PLT singularities successively.
Proof. We are able to see the assertion by the direct calculation in the consideration of Lemma 2.8. 
Let νˆ : Vˆ → V ′ be the process of (K Vˆ + Aˆ+ Bˆ + Eˆ)-MMP over W , which is the composite of the contraction of
E(α, qα) ∼= P1×P1 in the direction of M0, and the successive contractions of E(s, t)’s with (E(s, t), E(s, t)|E(s,t)) ∼=
(P(1, 1, d(s, t)),OP(−m(s, t))) to points. Thus we have a birational morphism g : V ′→ W such that KV ′ + A′+ B ′
is g-nef, where A′ (resp. B ′) is the strict transform of Aˆ (resp. Bˆ) on V ′. Let C ′ := νˆ(E(α, qα)) be the image curve.
Then C ′ coincides with the exceptional set of g. Put φ := ν ◦ µ−1 : V ← Vˆ → V ′. By construction, the restriction
φ|(V \C) yields an isomorphism φ|(V \C) : V \ C ∼→ V ′ \ C ′. As a result, we have the following:
Proposition 2.2. φ : (V, A + B) · · · → (V ′, A′ + B ′) is the Euclidean log flip associated with (d0, d1) (cf.
Definition 2.1). In particular, for a general point Q ∈ C+ on the flipped curve C+ := C ′ ⊂ V+ := V ′, we have
(Q ∈ C+ ⊂ V+) ' o ∈ (x = y = 0) ⊂ (C2(x,y)/Zdα (1, 1))× A1.
Proof. We can see that (A + B · C) < 0 and (A′ + B ′ · C ′) > 0. Since f : V → W is obtained as the contraction
of an extremal ray, the (KV + A + B)-flip coincides with the (A + B)-flip (cf. [17]). Thus φ : V · · · → V ′ coincides
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with the desired log flip ψ : V · · · → V+. The remaining assertion concerning the analytic type of singularity at a
general point Q on the flipped curve C+ = C ′ is easy to see by Lemma 2.8, (4). 
Thus we are able to construct the Euclidean log flip ψ : (V, A+B) · · · → (V+, A++B+) associated with (d0, d1)
(cf. Definition 2.1) as the composite of the Euclidean blow-up µˆ : Vˆ → V associated with (d0, d1) (cf. Definition 2.2),
and the successive contractions procedure νˆ : Vˆ → V ′ = V+. The configuration of the strict transforms A+ and B+
of A and B, and the flipped curve C+ on V+ is described as follows (cf. Fig. 7):
In the remainder of this section, we shall consider when the singularities on V+ along the flipped curve C+ are at
most isolated canonical singularities, and describe the analytic types of these singularities. This kind of investigation
is important for describing the process (∗) of (K + D)-MMP (see Section 1) under the assumption of the existence
of a normal Du Val member in |D|. In fact, under such an assumption, we can choose a (K + D)-MMP (∗) in such
a way that the varieties T i have at most Q-factorial, isolated canonical singularities (cf. [10]). Thus, if we are able
to understand the possible analytic types of singularities, then it seems that we might hope to obtain a very explicit
description of the divisorial contractions appearing in the subsequent process of (K + D)-MMP. As a consequence,
the messy matters in Obstacles (2) (see Section 1) can be controlled by virtue of the recent developments of canonical
divisorial contractions (cf. [7,4–6,12]).
Proposition 2.3. Let the notation and conventions be the same as above. Put P := A+ ∩C+ and Q := B+ ∩C+ (cf.
Fig. 7). Then we have:
(1) V+ has isolated singularities along the flipped curve C+ if and only if gcd(d0, d1) = 1. Moreover, then
Sing(V+) ⊆ {P, Q}.
(2) V+ has only terminal singularities if and only if d1 = 1. Moreover, then Sing(V+) = {P} of analytic type:
(P ∈ V+) ' o ∈ C3/Zd0(1, 1, d0 − 1).
(3) V+ has isolated canonical but not terminal singularities if and only if d1 = 2 and d0 (>d1) is odd. Moreover,
then Sing(V+) = {P, Q} are of analytic types:
(P ∈ V+) ' o ∈ C3/Zd0(1, 1, d0 − 2) and (Q ∈ V+) ' o ∈ C3/Z2(1, 1, 1).
Proof. The first assertion (1) is easy to see from Proposition 2.2. In order to prove (2) and (3), we may assume that
gcd(d0, d1) = 1 in consideration of Proposition 2.2. We shall calculate the discrepancies a(1, 1) := a(E(1, 1); KV+)
and a(2, 1) := a(E(2, 1); KV+) of E(1, 1) and E(2, 1) with respect to KV+ . Note that the process of νˆ : Vˆ →
V ′ = V+ starts with the contraction of E(α, qα) ∼= P1 × P1 along the direction of M0, and then contracts E(s, t)’s
successively. It is clear that νˆ ends with the contractions of E(1, 1) and E(2, 1). By noting that
(E(1, 1), E(1, 1)|E(1,1)) ∼= (P(1, 1, d0 − d1),O(−d0)) and
(E(2, 1), E(2, 1)|E(2,1)) ∼= (P(1, 1, d1 − d2),O(−d1)) (cf. Lemma 2.10)
we have
a(1, 1) = 2− d1
d0
and a(2, 1) = 2− d2
d1
.
Hence, we have d1 ≤ 2 in order that V+ has at most canonical singularities. We shall consider the cases for d1 = 1
and d1 = 2 separately in what follows.
Case 1. Assume that d1 = 1. Then, by construction, the process νˆ contracts E(1, d0) ∼= P1 × P1 along the direction
of M0, and then E(1, d0 − 1), . . . , E(1, 1) in this order. Thus the point Q is smooth; meanwhile, the point P is of
analytic type (P ∈ V+) ' o ∈ C3/Zd0(1, 1, d0 − 1), noting the normal bundle of E(s, t) ∼= P(1, 1, d0 − 1).
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Case 2. Assume that d1 = 2. Since gcd(d0, d1) = 1, it follows that d0 is an odd integer greater than or equal to
3. Then α = 2, q2 = 2 and d2 = 1. The process νˆ starts with the contraction of E(2, 2) ∼= P1 × P1 along the
direction M0, and then contracts E(1, q1 − 1), . . . , E(1, 1) in this order to a point P , and simultaneously, contracts
E(2, 1) to a point Q. Noting the normal bundles of E(1, 1) ∼= P(1, 1, d0 − 2) and E(2, 1) ∼= P2, we know that
(P ∈ V+) ' o ∈ C3/Zd0(1, 1, d0 − 2) and (Q ∈ V+) ' o ∈ C3/Z2(1, 1, 1), as desired. 
3. Proof of Theorem 1.1: Case (KT · C) ≥ 0
In the present and the next sections, we shall prove Theorem 1.1. Let X be a smooth affine 3-fold, and let
X ↪→ (T, D) be a compactification into a smooth projective 3-fold T such that the reduced boundary divisor
D = ∑ D j is SNC, where D j ’s are the irreducible components of D. Now, assume that KT + D is not nef. Then,
by [8] or [11], there exists a (KT + D)-negative extremal ray, say R = R+[C]. Let φ : (T, D) · · · → (T , D) be the
rational map associated with the ray R. (Here, we denote by D the strict transform of D when φ is birational.)
From now on, in this Section 3, we shall restrict ourselves to the case of (KT ·C) ≥ 0. (The case where (KT ·C) < 0
is treated in the next Section 4.) Then we can easily see the following:
Lemma 3.1. φ : (T, D) · · · → (T , D) is birational (that is, φ is either a log flip or a divisorial contraction). If φ
is a log flip, then the flipping curves and the flipped curves are contained in the boundary Supp(D) and Supp(D),
respectively. If φ is a divisorial contraction, then the exceptional divisor is contained in the boundary Supp(D). In
particular, we have X ∼= X := T \ Supp(D) in any case.
Proof. Since R is (KT + D)-negative, we have (D · C) < (−KT · C) ≤ 0. This implies that C is contained in
Supp(D); in particular, φ is birational. Assume that φ : (T, D) · · · → (T , D) is a log flip. As seen just above,
all the flipping curves are contained in Supp(D). If some of flipped curves, say C+1 , . . . ,C+a , are not contained in
the boundary Supp(D), then X is compactified into T in such a way that T \ X = Supp(D) ∪ C+1 ∪ · · · ∪ C+a ,
which is not of pure codimension one. Since X is affine, this is absurd. Thus we know that all the flipped curves
are contained in Supp(D). Assume that φ is of divisorial type. It is then clear that the exceptional divisor E of φ is
contained in Supp(D). Therefore, in any case, it follows that the complement X = T \ Supp(D) is isomorphic to X ,
as desired. 
In what follows, we consider the types of the birational map φ separately.
3.1. Subcase (I)-(i) φ is a log flip
In this subsection, we shall consider the case where φ : (T, D) · · · → (T , D) is a log flip. Let D j := φ∗(D j )
be the strict transform on T of the irreducible component D j . We denote by C1, . . . ,Ct all the flipping curves of φ.
Since (D ·Ci ) < 0 and these C1, . . . ,Ct are all numerically proportional, we may and shall assume that (D1 ·Ci ) < 0
so that Ci ⊂ D1(∀ i). Concerning the location of these flipping curves, we have the following:
Lemma 3.2. For each flipping curve Ci (1 ≤ i ≤ t), there exists exactly one irreducible boundary component Dk(i)
such that Ci = D1 ∩ Dk(i). Moreover, these components Dk(i) are mutually distinct.
Proof. Since D is SNC, for each flipping curve Ci of φ, there exists at most one irreducible boundary component
Dk(i) such that Ci = D1 ∩ Dk(i). Now, assume that a flipping curve Ci is not contained in Supp(D− D1). Since Ci is
(KT + D)-negative, we have
(KT + D · Ci ) =
(
KT + D1 +
∑
j 6=1
D j · Ci
)
= (KD1 · Ci )D1 +
∑
j 6=1
(D j · Ci ) < 0,
so that (KD1 · Ci )D1 < −
∑
j 6=1(D j · Ci ) ≤ 0. Hence, the only possibility is that Ci is a (−1)-curve on D1 and
Ci is disjoint from Supp(D − D1). Since this log flip φ is a (−1,−1)-flop, the (−1)-curve Ci is contracted via
φ|D1 : D1 → D1; in particular, the corresponding flipped curve C+i is not contained in D1. On the other hand, since
Ci ∩ Supp(D− D1) = ∅, it follows that C+i ∩ Supp(D− D1) = ∅. But then C+i is not contained in Supp(D). This is
a contradiction to Lemma 3.1. 
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In fact, we claim the following:
Lemma 3.3. There exists exactly one flipping curve.
Proof. Assume to the contrary that there exist at least two flipping curves C1,C2, . . . ,Ct . Note that (D1,∆) is a
2-dimensional DLT pair, and the flipping curves C1,C2, . . . ,Ct ⊂ D1 generate a (KD1 +∆)-negative extremal face∑
R+[Ci ] ⊂ NE(D1), where ∆ := (∑ j 6=1 D j )|D1 . In particular, we have (C2i )D1 < 0 and (KD1 · Ci )D1 ≥ −1 (∀ i).
Since C1 ∼= P1, we have
(KD1 + C1 · C1)D1 = (KT + D1 + Dk(1) · C1) = −2.
On the other hand, the remaining flipping curves C2, . . . ,Ct are not contained in Dk(1) (cf. Lemma 3.2), hence
(Dk(1) · Ci ) ≥ 0 for 2 ≤ i ≤ t . Since C1 is numerically proportional to C2, . . . ,Ct , we have (Dk(1) · C1) ≥ 0. Hence,
(KT + D1 + Dk(1) · C1) = (KD1 · C1)D1 + (Dk(1) · C1) ≥ (KD1 · C1)D1 ≥ −1,
a contradiction. 
Thus we may assume that C is the unique flipping curve of φ and that C = D1 ∩ D2. We put d0 := −(C2)D1 and
d1 := −(C2)D2 . Then:
Lemma 3.4. d0 and d1 are positive integers.
Proof. Since the curve C is contracted via the birational morphism contR |D j for j = 1, 2, the assertion is clear. 
We may assume that d0 ≥ d1. Then, by the argument in Section 2, we obtain the following:
Proposition 3.1. (1) The log flip φ is obtained as the Euclidean log flip φ : (T, D1 + D2) · · · → (T , D1 + D2)
associated with d0 ≥ d1 (see Section 2). In particular, φ is written as φ = νˆ ◦ µˆ−1 : T ← Tˆ → T , where µˆ is the
Euclidean blow-up associated with (d0, d1) centered at C (cf. Definition 2.2), and νˆ is the successive contraction
procedure of the exceptional divisors of µˆ in a different direction (cf. Lemmas 2.9 and 2.10).
(2) For a general point Q on the flipped curve C+ ⊂ T , we have
(Q ∈ C+ ⊂ T ) ' o ∈ (x = y = 0) ⊂ (C2(x,y)/Zm(1, 1))× A1, with m := gcd(d0, d1).
(3) There exists exactly one irreducible component of Supp(D − D1 − D2) intersecting the flipping curve C in a
single point transversally. Moreover, its strict transform on T is the unique irreducible component of Supp(D)
containing the flipped curve C+.
Proof. The assertion (1) and (2) are obtained by Lemma 3.4 and the argument in Section 2. Since(
KT + D1 + D2 +
∑
j 6=1,2
D j · C
)
= (KD1 + C · C)D1 +
∑
j 6=1,2
(D j · C) = −2+
∑
j 6=1,2
(D j · C) < 0,
we have
∑
j 6=1,2(D j · C) < 2. If
∑
j 6=1,2(D j · C) = 0, then C is disjoint from Supp(D − D1 − D2), so that the
flipped curve C+ is disjoint from Supp(D − D1 − D2). But X is then compactified into T in such a way that the
complement T \ X = Supp(D) ∪ C+ is not of pure codimension one. This is absurd because X is affine. Thus we
obtain
∑
j 6=1,2(D j · C) = 1 and the assertion (3), as desired. 
Thus we obtain (I)-(i) in Theorem 1.1. The statement of Note: concerning Case (I)-(i) in Theorem 1.1 is also
obtained by virtue of Proposition 2.3.
3.2. Subcase (I)-(ii) φ is a divisorial contraction
In this subsection, we shall consider the case where φ : (T, D) → (T , D) is a divisorial contraction. By
Lemma 3.1, we may assume that an irreducible component D1 of the boundary Supp(D) coincides with the
exceptional divisor of φ. Note that one of the following two cases occurs as regards the type of φ:
• D1 is contracted to a point Q := φ(D1) ∈ T , (2, 0)-type.
• D1 is contracted onto a curve B := φ(D1) ⊂ T , (2, 1)-type.
In what follows we consider the types of φ separately.
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3.2.1. φ is of (2, 0)-type
Assume that φ : D1 ⊂ T → Q ∈ T is a divisorial contraction of (2, 0)-type. Then:
Lemma 3.5. The exceptional divisor D1 of φ is isomorphic to either P2 or P1 × P1. Moreover, we have:
(1) If D1 ∼= P2, then 1 ≤ (D − D1 · C) ≤ 2, where C is a line on D1.
(2) If D1 ∼= P1 × P1, then (D − D1 · C) = 1, where C is a generator of the rulings on D1.
Proof. Since R = R+[C] is (KT + D)-negative, we have(
KT + D1 +
∑
j 6=1
D j · C
)
= (KD1 · C)D1 +
∑
j 6=1
(D j · C) < 0.
Note that since X is affine, the boundary Supp(D) is connected, so that
∑
j 6=1(D j · C) > 0. Thus (−KD1 · C)D1 >
(D − D1 · C) ≥ 1. It is then easy to see the assertion. 
We need to investigate the normal bundle D1|D1 of the exceptional divisor D1 of φ and the analytic type of the
point Q ∈ T .
Lemma 3.6. (1) If D1 ∼= P2, then OD1(D1) ∼= OP2(−m) with m ≥ 3, and
(Q ∈ T ) ' o ∈ C3/Zm(1, 1, 1).
(2) If D1 ∼= P1 × P1, then OD1(D1) ∼= OP1×P1(−m,−m) with m ≥ 2, and
(Q ∈ T ) ' o ∈ (xy + zt = 0)/Zm(1, 1, 1, 1).
Proof. (1) Assume that D1 ∼= P2. We are able to write KT ≡ φ∗(KT ) + aD1 and OD1(D1) ∼= OP2(−m) for some
a ∈ Q and m ∈ Z. By adjunction, we have KD1 ∼ (a + 1)D1|D1 ∼ OP2(−(a + 1)m). Hence (a + 1)m = 3. On the
other hand, since (KT · C) = a(D1 · C) = −am ≥ 0, it follows that m ≥ 3. Then it is not difficult to see that the
analytic type of the singularity Q ∈ T is described as in the statement.
(2) Assume that D1 ∼= P1 × P1. Since D1 is contracted to a point, the normal bundle is written as OD1(D1) ∼=
OP1×P1(−m,−m) for some m ∈ Z. As in the proof of (1), we then can easily see that m ≥ 2 by noting that
(KT ·C) ≥ 0. Furthermore, it is also not difficult to see that the analytic type of the singularity Q ∈ T is described as
in the statement. 
Thus we obtain (I)-(ii)-(2, 0)1 and (I)-(ii)-(2, 0)2 in Theorem 1.1.
3.2.2. φ is of (2, 1)-type
Assume that φ : D1 ⊂ T → B := φ(D1) ⊂ T is a divisorial contraction of (2, 1)-type. Then we have:
Lemma 3.7. (1) The restriction φD1 := φ|D1 : D1→ B yields a P1-bundle over the smooth curve B.
(2) There exists exactly one irreducible component of Supp(D − D1) intersecting D1 along a section of φD1 . Any of
the other irreducible components of Supp(D − D1) does not intersect D1, or intersect along fibers of φD1 .
(3) (D1 · C) = −m for some m ≥ 2, where C is a fiber of φD1 .
(4) For a general point Q ∈ B on the image curve, we have
(Q ∈ B ⊂ T ) ' o ∈ (x = y = 0) ⊂ (C2(x,y)/Zm(1, 1) ) × A1.
Proof. Since the ray R = R+[C] is (KT + D)-negative, we have(
KT + D1 +
∑
j 6=1
D j · C
)
= (KD1 · C)D1 +
∑
j 6=1
(D j · C) = −2+
∑
j 6=1
(D j · C) < 0.
Hence (D − D1 · C) ≤ 1. Assume that (D − D1 · C) = 0, namely, any component of Supp(D − D1) does not meet
D1, or meet along fibers of φD1 = φ|D1 : D1 → B. Then, after the contraction φ : T → T , X is compactified into T
in such a way that T \ X = Supp(D) ∪ B, which is not of pure codimension one. This is absurd because X is affine.
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Thus we have (D− D1 ·C) = 1. Let D2 be the component of Supp(D− D1) such that (D2 ·C) = 1. Then D2|D1 is a
section of the P1-fibration φD1 . Assuming that there exists a singular fiber, say F =
∑r
k=1 bkCk(bk ∈ N, r ≥ 2), we
write Ck ≡ akC for some ak > 0. Thus (D2 · Ck) = ak(D2 · C) > 0. This means that all the irreducible components
of the fiber F intersect a section D2|D1 . This is a contradiction. Thus φD1 yields a P1-bundle over B, so we obtain the
assertions (1) and (2). By noting that (KT · C) ≥ 0, we are able to see (3). Finally, the assertion (4) is verified by (1)
and (3). 
Thus we obtain (I)-(ii)-(2, 1) in Theorem 1.1.
4. Proof of Theorem 1.1: Case (KT · C) < 0
In this section, we shall prove Theorem 1.1 for the case (KT · C) < 0, where C is a curve on T generating the
(KT + D)-negative extremal ray R = R+[C]. Note that R is an ordinary extremal ray on T , so that the classification
of such an extremal ray R is well known by the work due to S. Mori (cf. [14]). Therefore, the argument treated in
what follows almost relies on [14], and there is almost nothing to do. Let φ be the contraction of R. In our situation
of Theorem 1.1, since R is also (KT + D)-negative, we are able to restrict the type of R and investigate how the
boundary Supp(D) intersects the ray R by the simple calculations. In what follows, we may assume that the curve
C ∈ R satisfies the minimality condition, i.e.,
(−KT · C) = min{(−KT · C ′)|C ′ ⊂ T s.t. C ′ ∈ R}.
Lemma 4.1 (cf. [14]). The type of the ray R = R+[C] (the type of the contraction φ of R) is described as one of the
following:
(1) φ : T → T is a divisorial contraction of E1, E2, E3, E4 or E5 type (in the sense of [14]).
(2) φ : T → Y is a P1-bundle over a smooth projective surface Y (C2 type), and (D · C) = 1.
(3) φ : T → Z is a P2-bundle over a smooth projective curve Z (D3 type), and 1 ≤ (D · C) ≤ 2.
(4) φ : T → Z is a quadric fibration over a smooth projective curve Z (D2 type), and (D · C) = 1.
(5) T is a smooth Fano 3-fold with %(T ) = 1 of Fano index F(T ) ∈ {2, 3, 4} (Fano), and 1 ≤ (D · C) ≤ F(T )− 1.
Proof. The assertion (1) is a well-known result (cf. [14, Theorem 3.3]). Assume that φ is not birational, that is, φ
gives rise to a Mori fiber space. Since X is affine, it does not contain complete curves. This implies that (D · C) > 0.
On the other hand, since R = R+[C] is (KT + D)-negative, we have (−KT · C) > (D · C). Hence (−KT · C) ≥ 2.
Thus φ and the value of the intersection number (D · C) are described as one of (2), (3), (4) and (5) by [14]. 
The assertions (2), (3), (4) and (5) in Lemma 4.1 imply (III)-(3, 2), (III)-(3, 1)1, (III)-(3, 1)2 and (III)-(3, 0) in
Theorem 1.1 by making use of the classification of smooth Fano 3-folds with % = 1 (cf. [2,3] or [16]).
Thus, in the following, we may assume that φ : (T, D)→ (T , D) is a divisorial contraction, where D is the strict
transform of D on T . We denote by X := T \ Supp(D) the complement. Let E := Exc(φ) be the exceptional divisor
of φ. By noting that R = R+[C] is (KT + D)-negative and X = T \ Supp(D) is affine, it is not difficult to see the
following:
Lemma 4.2. (1) If φ is of E1, E3, E4 or E5 type, then E is contained in Supp(D) and (D · C) = 0. In particular,
we have X ∼= X.
(2) If φ is of E2 type and E is not contained in Supp(D), then (D · C) = 1 and X ⊂ X such that X \ X ∼= A2.
Proof. Note that since R = R+[C] is (KT + D)-negative, we have (−KT · C) > (D · C).
(1) Assume that φ is of E1, E3, E4 or E5 type. Then (−KT ·C) = 1, so that (D ·C) ≤ 0. This implies that either
C ⊂ Supp(D) or C ∩ Supp(D) = ∅ occurs. But the latter case is impossible because X is affine. Thus we know that
E is contained in Supp(D). We need to check that (D · C) = 0. In the case of the E3, E4 or E5 type, since E is
contracted to a point, it follows that (D − E · C) > 0 on noting that Supp(D) is connected. On the other hand, since
(D ·C) = (D− E ·C)+ (E ·C) = (D− E ·C)−1 ≤ 0 as seen, we have (D− E ·C) = 1 and (D ·C) = 0, as desired.
Assume that φ is of E1 type, i.e., it contracts E onto a curve B := φ(E) ⊂ T such that T is smooth along B, and
φ|E : E → B yields a P1-bundle. Since (D ·C) ≤ 0, there exists at most one irreducible component of Supp(D− E)
intersecting E along a section of φ|E , and any of the remaining components of Supp(D − E) intersects E along a
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fiber of φ|E . If every irreducible component of Supp(D − E) meets E along a fiber, then X is compactified into T in
such a way that T \ X = Supp(D) ∪ B, which is not of pure codimension one. This is absurd since X is affine. Thus
we have (D · C) = 0.
(2) Assume that φ is of E2 type. Then (−KT · C) = 2, so that we have (D · C) ≤ 1. If E is not contained in the
boundary Supp(D), then we have (D · C) > 0 since X is affine, in particular, X does not contain complete curves.
Thus we have (D · C) = 1. This means that the exceptional divisor E ∼= P2 intersects the boundary Supp(D) in such
a way that D|E ∈ |OP2(1)|. Then X is an open affine subset of X such that X \ X ∼= A2. 
Thus we can obtain (II)-(i) and (II)-(ii) in Theorem 1.1.
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