Insufficient effort responding (IER; Huang, Curran, Keeney, Poposki, & DeShon, 2012) to surveys has largely been assumed to be a source of random measurement error that attenuates associations between substantive measures. The current article, however, illustrates how and when the presence of IER can produce a systematic bias that inflates observed correlations between substantive measures. Noting that inattentive responses as a whole generally congregate around the midpoint of a Likert scale, we propose that M attentive , defined as the mean score of attentive respondents on a substantive measure, will be negatively related to IER's confounding effect on substantive measures (i.e., correlations between IER and a given substantive measure will become less positive [or more negative] as M attentive increases). Results from a personality questionnaire (Study 1) and a simulation (Study 2) consistently support the hypothesized confounding influence of IER. Using an employee sample (Study 3), we demonstrated how IER can confound bivariate relationships between substantive measures. Together, these studies indicate that IER can inflate the strength of observed relationships when scale means depart from the scale midpoints, resulting in an inflated Type I error rate. This challenges the traditional view that IER attenuates observed bivariate correlations. These findings highlight situations where IER may be a methodological nuisance, while underscoring the need for survey administrators and researchers to deter and detect IER in surveys. The current article serves as a wake-up call for researchers and practitioners to more closely examine IER in their data.
Survey measures are commonly used in organizational research to assess a variety of variables, including perceptions of the work environment, job attitudes, and employee personality (Spector, 1994) . The use of questionnaires assumes that respondents carefully follow instructions and remain attentive throughout the survey. Insufficient effort responding (IER), which subsumes both occasional careless (Schmitt & Stults, 1985) and intentional random responding (Buechley & Ball, 1952) , refers to a survey response set in which a person responds to items without sufficient regard to the content of the items and/or survey instructions (Huang, Curran, Keeney, Poposki, & DeShon, 2012 ; also see Meade & Craig, 2012) . Researchers have entertained the general notion of IER in various research contexts such as personality testing (Hough, Eaton, Dunnette, Kamp, & McCloy, 1990) , job analysis (Green & Stutzman, 1986) , needs assessment ratings (Calsyn & Winter, 1999) , and online survey research (Behrend, Sharek, Meade, & Wiebe, 2011) . Recent advances in IER research have identified methods that enable effective detection of IER (Huang, Bowling, Liu, & Li, 2014; Huang et al., 2012; Meade & Craig, 2012) .
Much of the current understanding of IER's impact focuses on scales' measurement properties. Regarded as a source of random measurement error, IER can reduce scale reliability (Huang et al., 2012) . Furthermore, the presence of IER can disturb the factor structure of measures that include both positively and negatively worded items. As shown in simulation studies (Schmitt & Stults, 1985; Woods, 2006) , the inclusion of as little of 10% careless responses can introduce a nuisance factor consisting of negatively worded items. Taken as a whole, the view of IER as a source of random measurement error has perpetuated the assumption that IER necessarily attenuates observed relationships between substantive variables (McGrath, Mitchell, Kim, & Hough, 2010 ).
As we describe below-and in contrast to what has generally been assumed-IER may in many instances inflate associations among substantive measures, thus increasing Type I error rates. Consider, for instance, a researcher who hypothesizes a positive relationship between core self-evaluations and job satisfaction (see Judge, Locke, Durham, & Kluger, 1998) . Unbeknownst to the researcher, some respondents engage in IER and happen to report lower levels of core self-evaluations and lower levels of job satisfaction than the other (attentive) respondents (see the next section for a detailed discussion on the mechanism for IER's confounding effect). Because of the presence of IER as a confound, the researcher observes a relationship between core self-evaluations and job satisfaction that is stronger than the true underlying relationship. Consequentially, the researcher has greater than the nominal 5% probability to erroneously declare a significant association. This issue is important as IER is quite prevalent within self-report data-for instance, Meade and Craig (2012) found that 10% to 12% undergraduate students respond to their survey in a careless or haphazard manner. Given recent calls for methodological rigor in psychological and organizational research (e.g., Kepes & McDaniel, 2013; Simons, 2014) , raising awareness to IER's confounding effects can help avert potential inconsistencies and controversies due to IER.
The goal of the current article is to describe the conditions under which the presence of IER in survey data can serve as a confound in substantive measures, thereby correcting the common misconception that IER necessarily attenuates observed relationships. Specifically, we argue that when IER is present, it often results in mean scores near the midpoint of a response scale for substantive measures. When attentive respondents score on average near either end of the response scale on the substantive measure, a phenomenon commonly seen in variables in organizational research (e.g., participants generally score above the scale midpoint on job satisfaction, but generally well below the scale midpoint on counterproductive work behavior), the observed scores on the substantive measure will be contaminated by the mean difference between IER and attentive individuals.
Our study of IER's potential confounding effect is important for two primary reasons. First, by addressing the misconception that IER serves to attenuate expected associations, the current investigation underscores the need to thoroughly examine IER in survey data. Indeed, our research makes a timely addition to two recent articles (Huang et al., 2012; Meade & Craig, 2012) that reviewed and evaluated various IER detection methods. Knowing the impact of IER and having the tools to deter and detect it (also see Huang et al., 2014) , researchers and practitioners will be in a better position to obtain accurate results from their survey studies. Second, our research identifies IER as a source of method variance, therefore connecting IER research with a well-developed methodological literature (see Podsakoff, MacKenzie, Lee, & Podsakoff, 2003; Spector, 2006) . Given the availability of IER indices, researchers may start modeling IER as a measurable method variable.
In what follows, we first illustrate the mechanism by which IER can introduce systematic variance in substantive measures. Using a personality questionnaire (Study 1) and a simulation (Study 2), we first test the hypothesized pattern of IER's confounding effects.
We further demonstrate how IER may inflate bivariate relationships within an employee dataset (Study 3).
Hypothesized Effects of Insufficient Effort Responding on Substantive Variables
When IER occurs, be it the careless endorsement of a few items due to temporary inattentiveness or the egregious random selection of response options in a deliberate attempt to rush through the questionnaire, the response set introduces variance unrelated to a substantive measure's true scores. According to classical test theory, the presence of IER should reduce measurement reliability, as it adds a random source of variance in measurement. Indeed, Huang et al. (2012) reported that when respondents were instructed to engage in IER, scale reliability estimates decreased. Using normal survey instructions, Huang et al. also observed significant increases in reliability estimates after removing a small number of respondents suspected of engaging in IER.
The increase of random measurement error will attenuate the association between two measures (Spearman, 1904) . Consistent with this notion, a qualitative review by McGrath et al. (2010) based on six studies concluded that indices assessing random or careless responding can moderate the association between two conceptually related measures, such that the association is stronger for attentive (i.e., non-IER) participants than for inattentive (i.e., IER) participants. Thus, the accumulated knowledge base in the psychological literature appears to indicate that the presence of IER within a given dataset will, if anything, generally lead to the failure to detect an otherwise significant effect-a Type II error. As we present below, however, the presence of IER may in many cases introduce systematic variance, artificially inflate the observed relationships between substantive variables, and increase Type I error rates.
As we present in Figure 1 , whether IER introduces systematic variance in survey results depends on the means of attentive (M attentive ) and inattentive (M IER ) participants on a given substantive scale (see the mathematical proof in the Appendix). Figure 1a , 1b, and 1c present scores on hypothetical measures on a 7-point Likert scale when M attentive is lower than, higher than, and identical to M IER , respectively. To simplify this illustration, the continuous IER variable is dichotomized into two groups (attentive responding ϭ 0, IER ϭ 1). Across these examples, attentive data are plotted on the left and IER data are plotted on the right. Disentangling attentive data from IER data enables one to intuitively discern the impact of IER.
In Figure 1a , the attentive group as a whole scores lower on Hypothetical Measure A than the IER group. Thus, we observe a positive correlation between the dichotomous IER variable and scores on Measure A. Pooling scores across attentive and IER cases will result in Measure A's scores being confounded with IER. If attentive scores represent true scores and if IER scores are truly random, pooling attentive and IER cases together adds three sources of variance together: (a) true score variance due to attentive responses; (b) random error variance due to IER; and (c) systematic covariance positively associated with IER.
In Figure 1b , the reverse of Figure 1a occurs, with the attentive group scoring higher on Hypothetical Measure B than the IER group. That is, a negative correlation exists between IER and scores on Measure B. Thus, pooling scores across IER and the This document is copyrighted by the American Psychological Association or one of its allied publishers.
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attentive groups will result in Measure B's scores being contaminated by IER in the direction opposite to Figure 1a . Assuming attentive scores are true scores and IER scores are random, pooling attentive and IER cases together again combines three sources of variance: (a) true score variance due to attentive responses; (b) random error variance due to IER; and (c) systematic covariance negatively associated with IER. In Figure 1c , IER is unlikely to introduce systematic variance, because the attentive and IER groups have identical means on Hypothetical Measure C. That is, the presence of IER is not associated with scores on Measure C. In this case, to the extent that IER scores are random, consistent with classical test theory's assumption that true scores and error scores are uncorrelated, Measure C becomes less reliable owing to the presence of random measurement error.
A critical assumption for the current article-and a feature present in the examples in Figure 1 -is that IER will result in scores that center around the substantive scale's midpoint. Three relevant IER scenarios support this assumption. First, when IER is truly random, a uniform distribution will result in a mean at the midpoint of the response scale. Second, when IER manifests in a particular pattern, such as long strings of responses (e.g., 15 disagree's in a row; see Huang et al., 2012) , the average responses will likely be at the midpoint across individuals who engage in IER. For example, across respondents engaging in IER, the probability of a long string of responses indicating agreement is identical to the probability of a long string of responses indicating disagreement. As a result, the average of long string responses across IER participants will tend to center around the midpoint of the response scale.
Third, within instances of careless responding, the average IER scores are pulled toward the midpoint when the average attentive responses are away from the midpoint. For example, on a typical 5-point scale ranging from 1 ϭ strongly disagree to 5 ϭ strongly agree, if the mean of attentive responses is above the midpoint such as 4 (agree), there are more response categories for the occasional errors to occur below this mean (strongly disagree, disagree, and neutral) than above it (strongly agree). The converse is true if the mean of attentive responses is below the midpoint. If the mean of attentive responses is 2 (disagree), for example, then there are more response categories for errors to occur above than below this mean. The scenario is especially likely when there are reversed-worded items, which, when unheeded, will cancel out one's scores on the positively worded items. Taken together, absent other concurring response sets (e.g., acquiescence, impression management), various forms of IER are likely to result in scores on substantive measures averaging near the midpoint of the response scale.
With the assumption that IER will tend to produce scores near the scale midpoint on a given substantive measure, we illustrate the expected effects of IER with Figure 2 . Five example values for M attentive are depicted, ranging from 2 to 6 on a 7-point scale. When M attentive is 2 and thus much lower than the midpoint, IER is positively correlated with scores on the substantive measure. Conversely, when M attentive is 6 and thus much higher than the midpoint, IER is negatively correlated with scores on the substantive measure. Taken together, the correlation between IER and the substantive measure is expected to: (a) become increasingly more negative as M attentive increases from the midpoint; (b) become This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
increasingly more positive as M attentive decreases from the midpoint; and (c) be close to zero when M attentive is near the midpoint of the response scale. In other words, we expect a negative correlation between a substantive measure's M attentive and IER's confounding influence on the substantive measure. The expectation stated above based on a 7-point scale can be applied to any Likert-type response scale. When a study includes substantive measures assessed on different response scales, M attentive may not be comparable across measures. A mean of 3.5, for example, is below the midpoint on a 7-point scale, and yet an identical mean of 3.5 is above the midpoint on a 5-point scale. When this occurs, different response scales can be rescaled by converting the lowest response category to 0 and the highest response category to 1, such that the rescaled means are comparable across measures, with a midpoint of 0.5. With this additional consideration, we formally express the expected effect in a hypothesis:
Hypothesis 1: The correlation between IER and a substantive measure will be negatively correlated with the substantive measure's M attentive (rescaled when different response scales are used).
Three additional considerations are in order regarding the hypothesized influence of IER. First, it would be a moot point if the survey measures in the literature generally had means at the midpoints of their respective scales; in such situations, IER will simply contribute to measurement error. To provide an assessment of the literature, we conducted a cursory examination of 20 randomly selected articles published in Journal of Applied Psychology in 2012, focusing on the absolute difference between a measure's mean and its scale's midpoint. Of the 102 measures assessed on a 5-point scale, the average absolute difference was 0.68 (SD ϭ 0.38). For measures assessed on a 6-point and 7-point scales, the average absolute difference was .94 (SD ϭ .57, N ϭ 9) and .99 (SD ϭ .53 , N ϭ 25), respectively. Therefore, it appears rather common that measures used in applied research often yield means that differ from the midpoints of their response scales. Indeed, both core self-evaluations and job satisfaction, which we refer to in our earlier example, tend to have means higher than the midpoint of a response scale (e.g., Bowling & Hammond, 2008; Bowling, Hoepf, LaHuis, & Lepisto, 2013; Greenbaum, Mawritz, & Eissa, 2012; Judge, Erez, Bono, & Thoresen, 2003) .
Second, when the presence of IER introduces systematic bias to substantive measures that have M attentive away from the midpoints of their response scales, the existence of IER as a common source of variance will then confound the association between these measures. In Figure 3 , we illustrate how IER introduces common variance between two uncorrelated hypothetical measures. In Figure 3a , absent any IER, two substantive measures X and Y are 
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uncorrelated, r ϭ .00, ns, with means above the midpoint of the 7-point Likert scale. With the presence of IER in Figure 3b ; however, the negative correlation between IER and each measure served as a common source of variance that leads to an inflated correlation between X and Y. As a result, a significant relationship, r ϭ .19, p Ͻ .001 is observed between X and Y simply because both variables are contaminated with IER variance. Third, it may not always be possible to accurately classify attentive and IER cases in survey data, making it difficult to assess M attentive . However, research indicates that the large majority of respondents-perhaps 85% to 90%-engage in attentive responding (Huang et al., 2012; Meade & Craig, 2012) , thus suggesting that the mean across all participants is a reasonable proxy for M attentive .
Given these considerations, it is then possible to examine IER's confounding effect in survey data with substantive measures' means away from the midpoints of their response scales. For substantive measures such as core self-evaluations and job satisfaction that have means above the scales' midpoints, we can expect IER to be negatively related to these measures. In contrast, IER is expected to be positively related to substantive measures with means below the scales' midpoints, such as Machiavellianism and counterproductive work behavior (for information about the means of these scales, see Fox, Spector, Goh, Bruursema, & Kessler, 2012; Linton & Power, 2013; Spector et al., 2006; Zagenczyk et al., 2013) . Thus, IER can serve as a confound for the observed bivariate associations. In the examples above, the positive relationships observed between core self-evaluations and job satisfaction and between Machiavallianism and CWB will both be artificially inflated as the result of IER. Accordingly, controlling for IER can reduce IER's confounding effect between substantive measures.
Hypothesis 2: When substantive measures have means away from scale midpoints, partialling out IER will significantly change the magnitude of correlations between these measures.
We conducted three studies to examine Hypotheses 1 and 2 above. First, we tested Hypothesis 1 using responses to a personality questionnaire (Study 1) and a simulation (Study 2). We further examined Hypothesis 2 in an employee survey (Study 3).
In Study 1, we used Huang et al.'s (2012, Study 2) dataset to test for Hypothesis 1. Specifically, the study included 30 personality variables administered under normal instructions as well as several operationalizations of IER. We saw three benefits of using this published dataset. First, the study enabled us to examine the critical assumption that IER participants will score near the midpoints of response scales on substantive measures. Using cutoff scores empirically developed in an experiment, Huang et al. (2012) demonstrated significant improvement in internal consistency and unidimensionality in personality measures after removing 5% of total cases suspected of IER. If our assumption is supported, the 5% IER participants should score closer to the midpoints than the 95% presumed attentive respondents.
Second, the study allowed for the test of Hypothesis 1 with a reasonable sample size (N ϭ 30 substantive measures). It would be challenging to have a large sample size from a survey study to test for the hypothesis, as each substantive measure represents one data point for the analysis. Although a sample size of 30 appears small, results from two pilot studies (rs ϭ Ϫ.44 and Ϫ.96; details available from the first author) suggested that N ϭ 30 would yield a power between 70% and 100% for an ␣ rate of .05. Finally, we followed Meade and Craig's (2012) recommendation to assess IER with multiple detection indices. In so doing, we could establish the relationships between the IER response set and substantive measures while ruling out the potential concern that the relationships might be index-specific.
Study 1 Method
Participants. As described in Huang et al. (2012) , the sample consisted of 345 students (68% female, on average 25 years old) enrolled in undergraduate psychology courses. Students participated in the online survey in exchange for extra course credit. Table 1 ). They further found a single factor underlying all continuous IER indices (excluding long string index, which was dichotomous). To best capture the underlying IER construct and to avoid potential idiosyncratic effects attributable to any single IER index, we operationalized IER in Study 1 using the first factor scores saved from exploratory factor analysis on the continuous IER indices, with a higher score indicating greater likelihood of IER behavior. Table 2 presents descriptive statistics for each of the 30 personality facets, as well as correlation between the IER factor and each facet. The sizable correlations between the IER factor and each facet (i.e., r IER-X ) are worth noting, ranging from Ϫ.64 to .32, with 19 negative correlations and 7 positive ones reaching statistical significance. As an initial step to testing Hypothesis 1, which required the use of M attentive , we proceeded to create two groups, with 5% of cases (see Huang et al., 2012) scoring highest on the IER factor identified as the IER group and the rest of the sample classified into the attentive group. The means for each group, as well as independent samples t tests for the difference between the two groups (see Table 2 ) lent credence to the assumption that IER would in general result in scores that center around the scale midpoint of a substantive measure. Specifically, the IER group scored significantly closer to the midpoint of "3" than the attentive group on 25 out of the 30 personality facets, with the exception of the five facets where attentive respondents also scored close to the midpoint of the response scale. We further tested this observed probability (i.e., 25 out of 30) against a binomial distribution with This document is copyrighted by the American Psychological Association or one of its allied publishers.
Measures

Results
50% proportion and found significant support for the current assumption, p Ͻ .001. Hypothesis 1 states that the associations between IER and substantive measures will be negatively correlated with substantive measures' M attentive . To prepare for the analysis, we performed Fisher r to z transformation on the 30 r IER-X correlation coefficients.
1
A correlation between M attentive values and the z-transformed correlations supported Hypothesis 1, r ϭ Ϫ.96, p Ͻ .001, N ϭ 30. That is, the higher the attentive respondents scored on a personality facet, the more negative (or less positive) the facet's correlation with IER tended to be. 2 We suggested above that the mean across all participants may serve as a reasonable proxy for M attentive . Indeed, the correlation between M and M attentive was approaching unity, r ϭ .9999, strongly supporting this notion. Thus, when only a small proportion of respondents engage in IER, one may use M instead of M attentive to assess IER's potential influence.
Discussion
Results for Study 1 provided strong support for Hypothesis 1 that the correlations between IER and substantive measures will be negatively related to attentive respondents' average scores on the substantive measures. When M attentive was above the scale midpoint (e.g., achievement facet of conscientiousness), IER was negatively associated with the substantive measure (e.g., r IER-achievement ϭ Ϫ.41). When M attentive was below the scale midpoint (e.g., vulnerability facet of neuroticism), IER was positively associated with the substantive measure (e.g., r IER-vulnerability ϭ .27). The pattern of IER's relationships with substantive measures in Study 1 suggests that IER may confound the observed relationships between substantive measures.
The use of a nonexperimental cross-sectional research design in Study 1 limits our ability to draw causal inferences, as one might surmise that some unobserved variables could have caused the particular pattern of results we found. An unsuspecting researcher, for instance, might interpret the associations between IER and personality measures in Study 1 substantively, concluding that participants engaging in IER tended to be less conscientious, agreeable, extraverted, open, and more neurotic. To establish the causal inference that IER can introduce systematic variance in substantive measures in the condition we outlined above, we used simulated data in Study 2. Specifically, we aimed to demonstrate how the presence of 10% of completely random responses in a dataset may introduce spurious correlations among otherwise unrelated variables. The percentage of random responses (10% of total cases) we adopted is consistent with previous simulation studies (Schmitt & Stults, 1985; Woods, 2006) as well as with estimates of IER prevalence found among actual participants (Meade & Craig, 2012) . We also provide estimates based on 5% of all cases as random responses (a more conservative scenario) for comparison purposes without hypothesis testing.
Study 2
Method
Data generation. Before generating the data, we determined that a sample size of 100,000 would be sufficient to produce stable results without discernible variation resulting from sampling error. We adopted a 7-point scale (ranging from 1 to 7) as the response scale for the simulation, and manipulated the means for attentive cases to range from 2.0 to 6.0 with 0.1 unit increment, resulting in 41 simulated substantive variables. A power analysis based on estimates from the two pilot studies and from Study 1 indicated that a sample size of 41 would have power ranging from 85% to 100%.
For the 90,000 attentive cases, we generated data on the 41 variables using random normal distribution with predetermined means and a SD of 1. When the variables' means were close to either end of the response scale, some of the data from random 1 In the present article, we z-transformed all r IER-X before all tests of Hypothesis 1. We thank an anonymous reviewer for bringing this issue to our attention.
2 Similar support for Hypothesis 1 was found when IER was operationalized with each of the continuous IER indices, rs ranging from Ϫ.91 to Ϫ.95, p Ͻ .001. Furthermore, Hypothesis 1 was supported with two additional operationalizations of IER: (a) when IER was measured with psychometric synonym index (see Meade & Craig, 2012) , r ϭ Ϫ.96, p Ͻ .001; and (b) when IER was classified using the long string index (see Huang et al., 2012) , r ϭ Ϫ.81, p Ͻ .001. Detailed results are available from the first author. This document is copyrighted by the American Psychological Association or one of its allied publishers.
normal distribution were out of the predefined bounds (i.e., Ͻ1 or Ͼ7). As survey respondents with extremely high or low scores on a construct would be bounded by the Likert scale provided, we attempted to simulate that response process, taking into account potential measurement error. Specifically, we replaced values that were smaller than 1 with values from a random normal distribution with a mean of 1.5 (SD ϭ 0.15), and replaced values that were larger than 7 with values from another random normal distribution (M ϭ 6.5, SD ϭ 0.15). The resulting means of the 41 variables ranged from 2.16 to 5.84 in the attentive sample (see Table 3 ), indicating successful manipulation of the measures' means. For the 10,000 IER cases, we simulated random responses on each of the 41 variables using uniform distribution ranging from 1 to 7. In the IER subsample, the means of the random responses on the 41 variables ranged from 3.96 to 4.03.
Results
As data for the attentive and IER subsamples were generated randomly, scores on the 41 measures should be unrelated within each subsample. We first examined the relationships among measures within each subsample to ensure the validity of data manipulation. In the attentive subsample (N ϭ 90,000), the correlation between any two variables ranged from Ϫ.01 to .01, while in the IER subsample (N ϭ 10,000), the corresponding range of correlation was Ϫ.03 to .04. The average association across all measures within each subsample was .00.
We further used exploratory factor analysis (EFA) with principal axis factoring to examine whether there was any pattern in the correlations, focusing on two related statistics: initial communality and first factor loading. Initial communality in an EFA indicates the amount of variance in a focal variable accounted for by all other variables, whereas first factor loading indicates the correlation between a focal variable and a latent factor that maximally explains nonunique variance in all variables. As both subsamples consisted of random data, we expected low values on both statistics within each subsample. Results confirmed our expectation (Table 3) : The maximum and average initial communality were .001 and .000 for the attentive subsample and .006 and .004 for the IER subsample, whereas the first factor loadings ranged from Ϫ.08 to .06 and Ϫ.09 to .14, respectively, providing evidence for the validity of data manipulation.
To examine the impact of IER, we proceeded to pool the attentive and IER subsamples together (N ϭ 100,000). Correlation analysis revealed higher associations among measures in the pooled data than in the attentive subsample, with the correlation between any two measures ranging from Ϫ.26 to .26 (see Table 4 , below the diagonal, for correlations among selective variables). An EFA further revealed the confounding effect of IER: Maximum and average initial communality increased to .22 and .08, respectively, whereas first factor loadings ranged from Ϫ.51 to .52 (Table 3) .
To test Hypothesis 1, we first created a dichotomous variable labeled IER (attentive responding ϭ 0 and IER ϭ 1) and correlated this variable with each hypothetical measure. As the correlation (r IER-X ) in Table 3 indicated, sizable effects emerged. After Fisher r to z transformation, the correlation r IER-X was perfectly associated with M attentive , r ϭ Ϫ1.00, p Ͻ .001, N ϭ 41. Further, r IER-X was nearly identical to the measures' loadings on the first factor from EFA (r ϭ 1.00, p Ͻ .001, N ϭ 41), indicating that IER was the confounding factor among observed measures. Most important, controlling for the dichotomous IER indicator, the patterns of association among substantive measures were completely removed, with first-order partial correlations among measures ranging from Ϫ.01 to .01 (N ϭ 100,000).
Finally, for comparison purposes, we created a different pooled sample consisting of all 90,000 attentive cases and 4,737 IER cases (5% of the entire sample of 94,737 cases). As shown above the diagonal in Table 4 , even with only 5% of the data being IER, the confounding effect was still present. Where the Note. Naming of variables indicates the mean of the initial random normal distribution used to generate attentive responses. For example, M3.8 indicates the 90,000 attentive cases were originally generated from a random normal distribution with a mean of 3.8. h 2 ϭ initial communality in EFA, which is the R 2 from multiple regression analysis predicting the focal variable from all the other variables; ϭ loading on the first factor extracted from EFA, which is the correlation between a variable and the latent factor that maximally explains nonunique variance among all observed variables; r IER-X ϭ correlation between the dichotomous IER indicator (0 ϭ attentive responding, 1 ϭ IER) and observed scores on a variable. This document is copyrighted by the American Psychological Association or one of its allied publishers.
true correlation should be zero, the observed correlations ranged from Ϫ.18 to .16, as compared with Ϫ.26 to .24 when 10% of the cases as IER. This pattern of spurious correlations highlights the importance of examining and detecting IER in survey measures even when most of participants are believed to respond attentively.
Discussion
Study 2 replicated the finding from Study 1 using simulated data. Most critically, Study 2 demonstrated that the presence of 10% (and even 5%) IER cases can cause spurious relationships among otherwise uncorrelated measures. In so doing, we established the mechanism by which IER confounds associations among substantive measures in survey data.
Our simulation finding that IER can inflate the correlation between two substantive measures extends beyond past simulations, which either focused on IER's negative impact on scale measurement properties (Schmitt & Stults, 1985; Woods, 2006) or evaluated approaches to detecting IER (Meade & Craig, 2012; Pinsoneault, 2002) . Rather than reinforcing the assumption that IER represents random "noise" that generally attenuates observed relationships, findings from Study 2 indicate otherwise: under the conditions specified above, researchers may find stronger associations between substantive measures when they fail to control for IER. Ignoring the effects of IER, therefore, may in some instances cause one to make a Type I error.
Given the findings from Studies 1 and 2, we progress to examining IER's potential influence in a field survey in Study 3. Thus, we can directly examine Hypothesis 2 about changes in observed correlations after partialling out IER. Using an archival dataset previously published in Bowling, Beehr, Bennett, and Watson (2010) , Study 3 included substantive variables that are commonly measured with self-report in organizational research, such as job satisfaction, interpersonal treatment, and trait affectivity. More important, we anticipated attentive respondents to have varying rescaled means on these variables (e.g., high rescaled means for job satisfaction and low rescaled means for negative affectivity), making it possible to test for IER's confounding effects.
Study 3 Method
Participants. Participants were recruited from nonfaculty employees of a university in the Midwestern United States. Each participant was given the choice between completing an electronic or hardcopy version of the study questionnaire. Nearly all participants completed the electronic version of the questionnaire. Three steps were taken to encourage participation: (a) cosponsorship of the project was obtained from the University's Human Resources Department, which publicized the study questionnaire and actively encouraged participation; (b) prospective participants received a reminder e-mail approximately 2 weeks after the initial participation invitation; and (c) as an incentive to participate, those who responded to the study questionnaire were entered into a raffle to win dinner at a local restaurant.
The sample of 466 respondents was predominantly White (91%) and female (76%), with an average age of 43 (SD ϭ 10) and average tenure of 14 years with the university (SD ϭ 2.5). Twentysix percent of the participants held supervisory positions.
Measures
Job satisfaction. Job satisfaction (␣ ϭ .91) was assessed with five items from Brayfield and Rothe (1951) . A sample item is "I find real enjoyment in my work." Responses were made on a 7-point scale ranging from 1 (strongly disagree) to 7 (strongly agree).
Life satisfaction. Life satisfaction (␣ ϭ .89) was assessed with five items from Diener, Emmons, Larsen, and Griffin (1985) . A sample item is, "I am satisfied with my life." Each item was rated on a 7-point scale ranging from 1 (strongly disagree) to 7 (strongly agree).
Coworker treatment. Coworker treatment (␣ ϭ .80) was measured with four items from Donovan, Drasgow, and Munson This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
(1998). A sample item is "Coworkers treat me with respect." Ratings were made on a 7-point scale ranging from 1 (strongly disagree) to 7 (strongly agree). Supervisor treatment. The supervisor treatment measure (␣ ϭ .90) consisted of four items written to parallel the Donovan et al.'s (1998) coworker treatment items. A sample item is "My supervisor treats me with respect." Each item was rated on a 7-point scale ranging from 1 (strongly disagree) to 7 (strongly agree).
Work centrality. Work centrality (␣ ϭ .85) was measured with 12 items from Paullay, Alliger, and Stone-Romero (1994) . A sample item is "Work should be considered central to life." Responses were made on a 7-point scale from 1 (strongly disagree) to 7 (strongly agree).
Core self-evaluations. Core self-evaluations (␣ ϭ .82) was assessed with 12 items from Judge et al. (2003) . A sample item is "I am confident I get the success I deserve in life." Each item was rated on a 7-point scale ranging from 1 (strongly disagree) to 7 (strongly agree).
Positive and negative affectivity. Positive affectivity (PA) and negative affectivity (NA; ␣s ϭ .91 and .86) were assessed with 10 items each from Watson, Clark, and Tellegen (1988) . Each item asked participants to describe how they generally feel. Sample items include "Excited" (PA) and "Upset" (NA). The items were rated on a 5-point scale from 1 (very slightly or not at all) to 5 (extremely).
Insufficient effort responding. We assessed IER with an individual reliability index (Jackson, 1976 , as cited in Johnson, 2005 , which outperformed other IER measures in Meade and Craig's (2012) simulation study (they referred to it as the "Even-Odd Consistency" index). Specifically, we calculated half-measure scores using the odd-numbered and evennumbered items from each measure. Individual reliability was based on the within-person correlation between the odd and even half-measures of the eight substantive measures (larger values on the individual reliability index indicate higher withinperson consistency and presumably lower levels of IER; see Huang et al., 2012) . So that higher scores on the IER index would indicate a greater degree of IER, we rescored the individual reliability index by multiplying it by Ϫ1 (see Huang et al., 2014) . Table 5 presents descriptive statistics and intercorrelations for all variables in Study 3. These correlations among substantive measures are consistent with past research findings. Job satisfaction and life satisfaction, for instance, were positively related to each other; coworker treatment, supervisor treatment, core selfevaluations, and PA were positively related and NA was negatively related to job satisfaction (for similar findings, see Judge et al., 1998; Tait, Padgett, & Baldwin, 1989; Thoresen, Kaplan, Barsky, Warren, & de Chermont, 2003; Viswesvaran, Sanchez, & Fisher, 1999) . More important, the reversed individual reliability index was significantly associated with all of the substantive measures except work centrality. The significant correlations ranged from .18 to .49 in absolute values.
Results
We should note that individual reliability in the current study was very high, with only 0.9% of respondents' scores falling below the .30 cutoff suggested by Jackson (1976; cf. Huang et al., 2012) . This may suggest that the respondents as a whole were quite attentive, and that relatively higher scores on the reversed individual reliability index may indicate unintentional carelessness rather than deliberate speeding through the survey. Consistent with the argument presented above, we used the observed means of substantive measures (i.e., M) as proxies for M attentive , and examined the pattern of associations between r IER-X and rescaled M. The directions of the significant correlations conform to the pattern depicted in Figure 2 . Consistent with Hypothesis 1, we found a significant negative correlation between a substantive measure's rescaled M and IER's association with the substantive measure, r ϭ Ϫ.96, p Ͻ .001, N ϭ 8.
Hypothesis 2 states that when substantive measures have means away from scale midpoints, partialling out IER will change the magnitude of correlations between these measures. To quantify the change in effect size from zero-order correlation to first-order partial correlation, we computed the magnitude of the change and applied Olkin and Finn's (1995, Model C, p. 160) 
formula to
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assess if such a change was significant. A significant change would suggest that IER introduced nonzero systematic variance among observed variables and thus support Hypothesis 2.
As shown in Table 6 , 20 out of the 28 correlations among substantive measures (71%) displayed significant changes in magnitude after controlling for IER. Removing IER as a confound resulted in an average reduction of effect size of .08 (SD ϭ .06). Thus, Hypothesis 2 received general support. Indeed, nonsignificant changes from zero-order correlations to first-order partial correlations were mostly observed for work centrality, which had no association with IER (perhaps because it had a M attentive near the scale midpoint).
Discussion
As the individual reliability index indicated overall low levels of IER, Study 3 served as a relatively conservative test of our hypotheses. Even with the high levels of attentiveness, we found sizable associations between IER and substantive measures. For example, IER had a negative correlation with core selfevaluations, r ϭ Ϫ.48, p Ͻ .001 and job satisfaction, r ϭ Ϫ.41, p Ͻ .001. Supporting Hypothesis 2, partialling out IER significantly changed the observed relationships among substantive variables. Following the same examples, removing variance due to IER reduced the correlation between core self-evaluations and job satisfaction from .46 to .33. Clearly, if unheeded, IER may serve as a confound and thus produce systematically biased research conclusions.
General Discussion
Across three studies, we demonstrated nonzero correlations between IER and various substantive measures, and we found that the magnitude and direction of such correlations were associated with attentive respondents' average score on a substantive measure. Following Lykken's (1968) constructive replication approach, we found consistent support for the hypothesized confounding effect across diverse research contexts and survey measures using various operationalizations of IER. Furthermore, Study 3 indicates that partialling out scores on an IER index may remove the confounding effects of IER. Taken together, the current findings help delineate when and how the presence of IER can confound survey results. That is, IER is likely to inflate-rather than attenuate-observed correlations between substantive measures when observed scale means depart from the scale midpoints.
The current article makes a timely addition to emerging research on IER. Specifically, a series of recent articles (Huang et al., 2012 Meade & Craig, 2012) have evaluated various methods to detect IER. However, before the current article, the consequence of including IER in one's data remained poorly understood, with the misconception that IER invariably acts as a source of random measurement error in survey data. This misconception may lead unsuspecting researchers to be complacent about the need to screen for IER when they find support for their hypotheses. That is, upon finding significant results, researchers who mistakenly assume that IER necessarily results in attenuated effects-and thus Type II errors-would incorrectly conclude that they obtained statistically significant results despite the potential presence of IER. As we have shown in the current article, however, they may have in fact obtained statistically significant results because of the effects of IER. By showing IER can have differential impact on survey data depending on properties of the substantive measures, the current article helps make a much stronger case for researchers to perform diligent checks for IER in their data.
The need for increased appreciation of the potential effects of IER is shown in a recent survey of SIOP members (Liu, Bowling, Huang, & Kent, 2013) , which revealed that less than half of the respondents routinely check for IER in their survey data. Indeed, very few published research articles on substantive areas in organizational research reported screening for IER (for exceptions, see Chiaburu, Huang, Hutchins, & Gardner, 2014; Seo & Barrett, 2007) . The biasing effect of IER identified in the current article across survey contexts suggests that perhaps the topic of IER has received insufficient attention from researchers and practitioners.
In light of the current findings, we believe that assessing the presence of IER in survey data before hypothesis testing should be a standard practice. We especially caution against screening for IER after failing to find support for hypotheses, as this can increase Type I error rate. Instead, researchers should decide how they will address IER (e.g., what IER indices to use, what specific IER cut-off scores to set, etc.) before conducting their primary data analysis (see Huang, 2014 , for an example). In fact, safeguarding against IER should occur before and during data collection. Some IER detection approaches such as survey time and infrequency scales (Huang et al., 2012 Meade & Craig, 2012) require This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
planning before survey administration. Furthermore, the survey administrator should strive to properly motivate respondents to provide quality data (e.g., by issuing a benign warning about data screening; Huang et al., 2014) .
Implications for Future Research
By challenging the prevailing assumption that IER is always a source of random measurement error, the current research provides compelling evidence that IER can inflate the strength of observed relationships by introducing common method variance. In that regard, our finding echoes Williams and Brown (1994) in that the use of a common method (i.e., self-report survey) can introduce sizable correlations when there is indeed no underlying relationship. However, unlike the other sources of common method variance (see Podsakoff et al., 2003 for a summary), the mechanisms through which IER produces systematic error variance depends on the means of attentive respondents on the substantive measures. Thus, our finding confirmed Spector's (2006) observation that reliance on self-report does not automatically inflate observed correlations because of the common method. Instead, the presence of a small percentage of IER (e.g., as little as 5% of the total sample), combined with an M attentive near either end of the response scale, can inflate observed correlations and should be considered as a special case of method bias. With the availability of multiple IER detection approaches (Huang et al., 2012 Meade & Craig, 2012) , survey researchers may now model IER as a specific unique method factor (see Williams, Hartman, & Cavazotte, 2010) .
The current finding that NA was contaminated by IER (r ϭ .49 in Study 3) points to an interesting direction for common method variance research, as NA has often been examined as a biasing factor (Spector, 2006) . If agreement to NA items is in part tainted by high IER behavior, controlling for scores on NA may inadvertently control for IER. Thus, the current findings suggest that previous studies regarding the biasing effects of NA should be re-examined to first rule out potential influence of IER.
A notable limitation of the current article is the focus on IER's influence in self-report survey data measured at a single time point. In that regard, our article simply offers additional evidence to the commonly shared notion that empirical findings based on crosssectional self-report data warrant great scrutiny (see Kozlowski, 2009) . Nevertheless, by raising attention to IER, our article lays the groundwork for a better understanding of IER's influence in other types of research designs. We highlight three areas for future research. First, researchers may examine IER in conjunction with nonself-report variables. For example, when employees report personality variables and supervisors rate their job performance, one may expect IER in personality measures to generally act as measurement error and attenuate expected associations between personality traits and job performance (see McGrath et al., 2010) . Second, researchers may start to investigate the stability of IER behavior across surveys. That is, a few respondents may engage in IER behavior repeatedly in different waves of a longitudinal study. How such consistent IER behavior may affect survey results needs further examination. Finally, the spurious relationships between IER and substantive variables prevented us from identifying individual characteristics that give rise to IER behavior. Future research can use observer-reported personality (e.g., Oh, Wang, & Mount, 2011) as predictors of IER in self-report surveys.
The current research points to the need to better understand survey contexts. Specifically, we call for researchers to move beyond the type of samples (e.g., undergraduates, employees; Liu et al., 2013) and to consider contextual features that may influence IER behavior. One such contextual feature is the perceived obligation to complete the survey. Undergraduate students may participate in surveys to earn extra credit or fulfill course obligation (Meade & Craig, 2012) , whereas employees may perceive pressure from supervisors to complete a workplace questionnaire. It is conceivable that under such circumstances, IER may occur because respondents are motivated to complete the survey without clear incentive for data quality.
A second contextual feature worth exploring is survey payment. Paid participants may range from community or organizational samples responding to surveys in exchange for monetary rewards, to crowdsourcing survey respondents such as Amazon's MTurk (Mechanical Turk). Of interest to the authors, mixed results were reported regarding data quality from MTurk, with some studies supporting its use (e.g., Buhrmester, Kwang, & Gosling, 2011) , whereas others suggesting higher rates of IER within MTurk samples (e.g., Goodman, Cryder, & Cheema, 2013) . One might conjecture that IER will occur less frequently when survey payment is somewhat contingent on data quality.
Another area in need of future research is the intersection between IER and other response sets, such as socially desirable responding and acquiescence . For instance, in organizational surveys where employees doubt the anonymity of survey results, IER behavior may result in acquiescence, that is, agreeing to positive attributes without reflecting on one's true perception. The extent to which IER coupled with other response sets will result in the same pattern of biasing effects remains to be investigated.
Practical Implications
The current article highlights the importance of screening for IER, even in situations where survey respondents are believed to be generally motivated and attentive. For organizational surveys, such as test validation, needs assessment, and multisource feedback, the presence of IER can exert unexpected effects for the unprepared survey administrator. The consequences of having IER in applied data can pose costly issues for organizations, such as falsely adopting an invalid selection test (or not adopting a valid test). Given the prevalence of self-reports in organizational settings, practitioners should be cognizant of the issues surrounding IER in survey administration/analysis.
In practice, one can use different operationalizations of IER depending on the context (see Huang et al., 2012 Huang et al., , 2014 Meade & Craig, 2012) . With an effective IER measure, applied survey administrators can first examine if IER is related to substantive measures with Ms away from the midpoints of response scales. When evidence of biasing effect is found, practitioners can either control for the IER scores in subsequent analyses, or develop cutoffs rationally or empirically (Huang et al., 2012) to screen out extreme forms of IER. This document is copyrighted by the American Psychological Association or one of its allied publishers.
Conclusion
We demonstrated that IER can serve as a source of common variance that confounds relationships between substantive measures. Contrary to the traditional view that IER necessarily attenuates observed bivariate relationships (e.g., McGrath et al., 2010) , the current article showed that the presence of IER can inflate the magnitude of observed correlations between substantive measures when scale means depart from the scale midpoints. By showing that the systematic effects of IER are contingent upon the mean of attentive respondents on a substantive measure, we illuminated an additional mechanism through which IER can pose a threat on survey data quality.
the correlation between dichotomous variable G (IER Group: attentive responding ϭ 0, IER ϭ 1) and continuous variable X (observed score) is:
According to the formula above, it appears that the mean difference between the IER group and the attentive group (i.e., I Ј Ϫ O Ј) will influence the correlation between IER condition and observed scores, such that the correlation increases when the discrepancy between I= and O= becomes greater (everything else held constant). In other words, the observed scores are likely confounded by the presence of IER. However, because it is unclear how X , the denominator, is affected by the mean difference between the IER group and the attentive group, additional derivation for X is needed below.
To find out X , we need to solve for each of the three components in X 2 above. 
and
Thus, we can rewrite Equation 3 by substituting ͚O 2 and ͚O from Equations 4 and 5:
Similarly,
In addition, following the computational formula for covariance
(Appendix continues)
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we have
(where ͚ OI ϭ 0).
From Equation 5, we know:
͚ I ϭ pN · I Ј,
Thus, Equation 8 can be rewritten by substituting ͚O and ͚I from Equations 9 and 10:
