Algorithms having uniform convergence with respect to their initial condition (i.e., with fixed-time stability) are receiving increasing attention for solving control and observer design problems under time constraints. However, we still lack a general methodology to design these algorithms for highorder perturbed systems when we additionally need to impose a user-defined upper-bound on their settling time, especially for systems with perturbations. Here, we fill this gap by introducing a methodology to redesign a class of asymptotically, finite-and fixed-time stable systems into non-autonomous fixed-time stable systems with a user-defined upper-bound on their settling time. Our methodology redesigns a system by adding time-varying gains. However, contrary to existing methods where the timevarying gains tend to infinity as the origin is reached, we provide sufficient conditions to maintain bounded gains. We illustrate our methodology by building fixed-time online differentiators with user-defined upper-bound on their settling time and bounded gains.
I. INTRODUCTION
There is an increasing attention in the study of systems having uniform stability with respect to their initial conditions (i.e., with fixed-time stability) for their potential applications in designing algorithms that satisfy time constraints [1] , [2] , [3] , [4] , [5] , [6] , [7] . Of particular interest are algorithms that additionally allow the user to set the desired Upper-Bound on their Settling Time (UBST). However, the three classes of existing methodologies for designing fixed-time systems are limited.
First, methodologies based on homogeneity often lead to an UBST that is unknown or significantly overestimated [8] , [9] , [10] , [11] , [12] . Second, methodologies based on a Lyapunov analysis provide the least UBST for scalar systems, see e.g. [4] , [13] . However, their extension to high-order systems is always very challenging due to the difficulty of finding adequate Lyapunov functions [2] , [4] , [5] , [13] . Finally, the third class of methodologies obtain fixed-time system by incorporating time-varying gains, achieving convergence at exactly the desired time [14] , [7] , [6] . However, applying this methodology requires that the gains become infinite at the convergence time [7] or produce Zeno behavior [15] . Both requirements significantly limit the applicability of this methodology.
In this Note, we introduce a methodology based on timevarying gains to redesign a class of perturbed asymptotic, finite-time, or fixed-time stable systems into fixed-time stable systems with an user-defined UBST. Crucially, we provide sufficient conditions such that our methodology yields bounded gains. Moreover, contrary to other methodologies such as [16] , [6] , our methodology allows for exogenous disturbances. By allowing disturbances, our methodology allows us to build single-input single-output unknown input observers and online differentiators with fixed-time stability, bounded gains, and desired UBST. In particular, we apply our methodology to redesign the fixed-time sliding mode differentiator given of [17] , whose estimated UBST is very conservative. The resulting redesigned non-autonomous fixed-time differentiator has an UBST that is significantly less conservative and which can be easily chosen by the user.
The rest of this Note is organized as follows. In Section II, we introduce the problem statement and our main result, providing a methodology based on time-varying gains to obtain a non-autonomous fixed-time stable system with desired UBST. In Section III, we illustrate our methodology by designing online differentiation algorithms with predefinedtime convergence and desired UBST. We end in Section IV presenting some concluding remarks and discussing some limitations of our approach. Proofs of the main results are collected in the appendix.
Notation: R is the set of real numbers,R = R ∪ {−∞, +∞}, R + = {x ∈ R : x ≥ 0} andR + = R + ∪ {+∞}.Given r = (r 1 , . . . , r n ) T ∈ R n and = n i r i , we denote the homogeneous norm by x r = x /r1 1 + · · · + x /rn n 1/
. For x ∈ R, x α = |x| α sign(x), if α = 0 and x α = sign(x) if α = 0. We use I ∈ R n×n for the identity matrix. C k (I) is the class of functions f : I → R with domain I ⊆ R having continuous derivatives up to the k-th order on I. h (z) = dh(z) dz denotes the first derivative of function h : R → R. For functions φ, ψ : R → R, φ • ψ(t) denotes the composition φ(ψ(t)). For a function φ : I → J , its reciprocal φ(τ ) −1 , τ ∈ I, is such that φ(τ ) −1 φ(τ ) = 1 and its inverse function
II. PROBLEM STATEMENT AND MAIN RESULTS
We start by introducing the notion of fixed-time stability and UBST. Then, we introduce the class of systems that our methodology considers and the problem statement. Finally, we arXiv:2001.06707v1 [math.OC] 18 Jan 2020 present our main result showing how to redesign this class of systems into fixed-time stable systems with desired UBST.
A. Fixed-time stability.
Consider the systeṁ
where x ∈ R n is the state and t ∈ [t 0 , +∞) is time. Above, f : R n × R + → R n is some function that is continuous on x (except, perhaps, at the origin), and continuous almost everywhere on t. D = [0, . . . , 0, 1] T and δ(t) ∈ R is a disturbance. The solutions of (1) are understood in the sense of Filippov [18] . We assume that f (·, ·) is such that the origin of (1) is asymptotically stable and, except at the origin, (1) has the properties of existence and uniqueness of solutions in forward-time on the interval [t 0 , +∞) [18, Proposition 5] . The set of admissible disturbances, on the interval
and initial condition x 0 is denoted by x(t; x 0 , t 0 , δ [t0,t] ), and the initial state is given by x(t 0 ; x 0 , t 0 , ·) = x 0 . We assume that the origin is the unique equilibrium point of the systems under consideration. Note that because f (·, ·) can be discontinuous at the origin, system (1) can have an equilibrium point at the origin despite the presence of disturbances.
For the system in Eq. (1), its settling-time function T (x 0 , t 0 ) for the initial state x 0 ∈ R n and the initial time t 0 ≥ 0 is defined as:
Without ambiguity, when t 0 = 0 we simply write T (x 0 ).
For simplicity, in the rest of this Note we write "stable" instead of "the origin is globally stable". With this shorthand, we can introduce the notion of fixed-time stability. [20] and the settling-time function T (x 0 , t 0 ) is bounded on R n × R + , i.e. there exists T max < +∞ such that
for all t 0 ∈ R + and x 0 ∈ R n . The quantity T max is called an Upper Bound of the Settling Time (UBST) of the system (1).
B. Problem statement
Our methodology considers the class of systems that can be written in the forṁ
Here, x = [x 1 , . . . , x n ] T is the state, G : R → R n is some function, D = [0, · · · , 0, 1] T ∈ R n , and A 0 = [a ij ] ∈ R n×n is an upper-diagonal matrix with a ij = 1 if j = i+1 and a ij = 0 are constants. The function δ(t) ∈ R is a disturbance satisfying |δ(t)| ≤ L, for all t ∈ [t 0 , +∞), with L ≥ 0 a known constant. This class of systems in Eq.
(2) appears in the design of single-input single-output observers, single-input single-output unknown-input observers, and online differentiators [16] , [21] , [22] . On system (2), we make the following assumption:
Assumption 1. The function G(·) is such that system (2) is globally asymptotically stable.
The above assumption means that we already have a way to design an asymptotically stable system with the structure (2) . Of course, this system can also be finite-time stable. There are several ways to satisfy Assumption 1. For example, consider
where m ≥ 0 and {l i } n i=1 are parameters. For L = 0 (i.e., without disturbance) one can simply choose m = 0 and gains {l i } n i=1 making the polynomial s n −l 1 s n−1 −· · ·−l n Hurwitz. For L > 0, one can select m = 1 and design {l i } n i=1 as when using high-order sliding mode algorithms [23] , [24] .
Given a desired UBST T c > 0 and under Assumption 1, our objective is to redesign (2) into another systeṁ
y = [y 1 , . . . , y n ] T ∈ R n , that is fixed-time stable with T c as an UBST. Solving this redesign problem consists in designing a function H(·, ·, ·) that satisfies the above objective.
C. Main results.
Given T c , our main result provides a methodology to design function H(·, ·, ·) starting from G(·) and using two additional functions {ρ, F }. Here, ρ : R + → R + and F : R → R n . The first function is defined as
where the function Φ : R + →R + \ {0} satisfies the following assumption:
Assumption 2. The function Φ(·) satisfies:
A simple choice for Φ(·) would be any probability density function. Note that Assumption 2 implies that lim z→∞ Φ(z) = 0.
The second function F (·) should be chosen to ensure that an "auxiliary system" is asymptotically stable. More precisely, define the auxiliary system
with initial time τ 0 = 0 and initial condition z(τ 0 ; z 0 , τ 0 , ·) = z 0 . Above, z = [z 1 , . . . , z n ] T ∈ R n , τ is a "new" time variable, r > 0 is a parameter, M = diag(0, 1, . . . , n − 1), and δ(τ ) is a new "disturbance" also satisfying |δ(τ )| ≤ L (the relation between δ(t) andδ(τ ) will become apparent later). Importantly, note this new disturbance is multiplied by the ρ(τ ) −n . Thus, their product vanishes as τ → ∞. The function F (·) should satisfy the following assumption:
Assumption 3. The functions {ρ, F } are chosen such that: (i) The origin of the auxiliary system (4) is asymptotically stable with a settling time function
The following conditions are satisfied for any disturbancê δ(τ ):
is the i-th variable of the solution of (4).
Note that Assumption 3-(i) does not require that system (4) is fixed-time stable because it allows T f = +∞. We can also get T f = +∞ when (4) is fixed-time stable but there is no known UBST. When system (4) is fixed-time stable with T * max as a known UBST, we write T f = T * max . In Section II-D we illustrate how to choose {ρ, F } to satisfy Assumptions 2 and 3. In particular, it is shown that F (·) can be linear, or nonlinear with nonlinearities taken from the High-Order Sliding Mode (HOSM) differentiator [23] . Note that Assumption 3-(ii) is immediately satisfied for any function ρ(·) when the auxiliary system is finite-or fixed-time stable (e.g., as in the HOSM differentiator). An analogous result can be derived when F (·) is linear (see Lemma 2 in Appendix D).
To introduce our main result, let
Define
Our main result is the following:
Theorem 1. Suppose that: (i) The original system (2) satisfies Assumption 1 (i.e., it is globally asympotically stable) (ii) The functions {ρ, F } of the auxiliary system (4) are chosen to satisfy Assumptions 2 and 3. Then, choosing H(·, ·, ·) as
where Λ(k) = diag(k, k 2 , . . . , k n ), makes the redesigned system (3) fixed-time stable with UBST given by ηT c .
Proof. See Appendix B.
In the above theorem, the redesign of G(·) that we propose consists in a H(·, ·, ·) that is piecewise. First, the system starts using function F (·) multiplied by the time-varying gain Λ(rκ(t − t 0 )). This choice drives the state of the system to the origin in a time upper bounded by ηT c . Then, after ηT c time units, the function H(·, ·, ·) simply takes its original form G(·) to maintain the state of the system at the origin despite the disturbance.
In Theorem 1, because the auxiliary system is asymptotically stable with settling time function T (z 0 ), we prove in Appendix B that the settling time function of the redesigned system (3) is
From this expression, we can immediately conclude that T (y 0 , t 0 ) ≤ ηT c for all y 0 and t 0 because by construction, Φ satisfies ∞ 0 Φ(ξ)dξ = 1. Furthermore, one can obtain a more detailed description of the convergence properties that the redesigned system inherits from the auxiliary system. Proposition 1. Under the conditions of Theorem 1, the following holds:
Proof. See Appendix C.
The above observations are relevant because they allow us to obtain the following two results. First, Corollary 1 states that, even if the UBST in the auxiliary system (4) is very conservative, by adequately choosing the function ρ(τ ), our methodology actually yields an UBST that is arbitrarily tight. Then, Corollary 2, allows characterizing conditions under which our methodology provides bounded gains.
be the slack between the least UBST and the predefined one given by ηT c . Then, for any ε ∈ R + \ {0} there exists a possible choice of ρ(τ ) such that s ρ ≤ ε.
To obtain the above result, note that if
Assume that there exists a known constant T * max < +∞ such that sup z0∈R n T (z 0 ) ≤ T * max . Then, the time-varying gain κ(t − t 0 ) of H(·, ·, ·) of the redesigned system (3), is bounded as
The above result shows that if {ρ, F } are chosen to ensure that the auxiliary system (4) is fixed-time stable with a known UBST, then the redesigned system can be fixed-time stable with a predefined UBST and with bounded gains.
D. Examples: designing fixed-time stable systems with desired UBST.
Here, we apply our methodology illustrating three possible choices for the functions {F (·), ρ(·)}. We start with the simplest case when the function F (·) is linear. This case is associated to item 1 of Proposition 1.
. Then, the redesigned system (3) is fixed-time stable with T c as an UBST if ρ : R + → R + and r satisfy at least one of the following conditions:
Examples of ρ(·) satisfying Condition 1 and Condition 2 are ρ(τ ) = 1 Tc exp(τ ) and ρ(τ ) = π 2Tc (τ 2 + 1), respectively. In the particular case when L = 0 (i.e., δ(t) ≡ 0), Proposition 2 is similar to the main result in [6] . However, our time-varying gains are simpler and allow using different classes of time-varying gains κ(t − t 0 ), other than the timebase generators proposed in [25] . Moreover, unlike [6] that was limited to the case with L = 0, our result with L > 0 allows the application to unknown input observers and exact differentiators with predefined-time convergence (i.e. with δ(t) ≡ 0).
Note that, since F (·) is linear, system (4) is asymptotically stable, T f = +∞ and η = 1. Thus, similar as in [6] , the time-varying gain is unbounded: lim t→t0+Tc κ(t − t 0 ) = +∞.
Next, we show that our methodology yields a system (3) that is fixed-time stable with least UBST given by T c . For this aim, consider the case when F (·) is such that system (4) is finitetime stable. This case is associated to item 2 of Proposition 1. In this case, for any finite initial condition, the following result guarantees that the origin is reached before the singularity in κ(t − t 0 ) appears.
with {l i } n i=1 chosen as in [23] , [22] . Then, the redesigned system (3) is fixed-time stable with T c as its least UBST if r = 1 and the function ρ is C n ([0, ∞)) and satisfies
Proposition 3 allows us to design fixed-time exact differentiators based on Levant's high-order sliding mode differentiator [23] . Here, one simple choice is again ρ(τ ) = π 2Tc (τ 2 +1). In [26] , an arbitrary order differentiator using time-varying gains was proposed. Compared to [26] , our approach guarantees a fixed-time convergence with predefined UBST.
Finally, we consider the case when the auxiliary system takes the form of (2). To this end, let us consider the following linear system:
where y z is the output, and Γ z = [γ ij ] ∈ R n×n is such that
α > 0 and C = 1 0 · · · 0 0 . The characteristic polynomial of Γ z is s n + a 1 s n−1 + · · · + a n . The similarity transformation Q ∈ R n×n (i.e.ẑ = Qz) that transforms system (7) into its observer canonical form [27] is denoted by:
Here O(Γ, C) is the observability matrix of the pair (Γ, C)
The observer canonical form is given by the following dynamics
Notice that Q −1 D = D.
Proposition 4. Choose ρ(τ ) such that ρ(τ ) −1 dρ(τ ) dτ = α > 0 and set r = 1. Let k i ∈ R and g i : R → R, i = 1, . . . , n, be such that
with Q ∈ R n×n the similarity transformation given by (8) .
Then, under the conditions of Theorem 1, the redesigned system (3) if fixed-time stable with ηT c as the predefined
The above result allows us to obtain from an autonomous fixed-time stable system, a non-autonomous fixed-time stable system with predefined UBST. Furthermore, it guarantees that the time-varying gains remain bounded. If the functions g i (·) are such that (2) is fixed-time stable, such as in [10] , [11] , [28] , [8] , then the above result is concerned with Proposition 1item-3). If in addition, an UBST is known, as in [17] the above result is concerned with Corollary 2.
Compared to the results derived for autonomous systems [10] , [11] , [28] , [17] , [8] , our approach allows to tune the parameters such that the overestimation of the UBST is significantly reduced as it will be illustrated in Example 3.
III. APPLICATION TO THE DESIGN OF DIFFERENTIATORS WITH FIXED-TIME STABILITY
Here we illustrate the application of our methodology to obtain fixed-time online differentiators with predefined UBST from the family of HOSM differentiators. More precisely, the following corollary allows deriving high-order fixed time differentiators with time-varying gains from our previous results. Such differentiators are designed such that the differentiation error coincides with (3).
We illustrate this design to have the form of the Levant's filtering differentiator [22] , where n f is the filter order and n d is the number of derivatives to be obtained. Thus, after ηT c , the filtering properties coincide with [22] . Corollary 3. Let r, ρ(τ ), and F (z 1 ) = [f 1 (z 1 ), . . . , f n (z 1 )] T be such that the condition of Theorem 1 are satisfied with T f ∈R + be such that T (z 0 ) ≤ T f . Moreover, let y(t) ∈ R be a continuous function n d + 1 times differentiable, such that | d n d +1 dt n d +1 y(t)| ≤ L and consider the algorithṁ
Then, for all t > t 0 + ηT c one has, w i = 0 for all i = 1, . . . , n f and z i = d i dt i y(t) for all i = 0, . . . , n d . For n f = 0, w 1 is defined as w 1 = z 0 − y(t).
The result of Corollary 3 follows trivially by noticing that taking x i = w i , for i = 1, . . . , n f and x n f +1+i = z i − d i dt i y(t) leads to system (3), where n = n d + n f + 1 and δ(t) = d n d +1 dt n d +1 y(t).
x 1 (t), y(t)
x 1 (t), y(t) 
2Tc . The resulting system was simulated in order to differentiate y(t) = −0.4 sin(t)+0.8 cos(0.8t). Figure  1 shows the trajectories of x(t) = (x 1 (t), x 2 (t), x 2 (t)) T with x(0) = (100, 0, 0) T as well as the values of y(t) andẏ(t). Moreover, the performance of the system with measurement noise 0.01 cos(10t) + 0.001 cos(30t) is shown.
Example 2. According to [8] , the system
withδ(τ ) ≤ L = 2.5 and θ = 0 for τ ≤ T θ and θ = 1 otherwise, is fixed-time stable. Moreover, the vector field F (x 1 ) is obtained from these parameters and Proposition 4. Let us apply Corollary 3 with n d = 1. In this case ρ(τ ) is chosen as in Example 3. Figure 3 shows the trajectories of x(t) = (x 1 (t), x 2 (t), x 3 (t)) T with x(0) = (100, 0, 0) T as well as the values of y(t) andẏ(t). Moreover, the performance of the system with measurement noise 0.01 cos(10t)+0.001 cos(30t) is shown.
According to [17] , the system
x 1 (t), y(t) x 1 (t), y(t) withδ(τ ) ≤ 2.5 is fixed-time stable with T * max = 233.7349. Moreover, the vector field F (x 1 ) is obtained from these parameters and Proposition 4. Let us apply Corollary 3 with n d = 1. In this case, t 0 = 0, ρ(τ ) = 1 Tc exp(τ ) and thus, κ(t − t 0 ) = 1 Tc−(t−t0) . The resulting system was simulated to obtain the derivative of y(t) = −0.4 sin(t) + 0.8 cos(0.8t). Figure 3 shows, on the left column, the trajectories of x(t) = (x 1 (t), x 2 (t)) T with x(0) = (100, 0) T as well as the values of y(t) andẏ(t), and, on the right column, the performance of the system with measurement noise 0.01 cos(10t)+0.001 cos(30t).
IV. CONCLUSION
This technical note introduced a new class of nonautonomous fixed-time stable systems with predefined UBST, which is based on time-varying gains. This new result enables the design of unknown input observers and online differentiation algorithms where an upper bound for the convergence time is set a priori as a parameter of the algorithm.
We present conditions such that the settling time of every nonzero trajectory is precisely the predefined one. Moreover, we provide a methodology, to derive an autonomous fixed-time stable system with predefined UBST from an homogeneous algorithm with fixed-time convergence whose UBST estimate is too-conservative, significantly reducing the over-estimation. Unlike existing prescribed-time observers such as [6] , in our approach, the time-varying gain remains bounded, which makes our approach realizable. Another advantage with respect to [6] is that predefined-time convergence is guaranteed even in the presence of disturbances, which enables the application to unknown input observers and online differentiation algorithms.
One limitation of our approach is that, designing a nonautonomous fixed-time system guaranteeing bounded timevarying gains for every initial condition, requires that the auxiliary system (4) (or system (2) when Proposition (4) is used) is fixed-time stable with a known UBST. Thus, developing autonomous fixed-time systems with an explicit UBST is required to broaden the applicability of our approach. We hope our work will catalyze efforts towards achieving this goal. Fortunately, when initial conditions are bounded as often happens in practice, we can exploit the results on Lyapunov analysis for the arbitrary order HOSM differentiator presented in [24] to produce a non-autonomous fixed-time system guaranteeing bounded gains.
APPENDIX
A. Preliminaries on homogeneity and time-scale transformations 1) Homogeneity: Definition 2. [29] Consider the vector of weights r = [r 1 , . . . , r n ] T , where r i > 0, i = 1, . . . , n. A vector field f : R n → R n is said to be r-homogeneous of degree d ≥ − min 1≤i≤n r i with respect to the dilation matrix ∆ r (λ) = diag(r 1 , . . . , r n ), where λ > 0, if
or equivalently if the i-th element, i = 1, . . . , n, of f (x)
Theorem 2. Let the vector field f : R n → R n be discontinuous and r-homogeneous with negative degree d ∈ R, with respect to the dilation ∆ r (λ). If for the differential inclusioṅ x = −f (x) the origin is (strongly) globally asymptotically stable then for all k > −d, there exists a function V : R n → R which satisfies: 1) V is r-homogeneous of degree k ∈ R, i.e. V (∆ r (λ)x) = λ k V (x) for all λ > 0. 2) There exists positive constants c 3 and p < 1 such that
3) V (0) = 0, V (x) > 0 ∀x = 0 and V (x) → +∞ as
x → +∞ 4) There exist two positive constants c 1 , c 2 such that
Proof. The first item is found in [30, Theorem 4.1] . Items (2)-(4) follow from the homogeneity property of V and the negative homogeneity degree of f (x) [29] .
2) Time-scale transformations: As in [31] , [13] , the trajectories corresponding to the system solutions of (1) are interpreted, in the sense of differential geometry [32] , as regular parametrized curves. Since we apply regular parameter transformations over the time variable, then without ambiguity, this reparametrization is sometimes referred to as time-scale transformation. (6), where T c > 0 is a parameter and Φ(·) satisfies Assumption 2. Moreover, let the system dy dτ = g(y) ∈ R n with y(0) = y 0 , be such that the origin is globally stable with settling time T (y 0 ) and has a unique solution. Then, the origin of the systeṁ
is fixed time stable with settling time function given by T (x 0 , t 0 ) = lim τ →T (x0) ψ(τ ) ≤ T c and has a unique solution ∀t ∈ [t 0 , ∞) for each initial condition x 0 . Furthermore, the bijective function ϕ :
B. Proof of the main theorem
Proof of Theorem 1. Let us consider the change of coordinates z i = (rκ(t − t 0 )) 1−i y i (i = 1, · · · , n). Hence, in the new coordinate, the dynamic of the system is given bẏ
for i = 1, · · · , n − 1, anḋ
Now, consider the bijective map ϕ :
which, according to Lemma 1, defines the parameter transformation t = ϕ −1 (τ ). Notice that t − t 0 = ψ(τ ), one can get
Hence, by the chain rule dz dτ = dz dt dt dτ t=ψ(τ )+t0 , one can derivė
Thus, under such parameter transformation, the dynamic of (9)-(10) can be written as
for i = 1, · · · , n − 1, and
whereδ(τ ) = δ(ψ(τ ) + t 0 ), which, can be written as (4).
Since system (4) is asymptotically stable and has a settling time function T (z 0 ), then, due to Lemma 1 the settling time of (3) is given by T (y 0 , t 0 ) = lim τ →T (z0) ψ(τ ) = T c 
Thus, T c is the least UBST. Hence, item 2) holds. Finally, if the origin of (3) is fixed-time stable and T f is the UBST, i.e. sup z0∈R n T (z 0 ) < T f , then there existsT c < T c such that sup (y0,t0)∈R n ×R+ T (y 0 , t 0 ) < T c
Proof of Proposition 2. Note that the auxiliary system (4) can be expressed as
Let V = z T P z be a candidate Lyapunov function for (4). Thus,
Note that if condition 1) is fulfilled, then the term r − 2ρ −1 dρ dτ λ max (P )(n − 1) > 0 for all τ ≥ 0. Moreover, if condition 2) is satisfied, then there exist a positive constant τ * at which r − 2ρ −1 dρ dτ λ max (P )(n − 1) > 0 for all τ ≥ τ * and r > 0. Hence, dV dτ ≤ 0 for τ ≥ τ * and z outside the region {z ∈ R n : z ≤ α 1 (τ )} where α 1 (τ ) = 2Lλ max (P ) r n ρ n (r − 2ρ −1 dρ dτ λ max (P )(n − 1))
.
Note that lim τ →∞ α 1 (τ ) = 0 and therefore (4) is asymptotically stable. Thus, the result follows from Theorem 1 item 1).
Proof of Proposition 3. Let the vector field F : R n → R n defined as F(z) = F (z 1 ) + A 0 z. Consider the vector of weights r = [n, n − 1, . . . , 1] T and note that F(z) is rhomogeneous of degree d = −1. Hence, there exists a function V : R n → R satisfying all conditions of Theorem 2. Let S r = {z ∈ R n : z r = 1} and note that the map ∆ : (0, +∞) × S r → R n \ {0} defined by ∆(λ, y) = ∆ r (λ)y is surjective, where ∆ r (λ) is given in Definition 2. Hence, there exists a value of λ > 0 which maps y ∈ S r to any z = ∆ r (λ)y ∈ R n \ {0}. Note that dzi dyi = λ ri such that ∂V ∂yi = ∂V ∂zi λ ri and ∂V ∂y = ∂V ∂z ∆ r (λ). Therefore, the evolution of V (z) along system (4) can be expressed in terms of y as Note that lim τ →∞ α 2 (τ ) = 0 and therefore (4) is asymptotically stable. Let the change of coordinates w 1 = z 1 , w 2 = z 2 and w i = z i − i−2 j=1
for i = n and dwn dτ = k n sign(w 1 )+Q(w, τ ), where Q(w, τ ) = n−2 j=1 d j−1 dτ j−1 ρ(τ ) −1 dρ(τ ) dτ z n−j (n − j − 1) + (ρ(τ )) −nδ (τ ). This can be written in a compact form as dw dτ = G(w) + DQ(z, t). Note that since lim τ →+∞ ρ(τ ) −n = 0, and that z converges to the origin asymptotically, there exists a constant τ * such that |Q(w, τ )| ≤ L, ∀τ ≥ τ * . Therefore, by [33] , the origin of dw dτ = G(w) + DQ(z, t) is finite time stable. Thus, the origin of (4) is finite time stable. Thus, the result follows from Theorem 1 item 2).
Proof of Proposition 4. Notice that (4) becomes dz dτ = F (z 1 ) + A 0 z − αM z + Dδ(τ ).
Consider the coordinate change z = Qẑ, thus the dynamic ofẑ is given by dẑ dτ = Q −1 F (Qẑ 1 ) + Q −1 (A 0 − αM )Qẑ + Q −1 Dδ(τ ), i.e. dẑ 1 dτ = k 1 g 1 (ẑ 1 ) +ẑ 2 for i = 1, . . . , n − 1, and dẑ n dτ = k n g n (ẑ 1 ) +δ(τ )
Thus, system (4) is asymptotically stable with settling time function T (z 0 ) satisfying T (z 0 ) ≤ T f for all z 0 ∈ R n . Moreover, according to Lemma 1, an UBST of (3) is given by lim τ →T * max ψ(τ ) = ηT c . It follows from Corollary 2 that, if there is a known T * max < +∞, such that T (z 0 ) ≤ T * max , then for all t ∈ [t 0 , t 0 + ηT c ], κ(t − t 0 ) is bounded.
D. Auxiliary Results
Lemma 2. If the origin of system (4) is exponentially stable with decay rate c and if there exists a constant τ * > 0 which verifies c > (n − 1) log(ρ(τ )) τ , ∀τ ≥ τ * ,
then the solution of (4) satisfies (5).
Proof. Exponential stability of (4) implies that z ≤ k z 0 exp(−cτ ) for some k > 0.
Moreover, z ρ(τ ) n−1 ≤ k z 0 exp(−cτ )ρ(τ ) n−1 = k z 0 exp(−cτ + (n − 1) log(ρ(τ ))). If (11) is verified, then exp(−cτ + (n − 1) log(ρ(τ )) decreases for τ ≥ τ * and approaches the origin as τ → +∞. Therefore, |z i ρ(τ ) i−1 | ≤ |z i ρ(τ ) n−1 | ≤ z ρ(τ ) n−1 → 0 as τ → +∞.
