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Prefazione
Il concetto di entanglement è probabilmente uno dei più controversi e affascinanti aspetti
della meccanica quantistica: potremmo datare al 1935 l’inizio del “dibattito teorico” sulle conse-
guenze dell’entanglement, l’anno in cui per l’appunto Einstein, Podolsky e Rosen dettero orgine
alla disputa sulla (in)completezza della meccanica quantistica [EPR35]; dobbiamo però attendere il
1964 con il lavoro di Bell [Bel64] “On the Einstein, Podolsky e Rosen Paradox” perché la cosiddetta
“spooky” action at distance fosse compresa in termini quantitativi. Da quel momento l’entanglement
ha suscitato sempre maggiore interesse teorico e sperimentale, in virtù delle possibili implicazioni in
ambiti come la crittografia e il teletrasporto, ed ha visto sorgere nuovi campi di ricerca che rivelano
relazioni sempre più strette tra meccanica quantistica e teoria dell’informazione e della comunicazio-
ne. La crescita dell’interesse verso la computazione e la comunicazione quantistiche, di rimando, ha
stimolato la ricerca di base per la comprensione e lo studio delle proprietà qualitative e quantitative
dell’entanglement: da una parte vengono esaminate le grandezze (entropie) che possono quantificare
il grado di entanglement, dall’altra se ne studiano le proprietà in varie tipologie di sistemi. I metodi
sviluppati nell’ambito dell’informazione quantistica sono stati quindi “esportati” negli altri ambiti
della fisica, in particolare della fisica della materia condensata, in quanto estremamente utili nell’a-
nalisi dei sistemi a molti corpi: lo studio dell’entanglement negli stati di equilibrio a temperatura
nulla ha rivelato nuove proprietà della materia, che accrescono la comprensione delle fasi in cui que-
sta si può trovare. L’attenzione è stata portata all’analisi dell’entanglement nei modelli quantistici,
in particolare critici, all’equilibrio, e attraverso i risultati ottenuti nella teoria di campo conforme
(CFT) e lo studio numerico (e in qualche caso isolato analitico) di semplici modelli risolvibili, ne
sono state dedotte le caratteristiche fondamentali.
Il recente sviluppo di tecniche per la realizzazione sperimentale di sistemi di atomi freddi che
possono evolvere fuori dall’equilibrio (termodinamico) in assenza di dissipazione, e che permettono un
grande controllo dei parametri dell’hamiltoniana (che possono essere il campo applicato, o qualsiasi
altra condizione esterna che influenza il sistema)[GMHB02][OTF+01][SHL+06][KWW06][TCF+08],
ha d’altra parte spinto allo studio dell’evoluzione fuori dall’equilibrio dei sistemi quantistici estesi.
La comprensione delle caratteristiche dinamiche dei sistemi quantistici è purtroppo fortemente li-
mitata dall’assenza di metodi numerici efficienti: come vedremo, le proprietà estensive dell’entropia
di entanglement fuori dall’equilibrio sono tali da rendere impossibile per un computer classico la
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manipolazione della enorme mole di dati necessaria a caratterizzare un sistema di dimensione ra-
gionevole [SWVC08]. In questo caso gli strumenti che guidano la ricerca sono la CFT e l’analisi
numerica dei modelli quantistici più semplici (es. [BRD+08]), e fino a questo momento non esiste-
va nessuna conferma analitica alle congetture inerenti l’evoluzione temporale dell’entanglement in
sistemi quantistici. Una parte sostanziale del presente lavoro di tesi colma questa lacuna, fornen-
do una espressione analitica per l’evoluzione dell’entropia di entanglement in un sistema preparato
nello stato fondamentale di un’hamiltoniana, e fatto evolvere con un’altra hamiltoniana, entram-
be appartenenti al modello XY quantistico [FC08]. Più in generale l’intero lavoro, attraverso uno
studio dettagliato del modello XY quantistico, fornisce delle verifiche numeriche ai risultati noti
(specialmente inerenti l’entanglement all’equilibrio), nonché alcune derivazioni analitiche (più o me-
no complesse), che in qualche caso semplicemente confermano, mentre in altri chiariscono aspetti
della dinamica fuori dall’equilibrio.
La tesi è organizzata in due parti: la prima parte tratta le caratteristiche generali del
modello studiato, la seconda parte è invece dedicata all’analisi dell’entanglement. La suddivisione
in capitoli ricalca essenzialmente il carattere statico o dinamico dell’argomento trattato; di seguito
è riportato il contenuto di ogni singolo capitolo.
Capitolo 1. Introduzione al modello XY quantistico
Capitolo 2. Diagonalizzazione dell’hamiltoniana - Analisi dei correlatori statici - Studio delle re-
gioni critiche
Capitolo 3. Quench globali - Correlazioni a tempi asintoticamente grandi - Cenni ai quench adia-
batici
Capitolo 4. Proprietà dell’entropia di entanglement - Entropia di entanglement nel modello XY -
Confronto numerico dei risultati all’equilibrio - Studio numerico delle regioni critiche
- Analisi dello stato stazionario asintotico
Capitolo 5. Analisi qualitativa della dinamica dell’entanglement - Risoluzione della dinamica del-
l’entropia di entanglement nel modello XY - Introduzione della “sorgente di entropia”
Capitolo 6. Dinamica dell’entanglement in casi più generali - Cenni alla distribuzione dell’energia
- Interpretazione generale della sorgente di entropia
Appendice A. Diagonalizzazione dettagliata dell’hamiltoniana XY
Appendice B. Cenni alle matrici di Toeplitz e di Hankel - Esempio: random walk e matrici di
Toeplitz - Teoremi sul comportamento asintotico delle matrici di Toeplitz
Appendice C. Approssimazione di fase stazionaria in integrali di dimensione finita
vIntroduzione
Il modello che prenderemo in esame possiede un diagramma di fase non banale, studiando
i sistemi critici avremo inoltre continuamente necessità di confrontarci con le previsioni CFT (Con-
formal Field Theory); dedichiamo questo capitolo introduttivo ad inquadrare il concetto chiave di
transizione di fase quantistica e le idee che sono alla base della teoria conforme.
Transizioni di fase quantistiche
I sistemi che studieremo sono preparati a temperatura T = 0 in modo che al tempo t = 0 si
trovino all’equilibrio termodinamico: il sistema è nello stato fondamentale, se questo è non degenere,
altrimenti è descritto da una matrice densità che possiede autovalori non nulli solo per gli autostati
appartenenti all’autospazio fondamentale. Supponiamo ora che l’hamiltoniana dipenda da qualche
parametro esterno adimensionale; per quanto detto ogni caratteristica che esibisce il sistema può
essere ricondotta in ultimo alle proprietà dell’energia e dell’autospazio fondamentale, in particolare
il comportamento del sistema al variare dei parametri è fortemente influenzato da come l’energia
e lo stato dipendono da questi. Se l’energia dello stato fondamentale è analitica nei parametri
le caratteristiche del sistema non variano in modo “sostanziale”; nel caso opposto in cui siamo in
presenza di non-analiticità, attraversando il punto critico (il punto in cui l’energia non è analitica)
il sistema modifica radicalmente alcune proprietà, che possono essere le simmetrie o qualsiasi altra
quantità fisica macroscopica: siamo in presenza di una transizione di fase quantistica (QPT).
Per fissare le idee consideriamo un’hamiltoniana con un numero finito di gradi di libertà,
ad esempio immaginiamo un’hamiltoniana, definita su un reticolo, funzione di un parametro g. In
questo caso l’energia dipende dal parametro in modo analitico, fatta eccezione per i punti gc in cui il
primo stato eccitato si sovrappone e infine attraversa lo stato fondamentale. Se indichiamo con E0(g)
l’energia dello stato fondamentale e con E1(g) quella del primo eccitato, se l’hamiltoniana dipende
linearmente dal parametro abbiamo che E′0(g−c ) > E′1(g−c ), mentre E′0(g+c ) > E′1(g+c ), cosicché la
derivata prima dell’energia risulta discontinua in gc (vd. Figura 0.1). In seguito ci riferiremo a queste
transizioni semplicemente come level crossing, per distinguerle dalle più interessanti transizioni di
fase che si possono trovare in sistemi di dimensione infinita.
Se in dimensione finita il level crossing è proibito, è ancora possibile che, aumentando la di-
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Figura 0.1: I più piccoli autovalori E di un’hamiltoniana H(g) su un reticolo finito, come funzione della
costante di accoppiamento adimensionale g. Nel caso in cui H(g) = H0 + gH1, dove H0 e H1 commutano
e sono indipendenti da g, può avvenire un effettivo level crossing, come in (a). Più in generale, comunque,
il level-crossing è proibito, come in (b). (Immagine e didascalia riprese da [Sac01])
mensione del sistema, l’energia dei primi eccitati tenda all’energia dello stato fondamentale, con una
conseguente modificazione qualitativa delle funzioni di correlazione e, in generale, delle caratteristi-
che del sistema. Di questa classe di transizioni fanno parte le transizioni di fase quantistiche di ordine
secondo, in cui la scala caratteristica delle fluttuazioni energetiche per energie prossime all’energia
dello stato fondamentale è nulla ai punti critici. A temperatura nulla le fluttuazioni quantistiche
legate al principio di indeterminazione di Heisenberg ∆E∆t ∼ 1 fanno le veci delle fluttuazioni
termiche nel caso di temperatura T > 0 e caratterizzano completamente le transizioni di fase quan-
tistiche di ordine secondo. Nel modello che prenderemo in considerazione avremo a disposizione una
scala naturale di energia, data dal gap ∆ presente tra l’energia dell’autospazio fondamentale e il con-
tinuo dei primi stati eccitati, quindi limitiamoci ai sistemi con queste caratteristiche. Generalmente
[Sac01] in prossimità del punto critico gc
∆(g) ≈ J |g − gc|zν ,
dove J è l’energia caratteristica dell’accoppiamento microscopico, e z e ν sono esponenti critici.
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L’annullamento di ∆ in gc è accompagnato dalla divergenza della lunghezza di correlazione
ξ ≈ a|g − gc|ν ξ ∼ ∆
−1/z ,
dove a è una lunghezza caratteristica dell’ordine del passo reticolare. Infine se l’esponente critico
dinamico z = 1 e ci troviamo in dimensione 1+1 (spaziale+temporale) il sistema è critico conforme,
e le simmetrie che questo esibisce sono tali da semplificare notevolmente la determinazione degli
andamenti delle funzioni di correlazione e di ogni altra grandezza ad esse connessa.
Come esempio di transizione di fase quantistica di ordine secondo consideriamo l’hamilto-
niana del modello di Ising
HI = −J 14
∑
<l,n>
σxl σ
x
n −
h
2
∑
l
σzl ,
dove σαi sono le matrici di Pauli, con < l, n > abbiamo indicato la somma sui primi vicini, J > 0 è
l’energia caratteristica dell’accoppiamento microscopico e h/J è il parametro esterno adimensionale
(che di solito rappresenta l’interazione spin campo magnetico h). Per h À J il secondo termine
dell’hamiltoniana è dominante, cosicché lo stato fondamentale è autostato di ogni operatore locale
σzl con autovalore 1
|0〉 hÀJ−−−→
⊗
l
|↑〉l .
All’ordine 0 le variabili σxl in siti diversi sono completamente scorrelate, e anche considerando ordini
successivi dello sviluppo perturbativo le correlazioni restano a corto raggio
〈σxl σxn〉 ∼ e−|~xn−~xl|/ξ .
Nel caso opposto J À |h| invece lo stato fondamentale è doppiamente degenere, infatti l’hamiltoniana
è invariante sotto la trasformazione unitaria
∏
l σ
z
l (questa volta lo stato fondamentale all’ordine 0
non è autostato di
∏
l σ
z
l ) e la rottura della simmetria che si verifica nel limite termodinamico
seleziona, per h/J → 0, un solo stato dell’autospazio fondamentale
P0 = span
{⊗
l
|→〉l ,
⊗
l
|←〉l
}
,
dove abbiamo indicato con |←〉 e |→〉 gli autostati di σx. In questo caso la funzione di correlazione
è a lungo raggio
〈σxl σxn〉 ∼ 1 ;
il confronto tra i due andamenti nelle condizioni estreme considerate suggerisce l’esistenza di un valo-
re critico di h ∼ J sede di una transizione di fase quantistica, e il valore asintotico della correlazione
longitudinale
lim
|~xn−~xl|→∞
〈σxl σxn〉
è il quadrato del parametro d’ordine della transizione: è diverso da zero solo per campi h < hc, dove
hc è il campo critico. Analizzando il modello oggetto di studio della tesi avremo modo di rendere
più concrete queste deduzioni qualitative.
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CFT (Conformal Field Theory)
Introducendo le transizioni di fase quantistiche di ordine secondo abbiamo messo in eviden-
za che in vicinanza di un punto critico la lunghezza di correlazione ξ diverge, quindi la mancanza
di una scala caratteristica di lunghezza rende il sistema invariante per trasformazioni di scala. Al-
cune proprietà fisiche, dette universali, non dipendono dai dettagli microscopici dell’interazione e
sono sensibili soltanto alle proprietà globali, come la dimensionalità e le simmetrie. Partendo da
un’hamiltoniana definita su un reticolo invariante per traslazioni multiple del passo reticolare, in
prossimità del punto critico le proprietà universali non dipendono dalla particolare hamiltoniana
considerata e sfruttando la divergenza di ξ si può stabilire l’equivalenza (nel senso delle grandezze
universali) con un sistema che esibisce simmetria traslazionale continua; in altre parole in prossimità
della criticità la fisica può essere descritta con una teoria di campo continua. Analogamente spesso
è possibile ripristinare l’invarianza per rotazioni, che insieme all’invarianza per traslazioni e trasfor-
mazioni di scala rende il sistema, definito su reticolo, equivalente ad un sistema invariante sotto il
gruppo speciale conforme. La simmetria acquisita è abbastanza forte da determinare ad esempio, a
meno di una costante moltiplicativa, i correlatori a due punti
〈φ(~r1)φ(~r2)〉 ∼ |~r1 − ~r2|−2∆φ ,
dove ∆φ è chiamata dimensione di scala del campo φ.
Il nostro interesse si concentra sui sistemi quantistici unidimensionali (studieremo in detta-
glio una catena di spin in dimensione uno) che, nel caso in cui la lunghezza di correlazione temporale
ξτ scala come la lunghezza di correlazione spaziale ξ ∼ ξτ ∼ ∆−1 ∼ ξz ⇒ z = 1, risultano equiva-
lenti a sistemi bidimensionali in cui le due coordinate euclidee corrispondono allo spazio e al tempo
immaginario τ ≡ it. La dimensione due è in questo ambito una dimensione privilegiata: l’invarianza
sotto il gruppo speciale conforme, a parte casi patologici [RC05], implica invarianza sotto il gruppo
conforme, ovvero sotto le trasformazioni che preservano gli angoli (vd. Figura 0.2). Le conseguenze
della simmetria sono eccezionali: il gruppo è infinito-dimensionale e facendo uso delle trasformazioni
conformi è possibile stabilire delle corrispondenze tra le funzioni di correlazione definite su spazi
con geometrie diverse. Rappresentando le variabili nel piano complesso si vede che le trasformazioni
analitiche x + iy ≡ z 7→ f(z) sono conformi e, ad esempio, risulta che i correlatori a due punti de-
finiti sull’intero piano dei cosiddetti campi primari (da cui, per inciso, è possibile ottenere qualsiasi
altro campo) sono legati ai correlatori definiti sullo spazio mappato dalla funzione analitica f(z)
semplicemente attraverso la relazione
〈φ(z1)φ(z2)〉 = |f ′(z1)f ′(z2)|2∆φ 〈φ(f(z1))φ(f(z2))〉 .
Risulta ora chiaro che conoscendo le correlazioni definite sul piano è possibile passare a geome-
trie diverse scegliendo l’opportuna trasformazione: se siamo ad esempio interessati alle funzioni di
correlazione definite sul cilindro di circonferenza L, la trasformazione f(z) =
L
2pi
log z fa al caso
nostro.
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Figura 0.2: Rappresentazione grafica della trasformazione conforme f(z) = z2: la trasformazione preserva
gli angoli tra le curve.
Osserviamo che le trasformazioni conformi che non sono riconducibili a composizioni di
traslazioni, rotazioni, dilatazioni e alla trasformazione speciale conforme (una traslazione preceduta
e seguita da una inversione) non possono essere definite sul piano complesso esteso; per studiare
le conseguenze dell’invarianza sotto l’intero gruppo conforme è pertanto necessario considerare la
risposta del sistema ad una trasformazione che non sia conforme ovunque. La variazione dell’azione
S associata ad una generica trasformazione infinitesima delle coordinate xµ → xµ + ²µ(x) definisce
il tensore energia-impulso Tµν
δS '
∫
ddxTµν∂µ²ν ,
quindi in generale ci possiamo aspettare che il comportamento del sistema sia in qualche modo legato
a Tµν . Uno dei risultati più interessanti della CFT [FMS97] risiede nel fatto che, per una ampia
categoria di modelli (modelli minimali unitari), la classe universale di equivalenza è caratterizzata
unicamente dal parametro razionale discreto carica centrale
c = 1− 6
m(m+ 1)
m = 3, . . . ,∞ .
La carica centrale è strettamente legata a Tµν : c compare nelle correlazioni del tensore energia
impulso e, come avremo modo di capire analizzando i risultati CFT, assume un ruolo centrale nella
caratterizzazione dell’entanglement [CC06a].
In conclusione, nei limiti in cui la teoria conforme risulta applicabile, conoscendo la carica
centrale è possibile determinare tutte le proprietà critiche del modello, rendendo la CFT un punto
di partenza e di confronto nello studio dei modelli quantistici unidimensionali.
xNotazioni
Per facilitare la lettura del testo raccogliamo le principali notazioni utilizzate.
La costante di Planck h = 2pi (~ = 1)
Ogni energia è misurata in unità di |J |, dove J è la costante di accoppiamento microscopico
Ogni lunghezza è misurata in unità di passo reticolare
Il campo magnetico (diretto lungo z) è indicato con h, il segno del campo con h, e le costante di accoppiamento
campo-spin è posta unitaria; m è la magnetizzazione
γ è l’anisotropia x− y dell’interazione microscopica
Le matrici di Pauli sono indicate con la lettera greca σ
Al singolo spin è associata la lettera s, allo spin totale S
N è la lunghezza della catena di spin, L è la lunghezza del blocco di spin
Il tempo è in generale indicato con t, il tempo per unità di lunghezza blocco con s
La lettera v è riservata per la velocità n/t, dove n è un indice di distanza
ε è la funzione di dispersione
La velocità massima di propagazione dell’informazione vM = 2max |ε′|
c sono gli operatori fermionici di Jordan-Wigner, c˜ sono gli stessi operatori in trasformata di Fourier, ~Υk indica il
vettore
„
c˜
†
k
c˜−k
«
, χl =
“
c
†
l
cl
”
Con A e a sono indicati gli operatori di Majorana
θ è l’angolo di Bogoliubov a tempi positivi, θ0 è l’angolo a tempi negativi
∆ è la differenza tra l’angolo di Bogoliubov successivo al quench e l’angolo precedente
b sono gli operatori di Bogoliubov, ~βk indica il vettore
„
b
†
k
b−k
«
N è la parità numerica dei fermioni di Bogoliubov
ϕ è l’impulso, talvolta indicato anche con p
I propagatori sono denotati con le lettere f e g, e con f e g quando si riferiscono allo stato stazionario asintotico
Con ρ sono indicate sia le correlazioni a due punti che le matrici densità
Le entropie (Von Neumann, Renyi) sono indicate con S
Le matrici di Hankel sono indicate con H, le matrici di Toeplitz con T
Γ sono i blocchi costituenti la matrice dei correlatori
Π è quasi sempre la matrice ridotta Hankel+Toeplitz
σcl(k) è la densità di entropia classica
Θ indica la funzione gradino di Heaviside
I colori nei grafici di livello sono così ordinati: azzurro, celeste (negativi), verde marrone e bianco (positivi)
1Parte I
Il modello XY

3Capitolo 1
Introduzione al modello
Es ist oft besser, in Ketten als frei zu sein
(Spesso è più sicuro essere in catene che liberi)
Franz Kafka
In questo breve capitolo introdurremo il modello XY, mettendo in risalto le principali caratteri-
stiche che ne stimolano l’interesse.
Il modello XY quantistico consiste di una catena di N spin 12 in cui l’interazione, limitata
ai primi vicini, è trasversa al campo magnetico h. Imponendo le condizioni al contorno periodiche
sN+1 ≡ s1, il sistema è descritto dall’hamiltoniana
HJ(γ, h) = −
N∑
i=1
(
J
1 + γ
4
σxi σ
x
i+1 + J
1− γ
4
σyi σ
y
i+1 +
h
2
σzi
)
, (1.1)
dove J è la costante di accoppiamento, γ l’anisotropia dell’interazione e σαi (α = x, y, z) sono le
matrici di Pauli che rappresentano il doppio dello spin sαi . Per semplicità conveniamo di esprimere
l’energia in unità di |J | e con un leggero abuso di notazione assumiamo J = ±1.
Fissato il segno della costante di accoppiamento (per J < 0 si parla di modello XY an-
tiferromagnetico mentre per J > 0 si ha il modello ferromagnetico) l’hamiltoniana dipende da tre
parametri: h, γ e dalla lunghezza della catena N ; gli aspetti più interessanti si verificano nel limite
termodinamico N →∞, quando cioé compaiono nel modello sistemi che esibiscono comportamenti
critici, quindi d’ora in poi supporremo N grande a piacere.
Il modello XY desta interesse principalmente perché
→ è risolvibile esattamente per ogni valore dei parametri
L’hamiltoniana XY può essere diagonalizzata esattamente, ma con “risolvibile” intendiamo
qualcosa di più: diagonalizzato per la prima volta da Lieb et al. [LSM61], il modello è stato
4ampiamente studiato da Barouch e McCoy [BMD70][BM71] i quali, nel limite termodinamico
con l’ausilio di teoremi sul comportamento asintotico del determinante delle matrici di Toeplitz
(lemma di Szëgo, congettura generalizzata di Fisher-Hartwig, teorema di Widom; vd. Appen-
dice B), sono riusciti a determinare il comportamento asintotico delle funzioni di correlazione
a due punti. Considerazioni analoghe valgono quando prendiamo in esame la dinamica del
sistema: non mancano risultati analitici per l’andamento delle correlazioni dinamiche (Vai-
dya e Tracy [VT78] hanno studiato le correlazioni in un particolare limite di scaling, Stolze
et al. [SNM95] hanno preso in esame la dinamica del modello isotropo) o per la dinamica
dell’entropia di entanglement, che analizzaremo poi in dettaglio.
→ ingloba come casi particolari il modello di Ising (γ = ±1) e il modello XX (γ = 0)
Il modello di Ising quantistico in campo trasverso
HIsing = −
∑
i
(
1
4
σxi σ
x
i+1 +
h
2
σzi
)
è forse il più semplice sistema quantistico che esibisce proprietà interessanti, prima fra tutte una
transizione di fase quantistica (T=0) che produce effetti anche a temperatura finita (ovviamente
prossima a 0K). A causa della semplicità è stato da sempre considerato l’esempio per eccellenza
di QPT [Sac01] e senza dubbio costituisce il primo banco di test di ogni teoria. Solo per fare un
esempio esplicativo di come il modello continui ad essere importante citiamo il lavoro [CC05]
in cui la dinamica dell’entropia di entanglement prevista in una teoria invariante conforme è
stata confrontata con i dati numerici ottenuti per il modello di Ising.
Il modello XX, o modello XY isotropo
HXX = −
N∑
i=1
(
1
4
[σxi σ
x
i+1 + σ
y
i σ
y
i+1] +
h
2
σzi
)
,
come vedremo è critico per |h| < 1 ed è probabilmente l’esempio più semplice di sistema
quantistico in cui è presente una regione estesa di punti critici appartenenti ad una classe
di universalità diversa da quella dell’Ising. Avremo continuamente modo di verificare che la
simmetria per rotazioni intorno all’asse z costituisce una grande semplificazione, rendendo
il modello XX un modello privilegiato per lo studio delle correlazioni, in particolare quelle
dinamiche.
→ fornisce risultati di riferimento utili per la comprensione di modelli più complicati
Il modello di Hubbard
HH = −
∑
x,y
txyc
†
xσcyσ +
∑
x
Ux
(
nx↑ − 12
)(
nx↓ − 12
)
,
dove txy = t∗yx sono gli accoppiamenti microscopici tra i fermioni c†xσ di spin σ ∈ {↑, ↓}, Ux
tiene conto dell’interazione elettrone-elettrone sul singolo sito, e nxσ ≡ c†xσcxσ è l’operatore
5numero, sta al problema delle correlazioni elettroniche come il modello di Ising sta al problema
dell’interazione spin-spin; è il più semplice modello che mostra caratteristiche del “mondo reale”
(Lieb). Il modello è continuamente oggetto di studio [EKK05] perché non ne sono ancora chiare
le caratteristiche di base, ed è fuori dubbio che una maggiore comprensione del modello darà
un notevole contributo alla comprensione di come il principio di esclusione di Pauli porti al
magnetismo.
La catena di Heisenberg 1-dimensionale
HXXZ =
∑
i
(
1
2
[σxi σ
x
i+1 + σ
y
i σ
y
i+1 +∆σ
z
i σ
z
i+1] + hσ
z
l
)
è la generalizzazione più semplice del modello XX. Lo stato fondamentale è risolubile via Bethe
ansatz, e il modello deve la sua importanza principalmente perché costituisce un particolare
limite del modello di Hubbard.
→ possiede una legge di dispersione non banale
L’energia delle quasiparticelle fermioniche che possono essere associate al modello è [LSM61]
ε(ϕ) =
√
(h− J cosϕ)2 + J2γ2 sin2 ϕ ,
dove ϕ è lo pseudoimpulso delle quasiparticelle; ε è una funzione pari in ϕ e in γ, inoltre è anche
implicitamente pari in h (basta ridefinire ϕ→ sign(ϕ)pi−ϕ) e invariante per la trasformazione
(h, J) → (−h,−J). Variando i parametri h e γ (considerando per quanto appena detto la
regione J > 0, h ≥ 0, γ ≥ 0 e ϕ ∈ [0, pi]) è possibile ottenere sistemi con caratteristiche
molto diverse: possiamo individuare regioni in cui le correlazioni statiche, dominate dalla
dispersione ε(ϕ) a bassa energia, sono a lungo raggio e altre in cui restano a corto raggio,
in quest’ultimo caso a seconda del valore assunto dai parametri le correlazioni possono avere
andamento oscillante o meno, e un discorso analogo ma con sfumature ancora più ricche vale
per gli aspetti dinamici. Se ci limitiamo a considerare la dispersione a bassa energia e il
modulo della velocità delle quasiparticelle (che assume particolare rilievo analizzando gli aspetti
dinamici) possiamo distinguere le seguenti regioni:
• per γ = 0, h ≤ 1 non c’è gap energetico (∆(ε) = 0), il modulo della velocità |v| = ∣∣∂ε/∂ϕ∣∣
è indipendente da h e presenta soltanto un massimo;
• per γ = 0, h > 1 è presente un gap (∆(ε) = h− 1) ma |v| continua ad essere indipendente
dal campo magnetico;
• per h = 1, γ ≤ √2 la dispersione ∆(ε) = 0 e la velocità v ha un solo massimo: le
quasiparticelle con velocità maggiore hanno energia non nulla soltanto se γ < 1;
• per h = 1, γ > √2 la dispersione ∆(ε) = 0 e il modulo della velocità |v| ha due massimi
relativi: il massimo assoluto corrisponde ad un modo a frequenza nulla mentre l’altro
massimo è associato a quasiparticelle di energia non nulla;
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Figura 1.1: L’energia (a sinistra) e la velocità (a destra) per vari valori di h e γ. Abbiamo messo
in evidenzia i sistemi critici utilizzando il tratto solido. Le curve (h = 0.5, γ = 0) e (h = 2, γ = 0)
sono sovrapposte nel grafico a destra, a dimostrazione che la legge di dispersione nel modello XX
non dipende da h.
• per h ≥ |1− γ2|, h 6= 1, γ 6= 0 c’è un gap energetico e |v| ha solo un massimo;
• per h < |1 − γ2| e al di fuori dei casi già considerati è presente un gap energetico e |v|
mostra due massimi relativi.
→ esibisce un ricco diagramma di fase L’assenza di un gap energetico è indizio di compor-
tamento critico; dall’analisi dell’energia (vd. Sezione 2.4) possiamo riconoscere due regioni
critiche: γ = 0, |h| < 1 e h = ±1. La prima regione appartiene alla classe di univeralità de-
scritta da un bosone libero in dimensione 1 + 1 ed ha carica centrale c = 1, mentre la seconda
appartiene alla classe descritta da un fermione libero di Majorana in dimensione 1+1 (modello
di Ising quantistico unidimensionale) ed ha carica centrale c = 12 . Come parametro d’ordine
che distingue la regione ferromagnetica (in cui gli spin tendono ad essere allineati longitudinal-
mente) da quella paramagnetica possiamo considerare lim
n→∞ 〈σ
x
l σ
x
l+n + σ
y
l σ
y
l+n〉, che è diverso
da zero soltanto per |h| < 1. Analogamente lim
n→∞ 〈σ
x
l σ
x
l+n〉 è non nullo soltanto per |h| < 1 e
γ > 0 e può essere associato alla regione critica γ = 0, |h| < 1. A completare un già interes-
sante diagramma di fase la regione h2 + γ2 = 1 è caratterizzata da uno stato fondamentale
completamente fattorizzabile in funzioni d’onda di sito fissato [MS85], con notevoli conseguen-
ze: le correlazioni possono essere calcolate esplicitamente (vd. [FA05]) e anche se lo stato
fondamentale è degenere l’entropia di ogni sottosistema è massimizzata da log d, dove d è la
degenerazione dello stato.
Per questi motivi, ma non solo, il modello XY è diventato uno dei modelli giocattolo più utilizzati per
testare ipotesi o per verificare previsioni: molti sistemi non sono trattabili facilmente e modelli sem-
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Figura 1.2: Diagramma di fase del modello XY: abbiamo indicato con un tratto solido le regioni
critiche XX (Ω0) e h = ±1 (Ω±). Le rette punteggiate I± stanno ad indicare la regione Ising.
plici ma realistici, come quello che andiamo studiando, forniscono chiara evidenza di caratteristiche
(come l’evoluzione temporale dell’entropia) che altrimenti sarebbero difficilmente individuabili.
L’interesse teorico che abbiamo messo in evidenza non deve spogliare il modello di possibili
realizzazioni sperimentali: come mostrato da Kenzelmann et al. [KCT+02] il cristallo di Cs2CoCl4
ha proprietà magnetiche quasi-1D che sono schematizzabili, sotto certe condizioni, con una catena
di spin del tipo XY antiferromagnetico; i “fratelli maggiori” modelli di Heisenberg e di Hubbard sono
continuamente oggetto di studio in esperimenti a bassa temperatura, a dimostrazione che lo studio
di modelli semplificati di catene di spin costituisce un concreto punto di partenza nella comprensione
di fenomeni di particolare rilievo.
8Capitolo 2
Aspetti statici
In questo capitolo analizzeremo le proprietà statiche del modello. Dopo aver diagonalizzato
l’hamiltoniana ci soffermeremo sulle funzioni di correlazione: mostreremo il metodo generale per ottenere
i correlatori e identificheremo le regioni critiche del modello. Saranno trattati alcuni effetti di dimen-
sione finita, verrà analizzata la degenerazione degli stati e per una particolare tipologia di sistemi sarà
determinato esattamente lo stato fondamentale.
Prima di entrare in merito al problema dello spettro dell’hamiltoniana facciamo cenno ad
alcune simmetrie del modello: la dimensione del sistema rende proibitiva un’analisi dettagliata degli
operatori che commutano con l’hamiltoniana, nonostante questo alcuni operatori ci saranno utili in
molteplici contesti e meritano un’attenzione particolare.
L’anisotropia γ rompe la simmetria per rotazione intorno all’asse z preservando unicamente
l’invarianza Cz2 (rotazioni di pi intorno all’asse z): in generale gli autostati dell’hamiltoniana non
hanno spin totale Sz definito ma l’operatore
N =
∏
j
σzj ≡ cos
[
pi
(
Sz − N2
)]
(2.1)
commuta con H e può essere diagonalizzato simultaneamente. N discrimina gli stati con un nu-
mero pari di spin down (nella base di
⊗
l s
z
l ) dagli altri e, come vedremo tra breve, gioca un ruolo
fondamentale nella diagonalizzazione dell’hamiltoniana.
La presenza di h e γ implica che ogni operatore conservato deve commutare separatamen-
te con lo spin Sz e con i termini
∑
l σ
x(y)
l σ
x(y)
l+1 ; la più semplice famiglia di operatori con questa
caratteristica è composta dagli operatori di scambio antisimmetrico1
Cn =
∑
l
σyl σ
x
l+n − σxl σyl+n
8
≡
∑
l
σ+l σ
−
l+n − σ−l σ+l+n
2i
, (2.2)
1Comunemente quando nell’hamiltoniana sono presenti termini di questo tipo si parla di interazione di
Dzyaloshinskii-Moriya
9dove σ± = (σx ± iσy)/2. Osserviamo che [N, Cn] = 0, cosicché possiamo scegliere sempre una base
in cui siano diagonali l’hamiltoniana, N, e un operatore appartenente alla famiglia C, ad esempio
C1.
2.1 Spettro
La procedura di diagonalizzazione è standard [LSM61]: attraverso una trasformazione di
Jordan-Wigner l’hamiltoniana (1.1) del modello XY viene portata in una forma quadratica di opera-
tori fermionici, che si diagonalizza in trasformata di Fourier attraverso una trasformazione di Bogo-
liubov. Di seguito riportiamo una spiegazione sintetica dei vari passaggi, rimandando all’Appendice
A una derivazione rigorosa dei risultati.
2.1.1 Trasformazione di Jordan-Wigner
Le variabili di spin σαi anticommutano nello stesso sito ma commutano in siti diversi
{σαi , σβi } = 0 [σαi , σβj 6=i] = 0 ; (2.3)
la trasformazione di Jordan-Wigner mappa le σαi in operatori puramente fermionici2 a scapito della
località:
cl ≡ (−1)l−1 exp
[
pii
l−1∑
j=1
σ+j σ
−
j
]
σ−l , (2.4)
{
ci, c
†
k
}
= δik
{
ci, ck
}
= 0
{
c†i , c
†
k
}
= 0 . (2.5)
Finché restiamo nell’ambito dell’analisi spettrale la località non costituisce una grave rinuncia, più
drammatica appare invece la perdita dell’invarianza a vista per traslazioni. L’hamiltoniana in termini
degli operatori appena introdotti non è periodica
HJ(γ, h) =
N−1∑
i=1
(
J
2
[
γc†i c
†
i+1 + c
†
i ci+1 +H.c.
]
− hc†i ci
)
−
− hc†NcN +
hN
2
− J
2
(
γc†Nc
†
1 + c
†
Nc1 +H.c.
)
N (2.6)
ma il termine che rompe la simmetria è di ordine O(1) mentre l’energia è O(N), e può essere
trascurato nel limite termodinamico. Ripristinare la ciclicità rispetto agli operatori fermionici cl è
comunemente detta approssimazione c-ciclica e semplifica l’hamiltoniana (2.6) in
HCJ (γ, h) =
N∑
i=1
(
J
2
[
γc†i c
†
i+1 + c
†
i ci+1 +H.c.
]
− hc†i ci +
h
2
)
. (2.7)
2La fase locale degli operatori fermionici è arbitraria, e una scelta conveniente per l’operatore fermionico cl potrebbe
essere (−J)l−1 (cf. (2.8)); preferiamo comunque mantenere la trasformazione di Jordan-Wigner indipendente dai
parametri dell’hamiltoniana XY.
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Per evitare di dover effettuare a priori il limite termodinamico o, in altre parole, abban-
donare il modello XY a favore di un modello equivalente soltanto nel limite termodinamico, soffer-
miamoci brevemente sulla corrispondenza tra hamiltoniana c-ciclica e hamiltoniana s-ciclica (1.1).
Gli stati stazionari del modello XY che hanno N = −1 sono anche autostati con la stessa energia
dell’hamiltoniana c-ciclica; gli autostati con N = 1 sono facilmente trattabili se consideriamo N di-
spari: ridefinendo gli operatori fermionici cl → (−1)l−1cl l’hamiltoniana XY assume la stessa forma
dell’hamiltoniana c-ciclica a patto di sostituire J con −J . Supponendo N dispari, l’equivalenza
HJ (γ, h) ∼ 1−N2 H
C
J (γ, h) +
1+N
2
HC−J(γ, h) (2.8)
ci permette di procedere con la diagonalizzazione dell’hamiltoniana c-ciclica senza dover per questo
accettare alcuna approssimazione.
Finché considerare N finito non aggiungerà complicazioni eccessive sfrutteremo la cor-
rispondenza (2.8) per generalizzare ogni risultato valido in approssimazione c-ciclica in modo da
ottenere il risultato corretto XY.
2.1.2 Trasformata di Fourier
Sfruttiamo al massimo la simmetria per permutazioni cicliche3 degli operatori cl scrivendo
l’hamiltoniana in termini della trasformata di Fourier degli operatori fermionici. Conveniamo una
volta per tutte di considerare N dispari:
c†l ≡
1√
N
N−1
2∑
k= 1−N2
exp (ilϕk)c˜
†
k ϕk =
2pik
N
∈]− pi, pi[ . (2.9)
I mattoni che compongono l’hamiltoniana c-ciclica sono, in trasformata di Fourier, quasi diagonali∑
l
c†l cl+1 +H.c. =
∑
k
2 cosϕk c˜
†
k c˜k∑
l
c†l c
†
l+1 +H.c. = −i
∑
k
sinϕk
(
c˜†k c˜
†
−k + c˜k c˜−k
)
∑
l
c†l cl =
∑
k
c˜†k c˜k
(2.10)
e se ci restringiamo al modello XX (γ = 0) la diagonalizzazione è addirittura completa:
HCJ (0, h) =
N
2
h−
N−1
2∑
k= 1−N2
(h− J cosϕk)c˜†k c˜k . (2.11)
Lo stato fondamentale del modello XX non corrisponde al vuoto degli operatori c˜: sono ancora
presenti modi ad energia negativa; nonostante la semplificazione ottenuta considerarando γ = 0, è
conveniente procedere anche in questo caso con una trasformazione di Bogoliubov.
3Non diciamo simmetria traslazionale per evitare confusione: l’hamiltoniana c-ciclica non è invariante per
traslazioni spaziali come l’hamiltoniana XY.
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2.1.3 Trasformazione di Bogoliubov
Gli unici termini non diagonali che sopravvivono dopo la trasformata di Fourier sono pro-
porzionali a γ e accoppiano gli operatori con impulso4 opposto; la trasformazione unitaria che
diagonalizza l’hamiltoniana c-ciclica
U = 10 ⊕
N−12⊕
k=1
Uk
 , (2.12)
è somma diretta delle trasformazioni unitarie che nella base (c˜†k c˜−k) possono essere rappresentate
introducendo una variabile angolare ausiliaria θk (∼ −θ−k):
Uk = cos
θk
2
1+ i sin
θk
2
σx , (2.13)
dove con σ indichiamo al solito le matrici di Pauli.
Per convenienza futura definiamo i vettori
~Υk ≡
(
c˜†k
c˜−k
)
~βk =
(
b†k
b−k
)
≡ Uk~Υk , (2.14)
con cui è possibile riscrivere in modo compatto l’hamiltoniana c-ciclica e imporre la forma dia-
gonale nella base degli b. Richiedendo che il vuoto degli operatori b sia lo stato fondamentale
dell’hamiltoniana c-ciclica otteniamo in definitiva
HCJ (γ, h) = E0 +
N−1
2∑
k= 1−N2
εkb
†
kbk , (2.15)
dove la legge di dispersione e gli angoli θk sono funzioni di ϕk
εk =
√
(h− J cosϕk)2 + γ2 sin2 ϕk cos θk = J cosϕk − h
εk
E0 = −12
N−1
2∑
k= 1−N2
εk sin θk =
γJ sinϕk
εk
.
(2.16)
2.1.4 Commenti
Abbiamo già osservato che lo spettro dell’hamiltoniana c-ciclica è indipendente dal segno
di J , in realtà si può dire di più: se N è pari l’hamiltoniana XY ferromagnetica è equivalente
all’hamiltoniana antiferromagnetica e la trasformazione unitaria che lega le due è
Uª =
N/2∏
j=1
σz2j−1 , (2.17)
4Utilizzeremo d’ora in poi il termine impulso per indicare i modi di oscillazione c-ciclici
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come si può banalmente verificare osservando che σzl σ
x,y
n σ
z
l = e
piiδlnσx,yn . Per N dispari il modello
antiferromagnetico è distinto dal ferromagnetico, come si può intuire dalla (2.8), e solo nel limite
termodinamico si ripristina l’equivalenza.
Allo stesso modo si può formalizzare l’equivalenza dell’hamiltoniana XY per inversione del campo
magnetico e dell’anisotropia: la trasformazione unitaria
U(h) =
N∏
j=1
σyj (2.18)
cambia il segno di σz, mappando HJ(γ, h) in HJ(γ,−h); mentre la rotazione intorno all’asse z
U(γ) = exp
(
i
pi
4
N∑
j=1
σzj
)
(2.19)
mappa HJ(γ, h) in HJ(−γ, h). Poiché la trasformazione U(h) non è c-ciclica l’hamiltoniana c-cliclica,
per N finito, non è invariante per inversione del campo magnetico.
D’altra parte l’indipendenza della legge di dispersione (c-ciclica) dal segno di ϕk è garantita dall’as-
senza di un termine di scambio tipo C1 (vd. (2.2)), ovvero ∼
∑
l(s
x
l s
y
l+1− syl sxl+1). Nella tabella 2.1
lo spettro dell’hamiltonina XY è confrontato con quello delle corrispondenti hamiltoninane c-cicliche.
H1(0.2, 0.5) -1.2649 -0.9232 -0.5768 0.25 0.25 0.75 0.75 0.7649
H−1(0.2, 0.5) -0.7649 -0.75 -0.75 -0.25 -0.25 0.5768 0.9232 1.2649
HC1 (0.2, 0.5) -1.2649 -0.7649 -0.25 -0.25 0.25 0.25 0.7649 1.2649
HC−1(0.2, 0.5) -0.9232 -0.75 -0.75 -0.5768 0.5768 0.75 0.75 0.9232
Tabella 2.1: Spettro dell’hamiltoniana XY e dell’hamiltoniana c-ciclica per N = 3, campo magnetico
h = 0.5 e asimmetria γ = 0.2. Le energie sono evidenziate in modo da rendere riconoscibile a vista la
relazione tra le hamiltoniane.
Il procedimento di diagonalizzazione è indipendente dai parametri fino alla trasformazione
di Bogoliubov, ovvero gli operatori fermionici c e c˜ sono comuni a tutte le hamiltoniane del modello
XY; questa proprietà risulta particolarmente utile considerando la dinamica indotta da quench da e
verso hamiltoniane interne al modello.
Nelle regioni non critiche lo stato fondamentale dell’hamiltoniana c-ciclica è non degenere;
la stessa osservazione non vale se consideriamo l’hamiltoniana XY: dimostreremo fra breve che per
N dispari lo stato fondamentale è doppiamente degenere nella regione h2 + γ2 = 1, J > 0 (vd.
Tabella 2.2).
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H1(0.6, 0.8) -1.5 -1.5 -0.3 0.1 0.1 0.9 0.9 1.3
H−1(0.6, 0.8) -1.3 -0.9 -0.9 -0.1 -0.1 0.3 1.5 1.5
HC1 (0.6, 0.8) -1.5 -1.3 -0.1 -0.1 0.1 0.1 1.3 1.5
HC−1(0.6, 0.8) -1.5 -0.9 -0.9 -0.3 0.3 0.9 0.9 1.5
Tabella 2.2: Spettro dell’hamiltoniana XY e dell’hamiltoniana c-ciclica per N = 3, campo magnetico
h = 0.8 e asimmetria γ = 0.6. Lo stato fondamentale dell’hamiltoniana XY ferromagnetica è doppiamente
degenere.
2.2 Funzioni di correlazione
La correlazione tra gli operatori di spin è una misura del grado di entanglement del sistema,
e l’andamento delle correlazioni spesso caratterizza completamente la criticità, o più in generale dà
informazioni sul tipo di interazione presente.
La determinazione dell’andamento delle funzioni di correlazione è però in generale un pro-
blema di estrema complessità e il modello XY è probabilmente l’unico esempio di modello integra-
bile per cui esistono nel limite termodinamico formule analitiche per le correlazioni statiche tra gli
operatori di spin [Ovc07].
Come per lo spettro anche in questo caso il modo di procedere è standard [LSM61]: si
scrivono le variabili di spin σαi in termini degli operatori cl per poi ridurre il calcolo delle funzioni
di correlazione, per mezzo del teorema di Wick, a determinanti di matrici composte dai correlatori
a due punti che si costruiscono con gli c. Come abbiamo visto (cf. (2.15)) l’hamiltoniana XY è
riconducibile ad un sistema a fermioni liberi, quindi il teorema di Wick è applicabile e ogni funzione
di correlazione può essere scritta come un opportuno Pfaffiano: se Ψj sono operatori fermionici〈
n∏
j=1
ΨjΨ
†
j
〉
= Pf
(
F G
−G −F
)
, (2.20)
dove lo Pfaffiano di una matrice antisimmetrica M è definito
Pf(M) =
∑
{p}n
sign({p})Mp1p2Mp3p4 · · ·Mp2n−1p2n (2.21)
e i sottoblocchi
Fjk = 〈ΨjΨk〉 Gjk = 〈ΨjΨ†k〉 . (2.22)
2.2.1 Propagatori
La scelta dei blocchi elementari con cui costruire le funzioni di correlazione è abbastanza
arbitraria: ogni operatore fermionico (di Weyl o di Majorana) libero è un buon candidato nella
costruzione dei propagatori; dal momento che il nostro primo obiettivo è quello di calcolare la
correlazione tra le variabili di spin, una scelta saggia è quella che associa alle variabili sαi un semplice
prodotto degli operatori elementari.
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Gli operatori σ±l di innalzamento e abbassamento della componente z dello spin possono
essere scritti in termini degli operatori c invertendo la (2.4)
σ+l = (−1)l−1 exp
(
pii
l−1∑
j=1
c†jcj
)
c†l =
l−1∏
j=1
(c†j + cj)(cj − c†j)c†l , (2.23)
dove abbiamo utilizzato il fatto che gli c sono operatori fermionici e che quindi ogni funzione degli
operatori numero c†c può essere semplificata
f(c†c) =
[
c† + f(0)c
] [
c† + f(1)c
]
. (2.24)
Introducendo gli operatori di Majorana
Axl = c
†
l + cl A
y
l = i(cl − c†l ) (2.25){
Axi , A
y
i
}
= 0
{
Axi , A
x
k
}
= 2δik
{
Ayi , A
y
k
}
= 2δik (2.26)
le variabili di spin assumono la forma cercata
σxl =
l−1∏
j=1
(iAyjA
x
j )A
x
l σ
y
l =
l−1∏
j=1
(iAyjA
x
j )A
y
l σ
z
l = iA
y
l A
x
l (2.27)
e se lo stato fondamentale non è degenere la correlazione tra gli spin a temperatura T = 0 è il
valor medio sullo stato fondamentale del prodotto di operatori A. Per evitare di dover considerare
la degenerazione ulteriore causata dalla scomposizione dell’hamiltoniana XY in due hamiltoniane
c-cicliche (2.8) per ora consideriamo il sistema c-ciclico. Le correlazioni a due punti degli operatori
di majorana A possono essere scritte in forma compatta a partire dagli ~Υ (definiti in (2.14)): le
matrici 〈~χl ~χ†n〉, dove
~χl ≡
(
c†l
cl
)
=
1√
N
N−1
2∑
k= 1−N2
eilϕk ~Υk , (2.28)
racchiudono tutti i correlatori a due punti che possiamo costruire con gli operatori c. I correlatori
dipendono solo dalla distanza5 tra i siti
〈~χl ~χ†n〉 =
1
N
N−1
2∑
k= 1−N2
ei(l−n)ϕk 〈~Υk~Υ†k〉 (2.29)
in virtù della ciclicità dell’hamiltoniana, e sono soltanto funzione di 〈~Υk~Υ†k〉6. Lo stato fondamentale
dell’hamiltoniana c-ciclica è il vuoto |∅〉 degli operatori b, ovvero le correlazioni tra gli operatori di
Bogoliubov sono triviali
〈∅|~βk~β†p|∅〉 = δkp
1− σz
2
〈∅|~βk|∅〉 = 0 (2.30)
5Al solito, non si tratta di una distanza spaziale perché gli operatori c non sono locali
6Questa affermazione risulta ovvia osservando che 〈~Υk~Υ†l 〉 ∼ 〈~βk~β†l 〉 ∝ δkl
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e utilizzando la relazione tra ~βk e ~Υk (2.14) possiamo esplicitare la matrice dei correlatori
〈∅|~χl ~χ†l+n|∅〉 =
1
2
δn0 − 12N
N−1
2∑
k= 1−N2
e−inϕk (cos θkσz − sin θkσy) 〈∅|~χl|∅〉 = 0 . (2.31)
Dai correlatori a due punti tra gli operatori c si ottengono facilmente i propagatori
gl ≡ i 〈∅|Ax1Ayl+1|∅〉 =
1
N
N−1
2∑
k= 1−N2
exp (−ilϕk − iθk)
fl ≡ 〈∅|Ax(y)l+1 Ax(y)1 |∅〉 = δl0
(2.32)
con cui è possibile ricostruire tutte le funzioni di correlazione.
Vediamo come trasformano i propagatori sotto le trasformazioni che, almeno nel limite
termodinamico, lasciano invariato lo stato fondamentale c-ciclico: tralasciando fl che è banalmente
invariante sotto ogni trasformazione, per il propagatore gl possiamo verificare
g
(J)
l (−γ, h) = g(J)−l (γ, h)
g
(J)
l (γ,−h) = (−1)l−1g(J)l (γ, h) +O(1/N)
g
(−J)
l (γ, h) = −g(J)l (γ,−h) .
(2.33)
Osserviamo una proprietà che si rivelerà fondamentale in vari ambiti, a partire dal calcolo
delle correlazioni tra gli spin fino alla più complicata entropia, e che discrimina le caratteristiche
statiche da quelle dinamiche: non c’è correlazione tra operatori Ax(y) che appartengono a siti diversi.
2.2.2 Magnetizzazione (lo stato fondamentale XY)
La più semplice quantità osservabile che può essere calcolata è senza dubbio la magnetizza-
zione trasversa mz ≡ 〈Ψ0|
∑
l s
z
l /N |Ψ0〉 (con |Ψ0〉 indichiamo lo stato fondamentale XY), perché la
terza componente dello spin totale Sz compare nell’hamiltoniana in modo lineare, per cui la difficoltà
di calcolo è comparabile con la determinazione dell’energia dello stato fondamentale.
Il teorema di Hellmann-Feynmann7 è in linea di principio sufficiente a risolvere il nostro
problema, infatti dalla (2.16)
mz = − 1
N
∂E0
∂h
= − 1
2N
N−1
2∑
k= 1−N2
cos θk , (2.34)
dove però dobbiamo fare attenzione a scegliere il valore corretto di J (sempre che lo stato fondamen-
tale dell’hamiltoniana XY sia lo stato fondamentale di una delle due hamiltoniane c-cicliche (2.8)).
7Se |Ψ〉 è un autostato dell’hamiltoniana H che dipende dal parametro λ, allora sotto alcune ipotesi di regolaritàfi
Ψ
˛˛˛˛
∂H
∂λ
˛˛˛˛
Ψ
fl
=
∂ 〈Ψ|H|Ψ〉
∂λ
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Per risolvere una volta per tutte queste ambiguità osserviamo innanzitutto che {N, b(†)k } = 0, ovvero
N dà la parità numerica dei fermioni di Bogoliubov: la relazione di anticommutazione
{N, Ax(y)l } =
{ N∏
j=1
(iAyjA
x
j ), A
x(y)
l
}
=
l−1∏
j=1
(iAyjA
x
j )
{
iAyl A
x
l , A
x(y)
l
} N∏
j=l+1
(iAyjA
x
j ) = 0 (2.35)
implica un’analoga relazione per gli operatori b, essendo questi una combinazione lineare degli
operatori di Majorana A.
Calcoliamo ora il valore di aspettazione dell’operatore N sullo stato fondamentale dell’hamiltoniana
c-ciclica:
〈∅|N|∅〉 =
〈
∅
∣∣∣∣∣
N∏
l=1
(iAyl A
x
l )
∣∣∣∣∣ ∅
〉
= Pf
(
0 G
−G 0
)
= detG , (2.36)
dove G è la matrice circolante (vd. Appendice B) che ha per elementi
Glm = −gm−l l,m = 1 . . . N . (2.37)
Lo spettro delle matrici circolanti è noto
G~v = λ~v =⇒ λ ∈
{
−
N−1∑
k=0
gke
−ilϕk
}
l
(2.38)
e il determinante di G è semplicemente il prodotto degli autovalori
detG =
N∏
l=1
N−1∑
k=0
(−)gke−ilϕk = −e−iθ0 = sign(h− J) . (2.39)
Il valor medio di N sullo stato fondamentale c-ciclico è indipendente da J se |h| > 1, in tal caso
lo stato fondamentale XY è lo stato fondamentale di HC−sign(h)J o il primo eccitato di H
C
sign(h)J
(vd. Tabella 2.3); se però |h| < 1 l’operatore N assume valori opposti sugli stati fondamentali delle
hamiltoniane c-cicliche ferromagnetica e antiferromagnetica: se J = 1 lo stato fondamentale XY è
uno degli stati fondamentali c-ciclici, viceversa se J = −1 questo è il primo eccitato di una delle
hamiltoniane c-cicliche (vd. Tabella 2.1). Ogni volta che lo stato fondamentale XY non è lo stato
fondamentale c-ciclico (ad esempio nel caso di catena XY antiferromagnetica) il sistema XY è gapless
a prescindere che ci sia o meno gap nel sistema c-ciclico; nonostante questo il sistema non è critico
conforme, infatti la legge di dispersione a bassa energia non è lineare. Analizzando l’operatore N
H1(0.5, 2) -3.0612 -2.0372 -0.5 -0.5 0.0612 1.5 1.5 3.0372
H−1(0.5, 2) -3.0372 -1.5 -1.5 -0.0612 0.5 0.5 2.0372 3.0612
HC1 (0.5, 2) -3.0372 -2.0372 -0.5 -0.5 0.5 0.5 2.0372 3.0372
HC−1(0.5, 2) -3.0612 -1.5 -1.5 -0.0612 0.0612 1.5 1.5 3.0612
Tabella 2.3: Spettro dell’hamiltoniana XY e dell’hamiltoniana c-ciclica per N = 3, campo magnetico
h = 2 e asimmetria γ = 0.5.
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Figura 2.1: A sinistra (destra) la differenza di energia tra lo stato fondamentale (il primo eccitato)
dell’hamiltoniana c-ciclica ferromagnetica e antiferromagnetica per N = 11, utile per determinare lo
stato fondamentale della corrispondente hamiltoniana XY (anti)ferromagnetica: nel grafico di livello (vd.
Notazioni) sono distinte in modo marcato le regioni in base al segno della differenza.
abbiamo ridotto soltanto in parte l’ambiguità esistente nella scelta dello stato fondamentale: resta
ancora da capire quale tra gli stati menzionati abbia energia minore. Nel limite termodinamico la
variabile discreta ϕk diventa una variabile continua ϕ ∈ [−pi, pi] e ogni sommatoria viene sostituita
da un integrale ∑
k
→ N
2pi
∫
dϕ (2.40)
sul dominio spazzato dalla variabile ϕk. Per N →∞ la legge di dispersione acquista nuove simmetrie
(h ↔ −h): gli stati che per N finito si contendono l’energia minima hanno la stessa energia e lo
stato fondamentale XY è almeno doppiamente degenere. Per N finito la situazione è più complicata
(vd. Figura 2.1), quindi limitiamoci a osservare che le regioni del modello XY (h2 + γ2 = 1, J = 1)
e (h = 0) hanno lo stato fondamentale doppiamente degenere. Sulla circonferenza ferromagnetica lo
stato fondamentate XY è lo stato fondamentale di una delle hamiltoniane c-cicliche corrispondenti,
verifichiamo allora che queste hanno la stessa energia minima:
−1
2
N−1
2∑
k= 1−N2
√
(h− J cosϕk)2 + (1− h2) sin2 ϕk = −12
N−1
2∑
k= 1−N2
(1− hJ cosϕk) = −N2 . (2.41)
Per J = −1 dobbiamo considerare il primo stato eccitato ma questo ha energia che in generale
dipende dal carattere (anti)ferromagnetico dell’hamiltoniana c-ciclica (vd. Figura 2.1), perciò lo
stato fondamentale XY antiferromagnetico è, sulla circonferenza h2 + γ2 = 1, non degenere.
In assenza di campo magnetico h = 0 non solo lo stato fondamentale ma l’intero spettro è degenere,
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infatti l’energia dei fermioni di Bogoliubov è indipendente da J
ε
(J)
k =
√
cos2ϕk + γ2 sin2 ϕk . (2.42)
Ritornando alla magnetizzazione mz consideriamo per semplicità il sistema nel limite ter-
modinamico, in tal caso lo stato fondamentale ha degenerazione due nelle regioni non critiche e il
valor medio deve essere preso su una matrice densità costruita con gli stati degeneri: per semplicità
consideriamo la sovrapposizione completamente incoerente
ρ0 =
|∅(J=1)〉 〈∅(J=1)|+ |∅(J=−1)〉 〈∅(J=−1)|
2
. (2.43)
Poiché la magnetizzazione dipende unicamente dall’energia dello stato fondamentale, per N → ∞
i contributi derivanti dai due sistemi c-ciclici sono identici e l’equazione (2.34) fornisce la giusta
soluzione al problema, quale che sia J e ρ0
mz
N→∞−−−−→ − 1
4pi
∫ pi
−pi
dϕ cos θ . (2.44)
Osserviamo infine che il valor medio dello spin ortogonale al campo è nullo se consideriamo
lo stato incoerente: gli operatori di spin σx(y) si costruiscono con un numero dispari di operatori di
Majorana A (cf. 2.27) ed hanno quindi valor medio nullo.
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2.3 Correlazione tra spin
Le correlazioni statiche tra gli operatori di spin caratterizzano completamente le regioni
in cui è suddiviso il diagramma di fase mostrato in Figura 1. Nelle regioni critiche ci aspettiamo
che le correlazioni decadano come una potenza della distanza (la lunghezza di correlazione diverge),
mentre altrove l’andamento atteso è di tipo esponenziale; nel modello XY l’andamento asintotico
delle correlazioni statiche è esprimibile analiticamente ed è quindi possibile differenziare anche le
regioni non critiche. Seguendo l’articolo [Ovc07] che riorganizza e completa i risultati precedenti
[BM71], ripercorriamo i passaggi principali che portano alla risoluzione delle correlazioni a due
punti tra gli spin (2.3.1), per poi prendere in considerazione la probabilità di formazione di stringhe
ferromagnetiche EFP (2.3.2).
2.3.1 Correlatori
Come accade per la magnetizzazione trasversa mz la correlazione tra la componente z degli
spin è facilmente ottenibile: dalla (2.27) è evidente che l’operatore σzl è locale anche nel senso degli
operatori fermionici c
1
4
〈∅ ∣∣σzl σzl+n ∣∣ ∅〉 = −14 〈∅ ∣∣Ayl Axl Ayl+nAyl+n ∣∣ ∅〉 = g20 − gng−n + δn04 . (2.45)
La correlazione connessa nel limite termodinamico è indipendente da J e dai segni di h e γ (cf.
(2.33))
ρzn =
1
4
〈σz1σz1+n〉c ≡
1
4
〈σz1σz1+n〉 − 〈σz1〉2 =
δn0 − gng−n
4
(2.46)
ed esplicitando
ρzn
N→∞−−−−→ δn0 − 14pi2
∫ pi
−pi
∫ pi
−pi
dϕ1dϕ2 cos (n(ϕ1 − ϕ2)) cos (θ1 + θ2) . (2.47)
Il comportamento asintotico per n→∞ di ρzn ci permette di distinguere sei regioni nello spazio dei
parametri: nella Tabella 2.4 abbiamo riassunto i risultati ottenuti in [BM71]. Osserviamo che nel
cerchio h2 + γ2 < 1 la correlazione oscilla con frequenza ∼
√
1− h2 − γ2/|h| mentre all’esterno il
comportamento asintotico è monotono; come aspettato l’andamento per n asintoticamente grande è
esponenziale soltanto nelle regioni non critiche.
Le correlazioni longitudinali (tra le componenti degli spin ortogonali al campo magnetico)
sono complicate dal carattere non locale (nel senso degli operatori c) delle variabili σx(y) (cf. 2.27)
ρx(y)n = 〈sx(y)l sx(y)l+n 〉c = −(+)
i
4
〈
A
y(x)
l
l+n−1∏
j=l+1
(iAyjA
x
j )A
x(y)
l+n
〉
=
1
4
〈
l+n−1∏
j=l
(iAxj+1xA
y
j+1y
)
〉
, (2.48)
dove nell’ultima espressione il pedice al numero 1 indica in quale caso questo deve essere considerato.
Passaggi simili a quelli mostrati in (2.36) ci permettono di scrivere la correlazione come determinante
di una matrice di Toeplitz
ρx(y)n = det |Gx(y)[n]| , (2.49)
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γ, h ρzn
|h| > 1 ∼ − 18pin2
(
|h|−
√
h2+γ2−1
1−|γ|
)2n
h2 + γ2 > 1, |h| < 1 ∼ − 18pi
(
|h|−
√
h2+γ2−1
1−|γ|
)−2n−2
h2 + γ2 < 1 ∼ − Wpin2
(
1−|γ|
1+|γ|
)n
h2 + γ2 = 1 0
|h| = 1, γ 6= 0 ∼ − 1+|γ|/(4n2)+O(n−3)4pi2n2
γ = 0 − sin2(n arccosh)pi2n2 Θ(1− h2)
Tabella 2.4: La correlazione connessa trasversale in funzione dei parametri h, γ; ogni volta che il risultato
è vero soltanto per n asintoticamente grande la formula è preceduta da ∼. Il fattore W che compare nella
regione interna alla circonferenza è un complicato termine oscillante con frequenza ∼
√
1−h2−γ2
|h| . Nel
grafico di livello (vd. Notazioni) a destra abbiamo riportato e−1/ξ, con ξ la lunghezza di correlazione, per
le regioni non critiche.
dove Gx(y)[n] è la matrice di dimensione n × n con elementi Gx(y)k l [n] = gl−k −(+) 1. Notiamo che
abbiamo perso la simmetria γ → −γ infatti questa manda ρxn ↔ ρyn, mentre permane l’indipendenza
dal segno del campo magnetico.
La ricchezza strutturale (analitica) del simbolo (vd. Appendice B) della matrice di Toeplitz
al variare dei parametri rende difficile la determinazione del comportamento asintotico dei correlatori
longitudinali: nella Tabella 2.5 abbiamo riassunto i risultati facendo cenno al teorema utilizzato per
il calcolo.
A differenza della correlazione lungo z, la correlazione longitudinale si comporta in modo sostan-
zialmente diverso nelle regioni con γ opposto. Considerando ρxn osserviamo che per γ > 0 e campo
magnetico |h| < 1 c’è correlazione a lungo raggio costante, mentre per γ < 0 il comportamento non
critico è simile a quello in direzione z: il comportamento asintotico continua ad essere oscillante
soltanto all’interno del cerchio h2 + γ2 = 1 anche se nella regione critica XX (γ = 0) le oscillazioni
sono assenti.
Facciamo una breve parentesi sulla correlazione tra componenti diverse degli spin: ovvia-
mente sz e sx(y) non sono correlati essendo l’operatore szsx(y) composto da un numero dispari di
operatori di Majorana (cf. (2.27)); meno ovvia è l’assenza di correlazione tra sx e sy, vedremo infatti
che questa proprietà non è valida in dinamica. La correlazione trasversa ortogonale
〈sxl syl+n〉 = −
i
4
〈
Ayl
l+n−1∏
j=l+1
(iAyjA
x
j )A
y
l+n
〉
(2.50)
è il valor medio di un numero pari di operatori A in cui però dominano in numero gli Ay: nell’e-
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γ, h ρxn Teorema
|h| > 1, γ > 0 ∼ Jn λ
−n
+√
n
√
1−a
4
√
pi
(
1−λ2−
1−λ−2+
)1/4
gFH
|h| > 1, γ < 0 ∼ −Jn λ
n+1/2
−
n3/2
(a−1)−1/2
8
√
pi
(
λ2+−1
1−λ+/λ−
)1/4 (
1−λ2−
1−λ+/λ−
)3/4
gFH
|h| < 1, γ > 0 ∼ Jn 14
√
1− a2(1− h2)1/4 Szëgo
h2+γ2>1
|h|<1 , γ < 0 ∼ −Jn
λ
−2n+1/2
−
n3
(a−1)−1/2
8pi (λ
2
+ − 1)1/4(1− λ−2− )−3/4(1− λ+/λ−)−1 FH
h2 + γ2 < 1, γ < 0 ∼ Jn a−n+1n sinφ2pi (a− 1)−1/2(a2 − 2a cosφ+ 1)−1/4 gFH
h2 + γ2 = 1 Jn 2γ1+γΘ(γ) Diretto
|h| = 1, γ > 0 ∼ Jn 1
n1/4
γ3/4
2(1+γ)g(1/2) gFH
|h| = 1, γ < 0 ∼ −Jn 1
32n9/4
(−γ)−5/4(1− γ)g(1/2) gFH
γ = 0 ∼ Jn 1√
n
(1−h2)1/4√
2
g(1/2)2Θ(1− h2) gFH
λ± =
|h|±
√
h2+γ2−1
1+γ a =
1−γ
1+γ e
iφ = λ−√|a| g(1/2) = exp
[
1
4
∫∞
0
dt
t
(
e−4t − 1cos2(t)
)]
≈ 0.645
Tabella 2.5: La correlazione connessa in direzione x in funzione dei parametri h, γ, J . Nell’ultima colonna
è riportato il teorema utilizzato per il calcolo: gFH sta per congettura generalizzata di Fisher-Hartwig,
mentre Szëgo sta per l’omonimo teorema; sulla circonferenza il calcolo è esatto dato che si conosce lo stato
fondamentale.
spansione di Wick dovranno necessariamente essere contratti due operatori Ay che, appartenendo a
siti diversi, fanno annullare il correlatore.
Abbiamo precedentemente osservato che ogni volta che lo stato fondamentale XY è il primo
eccitato c-ciclico allora non c’è gap. vediamo che ciò non si ripercuote sulle correlazioni. Lo stato
eccitato c-ciclico è una combinazione lineare degli operatori di Majorana A,
|Ψ0〉 → 1√
2N
N∑
l=1
ψxl A
x
l +
1√
2N
N∑
l=1
ψyl A
y
l (2.51)
dove |ψl| ≤ 1. In generale dovremmo valutare espressioni del tipo
1
2N
∑
l,n
ψ∗l ψn 〈Axl OˆAxn〉 , (2.52)
con Oˆ un generico operatore; il teorema di Wick ci permette di riscrivere il correlatore come somma
di prodotti dei propagatori Pl ∈ {gl, fl}, per cui le somme che appaiono in (2.52) compariranno in
ultimo in espressioni O(1/N) del tipo
∑
l ψlPl+α/N , nel caso di contrazioni tra operatori dello stato
fondamentale e di Oˆ, e nell’espressione O(1) derivante dalla contrazione di due operatori dello stato
fondamentale XY, che altro non è se il correlatore calcolato sullo stato fondamentale c-ciclico. In
conclusione nel limite termodinamico le funzioni di correlazione calcolate sullo stato fondamentale e
sul primo eccitato c-ciclico sono identiche.
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2.3.2 EFP
La EFP (Emptiness Formation Probability) di una catena di spin è definita come la pro-
babilità di formazione di una stringa ferromagnetica che, in termini degli operatori fermionici c,
corrisponde alla probabilità di non avere particelle fermioniche in una regione connessa della catena.
L’interesse che suscita questa particolare funzione di correlazione deriva dalla considerazione che la
EFP è il più semplice correlatore che può essere costruito in modelli integrabili [FA05], in particolare
è l’unico correlatore di cui è noto l’andamento in modelli complessi come l’XXZ; lo studio della EFP
nel modello XY permette di analizzare il comportamento del correlatore in presenza o meno di una
transizione di fase. Il correlatore che dobbiamo valutare è
P (n) ≡
〈
n∏
j=1
1− σzl+j
2
〉
, (2.53)
dove abbiamo messo in evidenza la simmetria traslazionale. La scelta dei propagatori (2.32) risulta
in questo contesto sconveniente infatti
P (n) =
〈
n∏
j=1
cjc
†
j
〉
(2.54)
ed è certamente più facile (cf. (2.20)) lavorare con i correlatori
Fln ≡ i 〈clcn〉 = −i 〈c†l c†n〉 = i
gl−n − gn−l
4
=
1
4pi
∫ pi
−pi
e−i(n−l)ϕ sin θdϕ
Gln ≡ 〈clc†n〉 =
1
2
δln +
gn−l + gl−n
4
=
1
2pi
∫ pi
−pi
e−i(n−l)ϕ cos2
θ
2
dϕ .
(2.55)
La EFP è in definitiva lo Pfaffiano della matrice antisimmetrica (−iF G−G iF ), ovvero
8
P (n) = | det |G+ iF || (2.56)
dove G+ iF è la matrice di Toeplitz con simbolo σ(ϕ) = eiθ/2 cos θ2 . In tabella 2.6 riportiamo l’an-
damento, calcolato in [FA05], della EFP nel limite in cui la lunghezza della stringa è asintoticamente
grande. La EFP è asintoticamente esponenziale ovunque tranne che nella regione critica XX dove
ha andamento gaussiano. Nella regione critica XY (|h| = 1) il fattore esponenziale è moltiplicato
per una potenza con esponente universale (ovvero costante sulla linea critica). L’analisi della EFP
nella catena XY mostra che nelle regioni critiche l’andamento asintotico del correlatore non è neces-
sariamente gaussiano (come spesso accade [AK02]) quanto invece, come osservato in [FA05], sembra
essere caratterizzato da un fattore moltiplicativo a potenza n−λ; nel nostro caso λ = 1/16 nella
regione |h| = 1, e λ = 1/4 per γ = 0.
8La trasformazione unitaria U = ( I −I
I I
)/
√
2 permette di ricondurre lo Pfaffiano al modulo di un determinante.
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γ, h P(n) Teorema
h > 1 ∼ E [(−J)n +AJn]e−nβ gFH
h < −1 ∼ (−J)nEe−nβ Szëgo
−1 < h < 1 ∼ (−J)nEe−nβ FH
h2 + γ2 = 1 (−J)nEe−nβ Esatto
h = 1 ∼ En−1/16 [(−J)n +AJn/√n]e−nβ gFH
h = −1 ∼ (−J)nEn−1/16 [1 +A/√n]e−nβ gFH
γ = 0 ∼ En−1/4e−n2αΘ(1− h2) + Θ(−1− h) Widom
β = − 12pi
∫ pi
0
ln
[
cos2 θ2
]
dϕ α = 12 log
1+h
2
Tabella 2.6: Comportamento asintotico dell’EFP; i coefficienti E e A sono funzione dei parametri h e γ.
Nel grafico di livello (vd. Notazioni) a destra abbiamo riportato e−β al di fuori della regione critica XX.
2.4 Regioni critiche
L’analisi delle correlazioni ci ha permesso di individuare con precisione le regioni critiche
presenti nel modello XY. In realtà dal momento che si tratta di transizioni di fase quantistiche di
ordine secondo [Sac01] la stessa legge di dispersione, che nel limite termodinamico assume la forma
ε(ϕ) =
√
(h− J cosϕ)2 + γ2 sin2 ϕ , (2.57)
fornisce informazioni preziose sull’esistenza di comportamenti critici. Il sistema è gapless se esiste un
impulso ϕ tale per cui ε(ϕ) = 0: ciò è possibile se γ = 0, |h| < 1, nel qual caso ϕmin = arccos (Jh),
o altrimenti se |h| = 1, per cui ϕmin = (h− J)pi/2. Osserviamo nuovamente che per |h| = 1, γ = 0
(e se vogliamo anche nella regione J = −1, |h| < 1, γ 6= 0, se il limite termodinamico viene fatto
percorrendo una successione di dimensioni N dispari) anche se è presente un gap il sistema non è
critico conforme: la legge di dispersione a bassa energia non è lineare.
Analizziamo più in dettaglio le regioni critiche Ω0 (γ = 0, |h| < 1), Ω± (h = ±1) e la curva speciale
ΓE (h2 + γ2 = 1).
2.4.1 Regione critica XX
Per γ = 0 la legge di dispersione (2.16) si semplifica in
εXX(ϕk) = |h− J cosϕk| (2.58)
e se N arccos(Jh)/2pi ∈ Z allora lo stato fondamentale c-ciclico acquista degenerazione quattro.
Questa proprietà, completamente inifluente nel limite termodinamico, è estremamente interessante
per N finito. La comparsa della degenerazione si ripercuote in modo importante sull’energia dello
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stato fondamentale che non è C1, e sui correlatori
gXXl =
1
N
N−1
2∑
k= 1−N2
e−ilϕksign(J cosϕk − h) (2.59)
che dipendono dal campo h in modo discreto e sono discontinui nei punti che mostrano degenerazione.
Gli stati che compongono l’autospazio fondamentale c-ciclico sono
|∅〉 |η〉 |−η〉 |η,−η〉 , (2.60)
dove η = arccos (Jh) e con |ϕk〉 intendiamo b†k |∅〉. L’hamiltoniana XX è invariante per rotazioni
intorno all’asse z, infatti commuta con Sz, e parte della degenerazione può essere spiegata con
l’ausilio di questo operatore. Dalla relazione di commutazione [Sz, b
†
k] = cos θkb
†
k− i sin θkb−k, che si
può verificare utilizzando la (2.27) e la corrispondenza tra gli operatori di Bogoliubov e gli operatori
di Majorana
b†k =
1
2
√
N
N∑
l=1
e−ilϕk
[
eiθk/2Axl + ie
−iθk/2Ayl
]
, (2.61)
si evince che gli stati (2.60) sono autostati di Sz
Sz |∅〉 = J N
pi
arcsinh |∅〉
Sz |±η〉 =
(
1 + J
N
pi
arcsinh
)
|±η〉
Sz |η,−η〉 =
(
2 + J
N
pi
arcsinh
)
|η,−η〉 . (2.62)
Osserviamo che l’operatore Sz non distingue lo stato |η〉 da |−η〉 quindi abbiamo bisogno di un
altro operatore per spiegare l’intera degenerazione dello stato fondamentale. L’operatore C1 (reso
c-ciclico)
C1 =
N∑
l=1
c†l+1cl − c†l cl+1
2i
=
N∑
l=1
Axl+1A
x
l +A
y
l+1A
y
l
2i
(2.63)
fa al caso nostro: dalla relazione di commutazione [C1, b
†
k] = 2 sin η b
†
k e dato che 〈∅|C1|∅〉 = 0, segue
che gli stati (2.60) sono autostati anche di C1
C1 |∅〉 = 0
C1 |±η〉 = ±2 sin η |±η〉
C1 |η,−η〉 = 0 . (2.64)
Un termine ∼ κC1 nell’hamiltoniana risolve completamente la degenerazione, almeno finché 2κ è
minore dell’energia della prima eccitazione, infatti seleziona lo stato fondamentale |−sign(κ)|η|〉
L’autospazio fondamentale XX è ancora più vario di quello c-ciclico; utilizziamo le conside-
razioni fatte nella sezione 2.2.2 per determinare l’autospazio fondamentale XX. L’energia dello stato
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fondamentale c-ciclico è, in funzione di h, una spezzata che unisce i punti hk in cui l’autospazio
fondamentale è degenereE0(hk) = − cot
( pi
N
)√
1− h2k − hkN
arcsin(hk)
pi
hk = J cosϕk ;
(2.65)
osserviamo che la funzione E0(hk) estesa al dominio [−1, 1] è concava. Indichiamo con ϕh l’impulso al
quale è associata l’eccitazione minima e con Emax(min)0 l’energia più grande (piccola) corrispondente
allo stato fondamentale c-ciclico al variare di J , se l’energia dipende da J , altrimenti usiamo la
notazione EJ0 . Escludendo la possibilità E
+
0 = E
−
0 = E0(h), che non si presenta per N dispari,
possiamo distinguere tre casi:
a) E0(h) > Emax0 > Emin0 ; se J = 1 lo stato fondamentale non è degenere (|∅min〉), altrimenti se
J = −1 questo ha degenerazione due (∣∣±ϕhmax〉 ∨ |±ϕhmin〉)
b) E0(h) = Emax > Emin; se J = 1 non c’è degenerazione (|∅min〉), mentre se J = −1 dobbiamo
confrontare gli stati eccitati
∣∣±ϕhmin〉 con gli stati |±ηmax〉: a meno che ϕh = 0, nel qual caso
i tre stati sono degeneri, gli stati che appartengono all’autospazio fondamentale c-ciclico hanno
sempre energia minore, ovvero lo stato fondamentale XX ha degenerazione due
c) E0(h) > E+ = E−; se J = 1 lo stato fondamentale ha degenerazione due (|∅±〉), mentre se
J = −1 la degenerazione è quattro (|ϕh±〉 , |−ϕh±〉), a meno che ϕh± = 0 nel qual caso lo stato è
solo doppiamente degenere (|0±〉)
Risulta evidente che ogni volta che l’autospazio fondamentale cambia di dimensione o semplicemente
si modifica il sistema diviene critico, nel senso che l’energia e le correlazioni non dipendono in modo
analitico dai parametri; la regione XX per N finito presenta molteplici punti di level crossing dovuti
alla sovrapposizione degli stati fondamentali e dei primi eccitati c-ciclici. Nonostante l’approssima-
zione c-ciclica modifichi in modo sostanziale le caratteristiche del sistema, nel seguito prenderemo
in considerazione l’hamiltoniana c-ciclica anche quando studieremo effetti di dimensione finita: il
nostro ultimo obiettivo è l’analisi delle proprietà termodinamiche, per le quali non fa distinzione
applicare o meno l’approssimazione c-ciclica.
Nel limite termodinamico sia l’energia che i propagatori sono esplicitabili: per quanto
riguarda l’energia, facendo il limite nell’equazione (2.65) per |h| < 1 e in (2.16) per |h| > 1, si ottiene
EXX0 → −
N
pi
(√
1− h2 + h arcsinh
)
Θ(1− h2)− N
2
|h|Θ(h2 − 1) , (2.66)
mentre per il propagatore
gXXl →
1
2pi
∫ pi
−pi
dϕe−ilϕsign(J cosϕ− h) = J 2
pi
sin [l arccos(Jh)]
l
. (2.67)
Notiamo che a testimonianza della transizione di fase quantistica di ordine secondo l’energia non è
derivabile due volte in |h| = 1, così come il propagatore risulta non derivabile.
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2.4.2 Regione critica |h| = 1
Per |h| = 1 la legge di dispersione (2.16) può essere scritta
ε1(ϕk) =
2
∣∣sin ϕk2 ∣∣√sin2 ϕk2 + γ2 cos2 ϕk2 h = J
2 cos ϕk2
√
cos2 ϕk2 + γ
2 sin2 ϕk2 h = −J ,
(2.68)
quindi finché N è finito se h = J lo stato fondamentale c-ciclico ha degenerazione due, altrimenti non
è degenere. Nel caso in cui l’autospazio fondamentale ha dimensione due gli stati che lo compongono
|∅〉 |0〉 (2.69)
hanno un valore opposto di N, e se conveniamo9 di definire sign(0) = 1 in (2.16) allora il vuoto di
Bogoliubov ha N = −1. Confrontando le energie dello stato fondamentale h = J e del fondamentale
h = −J vale la disuguaglianza Eh=J0 < Eh=−J0 , ovvero l’hamiltoniana s-ciclica non è degenere: se
J = −h lo stato fondamentale è |∅−h〉 mentre se J = h questo è |0h〉. Sulle rette |h| = 1 per N
finito non ci sono comportamenti critici: anche provenendo da |h| < 1 non c’è degenerazione in un
intorno di |h| = 1, quindi non c’è sovrapposizione di stati.
Nel limite termodinamico l’energia dello stato fondamentale
E10 = −
N
pi
(
|γ|+Θ(γ2 − 1)arcsinh
√
γ2 − 1√
γ2 − 1 + Θ(1− γ
2)
arcsin
√
1− γ2√
1− γ2
)
(2.70)
non è derivabile tre volte in γ = 0, segno di una transizione di fase: come abbiamo già osservato i
sistemi isotropi con |h| = 1 non si comportano allo stesso modo dei sistemi non isotropi.
2.4.3 Circonferenza h2 + γ2 = 1
Analizzando le correlazioni tra gli spin (Sezione 2.3.1) abbiamo osservato che la circonfe-
renza h2 + γ2 = 1 suddivide lo spazio dei parametri in due regioni caratterizzate da comportamenti
asintotici che si contraddistinguono per la presenza o meno di oscillazioni; sulla circonferenza inoltre
le correlazioni connesse sono asintoticamente costanti (vd. Tabella 2.5): in questo senso la circon-
ferenza è critica. Una proprietà aggiuntiva rende la regione speciale: lo stato fondamentale XY è
fattorizzabile [MS85]; per verificarlo consideriamo un generico proiettore su uno stato fattorizzato
Π =
N∏
l=1
1+ nˆl · σl
2
, (2.71)
dove nˆl sono versori, e imponiamo che questo commuti con l’hamiltoniana. Definendo le produttorie
parziali
Π+j ≡
N∏
l=j
1+ nˆl · σl
2
Π−j ≡
j∏
l=1
1+ nˆl · σl
2
(2.72)
9La scelta della definizione della funzione segno che compare in cos θk per h = J (vd. (2.16)) è arbitraria: la
trasformazione di Bogoliubov che diagonalizza l’hamiltoninana non è univoca.
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possiamo isolare il contributo (j, j + 1)-esimo nel commutatore tra i blocchi che compongono l’ha-
miltoniana e il proiettore
[
(σzj + σ
z
j+1)/2,Π
]
=
i
4
Π−j−1
[
σ
z⊥nj
j + σ
z⊥nj+1
j+1 + σ
z⊥nj
j σ
nj+1
j+1 + σ
nj
j σ
z⊥nj+1
j+1
]
Π+j+2[
σxj σ
x
j+1,Π
]
=
i
2
Π−j−1
[
xˆ · nˆj σx⊥nj+1j+1 + xˆ · nˆj+1 σx⊥njj + σx⊥njj σxj+1 + σxj σx⊥nj+1j+1
]
Π+j+2[
σyj σ
y
j+1,Π
]
=
i
2
Π−j−1
[
yˆ · nˆj σy⊥nj+1j+1 + yˆ · nˆj+1 σy⊥njj + σy⊥njj σyj+1 + σyj σy⊥nj+1j+1
]
Π+j+2 ,
(2.73)
dove σv⊥w ≡ (~v × ~w) · σ. Annullando i coefficienti dei termini σαj ⊗ σβj+1, con α, β ∈ {0, x, y, z} e
σ0 ≡ 1, e sfruttando la ciclicità per tenere conto del termine (N, 1) perveniamo alla soluzione
nˆj =
²j²j−1
Jh
1+γ zˆ + ²j−1
√
2γ
1+γ xˆ γ > 0
²j²j−1 Jh1−γ zˆ + ²j−1
√
2γ
γ−1 yˆ γ < 0
²j = ²j−2 ²1 = ±²0 . (2.74)
Osserviamo che per N dispari la soluzione ²1 = −²0 non è accettabile (non è ciclica), quindi in tal
caso lo stato non è fattorizzabile. L’energia associata allo stato fattorizzato è Tr[H Π]
E = −J 1 + γ
4
N∑
j=1
xˆ · nˆj xˆ · nˆj+1 − J 1− γ4
N∑
j=1
yˆ · nˆj yˆ · nˆj+1 − h2
N∑
j=1
zˆ · nˆj (2.75)
e il proiettore sullo stato fondamentale è in definitiva
nˆj =

h
1+γ zˆ + ²0J
j
√
2γ
1+γ xˆ γ > 0
h
1−γ zˆ + ²0J
j
√
2γ
γ−1 yˆ γ < 0 .
(2.76)
L’osservazione precedente si completa ora con il fatto che la condizione ²1 = −²0 deve essere imposta
se il sistema è antiferromagnetico: per N dispari sulla circonferenza h2 + γ2 = 1 e per J = −1 lo
stato fondamentale non è fattorizzabile. Se N è pari o J = 1 nell’autospazio fondamentale ci sono
due stati fattorizzati (²0 = ±1) che, come abbiamo visto per N dispari, spiegano completamen-
te la degenerazione dello stato fondamentale. Ogni funzione di correlazione sulla circonferenza è
esplicitabile
Tr
Π N∏
j=1
σ
αj
j
 = N∏
j=1
αj 6=0
nˆj · xˆαj (2.77)
e poiché la dipendenza di nˆj da j è banale (cf. (2.76)), fissato ²0 il valor medio sullo stato
fondamentale dipende in modo immediato dalle posizioni〈
N∏
j=1
σ
αj
j
〉
²0
= ²N`γ0 J
Q`γ
(
h
1 + |γ|
)Nz ( 2|γ|
1 + |γ|
)N`γ
, (2.78)
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dove Nz è il numero di operatori σz, N`γ il numero di operatori σx per γ > 0 e σy per γ < 0 e
Q`γ =
∑
αj=x (γ>0)
αj=y (γ<0)
j . (2.79)
I correlatori dipendono dalle posizioni degli operatori soltanto nel caso antiferromagnetico, quindi se
J = 1 le correlazioni dipendono soltanto dal numero di operatori. L’equazione (2.78) ci permette di
spiegare per quale motivo nel caso ferromagnetico per γ > 0 la correlazione connessa ρxn è costante:
fissato lo stato ogni operatore è scorrelato dagli altri ma se consideriamo la matrice densità che rap-
presenta la sovrapposizione completamente incoerente degli stati allora 〈sx〉 è nullo, e la correlazione
connessa assume un valore costante diverso da zero.
Riepilogo
In questo capitolo abbiamo analizzato le caratteristiche statiche del modello XY quantistico
prestando particolare cura alla distinzione tra modello s-ciclico (1.1) e modello c-ciclico (2.6). Spinti
dalla relazione (2.8) che stabilisce una corrispondenza tra i due modelli per N dispari, abbiamo
convenuto di fissare a dispari la dimensione della catena, in modo da poter passare agevolmente (ove
possibile) dalla descrizione approssimata c-ciclica a quella esatta. Per caratterizzare il diagramma
di fase (Figura 1) abbiamo considerato le correlazioni a due punti tra gli spin e la EFP: le formule
asintotiche ricavate in [BM71] e in [Ovc07] ci hanno permesso di individuare con precisione le regioni
critiche e una particolare curva (la circonferenza h2+ γ2 = 1) che separa i comportamenti asintotici
oscillanti dagli altri. Analizzando la dimensione dell’autospazio fondamentale per N finito sono
emerse le principali differenze tra modello c-ciclico e s-ciclico e, considerando il modello isotropo,
abbiamo individuato i punti sede di level crossing. In virtù del ruolo privilegiato in quanto a
semplicità che caratterizza la circonferenza h2+γ2 = 1 abbiamo risolto completamente le correlazioni
statiche in modo che il tutto potesse essere facilmente generalizzabile al caso dinamico.
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Capitolo 3
Dinamica indotta da Quench
Nel presente capitolo tratteremo l’evoluzione temporale del sistema preparato all’equilibrio a
temperatura nulla: dopo una breve introduzione ai concetti generali ci soffermeremo in dettaglio sul
modello XY e studieremo in particolare le funzioni di correlazione in funzione del tempo. Considereremo
dapprima la dinamica all’equilibrio, per poi passare alla dinamica fuori dall’equilibrio indotta da un quench.
Spenderemo qualche parola sullo stato a cui il sistema tende per tempi asintoticamente grandi, ed infine
faremo cenno alle conseguenze di un’evoluzione adiabatica dei parametri.
I sistemi all’equilibrio, abbiamo visto, sono fortemente influenzati dalle criticità, inoltre
nelle regioni critiche conformi la divergenza della lunghezza di correlazione spaziale ξ è accompa-
gnata dalla divergenza della lunghezza di correlazione dinamica ξτ ' ξ; tutto porterebbe a pensare
che anche fuori dall’equilibrio il sistema risenta delle transizioni di fase quantistiche. In generale,
vedremo, non è corretto esportare i risultati validi all’equilibrio quando si considera la dinamica
fuori dall’equilibrio e possiamo arguire soltanto che quelle particolari evoluzioni che, in un certo
senso, “preservano” l’equilibrio del sistema risentono della criticità. Se ad esempio consideriamo
un’evoluzione adiabatica in cui il sistema oltrepassa un punto critico, non importa quanto lenta-
mente lo attraversi, l’evoluzione perderà il carattere adiabatico (ξτ → ∞) e lo stato del sistema
subirà cambiamenti non banali: nel caso di una catena di spin si formeranno difetti con un rate
che dipende dalla velocità di attraversamento della criticità [CL06][CDRZ07][MDDS07]. Il nostro
interesse si concentra sulla caratterizzazione della dinamica di non-equilibrio, quindi considereremo
principalmente la dinamica indotta da quench istantanei, ovvero tratteremo l’evoluzione temporale
dei sistemi che, partendo dallo stato di equilibrio, sono costretti ad evolvere con una hamiltoniana
diversa da quella di partenza.
L’evoluzione di un sistema in cui l’hamiltoniana dipende esplicitamente dal tempo è in
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generale descritta dall’operatore di evoluzione temporale
Ut0(t) = T exp
(
−i
∫ t
t0
H(τ)dτ
)
, (3.1)
dove T è il prodotto T-ordinato TH(t1)H(t2) = Θ(t1 − t2)H(t1)H(t2) + Θ(t2 − t1)H(t2)H(t1). Se
l’hamiltoniana subisce una modificazione istantanea, dal momento che Ut0(t) = Ut1(t)Ut0(t1), l’e-
voluzione temporale risulta banale: il sistema evolve in ogni regione temporale con l’hamiltoniana
indipendente dal tempo associata alla regione. Considerando il fatto che prima del quench il sistema
si trova nello stato fondamentale ma che la nostra conoscenza dello stato si limita alla definizio-
ne implicita di vuoto degli operatori di Bogoliubov, è conveniente mettersi in rappresentazione di
Heisenberg, in modo che possiamo almeno mantenere inalterata la definizione dello stato.
In rappresentazione di Heisenberg ogni operatore che non commuta con l’hamiltoniana
dipende dal tempo; considerando le funzioni di correlazione a due punti possiamo distinguere due
possibilità:
• 〈Oˆt1Oˆt2〉 ≈ f(t1 − t2), ovvero il sistema è all’equilibrio, o se non altro lo stato è stazionario, e
il correlatore è (circa) invariante per traslazioni temporali
• 〈Oˆt1Oˆt2〉 ½≈ f(t1 − t2), siamo fuori dall’equilibrio.
Non sorprende il fatto che le funzioni di correlazione fuori dall’equilibrio siano molto più compli-
cate delle funzioni di correlazione stazionarie, e mentre per queste ultime è spesso possibile trovare
espressioni analitiche (vd. Sezione 3.1), per le prime è difficile anche dedurne l’andamento qualitativo.
3.1 Dinamica all’equilibrio
Consideriamo l’evoluzione temporale di un sistema soggetto all’hamiltoniana del modello
XY (1.1): utilizzando le variabili definite nel capitolo 2 l’equazione di Heisenberg
~˙βp = − i2
 N−12∑
k= 1−N2
εk~β
†
kσz
~βk,
~βp
 = iεpσz~βp (3.2)
è risolta da ~βk(t) = Rz(2εkt)~βk(0), dove abbiamo introdotto la notazione
Rnˆ(α) = cos (α/2) + i sin(α/2) nˆ · σ . (3.3)
Gli unici correlatori a due punti non banali dipendenti dal tempo sono i valori medi di operatori a
tempi diversi: poiché il sistema è all’equilibrio c’è invarianza per traslazioni temporali e i correlatori
a tempi uguali sono proprio i correlatori statici; convenendo di fissare un tempo a 0 dobbiamo
calcolare 〈Oˆ1(t)Oˆ2(0)〉. Le correlazioni di questa forma sono legate alla risposta del sistema alla
modificazione del campo accoppiato all’operatore Oˆ2 dopo un tempo t fisso, quindi sono utili in
particolare a studiare la propagazione dell’informazione.
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I propagatori (2.32) non sono sufficienti a risolvere questo problema (compaiono soltanto nella con-
trazione degli operatori di Majorana a tempi uguali): abbiamo bisogno di calcolare i propagatori tra
gli operatori a tempi diversi.
Esprimendo le ~Υk in termini degli operatori di Bogoliubov la soluzione dell’equazione (3.2)
ci permette di stabilire immediatamente una corrispondenza tra gli operatori c˜(t) e gli operatori di
Bogoliubov al tempo 0
~Υk(t) = Rx(−θk)Rz(2εkt)~βk(0) . (3.4)
I correlatori 〈~χl (t)~χ†l+n(0)〉 sono facilmente derivabili dalle equazioni (2.29) e (3.4)
〈~χl (t)~χ†l+n(0)〉 =
1
N
N−1
2∑
k= 1−N2
e−inϕkRcos θk zˆ−sin θkyˆ(2εkt) 〈~Υk(0)~Υ†k(0)〉 (3.5)
e i propagatori tra operatori A a tempi diversi si deducono immediatamente
〈Axl (t)Axl+n(0)〉 = 〈Ayl (t)Ayl+n(0)〉 =
1
N
N−1
2∑
k= 1−N2
e−inϕke−iεkt
〈Axl (t)Ayl+n(0)〉 = 〈Axl (0)Ayl+n(t)〉 = −
i
N
N−1
2∑
k= 1−N2
e−inϕke−iθk−iεkt . (3.6)
Osserviamo che, come abbiamo anticipato nella sezione 2.2.1, i correlatori tra operatori A dello
stesso tipo non sono banali come nel caso statico.
Al solito la più semplice funzione di correlazione dipendente dal tempo è trasversa
ρ˜zn(t, 0;N) ≡
1
4
〈σzl (t)σzl+n(0)〉 −
1
4
〈σzl 〉2 =
1
4N2
∑
k,k′
e−in(ϕk+ϕk′ )e−i(εk+εk′ )t
[
1− ei(θk−θk′ )
]
, (3.7)
e nel limite termodinamico l’espressione può essere posta in forma integrale
ρ˜zn(t, 0) =
1
16pi2
∫∫
[−pi,pi]2
d2ϕ ein(ϕ1+ϕ2)e−i(ε1+ε2)t
[
1− e−i(θ2−θ1)
]
. (3.8)
Per tempi grandi a distanza n fissa ρ˜zn ∼ t−1 [Nie67], vediamo come si comporta la correlazione a
grande distanza mantenendo però costante il rapporto v = n/t, ovvero cerchiamo di capire come si
propaga l’informazione. A questo fine utilizziamo l’approssimazione di fase stazionaria: il parametro
n, che stiamo supponendo grande a piacere, compare solo come coefficiente moltiplicativo della fase
ϕ1 + ϕ2 − (ε1 + ε2)/v. Osserviamo che l’ordine dominante ∼ 1/t è non nullo soltanto se esiste un
punto in cui la fase è stazionaria e se sull’estremo θ1 6= θ2. Queste condizioni sono rispettate soltanto
se |v| < maxϕ |ε′| ≡ vM/2: come prevedibile la velocità di propagazione dell’informazione è limitata
dall’alto. Per semplicità consideriamo soltanto il modello isotropo γ = 0. Per campi grandi |h| > 1 la
correlazione è identicamente nulla (θ1 = θ2), quindi studiamo il modello XX critico |h| < 1. In questo
caso dobbiamo dividere il dominio di integrazione in quattro parti in base al segno di (h−J cosϕ1(2)):
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gli unici contributi non nulli provengono dalle regioni in cui sign[(h− J cosϕ1)(h− J cosϕ1)] = −1,
infatti solo in tal caso gli angoli di Bogoliubov sono diversi e la formula (3.8) si semplifica
ρ˜zn(v)XX =
1
4pi2
∫∫
h>J cosϕ1
h<J cosϕ2
d2ϕein(ϕ1+ϕ2) cos [n(cosϕ2 − cosϕ1)/v] . (3.9)
La fase è stazionaria soltanto se h ≡ sign(h) = J e v2 < 1 − h2: la correlazione a tempi diversi è
apparentemente dipendente dal segno del campo magnetico nonché da J
ρ˜zn(v)XX
n→∞−−−−→ (−1)
nv
2npi
√
1− v2 sin
[
2n
(
arcsin(v) +
√
1− v2
v
)]
Θ(1− h2 − v2)Θ(Jh) . (3.10)
Per risolvere questo problema dobbiamo nuovamente considerare la corrispondenza tra hamiltoniana
c-ciclica e s-ciclica: nel limite termodinamico gli stati fondamentali c-ciclici ferromagnetico e anti-
ferromagnetico sono degeneri1 (cf. (2.65)), inoltre gli operatori che si possono costruire con le σz
commutano con N, cosicché hanno non nulli solo gli elementi di matrice tra stati con lo stesso N.
Considerando la sovrapposizione completamente incoerente degli stati la correlazione longitudinale
dipendente dal tempo è, nel modello XX, indipendente sia da J che da h
ρzn(v)XX
n→∞−−−−→ (−1)
nv
4npi
√
1− v2 sin
[
2n
(
arcsin(v) +
√
1− v2
v
)]
Θ(1− h2 − v2) . (3.11)
Concludendo, per quanto riguarda la correlazione trasversa, il campo magnetico filtra la velocità
di propagazione dell’informazione: più il campo è intenso e minore è la velocità, finché per campi
|h| > 1 una perturbazione locale resta locale a prescindere dal tempo trascorso.
Per quanto riguarda le correlazioni longitudinali il problema è molto più complicato, infatti
il numero di termini in cui possiamo ridurre la correlazione attraverso il teorema di Wick dipende
dalla distanza spaziale degli operatori e, in generale, non è facile scrivere i risultati in forma compatta.
Per motivi che ben presto saranno chiari il modello isotropo immerso in un campo |h| > 1 fa
eccezione [CG81]: abbiamo visto che in questo caso non c’è correlazione trasversa dipendente dal
tempo, vediamo quanto vale la correlazione longitudinale. Il fatto che il campo magnetico è intenso
si ripercuote in modo importante sui propagatori (3.6), infatti e−iθk = −h e può essere stabilita la
corrispondenza
〈Axl (t)Ayl+n(0)〉 = 〈Axl (0)Ayl+n(t)〉 = ih 〈Axl (t)Axl+n(0)〉 = ih 〈Ayl (t)Ayl+n(0)〉 . (3.12)
La correlazione longitudinale (fissiamo per convenienza la direzione xˆ) si scrive (cf. (2.27)) in termini
di quattro tipi diversi di operatori (Ax,y(t), Ax,y(0))
ρxln(t, 0)XX ≡
1
4
〈σxl (t)σxn(0)〉 =
1
4
〈
l−1∏
j=1
(iAyj (t)A
x
j (t))A
x
l (t)
n−1∏
j=1
(iAyj (0)A
x
j (0))A
x
n(0)
〉
(3.13)
1Si potrebbe dire la stessa cosa anche dei primi stati eccitati di ogni hamiltoniana c-ciclica, ma se generalizziamo
l’osservazione fatta alla fine della sezione 2.3.1, nel limite termodinamico l’intera famiglia degli stati che diventano
degeneri con il fondamentale presenta le stesse identiche funzioni di correlazione dello stato fondamentale.
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ma utilizzando le relazioni (3.12) e (3.6) (c’è simmetria per inversione della distanza n↔ −n) siamo
liberi di sostituire Ay(0) con ihAx(0) e Ay(t) con −ihAx(t)
ρxln(t, 0)XX ∼
1
4
〈
l−1∏
j=1
(hAxj (t)A
x
j (t))A
x
l (t)
n−1∏
j=1
(−hAxj (0)Axj (0))Axn(0)
〉
=
1
4
hn−l 〈Axl (t)Axn(0)〉 ,
(3.14)
dove abbiamo utilizzato la (2.25). Nel limite termodinamico la correlazione longitudinale XX
dipendente dal tempo e per campi intensi |h| > 1 è in generale non nulla
ρxn(t, 0)XX = h
n e
−i|h|t
4pi
∫ pi
0
dϕ cos(nϕ)eiJht cosϕ = einpi/2e−i|h|tJn(Jt) . (3.15)
Osserviamo che il campo magnetico compare unicamente come frequenza di oscillazione, ed inoltre il
correlatore è (ovviamente) indipendente dal segno di h (la direzione xˆ è arbitraria); asintoticamente
per n→∞ con v = n/t costante (consideriamo per semplicità n pari e J = 1) la correlazione
ρxn(v)XX
n→∞−−−−→ 1√
2pin
√|v|
4
√
1− v2 cos
[
n
(
arcsin(v) +
√
1− v2
v
)
− pi
4
sign(v)
]
(3.16)
decade come 1/
√
n se manteniamo v fisso, e come 1/
√
t a distanza n fissa.
In conclusione enfatizziamo che la velocità con cui si propaga l’informazione è limitata da
vM/2, e quindi nel limite termodinamico è plausibile che il sistema, una volta perturbato, non sia
in grado di ripristinare l’equilibrio: vedremo che, almeno nel caso di quench globali, lo stato a cui il
sistema tende nel limite di tempi asintoticamente grandi esibisce caratteristiche non ergodiche.
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3.2 Quench globali
Finora abbiamo considerato la dinamica dei sistemi all’equilibrio, iniziamo ora a studiare
il comportamento del sistema nel caso in cui lo stato iniziale non è lo stato fondamentale dell’ha-
miltoniana che genera l’evoluzione. Non esiste un modo univoco di affrontare questo problema e
usualmente si utilizzano due approcci che si differenziano in sostanza perché in un caso viene modi-
ficata l’hamiltoniana, e nell’altro lo stato. Limitandoci a quench istantanei, ovvero a cambiamenti
improvvisi, possiamo distinguere due tipologie:
• quench locali : viene considerata l’evoluzione dello stato introducendo ad un tempo fissato
difetti, oppure modificando qualche accoppiamento locale
• quench globali : l’hamiltoniana cambia in modo da modificare il sistema ovunque nello stesso
modo, nel senso che si agisce su parametri che si riferiscono a grandezze macroscopiche.
La dinamica prodotta nei due casi è completamente diversa: mentre nel primo l’eccesso di energia
(siamo a temperatura nulla) è finito anche nel limite termodinamico, in seguito ad un quench globale
lo stato acquista un’energia estensiva (divergente nel limite termodinamico) che modifica in modo
radicale il sistema.
L’andamento delle funzioni di correlazione dinamiche in sistemi critici conformi soggetti ad
un quench globale e preparati nello stato di equilibrio di un sistema non critico è stato studiato in
generale in [CC06b], dove è stato mostrato che tali correlazioni decadono esponenzialmente a grande
distanza: se ad esempio Φ è un campo primario scalare e 〈Φ〉 6= 0
〈Φ(r, t1)Φ(0, t2)〉 ∼

e−pix(t1+t2)/4τ0 r > t1 + t2
e−pixr/4τ0 t1 − t2 < r < t1 + t2
e−pi|t1−t2|/4τ0 r < |t1 − t2| ,
(3.17)
dove τ0 ¿ t1, t2, |t1 − t2| è un parametro non universale legato al gap presente nello spettro della
hamiltoniana iniziale, mentre x è legato agli esponenti critici della transizione di fase quantistica,
ed è quindi universale. Nel nostro caso consideriamo la dinamica indotta da un quench istantaneo
globale da e verso hamiltoniane del modello XY: con il pedice (o l’apice) 0 indichiamo i parametri
che identificano l’hamiltoniana a tempi t < 0; in generale la costante di accoppiamento J non viene
modificata, d’altronde abbiamo visto che nel limite termodinamico il modello XY ferromagnetico
è equivalente a quello antiferromagnetico, e modificare J non ha effetti globali (un’osservazione
analoga vale per il modello c-cilico in quanto la modificazione di J può essere riprodotta cambiando
il campo).
Nonostante potremmo (quasi) in ogni caso generalizzare i risultati c-ciclici per tenere con-
to della degenerazione dello stato fondamentale XY, consideriamo unicamente il modello c-ciclico
analizzando l’evoluzione del sistema in seguito al quench (h0, γ0)→ (h, γ).
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3.2.1 Propagatori dinamici
Ricordando che le ~Υ non dipendono dai parametri h e γ, l’equazione (2.14) stabilisce la
connessione tra gli operatori di Bogoliubov a tempi t ≥ 0 con quelli a t < 0
~βk = Rx(∆k)~β0k ∆k = θk − θ0k . (3.18)
Detto questo, l’equazione (3.4) si modifica in modo banale
~Υk(t) = Rx(−θk)Rz(2εkt)Rx(∆k)~β0k (3.19)
e i correlatori dinamici tra gli operatori c sono diversi dai correlatori all’equilibrio in quanto la
matrice di ogni modo 〈~β0k ~β0†k 〉 viene ruotata localmente dell’angolo ∆k, differenza degli angoli di
Bogoliubov prima e dopo il quench
〈~χl (t1)~χ†l+n(t2)〉 =
1
N
N−1
2∑
k= 1−N2
e−inϕkRx(−θk)Rz(2εkt1)Rx(∆k) 〈~β0k ~β0†k 〉Rx(−∆k)Rz(−2εkt2)Rx(θk) .
(3.20)
In definitiva la formula (3.6) per i propagatori si generalizza in modo da includere tutte le correlazioni
tra gli operatori di Majorana a tempi diversi
f t1t2n =
1
N
N−1
2∑
k= 1−N2
e−inϕk [cos(εk(t2 − t1)) + i cos∆k sin(εk(t2 − t1))− sin∆k sin(εk(t2 + t1))]
gt1t2n =
1
N
N−1
2∑
k= 1−N2
e−inϕke−iθk [cos∆k cos(εk(t2 − t1)) + i sin(εk(t2 − t1)) + i sin∆k cos(εk(t2 + t1))] ,
(3.21)
dove i propagatori soddisfano le relazioni
f t1t2n =
(
f t2t1−n
)∗ ≡ 〈∅|Axl (t1)Axl+n(t2)|∅〉 = 〈∅|Ayl+n(t1)Ayl (t2)|∅〉
gt1t2n =
(
gt2t1n
)∗ ≡ i 〈∅|Axl (t1)Ayl+n(t2)|∅〉 = −i 〈∅|Ayl+n(t1)Axl (t2)|∅〉 . (3.22)
Nel limite termodinamico e una volta che il sistema ha raggiunto lo stato stazionario asintotico i
propagatori dipendono unicamente dalla differenza dei tempi, infatti tutti i termini oscillanti con
frequenza ∼ t possono essere trascurati: i correlatori (3.22) si semplificano
f t1t1+δtn → fδtn ≡
1
2pi
∫ pi
−pi
dϕe−inϕ [cos(εδt) + i cos∆ sin(εδt)]
gt1t1+δtn → gδtn ≡
1
2pi
∫ pi
−pi
dϕe−inϕe−iθ [cos∆ cos(εδt) + i sin(εδt)] , (3.23)
e fδtn = fδt−n. Definiamo ora i propagatori T-ordinati Cijn ≡ i 〈∅|TAil(t1)Ajl+n(t2)|∅〉
Cxxn (t1, t2) = C
yy
−n(t1, t2) = iΘ(t1 − t2)f t1t2n − iΘ(t2 − t1)f t2t1−n
Cxyn (t1, t2) = −Cyx−n(t1, t2) = Θ(t1 − t2)gt1t2n +Θ(t2 − t1)gt2t1n (3.24)
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che verificano [Cijn (t2, t1)]∗ = Cijn (t1, t2). Nonostante questi siano i corretti propagatori da utilizzare,
calcolando le correlazioni dinamiche ordineremo da principio gli operatori cosicché potremo fare uso
direttamente dei propagatori (3.22).
3.2.2 Correlazioni dinamiche
Consideriamo innanzitutto l’evoluzione temporale della magnetizzazione: dalla (2.27) e
facendo uso dei propagatori (3.22) la magnetizzazione
mz(t) =
1
2N
N∑
l=1
〈σzl (t)〉 = −
1
2N
N−1
2∑
k= 1−N2
e−iθk(cos∆k + i sin∆k cos(2εkt)) (3.25)
è la somma di N modi di oscillazione con frequenza angolare data dal doppio dell’energia corrispon-
dente. Nel limite termodinamico osserviamo che la magnetizzazione è C1 in t = 0
mz(t) = − 12pi
∫ pi
0
dϕ(cos θ cos∆ + sin θ sin∆ cos(2εt)) , (3.26)
infatti l’energia ε è limitata, e mz(t) ≈ mz(0)(1 ± t2/2τ2) per tempi t ¿ 1/max ε, dove abbiamo
indicato con τ il tempo caratteristico di risposta al quench
τ =
1
2
√√√√∣∣∣∣∣
∫ pi
0
dϕ cos θ0∫ pi
0
dϕ sin θ sin∆ ε2
∣∣∣∣∣ . (3.27)
In Figura 3.1 abbiamo riportato τ in funzione dell’hamiltoniana di destinazione: osserviamo come
la risposta sia molto lenta nella regione caratterizzata da campi piccoli e piccola asimmetria, nonché
nella regione XX, e nei quench per cui vale
3γ0(h− h0) ∂
∂γ0
∫ pi
−pi
dϕε0 = (γ − γ0) ∂
2
∂h0∂γ0
∫ pi
−pi
dϕε30 . (3.28)
Nonostante la linearità in h e γ di questa particolare regione sembri dipendere fortemente dall’os-
servabile considerato (per inciso, la magnetizzazione) avremo in seguito occasione di notare che i
cambiamenti sostanziali delle grandezze dinamiche avvengono spesso lungo delle rette nello spazio
dei parametri h, γ (vd. 5.2.3).
La correlazione dinamica trasversa connessa (consideriamo senza ulteriori commenti il
modello c-ciclico e poniamo t1 > t2)
ρzn(t1, t2) ≡
1
4
〈σzl (t1)σzl+n(t2)〉 −mz(t1)mz(t2) =
f t1t2n f
t1t2−n − gt1t2n gt1t2−n
4
(3.29)
è la dimostrazione pratica delle difficoltà che presentano le correlazioni dinamiche: nonostante siamo
in grado di esplicitare il correlatore la formula che si ottiene non è facilmente gestibile. Per semplicità
consideriamo la correlazione media trasversa a tempi uguali
ρ¯zn(t; Λ) ≡
1
2Λ + 1
n+Λ∑
l=n−Λ
ρzl (t) (3.30)
37
Figura 3.1: Tempo caratteristico di risposta τ per la magnetizzazione, nel caso di quench dalla configu-
razione iniziale (h0 = 1.5, γ0 = 1.5). La risposta è lenta per quench verso hamiltoniane isotrope e lungo
una retta che passa per la configurazione iniziale.
nel limite n→∞ con v = n/t fisso e valutiamo l’ordine dominante in n e poi in Λ 2. Con queste sem-
plificazioni possiamo scrivere la correlazione trasversa media asintotica in forma integrale (abbiamo
omesso la maggior parte dei termini non significativi)
ρ¯zn(v; Λ)→ ρ¯zn(0; Λ)−
1
16pi2
∫∫
[−pi,pi]2
d2ϕ sin∆1 sin∆2 cos(n(ϕ1 − ϕ2)) cos(2(ε1 − ε2)n/v) +O(1/Λ) ,
(3.31)
dove abbiamo lasciato indicata la correlazione a tempi asintoticamente grandi. Possiamo risolvere
questo problema con l’approssimazione di fase stazionaria, ottenendo in definitiva
ρ¯zn(v; Λ)→ ρ¯zn(0; Λ)−
v2
16pin
∫ pi
−pi
dϕ sin2∆ δ(ε′2 − v2/4) +O(1/Λ) . (3.32)
Nuovamente la velocità è limitata ma questa volta dalla velocità vM e, nel caso in cui il quench
viene fatto verso un sistema anisotropo soggetto ad un forte campo magnetico |h| À 1, γ2, |h0|, |γ0|,
possiamo esplicitare la correlazione
ρ¯zn(v; Λ)→ ρ¯zn(0; Λ)−
1
8pin
γ|v|3√
4− v2
4(1 + h20)− (1− γ20)v2
4− (1− h20 − γ20)v2
+O(1/Λ) . (3.33)
Notiamo che ρ¯zn(v; Λ) dipende debolmente dall’hamiltoniana iniziale (in particolate da γ0) ed è
piccata (non ha molto senso considerare le divergenze come tali) per velocità prossime alla velocità
2Abbiamo introdotto il correlatore medio perché l’ordine dominante in Λ non dipende dai termini oscillanti del
correlatore.
38
massima vmax = 2. Soltanto per campi magnetici iniziali abbastanza importanti si assiste ad un
cambiamento qualitativo della dipendenza della correlazione dalla velocità: per velocità piccole si
passa da un comportamento ∼ |v|3 ad uno lineare indipendente dai parametri dell’hamiltoniana
iniziale
ρ¯zn(v; Λ)
h0À1,γ0−−−−−→ ρ¯zn(0; Λ)−
γ
2pin
|v|√
4− v2 . (3.34)
Osserviamo che, almeno per quanto riguarda la correlazione trasversa, la criticità dei sistemi da
e verso i quali si effettua il quench non influenza in modo determinante la dinamica: mentre i
correlatori statici dipendono dalla presenza o meno di un gap energetico, le correlazioni dinamiche
dipendono principalmente dal comportamento della velocità |ε′|, che è in generale indipendente dalla
criticità della regione.
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3.3 “Rilassamento” del sistema
Nel limite di tempi grandi t → ∞ abbiamo già visto che i propagatori si semplificano (cf.
(3.23)), se consideriamo in particolare i correlatori allo stesso tempo gli operatori Ax(y) appartenenti
a siti diversi tornano ad essere scorrelati
f0n =δn0
g0n =
1
2pi
∫ pi
−pi
dϕe−inϕe−iθ cos∆ (3.35)
e l’informazione relativa al quench è interamente racchiusa nel termine
cos∆ =
hh0 + γγ0 − J(h+ h0) cosϕ+ (1− γγ0) cos2 ϕ
ε(ϕ)ε0(ϕ)
. (3.36)
Osserviamo che cos∆ è simmetrico per inversione del quench (h0, γ0)↔ (h, γ) e vedremo che questo
ha interessanti conseguenze per quanto riguarda l’entropia di entanglement. Il calcolo delle funzio-
ni di correlazione presenta le stesse difficoltà del caso statico e ad esempio la magnetizzazione si
differenzia unicamente per il fatto che l’integrando è moltiplicato per cos∆
m∞z = −
1
2pi
∫ pi
0
dϕ cos∆ cos θ . (3.37)
Notiamo che per quench verso sistemi in cui il campo h è assente mz è in generale non nulla: come
messo in evidenza in [BMD70] la magnetizzazione all’equilibrio in sistemi XY senza campo magnetico
è nulla, quindi lo stato a cui si perviene nel limite di tempi grandi non è sicuramente uno stato di
equilibrio.
Osserviamo a questo proposito che i propagatori (3.35) non possono essere utilizzati per
descrivere l’intero sistema, essendo validi solo per distanze l ¿ t ¿ N : il limite termodinamico
N → ∞ ci rende “ciechi” rispetto agli osservabili non locali, il limite t → ∞, a causa dell’esi-
stenza di una velocità limite di propagazione dell’informazione, “taglia” tutte le informazioni che
provengono da distanze & vM t; in questo senso ci possiamo aspettare che il sistema fittizio carat-
terizzato dai correlatori (3.35) possa trovarsi in una sorta di equilibrio termodinamico con il “resto”
[CDEO07][CFM+08]. Ciò non significa che esiste una temperatura e/o un numero finito di potenziali
che caratterizzano completamente il sistema, possiamo solo dire che, ai fini dell’analisi di un blocco
connesso di spin di dimensione L ¿ N , siamo liberi di sostituire lo stato puro della catena con
una matrice densità della stessa dimensione (N × N) che commuta con l’hamiltoniana e che, con
ogni probabilità, rappresenta uno stato misto (vd. Sezione 4.4.2). Il vantaggio di questo approccio
risiede nel fatto che se è possibile caratterizzare lo stato misto con un numero finito di parametri
possiamo ricavare delle relazioni tra le grandezze fisiche, analogamente a quanto avviene nei sistemi
in equilibrio termodinamico a temperatura finita.
Avremo più volte modo di ritornare su questo problema, nella prossima sezione in partico-
lare considereremo una prima conseguenza dell’utilizzo dei propagatori (3.35).
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3.4 Quench adiabatici
Finora abbiamo studiato la dinamica indotta da quench globali istantanei, discutiamo bre-
vemente il limite opposto di quench adiabatici. Per quench adiabatico intendiamo una modificazione
talmente lenta dei parametri dell’hamiltoniana da consentire (se possibile) al sistema di rilassarsi
prima ancora di risentire del cambiamento. Sotto certe ipotesi il teorema adiabatico (vd. [Mes99])
prova che l’evoluzione adiabatica preserva l’equilibrio del sistema, ovvero il sistema resta nello sta-
to fondamentale. Nel nostro caso il teorema non può essere applicato superficialmente, infatti il
limite termodinamico può non commutare con il limite adiabatico, quindi costruiamo direttamente
i correlatori.
Considerando un numero n > 1 di quench, l’equazione (3.19) si modifica in modo semplice
~Υk(tn) = Rx(−θ(n)k )
1∏
j=n
[
Rz(2ε
(j)
k δt(j))Rx(∆
(j)
k )
]
~β
(0)
k (0) , (3.38)
dove l’apice (j) sta ad indicare le grandezze relative al j-esimo quench, e δtj = tj − tj−1 (t0 = 0). Il
rilassamento dei sottosistemi “localizzati” (ovvero contenuti in un blocco connesso di spin) si realizza
facilmente facendo nei correlatori i limiti ordinati δtj → ∞ (nel caso di una catena finita di spin,
N À δt1 À δt2 À · · · À δtn À L, dove L è la dimensione massima dei sottosistemi considerati)
〈χ∞l χ∞†l+k〉 = lim
δtn→∞
· · · lim
δt1→∞
1
2pi
∫
dϕe−ikϕRx(−θ(n))
1∏
j=n
[
Rz(2ε(j)δt(j))Rx(∆(j))
]
×
× 1− σz
2
n∏
j=1
[
Rx(−∆(j))Rz(−2ε(j)δt(j))
]
Rx(θ(n)) ; (3.39)
possiamo risolvere intuitivamente questo problema osservando che nel caso di un solo quench l’effetto
del limite t→∞ sui correlatori si palesa nella moltiplicazione dell’integrando del propagatore gl per
e−i∆ cos∆: in generale quindi abbiamo
g∞l =
1
2pi
∫ 2pi
0
dϕe−ilϕe−iθ
(n)
n∏
j=1
cos∆(j) . (3.40)
Per rendere adiabatica l’evoluzione consideriamo quench in cui i parametri variano poco e facciamo
il limite n → ∞ mantenendo fissa la curva parametrica Γ lungo la quale evolve l’hamiltoniana.
Se ∀ϕ cos∆[h0, γ0, h, γ] vista come funzione di (h, γ) è analitica in ogni punto (h0, γ0) ∈ Γ allora
essendo il primo ordine nullo (cos∆ ha massimo in ∆ = 0) la produttoria è banalmente uguale a
1: il sistema resta all’equilibrio per tutta l’evoluzione. Poiché cos∆ è limitato non ci aspettiamo
un comportamento diverso anche se si attraversa qualche punto isolato di non analiticità, gli unici
problemi si presentano quando ci si sposta lungo la regione XX, in tal caso fortunatamente possiamo
esplicitare la produttoria
n∏
j=1
cos∆(j) = sign(hf − cosϕ)sign(hi − cosϕ) = cos(θf − θi) ≡ cos∆ , (3.41)
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e otteniamo che l’evoluzione risulta equivalente a quella indotta da un quench istantaneo, che in
questo caso corrisponde all’assenza di evoluzione (e−iθ cos∆ = e−iθ0). A prima vista la cosa non
sorprende, infatti la lunghezza di correlazione dinamica diverge nelle regioni in cui c’è una transi-
zione di fase quantistica di ordine secondo e ogni tempo è nullo in confronto al tempo caratteristico;
mettiamo però in risalto che questo comportamento è assente nella regione |h| = 1. Le considerazioni
sulla lunghezza di correlazione dinamica non possono essere completamente corrette: il comporta-
mento nella regione critica |h| = 1 è segno che non possiamo trasportare semplicemente il concetto
di lunghezza di correlazione dinamica a sistemi che non sono all’equilibrio.
3.4.1 Dinamica del modello XX
Per capire meglio in cosa si differenzia la regione XX analizziamone l’evoluzione temporale
nel caso in cui il campo magnetico h dipende dal tempo. Poiché Sz si conserva l’operatore di
evoluzione temporale (3.1) può essere scritto esplicitamente
UXX0 (t) = e
−i R t0 dτ(H0−h(t)Sz) = e−i[H0− 1t R t0 dτh(τ)Sz]t (3.42)
e, fissato il tempo t = t¯, l’evoluzione è equivalente a quella indotta dal quench istantaneo isotropo in
cui il campo magnetico passa da h0 a 1t¯
∫ t¯
0
dτh(τ). Poiché l’hamiltoniana commuta a tempi diversi lo
stato iniziale è autostato per tutta l’evoluzione e il sistema è come “congelato”. A dimostrazione di
ciò nel modello isotropo i propagatori (3.22) a tempo fisso non dipendono esplicitamente dal tempo
(sin∆ = 0) e l’evoluzione del sistema è completamente determinata da h0: l’evoluzione temporale
dell’hamiltoniana è del tutto irrilevante.
3.4.2 Commenti
Se escludiamo la regione XX un’evoluzione adiabatica mantiene il sistema all’equilibrio;
sfruttando la simmetria di cos∆ per inversione del quench osserviamo una proprietà interessante:
se A e B sono due configurazioni allora
A→ B 99K B 99K A ∼ B → A 99K A , (3.43)
dove con→ indichiamo i quench istantanei e con 99K il “rilassamento” (dei sottosistemi) o l’evoluzione
adiabatica.
Nella presente derivazione abbiamo supposto che i tempi δtj non siano confrontabili; in
generale possiamo rilassare la richiesta. Se l’evoluzione è tale per cui il sistema non attraversa, per
una frazione non trascurabile dell’evoluzione, la stessa configurazione (o particolari configurazioni
con una legge di dispersione che, in una regione misurabile nello spazio degli impulsi, è combinazione
lineare di leggi di dispersione di alcune configurazioni che vengono attraversate) i limiti commutano
tra loro e non è importante che i tempi non siano confrontabili. Nonostante il sistema non raggiunga
un equilibrio l’evoluzione dei sottosistemi localizzati può quindi essere resa adiabatica, a sostegno
dell’ipotesi che uno stato misto stazionario può spiegare l’evoluzione dei sottosistemi localizzati.
42
Riepilogo
In questo capitolo abbiamo considerato la dinamica interna al modello XY: dopo aver calco-
lato i propagatori dipendenti dal tempo abbiamo considerato le funzioni di correlazione a due punti
più semplici, deducendo che l’informazione si propaga con velocità finita, limitata da maxϕ |ε′|.
Studiando l’evoluzione temporale della magnetizzazione e in particolare concentrandoci su tempi
t ¿ 1/max |ε| abbiamo messo in evidenza una particolare tipologia di quench con caratteristiche
singolari, a prescindere che il sistema passi o meno per regioni critiche. Abbiamo introdotto il pro-
blema della caratterizzazione dello stato (o meglio dei sottosistemi) a cui perviene il sistema a tempi
asintoticamente grandi: abbiamo brevemente discusso il significato del limite t → ∞ ipotizzando
la possibilità di descrivere i sottosistemi localizzati come se appartenessero ad uno stato misto sta-
zionario. Facendo cenno alla dinamica indotta da un’evoluzione adiabatica dei parametri, abbiamo
osservato che l’attraversamento di criticità non crea in generale comportamenti dinamici critici infatti
soltanto nella regione XX lo stato non riesce a seguire l’evoluzione adiabatica dell’hamiltoniana.
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Parte II
Entanglement
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Capitolo 4
Entropia di entanglement
“You should call it entropy, for two reasons. In the first place (. . . )
In the second place, and more important, nobody knows what entropy really is,
so in a debate you will always have the advantage.”
John Von Neumann
(in una conversazione con Claude Shannon)
Nel presente capitolo prenderemo in considerazione i sottosistemi costituiti da blocchi contigui di spin e
studieremo in particolare l’entropia di entanglement. Dopo aver introdotto i concetti di entanglement e
di entropia di entanglement considereremo il modello XY e studieremo la dipendenza dell’entropia dalla
dimensione del sottosistema quando l’intero sistema è all’equilibrio, e una volta completato il rilassamento
(dei sottosistemi). Verificheremo numericamente le previsioni CFT e mostreremo come le formule CFT
di scaling per sistemi finiti possano essere usate come mezzo numerico per determinare le regioni critiche
conformi. Torneremo infine sul problema dello stato a cui si perviene una volta completato il rilassamento
dei sottosistemi fornendo e spiegando alcuni risultati quantitativi.
Lo studio delle funzioni di correlazione connessa ci è stato utile per capire che nel modello
XY il sistema è entangled, nel senso che non è possibile in generale scrivere lo stato come prodotto
tensoriale di stati localizzati
|Ψ0〉 6=
N⊗
n=1
|ψn〉n . (4.1)
Abbiamo già visto (cf. 2.4.3) le semplificazioni che avvengono nel caso opposto di stato fattorizzabile,
in questo capitolo studieremo invece le conseguenze dell’entanglement all’equilibrio, analizzando la
matrice densità dei sottosistemi costituiti da blocchi di spin adiacenti. Consideriamo un generico
sistema invariante per traslazioni spaziali (modello XY); la matrice densità di un blocco di spin di
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L spins
L
Sρ
L
Figura 4.1: L’entropia SL corrisponde all’entropia di Von Neumann della matrice densità ridotta ρL per
un blocco di L spin adiacenti, e misura l’entanglement tra il blocco e il resto della catena. Lo stato ρL è
ottenuto dalla stato fondamentale della catena di N spin tracciando sugli N − L spin esterni al blocco.
(Immagine e didascalia riprese da [LRV04])
dimensione L, indicando al solito con N il numero totale di spin, è la matrice densità ridotta che si
ottiene tracciano sulle variabili esterne
ρL = trN−L |Ψ0〉 〈Ψ0| , (4.2)
dove con trN−L indichiamo la traccia sullo spazio esterno al blocco (vd. figura 4.1). Dato che al-
l’equilibrio il sistema si trova nello stato fondamentale gli autovalori della matrice densità ridotta
contengono l’intera informazione sull’entanglement del blocco con il resto del sistema (se il sistema
non si trova in uno stato puro l’informazione contenuta negli autovalori è incompleta: per carat-
terizzare completamente l’entanglement occorrono anche gli autovalori del sistema “ambiente”). In
particolare se ρL è uno stato puro il blocco è completamente scorrelato dal resto: la matrice densità
dell’intero sistema è separabile ρN = ρL⊗ρN−L e ogni funzione di correlazione connessa tra operatori
che agiscono nel blocco e operatori esterni
tr[ρN OˆLOˆN−L]− tr[ρN OˆL]tr[ρN OˆN−L] = tr[ρL ⊗ ρN−LOˆLOˆN−L]− tr[ρLOˆL]tr[ρN−LOˆN−L] = 0
(4.3)
è identicamente nulla. Il numero di autovalori nulli della matrice densità ridotta è significativo del
grado di entanglement: maggiore è il numero di zeri e minore è la correlazione tra il blocco di
spin e il resto del sistema; in generale però occorrere disporre dell’intero spettro di ρL per avere
una conoscenza completa del grado di entanglement. Come presto capiremo non è praticamente
possibile determinare (anche in un modello semplice come quello che studiamo) tutti gli autovalori
di ρL, recentemente sono stati effettuati degli studi sulla distribuzione degli autovalori per L → ∞
[CL08], in generale comunque si è costretti a studiare particolari funzioni dello spettro. Per varie
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ragioni l’entropia di Von Neumann
S[ρ] = −tr[ρ log ρ] (4.4)
è la più utilizzata misura di entanglement. Riassumiamo brevemente le proprietà di S[ρ]:
1. per uno stato puro S[ρ] = 0
2. dipende unicamente dagli autovalori della matrice densità
3. se la matrice densità ha D autovalori non nulli allora
S(ρ) ≤ logD (4.5)
4. maggiore ignoranza sulla preparazione dello stato si traduce in valori maggiori di S[ρ], ovvero
l’entropia di Von Neumann è concava
S
[∑
i
λiρi
]
≥
∑
i
λiS[ρi] (4.6)
5. la decoerenza quantistica fa aumentare l’entropia S[ρ], nel senso che S[ρ] ≤ S[ρ˜], dove ρ˜ è la
matrice densità privata dei termini non diagonali
6. è subadditiva, ovvero se ρAB è la matrice densità di un sistema bipartito allora
S[ρAB ] ≤ S[ρA] + S[ρB ] (4.7)
7. è subadditiva forte: se ρABC è la matrice densità di un sistema tripartito allora
S[ρABC ] + S[ρB ] ≤ S[ρAB ] + S[ρBC ] (4.8)
8. per un sistema bipartito vale la disuguaglianza triangolare
S[ρAB ] ≥ |S[ρA]− S[ρB ]| (4.9)
(in particolare S[ρ] ≥ 0).
Specializziamo le proprietà dell’entropia di Von Neumann al nostro caso, ovvero vediamo le pro-
prietà dell’entropia di entanglement di un blocco di spin adiacenti che fa parte di una catena
unidimensionale di spin con condizioni al contorno periodiche.
Innanzitutto osserviamo che se un sistema bipartito si trova in uno stato puro allora, indicando con
A e B le due parti e supponendo dimA > dimB, vale l’uguaglianza
Sp[A] = Sp[B] ∪ {0, . . . , 0}dimA−dimB , (4.10)
dove abbiamo indicato con Sp[M] lo spettro diM . Sfruttando l’invarianza per traslazioni e scrivendo
per semplicità SL ≡ S[ρL] l’entropia del blocco è identica all’entropia del resto della catena
SL = SN−L . (4.11)
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La subadditività forte si traduce nella disuguaglianza
2SL ≥ SL+M + SL−M , (4.12)
che implica che SL è una funzione concava e non decrescente nell’intervallo L ∈ [0, N/2], infatti
SL − SL−1 ≥ SL+1 − SL ≥ SN/2 − SN/2−1 ≥ 0 . (4.13)
La maggiorazione dimensionale (4.5), poiché un sottosistema composto di L spin ha dimensione 2L,
implica che l’entropia SL può essere (per L ≤ N/2) al più lineare in L con coefficiente angolare log 2
SL ≤ log 2min{L,N − L} . (4.14)
In generale ogni simmetria dello stato fondamentale influisce sul valore massimo che può raggiungere
l’entropia di Von Neumann: se ad esempio lo stato è invariante per ogni permutazione di spin allora
(la dimensione dello spazio simmetrico è L+1) il limite superiore dell’entropia dipende da L in modo
logaritmico
SsymL ≤ log(L+ 1) . (4.15)
Per motivi completamente diversi si ha una dipendenza simile (a meno di un coefficiente molti-
plicativo) quando il sistema è critico conforme, nel qual caso la CFT predice il comportamento
asintotico
SL ∼ c3 logL , (4.16)
dove abbiamo indicato con c la carica centrale. Mettiamo in evidenza come l’esigenza di maggiora-
zioni (minorazioni) per l’entropia di Von Neumann sia legata alle difficoltà che comporta il calcolo
di S[ρ] anche nei sistemi più semplici: il modello XY, essendo equivalente ad un modello a fermioni
liberi, assume un ruolo privilegiato nella trattazione dell’entropia di entanglement all’equilibrio (e
soprattutto fuori dall’equilibrio), in quanto offre la possibilità di analizzare SL in modo analitico,
fornendo lo spunto per la generalizzazione di particolari caratteristiche che difficilmente potrebbero
essere individuate analizzando sistemi più complessi.
4.1 Entanglement nel modello XY
La risoluzione dell’entropia di entanglement nel modello XY si basa sulla proprietà 2 della
grandezza in questione: si costruisce infatti una matrice M i cui autovalori sono in una particolare
relazione con gli autovalori di ρL e si esprime l’entropia in termini di M .
L’hamiltoniana XY dipende unicamente dagli operatori di spin quindi, sfruttando il fatto
che le matrici di Pauli commutano in siti diversi e che sono idempotenti e a traccia nulla, possiamo
esprime la matrice densità formalmente in termini delle matrici σ [JK04]
|Ψ0〉 〈Ψ0| ≡ ρ = 12N
∑
µ1,...,µN
〈σµ11 · · ·σµNN 〉σµ11 · · ·σµNN , (4.17)
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dove σµi ∈ {1, σx, σy, σz}. Le stesse identiche considerazioni valgono per la matrice densità ridotta,
dove dobbiamo semplicemente sostituire N con L, essendo noi interessati soltanto al blocco di spin
[1, L]
ρL =
1
2L
∑
µ1,...,µL
〈σµ11 · · ·σµLL 〉σµ11 · · ·σµLL . (4.18)
Gli operatori di spin possono essere scritti (cf. 2.27) attraverso gli operatori di Majorana A (2.25),
che possiamo riordinare in un unico insieme di 2N operatori
a2l−1 = Axl a2l = A
y
l . (4.19)
In termini degli operatori a l’hamiltoniana c-ciclica (2.7) si scrive
HCJ (γ, h) = iJ
1 + γ
4
∑
j
a2ja2j+1 − iJ 1− γ4
∑
j
a2j−1a2j+2 + i
h
2
∑
j
a2j−1a2j , (4.20)
e se lo stato fondamentale non è degenere, oppure se consideriamo la sovrapposizione completamente
incoerente degli stati, il valor medio di un numero dispari di operatori a è nullo e tutti i correlatori
possono essere ricondotti attraverso il teorema di Wick a somme di prodotti dei correlatori a due
punti
〈a2na2m〉 = 〈AynAym〉 , 〈a2n−1a2m−1〉 = 〈AxnAxm〉 , 〈a2na2m−1〉 = 〈AynAxm〉 . (4.21)
In forma matriciale, considerando lo stato fondamentale non degenere, possiamo scrivere
〈a⊗ a〉 = 1+ i

Γ0 · · · Γ1−L
...
...
ΓL−1 · · · Γ0
 Γl =
(
0 −gl
g−l 0
)
= −ΓT−l , (4.22)
in altre parole la matrice dei propagatori è una matrice di Toeplitz a blocchi. Osserviamo che la parte
immaginaria di 〈a⊗ a〉 è antisimmetrica: può essere diagonalizzata da una matrice unitaria oppure,
attraverso una trasformazione ortogonale, può essere condotta nella forma diagonale a blocchi
0 ν1
−ν1 0
0 · · · 0
0
0 ν2
−ν2 0
0
...
. . .
...
0 0 · · · 0 νL
−νL 0

. (4.23)
Quest’ultima proprietà è estremamente utile dato che a partire dagli operatori di Majorana a
possiamo definire gli operatori fermionici
b
(V )
l =
∑2L
j=1(V2l,j + iV2l−1,j)aj
2
, (4.24)
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dove V è una matrice ortogonale; se scegliamo come V la matrice che porta 〈a⊗ a〉 nella forma
(4.23) allora i modi fermionici sono scorrelati
〈blbn〉 = 0 〈b†l bn〉 = δln
1 + νl
2
〈bi〉 = 〈b†i 〉 = 0 . (4.25)
Utilizzando i suddetti operatori fermionici osserviamo che la matrice densità ridotta (4.18) è il
prodotto tensoriale di L matrici densità di dimensione 2× 2
ρL =
L⊗
i=1
%i %l =
1 + νl
2
b†l bl +
1− νl
2
blb
†
l (4.26)
con autovalori (1 ± νl)/2. In definitiva gli autovalori λ della matrice densità ρL possono essere
espressi in termini dei νl introducendo L variabili classiche σi ∈ {−1, 1} e indicizzando gli autovalori
attraverso la configurazione delle σi
λ{σ} =
L∏
i=1
1 + σiνi
2
. (4.27)
Abbiamo ricondotto il problema della determinazione degli autovalori di ρL (ovvero un totale di 2L
autovalori) alla determinazione dei 2L autovalori (±νl) della matriceM ≡ 〈a⊗ a〉−1: l’entanglement
di un blocco di spin adiacenti in una catena di spin XY può essere risolto esattamente studiando lo
spettro di M . Il guadagno numerico che apporta tale trattazione è sorprendente; mettiamo quindi
in evidenza che la proprietà essenziale che ci ha permesso questa semplificazione è che il modello
XY è equivalente ad un modello a fermioni liberi, ovvero che tutte le funzioni di correlazione sono
riconducibili ai correlatori a due punti.
L’entropia di entanglement scritta in termini degli autovalori (4.27) della matrice densità
SL = −
∑
{σ}
λ{σ} log λ{σ} = −
∑
{σ}
∏
i
1 + σiνi
2
∑
j
log
1 + σjνj
2
(4.28)
assume una forma semplice in virtù della (4.26)
SL = −
L∑
l=1
[
1 + νl
2
log
(
1 + νl
2
)
+
1− νl
2
log
(
1− νl
2
)]
, (4.29)
in particolare osserviamo che ogni autovalore contribuisce all’entropia in modo indipendente.
4.1.1 Formula di riduzione
La matrice M ha dimensione 2L× 2L ma non tutti gli autovalori sono indipendenti : fissati
gli L valori νl i restanti autovalori si differenziano soltanto per il segno; il problema è, in questo senso,
sovradimensionato. Dimostriamo ora come è possibile ricondurre il problema all’analisi spettrale di
una matrice di dimensione L×L generalizzando per convenienza futura le matrici Γl che compongono
M in modo da includere le correlazioni che in generale sono non nulle (f−l = −fl)
Γl =
(
−fl −gl
g−l fl
)
=⇒ Γ−l = σyΓlσy . (4.30)
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L’idea è quella di separare lo spazio in due sottospazi invarianti sotto M e equivalenti (a meno del
segno) dal punto di vista dell’analisi spettrale di M ; a tale fine consideriamo i vettori
~w†±(~v) =
(
v∗1 ∓iv∗L v∗2 ∓iv∗L−1 · · · · · · v∗L ∓iv∗1
)
; (4.31)
osserviamo che ~w†+(~v1) · ~w−(~v2) = 0, cosicché lo spazio su cui agisce M può essere scritto come
somma diretta dei sottospazi W± generati dai vettori ~w±. Sfruttando la proprietà (4.30) risulta
immediato verificare che
M ~w±(~v) = ~w± (Π±~v) , (4.32)
dove la matrice Π è la matrice Hankel+Toeplitz hermitiana i cui elementi sono
Π±kl = −gL+1−k−l ± ifk−l . (4.33)
Osserviamo infine che Π+ ha lo stesso spettro di Π− (gli autovettori corrispondenti allo stesso
autovalore sono il complesso coniugato l’uno dell’altro), quindi in generale possiamo determinare
lo spettro della matrice densità ridotta considerando soltanto una delle due matrici, ad esempio
Π+ ≡ Π.
4.1.2 Entropia di entanglement
La corrispondenza stabilita tra ρL e Π ci permette di scrivere l’entropia di entanglement
in termini di Π
SL = −tr
[
1 + Π
2
log
(
1 + Π
2
)
+
1−Π
2
log
(
1−Π
2
)]
; (4.34)
l’approccio standard al problema [JK04][IJK07] permette di risolvere l’entropia di entanglement al-
l’equilibrio senza fare uso della formula di riduzione alla matrice di Hankel Π, in questo caso è infatti
conveniente sfruttare la generalizzazione alle matrici di Toeplitz a blocchi dei teoremi sul compor-
tamento asintotico delle matrici di Toeplitz. Un’analoga trattazione permette di risolvere l’entropia
anche una volta completato il rilassamento [CC05], ma in questo caso preferiamo il nuovo approccio
descritto ampiamente nel capitolo 5; faremo comunque cenno al modo di procedere standard nella
sezione 4.4.1.
Introduciamo la funzione
e(x, y) = −x+ y
2
log
x+ y
2
− x− y
2
log
x− y
2
(4.35)
e osserviamo che l’entropia può essere scritta in termini di e(1, y)
SL =
L∑
i=1
e(1, νi) . (4.36)
Abbiamo visto che i νl sono gli autovalori della matrice M , ovvero se definiamo DL ≡ det |λ1−M |
possiamo facilmente costruire una funzione con poli nei νl
d
dλ
logDL =
d
dλ
log
L∏
i=1
(λ2 − ν2i ) =
∑
i
2λ
(λ− νi)(λ+ νi) , (4.37)
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Figura 4.2: Contorno di integrazione Γ. Le linee più spesse (−∞,−1 − 2²) e (1 + 2²,∞) sono i tagli
dell’integrando e(1 + 2², λ); gli zeri di DL(λ) sono indicati con il tratto punteggiato (−1, 1) e le freccie
indicano la direzione di integrazione.
e utilizzando il teorema dei residui sul contorno Γ mostrato in figura 4.2 l’entropia di entanglement
può essere scritta come limite di una integrazione in campo complesso
SL = lim
²→0+
1
4pii
∮
Γ
dλe(1 + 2², λ)
d
dλ
DL(λ) . (4.38)
Il nostro interesse si concentra principalmente sul comportamento di SL nel limite di L asintotica-
mente grande (limL→∞ SL). Osserviamo che la matrice λ1−M è una matrice di Toeplitz a blocchi
(indichiamo con Γ˜ i blocchi 2× 2)
Γ˜l ≡ δl0λ1− iΓl = 12pi
∫ pi
−pi
dϕe−ilϕ
(
λ ie−iθ
−ieiθ λ
)
≡ 1
2pi
∫ pi
−pi
dϕe−ilϕΦ(ϕ) (4.39)
cosicché, supponendo di poter scambiare il limite ² → 0+ con il limite L → ∞, possiamo applicare
a DL i teoremi sullo sviluppo asintotico del determinante e ricavare il valore limite di saturazione
(se finito). Nel seguito eviteremo di entrare nel dettaglio dei calcoli; nell’appendice B sono enunciati
alcuni teoremi utilizzati in [IJK07] per derivare le formule asintotiche dell’entropia di entanglement.
53
4.2 Risultati all’equilibrio
Lo studio del valore di saturazione dell’entropia di entanglement nelle regioni non critiche è
stato ultimato da Its et al. in [IJK07] completando il lavoro iniziato da Peschel in [Pes04] seguendo
l’approccio [CC04]. Riportiamo in questa sezione i risultati confrontandoli con i dati numerici.
L’entropia di entanglement distingue 3 regioni in base al valore del campo magnetico h e della
costante di anisotropia γ (fissiamo h ≥ 0 e 0 ≤ γ ≤ 1):
a) se il sistema è soggetto a un forte campo magnetico h > 1 allora
S∞ =
1
12
[
log
16
k2(1− k2) + (2k
2 − 1)4I(k
2)I(1− k2)
pi
]
k =
γ√
h2 + γ2 − 1 (4.40)
b) se il campo è debole ma (1− γ2) < h2 < 1
S∞ =
1
6
[
log
k2
16
√
1− k2 +
(
1− k
2
2
)
4I(k2)I(1− k2)
pi
]
+ log 2 k =
√
h2 + γ2 − 1
γ
(4.41)
c) all’interno della circonferenza h2 + γ2 < 1
S∞ =
1
6
[
log
k2
16
√
1− k2 +
(
1− k
2
2
)
4I(k2)I(1− k2)
pi
]
+ log 2 k =
√
1− h2 − γ2
1− h2
(4.42)
dove abbiamo indicato con I(k) la funzione ellittica di prima specie
I(k) =
∫ 1
0
dx
1√
(1− x2)(1− kx2) . (4.43)
Osserviamo che sulla circonferenza h2 + γ2 = 1 (vd. Figura 4.3) l’entropia di entanglement assume
il valore minimo log 2: abbiamo visto che in questa regione lo stato fondamentale è doppiamente
degenere e che l’autospazio è generato da due stati fattorizzabili (cf. 2.4.3): il valore di satura-
zione ottenuto è indice del fatto che la procedura di diagonalizzazione dell’hamiltoniana XY sulla
circonferenza seleziona una combinazione dei due stati.
In prossimità delle regioni critiche il valore di saturazione diverge logaritmico
S∞ ≈ 112 log
1
1− k , (4.44)
segno appunto del diverso comportamento dell’entropia di entanglement in presenza di criticità.
Osserviamo (vd. Figura 4.4) che il limite asintotico viene approcciato molto rapidamente (∼ e−L/ξ,
dove ξ è la lunghezza di correlazione [CCAD07]): lontano dalle regioni critiche e per blocchi di appena
una decina di spin si può già assumere che l’entropia di entanglement abbia il valore massimo di
saturazione.
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Figura 4.3: Nel grafico a sinistra è riportato il valore di saturazione dell’entropia in prossimità della
regione XX (γ = 0); a destra è stato scelta l’anisotropia γ = 0.6 per evidenziare la divergenza di S∞ in
h = 1, e il minimo sulla circonferenza in h =
p
1− γ2 = 0.8.
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Figura 4.4: Nel grafico è confrontata l’entropia dei sottosistemi costituiti di L spin adiacenti con il valore
di saturazione S∞.
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4.2.1 Regione critica XX
Nel modello XY isotropo immerso in un campo magnetico intenso (|h| > 1) (fissiamo per
semplicità J = 1) tutti gli spin si allineano con il campo magnetico e l’entropia di entanglement è
nulla in virtù della fattorizzazione dello stato fondamentale. Per campi deboli |h| < 1 il sistema è
critico conforme e l’entropia di entanglement di un blocco di spin di dimensione L diverge logaritmica
in L [HLW94][CC04]. Il valore asintotico di SL è stato ottenuto analiticamente in [JK04] facendo uso
della congettura di Fisher-Hartwig per lo sviluppo asintotico dei determinanti di Toeplitz e conferma
il risultato CFT (4.16)
SL ³ 13 log
[
2L
√
1− h2
]
−
∫ ∞
0
dx
(
e−3x
3x
+
1
x sinh2(x/2)
− cosh(x/2)
2 sinh3(x/2)
)
. (4.45)
Notiamo che per |h| < 1 esiste una scala naturale di lunghezza Lh = 1
/
2
√
1− h2 singolare in |h| = 1
e che il coefficiente moltiplicativo del termine logaritmico è compatibile con la carica centrale c = 1.
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4.3 Identificazione delle regioni critiche
Nella precedente sezione abbiamo analizzato l’entropia di entanglement di un blocco con-
nesso di spin e abbiamo mostrato che all’equilibrio SL è una grandezza sensibile alla criticità del
sistema, in quanto è intensiva se il sistema non è critico e altrimenti dipende in modo logaritmico
dalla dimensione L. Questa proprietà è indipendente dal modello, quindi l’entropia di entangle-
ment può in generale essere utilizzata come mezzo per identificare le regioni critiche. Seguendo
il metodo suggerito in [LK08] per localizzare numericamente il punto critico nel modello di Bose-
Hubbard, consideriamo l’incremento di entropia di metà catena al raddoppiamento della dimensione
del sistema
∆S(N) ≡ S(N)N/2 − S(N/2)N/4 , (4.46)
dove abbiamo indicato con S(N)L l’entropia di entanglement di un blocco di L spin in una catena
di dimensione N . L’entropia di entanglement in sistemi critici in dimensione 1+1 con condizioni al
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Figura 4.5: Entropia di entanglement per una catena di 100 spin per un sistema isotropo critico a sinistra,
e in una regione non critica a destra; nel riquadro a sinistra abbiamo mostrato lo stesso grafico in scala
logaritmica.
contorno periodiche dipende dalla carica centrale conforme c e da una costante non universale s1
S
(N)
L =
c
3
log
[
N
pi
sin
(
piL
N
)]
+ s1 ; (4.47)
viceversa se il sistema non è critico conforme (esiste un gap nella legge di dispersione e la lunghezza
di correlazione ξ è finita) ci si aspetta invece che SNL saturi ad un valore ∼ log(ξ) quando la lunghezza
di correlazione diventa trascurabile rispetto alla dimensione del sottosistema ξ ¿ L (vd. Figura 4.5).
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Figura 4.6: Carica centrale stimata attravero ∆S(N) nel modello XX, per vari valori di N . Nel box è
mostrato un dettaglio di h ≈ 1.
Dato che quest’ultima condizione è indipendente da N abbiamo che ∆S(N) è non nulla soltanto
nelle regioni critiche e, in tal caso, tende ad un valore finito universale che dipende unicamente dalla
carica centrale
∆S(N) =
c
3
log 2 : (4.48)
studiare numericamente ∆S(N) non è utile soltanto a localizzare le regioni critiche ma consente
anche di determinare il valore della carica centrale del sistema. Prima di analizzare i risultati
numerici ottenuti per il modello XY osserviamo che la localizzazione delle regioni critiche diviene
più complessa quando la criticità è isolata ad una regione di misura nulla nello spazio dei parametri:
se consideriamo ad esempio il modello XX, variando il campo magnetico è abbastanza semplice
individuare la regione critica, se però estendiamo il modello, e quindi lo spazio dei parametri, al
modello XY e immaginiamo di non sapere che il sistema isotropo è critico in un segmento allora
è difficile prendere in considerazione i giusti sistemi, e si può soltanto sperare di attraversare la
criticità seguendo ad esempio una retta che taglia la regione.
Risulta a questo punto chiaro che meno informazioni si hanno sui punti critici e più dob-
biamo limitare la dimensione dei sistemi (per inciso, la lunghezza della catena nel modello XY) da
analizzare, per studiare poi lo scaling nell’intorno del sospetto punto critico; nella nostra analisi, da-
to che conosciamo già le regioni critiche del modello XY, abbiamo preferito un approccio diretto alla
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criticità, lasciando in ultimo qualche considerazione sulle difficoltà che avremmo incontrato basando
la nostra conoscenza unicamente sull’analisi di ∆S(N).
Per quanto riguarda il modello XX, se variamo il campo magnetico h otteniamo che nelle
regioni non critiche (|h|>1) ∆S(N) è nullo quale che sia N (l’entropia di entanglement è identi-
camente nulla), mentre per campi deboli |h| < 1 il valore limite (4.48) viene raggiunto in modo
oscillante1 (vd. Figura 4.6), a causa dei punti di level crossing che abbiamo descritto nella sezione
2.4.1.
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Figura 4.7: Carica centrale stimata attraverso ∆S(N) per vari valori di N : nel grafico a sinistra sono
considerate le configurazioni (h, γ) = (sin2 ψ, tan2 ψ), a destra è presa in considerazione la regione critica
h = 1.
Per studiare la regione critica |h| = 1 abbiamo analizzato al variare di ψ ∈ (0, pi/2) le
configurazioni appartenenti al supporto (h, γ) = (sin2 ψ, tan2 ψ). Osserviamo (vd. Figura 4.7) che
per ψ ≈ 0 ci troviamo nei pressi della regione critica XX e la carica centrale stimata è c ∼ 1, man
mano che ci allontaniamo la stima di c (o più correttamente2 3∆S(N)/ log 2) tende a 0 dato che
stiamo attraversando regioni non critiche, infine avvicinandoci alla regione critica |h| = 1 la stima
di c torna ad essere diversa da 0 ma esibisce un comportamento abbastanza strano. Per valori di ψ
non troppo vicini a pi/2 sentiamo l’influenza della regione critica |h| = 1 e la carica centrale stimata
si adagia sul valore teorico c = 1/2; avvicinandoci troppo a ψ = pi/2 però c ∼ 1. Per rendere più
chiaro il problema abbiamo considerato i sistemi critici con campo h = 1 al variare dell’anisotropia
γ (vd. figura 4.7): il comportamento anomalo inizia per valori di γ & N ovvero quando, nel limite
termodinamico, il sistema è totalmente anisotropo
H ∼
∑
l
σxl σ
x
l+1 −
∑
l
σyl σ
y
l+1 ; (4.49)
1In generale il periodo delle oscillazioni varia in modo non prevedibile, a meno che il campo magnetico h sia, per
qualche motivo, in rapporto razionale con la costante di accoppiamento J .
2Nelle regioni non critiche non ha senso parlare di carica centrale.
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per γ → ∞ il sistema è ancora critico ma non appartiene alla stessa classe universale della regione
|h| = 1. Osservando il secondo grafico in figura 4.7 risulta inoltre chiaro che il punto (h, γ) = (1, 0)
non è critico conforme; in definitiva quella a cui comunemente ci si riferisce come regione critica XY
è la regione |h| = 1, |γ| ∈]0,+∞[.
Concludiamo considerando due insiemi di sistemi che “tagliano” le regioni critiche: studiamo
un intorno dell’Ising critico, ovvero le configurazioni appartenenti ad un segmento a fissa anisotropia
γ = 1 che attraversa il punto critico a campo h=1, e un intorno del punto (h, γ) = (1/3, 0). Come
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Figura 4.8: Carica centrale stimata attraverso ∆S(N) per vari valori di N : a sinistra è considerato
l’intorno h ∈ (0.99, 1.01) dell’Ising critico (γ = 1), a destra sono presi in considerazione i sistemi in un
intorno di (h, γ) = (1/3, 0) a fisso campo h.
abbiamo mostrato nella sezione 2.4.2 perN finito in h = J il modello c-ciclico è doppiamente degenere
ed è quindi sede di level crossing : vediamo in figura 4.8 come questo si ripercuote anche su ∆S(N),
che risulta discontinua in h. Osserviamo che, in questo caso, la discontinuità rende immediata
l’individuazione del punto critico e, per N & 500 quando cioè la funzione diventa apparentemente
continua, resta una discontinuità nella derivata che non lascia dubbi sulla posizione della criticità.
Se invece (h, γ) ≈ (1/3, 0) l’approccio al limite è analitico ma la simmetria h ↔ −h rende
nuovamente banale la localizzazione del punto critico. In questo caso abbiamo valutato l’incertezza
sulla stima della posizione della criticità con la larghezza a metà altezza della curva e lo scarto tra il
valore stimato della carica centrale e il valore esatto (vd. Figura 4.9): in entrambi i casi è evidente
un andamento dominante ∼ 1/N .
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Figura 4.9: Analisi dello scaling nell’intorno (h, γ) = (1/3, 0): a sinistra è mostrato l’andamento della
larghezza a metà altezza della stima di c in funzione di γ, a destra è considerato il valore assoluto dello
scarto tra il valore stimato di c e il valore esatto.
4.4 Entanglement nello stato stazionario asintotico
Una delle caratteristiche più evidenti che distingue uno stato all’equilibrio a temperatura
nulla dallo stato stazionario asintotico che i propagatori (3.35) descrivono è l’andamento dell’entropia
di entanglement. All’equilibrio, abbiamo visto, nelle regioni non critiche l’entropia tende ad essere
intensiva e in presenza di criticità diverge logaritmica, studiamo ora il comportamento dell’entropia
a tempi asintoticamente grandi per poi considerare il problema più generale dell’entanglement nello
stato stazionario asintotico.
4.4.1 Entropia a tempi grandi
Per tempi asintoticamente grandi dopo un quench istantaneo il simbolo Φ(ϕ) che compare
nell’equazione (4.39) deve essere modificato (cf. (3.35))
Φ(ϕ) =
(
λ ie−iθ cos∆
−ieiθ cos∆ λ
)
(4.50)
e il lemma di Szëgo (vd. Appendice B) ci permette di ottenere l’andamento asintotico del determi-
nante DL(λ)
logDL(λ) ³ L2pi
∫ pi
−pi
dϕ log det |Φ(ϕ)|+O(logL) , (4.51)
ovvero
d logDL(λ)
dλ
³ L
pi
∫ pi
−pi
λ
λ2 − cos2∆ . (4.52)
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Sostituendo questa espressione nella (4.38) e portando il limite ² → 0+ all’interno dell’integrale
otteniamo infine
S∞L ³
L
2pi
∫ pi
−pi
dϕH(cos∆) , (4.53)
dove abbiamo definito
H(x) = e(1, x) = −1 + x
2
log
1 + x
2
− 1− x
2
log
1− x
2
. (4.54)
Osserviamo che poiché S∞L dipende unicamente da cos∆ c’è invarianza per inversione del quench
(h0, γ0) ↔ (h, γ); inoltre a tempi grandi, tralasciando i quench interni al modello XX, scompare
completamente ogni informazione sulle criticità attraversate dal sistema: l’entropia dei sottosistemi
di dimensione asintoticamente grande è proporzionale alla dimensione del blocco a prescindere che
si sia partiti o giunti in una regione critica. Approfondiremo questo discorso nel capitolo 5, quando
potremo includere nella discussione l’intera dinamica dell’entropia di entanglement.
4.4.2 Stato del sistema a tempi grandi
Proviamo in questa sezione a sviluppare le idee introdotte nella sezione 3.3 concernenti lo
stato a cui si perviene nel limite di tempi asintoticamente grandi. Assumiamo per questo che il limite
termodinamico esista, supponiamo cioé che il sistema a cui si tende nel limite termodinamico non
dipenda dal particolare sistema finito che lo approccia asintoticamente. Sotto questa ipotesi siamo
liberi di scegliere il sistema finito che più ci conviene e poiché tutte le informazioni sono contenute nei
propagatori possiamo trasportare questa affermazione ai correlatori a due punti: dati i correlatori
nel limite termodinamico
Cl =
1
2pi
∫ pi
−pi
dϕe−ilϕC˜(ϕ) (4.55)
possiamo scegliere liberamente i propagatori del sistema finito (di dimensione N)
C
(N)
l =
1
N
N−1
2∑
k= 1−N2
e−
2pikl
N C˜
(N)
k (4.56)
a patto che limN→∞ C
(N)
l = Cl.
Consideriamo ora i propagatori (3.35) a tempi asintoticamente grandi; il sistema finito più
semplice che esibisce il corretto limite termodinamico è
f
(N)
l = 0
g
(N)
l =
1
N
N−1
2∑
k= 1−N2
e−ilϕke−iθk cos∆k (4.57)
e gli autovalori della matrice densità dell’intera catena (4.27) si scrivono in termini del modulo degli
autovalori |νi| della matrice di Hankel
Πkl = g
(N)
N+1−k−l 1 ≤ k, l ≤ N . (4.58)
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Lo stretto legame tra le matrici di Hankel e quelle di Toeplitz (vd. Appendice B) ci permette di
ricondurre il problema alla determinazione del modulo degli autovalori della matrice circolante
Π˜kl = g
(N)
k−l 1 ≤ k, l ≤ N ; (4.59)
utilizzando il risultato mostrato in Appendice B siamo in grado di esplicitare gli autovalori |νk|
|νk| =
∣∣∣∣∣
N∑
l=1
eikϕlgl
∣∣∣∣∣ = | cos∆k| (4.60)
ed infine gli autovalori della matrice densità del sistema fittizio
λ{σ} =
N−1
2∏
k= 1−N2
1 + σk cos∆k
2
. (4.61)
Osserviamo che il modo k = 0 produce la scissione del sistema, infatti | cos∆0| = 1 e almeno metà
degli autovalori della matrice densità sono nulli. Per convincerci che il sistema non si trova in uno
stato puro calcoliamo la densità di entropia di Von Neumann nel limite termodinamico (quando il
nostro schema acquista senso)
S
N
=
1
2pi
∫ pi
−pi
dϕH(cos∆) 6= 0 : (4.62)
osserviamo che è proprio lo stesso valore ottenuto per i sottosistemi (vd. (4.53)).
Ogni volta che utilizziamo il risultato (4.61) dobbiamo ricordare che questo ha senso solo nel
limite termodinamico: i νi sono corretti a meno di termini 1/N e non abbiamo alcuna informazione
sugli autovalori della matrice densità. Per questo motivo possiamo prendere in considerazione solo
le grandezze scrivibili come tr[f(Π)]/N , dove f è una generica funzione. Notiamo d’altraparte che
se |hγ0 − h0γ| ≤ |γ − γ0| gli autovalori corrispondenti al modo cosϕk ≈ J γh0−γ0hγ−γ0 (sin∆k ≈ 0) sono
O(1/N) e nel limite termodinamico lo spazio è ulteriormente ridotto.
A questo punto sarebbe interessante riuscire ad esprime la matrice densità dello spazio
ridotto in termini di grandezze termodinamiche: dimostriamo che la distribuzione non può essere
semplicemente la distribuzione canonica
ρ|Ω =
e−βH
Z
Z = tr[e−βH ] , (4.63)
dove abbiamo indicato con Ω lo spazio ridotto. Dall’equazione per l’entropia otteniamo
β
〈H〉
N
+
logZ
N
≈ 1
2pi
∫ pi
−pi
dϕH(cos∆) . (4.64)
Consideriamo ora il funzionale tr[ρ(log ρ)2]/N2 che nel limite termodinamico non è altro che S2/N2;
scrivendo un’equazione analoga alla (4.64) dobbiamo imporre per consistenza che le fluttuazio-
ni dell’energia siano nulle nel limite termodinamico 〈H2〉 /N2 ≈ 〈H〉2 /N2 ovvero, utilizzando la
conservazione dell’energia, dovrebbe valere
(h−h0)∂E
2
0
∂h0
+(γ−γ0)∂E
2
0
∂γ0
+
(h− h0)2
2
∂2E20
∂h20
+
γ − γ0
2
∂2E20
∂γ20
+(h−h0)(γ−γ0) ∂
2E20
∂h0∂γ0
= 0 , (4.65)
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che non può essere identicamente soddisfatta per ogni valore di h e γ.
In definitiva abbiamo mostrato che è plausibile aspettarsi che lo stato a cui il sistema tende
nel limite termodinamico e per tempi asintoticamente grandi sia uno stato misto, descritto da una
matrice densità che ha almeno metà autovalori nulli; la matrice densità dello spazio ridotto non è
semplicemente la distribuzione canonica e non è accertato che possa essere scritta con un numero
finito di grandezze macroscopiche.
Ribadiamo comunque che lo stato asintotico che abbiamo studiato nel limite termodinamico
non è in relazione con lo stato dell’intera catena finita di spin, quanto invece è in corrispondenza con
lo stato verso cui si rilassano i blocchi di spin di dimensione L¿ t¿ N con LÀ λ, dove abbiamo
indicato con λ tutte le altre grandezze caratteristiche del sistema.
Riepilogo
In questo capitolo abbiamo studiato l’entanglement che un blocco connesso di spin esibisce
con il resto della catena utilizzando l’entropia di Von Neumann come strumento di misura. Dopo
aver brevemente illustrato le proprietà dell’entropia abbiamo specializzato il problema al modello XY
mostrando che, in questo caso, nel limite termodinamico l’entropia di entanglement di un blocco di
dimensione asintoticamente grande può essere scritta in forma chiusa. Dopo aver fatto cenno a come
sia possibile risolvere lo stesso problema a tempi asintoticamente grandi in seguito ad un quench
istantaneo abbiamo preso in considerazione alcuni effetti di dimensione finita del blocco, concentran-
doci in particolare sullo scaling dell’entropia di metà catena. In ultimo abbiamo utilizzato le relazioni
ottenute tra correlatori e autovalori della matrice densità per approfondire la caratterizzazione dello
stato a cui si perviene a tempi asintoticamente grandi nel limite termodinamico.
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Capitolo 5
Dinamica dell’entropia di
entanglement
In questo capitolo studieremo la dinamica dell’entanglement: discuteremo il comportamento
dinamico che in generale ci si aspetta dall’entropia di entanglement per poi restringere l’attenzione al
modello XY. Il risultato principale che dimostreremo è l’esatta dipendenza temporale dell’entropia di
entanglement di un blocco connesso di spin di dimensione asintoticamente grande. In un primo momento
seguiremo un approccio intuitivo che ci permetterà di ottenere l’andamento corretto in modo abba-
stanza semplice; dimostreremo poi rigorosamente il risultato e analizzeremo le principali caratteristiche
dell’evoluzione dell’entropia.
Lo studio delle funzioni di correlazione dipendenti dal tempo ci è stato utile per capire che
nel modello XY l’informazione fluisce da un punto all’altro della catena con una velocità limitata. Il
fatto che l’informazione si propaga fornisce un’altra testimonianza dell’entanglement del sistema, la
velocità di propagazione è invece strettamente legata alla dinamica dell’entanglement, in particolare
dell’entropia introdotta nel capitolo 4.
Se l’hamiltoniana che genera la dinamica è critica conforme la CFT predice [CC05] per
l’entropia di entanglement un andamento asintotico temporale lineare fino a tempi t ∼ L/vM e la
saturazione per tempi maggiori di metà lunghezza blocco
SL(t) ∼

picvM t
12²
(
vM
2 t . L/2− ²
)
picL
12²
(
vM
2 t & L/2 + ²
)
,
(5.1)
dove ² è una costante proporzionale alla lunghezza di correlazione dello stato iniziale [CC06b], c è
la carica centrale conforme e nella regione |t−L/2| . 2² i due andamenti si raccordano dolcemente.
D’altraparte fuori dalle regioni critiche abbiamo visto (cf. (4.53)) che a tempi asintototicamente
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grandi l’entropia resta proporzionale alla dimensione del blocco, inoltre in [CC05] è stato analizzato
numericamente il problema dell’evoluzione temporale per quench non critici interni al modello di
Ising quantistico ritrovando l’andamento predetto dalla CFT per hamiltoniane critiche: come ab-
biamo messo in evidenza nel capitolo 3 la dinamica è influenzata principalmente dal comportamento
della velocità ε′ e non dalla legge di dispersione ε, per cui l’andamento (5.1) (crescita lineare fino a
saturazione) è in generale ritenuto corretto anche nelle regioni non critiche. Riassumendo
SL(t) ∼ S
∞
L
L
{vMR tΘ(tR − t) + [vMR tR + (L− vMR tR)%(t− tR)]Θ(t− tR)} , (5.2)
dove %(t) è una funzione definita per t ≥ 0 tale che %(0) = 0 e lim
t→∞ %(t) = 1, come in precedenza
vM = 2maxϕ |ε′|, tR = L/vM è il tempo fino al quale vale il regime lineare e R è la costante
adimensionale (anche ripristinando la dimensione energetica J)
R ≡ (∂SL/∂t)t<tR
vM (∂SL/∂L)tÀtR
(5.3)
proporzionale al rapporto tra l’incremento di entropia per unità di tempo a tempi t < tR ∝ L e
la densità di entropia a tempi asintoticamente grandi. In [CC05] è stata data una interpretazione
fisica a questo comportamento che chiarisce la previsione CFT R = 1 e anche nel caso in cui R < 1
fornisce una spiegazione in termini della propagazione di quasiparticelle all’evoluzione dell’entropia
di entanglement. Nella derivazione qualitativa della formula per l’evoluzione temporale dell’entropia
di entanglement faremo uso della possibilità di generalizzare l’idea ad ogni funzionale dello spettro
della matrice densità, riportiamo quindi innanzitutto l’interpretazione fisica data da Calabrese e
Cardy in [CC05].
5.1 Entanglement e quasiparticelle
Nel capitolo 3 abbiamo messo in evidenza che in seguito ad un quench globale la differenza
di energia tra lo stato del sistema e lo stato fondamentale dell’hamiltoniana che governa l’evoluzione
è estensiva; nel limite termodinamico la grandissima energia agisce come una sorgente infinita di
quasiparticelle che vengono emesse in ogni punto della catena e viaggiano con una velocità minore
della velocità limite vM/2 ≡ maxϕ |ε′|. Particelle emesse da punti diversi dello spazio-tempo sono
incoerenti, infatti soltanto le particelle originate nello stesso punto sono correlate. Se indichiamo con
f(p′, p′′) la sezione d’urto di produzione di particelle di impulso p′ e p′′ e supponiamo di poter trattare
in modo classico la dinamica delle quasiparticelle non-interagenti allora le quasiparticelle prodotte al
tempo t0 nel sito x0 rendono correlato il sito x′ = x0+ε′(p′)(t−t0) con il sito x′′ = x0+ε′(p′′)(t−t0).
Consideriamo l’entanglement di un blocco di spin A con il resto del sistema B (vd. Figura 5.1) e
facciamo l’ipotesi che l’entropia di entanglement SA sia proporzionale al numero di particelle che
contribuiscono all’entanglement; le osservazioni fatte ci permettono di esplicitare la dipendenza
temporale dell’entropia
SA(t) ∝
∫
x′∈A
dx′
∫
x′′∈B
dx′′
∫ ∞
−∞
dx
∫∫
dp′dp′′f(p′, p′′)δ(x′ − x− ε′(p′)t)δ(x′′ − x− ε′(p′′)t) . (5.4)
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Figura 5.1: Diagramma spazio-tempo che illustra l’entanglement tra un intervallo A e il resto del sistema:
a causa del movimento coerente in direzione opposta di quasiparticelle questo cresce linearmente e poi
satura. l = L è la dimensione del blocco e vM è fissato a 2. (Immagine ripresa da [CC05])
É plausibile aspettarsi che l’impulso sia localmente conservato, cosicché f(p′, p′′) = δ(p′ + p′′)f(p′)
e sfruttando la parità di ε
SA(t) ∝
∫
dpf(p)
∫
A
dx 1A¯(x− 2ε′(p)t) , (5.5)
dove 1A è la funzione caratteristica di A
1A(x) =
1 x ∈ A0 x½∈A (5.6)
e A¯ è il complementare di A; sia L la lunghezza di A, l’entropia
SA(t) ∝ t
∫
2|ε′|t<L
dp 2|ε′|f(p) + L
∫
2|ε′|t>L
dp f(p) (5.7)
cresce linearmente fino al tempo tR = L/vM ≡ L/2maxp |ε′(p)|, per poi saturare al valore L
∫
dpf(p).
A questo punto possiamo esplicitare il rapporto R (cf. (5.3))
R =
∫
dp 2|ε′|f(p)
vM
∫
dpf(p)
, (5.8)
che risulta essere pari al valor medio sulla distribuzione f(p) del modulo della velocità delle quasi-
particelle normalizzata a 1.
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Osserviamo che se l’hamiltoniana è critica conforme allora la legge di dispersione è lineare
e, come predetto dalla CFT (cf. (5.1)), R = 1; l’affermazione può essere inoltre ribaltata: se R = 1
e f(p) = 0 in una regione di misura nulla allora il sistema gapless è critico conforme.
Nella (5.7) possiamo riconoscere la funzione che regola l’andamento dell’entropia per t > tR
%(t) =
∫
2|ε′|t
1− 2|ε′|
vM
<L
dpf(p)2|ε′|t+ L
∫
2|ε′|t
1− 2|ε′|
vM
>L
dpf(p)
(
1− 2|ε
′|
vM
)
L
∫
dpf(p)
(
1− 2|ε
′|
vM
) , (5.9)
che può essere visto come un valor medio sulla distribuzione f˜(p) ≡ f(p)
(
1− 2|ε′|vM
)
%(t) =
〈
1
L
min
[
L,
2|ε′|t
1− 2|ε′|vM
]〉
f˜
. (5.10)
Analogamente osserviamo che se conosciamo (come nel nostro caso) l’entropia di entanglement per
tempi asintoticamente grandi allora l’entropia al tempo t può essere espressa in modo compatto
SL(t) = S∞L
〈
1
L
min [L, 2|ε′|t]
〉
f
, (5.11)
dove abbiamo utilizzato che la velocità ε′ si annulla solo per impulsi isolati (cf. Figura 1.1). Conclu-
diamo in ultimo con una precisazione: nella deduzione della (5.7) abbiamo supposto che f(p) fosse
la sezione d’urto di produzione delle quasiparticelle, in realtà non conosciamo a priori il legame tra
l’entropia di entanglement e il numero di quasiparticelle che contribuiscono all’entanglement, quindi
possiamo in generale affermare solo che f(p) è una funzione della sezione d’urto di produzione. Con
questa generalizzazione possiamo intuitivamente estendere la forma suggerita dall’equazione (5.7) ad
ogni altra funzione entropia che possa quantificare l’entanglement (ad esempio le entropie di Renyi
Sn ≡ (log Trρn)/(1− n)): sotto le ipotesi suddette le entropie possono essere identificate attraverso
la distribuzione f(p) che compare nella (5.7).
5.1.1 Prima correzione all’entropia per tempi grandi
L’interpretazione fisica data in [CC05] e discussa nella sezione 5.1 vincola pesantemente la
forma che può assumere l’evoluzione temporale dell’entropia di entanglement di un sistema bipartito.
Una prima conseguenza della (5.11) è che l’entropia di entanglement è una funzione concava
monotona crescente del tempo infatti
d
dt
SL(t) = S∞L 〈2|ε′|Θ(L− 2|ε′|t)〉f
d2
dt2
SL(t) = −S∞L
L2
t2
〈δ(L− 2|ε′|t)〉f ≤ 0 ,
(5.12)
e per tempi t À tF solo le quasiparticelle a velocità ≈ 0 contribuiscono alla derivata seconda
dell’entropia. Tornando al modello XY, se non ci troviamo nella regione critica h = 1 la velocità
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delle quasiparticelle si annulla se l’impulso ϕ = 0, pi oppure, nel caso in cui |h| < |1 − γ2|, per il
valore finito dell’impulso
cosϕ = J
h
1− γ2 . (5.13)
Indichiamo con |ε′|(−1)i le inverse della velocità nei domini di definizione Di tali per cui
⋃
iDi =
[−pi, pi] ed esplicitiamo l’integrale che compare nella derivata seconda dell’entropia
d2
dt2
SL(t) = −S∞L
L2
2t3
∑
i
f
(
|ε′|(−1)i (L/2t)
)
∣∣∣|ε′|′i ◦ |ε′|(−1)i (L/2t)∣∣∣ ; (5.14)
dal momento che stiamo supponendo
L
t
→ 0, restringendo per simmetria il dominio a [0, pi], la
sommatoria è su 2 oppure 4 elementi a seconda che |h| sia maggiore o minore di |1−γ2| (vd. Figura
1.1). Nel primo caso la derivata seconda dell’entropia dipende unicamente dal comportamento al
bordo
d2
dt2
SL(t)
tÀL−−−→ −S∞L
L2
t3
f
(
L
2t|ε′′0 |
)
|ε′′0 |
+
f
(
pi − L2t|ε′′pi |
)
|ε′′pi|
 (5.15)
dove non è affatto banale prevedere l’andamento di f(ϕ): quando ϕ = 0, pi allora | cos∆| = 1 e dopo
il quench lo stato fondamentale (lo stato di vuoto) resta autostato delle quasiparticelle di Bogoliubov
con tali impulsi, inibendo la produzione delle quasiparticelle che determinano l’entanglement f(0) =
f(pi) = 0. Per quanto detto possiamo solo arguire che l’entropia tende al valore asintotico più
velocemente di t−1 e se f(ϕ) è analitica al bordo l’approccio non è meno rapido di t−2. Aggiungendo
il caso |h| < |1− γ2| possiamo scrivere in generale
d2
dt2
SL(t)
tÀL−−−→ −S∞L
L2
t3
f
(
L
2t|ε′′0 |
)
|ε′′0 |
+
f
(
pi − L2t|ε′′pi |
)
|ε′′pi|
+ 2
f
(
arccos Jh1−γ2
)
∣∣∣ε′′ (arccos Jh1−γ2)∣∣∣Θ((1− γ2)2 − h2)
 ,
(5.16)
dove abbiamo utilizzato il fatto che non c’è motivo per cui la sezione d’urto di produzione delle
quasiparticelle con velocità nulla e impulso lontano dal bordo sia nulla: per |h| < |1− γ2| l’entropia
di entanglement approccia il limite come t−1.
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5.2 Dinamica dell’entropia di entanglement nel modello XY
In questa sezione diamo la prima conferma analitica alla congettura (5.2) [FC08] risolvendo
esattamente la dipendenza temporale indotta da un quench globale istantaneo interno al modello
XY dell’entropia di entanglement di un blocco connesso di spin di dimensione L nel limite in cui la
dimensione del blocco è asintoticamente grande; lasciamo alla sezione 5.3 una derivazione qualitativa
della funzione f(p).
5.2.1 Impostazione del problema
Nel capitolo 4 abbiamo espresso l’entropia di entanglement in funzione degli autovalori
della matrice dei correlatori a due punti (cf. (4.27), (4.29)). Nella derivazione dell’entropia statica la
formula di riduzione (vd. Sezione 4.1.1) ci ha permesso di ricondurre il problema alla determinazione
dello spettro della matrice Hankel Π; se ora prendiamo in considerazione l’evoluzione dell’entropia il
procedimento descritto nella sezione 4.1 resta valido a patto di modificare adeguatamente la matrice
dei correlatori. I blocchi Γl che costituiscono la matrice dei correlatori
Γl =
(
if tl −gtl
gt−l −if tl
)
(5.17)
hanno per elementi i propagatori dipendenti dal tempo f tl e g
t
l (cf. (3.22)). Anche in questo caso
possiamo applicare la formula di riduzione (vd. sezione 4.1.1) pervenendo alla matrice hermitiana
Hankel+Toeplitz1
Πkl = gtL+1−k−l − f tk−l + δkl . (5.18)
Sia l’entropia di Von Neumann SV.N. che più in generale le entropie di Renyi S(n) ≡ (log trρnL)/(1−n)
possono essere scritte come traccia di funzioni della matrice Π
SV.N.L = − lim
²→0
tr
[
(1 + ²)1+Π
2
log
(
(1 + ²)1+Π
2
)
+
(1 + ²)1−Π
2
log
(
(1 + ²)1−Π
2
)]
S
(n)
L = lim²→0
tr
[
log
((
(1 + ²)1+Π
2
)n
+
(
(1 + ²)1−Π
2
)n)]/
(1− n) ,
(5.19)
come si vede immediatamente generalizzando alle entropie di Renyi quanto detto nella sezione 4.1
per l’entropia di Von Neumann. Il limite è dovuto al fatto che la matrice è hermitiana ( gli autovalori
di Π sono sull’asse reale) e, per valori di n non interi o in particolare per l’entropia di Von Neumann,
è presente il taglio logaritmico mostrato in figura 4.2.
Sviluppando in serie le entropie (5.19) possiamo risolvere la dinamica in due passi:
• calcolo dei “mattoni” tr[Πk]
• risoluzione del taglio logaritmico.
1Il segno della matrice Π è ininfluente (sono importanti solo i moduli degli autovalori), quindi per comodità
invertiamo il segno nella definizione della matrice.
70
Prima di passare alla deduzione del valore asintotico di tr[Πk] per ogni generico k consideriamo il
caso particolare k = 2, in modo che siano chiare fin da subito le caratteristiche che rendono possibile
la risoluzione del caso generale.
Riscriviamo esplicitamente gli elementi di matrice di Π ≡ H+ T
Hkl ≡ Hk+l = gtL+1−k−l =
1
2pi
∫ pi
−pi
dϕe−i(k+l−L−1)ϕeiθ [cos∆− i sin∆ cos(2εt)]
Tkl ≡ Tk−l = −f tk−l + δkl =
1
2pi
∫ pi
−pi
dϕe−i(k−l)ϕ sin∆ sin(2εt)
(5.20)
e definiamo i corrispondenti simboli
h(ϕ) = h∗(−ϕ) = eiθ [cos∆− i sin∆ cos(2εt)]
t(ϕ) = −t∗(−ϕ) = sin∆ sin(2εt) .
(5.21)
Dato che la matrice Hankel è simmetrica e la matrice Toeplitz è antisimmetrica gli unici termini che
contribuiscono a tr[Π2] sono tr[H2] e tr[T 2], infatti
tr {H,T} = tr {H,T}T = −tr {H,T} = 0 . (5.22)
Esplicitando la traccia e sfruttando le simmetrie delle matrici Toeplitz e Hankel
tr[Π2] =
L−1∑
l=1−L
(L−1−|l|)(H2l+L+1−T 2l ) = (L−1)2
1
L− 1
L−1∑
l=1−L
(
1− |l|
L− 1
)
(H2l+L+1−T 2l ) (5.23)
otteniamo una somma pesata con la funzione 1 − |l|
L− 1 che, enfatizziamo, dipende dalla struttura
Hankel+Toeplitz della matrice Π, ovvero dal fatto che stiamo trattando fermioni liberi. Consideran-
do L asintoticamente grande2 siamo liberi di rimpiazzare la sommatoria con una integrazione sulla
variabile ξ ∼ l/L
tr[Π2]→ L
2
2
∫ 1
−1
dξ(1− |ξ|)
∫∫
d2ϕ
4pi2
e−iLξ(ϕ1−ϕ2) [h(ϕ1)h(−ϕ2)− t(ϕ1)t(−ϕ2)] ; (5.24)
nel limite di scaling in cui s = t/L è finito la dipendenza temporale si traduce in fasi proporzionali
a L, cosicché in ultimo otteniamo espressioni del tipo
L2
2
∫ 1
−1
dξ(1− |ξ|)
∫∫
d2ϕ
4pi2
e−iL[ξ(ϕ1−ϕ2)+sF (ϕ1,ϕ2)]G(ϕ1, ϕ2) . (5.25)
Utilizzando l’approssimazione di fase stazionaria in dimensione 2 per l’integrazione nelle variabili
ϕ (vd. Appendice C) otteniamo che i termini dominanti hanno ϕ1 = ϕ2 e F (ϕ1, ϕ2) = 0, infatti
se così non fosse rimarrebbero fattori oscillanti con frequenza ∼ L e l’integrazione in ξ sarebbe
ulteriormente soppressa3. Con questa semplice analisi e tenendo presente che in dimensione 2 l’ordine
2Perché tutto abbia senso è necessario che L ¿ N , dove N è la dimensione della catena di spin, altrimenti non
potremo considerare i propagatori nel limite termodinamico.
3Il fatto che applichiamo l’approssimazione di fase stazionaria bidimensionale all’integrale tridimensionale in
ξ, ϕ1, ϕ2 deriva proprio dal fatto che asintoticamente la fase stazionaria bidimensionale presenta termini non oscillanti.
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asintoticamente dominante negli integrali della forma (5.25) va come 1/L ritroviamo il risultato
aspettato tr[Π2] ∼ L; inoltre osservando che F (ϕ1, ϕ2) ∼ 2(ε1 − ε2) (il tempo compare sempre
moltiplicato per ε, e ε1 − ε2 è l’unica combinazione che si annulla per ϕ1 = ϕ2), la condizione di
stazionarietà ξ = 2s|ε′|, unita al fatto che la velocità ε′ è limitata, è sufficiente a far riconoscere un
cambiamento di comportamento in s = tR/L. In particolare per t < tR la fase è stazionaria ∀ϕ e
proprio il termine (1− |ξ|), che abbiamo visto essere legato all’assenza di interazione tra fermioni, è
responsabile dell’andamento lineare nel tempo.
Osserviamo che queste ultime considerazioni sono corrette perché nei propagatori compare
soltanto una scala energetica (ε), e che quindi la derivazione non può essere generalizzata banalmente
per tenere conto della degenerazione dello stato fondamentale (ad esempio sulla circonferenza h2 +
γ2 = 1).
5.2.2 Formula asintotica
Analiziamo ora nel dettaglio l’andamento asintotico di tr[Πk]; dedichiamo questa sezione
esclusivamente ai dettagli tecnici, rimandando alla sezione 5.2.3 la discussione dei risultati.
L’idea alla base della dimostrazione è che, poiché nel limite di scaling in cui s = t/L resta
finito nell’integrando dei propagatori (3.21) la dimensione della matrice compare soltanto come fat-
tore moltiplicativo di fasi, possiamo ricavare l’andamento per L asintoticamente grande utilizzando
l’approssimazione di fase stazionaria multidimensionale (vd. Appendice C). Diciamo che il simbolo
(o parte di esso) di una matrice Hankel o Toeplitz è rapidamente oscillante se contiene termini del
tipo eiLβ(ϕ), dove L è la dimensione della matrice. Come risulta chiaro dalle osservazioni fatte consi-
derando tr[Π2] le parti rapidamente oscillanti influenzano in modo sostanziale l’andamento asintotico
della traccia di una potenza di una matrice Hankel+Toeplitz; studiamo innanzitutto il comporta-
mento di queste particolari matrici quando vengono moltiplicate tra loro. In virtù della hermiticità
delle matrici H e T gli elementi di matrice (5.20) possono essere scritti in modo equivalente in
termini del complesso coniugato del simbolo
Hlk =
1
2pi
∫ pi
−pi
dϕe−i(l+k−L−1)ϕh(ϕ) ≡ 1
2pi
∫ pi
−pi
dϕei(l+k−L−1)ϕh∗(ϕ)
Tlk =
1
2pi
∫ pi
−pi
dϕe−i(l−k)ϕt(ϕ) ≡ − 1
2pi
∫ pi
−pi
dϕei(l−k)ϕt∗(ϕ) ;
(5.26)
il vantaggio che otteniamo scegliendo “saggiamente” la rappresentazione è duplice: innanzitutto
possiamo esplicitare univocamente la somma sull’indice (conseguenza del prodotto tra matrici),
inoltre divengono evidenti alcune proprietà che consentono delle inaspettate semplificazioni. Ogni
moltiplicazione tra due matrici H + T coinvolge la seguente somma
L∑
j=1
exp{i(j−(L−1)/2)(ϕ1∓ϕ2)} = L
∫ 1
−1
dξ
ϕ1 ∓ ϕ2
4 sin
(
ϕ1∓ϕ2
2
) cos(Lξϕ1 ∓ ϕ2
2
)
≡ L
∫ 1
−1
dξC∓L (ϕ1, ϕ2; ξ) ,
(5.27)
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dove ϕ1 e ϕ2 sono le variabili di integrazione dei simboli delle matrici e il segno è positivo quando
a sinistra c’è una matrice Hankel ed è negativo altrimenti. Un modo per fissare il segno ad essere
negativo è quello di scegliere la rappresentazione coniugata ogni volta che la matrice è moltiplicata a
sinistra per una matrice Hankel. Formalmente questo è equivalente ad “attaccare” alla destra di ogni
simbolo Hankel l’operatore parità P, che inverte il segno dell’argomento delle funzioni Pf(x)P =
f(−x). Con questo trick e osservando che [P, C∓L (ϕ1, ϕ2; ξ)] = 0 possiamo scrivere in forma integrale
gli elementi di matrice di Πk
[Πk]lm = Lk
∫
· · ·
∫
[−pi,pi]k
dkϕ
(2pi)k
∫
· · ·
∫
[−1,1]k−1
dk−1ξ
k−1∏
j=1
C−L (ϕj , ϕj+1; ξj)×
× e−i(l−(L−1)/2)ϕ1
k∏
j=1
(h(ϕj)P + t(ϕj))ei(m−(L−1)/2)ϕk (5.28)
e in particolare possiamo esplicitare la traccia
tr[Πk] =
∫
dkϕ
(2pi)k
k∏
j=1
(h(ϕj)P + t(ϕj))R
ϕ
− , (5.29)
dove abbiamo definito il peso
Rϕ∓ ≡ Lk
∫
· · ·
∫
[−1,1]k
dkξ
k−1∏
j=1
C−L (ϕj , ϕj+1; ξj)C
∓
L (ϕ1, ϕk; ξk) (5.30)
su cui l’operatore parità agisce cambiando il segno a pedice PRϕ∓ ≡ Rϕ±. Osserviamo a questo
punto che per L asintoticamente grande |Rϕ−| À |Rϕ+|: nell’integrando di Rϕ+ la fase che oscilla con
frequenza ∼ L non è mai stazionaria, quindi l’integrale è soppresso rispetto a Rϕ−, in cui invece la fase
è stazionaria sulla curva ϕ1 = ϕ2 = · · · = ϕk. Questa considerazione è corretta anche se i simboli
h(ϕ) e t(ϕ) sono rapidamente oscillanti: in tal caso non possiamo utilizzare l’approssimazione di
fase stazionaria per esplicitare Rϕ− ma la fase rapidamente oscillante complessiva (ovvero quella che
tiene conto sia dell’integrazione in ξ che di quella in ϕ) può essere stazionaria solo se è stazionaria
la fase che compare nell’integrazione in ξ, e il ragionamento resta valido. Questa osservazione di
carattere generale ci permette di trascurare gli integrali in cui compare la funzione Rϕ+, ovvero i
termini della produttoria nell’integrando della (5.29) che contengono un numero dispari di operatori
parità. Dimostriamo ora un utile lemma
Lemma 1 I termini che danno contributo hanno lo stesso numero di simboli Hankel coniugati e
non #(h) = #(h∗), infatti se consideriamo il prodotto tensoriale di n simboli vale
(t+ hP)⊗n '
∑
k
a
(n,t)
k h
⊗kh⊗k− + b
(n,t)
k h
⊗(k+1)h⊗k− P , (5.31)
dove h−(ϕ) = Ph(ϕ)P (= h(−ϕ) = h∗(ϕ)), a(n,t)k e b(n,t)k sono coefficienti che dipendono dai simboli
Toepliz e da n, e con ' intendiamo che il risultato è corretto a meno di permutazioni delle variabili
di integrazione.
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Possiamo provare la 5.31 per induzione: per n = 1 la tesi è verificata, supponendo sia corretta per
n = n¯ scriviamo esplicitamente il prodotto di n¯+ 1 simboli (definendo t− ≡ Pt(ϕ)P)
(t+ hP)⊗n¯+1 '
(∑
k
a
(n,t)
k h
⊗kh⊗k− + b
(n,t)
k h
⊗(k+1)h⊗k− P
)
⊗ [t+ hP] '
'
∑
k
[
t⊗ a(n,t)k + b(n,t)k−1
]
h⊗kh⊗k− +
[
a
(n,t)
k + t− ⊗ b(n,t)k
]
h⊗(k+1)h⊗k− P , (5.32)
e l’asserto è dimostrato. Dato che l’ordine dominante è composto solo da termini con un numero pari
di simboli Hankel la traccia di una potenza dispari di H +T è asintoticamente depressa: un numero
dispari di simboli Toeplitz può essere ottenuto solo se consideriamo prodotti con un numero dispari
di matrici Toeplitz, in questo caso però, indicando con {n}(N) le configurazioni per cui ∑i ni = N
e sfruttando l’identità tr[A] = tr[AT ], i termini si annullano a due a due
tr
 ∑
{n}N ,{m}M
imax∏
i=1
(HniTmi)
 = −tr
 ∑
{n}N ,{m}M
1∏
i=imax
(TmiHni)
 = 0 . (5.33)
Una conseguenza meno ovvia del lemma 1 si avvale del fatto che nell’approssimazione di fase stazio-
naria le parti dell’integrando non rapidamente oscillanti contribuiscono soltanto nei punti (o curve)
stazionari: poiché siamo interessati all’ordine dominante siamo liberi di imporre a priori la “sta-
zionarietà” dell’argomento dei termini non rapidamente oscillanti, in altre parole possiamo in ogni
momento scambiare le variabili ϕj tra loro. Sfruttiamo questa libertà per eliminare la fase non
rapidamente oscillante dal simbolo Hankel
h(ϕj) = cos∆− i sin∆ cos(2ε(ϕj)t)
t(ϕj) = sin∆ sin(2ε(ϕj)t) ,
(5.34)
dove abbiamo evidenziato attraverso l’indice j l’indipendenza delle parti non rapidamente oscillanti
dalla particolare variabile di integrazione. Sfruttando l’antisimmetria t(−ϕ) = −t(ϕ) esplicitiamo il
prodotto di due simboli
[t(ϕ1) + h(ϕ1)P][t(ϕ2) + h(ϕ2)P] = t(ϕ1)t(ϕ2) + h(ϕ1)h(−ϕ2) + [t(ϕ1)h(ϕ2)− h(ϕ1)t(ϕ2)] P =
= cos2∆+ sin2∆e−2i(ε1−ε2)tP + ie−iε2tP sin∆ cos∆eiε2tP − ie−iε1tP sin∆ cos∆eiε1tP , (5.35)
dove εk ≡ ε(ϕk). Osserviamo che le energie compaiono sempre all’interno di fasi: moltiplicando
più simboli Hankel+Toeplitz otteniamo in definitiva una somma di termini in cui un fattore non
rapidamente oscillante moltiplica una fase del tipo exp
(
2i
∑
j τjεjt
)
, dove τj ∈ {−1, 0, 1}. In realtà
lo schema appena introdotto è in parte ridondante, infatti
Lemma 2 il termine asintoticamente dominante non dipende dall’intero insieme ordinato {τ}j, ma
solo dagli elementi non nulli.
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Prima di provare l’asserto semplifichiamo la notazione scegliendo una particolare rappresentazione
dell’operatore parità e della (anti)simmetria dei fattori non rapidamente oscillanti. Dall’equazione
(5.35) segue che possiamo rappresentare il simbolo t+ hP con una matrice 2× 2
t(ϕ) + h(ϕ)P ∼
(
t(ϕ) h(−ϕ)
h(ϕ) t(−ϕ)
)
, (5.36)
che, sostituendo le espressioni esplicite dei simboli (cf. (5.34)), possiamo esprimere in termini delle
matrici di Pauli
t(ϕ) + h(ϕ)P ∼ σx
[
cos∆− i sin∆σze2iεtσx
]
. (5.37)
Riorganiziamo il membro di destra in modo da rendere immediate le proprietà di hermiticità e di
essere radice dell’identità
t(ϕ) + h(ϕ)P ∼ e−iεtσxei∆2 σzσxe−i∆2 σzeiεtσx , (5.38)
e osserviamo a tal proposito che il quadrato del simbolo corrispondente ai propagatori (3.35) non è
l’identità, a dimostrazione che i propagatori che descrivono i sottosistemi “localizzati” nello spazio a
tempi asintoticamente grandi non sono in grado di descrivere l’intero sistema.
Facendo uso della suddetta rappresentazione il prodotto di n simboli Hankel+Toeplitz si
ottiene applicando il prodotto delle matrici al vettore
(
1
0
)
; abbiamo inoltre già visto che contribuisce
alla traccia soltanto la parte Toeplitz (composta da un numero pari di operatori P) del prodotto dei
simboli, ovvero il termine dominante è moltiplicato a sinistra per il vettore riga
(
1 0
)
. In conclusione
il prodotto “ciclico” si effettua applicando a sinistra (o a destra per la ciclicità dell’operazione) la
matrice
(
1 0
0 0
)
e prendendo la traccia della matrice risultante 2× 2
tr[(t+ hP)⊗n] = tr
1+ σz
2
n∏
j=1
e−iεjtσxei
∆
2 σzσxe
−i∆2 σzeiεjtσx
 . (5.39)
Osserviamo ora che il membro di destra è invariante per una generica rotazione intorno a z (la traccia
è invariante sotto ogni trasformazione unitaria), ed è proprio questa simmetria che ha reso possibile
l’eliminazione della fase non rapidamente oscillante dal simbolo Hankel.
Sfruttiamo il fatto che dobbiamo moltiplicare un numero pari di simboli per passare ai
mattoni elementari costituiti dal prodotto di due simboli consecutivi
S1,2 ≡ (t1 + h1P)(t2 + h2P) ∼ cos2∆+ sin2∆e−2i(ε1−ε2)tσx−
− i sin∆ cos∆ (e−iε2tσxσzeiε2tσx − e−iε1tσxσzeiε1tσx) . (5.40)
Riscriviamo l’intero integrale in termini di S2j−1,2j
1
L
tr[Π2n] =
L2n−1
(4pi)2n
∫
[−pi,pi]2n
d2nϕ
∫
[−1,1]2n
d2nξ
2n∏
j=1
cos
(
Lξj
ϕj − ϕj+1
2
)
tr
1+ σz
2
n∏
j=1
S2j−1,2j
 ; (5.41)
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la produttoria dei coseni può essere espressa come somma sulle configurazioni di variabili σi ∈ {−1, 1}
n∏
j=1
cos(xj) =
1
2n
∑
{σ}n
cos
(
n∑
i=1
σjxj
)
, (5.42)
che si dimostra banalmente per induzione, e passando dalle variabili ξj alle σjξj la somma sulle
configurazioni diviene triviale
1
L
tr[Π2n] =
L2n−1
(4pi)2n
∫
[−pi,pi]2n
d2nϕ
∫
[−1,1]2n
d2nξ cos
L 2n∑
j=1
ξj
ϕj − ϕj+1
2
 tr
1+ σz
2
n∏
j=1
S2j−1,2j
 .
(5.43)
Osserviamo che l’integrando dipende unicamente dalle differenze ξj+1−ξj : se cambiamo nuovamente
variabili
ζ1 = ξ1 ζi = ξi − ξi−1 i = 2 . . . 2n (5.44)
l’integrazione in ζ1 risulta immediata ed ha come risultato
µ(ζ) = max
[
0,min
j
[
1, 1−
j∑
i=2
ζi
]
+min
j
[
1, 1 +
j∑
i=2
ζi
]]
. (5.45)
In termini delle nuove variabili ζ l’integrale si scrive
1
L
tr[Π2n] =
L2n−1
(4pi)2n
∫
[−pi,pi]2n
d2nϕ
∫
[−1,1]2n
d2n−1ζµ(ζ) cos
L 2n∑
j=2
ζj
ϕj − ϕ1
2
 tr
1+ σz
2
n∏
j=1
S2j−1,2j
 ,
(5.46)
dove, è chiaro, avremmo potuto utilizzare una definizione traslata per le variabili ζ (ζi → ζi+k)
in modo che fosse la variabile ϕ1+k ad assumere un ruolo privilegiato nell’argomento del coseno.
Siamo ora in grado di provare il lemma 2. Il fattore scritto in forma di traccia, abbiamo già
osservato, è somma di termini la cui parte rapidamente oscillante può essere espressa in generale
come exp
(
2i
∑
j τjεjt
)
, dove τj ∈ {−1, 0, 1}. L’approssimazione di fase stazionaria prescrive per
ogni singolo termine la stazionarietà della fase
2n∑
j=2
ζj
ϕj − ϕ1
2
+ 2
∑
j
τjεjs , (5.47)
dove s = t/L. Imponendo la stazionarietà nelle variabili ζ otteniamo la consueta condizione di
uguaglianza delle ϕ, mentre la stazionarietà delle variabili ϕj>1 porta alle equazioni aggiuntive
ζj = −2τjε′js j > 1 . (5.48)
Osserviamo a questo punto che le variabili ζ compaiono soltanto all’interno di µ(ζ) (dato che la
fase è lineare nelle ζ nell’hessiano non resta traccia delle ζ) e in particolare soltanto all’interno di
somme ordinate (cf. (5.45)): le ζ associate a τ nulle risultano del tutto ininfluenti e siamo liberi di
“compattificare” gli indici delle energie in modo che, ad esempio, risultino non nulle tutte e solo le τj
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con indice j inferiore a un certo j¯. Questo prova il lemma 2; vediamone le conseguenze sui termini
S2j−1,2j . Compattificando gli indici delle energie i termini tra parentesi tonde nella (5.40) si elidono
a vicenda, possiamo quindi semplificare l’integrando
1
L
tr[Π2n] =
L2n−1
(4pi)2n
∫
[−pi,pi]2n
d2nϕ
∫
[−1,1]2n
d2n−1ζµ(ζ) cos
L 2n∑
j=2
ζj
ϕj − ϕ1
2
×
× tr
1+ σz
2
n∏
j=1
[
cos2∆+ sin2∆e−2i(ε2j−1−ε2j)tσx
] , (5.49)
ed infine possiamo esprimere l’ordine dominante della traccia di Π2n nella forma
1
L
tr[Π2n] =
n∑
k=0
(
n
k
)
Λk , (5.50)
dove, sfruttando la simmetria per inversione del segno delle variabili ζ ↔ −ζ, ogni Λk è l’integrale
oscillante (4n− 2)-dimensionale
Λk =
L2n−1
(4pi)2n
∫ pi
−pi
dΨ
∫
[−pi,pi]2n−1
d2n−1ϕ
∫
[−2,2]2n−1
d2n−1ζ µ(ζ)(cos∆)2n−2k(sin∆)2k×
× cos
[
L
2n∑
i=2
ζi
ϕi − ϕ1
2
+
k∑
i=1
2(ε2i−1 − ε2i)t
]
. (5.51)
La fase è stazionaria lungo una curva che può essere parametrizzata con ϕ1. L’ordine dominante può
essere calcolato effettuando l’approssimazione di fase stazionaria all’integrale in ζ e ϕ e prendendo
soltanto i termini che non sono rapidamente oscillanti.
L’approssimazione di fase stazionaria richiede la determinazione dei punti stazionari e il calcolo
della segnatura e del determinante dell’Hessiano della fase rapidamente oscillante. Nel nostro caso
il sistema che soddisfano i punti stazionari è
1
2ζ2i−1 + 2ε
′
2i−1
t
L = 0 i = 2 . . . k
1
2ζ2i − 2ε′2i tL = 0 i = 1 . . . k
ζi = 0 i = 2k + 1 . . . 2n− 1
ϕi = ϕ2 i = 2 . . . 2n
(5.52)
mentre sia la segnatura σ[He] che il determinante dell’Hessiano | detHe| sono indipendenti da k
σ[He] = 0 | detHe| =
(
L
2
)4n−2
. (5.53)
Questo risultato può essere provato in modo semplice osservando che l’Hessiano della fase assume
una forma peculiare indipendentemente da k
He ∝
(
0 1
1 M
)
, (5.54)
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in particolare gli autovalori di He possono essere scritti λ±i ∝ µi±
√
µ2i+4
2 , dove {µ}i è lo spettro della
matrice M , di dimensione (n − 1) × (n − 1). Osserviamo a questo punto che non permane alcuna
fase dopo l’approssimazione di fase stazionaria: non ci sono termini rapidamente oscillanti dato che
le energie con indice pari semplificano quelle con indice dispari. La struttura che abbiamo ottenuto
fa sì che la misura µ assuma asintoticamente una forma semplice
µ =
2 k = 02 (1− 2 |ε′| tL) k 6= 0 , (5.55)
e quindi che le Λk possano essere espresse tramite l’integrale unidimensionale
Λk =
1
2pi
∫ pi
−pi
dΨ
(
1− 2|ε′| t
L
(1− δk0)
)
(cos∆)2n−2k(sin∆)2kθ(L− (1− δk0)|2ε′t|) . (5.56)
Inserendo questa espressione nella (5.50)
1
L
tr
[
Π2n
] ≈ 1
2pi
∫ pi
−pi
dΨ(cos∆)2n +
1
2pi
∫
2|ε′|t<L
dΨ
(
1− (cos∆)2n)(1− 2|ε′| t
L
)
1
L
tr
[
Π2n+1
] ≈ 0 (5.57)
veniamo in possesso del valore asintotico della traccia di una generica potenza di Π. Attraverso la
(5.57) possiamo quindi ottenere la traccia di una generica funzione di Π analitica nel codominio di
cos∆
1
L
tr[f(Π)] ≈ fp(1)
2pi
∫
2|ε′|t<L
dΨ
(
1− 2|ε′| t
L
)
+
t
L
1
2pi
∫
2|ε′|t<L
dΨ 2|ε′|fp(cos∆) + 12pi
∫
2|ε′|t>L
dΨ fp(cos∆) ,
(5.58)
dove 2fp(x) = f(x) + f(−x). Osserviamo che il termine in cui compare a fattore fp(1) deriva dal
fatto che il simbolo è a quadrato unitario: nel caso generale la funzione f(x) si trova all’interno
dell’integrazione anche al tempo 0. Nella (5.19) abbiamo espresso le entropie di Renyi e di Von
Neumann in forma di traccia, facendo uso della (5.58) siamo ora in grado di esplicitare le entropie
(il limite ²→ 0 commuta con l’integrazione)
SV.NL
L
≈ t
L
1
2pi
∫
2|ε′|t<L
dΨ 2|ε′|H(cos∆) + 1
2pi
∫
2|ε′|t>L
dΨ H(cos∆)
S
(n)
L
L
≈ t
L
1
2pi
∫
2|ε′|t<L
dΨ 2|ε′|Hn(cos∆) + 12pi
∫
2|ε′|t>L
dΨ Hn(cos∆) ,
(5.59)
dove H(x) è la funzione (4.54), mentre
Hn(x) =
log
[(
1 + x
2
)n
+
(
1− x
2
)n]
1− n . (5.60)
Al tempo 0 la densità di entropia è nulla (fp(1) = H(1) = 0), notiamo d’altra parte che se il simbolo
non fosse stato a quadrato unitario l’entropia sarebbe stata estensiva anche al tempo 0 in virtù della
positività delle funzioni entropiche.
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Figura 5.2: Grafico di livello del rapporto RV.N. (vd. (5.61)) per quench da una hamiltoniana XX
(γ = 0) generica, infatti R è indipendente dal campo magnetico iniziale. Appare evidente che i punti
(h, γ) = (0,±1) e (h, γ) = (±1, 0) sono di non analiticità.
5.2.3 Caratteristiche principali
Sfruttando le proprietà delle matrici Toeplitz e Hankel, ovvero l’equivalenza del modello XY
con un sistema a fermioni liberi, abbiamo ottenuto l’ordine dominante dello sviluppo asintotico della
densità di entropia SL/L. Il confronto della (5.59) con la (5.3) ci permette di esplicitare l’incremento
di entropia (per t < tR) per unità di tempo e di densità di entropia a t→∞ in unità della massima
velocità di propagazione dell’informazione vM
RV.N. =
∫
dϕ2|ε′|H(cos∆)
vM
∫
dϕH(cos∆)
R(n) =
∫
dϕ2|ε′|Hn(cos∆)
vM
∫
dϕHn(cos∆)
. (5.61)
In Figura 5.2 è riportato il grafico di livello di R(V.N.) per quench a partire da γ = 0. Osserviamo che
R non dipende dal campo magnetico (e quindi non è influenzato dalla criticità XX della hamiltoniana
iniziale)
RV.N.XX ==
∫
dϕ2|ε′|H(cos θ)
vM
∫
dϕH(cos θ)
; (5.62)
notiamo inoltre che i punti (h, γ) = (0,±1) non sono analitici e il risultato può essere esteso ad ogni
quench proveniente da una qualsiasi hamiltoniana (cf. Figura 5.3), d’altronde nell’Ising in assenza di
campo magnetico esterno le quasiparticelle hanno la stessa energia e l’informazione non si propaga
(non è presente entanglement). In Figura 5.3 sono riportati alcuni grafici di livello per vari valori
dei parametri iniziali h0, γ0; osserviamo come il piano h × γ possa essere in ogni caso suddiviso in
settori separati dalle regioni critiche e dalla retta h = 0, e che i valori massimi di R si ottengono
facendo quench verso la regione critica |h| = 1.
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Dalla figura 5.3 appare evidente che R risente delle transizioni di fase ma che queste non
sono sufficienti a spiegare la ricchezza di comportamento: il punto che corrisponde all’assenza di
quench (h, γ) = (h0, γ0) è un punto di non analiticità e l’andamento di R è fortemente influenzato
dalla regione del diagramma di fase che occupa l’hamiltoniana iniziale. Nella figura 5.4 abbiamo
riportato il valore di R per vari quench a partire da (h0, γ0) = (10, 2) in funzione del campo h.
Osserviamo come R sia non analitico in h = 1, anche se la non analiticità non è evidente; notiamo
inoltre che, in questo caso, presenta un minimo in prossimità della curva hγ0 ∼ h0γ: ribadiamo
quanto detto nella sezione 3.2.2 a proposito della magnetizzazione, osservando che anche la grandezza
Figura 5.3: Grafici di livello del rapporto RV.N. (vd. (5.61)) per varie hamiltoniane di partenza: in alto
a sinistra (h0, γ0) = (1, 0.5), in alto a destra (h0, γ0) = (1, 1.3), in basso a sinistra (h0, γ0) = (1.5, 0.5), in
basso a destra (h0, γ0) = (0.5, 1.5).
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Figura 5.4: Il rapporto RV.N. (vd. (5.61)) per quench a partire da (h0, γ0) = (10, 2). Nel box è evidenziata
la non analiticità in h = 1.
in questione raggiunge i valori estremi approssimativamente lungo delle rette (o segmenti) nello spazio
dei parametri h, γ (cf. figura 5.3).
Per quanto riguarda l’andamento a tempi t → ∞ possiamo distinguere i due casi discussi
nella sezione 5.1.1: se |h| > |1 − γ2| questo è dominato dal comportamento della funzione H(x) al
bordo x = −1, 1 (gli impulsi estremi corrispondono a |x| = ±1) , altrimenti SL ∼ 1/t. Agli estremi
H(x) non è analitica, infatti se ² è prossimo a 0 allora H(±1∓ 2²) ∼ −² log ², osservando inoltre che
per impulsi ϕ ∼ 0(pi) l’argomento della funzione entropica | cos∆| ∼ 1−
Ω20(pi)
2
[(pi−)ϕ]2, dove
Ω0(pi) =
|(h0 ∓ J)γ − (h∓ J)γ0|
|h∓ J ||h0 ∓ J | , (5.63)
e che la derivata seconda della legge di dispersione
ε′′0(pi) = ±J
h∓ J ± Jγ2
|h∓ J | , (5.64)
otteniamo che l’entropia per campi intensi non è analitica in t−1 = 0
SL(t) ∼ S∞L
{
1 +
[
Ω20
|ε′′0 |3
+
Ω2pi
|ε′′pi|3
]
L4
48t3
log
L
t
}
. (5.65)
L’entropia dello stato asintotico S∞L può essere ottenuta dalla (5.59) senza fare uso del
procedimento 4.4.1. Dato che l’integrando della (5.59) è limitato il primo termine a secondo membro
è asintoticamente nullo
t
L
1
2pi
∫
2|ε′|t<L
dΨ 2|ε′|H(cos∆) < 1
2pi
∫
2|ε′|t<L
dΨ H(cos∆)→ 0 , (5.66)
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e otteniamo lo stesso risultato (4.53)
S∞L
L
=
1
2pi
∫ pi
−pi
dϕH(cos∆) . (5.67)
Osserviamo infine che, considerando come stato iniziale quello in cui gli spin sono tutti
“allineati” in direzione del campo (|h0| = ∞) e scegliendo l’hamiltoniana che genera la dinamica di
tipo Ising (|γ| = 1), per campi deboli |h| < 1 il campo magnetico agisce solo come fattore di scala
temporale nella dinamica dell’entropia
∂
∂h
SL(t/2h) = 0 ; (5.68)
per verificarlo è sufficiente cambiare variabile d’integrazione nella (5.59) da Ψ a cos θ.
5.2.4 Confronto con i dati numerici
Per verificare la (5.59) abbiamo risolto numericamente la dinamica dell’entropia di entangle-
ment per blocchi di dimensione L = 60. In figura 5.5 mostriamo due situazioni tipiche: a sinistra la
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Figura 5.5: Densità di entropia di entanglement S/L in funzione della “densità di tempo” t
LtR
. Nel
grafico è confrontato l’andamento previsto dalla (5.59) con il risultato numerico ottenuto considerando
un blocco di dimensione L = 60. Nel box è graficata la differenza tra le due curve: la curva limite viene
approcciata dall’alto.
differenza tra la curva numerica e la curva asintotica è circa stazionaria, a destra invece sono presenti
delle oscillazioni. La formula asintotica (5.59) descrive un andamento temporale non oscillante, nel
derivarla abbiamo infatti trascurato tutti i termini che avessero reso l’integrando rapidamente oscil-
lante; l’ordine successivo dello sviluppo non è monotono crescente nel tempo e possiamo aspettarci
che il contributo dominante oscillante provenga dai quench in cui la legge di dispersione dell’hamil-
toniana che genera la dinamica ha un punto stazionario interno. In tal caso esiste una regione in cui
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ad una velocità sono associati due impulsi, e quindi due energie ε1 e ε2, ed è plausibile che questo
porti ad oscillazioni di frequenza ∼ L(ε1 − ε2). Questa osservazione ci permette di concludere che
le oscillazioni sono presenti per campi deboli |h| < |1 − γ2| quando, abbiamo visto, l’andamento a
tempi grandi è ∼ 1/t. Mentre nel caso statico la circonferenza h2 + γ2 = 1 suddivide il diagramma
di fase in base al carattere (non) oscillante dei correlatori spaziali, quando prendiamo in considera-
zione l’evoluzione dell’entropia di entanglement la curva |h| = |1 − γ2| distingue i comportamenti
dinamici. La presenza di due velocità massime (locali) per |h| < |1−γ2| comporta l’esistenza di due
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Figura 5.6: Evoluzione temporale della densità di entropia di entanglement S/L per alcuni quench e varie
dimensioni L del blocco. Il tratto solido è riservato al risultato asintotico (5.59). Il box in basso a sinistra
mostra il confronto tra la derivata dell’entropia rispetto al tempo t/tR per L asintoticamente grande e la
derivata numerica per L = 90.
tempi caratteristici che influenzano anche l’ordine asintoticamente dominante (5.59): come risulta
evidente osservando il grafico in basso a sinistra in figura 5.6 l’andamento dell’entropia è lineare fino
al tempo caratteristico minore (tR), ma finché non si raggiunge il tempo caratteristico più grande
la saturazione non può iniziare e, ad esempio, nel particolare quench mostrato in figura è quasi
impossibile dedurre il tempo tR dall’analisi numerica.
In figura 5.6 è mostrato l’approccio al limite asintotico L→∞ per vari quench: osserviamo
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che fissato il tempo la densità di entropia non raggiunge il limite monotonamente (cf. grafico in alto
a sinistra), ma sembra comunque che la correzione alla formula (5.59) sia positiva quale che sia
la dimensione del blocco. L’ordine successivo non oscillante dello sviluppo O(1/L) è stazionario
(o almeno ha una dipendenza dal tempo molto debole), come (quasi) stazionaria sembra essere la
frequenza delle oscillazioni ∼ L; l’ampiezza delle oscillazioni O(1/L) appare d’altra parte decrescere
con il tempo e probabilmente4 ∼ 1/t.
4L’Hessiano della fase rapidamente oscillante dipende dalla dimensione del blocco unicamente attraverso il tempo,
quindi è plausibile aspettarsi che l’ordine O(1/L) dei termini non stazionari abbia una dipendenza temporale ∼ 1/t.
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5.3 Deduzione qualitativa della “sorgente di entropia”
Affrontiamo ora il problema di determinare la sorgente di entropia f(p). Nel nostro schema
le particelle con impulso p sono fortemente correlate alle particelle di impulso −p, in altre parole si
presentano soltanto in coppia e le coppie di particelle non interagiscono tra loro. Abbiamo inoltre
assunto che le particelle si muovono classicamente, intuitivamente ci possiamo quindi aspettare che la
sorgente delle quasiparticelle che contribuiscono all’entropia di entanglement sia legata alla densità
di entropia classica corrispondente alle probabilità di trovare particelle con impulso p. Quando
diciamo entropia classica intendiamo trascurare le coerenze quantistiche: se indichiamo con P{σ} la
probabilità di avere una particolare configurazione delle particelle (ovvero un particolare insieme di
quasiparticelle con impulsi fissati) l’entropia di Von Neumann classica si scrive
SclV.N. = −
∑
{σ}
P{σ} logP{σ} (5.69)
mentre le entropie di Reny
Scln =
log
∑
{σ} P
n
{σ}
1− n . (5.70)
In queste espressioni non compare esplicitamente la densità di entropia, per ovviare a questo pro-
blema facciamo uso della indipendenza delle coppie di particelle fermioniche correlate
P{σ} =
∏
p
1 + σpwp
2
, (5.71)
dove (1−wp)/2 è la probabilità di avere una coppia di particelle con impulso di modulo p. Riscrivendo
le entropie in termini di wp otteniamo
SclV.N. =
∑
p
H(wp) Scln =
∑
p
Hn(wp) , (5.72)
dove H(x) è la funzione (4.54) e Hn(x) la (5.60). In definitiva indicando con σ l’entropia per unità
di lunghezza abbiamo che
dσclV.N. = H(wp) dσ
cl
n = Hn(wp) . (5.73)
Rilassando per un attimo l’ipotesi di simmetria traslazionale possiamo generalizzare la relazione in
modo da includere una dipendenza dalla posizione f(x, p) = σcl(x, p). Se la scelta della sorgente di
entropia è corretta
SA(t) =
∫∫
dx
dp
2pi
σcl(x, p)Θ(x+ ε′(p)t ∈ A)Θ(x− ε′(p)t½∈A) , (5.74)
e generalizzando ulteriormente la formula possiamo scrivere l’informazione mutua tra due regioni
distinte A e B, definita come 2I[A : B] = SA + SB − SA∪B
I[A : B](t) =
∫∫
dx
dp
2pi
σcl(x, p)Θ(x+ ε′(p)t ∈ A)Θ(x− ε′(p)t ∈ B) . (5.75)
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L’equazione (5.74) (o se vogliamo la (5.75)) è identica alla formula dedotta rigorosamente nella
sezione 5.2 (vedremo nella sezione 5.3.1 che w = cos∆), la mancanza di una solida motivazione alla
scelta dell’entropia classica come sorgente di entropia di entanglement lascia comunque il dubbio se
il risultato sia corretto solo per pura coincidenza o se invece abbia un significato più profondo.
5.3.1 Distribuzione delle quasiparticelle
Abbiamo finora parlato di quasiparticelle senza soffermarci il dovuto sulla loro origine,
colmiamo ora questa lacuna calcolando esplicitamente gli elementi della matrice densità dell’intera
catena di spin. Lo stato del sistema è il vuoto degli operatori di Bogoliubov dell’hamiltoniana al
tempo t < 0; in seguito al quench l’hamiltoniana che genera l’evoluzione temporale è globalmente
diversa dall’hamiltoniana di partenza e lo stato del sistema è una sovraposizione quantistica di stati
composti dalle quasiparticelle che abbiamo visto essere responsabili dell’entanglement tra le varie
parti del sistema.
Lo stato fondamentale |∅〉 (per cui vale b0k |∅〉 = 0 ∀k) è definito in termini degli operatori
di Bogoliubov a tempi positivi attraverso la relazione(
cos
∆k
2
bk + i sin
∆k
2
b†−k
)
|∅〉 = 0 ∀k , (5.76)
e, a meno di una fase globale, è dato da
|∅〉 =
N−1
2∏
k=1
(
cos
∆k
2
− i sin ∆k
2
b†kb
†
−k
)
|0〉 , (5.77)
dove |0〉 è lo stato di vuoto degli operatori di Bogoliubov b. Osserviamo subito che sono apparse le
coppie di quasiparticelle di impulso opposto responsabili dell’entanglement del sistema.
Dalla (5.77) possiamo immediatamente risalire alla probabilità della configurazione {σ} di
coppie di quasiparticelle
P{σ} =
N−1
2∏
k=1
1 + σk cos∆k
2
, (5.78)
che è identica all’equazione (5.71) se poniamo wk = cos∆k. Concludiamo osservando che le pro-
babilità delle configurazioni non sono altro che gli elementi sulla diagonale della matrice densità,
inoltre mettiamo in risalto come questa formula sia quasi uguale alla (4.61), in cui però le coppie di
particelle b†kb
†
−k hanno preso il posto dei fermioni di Bogoliubov: nel modello XY lo stato a tempi
asintoticamente grandi successivi ad un quench può essere descritto con la matrice densità privata
delle coerenze. Questo risultato è estremamente interessante dal momento che lo stato stazionario
asintotico tende ad essere uno stato “classico”, vedremo nel prossimo capitolo se quanto dedotto sarà
corretto anche considerando evoluzioni temporali più generali.
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Riepilogo
In questo capitolo abbiamo studiato la dinamica delle entropie di Von Neumann e di Renyi
indotte da un quench interno al modello XY. Dopo aver descritto qualitativamente l’andamento
atteso in termini del moto di quasiparticelle abbiamo risolto esattamente la densità di entropia
nel limite in cui la dimensione del blocco è asintoticamente grande; abbiamo discusso le proprietà
più rilevanti che sarebbe stato difficile (se non impossibile) dedurre in modo qualitativo (come
l’andamento a tempi t À tR) e abbiamo confrontato il risultato analitico con i dati numerici. In
ultimo abbiamo dato una possibile interpretazione alla sorgente di entropia.
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Capitolo 6
Commenti e possibili estensioni
Dedichiamo questo ultimo capitolo a discutere le generalizzazioni più importanti inerenti la
dinamica dell’entanglement, nonché ad illustrare uno dei possibili approcci alternativi allo studio dell’e-
voluzione fuori dall’equilibrio.
Nel capitolo 5 abbiamo considerato l’evoluzione dell’entanglement in seguito ad un quench
interno al modello XY. Il formalismo che abbiamo sviluppato per ricavare la formula asintotica dell’e-
voluzione dell’entropia è d’altra parte sufficiente a risolvere la dinamica anche in casi più complessi.
Risulta innanzitutto interessante considerare come evolve un sistema preparato in uno stato puro
che non è lo stato di equilibrio di un’hamiltoniana XY: per comprendere più a fondo il significato
della sorgente di entropia è necessario rilassare le ipotesi che non influenzano l’andamento descritto
nella sezione 5.1, ma che potrebbero portare a relazioni “ingannevoli”.
Il trick che utilizziamo è quello di modificare lo stato di equilibrio iniziale attraverso un pri-
mo quench e di ripristinate l’hamiltoniana iniziale con un secondo quench. Non ci possiamo aspettare
in generale che sia preservato l’andamento “crescita lineare seguita da saturazione”: vedremo nella
prossima sezione quando ciò accade e, in tal caso, studieremo come vengono modificate le formule
(5.59).
6.1 Entanglement indotto da due quench
L’equazione (5.38) consente una facile generalizzazione all’evoluzione dei propagatori in
seguito a più quench, è infatti intuitivo (cf. (3.38)) che la dinamica indotta da q quench conduce al
simbolo
t+ hP ∼
1∏
j=q
(
e−iεjtjσxei
∆j
2 σz
)
σx
q∏
j=1
(
e−i
∆j
2 σzeiεjtjσx
)
, (6.1)
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dove abbiamo indicato con il pedice j le grandezze relative al j-esimo quench e con tj è il tempo
successivo al (j−1)-esimo quench. Se consideriamo in particolare un quench seguito dopo un tempo
T da un quench “di ritorno” il simbolo assume la forma
t+ hP ∼ e−iε0tσxe−i∆2 σze−iεTσxei∆2 σzσxe−i∆2 σzeiεTσxei∆2 σzeiε0tσx , (6.2)
dove le grandezze con il pedice 0 si riferiscono all’hamiltoniana iniziale e ∆ è la differenza tra gli
angoli di Bogoliubov successivi e precedenti al primo quench; riscriviamo il simbolo in modo esteso
t+hP ∼ [cos2∆+ sin2∆cos(2εT )]σx+sin∆ [cos∆(1− cos(2εT ))σy − sin(2εT )σz] e2iε0tσx . (6.3)
Osserviamo che il tempo misurato a partire dal secondo quench compare nello stessa “struttura” in cui
appariva nella dinamica indotta dal singolo quench: se fissiamo il tempo T indipendentemente dalla
dimensione L del blocco di spin la dinamica avrà lo stesso andamento. Per provare questo asserto
mettiamo in evidenza che siamo liberi di ridefinire le matrici di Pauli che rappresentano i simboli,
quindi scegliendo la trasformazione unitaria (che non presenta termini rapidamente oscillanti) U =
e−iWσx , dove
W =
1
2
arctan [cos∆ tan(εT )] , (6.4)
in termini delle matrici σ trasformate il simbolo risulta del tutto equivalente a quello del singolo
quench in cui
cos∆→ cos2∆+ sin2∆cos(2εT ) ; (6.5)
il “fattore di stazionarietà”
1+ σz
2
viene invece modificato in
1+ cosWσz − sinWσy
2
. La traccia
(5.39) opportunamente modificata per tenere conto del nuovo simbolo non è affetta dalla modifica-
zione del fattore di stazionarietà, e il problema si risolve in modo del tutto analogo. Questo risultato
è estremamente interessante in quanto mostra come la permanenza fuori dall’equilibrio per un tempo
anche piccolo comporti un andamento estensivo dell’entropia di entanglement
SV.NL
L
≈ t
L
1
2pi
∫
2|ε′0|t<L
dΨ 2|ε′0|H(cos2∆+ sin2∆cos(2εT ))+
+
1
2pi
∫
2|ε′0|t>L
dΨ H(cos2∆+ sin2∆cos(2εT )) : (6.6)
quale che sia T > 0 e per ogni tempo t ∼ L l’entropia è O(L).
Nella sezione 6.2 vedremo se la nuova sorgente di entropia è compatibile con la densità di
entropia classica, come abbiamo congetturato nella sezione 5.3; studiamo ora il particolare limite in
cui T ∼ O(1/√L). Come messo in evidenza nella sezione 5.2.4 la correzione alla formula (6.6) è
O(1/L), “sviluppando” l’integrando siamo quindi sensibili soltanto ai termini di SL che crescono con
L. Sia τ/
√
L l’intervallo tra i due quench, la funzione entropica H(x) non è analitica in x = 1
H(cos2∆+ sin2∆cos(2ετ/
√
L)) ∼ T 2 sin2∆ε2 logL
L
(6.7)
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e la non analiticità si ripercuote immediatamente sull’entropia che in queste condizioni cresce in
modo logaritmico con la dimensione del blocco
SV.NL
logL
≈ t
L
τ2
2pi
∫
2|ε′0|t<L
dΨ 2|ε′0| sin2∆ε2 +
τ2
2pi
∫
2|ε′0|t>L
dΨ sin2∆ε2 . (6.8)
In generale non ha molto senso fissare il tempo τ in quanto si può agire unicamente sul tempo T
che intercorre tra i due quench; se però consideriamo i blocchi di dimensione 1 ¿ L . L¯, dove
L¯ ∼ O(T−2), allora il limite acquista senso e l’entropia cresce come L logL
SV.NL
L logL
≈ t
L
T 2
2pi
∫
2|ε′0|t<L
dΨ 2|ε′0| sin2∆ε2 +
T 2
2pi
∫
2|ε′0|t>L
dΨ sin2∆ε2 . (6.9)
Consideriamo ora il limite di scaling in cui l’intervallo di tempo tra i due quench T è
O(L). In questo caso non possiamo ruotare le matrici di Pauli perché la trasformazione unitaria
sarebbe rapidamente oscillante e una rotazione globale (nel senso delle variabili di integrazione) non
è sufficiente a semplificare il simbolo.
Per semplicità consideriamo i due casi estremi: prima trattiamo l’evoluzione dell’entropia
a tempi L ∼ t ¿ T , poi calcoliamo l’entropia a tempi asintoticamente grandi (t → ∞). Il limite
T →∞ si esplicita nei simboli eliminando tutti i termini oscillanti con frequenza ∼ T
t+ hP ∼ cos∆σx
[
cos∆ + i sin∆σze2iε0tσx
]
, (6.10)
e otteniamo la (5.37) in cui ∆ ha il segno opposto e il simbolo è moltiplicato per cos∆. Poiché il
quadrato del simbolo non è l’identità l’entropia al tempo t = 0 non è nulla (d’altronde sappiamo
che è pari all’entropia dello stato asintotico relativo al primo quench), e utilizzando la (5.57) con il
corretto simbolo otteniamo l’espressione
SV.NL
L
≈
∫ pi
−pi
dΨ
2pi
H(cos∆) +
t
L
1
2pi
∫
2|ε′0|t<L
dΨ 2|ε′0|
[
H(cos2∆)−H(cos∆)]+
+
1
2pi
∫
2|ε′0|t>L
dΨ
[
H(cos2∆)−H(cos∆)] . (6.11)
Osserviamo che l’entropia finale è sempre maggiore di quella iniziale, infatti H(x) ≤ H(λx) ∀|λ| ≤ 1.
Consideriamo ora l’altro limite t→∞: questa volta dobbiamo eliminare i termini oscillanti
con frequenza ∼ t
t∞ + h∞P ∼ [cos2∆+ sin2∆cos(2εT )]σx , (6.12)
e il simbolo, oltre a non essere radice dell’identità, dipende da T in modo diverso dai simboli visti
in precedenza. La potenza 2n-esima del simbolo, utilizzando la (5.42), può essere posta nella forma
(t∞ + h∞P)⊗2n =
2n∑
k=0
(
2n
k
)
(cos∆)4n−2k(sin∆)2k
1
2k
∑
{σ}k
cos
(
k∑
i=1
2σiεiT
)
; (6.13)
la difficoltà principale è che questa volta non è facile esplicitare µ(ζ) (cf. (5.45)) perché questo
dipende in modo complicato dalla configurazione delle variabili classiche σi. Non ricaviamo la
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soluzione esatta ma impostiamo unicamente il problema. Osserviamo innanzitutto che l’ordine
dominante deve avere
∑k
i=1 σi = 0, altrimenti rimarrebbero dei termini rapidamente oscillanti che
renderebbero l’integrale finale ulteriormente depresso
(t∞ + h∞P)⊗2n =
n∑
k=0
(
2n
2k
)
(cos∆)4n−4k(sin∆)4k
1
22k
∑
{σ}2k
cos
(
2k∑
i=1
2σiεiT
)
. (6.14)
Il problema delle configurazioni delle σ è equivalente al problema del random walk in cui la posizione
di arrivo è uguale alla posizione di partenza e siamo interessati alla dimensione E dello spazio
esplorato: se xn =
∑n
i=1 σi è la posizione del random walker RW, allora maxj
∑j
i=1 σi è la massima
distanza raggiunta da RW in un verso e maxj
∑j
i=1(−σi) la massima distanza nel verso opposto. Sia
Pk(E) ≡ P (E|k,
∑2k
i σi = 0) la probabilità che la dimensione sia E data la condizione di coincidenza
della posizione finale e iniziale, la traccia delle potenze (pari) della matrice ridotta Π
tr[Π2n] =
1
2pi
∫ pi
−pi
dΨ
n∑
k=0
(2n)!
(2n− 2k)!k!k! (cos∆)
4n−4k(sin∆)4k
1
22k
∫ 1
2|ε′|T
0
dEPk(E)(1− 2E|ε′|T )
(6.15)
è un’espressione complicata di T e ∆. La probabilità Pk(E) è esplicitabile (vd. Appendice B),
anche se sembra difficile riuscire ad ottenere una formula gestibile; osserviamo comunque la poten-
za del metodo che ci ha permesso di ricondurre il problema della determinazione dell’entropia di
entanglement alla risoluzione di un integrale doppio e di due sommatorie.
Un’ultima osservazione riguardo al senso del limite di scaling T ∼ O(L); come discusso in
precedenza considerando il limite T 2 ∼ O(L−1) non ha senso far dipendere il tempo che intercorre
tra i quench dalla grandezza del blocco, per dare senso al limite dobbiamo considerare blocchi di
dimensione L & L¯, dove L¯ ∼ O(T ), e sostituire il tempo T con il tempo LT/L¯.
6.1.1 Entanglement indotto da un’evoluzione continua dei parametri
In questa sezione vediamo in che modo può essere ottenuta l’entropia di entanglement
quando i parametri variano in modo continuo. L’equazione (6.1) può essere vista come l’espressione
dell’operatore σx in rappresentazione di Heisenberg quando l’operatore di evoluzione temporale è
U†
 q∑
j=1
tj
 = q∏
j=1
(
e−i
∆j
2 σzeiεjtjσx
)
. (6.16)
Se supponiamo ∆j ∼ tj , nel limite in cui tj → 0 ma t =
∑q
j=1 tj resta finito l’hamiltoniana che
genera l’evoluzione descritta dall’operatore U è
H(t) = εσx − θ˙2σz , (6.17)
e risolvendo tale dinamica siamo in grado di esplicitare l’evoluzione temporale del simbolo. La
soluzione del problema si scrive formalmente
U(t) = T exp
(
−i
∫ t
0
H(τ)dτ
)
, (6.18)
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ma questa forma non è di grande aiuto. Osserviamo che solo il termine proporzionale a θ˙ nell’ha-
miltoniana dipende dalla “velocità” dell’evoluzione e può diventare piccolo a piacere (almeno nelle
regioni non critiche) “rallentando” opportunamente la dinamica: in vista di un possibile sviluppo
perturbativo è senza dubbio più conveniente esplicitare parte dell’operatore di evoluzione temporale.
Passando alla rappresentazione di interazione U(t) = exp
(
−i ∫ t
0
ε(τ)dτσx
)
UI(t), UI è l’operatore
di evoluzione temporale associato all’hamiltoniana
HI = − θ˙2 exp
(
i
∫ t
0
ε(τ)dτσx
)
σz exp
(
−i
∫ t
0
ε(τ)dτσx
)
; (6.19)
esplicitando l’operatore U(t)
U(t) = exp
(
−i
∫ t
0
ε(τ)dτσx
)
Texp
[
i
σz
2
∫ t
0
dτ θ˙ exp
(
−2i
∫ τ
0
ε(τ1)dτ1σx
)]
(6.20)
mettiamo in evidenza come l’evoluzione sia completamente determinata dalla legge di dispersione ε,
in particolare moltiplicare uniformemente il tempo di percorrenza per M è del tutto equivalente a
moltiplicare la legge di dispersione per lo stesso fattore
U(t) = exp
(
−iM
∫ t
0
ε(τ)dτσx
)
Texp
iσz2
∫
Γ[θ0→θ]
dθ exp
(
−2iM
∫ τ
0
ε(τ1)dτ1σx
) , (6.21)
dove abbiamo indicato con Γ[θ0 → θ] la curva percorsa nello spazio dei parametri. SeM (supponiamo
che t sia un tempo finito) è dello stesso ordine di grandezza della dimensione del blocco L allora ci
troviamo nuovamente nella condizione in cui L compare solo come coefficiente moltiplicativo di fasi e
possiamo, in linea di principio, utilizzare lo stesso formalismo adottato nel caso di quench istantanei.
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6.2 Approccio diretto
Quando nel capitolo 3 abbiamo iniziato lo studio della dinamica abbiamo immediatamente
preso in considerazione i correlatori, essendo questi sufficienti a descrivere completamente il siste-
ma. In questa sezione seguiamo un approccio diverso (alla Schrödinger) esplicitando la dipendenza
temporale nella funzione d’onda.
Consideriamo nuovamente la dinamica indotta da un singolo quench. Nella sezione 5.3.1
abbiamo espresso lo stato fondamentale al tempo 0 in termini dello stato di vuoto e degli operatori di
Bogoliubov a tempi positivi (cf. 5.77); dato che l’hamiltoniana (2.15) genera l’evoluzione, possiamo
immediatamente esplicitare la dipendenza temporale nella funzione d’onda
|Ψ(t)〉 = e−iE0t
N−1
2∏
k=1
(
cos
∆k
2
− ie−2iεkt sin ∆k
2
b†kb
†
−k
)
|0〉 . (6.22)
La probabilità di transizione tra lo stato al tempo t e lo stato al tempo 0 decade esponenzialmente
con la lunghezza della catena N
| 〈Ψ0|Ψ(t)〉 |2 = exp (−NA(t)) , (6.23)
dove nel limite termodinamico
A(t) = − 1
2pi
∫ pi
0
dϕ log
[
cos2(εt) + cos2∆sin2(εt)
]
(6.24)
e per tempi asintoticamente grandi
A(t)→ − 1
2pi
∫ pi
0
dϕ log
[
1 + cos2∆
2
]
. (6.25)
Vediamo ora se è possibile che l’evoluzione temporale dello stato conduca allo stato fondamentale di
un’altra hamiltoniana XY, ovvero calcoliamo la probabilità di transizione | 〈Ψ′0|Ψ(t)〉 |2
− 1
N
log(| 〈Ψ′0|Ψ(t)〉 |2) = −
1
2pi
∫ pi
0
dϕ log
[
cos2(εt) cos2
(
∆−∆′
2
)
+ sin2(εt) sin2
(
∆+∆′
2
)]
> 0 :
(6.26)
l’evoluzione temporale, come abbiamo anticipato all’inizio del capitolo, genera degli stati ortogonali
agli stati di equilibrio XY.
Ora che abbiamo verificato che lo stato del sistema ad ogni tempo successivo al quench è
globalmente diverso da ogni stato fondamentale XY possiamo procedere a dimostrare che, anche per
questi stati, la sorgente di entropia è compatibile con l’entropia classica introdotta nella sezione 5.3.
Solo per semplicità consideriamo come nella sezione 6.1 un quench seguito dopo un tempo T da un
quench di ritorno. Utilizzando nell’inversa della (5.77)
|0〉 =
N−1
2∏
k=1
(
cos
∆k
2
+ i sin
∆k
2
b0k
†
b0−k
†
)
|∅〉 (6.27)
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la relazione che lega gli operatori di Bogoliubov successivi al quench con quelli precedenti b†−kb
†
k =
~β†0Rx(−∆k)σ−Rx(∆k)~β0 (cf. (3.18)), possiamo esprimere la funzione d’onda al tempo T in termini
degli operatori di Bogoliubov e al vuoto precedenti al quench (e successivi al secondo quench)
|Ψ(T )〉 =
N−1
2∏
k=1
(
cos(εkT ) + i cos∆k sin(εkT )− sin∆k sin(εkT )b0k†b0−k†
)
|∅〉 . (6.28)
La probabilità di configurazione delle coppie di quasiparticelle
P{σ} =
N−1
2∏
k=1
1 + σk
[
cos2∆k + sin2∆k cos(2εkT )
]
2
(6.29)
risulta compatibile (cf. (6.6)) con la congettura per cui la sorgente di entropia è la densità di entropia
classica della distribuzione delle coppie di quasiparticelle.
6.2.1 Distribuzione della densità di energia
Possiamo in generale affermare che agendo con quench globali interni al modello XY siamo
in grado di preparare stati della forma
|Ψ0〉 =
N−1
2∏
k=1
(
cosαk + e−iφk sinαk b
†
kb
†
−k
)
|0〉 , (6.30)
dove |0〉 è il vuoto degli operatori di Bogoliubov b. L’evoluzione di tali stati è triviale
|Ψ(t)〉 = ei ε02 t
N−1
2∏
k=1
(
eiεkt cosαk + e−iεkte−iφk sinαk b
†
kb
†
−k
)
|0〉 , (6.31)
dove abbiamo esplicitato l’energia dello stato fondamentale E0, come immediato risulta il prodotto
scalare con lo stato al tempo 0
〈Ψ0|Ψ(t)〉 = ei
ε0
2 t
N−1
2∏
k=1
(
eiεkt cos2 αk + e−iεkt sin2 αk
)
. (6.32)
Abbiamo già osservato che per tempi t finiti nel limite termodinamico lo stato è ortogonale allo
stato di partenza, questa caratteristica dei quench globali ha notevoli conseguenze sulla distribuzione
P (ω) della densità di energia ω = E/N dello stato [Sil08]. Se indichiamo con |E, kE〉 gli autostati
dell’hamiltoniana con energia E allora la distribuzione della densità di energia si scrive in termini
del modulo quadro dei prodotti scalari dello stato con gli stati stazionari
P (ω) =
∑
E,kE
| 〈E, kE |Ψ0〉 |2δ(ω − E/N) , (6.33)
e in trasformata di Fourier
G(t) =
∫
dωP (ω)eiωt =
∑
E,kE
| 〈E, kE |Ψ0〉 |2eiEt/N = 〈Ψ0|Ψ(−t/N)〉 . (6.34)
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Nel limite termodinamico soltanto il termine lineare in t contribuisce a logG(t)
〈Ψ0|Ψ(−t/N)〉 = exp
[
−iε0 t
N
− i
N−1
2∑
k=1
cos(2αk) tan
(
εk
t
N
)
+
1
2
N−1
2∑
k=1
log
∣∣∣1− sin2(2αk) sin2(εk t
N
)∣∣∣] ,
(6.35)
e G(t) ha modulo unitario e fase proporzionale a t
G(t) = exp
(
−it 1
2pi
∫ pi
0
dϕε cos(2α)
)
. (6.36)
Antitrasformando otteniamo che la densità di energia assume un valore esatto
P (ω) = δ
(
ω +
1
2pi
∫ pi
0
dϕε cos(2α)
)
, (6.37)
e se specializziamo la formula ad un quench globale αk = ∆k/2 osserviamo che la posizione del picco
dipende linearmente dai parametri h e γ dell’hamiltoniana di destinazione (cf. (3.36)), conseguenza
della linearità dell’hamiltoniana rispetto ai parametri. Se consideriamo l’ordine successivo O(1/N)
la distribuzione approccia la delta di Dirac come una gaussiana con varianza
σ2 ∼ 1
2piN
∫ pi
0
dϕε2 sin2(2α) (6.38)
che, nel caso di un quench globale, dipende in modo quadratico dai parametri finali. In figura 6.1
abbiamo mostrato un esempio di distribuzione della densità di energia che si ottiene per N finito:
osserviamo come l’approccio al limite sia molto lento, soprattutto considerando il fatto che catene
di dimensioni superiori a N ∼ 50 comportano un notevole “peso” numerico, e anche l’andamento
gaussiano stenta a presentarsi. Non è facile prevedere la forma della distribuzione per catene finite
di queste dimensioni e la figura 6.2 ne costituisce una prova.
Per avere una distribuzione non banale occorre considerare stati che non siano globalmente
differenti dallo stato fondamentale (in tal caso consideriamo la distribuzione in energia misurata ri-
spetto all’energia dello stato fondamentale): dato che le fluttuazioni della densità di energia ∆E sono
O(
√
N) possiamo ad esempio prendere in considerazione i sistemi finiti che vengono fatti evolvere
per un tempo O(1/
√
N) con un’hamiltoniana diversa da quella iniziale. Se indichiamo con τ/
√
N
il tempo che intercorre tra il primo quench e il quench di ritorno, nel limite in cui la lunghezza
della catena è asintoticamente grande (cf. (6.28)) la trasformata della distribuzione non è più una
semplice fase
eiE0tG(Nt) = exp
[
− τ
2
2pi
∫ pi
0
dϕ sin2∆ε2
]
exp
[
τ2
2pi
∫ pi
0
dϕ sin2∆ε2e2iεt
]
. (6.39)
La distribuzione dell’energia Ω ≡ E − E0 si può ottenere in forma di serie sviluppando il secondo
esponenziale
P (Ω) = exp
[
− τ
2
2pi
∫ pi
0
dϕ sin2∆ε2
]δ(Ω) +
∞∑
n=1
τ2n
n!
∫
[0,pi]n
dnϕ
(2pi)n
n∏
i=1
[
sin2∆iε2i
]
δ
(
Ω− 2
n∑
i=1
εi
) .
(6.40)
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Figura 6.1: La distribuzione della densità di energia per vari valori di N per il quench (h0 = 10, γ0 =
1)→ (h = 1.1, γ = 1). Nel grafico è evidenziato il punto corrispondente alla densità di energia ωinf che si
ottiene per N →∞.
Se ora consideriamo tempi brevi τ max ε¿ 1 le eccitazioni sono date unicamente dalle singole coppie
di quasiparticelle
P (Ω) = exp
[
− τ
2
2pi
∫ pi
0
dϕ sin2∆ε2
]{
δ(Ω) + τ2
∫ pi
0
dϕ
2pi
sin2∆ε2δ(Ω− 2ε)
}
+O(τ4) ; (6.41)
osserviamo comunque che l’approssimazione è esatta per Ω < 4∆ε, dove ∆ε = min ε è il gap, e se
ad esempio max ε < 2∆² (c’è un ulteriore gap tra gli stati eccitati) e consideriamo il tempo (finito)
τ = 1
/√
1
2pi
∫ pi
0
dϕ sin2∆ε2 , la probabilità di occupare uno stato con una singola coppia di particelle
eguaglia la probabilità di trovarsi nello stato fondamentale, e soltanto la restante e−22 probabilità
(∼ 26%) è riservata alle energie superiori.
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Figura 6.2: La distribuzione della densità di energia per vari valori di N per il quench (h0 = 0.5, γ0 =
0.5) → (h = −0.5, γ = −0.5). Nel grafico è evidenziato il punto corrispondente alla densità di energia
ωinf che si ottiene per N →∞. L’approccio al limite è lento e caratterizzato da oscillazioni con frequenza
∼ N e ampiezza ∼ 1/N .
6.3 Evoluzione dell’entropia di entanglement a partire da stati
non fattorizzati
Concludiamo questo capitolo con qualche considerazione sull’interpretazione che abbiamo
dato alla sorgente di entropia. Nella sezione 6.2 abbiamo ottenuto l’ultima conferma alla congettura
che identifica la sorgente con la densità di entropia classica; la validità della (5.75) è però vincolata
alla fattorizzabilità dello stato fondamentale (cf. (5.77)) in stati con modulo dell’impulso definito:
se perdiamo questa proprietà non possiamo più scrivere la probabilità classica come prodotto di
probabilità di coppie ad impulso fisso, e la densità di entropia σcl(x, p) introdotta perde di significato.
Come abbiamo osservato all’inizio della sezione 6.2.1 gli stati preparati attraverso quench globali
interni al modello XY sono fattorizzati, quindi non sono di aiuto nella risoluzione di questo problema.
Per trattare stati non fattorizzati abbiamo bisogno di una migliore definizione di densità di
entropia valida per gli stati scrivibili in termini di coppie di quasiparticelle di impulso opposto. Sia
P (σk) =
∑
{σ}k
P ({σ}) (6.42)
la probabilità che il valore σk sia associato all’impulso k, dove abbiamo indicato con {σ}k l’insieme
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delle σ privato dell’elemento σk, allora definiamo la densità classica di entropia come l’entropia che
corrisponde alla distribuzione P (σk); osserviamo che se lo stato è fattorizzabile questa coincide con
la definizione “informale” data in precedenza
−
∑
{σ}
P ({σ}) logP ({σ}) = −
∑
k
∑
σk
P (σk) logP (σk) =
∑
k
σcl(k) . (6.43)
Per creare uno stato non fattorizzabile potremmo considerare l’evoluzione di un sistema
preparato in una sovrapposizione degli stati fondamentali di due hamiltoniane interne al modello
XY oppure la sovrapposizione dello stato del sistema a tempi diversi successivi ad un quench: in
entrambi i casi lo stato continua ad essere sovrapposizione di coppie di quasiparticelle di impulso
opposto senza però esibire fattorizzabilità. Dobbiamo fare attenzione che se sovrapponiamo stati
globalmente diversi il loro prodotto scalare è soppresso esponenzialmente con la dimensione della
catena (cf. (6.26)) e nel limite termodinamico gli elementi di matrice di un numero finito di operatori
di Bogoliubov tra i due stati è nullo. Questo costituisce un’ulteriore difficoltà poiché il simbolo
diviene a quadrato non unitario e l’entropia al tempo 0 diventa estensiva, ovvero lo stato costruito
non può essere lo stato fondamentale di un’hamiltoniana locale. A priori questa condizione potrebbe
nascondere una mancanza di generalità: per evitare di “incappare” in casi particolari procediamo
in maniera inversa, ovvero scriviamo un generico simbolo, ricaviamo gli stati compatibili con i
propagatori e verifichiamo la validità della nostra ipotesi. La dipendenza dal tempo del simbolo è
generata dall’operatore −εσx
t+ hP = e−iεσx nˆ · σeiεtσx = nxσx + (nyσy + nzσz)e2iεtσx , (6.44)
dove nˆ è reale (il simbolo deve essere hermitiano) e se richiediamo che l’entropia non sia estensiva
al tempo 0 n2x + n2y + n2z = 1. La sorgente di entropia che corrisponde al simbolo è H(nx), come
appare palese effettuando la rotazione descritta in sezione 6.1. La rappresentazione (5.36) ha senso
soltanto se
nx(ϕ) = nx(−ϕ) ny(ϕ) = −ny(−ϕ) nz(ϕ) = −nz(−ϕ) , (6.45)
ricordando inoltre che il simbolo Hankel è rappresentato a meno di una fase locale θ(ϕ) = −θ(−ϕ),
i più generali simboli Hankel e Toeplitz compatibili con un’entropia non estensiva al tempo 0 sono
h(ϕ) = eiθ(ϕ) [nx(ϕ) + iny(ϕ) cos(2εϕt)− inz(ϕ) sin(2εϕt)]
t(ϕ) = nz(ϕ) cos(2εϕt) + ny(ϕ) sin(2εϕt)
(6.46)
e immediatamente dopo il quench
h(ϕ) = eiθ(ϕ) [nx(ϕ) + iny(ϕ)]
t(ϕ) = nz(ϕ) .
(6.47)
D’altra parte il generico stato fattorizzabile (6.30) ha come correlatori a due punti
〈~βk~β†k〉 =
(
1− cos(2αk)σz + sin(2αk)ei
φk
2 σzσxe
−iφk2 σz
)/
2 (6.48)
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mentre il più generale stato
|Ψ0〉 =
∑
{σ}
a{σ}
N−1
2∏
k=1
(
1 + σk
2
+
1− σk
2
b†kb
†
−k
)
|0〉 , (6.49)
normalizzato dalla condizione
∑
{σ}
|a{σ}|2 = 1, possiede i correlatori
〈~βk~β†k〉 =
(
1 + (Ak↓↓ −Ak↑↑)σz + (Ak↓↑ +Ak↑↓)σx + i(Ak↓↑ −Ak↑↓)σy
)/
2 , (6.50)
dove Ak è la matrice hermitiana a traccia unitaria (A↑↑ +A↓↓ = 1)
Akσσ′ =
∑
{σ}k
a∗σk,{σ}kaσ′k,{σ}k . (6.51)
Osserviamo immediatamente che la condizione di fattorizzabilità è equivalente alla richiesta che
det[Ak] = 0 ∀k, infatti in tal caso ∃αk, φk tale per cui
Ak =
(
cosαk
eiφk sinαk
)
⊗
(
cosαk
eiφk sinαk
)
(6.52)
e ritroviamo la (6.48): se vogliamo considerare gli stati non fattorizzabili dobbiamo necessariamente
prendere in considerazione i correlatori per cui ∃k t.c. detAk 6= 0. Con l’idea di poter esprimere la
sorgente di entropia in termini della probabilità classica esplicitiamo quest’ultima in termini di a{σ}
P ({σ}) = |a{σ}|2 ⇒ P (σk) =
A↑↑ σk = 1A↓↓ σk = −1 (6.53)
e osserviamo che la nostra ipotesi forza la sorgente di entropia a dipendere unicamente dagli elementi
sulla diagonale della matrice Ak. Assumiamo a questo punto che la matrice Ak dipenda in modo
“continuo” dal parametro k, nel senso che è possibile sostituire nel limite termodinamico la trasfor-
mata di Fourier discreta sulla variabile k con la trasformata di Fourier sulla variabile ϕk = 2pikN ,
continua per N →∞. Sotto questa ipotesi i simboli al tempo 0 sono tali per cui
nx(ϕ) = A↓↓(ϕ)−A↑↑(ϕ)
ny(ϕ) = i(A↑↓(ϕ)−A↓↑(ϕ))
nz(ϕ) = A↓↑(ϕ) +A↑↓(ϕ)
(6.54)
ed hanno quadrato unitario unicamente se detA(ϕ) = 0.
In conclusione se nel limite termodinamico lo stato non è equivalente ad uno stato fatto-
rizzabile allora l’entropia al tempo 0 è estensiva (cf. (5.57))
SV.N.L (0)
L
=
1
2pi
∫ pi
−pi
dϕH(
√
1− 4 detA(ϕ)) , (6.55)
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dove il determinante che compare nella funzione entropica può essere espresso nella forma
4 detA(ϕ) = lim
N→∞
4 detA
Nϕ
2pi = lim
N→∞
det
∣∣∣∣∣∣
〈[
b†Nϕ
2pi
, bNϕ
2pi
]〉 〈[
b†Nϕ
2pi
, b†−Nϕ2pi
]〉
〈[
b−Nϕ2pi , bNϕ2pi
]〉 〈[
b−Nϕ2pi , b
†
−Nϕ2pi
]〉 ∣∣∣∣∣∣ . (6.56)
Mettiamo in evidenza che la densità di entropia al tempo 0 non dipende solo dalla densità di
probabilità classica ma è influenzata anche dalle coerenze quantistiche.
L’espressione completa della dipendenza temporale dell’entropia di entanglement
SV.NL
L
≈
∫ pi
−pi
dϕ
2pi
H(
√
1− 4 detA(ϕ))−
− t
L
1
2pi
∫
2|ε′|t<L
dϕ 2|ε′|H(
√
1− 4 detA(ϕ))− 1
2pi
∫
2|ε′|t>L
dϕ H(P (
√
1− 4 detA(ϕ))+
+
t
L
1
2pi
∫
2|ε′|t<L
dϕ 2|ε′|H(P (↓ϕ)− P (↑ϕ)) + 12pi
∫
2|ε′|t>L
dϕ H(P (↓ϕ)− P (↑ϕ)) (6.57)
è la somma di due effetti che competono: da una parte l’entanglement iniziale quantistico agisce
come pozzo di quasiparticelle di impulso opposto portando alla perdita della coerenza, dall’altra le
quasiparticelle agiscono come quando lo stato è fattorizzabile e particelle di impulso opposto rendono
correlati i siti che raggiungono contemporaneamente.
Osserviamo che la densità di entropia è sempre monotona crescente, infatti H(x) è una
funzione concava e |P (↓ϕ)−P (↑ϕ)| <
√
1− 4 detA(ϕ), inoltre la parte “classica” dell’espressione ha
come sorgente proprio la densità di entropia classica
H(P (↓ϕ)− P (↑ϕ)) = −
∑
σk
P (σk) logP (σk) = σcl(k) . (6.58)
Per tempi asintoticamente grandi la parte quantistica dell’evoluzione si annulla e l’entropia viene a
dipendere soltanto dalla densità di entropia classica; mettiamo comunque in evidenza che, contra-
riamente a quanto poteva essere dedotto studiando gli stati fattorizzabili, l’entropia asintotica non
è l’entropia che si ricava privando la matrice densità delle coerenze quantistiche
−
∑
k
∑
σk
P (σk) logP (σk) 6= −
∑
{σ}
P ({σ}) logP ({σ}) . (6.59)
Riepilogo
In questo capitolo abbiamo generalizzato la formula ottenuta per l’andamento dell’entropia
di entanglement, valida quando l’evoluzione è indotta da un quench, in modo da includere evoluzioni
più generali. Abbiamo mostrato che gli stati a tempi diversi di hamiltoniane (anche diverse) del
modello XY sono ortogonali nel limite termodinamico, e abbiamo studiato le conseguenze sulla
distribuzione dell’energia. Lo studio delle nuove dinamiche, nel caso in cui lo stato iniziale è lo stato
fondamentale di un’hamiltoniana locale, ha confermato la nostra congettura secondo cui la sorgente
di entropia è la densità di entropia classica. Rilassando la richiesta che lo stato iniziale sia uno stato
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di equilibrio abbiamo ottenuto che l’evoluzione della densità di entropia è caratterizzata da una
componente quantistica, responsabile dell’entanglement iniziale, e da una parte classica compatibile
con l’andamento congetturato.
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Conclusioni
Il presente lavoro di tesi è il risultato dell’analisi numerica e analitica delle caratteristiche
di equilibrio e di non equilibrio di una catena di spin. Lo studio dettagliato del modello XY, iniziato
nel capitolo 2 con la formalizzazione dell’equivalenza con un modello a fermioni liberi, ci ha permesso
di comprendere in che modo le proprietà generali dei sistemi possano in pratica essere realizzate. So-
prattutto nella prima parte abbiamo dato grande peso ai dettagli inerenti la lunghezza della catena
di spin per rendere chiare le conseguenze del passaggio al limite termodinamico, e analizzando l’en-
tanglement statico abbiamo avuto giovamento dallo studio effettuato sulla degenerazione dello stato
fondamentale della catena finita di spin. In questo senso la prima parte della tesi raccoglie i risultati
analitici, validi per il modello XY, utili ad individuare le grandezze che influenzano l’entanglement;
la seconda parte del lavoro è infatti dedicata interamente allo studio dell’entropia di entanglement
e costituisce il nucleo della tesi.
L’entropia di entanglement all’equilibrio di un blocco connesso di spin è stata analizzata
numericamente, e sono stati confrontati i risultati con il comportamento previsto dalla CFT e dalle
formule analitiche ottenibili per il modello XY quando i blocchi hanno dimensione asintoticamente
grande. Seguendo l’approccio alla criticità suggerito nel recente articolo [LK08] abbiamo studiato
come l’entanglement sia influenzato dalla criticità, in particolare abbiamo verificato numericamente
il valore della carica centrale nelle regioni critiche conformi.
Per quanto riguarda l’evoluzione dell’entropia di entanglement fuori dall’equilibrio ci siamo
dovuti scontrare con la mancanza di un risultato di riferimento: l’andamento previsto dalla CFT
nelle regioni critiche continua ad essere valido anche nelle regioni non critiche [CC05], ma i parametri
utili a caratterizzare univocamente l’evoluzione (a priori dipendenti dal modello) non sono comple-
tamente noti. L’analisi numerica dell’evoluzione dell’entropia di entanglement di blocchi di spin di
dimensione ragionevole (L ∼ 60) per numerose tipologie di quench ha incoraggiato ad un approccio
analitico al problema, che attraverso un’accorta analisi delle proprietà della matrice dei propaga-
tori ha trovato soluzione nella formula (5.59). Il confronto della formula ricavata con l’andamento
congetturato in [CC05] ci ha spinto alla ricerca di un’interpretazione della funzione che caratterizza
l’evoluzione dell’entropia di entanglement, a cui ci siamo riferiti come “sorgente di entropia”. Dopo
aver ipotizzato un legame con la densità di entropia di entanglement “classica” abbiamo cercato ed
ottenuto conferma nell’analisi della dinamica dell’entropia in situazioni più generali, considerando
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ad esempio l’evoluzione indotta da più quench.
In più di un’occasione abbiamo fatto cenno a problemi che esulano da una trattazione
approfondita ma che, visto il grande interesse che suscitano, abbiamo ritenuto opportuno almeno
menzionare: questo è il caso dell’evoluzione adiabatica, dello “stato” asintotico stazionario e della
distribuzione della densità di energia.
Concludiamo il lavoro osservando come la relativa semplicità del modello XY ci abbia
permesso di risolvere la dinamica dell’entropia di entanglement e di ipotizzare una possibile inter-
pretazione delle grandezze che influenzano l’evoluzione, prima fra tutte la sorgente di entropia.
I risultati ottenuti restano validi soltanto nel ristretto ambito studiato (ribadiamo che il modello
XY è un modello a fermioni liberi), ma lo studio di sistemi più complicati potrà essere esplicativo di
come l’interazione tra i fermioni agisce sulla sorgente di entropia, e in particolare potrà chiarire se
questa costituisce una pura grandezza classica o se invece ha in generale caratteristiche quantistiche.
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Appendice A
Diagonalizzazione dell’hamiltoniana
XY
Le hamiltoniane del modello XY descrivono una catena di spin 12 immersa in un campo
magnetico esterno h. L’interazione microscopica è supposta non nulla soltanto tra i primi vicini e in
direzione ortogonale al campo magnetico; il modello include, attraverso il parametro γ, la possibilità
che l’interazione sia anisotropa
HJ(γ, h) = −
N∑
i=1
(
J
1 + γ
4
σxi σ
x
i+1 + J
1− γ
4
σyi σ
y
i+1 +
h
2
σzi
)
. (A.1)
La procedura di diagonalizzazione si suddivide in 3 passi
1. trasformazione di Jordan-Wigner
2. trasformata di Fourier
3. trasformazione di Bogoliubov,
e se la catena è composta da un numero dispari di spin, o comunque se consideriamo il limite
termodinamico N →∞, è sufficiente a condurre l’hamiltoniana in forma diagonale.
Il capitolo 2 approfondisce le conseguenze della finitezza della catena di spin, questa
appendice raccoglie i passaggi che conducono ai risultati validi nel limite termodinamico.
Trasformazione di Jordan-Wigner. L’hamiltoniana (A.1) assume forma quadratica se espressa
in termini degli operatori di innalzamento e abbassamento σ± =
σx ± iσy
2
HJ (γ, h)− hN2 = −
N∑
i=1
[
Jγ
2
σ+i σ
+
i+1 +
J
2
σ+i σ
−
i+1 +
h
2
σ+i σ
−
i
]
+H.c. , (A.2)
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dove abbiamo indicato con H.c. l’hermitiano coniugato. Gli operatori σ± non sono né operatori
fermionici né operatori bosonici, infatti soddisfano l’algebra “mista”
[σ+l , σ
−
n ] = 2δlnσ
+
l σ
−
l [σ
±
l , σ
+
n σ
−
n ] = δlnσ
∓
l [σ
+
l σ
−
l , σ
+
n σ
−
n ] = 0
{σ+l , σ−l } = 0 {σ±l , σ+l σ−l } = 0 ; (A.3)
la trasformazione di Jordan-Wigner
cl
def
= (−1)l exp
[
pii
l−1∑
j=1
σ+j σ
−
j
]
σ−l (A.4)
manda le variabili di spin σl negli operatori fermionici cl. Le relazioni di anticommutazione
{cl, c†n} = δln {cl, cn} = 0 {c†l , c†n} = 0 (A.5)
sono un’immediata conseguenza dell’algebra delle matrici σ, inoltre il fatto che l’interazione micro-
scopica è limitata ai primi vicini fa sì che lo spazio possa essere suddiviso in due sottospazi in cui
l’hamiltoniana è quadratica anche negli operatori c: l’operatore N ≡ (−1)N exp
[
pii
∑N
j=1 σ
+
j σ
−
j
]
, che
commuta con l’hamiltoniana, possiede gli autovalori {−1, 1}, e l’hamiltoniana agisce sugli autospazi
relativi ai due autovalori come un operatore quadratico negli operatori fermionici c
HNJ (γ, h)−
hN
2
=
N∑
i=1
(
J
2
[
γc†i c
†
i+1 + c
†
i ci+1
]
− h
2
c†i ci
)
− J
2
(
γc†Nc
†
1 + c
†
Nc1
)
(N+ 1) + H.c. . (A.6)
Nel limite termodinamico possiamo trascurare il termine che dipende da N, cosicché otteniamo
l’espressione valida nell’intero spazio
HJ(γ, h)− hN2 ∼
N∑
i=1
(
J
2
[
γc†i c
†
i+1 + c
†
i ci+1
]
− h
2
c†i ci
)
+H.c. , (A.7)
comunemente detta hamiltoniana c-ciclica.
Trasformata di Fourier. Dato che l’hamiltoniana ottenuta è quadratica e ciclica negli operatori
c, essa è quasi diagonale in trasformata di Fourier
c˜†k ≡
1√
N
N∑
l=1
e−ilϕkc†l ϕk =
2pik
N
∈]− pi, pi[ , (A.8)
definita con il coefficiente 1√
N
in modo da renderla unitaria per preservare le relazioni di anticom-
mutazione. In generale infatti valgono le relazioni
N∑
l=1
c†l cl+n =
N−1
2∑
k= 1−N2
e−inϕk c˜†k c˜k
N∑
l=1
c†l c
†
l+n =
N−1
2∑
k= 1−N2
e−inϕk c˜†k c˜
†
−k ,
(A.9)
105
e nell’hamiltoniana sono accoppiati unicamente i modi con lo stesso modulo dell’impulso |ϕk|
HJ(γ, h)− hN2 ∼
N−1
2∑
k= 1−N2
[
(J cosϕk − h) c˜†k c˜k − i
Jγ
2
sinϕk
(
c˜†k c˜
†
−k + c˜k c˜−k
)]
. (A.10)
Se γ = 0 l’hamiltoniana è diagonale ma lo stato fondamentale non corrisponde al vuoto degli
operatori c˜: tutti i fermioni c˜† con modulo dell’impulso maggiore di quelli che si trovano sul livello
di Fermi J cosϕk = h popolano lo stato fondamentale.
Trasformazione di Bogoliubov. Nell’hamiltoniana (A.10) l’impulso è localmente conservato,
vale a dire che o viene distrutta e creata la stessa quasiparticella o vengono create (distrutte) due
particelle di impulso opposto; questa proprietà, legata alla ciclicità dell’hamiltoniana iniziale, ci
permette di completare la diagonalizzazione con una trasformazione di Bogoliubov
b†k = uk c˜
†
k + ivk c˜−k . (A.11)
L’unitarietà della trasformazione si traduce nelle due condizioni
|uk|2 + |vk|2 = 1
vku−k + ukv−k = 0 ,
(A.12)
e considerando che gli operatori sono definiti a meno di una fase possiamo scegliere
uk = cos
θk
2
vk = sin
θk
2
θ−k = −θk . (A.13)
Esprimendo nella (A.10) gli operatori c˜ in termini degli operatori fermionici di Bogoliubov b
HJ(γ, h)− hN2 ∼
1
2
N−1
2∑
k= 1−N2
{
b†kbk [(J cosϕk − h)(1 + cos θk) + Jγ sinϕk sin θk] +
+i(b†kb
†
−k − b−kbk) [(J cosϕk − h) sin θk − Jγ sinϕk cos θk] +
+b−kb
†
−k [(J cosϕk − h)(1− cos θk)− Jγ sinϕk sin θk]
}
(A.14)
l’hamiltoniana è diagonalizzata dalla condizione
tan θk =
Jγ sinϕk
J cosϕk − h (A.15)
che lascia ancora come grado di libertà la scelta del segno di sin θk: sia ²k = −²−k il segno di sin θk
sin θk = ²k
|Jγ sinϕk|√
(J cosϕk − h)2 + J2γ2 sin2 ϕk
cos θk = ²k
sign[Jγ sinϕk](J cosϕk − h)√
(J cosϕk − h)2 + J2γ2 sin2 ϕk
.
(A.16)
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Sostituendo tali espressioni nell’hamiltoniana otteniamo
HJ (γ, h) =
N−1
2∑
k= 1−N2
²ksign[Jγ sinϕk]
[
εkb
†
kbk −
1
2
]
, (A.17)
dove εk =
√
(J cosϕk − h)2 + J2γ2 sin2 ϕk, e se richiediamo che lo stato fondamentale sia lo stato
di vuoto degli operatori di Bogoliubov allora ²k = sign[Jγ sinϕk] e ritroviamo le equazioni (2.15) e
(2.16).
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Appendice B
Matrici di Toeplitz e di Hankel
Una matrice di Toeplitz è una matrice T i cui elementi dipendono soltanto dalla differenza
degli indici Tij = Ti−j , in altre parole gli elementi di ogni diagonale hanno lo stesso valore.
Una matrice di Hankel è una matrice H i cui elementi dipendono soltanto dalla somma
degli indici Hij = Hi+j , in questo caso sono gli elementi di ogni diagonale secondaria ad essere
uguali.
Esiste uno stretto legame tra le matrici di Hankel e le matrici di Toeplitz, infatti se H è
una matrice di Hankel N ×N la composizione di H con la matrice Lij = δi+j N+1
L =

1
. .
.
1
 L2 = 1 (B.1)
è una matrice di Toeplitz T = LH. L’immediata conseguenza è che T †T = H†H, in particolare i
moduli degli autovalori delle matrici di Hankel sono gli stessi delle corrispondenti matrici di Toeplitz.
Matrici circolanti. Le matrici di Toeplitz che possiedono l’ulteriore proprietà per cui ogni riga
può essere ricostruita dalla precedente con uno spostamento ciclico degli elementi sono dette matrici
circolanti Cjk = C(k−j) mod N . Le matrici circolanti costituiscono una classe speciale di matrici che
possono essere diagonalizzate esplicitamente per ogni dimensione N
λj =
N−1∑
k=0
Cke
− 2piijkN
[~w(j)]k =
1√
N
e−
2piijl
N j, k = 0 . . . N − 1 ,
(B.2)
dove abbiamo indicato con ~w(j) gli autovettori e con λj gli autovalori corrispondenti. Osserviamo
che gli autovettori dipendono soltanto dalla dimensione della matrice, in altre parole tutte le matrici
circolanti commutano, il prodotto (la somma) di due matrici circolanti è circolante, come circolante
risulta l’inversa se gli autovalori sono tutti non nulli.
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Esempio: random walk. Come esempio esplicativo di un problema che può essere ricondotto allo
studio di una matrice di Toeplitz prendiamo in esame il random walk unidimensionale. Consideriamo
in particolare la traiettoria seguita da un oggetto che ad ogni passo si muove a destra e a sinistra con
uguale probabilità p = 12 e concentriamoci sulla probabilità che dopo N passi l’oggetto sia tornato
nella posizione iniziale avendo esplorato un regione di dimensione E. Per risolvere questo problema
è sufficiente determinare la probabilità che la traiettoria sia contenuta entro due valori xmin e xmax
perché da questa è possibile dedurre la probabilità dell’estremo superiore e dell’estremo inferiore, e
quindi dell’estensione della regione esplorata
P (xmin, xmax, x(0) = x(N)|N) =
=WN [xmin;xmax]−WN [xmin;xmax − 1]−WN [xmin + 1;xmax] +WN [xmin + 1;xmax − 1] ,
(B.3)
dove WN [xmin;xmax] ≡ P (xmin ≤ x ≤ xmax, x(0) = x(N)|N).
Dopo il passo k-esimo la probabilità che la traiettoria continui nel punto x dipende uni-
camente dalla probabilità che l’oggetto si trovi in x + 1 e x − 1 e, tenendo presente la richiesta
xmin ≤ xl ≤ xmax ∀l, possiamo scrivere la formula ricorsiva
pk+1x =

1
2p
k
x−1 +
1
2p
k
x+1 xmin < xk+1 < xmax
1
2p
k
x+1 xk+1 = xmin
1
2p
k
x−1 xk−1 = xmax .
(B.4)
Se definiamo il vettore ~p(k) come il vettore i cui elementi pkl sono le probabilità che la traiettoria
attraversi il sito xl nel passo k-esimo allora ~p(k+1) = T~p(k), dove T è la matrice di Toeplitz (tridia-
gonale) di dimensione E = xmax − xmin + 1 con elementi Tjk = 12δ|j−k|1. In questo caso la matrice
T è diagonalizzabile esplicitamente e un semplice calcolo conduce allo spettro
λk = cos
(
pik
E + 1
)
[~w(k)]j =
√
2
E + 1
sin
(
pikj
E + 1
)
k = 1 . . . E ,
(B.5)
dove abbiamo indicato con λj gli autovalori e con ~w(j) gli autovettori normalizzati. La probabilità
che l’oggetto si trovi all’inizio nella posizione x e alla fine (dopo N passi) nella posizione y è in
generale dato da [TN ]xy, dove abbiamo fatto un leggero abuso di notazione indicando con x e y sia
la posizione dell’oggetto che l’indice del vettore ~p corrispondente, e scrivendo la matrice in termini
degli autovalori e dei proiettori sugli autospazi è possibile esplicitare tale probabilità. Ponendo
x = y = x(0) il problema da cui siamo partiti è in linea di principio risolto.
Osserviamo che l’applicazione considerata è una delle più semplici immaginabili e mettia-
mo in evidenza come la possibilità di scrivere esplicitamente lo spettro della matrice abbia avuto
un ruolo centrale nella risoluzione: in generale ciò non è possibile, la semplicità che esibiscono i
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problemi riconducibili a matrici di Toeplitz risiede però nel fatto che quando si considerano dimen-
sioni N asintoticamente grandi (nel nostro esempio un grande numero di passi) esistono teoremi che
“vincolano” il comportamento dei funzionali delle matrici di Toeplitz, fornendo utili informazioni
riguardo al problema considerato.
B.1 Comportamento asintotico
Si dice che la matrice di Toeplitz T (Hankel H) è generata dal simbolo t(ϕ) (h(ϕ)) se gli
elementi di matrice si scrivono
Tjk =
1
2pi
∫ pi
−pi
dϕ
2pi
e−i(j−k)ϕt(ϕ)
Hjk =
1
2pi
∫ pi
−pi
dϕ
2pi
e−i(j+k−N−1)ϕh(ϕ) ,
(B.6)
dove N è la dimensione della matrice. Generalmente ogni volta che è possibile legare un problema
a matrici di Toeplitz o Hankel, questo non è vincolato dalla dimensione N quanto invece risulta
caratterizzato dal simbolo delle matrici. In questo contesto acquista senso studiare il comportamento
asintotico dei funzionali delle matrici.
Restringiamo l’attenzione alle matrici di Toeplitz e in particolare consideriamo quelle ma-
trici generate da simboli t(ϕ) che possiedono una serie di Fourier con coefficienti assolutamente
sommabili (appartenenti alla classe di Wiener). Per questa classe di matrici valgono le seguenti
proprietà asintotiche, corollari del teorema di Szëgo:
• Se f(ϕ) ≥ m > 0 ∀ϕ allora per N →∞
TN [t]−1 ∼ TN [1/t] , (B.7)
inoltre se F (x) è una funzione continua nel codominio di t allora
lim
N→∞
1
N
N−1∑
k=0
F (λ(N)k ) =
1
2pi
∫ pi
−pi
dϕF (1/t(ϕ)) , (B.8)
dove abbiamo indicato con λ(N)k gli autovalori di TN [t]
−1.
• Il prodotto di due matrici di Toeplitz è asintoticamente commutativo
TN [t1]TN [t2] ∼ TN [t2]TN [t1] (B.9)
e se le matrici sono hermitiane e F (x) è una funzione continua in un compatto che contiene
gli autovalori della matrice prodotto allora
lim
N→∞
1
N
N−1∑
k=0
F (λ(N)k ) =
1
2pi
∫ 2pi
0
dϕF (t1(ϕ)t2(ϕ)) , (B.10)
dove λNk sono gli autovalori di TN [t1]TN [t2].
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• Il simbolo del prodotto di n matrici è asintoticamente il prodotto dei simboli delle matrici
n∏
j=1
TN [ti] ∼ TN
 n∏
j=1
ti
 . (B.11)
• Sia t(ϕ) ≥ m > 0, integrabile secondo Riemann, un simbolo che genera matrici di Toeplitz
hermitiane allora
lim
N→∞
(det |TN [t]|)
1
N = exp
[
1
2pi
∫ 2pi
0
dϕ log t(ϕ)
]
. (B.12)
Le ipotesi sotto cui sono valide le proprietà menzionate sono abbastanza restrittive, per quan-
to riguarda il comportamento asintotico del determinante possiamo comunque menzionare una
congettura (che in molti casi costituisce un teorema) che generalizza il lemma di Szëgo:
congettura di Fisher-Hartwig. Se il simbolo che genera la matrice di Toeplitz t(ϕ) può essere
scritto nella forma
t(ϕ) = τ(ϕ)
L∏
j=1
exp [−iβj(pi − ϕ+ ϕj)] (2− 2 cos(ϕ− ϕj))αj , (B.13)
dove ϕj < ϕ < 2pi + ϕj , <[αj ] > − 12 e τ(ϕ) è una funzione regolare non nulla con numero di
avvolgimento nullo, allora
det |TN [t]| ∼ exp
[
N
2pi
∫ 2pi
0
dϕ log τ(ϕ)
] L∏
j=1
Nα
2
j−β2jE[t, {α}, {β}, {ϕ}] , (B.14)
dove E è una costante che è possibile esplicitare sotto certe ipotesi di fattorizzabilità di τ .
Rimandiamo a [Ehr01] per una trattazione approfondita del comportamento asintotico dei
determinanti di Toeplitz.
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Appendice C
Approssimazione di fase stazionaria
Il principio della fase stazionaria permette di ottenere lo sviluppo asintotico rispetto al
parametro positivo L, supposto grande, di integrali della forma
I(L) =
∫
D
dnxg(x)eiLf(x) , (C.1)
dove D è un dominio limitato di Rn e f(x) è una funzione che ha almeno un punto stazionario x0
in D che supporremo per semplicità non degenere
∇f(x0) = 0
det [(∇⊗∇) f(x)]|x=x0 6= 0 .
(C.2)
Se g(x) ha supporto in D e f(x) ha esattamente un punto stazionario non degenere x0 appartenente
al supporto di g(x) allora l’integrale oscillante n−dimensionale (C.1) ha l’espansione asintotica (cf.
[Won01])
I(L) ∼ eiLf(x0)
∞∑
j=0
aj(f, g)L−j−
n
2 , (C.3)
dove i coefficienti aj(f, g) possono essere espressi in termini delle derivate di f e g in x0.
Quello che comunemente viene chiamato approssimazione di fase stazionaria è l’ordine
dominante dello sviluppo (C.3) per L→∞
I(L) ∼ g(x0)| detA|− 12 exp
[
iLf(x0) +
ipiσ
4
](
2pi
L
)n
2
, (C.4)
dove A è l’Hessiano di f in x0 (Aij = ∂i∂jf(x0)) e σ è la segnatura di A (la differenza tra il numero
di autovalori positivi e il numero di quelli negativi). Se nel dominio sono presenti più punti stazionari
che verificano le ipotesi l’ordine asintoticamente dominante è la somma dei contributi provenienti
da ogni punto stazionario, inoltre se il punto stazionario si trova sul bordo del dominio l’ordine
dominante è esattamente la metà di quello dato dalla (C.4).
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