A three-dimensional computational model is presented for studying the efficacy of high-intensity focused ultrasound (HIFU) procedures targeted near large blood vessels. The analysis applies to procedures performed at intensities below the threshold for cavitation, boiling and highly nonlinear propagation, but high enough to increase tissue temperature a few degrees per second. The model is based upon the linearized KZK equation and the bioheat equation in tissue. In the blood vessel the momentum and energy equations are satisfied. The model is first validated in a tissue phantom, to verify the absence of bubble formation and nonlinear effects. Temperature rise and lesion-volume calculations are then shown for different beam locations and orientations relative to a large vessel. Both single and multiple ablations are considered. Results show that when the vessel is located within about a beam width (few mm) of the ultrasound beam, significant reduction in lesion volume is observed due to blood flow. However, for gaps larger than a beam width, blood flow has no major effect on the lesion formation. Under the clinically representative conditions considered, the lesion volume is reduced about 40% (relative to the no-flow case) when the beam is parallel to the blood vessel, compared to about 20% for a perpendicular orientation. Procedures involving multiple ablation sites are affected less by blood flow than single ablations. The model also suggests that optimally focused transducers can generate lesions that are significantly larger (>2 times) than the ones produced by highly focused beams.
Introduction
Most therapeutic ultrasound procedures, including tumor ablation, hemostasis and gene activation, rely on the ability of ultrasound to rapidly elevate tissue temperatures. When these procedures are performed in the proximity of large blood vessels, convective cooling can lead to substantially different outcomes compared to tissues without large-scale flow. In order to quantify this difference, and to optimize operational parameters prior to surgery, mathematical models can be employed.
High-intensity focused ultrasound (HIFU) tumor ablation procedures often occur in a 'high-intensity' regime, where focal intensities are beyond a few thousand W cm −2 . Here mathematical modeling is complicated significantly by the presence of cavitation, boiling and highly nonlinear propagation (Khokhova et al 2006) . Khokhova et al (2006) and Curra et al (2000) accounted for the highly nonlinear propagation effects of shock formation and shock absorption in their numerical simulations of tissue response to HIFU. Their models also contain an absorption which increases linearly with frequency, appropriate for most tissues. Along with the linear absorption, dispersion is contained in the model to satisfy causality. This absorption model is more complicated than the classic thermoviscous model of absorption (Hamilton and Morfey 1998) , in which absorption depends upon the square of the frequency and there is no dispersion. Part of the increased complication arises from the necessity of treating large amounts of acoustic energy at higher harmonics in the linear absorption model. (Higher harmonics are more strongly damped in the quadratic absorption model.) Bubbles arising during cavitation or boiling are even more difficult to model. Yang and Church (2005) developed a model to simulate the large oscillations of bubbles in HIFU fields. Chavrier et al (2000) developed a model to help elucidate the role played by bubbles in lesion formation. However, at the present time, how the bubble field affects the transfer of acoustic energy during its lifetime is not well understood.
In addition to the 'high-intensity' regime, another important regime for HIFU procedures, which we label the 'moderate-intensity' regime, is that just below the cavitation threshold. Here time-averaged focal intensities are in the range of 100-1000 W cm −2 , peak negative pressure at the focus is in the range of 1-4 MPa and the nonlinearity parameter N (= dβ ωp t c 3 0 ρ 0 d being the focal length, β the coefficient of nonlinearity, ω the angular frequency, and p t the transducer pressure, Lee (1993) ) is on the order of a few tenths. Temperature rises in the moderate regime are still substantial, up to 50
• C for a typical 10 s procedure (average increase of 5
• C s −1 or less over the sonication time). Investigations occurring within the moderate-intensity regime include that of Vaezy et al (1998) , who accomplished hemostasis of punctured blood vessels with focal intensities as low as 500 W cm −2 . Liu et al (2006) used focal intensities below 700 W cm −2 , and temperature-rise rates between 2 and 5 • C s −1 , to show the feasibility of heat-regulated gene therapy for cancer treatment. Hindley et al (2004) treated uterine fibroids using average (over a 20 s procedure) temperature-rise rates of 3
• C s −1
. Damianou and Hynynen (1993) tabulated the threshold intensity for necrosis, and found the threshold intensity for necrosis to be between 100 W cm −2 and 400 W cm −2 for a 10 s pulse duration.
Studies have shown that in the moderate-intensity regime, complexities such as cavitation and highly nonlinear propagation can be neglected with acceptable error. Pursuing thresholds for ultrasound tissue erosion, Xu et al (2005) found little evidence for cavitation below an intensity of approximately 2000 W cm −2 . Mahoney et al (2001) were able to accurately predict the temperature rise in a rabbit thigh using linear acoustics and the bioheat equation, even for focal intensities in excess of 2500 W cm −2 and temperature-rise rates above 5
• C s −1 .
In the absence of complexities occurring at high intensities, well-validated models can be applied to assess the role of blood flow through large vessels on the efficacy of HIFU procedures. Kolios et al (1996) developed a model to determine the influence of blood flow on the dimensions of the lesions developed during focused ultrasound surgery. Their model was based upon linear acoustics and the bioheat equation. The blood vessel was coaxial with the ultrasound beam, allowing for an axisymmetric analysis. Curra et al (2000) used the model (described above) capable of simulating highly nonlinear propagation, but also restricted their treatment to the case where the vessel is coaxial with the ultrasound beam. Huang et al (2004) likewise considered an ultrasound beam coaxial with the vessel, and computed the velocity and temperature fields within the vessel, including the acoustic streaming field. They used the classic thermoviscous absorption model (absorption proportional to the square of frequency), arguing that the error in the heat-generation rate (relative to an absorption linearly dependent upon frequency) is small for the focal intensities considered (below 200 W cm −2 ). Streaming was found to have a significant effect on the temperature rise under certain conditions arising during acoustic hemostasis. Huang (2002) computed the temperature rise for ultrasound beams of various orientations targeted on the wall of a blood vessel, for hemostasis applications. Hariharan et al (2007) studied the effect of blood vessels on tissue temperature rise for a Gaussian heat source. In this study by Hariharan et al (2007) , a realistic geometry for blood vessels was constructed using the MRI images of a porcine liver.
In the investigation reported in this paper, the influence of large blood vessels on the thermal field arising from HIFU procedures in the moderate-intensity regime was systematically studied, as a function of beam orientation (relative to the vessel axis) and distance from the beam focal region to the vessel. Different transducer gains were considered, yielding focal intensities between about 300 W cm −2 and 1100 W cm −2 . The linearized KZK equation was used to simulate acoustic propagation within a soft-tissue medium. The temperature field in the tissue arising from the absorbed acoustic energy was determined by solving the bioheat equation using the finite-element technique. The equations of momentum and heat transfer were solved within the vessel, also by the finite-element technique.
Prior to performing any calculations of blood-flow effects, the model was validated by experiments in a tissue phantom. The experiments were performed primarily to verify that the assumption of linear acoustic propagation, and hence the use of the linearized KZK equation, was justified. A phantom with embedded thermocouples was constructed and sonicated using a range of acoustic powers. As described in section 2.2, the observed linear dependence of temperature on acoustic power is evidence that nonlinear propagation effects are not significant over the range of powers considered.
The following section develops the numerical model. The experimental technique used to validate the model is then described. Validation results are then presented, both from the experiments done ourselves and from the numerical and experimental work of previous investigators. Numerical predictions of temperature rise, thermal dose and lesion volume are then made as a function of separation between vessel and beam, for HIFU beams that are both parallel and perpendicular to the vessel axis. The results are compared to a baseline situation of a perfused tissue remote from any large vessels. The influence of blood velocity and transducer gain on lesion size is also studied, for single and multiple ablations.
Methods

Computational model
2.1.1. Operating parameters and material properties. Table 1 lists the different transducer characteristics analysed in this study. The focal distance (radius of curvature of the transducer) and operating frequency were kept constant (8 cm and 1 MHz), while the radius was varied in order to modify the transducer gain. The focal region is defined as the volume in which the intensity is greater than or equal to 25% (−6 dB) of the value at the focus. Clinically relevant values of input power, pulse duration and intersonication delay time (for multiple ablations) were used in this analysis (Gianfelice et al 2003 , McDannold et al 1999 , Hindley et al 2004 . Tissue properties were taken to be those of liver (table 2, from Meaney et al (1998) ). Table 2 also lists the properties of blood and tissue (Meaney et al 1998 , Huang 2002 ) used in the computations. All the media properties were assumed to remain constant throughout the treatment duration.
Geometry.
In the computations three procedures were considered. The first was ablation using a focused ultrasound beam in the absence of any large vessels ( figure 1(a) ). In the second, ablation occurs via an ultrasound beam propagating in a direction parallel to the axis of a large vessel (figure 1(b)) with the blood flowing away from the transducer. In the third procedure the beam axis is perpendicular to the vessel axis ( figure 1(c) ). The rectangular tissue volume in which ultrasound propagation was simulated is 16 cm long in the direction of the beam axis (z direction), and 4 cm wide in each of the transverse (x, y) directions. The 16 cm distance corresponds to twice the focal length, so that the transducer placed on a-z face is focused on the center of the volume. Heat-transfer calculations were limited to a region of extent 6 cm in the axial direction (3 cm on each side of focus); this was a sufficiently large volume for the treatment times considered. The blood vessel in both the parallel-and perpendicular-orientation models has a diameter of 6 mm, which is typical for larger arteries and veins (Creezee and Lagendijk 1992) . The distance between the beam and vessel, measured between the ultrasound beam axis and the nearest vessel wall, was varied in the studies, but in each case the vessel was located outside the 6 dB width of the beam.
A finite-element representation of the geometries depicted in figure 1 was generated using a commercial mesh generator (Fluent Inc. 2002a) . Two different element types were used for constructing the finite-element mesh. For the tissue volume close to the focal region (25 × 8 × 8 mm 3 ), hexahedral elements with dimensions 0.2 × 0.2 × 0.2 mm 3 were used. Outside the focal region and inside the vessel domain, tetrahedral elements were employed. The total number of elements used in our models varied between 300 000 and 350 000, depending on the vessel orientation. Mesh independence was assessed by comparing the temperature distribution in the final working mesh, with values obtained using a refined mesh. After increasing the number of elements by 30%, the temperature distribution values for the vesselless model changed by less than 1%.
Methodology.
The nonlinear parameter N = dβ ωp t c 3 0 ρ 0 (where p t is the acoustic pressure at the transducer) is a measure of pulse steepening due to nonlinear propagation. When N is equal to 0, the propagation is linear, and a sinusoidal pressure waveform at the transducer remains sinusoidal as it propagates to focal zone. For nonzero N, the pulse steepens with the propagation distance. When N is 1, a shock is formed at the focus, i.e. the sinusoidal waveform has evolved to a sawtooth (Curra et al 2000) . In the moderate-intensity regime, the nonlinearity parameter N is on the order of a few tenths, indicating that the acoustic propagation may be adequately described by linear acoustic theory. Indeed, as mentioned in the introduction, successful simulations of HIFU procedures have been performed using linear acoustics (Mahoney et al 2001 , Damianou and Hynynen 1993 , Kolios et al 1996 , Mast et al 2005 . The assumption of linear acoustic propagation in the moderate-intensity regime was also justified experimentally by the authors, in the following manner.
Pulse steepening occurs when higher harmonics of the sinusoidal pressure existing at the transducer are generated during propagation. These higher frequency components are more highly attenuated than the fundamental, resulting in additional heat generation (and temperature rise) relative to linear propagation at the same intensity. Thus, nonlinear propagation effects can be detected by observing the incremental increase in peak temperature with increasing power, and comparing it with the temperature increase predicted by linear propagation theory. In the experiments described in the following section, the temperature of a sonicated phantom was recorded as a function of time, for a range of powers comparable to those considered in the calculations. For low powers (i.e., low transducer pressures p t ), N is small and the propagation is linear. If the same increase in peak temperature with increase in power observed at low powers could be extrapolated to higher powers, i.e. a linear dependence of temperature rise on power, it was concluded that pulse steepening due to nonlinear propagation was not significant.
The possibility of cavitation was also studied using the phantom, by recording the temperature rise as a function of time throughout the sonication period. Cavitation would be manifested in a sharp rise in temperature during sonication, owing to the violent collapse of cavitation bubbles (Huang 2002) . A slow, monotonic increase in temperature over the sonication time is characteristic of heat conduction. When this slow temperature rise was well predicted by a solution to the heat equation using a source term based upon linear acoustics, it was concluded that cavitation is not present at the power levels considered, and that a linear propagation model suffices. The experiments used to justify the linear-acoustics assumption are described further in the following two sections. Here we proceed with the model development based upon linear acoustics.
Sound propagation was modeled using the linear form of the KZK parabolic wave equation. The linear KZK equation for an axisymmetric sound beam propagating in the Z direction is given by Hamilton and Morfey (1998) 
(
Here p is the acoustic pressure,
is the retarded time, t is the time, c 0 is the speed of sound in tissue, r = x 2 + y 2 is the radial distance from the center of the beam, D is the sound diffusivity of tissue, related to the absorption α by α = Dω 2 2c 3 0 where ω is the central angular frequency of the transducer. The numerical solution was implemented using the time-domain code KZKTexas2 developed by Lee (1993) . The grid size used in the KZK solver was varied from 0.8 mm (axial) × 0.125 mm (radial) to 0.8 mm × 0.25 mm, depending upon the diameter of the HIFU source. The acoustic field was assumed to be the same as that in the absence of the vessel. This assumption was justified on the basis that the vessel always resided outside the 6 dB width of the beam.
The time-averaged acoustic intensity I (r, z) was calculated from the pressure field using the relation I (r, z) =
, where p is the acoustic pressure, ρ 0 is the mean density, c 0 is the speed of sound, and the brackets denote time averaging. Intensity profiles were computed for different transducers, maintaining constant acoustic power but varying amount of focusing (transducer gain). Transducer gains between 10 and 64 were studied, where the gain G is defined by G = The ultrasonic power deposition per unit volume, Q axi (r, z), was calculated from the intensity field using the relation, Q axi = 2αI , where α is the absorption coefficient of tissue (table 2) . After each computation of the KZK equation, Q values were computed and then stored in a database and later accessed by the finite-element implementation of the bioheat transfer equation.
In order to solve for the temperature field generated by Q(r, z), it was first necessary to obtain the velocity field within the large vessel. Since the material properties in both tissue and the vessel domain were assumed to be temperature independent, the momentum field inside the blood vessel could be determined independently of the temperature. Blood was assumed to be an incompressible Newtonian fluid, for which the mass conservation relation takes the form
and momentum conservation is described by
Here u i is the blood velocity (i, j = 1, 2, 3). The blood flow in the vessel was assumed steady. Uniform blood velocity of 25 cm s
, typical for large arteries and veins (Creezee and Lagendijk 1992) , was assumed at the vessel inlet. A no-slip boundary condition was maintained along the vessel wall. The flow becomes fully developed before reaching the focal region, for both the parallel and the perpendicular flow models. Equations (2) and (3) were solved using the Galerkin finite-element (FE) method (Fluent Inc. 2002b) .
To determine the tissue temperature rise T (x, y, z, t) , the tissue was modeled as a perfused solid region. Perfusion was treated with a lumped parameter approach (Pennes 1948) . Within the Pennes approximation, the tissue temperature satisfies
Here c p is the tissue heat capacity, k is the thermal conductivity, Q is the heat source, T bl is the arterial blood temperature (37 • C), ρ bl is blood density, τ is the time constant for perfusion and c bl is the blood heat capacity (table 2). The heat source Q at a given location was obtained by linearly interpolating between database values obtained earlier from the KZK equation.
Temperature rise inside the blood vessel was calculated by solving the energy equation:
where u is the velocity field estimated earlier from the momentum equation (equation (3)), and Q is the heat energy absorbed by the blood. Since blood is a poor absorber of ultrasound relative to tissue, and the blood vessel is outside the 6 dB beam width for the high gain (G = 63.75) used in many of the computations, Q for blood was neglected. Continuity of temperature and heat flux was enforced along the wall of the blood vessel. On the outer boundaries in the computational domain, including the vessel inlet, a constant temperature of 37
• C was maintained. The initial temperature of the tissue and blood was also considered to be 37
• C. Equations (4) and (5) were solved using the Galerkin finite-element (FE) method (Fluent Inc. 2002b) .
From the transient temperature field, the volume of necrosed tissue was calculated using an empirical method developed by Saperto and Dewey (1984) . In this method, an exponential relation exists between the tissue temperature and the exposure time required to coagulate the tumor cells. This relation is expressed quantitatively by the thermal-dose parameter, which is expressed as
where t 43 is the thermal dose at the reference temperature of 43 • C, t final is the treatment time, T(t) is the temperature field obtained from equations (4) and (5), and,
According to this relation, thermal dose resulting from heating the tissue to 43
• C for 240 min is equivalent to that achieved by heating to 56
• C for 1 s. The lesion size is calculated based on the thermal-dose threshold value of 240 min. The volume of the necrosed tissue is the quantity of tissue surrounded by a surface that has a thermal-dose value of 240 min.
The numerical procedure may be summarized as follows. For a given set of transducer characteristics, the acoustic pressure was determined throughout the volume of interest. The power deposition rate as a function of position was then calculated and stored. The blood velocity was computed independently of the acoustic or temperature fields; calculation of blood velocity was performed only when new blood flow rates were considered. Once the power deposition rates and blood velocities were known, temperature-field computations proceeded. Finally, regions of cell necrosis were computed from the transient temperature results.
Experimental validation method
The experiments to justify a linear acoustics model were performed using a tissue-mimicking material based upon the materials and procedure of King et al (2006) . The tissue phantom is a hydrogel-based matrix containing aluminum oxide particles and n-propanol solution. Aluminum oxide and n-propanol are used to adjust the acoustic absorption and speed of sound similar to that of tissue (King et al 2006) .
The properties of the tissue-mimicking material are provided in table 2. Acoustic attenuation and speed of sound were measured using an ultrasonic time delayed spectrometry (TDS) system (Harris et al 2004) . Thermal conductivity and diffusivity were measured with a thermal property analyzer (KD-2, Decagon Devices Inc., Pullman, WA). The acoustic nonlinearity parameter B/A was measured using the finite-amplitude insert-substitution method (King et al 2006 , Dong et al 1999 .
The phantom material in the liquid phase was poured into a cylindrical housing containing a thin-wire 'T' type thermocouple (0.003 inch diameter, Omega Engineering Inc., Stamford, CT) stretched across a diameter of the cylinder. The leads of the thermocouple were connected to an OMB-DAQ-55 USB data acquisition system (Omega Engineering Inc., Stamford, CT), which has an internal cold-junction compensator for direct thermocouple measurements. The data acquisition rate of this USB-based system is 5 readings/second. The output of the acquisition system was stored and displayed in a digital computer.
After the tissue-mimicking material solidified, the cylindrical phantom was placed in a water tank, with its axis approximately coaxial with the test transducer. The HIFU transducer used in this study is a single element, spherically focused, piezoceramic transducer (Onda Corp., Sunnyvale, CA) with a diameter of 10 cm, a radius of curvature of 15 cm and a central frequency of 1.5 MHz (table 1). The transducer was mounted on a three-way positioning system, so that the location of the beam could be varied. The transducer was positioned 11 cm from the surface of the phantom.
The thermocouple within the opaque phantom was located by varying the beam location and observing the temperature rise immediately following activation of the transducer. An immediate, linear temperature rise indicated that the thermocouple was located within the beam. The largest temperature rise with time was observed at the location of the focal volume. With the thermocouple located at the focal location, the temperature was recorded for 20 s. Thermocouple artifact was not accounted for; the effect of this choice is discussed in section 4. At the end of the 20 s application the phantom was allowed to cool to ambient temperature, and the procedure was repeated at a different transducer power. Temperature rise measurements were made for a wide range of acoustic powers (3-32 W) and a minimum of three trials were conducted at each power level.
Results
Experimental details
The temperature rise at the end of the 20 s sonication in the validation experiments is plotted in figure 2(a) . The transducer power is plotted along the bottom, and the nonlinear parameter N along the top. The intensity corresponding to the maximum power applied is approximately 620 W cm −2 . The maximum temperature rise observed was in excess of 50 • C, which would result in a tissue temperature of about 90
• C. As indicated by the line of best fit, a nearly linear dependence of temperature with acoustic power was observed over the range of powers applied.
In figure 2(b), the transient temperature rise occurring at the highest power (32 W) is compared with the temperature trace predicted by the numerical model. The two curves agree within 10% throughout the sonication time.
Computational details
Validation.
The first set of computations was performed to validate the model against other numerical studies. A comparison was made in the case of no blood flow through the large vessel using the numerical model developed by Wu and Du (1990) , for a Gaussian intensity profile. Wu and Du employed a Green's function approach for solving the bioheat equation, resulting in an integral over the distribution of absorbed ultrasound intensity. The results obtained using the present model are compared with the data published by Wu and Du in figure 3(a) , for perfusion lengths of infinity and 2 cm. The intensity at the focus was 2.5 W cm −2 , and the frequency was 3 MHz. Except at very small temperatures, the maximum difference between the two models was 7%, with the largest discrepancy occurring at the focus for the case of nonzero perfusion.
The present model was also validated against the experimental results published by Huang (2002) and Huang et al (2004) , for the case of a beam focused 0.4 mm outside of the wall of a cylindrical vessel. Figure 3(b) shows peak temperature rise computed by the present model as a function of peak negative pressure, for two different flow rates employed by Huang et al (2004) . The difference between the values in figure 3(b) and the experimental results of Huang et al (figure 8 of Huang et al (2004) ) is less than 10% for both flow rates.
Finally, the capacity of our numerical model to simulate multiple sonications was also checked with the experimental results of Meaney et al (1998) . Meaney et al considered a four-exposure procedure with the focal centers spaced 1.5 mm apart. The exposures were each 1.5 s in duration, separated by a delay of 8.5 s. Figure 3(c) contains the transient temperature computed by the present model, at a location 1.5 mm above the final exposure focal volume. This temperature rise calculated by the present model is in close agreement with the experimental values shown in figure 3 of Meaney et al (1998) , with the peak temperature rise within about 10% of the experimental value. 
Outline of the parametric study.
The validated model was next used to study the influence of vessel orientation, vessel/beam gap, blood flow velocity and transducer gain. Two different vessel orientations considered were the parallel and perpendicular configurations shown in figure 1 . The gap identified in the studies is defined as the distance between the vessel wall closest to the ultrasound beam, and the ultrasound beam axis. Two gap distances considered in this study were 1 and 1.5 mm. Unless otherwise mentioned, the default gap used in the subsequent sections is 1 mm. As noted in the previous section, the vessel diameter is 6 mm and the mean velocity is 25 cm s between target locations for successive sonications was 2 mm, which ensured a minimum overlap of lesion volumes. A total of ten sonications, split in two rows of five, were applied while the transducer was moved in a sequential pattern (McDannold et al 1999) . The multiple ablation exposure pattern, along with the relevant vessel orientation, is displayed in figures 8(a) and (b). Figure 4 (a) shows the temperature profile obtained along the beam axis, with and without blood flow, for a transducer with a focusing gain of 63.75. In the absence of blood flow, the peak temperature rise at the focus is 44.5
Effect of beam location and orientation.
• C after the 10 s procedure. In the presence of blood flow parallel to the beam axis, the peak temperature rise drops by ∼7% to 41.2
• C. Blood flow also tends to reduce the tissue temperature rise outside the focal region in the parallel orientation. When the blood vessel is perpendicular to the beam axis, the peak temperature rise drops by ∼9.1%, slightly more than the drop obtained for parallel flow. However, outside the focal region, the cross-flow model predicts a negligible change in the tissue temperature rise. Figure 4 (a) also shows that after a 10 s delay (t = 20 s) following a single sonication, the location of the peak temperature rise is no longer at the focus for the perpendicular flow model. Temperature rise at the focus (6.4
• C) is less than the T obtained outside the focal region, where the temperature profile overlaps with the corresponding profile for the case of no flow.
Figure 4(b) shows tissue temperature rise as a function of radial distance, at the focal plane, for t = 10 and 20 s. Since the ultrasound beam intensity is symmetric in the radial direction, the temperature profile obtained for the no-flow condition is also symmetric. However, in the presence of blood flow, an asymmetric temperature profile is obtained. Here little difference is observed between the parallel and perpendicular orientations. The temperature rise at y = 0.5 mm (halfway between the vessel and beam) drops from 38
• C for no-flow, to 28.4
• C (25% reduction) in the presence of blood flow. The maximum temperature has also shifted slightly (<0.2 mm) off the beam axis, away from the vessel. Once the ultrasound is turned off, blood flow shifts the location of maximum temperature rise further from the focus. Figure 4 (b) shows that, in the presence of blood flow, peak T is shifted from the focus by 1 mm. Figure 5 compares the parallel and perpendicular orientations in terms of thermal-dose contours, for a focusing gain of 63.75. The thermal-dose values are calculated from the temperature rise profiles using equation (6), where t final in equation (6) is 50 s, corresponding to 10 s of the ultrasound ON time and 40 s of the cooling time. The maximum thermal dose in the absence of blood flow is around 10 10 min, which is much higher than the threshold value of 240 min required for cell necrosis. Figure 5 (b) manifests a large indentation of the contours on the right side of the focal volume, indicating that thermal-dose values are considerably reduced due to the presence of the vessel. For this orientation where the beam is perpendicular to the vessel, the region of influence of the vessel is confined to the region 7.6 cm < z < 8.4 cm, since outside this axial range the contours have assumed the same locations as those of figure 5(a).
In figure 5(c), which pertains to the parallel orientation, the maximum contour shift, i.e. the maximum reduction in thermal dose, is comparable to that for the perpendicular orientation in figure 5(b) . However, the thermal-dose reduction persists for a much larger axial distance, as the contours at the upper and lower boundaries of figure 5(c) are still quite distant from their locations in figure 5(a) .
Lesion boundaries, defined as the 240 min thermal-dose contours, are shown in two different planes in figure 6 . The transducer gain is 63.75, as in figure 5. For the pure diffusion case, an ellipsoidal-shaped lesion, with dimensions 10 mm × 2.6 mm, is obtained along the YZ plane. In the presence of blood flow parallel to the beam axis (figures 6(a) and (b)), the lesion size is reduced in both axial and the radial directions. Along the focal plane, the cross-sectional area of the necrosed tissue volume dropped by ∼35%, from 5.3 mm 2 to 3.43 mm 2 . When the blood vessel is perpendicular to the beam axis, the lesion size is reduced only in the radial direction. As a result, a bean-shaped lesion is generated for this flow model, instead of an ellipsoidal one, as shown in figures 6(c) and (d). and 40 s cooling time) for a transducer gain of 63.75 is ∼40 mm 3 . In the presence of blood flow, when the gap between the vessel wall and beam focus is 1 mm, the lesion volume reduces by ∼37% and ∼17% for parallel and perpendicular configurations, respectively. However, when the gap is increased to 1.5 mm, reduction in lesion volume for both the configurations is less than 15%.
Figure 8(c) shows the lesion volume resulting from multiple sonications for high (63.75) and moderate (31.88) transducer gains, for both the parallel ( figure 8(a) ) and perpendicular ( figure 8(b) ) orientations. The distance between the vessel wall and beam is 1 mm. As mentioned earlier, a total of ten sonications are carried out, with each pulse having an ultrasound ON time of 10 s and an intersonication delay of 40 s. This corresponds to a total treatment time (t final in equation (6)) of 500 s used for calculating the lesion volume. In the absence of blood flow, the lesion volume obtained for both the gains is slightly more than 10 times the volume obtained for a single exposure. In the presence of blood flow during multiple exposures, lesion volume dropped by ∼8% and ∼10% for moderate and high gain transducers, respectively. Figure 8 also shows that the lesion volume obtained is almost the same for both parallel and perpendicular configurations. Figure 9 displays the dependence of lesion formation on inlet blood velocity when the blood vessel is oriented parallel to the beam axis, for the inlet velocity further from 15 to 35 cm s −1 caused the lesion size to drop only by an additional 5%.
Influence of blood flow rate.
Optimization of transducer gain.
In figure 10(a) , the lesion volume is plotted against the transducer gain for different distances between the ultrasound beam and the blood vessel. The transducer is oriented parallel to the vessel. A gain that maximizes the lesion volume can be identified. The optimal gain is around 20, and decreases slightly with increasing gap between the beam and vessel. It can also be observed from figure 10(a) that when the gap is 1.5 mm, the reduction in lesion size relative to the no-flow case (infinite gap) is between 13% and 35%. A gap of 1.0 mm results in lesions that are 37% to 67% smaller than the corresponding lesions for an infinite gap, with the biggest difference occurring at the lowest transducer gains.
Similar trends are observed for the perpendicular orientation ( figure 10(b) ), but the magnitudes of the differences due to gap are considerably less. Moving from a 1.0 mm gap to a 1.5 mm gap, the increase in lesion volume varies between ∼7% and 14%. Increasing the gap beyond 1.5 mm results in little additional increase in lesion volume. The optimal gain also decreases less with the increasing gap.
Discussion
Since the source term in equation (4) is Q = 2 α I, equation (4) predicts a linear increase in temperature upon intensity (or power), provided the absorption is independent of intensity. Since α, which is typically approximated in tissue by an empirical value with dependence Np/(cm MHz), times the frequency ω/2π , is dependent upon frequency, α becomes a function of intensity when nonlinear propagation at high-intensity levels results in the generation of high-frequency Fourier components. The result is that nonlinear propagation appears as a gradual deviation from the linear dependence of temperature upon power as the power is increased. The linearity of the data in figure 2(a) confirms the applicability of linear acoustic propagation over the range of powers considered. The slight elevation in experimental temperature values relative to the numerical ones in figure 2(b) may be the beginning manifestations of nonlinear propagation effects (since figure 2(b) relates the highest power value considered), as the numerical values are based entirely upon linear acoustics. Figure 2 (b), missing any abrupt increases in temperature with time, provides the evidence that cavitation can be ignored in the moderate temperature regime. It must be recognized, however, that the dissolved gas content and hence the cavitation threshold of the tissue phantom may be different from actual tissue.
Thermocouple artifact (Huang 2002) may have contributed to the difference between the experimental and computational values in figure 2(b) . Given the small thermocouple diameter (<1 mm) relative to the ultrasound wavelength (∼1 mm) (and the absence of any highly absorbing thermocouple coating such as plastic), artifact due to absorption by the thermocouple is likely negligible. However, a small amount of heating due to the initial relative motion of the thermocouple and the tissue phantom may have occurred.
Under the HIFU-procedure conditions considered in the parametric study, the temperature decrease at the focus due to the presence of flow was comparable for both parallel and perpendicular flow configurations (figures 4(a) and (b)). However, since diffusion of heat between the beam and vessel occurs all along the axial direction for the parallel orientation, the total effect of blood flow is significantly larger for this configuration relative to the perpendicular one (figures 6(a) and (c) and 7). Other orientations are expected to yield lesion volumes between the value for the parallel configuration and that for the perpendicular orientation.
The cooling effect of the large-scale blood flow is limited by the distance over which diffusion and small-scale perfusion can transport heat to the vessel during the treatment time. For the 10 s exposure, the gap between the beam and vessel must be less than a few mm, i.e., about a beam width-for the large vessel to affect the procedure (figure 7). This guideline of beam/vessel proximity being a beam width or less holds even when conduction during the OFF time is considered, since results not plotted showed that for the conditions considered in this paper, approximately 90% of cell destruction occurs during the ON time of the pulse.
During a multiple-exposure procedure, sonications targeted in the second row are essentially unaffected by the large-scale blood flow due to the increased distance to the vessel. The overall efficacy of a multiple-exposure ablation procedure is therefore less affected than single exposures by the presence of large vessels (figure 8). Because the perpendicularly oriented blood vessel traverses multiple focal zones in the multiple-exposure procedure ( figure 8(b) ), its orientation becomes much more conducive to heat exchange over the array of ablation sites than a single site. Meanwhile, for the parallel orientation, the middle (third out of five) ablation site is centered over the vessel ( figure 8(a) ). The other sites, though still parallel with the vessel, are further away. The heat-conduction efficiency of the multiple-site configuration degrades relative to that for a single site. The net result is that the cooling capacity of the parallel and perpendicular orientations is essentially the same for the multiple exposure procedure considered, resulting in comparable lesion volumes ( figure 8(c) ).
The beam/vessel proximity also explains the relative insensitivity of the lesion volume to blood velocity (figure 9), especially at physiologically relevant regimes (>15 cm s
−1
). That is, the cooling effect of the large vessel is limited by the rate at which heat can be transported to the vessel wall; heat conducted into the vessel is efficiently convected downstream over a large range of flow rates.
For fixed transducer output power, low focal intensities result in relatively large heated regions, but due to the limited procedure time and cooling due to blood flow there is insufficient heating to exceed the threshold for necrosis in many locations. This results in small lesion volumes for the low gain values in figure 10. At high focal intensities, meanwhile, a relatively small region can be intensely heated (well beyond the threshold necessary for necrosis, e.g. the center values in figure 5), the net effect also being an overall smaller lesion volume (large gain values in figure 10 ). An optimal gain therefore results for a given ultrasound ON time. As cooling due to blood flow becomes less important (increasing gap), there is less need for intense heating, and the optimal gain decreases. Because convective cooling is less effective in the perpendicular direction, little shift in optimal gain with a reduced gap is observed with that orientation ( figure 10(b) ). For all of the combinations of gap and orientation considered, the optimal gain was relatively low-around 20. This result may help optimize transducer selection for HIFU procedures in the moderate-intensity regime.
A limitation of the present model is the constant-property assumption. In reality, the acoustic and thermal properties vary with temperature (Techavipoo et al 2004 , Clarke et al 2003 , Duck 1990 . As the tissue temperature was increased from 20
• C to 90 • C, Techavipoo et al (2004) observed both increases and decreases in the attenuation coefficient, with a little overall change. Mast et al (2005) accounted for the changes in absorption with ablation, using a functional form for the absorption that is linearly dependent upon the thermal dose. The temperature dependence of the absorption, which would couple the acoustic propagation and bioheat equations and substantially increase simulation times, is an important consideration for future studies involving fewer parametric computations. A non-monotonic behavior is observed in the sound speed over the temperature range 20-90
• C (Techavipoo et al 2004) . However, the maximum variation in sound speed (about 1% relative to the 20
• C value) is small enough that the temperature dependence of the sound speed is unlikely to alter the findings of this study. Perhaps the largest influence of property temperature dependence on HIFU procedures arises in the enhancement of thermal conductivity and perfusion rate with elevated temperature (Duck 1990 ). These mechanisms more efficiently transport heat to the large vessel, resulting in lower temperature rises and smaller lesion volumes during focused ultrasound surgery (FUS). The flow rate within the large vessel would also increase in response to the elevated temperature, though it was found (figure 8) that the lesion volume is relatively insensitive to blood velocity at higher flow rates. As noted earlier, the limiting mechanism appears to be transport of heat to the vessel.
Conclusion
This study applies to 'moderate-intensity' HIFU procedures involving focal intensities less than 1000 W cm −2 and nonlinearity parameters on the order of a few tenths. Results show that at most target locations, clinical HIFU procedures may be performed with little concern for degradation of efficacy due to large-scale blood flow, since the effect of the blood flow is confined to within about an ultrasound beam width of the vessel. However, for procedures performed within a beam width of a large vessel, blood flow can significantly influence the outcome of the procedure. A beam alignment parallel to the vessel produces a significantly larger reduction in temperature and lesion volume than a perpendicular orientation. Singleexposure procedures are affected more strongly by blood flow than multiple-exposure procedures. Finally, for a fixed transducer power output, an optimal gain exists that maximizes the lesion volume. The optimal gain increases with the decreasing vessel/beam distance.
