Numerical modeling of borehole acoustics : parallel implementation of a loggin-while-drilling (LWD) model by Briggs, Victoria Alice, 1974-
Numerical Modeling of Borehole Acoustics:
Parallel Implementation of a
Logging-while-Drilling (LWD) Model
by
Victoria Alice Briggs
Submitted to the Earth Atmospheric and Planetary Sciences
in partial fulfillment of the requirements for the degree of
Masters of Science
at the
MASSACHUSETTS INSTITUTE OF TECHNOLOGY
May 2000
© Massachusetts Institute
Author ...........
of Techno
E li Atm
logy 2000. All rights reserved.
MASSACHUSTTS1 INSTITUTE
OFROMO
.......... , -. . . E . . .
)spheric and Planetary Sciences
May 18, 2000
Certified by
Certified by ............
Daniel Burns
Research Scientist
Thesis Supervisor
...............-.
Rama Rao V.N.
Research Scientist
Thesis Supervisor
A ccepted by .......................................... .
Ronald G. Prinn
Head, Department of Earth Atmospheric and Planetary Sciences
Numerical Modeling of Borehole Acoustics: Parallel
Implementation of a Logging-while-Drilling (LWD) Model
by
Victoria Alice Briggs
Submitted to the Earth Atmospheric and Planetary Sciences
on May 18, 2000, in partial fulfillment of the
requirements for the degree of
Masters of Science
Abstract
A finite difference code is used to investigate acoustic waves in a borehole environment.
The wave response to a logging-while-drilling (LWD) geometry is modeled in a fast
formation. Helical waves circling the tool are shown to asymptote to the Stoneley wave
velocity, giving confirmation of the fluid velocity in the borehole. Parameter studies
for simpler borehole geometries show that the Stoneley wave, in soft formations where
no shear arrival is present, can be used to invert for the shear velocity of the rock.
A Beowulf parallel computer is used to implement the finite difference code showing
the efficiency of cluster computing in a discretized space.
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Chapter 1
Introduction
With the invention of the combustion engine in the late 19th century our need for
oil has motivated increasing interest in subsurface structure. Since 1859 when the
first oil wells were drilled in Pennsylvania it was clear that a better understanding of
lithology could enhance recovery. But it was not until the 1920's, when Conrad and
Marcel Schlumberger measured subsurface resistivity, that borehole geophysics really
became an area of interest. The potential of acoustic data was soon realized to be of
importance in formation evaluation and the acoustic sonde was patented in 1935; it
is still used today.
The elastic properties of rock make seismic waves an ideal tool for imaging lithologies.
Different frequency ranges can provide useful information on both the large scale,
for reservoir extent and on the small scale, for lithological properties. Getting the
most information from an acoustic data hinges on exciting the correct mode for the
property you want to study, in a borehole the different waves that deconvolve from the
initial input are referred to as modes. These modes are a result of the waves reflection,
refraction and transmission at any boundaries the wave might encounter (tool, casing,
formation etc.) and are only excited in certain frequency ranges. Typically frequencies
between 5kHz and 25kHz give a suitable depth of penetration of a approximately two
foot and excite the relevant modes.
An acoustic logging tool consists of a set of transducers which convert electrical energy
into acoustic energy and vice versa. A pulse is released from several sources and the
time it takes to reach each of the receivers, and the subsequent waveform are recorded.
The speed at which the wave travels through the formation can be correlated to the
rock properties. Analytic solutions to the wave equation can be calculated for a
simple scenario of a cylindrical borehole in an isotropic elastic formation. However,
in a real scenario, there are many complicating factors: borehole geometry, casing and
fractures, making numerical methods the only effective way to solve the equations of
motion.
The key to interpreting the waveform is dependent on understanding the underlying
physics and building a forward model. If the model is correct, and assuming there
is a unique solution, it can be used as part of an inversion to solve for the pertinent
parameters. Early investigations of borehole wave propagations (Biot, 1952, 1956)
showed a relation between dispersion and borehole guided waves. As computing
power improved it was possible to model these waves to gain insight into the governing
parameters and so the next generation of research concentrated on modeling methods,
Alford et al, (1974) looked at the accuracy of the finite difference method for modeling
the acoustic wave equations; Alterman, (1968) used the finite difference method to
model elastic waves in a layered media and Boore, (1972) studied finite differences for
seismic waves. Again, as computing resources improved, increasingly complex models
could be generated and work focussed on the more subtle relations between waveform
and geometry; Chan and Tsang (1983) looked at effects of concentrically layered
isotropic formations surrounding a fluid-filled borehole, while Liu and Randall (1991)
generated synthetic waveforms for non-circular boreholes, Nicoletis (1990) studied the
effects of borehole geometry on the tube wave and Paillet and Cheng (1991) who have
completed work in all areas of borehole acoustic waves, published a comprehensive
text on acoustic waveform logging. The bottleneck of the problem now became the
speed at which forward model can be iterated. This, in turn, is dependent on the
speed of the algorithm and the hardware used to implement it.
Some of the better modeling methods for wave equations are finite difference methods;
they are an effective way to evolve the waveform in time and they provide a full
solution. In addition they are an ideal mathematical method to make use of parallel
computing. Typically the algorithm is developed to divide a discretized space into
smaller sections, each of which can be solved individually. It is this property that
makes a parallel computer especially effective for the task. One relatively new area of
parallel computing, that provides an alternative to using a super computer, is that of
clustering individual processors together. A Beowulf computer is a system of personal
computers linked together by Ethernet to emulate a parallel super computer. Each
node, or processor, can be allocated a subset of the entire volume to be modeled.
The results of the calculation are then transferred to a neighboring node which uses
the input as the boundary conditions for it's computations. The goal of this thesis to
investigate how the acoustic wave is effected by differing tool geometries and to see
how the use of cluster computing can speed up the process of the forward model.
I will focus particularly on logging while drilling (LWD) tools as these tools have a very
different geometry from their wireline counterpart. Traditionally a bore was drilled
before any downhole data was recorded, in the case of LWD the data is collected while
the drilling is in progress which means the tools are built to withstand much harsher
conditions. They must support the weight of the drill shaft and the increased pressures
from drilling, they must also allow the drilling mud to circulate down through the
center and up around the sides in order to remove the debris from the drill bit. This
results in a much larger and more rigid tool which alters the received waveform.
1.1 Outline
With a view to these changed geometries, chapter 2 discusses the different waves
that form in a borehole. It gives a brief description in an attempt to put them
into context before chapter 3, where I have taken a simple propagator matrix model
to systematically investigate the parameters that govern the wavefield. Chapter 4
describes the cluster computer used in this investigation and gives a little bit of
background on the motivation to use it, it also discusses scaling tests. Chapter 5
shows the results from the finite difference model. Finally chapter 6 discusses the
results and gives suggestions for further work. In the appendix I have given and
overview of elastic wave propagation and derived the wave equations of motion as
these are the starting point for a finite difference code involving the wave equation.
Chapter 2
Background
To fully interpret acoustic data it is important to understand the different types
of waves that propagate in a borehole and surrounding solid. This section briefly
describes the different wave types found in a borehole environment. The appendix
provides some general background on wave equations of motion in elastic medium.
2.1 Waves in the borehole
A logging tool operating in a borehole has a source transducer and an array of re-
ceivers. The source is used to excite the borehole and formation and the resulting
response is recorded and processed to obtain formation properties. The source excited
waves can be classified as modal or refracted arrivals. Some of the modal arrivals and
both the compression and shear refracted arrivals contain formation information.
2.1.1 Refracted Waves.
Two types of refracted waves can propagate on the interface between borehole fluid
and formation: refracted compression and refracted shear. In most real situations the
formation compressional speed is greater than the acoustic velocity in the borehole
fluid and hence a compression refracted wave exists. In addition when the formation
shear speed is also faster than the sound speed in the borehole fluid, referred to as a
'fast or hard' formation, a refracted shear wave is also present. Thus by definition,
both refracted waves are present in fast formations and only compressional refracted
waves are present in slow formations. That is, when formation shear velocity is less
than the speed in the borehole fluid.
The refracted wave radiates energy into the borehole fluid, in the form of a head wave,
as it propagates and consequently experiences an amplitude decay with distance from
the source. It is this radiation that is recorded by tool receivers and is processed to
obtain formation properties.
2.1.2 Modes.
Modes that propagate at a phase speed slower than the formation shear speed are
'guided' or 'trapped'. This means they do not radiate any energy and therefor only
suffer amplitude decay due to attenuation mechanisms in the borehole fluid or forma-
tion. It follows then that guided modes propagate long distances and can be observed
far from the source. Modes that propagate faster than the formation shear speed are
'leaky', as they radiate energy into the formation as they propagate. In monopole or
axisymmetric modes, Stoneley and pseudo-Rayleigh modes are guided while the tool
modes are leaky. In dipole modes the borehole flexural mode is guided while the tool
flexural mode is leaky over certain frequency ranges.
In the next chapter I use a simple model to illustrate the effect of changing source
frequency, borehole geometry, fluid properties or formation properties on the different
modes.
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Figure 2-1: Wavefronts in a hard formation.
The Top diagram represents the wave paths in a hard formation, where the shear
velocity of the formation is greater than the velocity of the fluid, This results in
both a shear and compressional arrival which can be seen on the graph below. The
plot shows the recorded waveform for an 8 receiver array, against time, with source
receiver offset increasing vertically. (Schlumberger 1999)
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Figure 2-2: Wavefronts in a soft formation.
The Top diagram represents the wave paths in a soft formation, where the shear
velocity of the formation is less than the velocity of the fluid, This means there is no
recorded shear arriaval and only the compressional arrival which be seen. The plot
shows the recorded waveform for an 8 receiver array, against time, with source
receiver offset increasing vertically. (Schlumberger 1999)
2.2 The Models
Two computer models were used to generate synthetic seismograms for the purpose
of this investigation. The first uses a propagator matrix technique to calculate the
frequency-offset response of a fluid filled borehole due to a point source, locatated at
the axis of the borehole. This model assumes axisymmetric layering and the generated
microseismograms show the complete waveform containing all body and guided wave
arrivals. The code was written for an investigation into the effects of casing on acoustic
log waveforms (Tubman, 1984). The algorithm uses discrete wavenumber integration
to calculate the time series, and attenuation is dealt with intrinsically by the use of a Q
value. This 'quality' factor introduces an exponential spatial decay into the waveform
which can be specified for both compressional and shear waves in each layer. The
propagator matrix is used to relate the displacements and stresses across the layers, at
each interface the following layer is fluid or solid and boundary conditions are matched
explicitly. The time series is calculated by wave number integration while the pressure
response is calculated individually for each frequency and wave number. The W and
k integrals are performed via fast Fourier transforms. This propagator matrix model
provided a bench mark for the finite difference approach and was used to compare the
differences between wireline and LWD waveforms. The second model (Cheng, 1994)
uses a finite difference method to propagate the wave through a discretized space.
It is second order accurate in time and fourth order accurate in space, this means
that in the spatial domain two grid points either side are need for the calculation
and in the temporal domain a relatively small time step must be used. The code
takes the first-order velocity and stress equations (see appendix) and applies them
to a staggered grid scheme. Artificial reflections from the boundaries of the model
are damped with an absorbing boundary condition. This second and more complex
model allows for the addition of a tool into the borehole which can dramatically alter
the recorded waveform. The use of this model was to focus on logging while drilling
(LWD) tool geometries.
Chapter 3
Parameter Studies
In this chapter a propagator matrix code to model a fluid filled borehole without
tool,(Tubman 1984) was used to take a systematic look at the changes in recorded
waveform due to changes in borehole radius, input frequency, formation properties
and attenuation. The excitation is from a point monopole source on the borehole axis
with receivers located along the same axis.
3.1 Borehole Radius Variation
The effect of a change in borehole radius on the recorded waveform is shown in fig-
ure 3-1. The center frequency of the source was set at 10 kHz. The figure shows
the dependence of amplitude borehole geometry and it can be seen that as the bore-
hole radius gets bigger the shear/pseudo-Rayleigh wave increases in amplitude and
becomes more complicated in appearance, while the Stoneley arrival decreases in am-
plitude. This increase in complexity of wave form is due to the higher order modes
that can form in the larger borehole (at a fixed frequency). As these additional modes
superimpose on one another they cause a relative increase in amplitude and a more
complex form. This dependence of appearance on mode content indicates a relation-
ship between frequency and borehole diameter (Paillet, Cheng 1991). This follows
since the mode content of wave forms is determined by the constructive interference
of waves traveling along the borehole, thus it is the ratio of frequency to annulus
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Figure 3-1: Effects of borehole radius.
Fluid: Vp=5.5 [1667], Vs=0 ft/ms [m/s], p=1.2 g/cm 3 , Qp=20, Qs=0
Formation: Vp=12 [3657], Vs=6.5 [1981] ft/ms [m/s], p=2.16 g/cm3 , Qp=20,
Qs=20
Borehole Radius: A=0.1667 [0.05], B=0.3333 [0.10], C=0.6667 [0.20], D=1 [0.30] ft
[m]
Source Frequency: 10 kHz
Source to Receiver Distance: 10 ft [3.05 m]
that determines which modes are present. The Stoneley arrival decreases in size as
the borehole diameter increases. The apparent absence of the P and S arrivals in
3-1A is an artifact of the scaling of the plot. The waveforms are normalized to the
maximum amplitude. Thus when one arrival is very dominant the lower amplitude
arrivals are hard to discern. The arrivals before th P arrival in figures 3-1 C and D
are a numerical artifact and should be ignored.
3.2 Source Frequency Variation
As shown in the previous section the ratio of the borehole diameter to the frequency of
the input wave determines which modes will be excited and to what-extent. Figure 3-2
illustrates the change in waveform due to increasing source frequency, independent of
borehole size. By looking at microseismograms such as these it is possible to determine
which frequency range should be employed to get the maximum information from
borehole. As frequencies increase higher order modes may be generated giving a
complicated and difficult to interpret waveform. The frequency below which a mode
will not exist is referred to as its 'cut off frequency'. The plots clearly show that
the tube wave is more efficiently excited at lower frequencies because its excitation
is almost inversely proportional to frequency, while the P and S waves are excited
dominantly in the mid-frequency range (10-15kHz). From the dispersion curve with
the parameters below the cutoff for the pseudo-Rayleigh wave is 8 khz and thus is
not present in 3-2A
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Figure 3-2: Source Frequency Variation.
Fluid: Vp=5.5 [1667], Vs=0 ft/ms, p=1.2 g/cm3, Qp=20, Qs=0
Formation: Vp=12 [3657], Vs=6.5 [1980] ft/ms [m/s] p=2.16 g/cm3 , Qp=20, Qs=20
Central Frequency: A=5, B=10, C=15, D=25 kHz
Borehole Radius: 0.3333 ft [0.101 m]
Source to Receiver Distance: 10 ft [3.048 m]
(note scale for A is twice that of the rest)
3.3 Effects of Lithology
Figure 3-3 shows the response from different slow formations. A slow formation is
one whose a shear velocity is less than that of the borehole fluid. In fast formations
the tube waves arrival time is almost unaffected by the formation, in a slow formation
however, it is more dispersive and it's arrival time is sensitive to the formation shear
velocities. This dispersive effect is a result of the borehole wall being 'softer' in slow
formations, so as the tube wave travels in the borehole it's walls deform slightly and
it's more effectively coupled to the formation.
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Figure 3-3: Effects of Formation Properties - Slow.
Fluid: Vp=5.5 [1676], Vs=0 ft/ms [m/s] p=1.2 g/cm 3 , Qp-20, Qs=0
Formation ft/ms [m/s]:
A: Vp=8.02 [2440], Vs=3.27 [996]
B: Vp=9.17 [2795], Vs=4.09 [1246]
C: Vp=12.7 [3870], Vs=5.20 [1585]
Borehole Radius: 0.3333 ft [0.10 m]
Source Frequency: 10 kHz
Source to Receiver Distance: 10 ft [3.04 m]
(note the scale on A is three times that of the others).
In the fast formations the tube wave remains relatively unaffected by the matrix
velocities as the formation is 'harder' so the tube waves signature is determined by
the borehole fluid. Figure 3-4 illustrates the small change in the tube wave over a
range of fast formations.
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Figure 3-4: Effects of Formation Properties - Fast.
Fluid: Vp=5.5 [1676], Vs=0 ft/ms [m/s], p=1.2 g/cm 3 , Qp=20, Qs=0
Formation ft/ms [m/s]:
A: Vp=10.48 [3194], Vs=5.57 [1697]
B: Vp=12.44 [3791], Vs=6.22 [1895]
C: Vp=13.10 [3990], Vs=6.54 [1990]
Formation: Qp =20, Qs=20
Borehole Radius: 0.3333 ft [0.10 m]
Source Frequency: 10 kHz
Source to Receiver Distance: 10 ft [3.04 m]
20
3.4 Attenuation
Attenuation is modeled by the use of a frequency independent 'quality' factor associ-
ated with the medium. Q is defined as
1 1 AA (3.1)
Q(w) ir A
where AA is the decrease in amplitude over one wave cycle and A is the maximum
amplitude during the cycle.
Although attenuation is usually considered to be frequency dependent, Q values,
which are proportional to f/a where a is the the attenuation coefficient, are used
to parameterize the attenuation for the frequencies of interest. This is justifiable as
measurement errors in Q are always larger than the expected frequency variation over
the accessible range (Paillet, Cheng 1991). Figure 3-5 shows the effects of increasing
Qp (Q of the formation compression wave). As the Q value increases, attenuation
decreases and figure 3-5 shows the increase in P-wave amplitude as the attenuation
decreases. It also shows that altering Qp has no visible effect on the Stoneley or
pseudo-Rayleigh modes. However in figure 3-6 Qs has been changed, here there is
quite clearly a correlation with the tube wave. As the attenuation decreases both the
pseudo-Rayleigh modes and Stoneley wave increase in amplitude.
The dependence of Stoneley arrivals on fluid properties is apparent in figure 3-7
where Q of the fluid was varied. Since trapped modes are not subject to attenuation
from outward radiation during propagation they provide good estimates of attenua-
tion, whereas the head waves suffer both radiation and attenuation losses.
Dash: P wave arrival Dot: S wave arrival Dash-Dot: Stoneley arrival
5 1 4
0
0 1 2 3 4 5 6 7 8
o
00 1 2 3 4 5 6 7 8
5 I
0
-5 I
0 1i 4 5 6 7 8
0
-5 I I
0 1 2 3 4 5 6 7 8
Time (ms)
Figure 3-5: Effects of Attenuation Qp.
Fluid: Vp=5.5 [1676], Vs=O ft/ms [m/s], p=1.2 g/cm 3 , Qp=20, Qs=0
Formation: Vp=12 [3657], Vs=6.5 [1980] ft/ms [m/s], p=2.16 g/cm 3 , Qs=20
Qp=: A=10, B=20, C=50, D=100
Borehole Radius: 0.3333 ft [0.10 m]
Source Frequency: 10 kHz
Source to Receiver Distance: 10 ft [3.04 m]
3.5 Receiver Arrays
Typically LWD tools have pairs of receivers along its length. As the source to receiver
distance increases the various arrivals separate in time. Figure 3-8 illustrates this
effect. The tube wave retains its amplitude as its energy is trapped by the borehole
and there is no geometric spreading to attenuate the signal. In contrast the head
waves radiate their energy, and consequently the far receivers have a greatly reduced
amplitude.
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Figure 3-6: Effects of Attenuation Qs.
Fluid: Vp=5.5 [1677], Vs=0 ft/ms [m/s], p=1.2 g/cm3 , Qp=20, Qs=0
Formation: Vp=12 [3657], Vs=6.5 [1980] ft/ms [m/s], p=2.16 g/cm 3 , Qp=20
Qs=: A=10, B=20, C=50, D=100
Borehole Radius: 0.3333 ft [0.101 m]
Source Frequency: 10 kHz
Source to Receiver Distance: 10 ft [3.05 m]
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Figure 3-7: Effects of Attenuation Qf.
Fluid: Vp=5.5 [1677], Vs=0 ft/ms [m/s], p=1.2 g/cm3
Formation: Vp=12 [3657], Vs=6.5 [1980] ft/ms [m/s] p=2.16 g/cm 3 , Qp=20, Qs=20
Fluid Qp: A=10, B=20, C=50, D=100
Borehole Radius: 0.3333 ft [0.101 m]
Source Frequency: 10 kHz
Source to Receiver Distance: 10 ft [3.05 m]
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Figure 3-8: Effects of Travel Time.
Fluid: Vp=5.5 [1677], Vs=0 ft/ms [m/s], p=1.2 g/cm3
Formation: Vp=12 [3657], Vs=6.5 [1980] ft/ms [m/s], p=2.16 g/cm3 , Qp=40,
Qs=20
Borehole Radius: 0.3333 ft [0.101 m]
Source Frequency: 10 kHz
Source to Receiver Distance: 15 ft [4.57 m]
Chapter 4
The Cluster
4.1 The Beowulf Parallel Computer
The Beowulf system is a collection of personal computers structured to emulate a
super computer. Each P.C., referred to as a node, is interconnected via Ethernet to
form one large parallel unit. Their increasing popularity lies in the fact that they
can provide super computer power at a fraction of the cost and they are especially
powerful in applications where an iterative algorithm can be decomposed into sets of
calculations that can be done in parallel at each node. The model I am using propa-
gates wavefronts through a discretized space. This is termed grid decomposition and
is the step in the computation. This space is divided into smaller subspaces which
are each allocated to a different node. The calculations need only the velocities and
stresses on the faces of each volume to evolve the wave further, meaning that each
node can work independently, passing only the relevant information to neighboring
nodes. To use the processing power efficiently, the latency between computation and
transfer must be minimized, hence the 'time to compute' and 'time to transfer' should
be of the same order.
Advances in CPU speed are typically faster then developments in network transfer,
as the market for computing is centered around a single fast machine for an indi-
vidual. This means that the exchange of data is usually the bottleneck in cluster
machines such as these. However, one of the key advantages of a system such as the
Beowulf is that it is possible to upgrade as new hardware becomes available and this
can be done frequently and for a relatively small cost. Conversely, with a mainframe
or workstation-class computer, the system usually becomes obsolete before another
large capital purchase is made, with no intermediate upgrades. This relative low cost
allows individuals to have a 'personal super computer' that can be optimized for spe-
cific needs. This is not the case with traditional super computers which are typically
a shared resource and cannot be configured for individual projects.
The potential of harnessing the increasing power of PC's was first investigated by
Thomas Sterling and Don Becker at The Center of Excellence in Space Data and
Information Sciences (CESDIS), a division of the University Space Research Associa-
tion (USRA) in Greenbelt Maryland. Their objective was to build a cluster computer
from commercially available hardware that could address the needs of massively par-
allel algorithms. In the summer of 1994 they built the first Beowulf cluster which
consisted of 16 DX4 processors connected by channel bonded Ethernet (Becker et al
1994). The machine was an instant success and the development effort soon spread
to NASA and the rest of the academic community. Since then, the number of Be-
owulfs across the world has increased dramatically. The developments in Ethernet
capabilities and advances in CPU speed have made these machines an extremely at-
tractive option. The fact that there are freely available operating systems such as
Linux and message passing libraries such as MPI or PVM, that are independent of
hardware. The Beowulf used for the purpose of this project comprises of sixteen two-
way symmetric Multiprocessors (SMP). Each SMP contains two 550MHz Intel PII
processors with 512 MBytes of 100-MHz SDRAM, they are connected via 100 base T
Fast Ethernet that are capable of transporting data at a rate of 100Mb/s.
4.2 Optimizing Computation Time
As discussed above the bottleneck of clusters such as these is the communication time
between nodes. This tells us that to optimize the model's run time your algorithm
should have a minimum of communication and messages should be longer than the
bandwidth of the message passing hardware where possible. This is because the
overhead for sending a packet is fixed by the message passing hardware, which is
Ethernet in this cluster, so by consolidating the number of packets sent the overhead
cost is reduced. However, for the packets individually there is a correlation between
size and length of time to communicate, so for packets larger than the bandwidth
there is still a trade off between size of packets and number of packets. This is a
problem that needs to be considered at the coding level. To take full advantage
of a cluster system like the Beowulf, the algorithm needs to be written in such a
way that the calculations on each node are ordered so that they are not waiting for
external information to arrive. If this were the case, a linear relationship should be
seen between model run time and number of nodes. Unfortunately in most modeling
problems this cannot be the case and a saturation of runtime is seen.
4.3 Scaling Tests
As mentioned in the previous section the computer consists of a number of nodes and
when running the model it is necessary to specify which nodes will be used in the
calculation. This gives an opportunity to see how well the algorithm and cluster work
together; by systematically increasing the number of nodes and noting the run time,
one can see how the latency between computation and transfer affect the performance.
A smaller version of the the full LWD geometry was used, the geometry of the
large model is discussed fully in the next chapter. The scaled version had a a grid
of 101x1O1x5OO with a spatial step of 5mm, a hard formation, Vp=5000, Vs=2700
m/s, was used with a fluid filled borhole of radius 117.6 mm, the tool had an inner
and outer radius of 24.2 and 92.2 mm respectively. The model was run for a total
of 2000 time steps. The graph clearly shows the expected reduction in run time for
number of nodes used, but the results indicate a serious problem associated with
the communication between nodes. A similar model run on a similar cluster at Hal-
iburton Energy Services indicated that our Beowulf is under-performing by a factor
of ten. The problems have been linked to the networking hardware which is not
Run time vs Number of nodes
Number of nodes
Figure 4-1: Scaling Test Results.
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communicating with full efficiency. The systems configuration should allow nodes to
communicate with each other and the main kernel (blackhole) at a rate of 100Mb/s.
Although the communication between each node and black hole was at full efficiency
the inter-node communication was only at 10Mb/s. This can be seen graphically in
figure 4-1, where the relative decrease in runtime between 1 and two machines is is
greater than between 2 and 4 or 4 and 8 machines. This is because at each iteration
information is passed node to node and to blackhole; when only one machine is used
the communication is only between blackhole and the machine itself, so the full effi-
ciency was obtained. When more machines were added the inter-machine reduction
in Ethernet speed becomes apparent. Although these issues are concerning from an
optimal point of view they do not interfere with the models ability to complete a run.
Chapter 5
Finite Difference Model of
Logging-while-drilling (LWD)
Geometry
Acoustic logging with wireline tools is done after a borehole has been drilled. Whereas,
in LWD (logging-while-drilling) the mesurements are taken while the borehole is
drilled. In order to acheive this, the tools have stringent strength considerations
that lead to a different geometry from classical wireline tools. Table 1 lists a few
of the pertinent differences. As could be seen from chapter 3 acoustic logging wave-
forms are heavily dependent on borehole size, and the reduction in annulus (due to
the LWD tools larger radius) shift the frequencies necessary to excite the some modes
to a higher band; hence the differences in frequency range between the two tools. The
increase in tool radius is not the only parameter to effect the waveform and hence
additional modes. The radial fluid layer at the center of the tool has the effect of
adding another boundary at which the acoustic energy can be reflected or guided. The
discrete wave number model used in chapter 3 only allowed for centered sources, thus
it was unable to give a true picture of how typical LWD data may behave. This finite
difference model has many more degrees of freedom in specifying the tool geometry
and environment.
Table 1. A comparison of LWD and wireline tool dimensions
In order to get as much information from the model as possible the configuration
of the tool geometry was altered slightly from a typical LWD tool to have as many
receivers as possible along the length of the tool, with a spacing of 3" (76.2mm) it
was possible to fit 30 receivers on each side. The model yielded some unusual and
complicated results. The source used was a single monopole located vertically above
the receiver array on one side of the tool. The formation was hard (Vp = 5000, Vs =
2700, Vf = 1500 m/s) so a refracted shear and refracted compressional arrival could
both be expected. Figure 5-4 shows the critical angles of refraction for the boundary.
The source frequency was set to 14.36 kHz and from comparisons with a similar tool
and formation, the freqency vs phase speed plot indicates there are two velocities at
Specification LWD Wireline
Source-Receiver (near offset) 4' [1.21 m] 8' [2.44 m]
Source-Receiver (far offset) 7' [2.13 m] 12' [3.66 m]
Reciever spacing 0.5' [0.15 m] 0.5' [0.15 m]
Tool Radius (inner) 2" [0.05 m] 0"
Tool Radius (outer) 8" [0.203 m] 3" [0.676 m]
Frequency Range 5-15kHz 1-15kHz
Nominal Borehole diameter 9" [0.228 m] 9" [0.228 m]
which waves can propagate, the formation shear velocity and the fluid velocity (Rao,
Burns, Toksoz 1999).
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Figure 5-1: Tool and Borehole Geometry for Model 2.
Parameters used for testing:
Formation: Vp = 16.4 [5000], Vs = 8.85 [2700] ft/ms [m/s]
Fluid: Vp = 4.92 ft/ms [1500 m/s]
Tool: Vp = 19.49 [5940], Vs = 10.498 [3220] ft/ms [m/s]
Center Source Frequency: 14.36 kHz
Spatial Stepsize: 0.0984" [2.5 mm]
Temporal Step Size: 0.000208 ms
Receivers 000-029
ind tool
0 2 4 6 8 10 12 14 16
Time(s) X 10~4
Figure 5-2: Seismogram results for centered tool, receivers on same size as source.
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Figure 5-3: Seismogram results for centered tool, receivers on far side from source.
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Figure 5-4: Upper Veloctiy of Helical Waves
This graph shows the helical waves velocity asymptote towards the Stoneley
velocity. Each of the helical waves plotted corresponds to a number of turns
around the tool, starting from the left: loops made = 1/2, 1, 3/2, 2, 5/2,
Full Loop Half Loop
Receiver
Figure 5-5: Path of Helical Waves
The length of the helical path can be calculated by Pythagoras theorem where the
helical path is the hypotenuse and the source/receiver distance and tool
circumference are the other two lengths of the triangles sides.
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Chapter 6
Results, Conclusions and Further
Work
6.1 Discussion of Results
The seismograms shown in figures 5-2 and 5-3 have the the velocities of the mediums
marked with a dotted line. The Stoneley arrival, given by the energy traveling in
the water directly to the receivers has a slightly larger response; as the formation is
hard there is not an efficient coupling at the boundary and so the Stoneley waves
velocity is dependent on the fluid. The interesting waves to note are the hyperbolic
curves that repeat over an interval of 0.42 ms. A hyperbolic curve usually indicates a
reflection of some kind and at first it was thought that these waves may have been a
reflection from the edge of the discretized space. However, when the model was run
the boundary conditions were set to be absorbing which would prevent reflections such
as these. The effectiveness of the absorbing boundary conditions can be verified by
running the model with a fluid filled space, making the only reflection boundaries the
edges of the grid. Previous testing of the code indicated that the absorbing boundary
was very effective and only minimal reflections could be seen, certainly not the clear
arrivals shown on figures 5-2 and 5-3. By looking closely at the times of these arrivals
it was found that they corresponded to a wave that travels around the tool and the
repeating nature of these arrivals was a result of this helical wave circling the tool
more than once before it reached the receiver, figure 5-5. By calculating the path
the wave took and knowing the seismic velocity of the fluid it was possible to predict
when the arrival should be. By overlaying these calculated times on the seismogram
a good match can be seen. Although these helical waves seem unusual, figure 5-5
shows that with increasing distance from the source they tend to the fluid velocity
and would arrive with the Stoneley wave. The reason they are so apparent in figures
5-2 and 5-3 is that the source receiver offset is very small. If these waves can be
recorded in a real situation they could provide additional information on the velocity
of the stoneley wave. This is useful as in soft formations, when no shear formation
arrival is seen, the Stoneley wave can be used to estimate the shear velocity of the
rock. In chapter 3 figure 3-3 shows how the Stoneley arrival is dependent on the
formation shear velocity so the helical waves may be dependent on the formation in
the same way. Current tool design has no receivers placed so closely to the source but
if the helical waves can be measured in a real logging environment it may be useful
to collect some data in this region of the tool.
6.2 Further Work
LWD acoustic logging is a relatively new area of borehole acoustics and the acoustic
wave response is not so well understood as that of the traditional wireline tools. Any
further modeling using a LWD geometry will provide useful information with regard
to interpreting real borehole data. The adaptability of the finite difference model
used for this study allows for many degrees of freedom in specifying the logging
environment. Similar parameter studies to those in chapter 3 will give further insight
into tool response. With the Beowulf operating at full speed, the time to run these
investigations will be substantially reduced and testing can be expanded to include
scenarios with the tool moved off the central axis. This will provide a greater depth of
understanding, with regard to real data, as centering the tool in a drilling environment
is not always achievable.
The helical waves may provide useful information for soft formations so additional
modeling of these modes is an area worth further investigation. The finite difference
model used in this paper does not consider attenuation so similar geometries to those
discussed in in chapter 4 should be studied with attenuating models to see if the same
arrivals can be seen. In conclusion, there is plenty of scope for further work in this
area. As tool engineering improves we will see a shift from classical logging methods
to LWD data collection. Using modeling methods similar to the ones discussed in
this paper gives greater understanding of the wave response which translates to better
interpretation of real data.
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Appendix A
Elastic Wave Propagation
A.1 Elastic Waves
The property of a substance that makes it resistive to deformation is known as elas-
ticity. After applying an initial elastic disturbance the particles in the matrix will
continue to oscillate while a restoring force tries to return them to their original po-
sition. As the particles displace they will transfer energy to neighboring particles
and thus a wave will propagate through the medium. The maximum displacement
from their initial position is given by the amplitude and the speed at which the wave
travels through the medium is the velocity. The wave spreads from a point source
radially giving a geometrical divergence and thus the energy of the wave is inversely
proportional to the distance from the disturbance. If however, the disturbing force is
caused by a plane wave, or the wave front is measured at large enough distances from
the source that it can be viewed as a plane wave, there is no geometric divergence and
the loss of energy at distance from the source is due to attenuation mechanisms such
as friction. In addition when the wave front encounters a boundary the energy can
be reflected or refracted or both. Reflection at the boundary is also responsible for a
decrease in measured amplitude. At every boundary that the wave encounters, part
of the energy is reflected back, while the other fraction is refracted. The reflection
coefficient is a dimensionless number which represents the ratio of reflected to trans-
mitted energy; hence the lower the coefficient the smaller the reflected amplitude.
The coefficient is dependent on the impedance of their respective mediums and is
independent of frequency.
A.1.1 Elastic Waves
The force per unit area that causes the particle displacement is referred to as stress, it
has both a normal component, (normal stress), and a tangential component, referred
to as the shear stress. If you consider the small unit element of volume 6x, 6y, 6z
inside a stressed body, Figure 2.1 shows how the forces can be resolved into the
component stresses. The first subscript denotes the direction of the force and the
second is the perpendicular plane to which it is applied.
p.+(dpfdz)Sz
p.+(dp./dz)SzL
p.+(d Jdx)8x
pp P+(dp/dy)Sy
8x
p,+(dpyjdx)Sx
x
Figure A-1: Stresses acting on a unit volume.
The change in shape or dimension that the unit force produces are called strains.
Figure 2.2 shows strains in two dimensions. When stresses are applied to the point
x,y the point moves to P, the displacements are U and U,. If the vertices have the
same displacements as P then the rectangle is displaced, undefromned, by U and U,,
therefor there is no change in size or shape of the area. If, however U, and U, are
different for the different vertices, changes in size and shape occur which is referred
to as strain.
du/dy 8.
X
Figure A-2: Strains acting on a unit area.
Extending this to three dimensions gives the components of strain as:
Dux
exx = "Ox
Ouy
OY y
auz
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(A.1)
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A.1.2 Stress-Strain Relation
Hooke's law states that for an elastic medium strain is proportional to stress. Thus,
for an isotropic media, using the Lam6 coefficients as constants of proportionality we
get:
Pxx = (A + 2,)Exx + Acyy + AEzz
Pyy = Axx + (A + 2 p)Eyy + AEzz
Pzz = Acxx + Acyy + (A + 2p)Ezz
(A.7)
(A.8)
(A.9)
(A.10)
(A.11)
(A.12)
Pxy = Mexy
Pyz = 1 eyz
Pzx =ezx
A.1.3 Equations of Motion
If the forces acting on the body are summed and the mass of the body is given by
pAxAyAz, using Newton's law, we can equate the net force to the product of mass
and acceleration to get the equations of motion. Ignoring body forces this gives:
O 2 UX 0 pxx +Pxy +pzx
pt2 = + +±&t x By D
(A.13)
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Now by differentiating the equations in 2.7 - 2.12 and substituting them into 2.13
- 2.15 we have:
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