As control system tasks become more demanding, more robust controller design methodologies are needed. A Genetic Algorithm (GA) optimizer, which utilizes natural evolution strategies, o ers a promising technology that supports optimization of the parameters of fuzzy logic and other parameterized non-linear controllers. This paper shows how GAs can e ectively and e ciently optimize the performance of fuzzy net controllers employing high performance simulation to reduce the design cycle time from hours to minutes. Our results demonstrate the robustness of a GA-based Computer-Aided System Design methodology for rapid prototyping of control systems.
In the CASD methodology investigated here, the setting of parameters is performed by an optimization process. There are many classical optimization algorithms but they cannot be relied upon to nd the optimal (global) solution in multi-parameter search spaces. These spaces are typically subject to discontinuities, multi-modality, and non-linear constraints which wreak havoc on gradient-based direct search methods. A genetic algorithm (GA) is a parallel, global search technique that emulates natural genetic operations 12] . Because it simultaneously evaluates many points in the parameter space, it is more likely to converge toward the global solution.
It need not assume that the search space is di erentiable or continuous and can also iterate several times on each datum received.
This article shows how GAs can e ectively and e ciently optimize the performance of parameterized non-linear controllers based on fuzzy logic algorithms in high performance simulation environments. A brief review of the fuzzy net controllers and genetic algorithms is rst presented.
To show the versatility of the methodology, two examples are discussed where GA-optimized fuzzy logic controllers are applied to simulated non-linear plants.
Fuzzy Net Control Systems
The basic idea of fuzzy control centers around the labeling process, in which the reading of a sensor is translated into a label as done by human expert controllers 5]. With expert supplied membership functions for labels, sensor readings can be fuzzi ed and through fuzzy logic eventually defuzzi ed to generate analog control commands. It is important to note that the transitions between labels are not abrupt and a given reading might belong to several label regions. . In this gure, 5 fuzzy regions are de ned for the inputs and output. However, unlike ANFIS 7] , the links between layers 3 and 4 in our fuzzy net controller are not xed.
These links represent consequents of fuzzy rules which could be optimized by GA.
While an earlier Fuzzy Logic 
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The GA is a probabilistic algorithm which maintains a population of individuals, P(t) = x 1 (t); . . .; x n (t) for iteration t. Each individual represents a potential solution to the problem at hand, and is implemented as some (possibly complex) data structure S. 
CASD Application Examples
Our primary objective is to come up with optimal fuzzy membership functions and rules that perform well with given operational speci cations while utilizing minimal human expertise.
Two examples will now be discussed, where this design is performed by GA-based optimizers. For these design problems, we want to minimize the total amount of error; E = desiredcontrol-output { actual-control-output. Therefore, a smaller E represents a higher tness (GA maximizes performance). There are two ways to convert the E to a tness value of a GA.
(1) Fitness = O set -E.
(2) Fitness = 1/E.
In real world problems, sometimes it is di cult to select an appropriate O set value. If an inappropriate value is selected, the performance of the GA will be degraded. In order to strengthen the relative tness di erences between individuals in later GA operations, we choose scheme (2) to compute the tness. The performance index of our GA experiments is Performance Index = ( C 1 E ) C 2 where C 1 and C 2 are heuristically chosen to adjust the tness di erence. As shown in Figure 1 , there are two input signals to the FNC e.g., temperature increase error rate (input1) and the derivative of this error rate (input2). Based on two inputs, the FNC produces output commands which control the on/o duty cycle of the heater. As shown in Figure 1 , we employed 5 membership functions for each input signal and 5 membership functions for the output signal.
The FNC controlled the plant with 3 di erent starting temperatures (278, 578, 878) and 8 di erent temperature increase rates (4, 6, 8, 10, 12, 14, 16, 18) . These operational speci cations were prepared to meet possible scenarios where the plant was temporarily shut down, say after the detection of an abnormal situation. Recovery to standard operating temperature would then have to start from temperatures other than that of cold start.
For each trial individual, the FNC evaluation module executes 24 cases (3 di erent starting temperature 8 di erent temperature increase rates). The error in each case was normalized by the total rise time and aggregated to give the tness of the trial individual. With this scheme for measuring tness we compute the performance for each of the 24 cases using the same fuzzy membership functions. (An alternative, but more costly, scheme is to employ di erent membership functions and rules for di erent initial conditions.) Figure 7 shows a set of fuzzy membership functions and fuzzy rules found by the GAoptimizer. Figure 8 (a) illustrates the performance of this optimized FNC with di erent starting temperatures and increase rates. Among the 24 cases, the performance of the best case is provided in Figure 8 (a) and worst case is shown in Figure 8 Summarizing, in this example, 24 di erent operational speci cations have to be considered at the same time for a single adjustment of the FNC. This task is beyond human reasoning capability. Furthermore, the time taken for manual tuning {an experiment we performed suggests this to be several days { is impractical for timely design cycles. Even on a state-of-the-art conventional workstation, the time taken for the GA-based optimization was in the neighborhood of 7 hours. However, our recent implementation on the CM-5 employing 512 processors reduced this time to 7 minutes. Thus, a CASD environment which includes a GA optimizer and high performance simulation capability enables the timely design of fuzzy logic controllers to meet demanding speci cations. In this example, GA nds the membership functions as well as fuzzy rules for control of the Inverted Pendulum. Figure 9 shows the schematic diagram of an inverted pendulum system.
The structure of the inverted pendulum system is composed of a rigid pole and a cart onto which the pole is hinged. The cart moves either right or left, depending on the force exerted on the cart. The pole is hinged to the cart through a frictionless free joint so that there exists only one degree freedom. The control objective is to balance the pole starting from non-zero conditions by supplying the appropriate forces to the cart.
If we let x 1 (t) = (t) and x 2 (t) = _ (t), then this system can be de ned by the following Figure 11 shows the optimized fuzzy membership functions and fuzzy rules. 
Conclusions
We have presented a Computer-Aided System Design environment which imitates natural evolutionary design. As control tasks become ever more demanding, more robust controller design methodologies are needed. A GA optimizer, which employs naive, but robust, search strategies, o ers a promising technology that supports optimization of the parameters of fuzzy logic and other parameterized non-linear controllers. The results reported here show how the GA optimizer for the FNC a ords more reliability in global optimization than does an adaptive neural net approach 7].
Our subsequent work 9] has developed new techniques for GA/simulation-based design including a) the intentional use of noise to more e ciently sample continuous parameter spaces, and b) a hierarchical architecture that enables search based on increasing levels of abstraction.
Still, we are only on the threshold of understanding what are the ultimate limits of GA-based optimization. Nevertheless, results of executing this CASD methodology on the CM-5 supercomputer suggest that the use of GAs in control system design is feasible right now. With the advent of high performance parallel computing accessible to all control engineers, such application will become widely adoptable.
