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Abstract 
Halperin, S., Universal enveloping algebras and loop space homology, Journal of Pure and 
Applied Algebra 83 (1992) 237-282. 
Let R be a principal ideal domain containing l/2, and let p(R) be the least non-invertible prime 
in R. We prove the following theorem: 
Let X be an r-connected CW-complex (r? 1) such that dimX5 rp(R). If H,(RX,R) is 
torsion free, then there is a graded Lie algebra E and a natural isomorphism 
UE- H,(RX; R) of graded Hopf algebras. 
Introduction 
Let flX be the Moore loop space (consisting of loops of variable length) of a 
pointed topological space X. Composition of loops, together with the Alexander- 
Whitney diagonal, makes the singular chain complex C,(QX) into a differential 
Hopf algebra or DGH-cf. [9]. If R is a principal ideal domain such that 
H,(fiX; R) is torsion free then this DGH structure makes H,(flX; R) into a 
graded Hopf algebra. The submodule P C H,(L?X; R) of primitive elements is a 
sub df;tddt:B Lie algebra with respect to the Lie bracket [cw, p] = c@ - 
(-1) pa, and so the inclusion of P extends to a Hopf algebras homo- 
morphism from the universal enveloping algebra: 
UP+ H,(RX; R) . (0.1) 
In [21] Milnor and Moore show that when X is simply connected and R = Q 
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then (0.1) is an isomorphism. Our purpose here is to extend this result to more 
general coefficient rings, at the cost of restricting the class of spaces X. We 
consider only principal ideal domains, and since these always contain either a 
subring of Q or a finite field Z,, we restrict ourselves to these two cases. 
Suppose first that R C Q. Following Anick we let p(R) be the least noninvert- 
ible prime (or x) in R. Then we have the following theorem: 
Theorem A. Let X be a finite r-connected CW-complex (r 2 1) and let R be a 
subring of 62, containing 112. Then the morphism 
UP+ H,(fiX; R) 
is an isomorphism of Hopf algebras, provided that (i) H,(OX; R) is R-torsion free 
and (ii) dim X5 rp(R). 
Remark. A CW-complex X will be called (r, k)-mild if it is finite and r-connected 
(r 2 1) for some r such that dim X 5 rk. Thus the hypotheses of Theorem A 
require X to be (r, p(R))-mild and H,(RR) to be torsion free. 
Next suppose R = 27,. In this case there is no torsion, and H,(OX; Zp) is 
always a Hopf algebra. On the other hand, we cannot expect (0.1) to be an 
isomorphism, since the pth power of a primitive of even degree is again primitive. 
Nonetheless, we can (for large primes) still exhibit H,(OX; Zp) as the universal 
enveloping algebra of a graded Lie algebra: 
Theorem B. Let p be an odd prime. Then there is a functor X* E from 
(r, p)-mild CW- complexes to graded Lie algebras over Z,, and a natural iso- 
morphism of Hopf algebras: 
UE* H,(RX; ZJ 
Remark. Theorem B represents a considerable strengthening of [3, Theorem 
9.11, which asserts that H,(fiX; Zp) is primitively generated. 
To establish Theorems A and B we first appeal to a deep result of Anick [3, 
Theorem 4.81. This asserts, in particular, that if R C Q and X is p(R)-mild then 
there is a morphism of differential graded algebras (DGA’s) of the form 
4 : UL+ C,(nX; R) , 
where (i) L is a differential graded Lie algebra (DGL), (ii) 4 preserves the 
diagonal up to DGA homotopy and (iii) H(4) . 1s an isomorphism. This identifies 
H(UL) and H(OX; R) as algebras, and as Hopf algebras if H(flX; R) is 
torsion-free. 
Universal enveloping algebras 239 
It remains then to analyse H(UL) and (under suitable hypotheses) to exhibit it 
as a universal enveloping algebra. This analysis constitutes the major part of the 
present paper, and has two components. The first, with historical roots in the 
work of Cartan and Eilenberg [7] and Quillen [23], is the close connection 
between DGL’s and commutative DGA’s, provided in part by the differential Ext 
functor of Eilenberg and Moore (which we review in the Appendix). The second 
is a generalization of Sullivan’s minimal models. 
More precisely, let R be any commutative ring containing l/2. We shall 
consider DGL’s L over R satisfying 
L = {Lil,kl and each Lj is R-free on a finite basis (0.2) 
We shall also consider commutative DGA’s of the form (AV, d) such that 
V= { Vi},_2 and each V’ is R-free on a finite basis . (0.3) 
(Commutative always means in the graded sense and AV is the free commutative 
graded algebra on V; for this and other questions of notation, conventions, etc. 
see the Appendix. In particular, we recall that AV= ek AkV with A”V spanned 
by the words of length k in V.) 
The main ideas in the analysis of H(UL) can now be described in the following 
sequence, corresponding precisely to sections in the paper. 
Section 1. With each DGL satisfying (0.2) is associated its Cartan-Chevalley- 
Eilenberg complex C*(L) which is in particular a DGA of the form (AV, d) 
satisfying (0.3). 
Section 2. For any DGA of the form (AV, d) we give an explicit construction 
for an acyclic closure: this is an acyclic DGA that is in particular a (AV, d)- 
module that is AV-free. 
Section 3. Using these acyclic closures we construct a functor %(AV, d) to 
graded algebras, which is analogous to Ext(,,,,)(R, R), and naturally equivalent 
to it when R is a principal ideal domain. 
Section 4. We introduce the derivation Lie algebra of an acyclic closure, and 
show how calculations with its universal enveloping algebra give information 
about %(AV, d). 
Section 5. In the particular case of C*(L) we use these calculations to identify 
qc*(L)) = H(UL) 
Section 6. The DGA (AV, d) is decomposable if d : V-+ Az2V. In this case 
d = d, + w with d, : V+ A2V and w : V+ A”V. Moreover, d2 dualizes to define a 
Lie bracket in E = the dual module (.sV)“, and we obtain an isomorphism 
UE: Z(AV, d) 
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Section 7. When R is a principal ideal domain, the DGA C*(L) has a minimal 
model. This is a DGA morphism 
m : (AFV, d)+ C*(L) 
such that H(m) is an isomorphism and W satisfies (0.3). By minimality we mean 
that for each i there is a non-invertible r, E R such that d : W’+ r!W’+l + Az2W. 
Note that in the case R = ZcPj this means precisely that d(AW) CpW + A2*W. 
This model has the property that %‘(AW, d) = Ext(,,,,)(R, R) is R-torsion free 
if and only if (AW, d) is decomposable. 
Sections S-10. When H(UL) is R-torsion free the minimal model (AW, d) of 
C*(L) is therefore decomposable, and we combine Sections 5 and 6 to obtain 
UE = %‘(AW, d) = Ext(,,,,)(R, R) = Ext,*&R, R) 
F qc*(L)) = H(UL) . 
This is an isomorphism of Hopf algebras, and from it we easily deduce Theorems 
A and B. We also compare the Lie algebras E arising in the cases R = 22, and 
R = Q. 
Appendix. This contains the terminology, multilinear algebra and differential 
homological algebra that is used without reference throughout the paper. In 
particular, T(V) denotes the free divided powers algebra on V. 
Convention. In Sections l-6 we work over an arbitrary commutative coefficient 
ring R, containing l/2. In Sections 7-10 R is always a principal ideal domain. 
1. Differential graded Lie algebras 
Definition 1.1. (i) A differential graded Lie algebra (DGL), L, is a graded 
module equipped with a differential, a, and a bilinear degree zero Lie bracket 
[,]:L~L-+Lsuchthatforx,y,z~L: 
and 
[x, y] = -(-l)‘“‘.‘Y’[y, x] ) 
[.G [Y. XII = [[x, Yl, 21 + (-P”‘[y, [x, 211 , 
]x, ]x, XII = 0, x E &Id 3 
a]x, Yl = [ax, Yl + (-W[& dY1 . 
(1.1) 
(1.2a) 
(1.2b) 
(1.3) 
When a = 0 we have simply a graded Lie algebra. 
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(ii) If L is a DGL consider the two-sided ideal I in the tensor algebra TA(L) 
generated by the elements x @I y - (- 1) ‘“““‘y@, - [x, y], x,y E L. Now TA(L) 
is (uniquely) a differential graded Hopf algebra with L primitive and differential 
restricting to the given differential in L. The quotient TA(L)/Z inherits the 
structure of a DGH; it is the universal enveloping algebra, UL, of L. 
(iii) A representation of L in a chain complex V is a degree zero bilinear map 
L x V-+V, (x, U)HX.U (or V x L-V), such that 
[x, y] . u = x . ( y . u) - (- lp+‘y . (x . u) 
and 
a(x . u) = ax . u + (-l)‘“‘x . au ; 
equivalently V is a left (right) module for the DGA UL. 
We recall the graded Poincare-Birkoff-Witt Theorem: 
Theorem 1.2 [19]. Let L be a graded Lie algebra which is free as an R-module on 
a linearly ordered basis {x, } Then an isomorphism of coalgebras, 
is given by xi: A . . . Ax:-. kl 
OL’ 
. . . Xkr 
ki = 0 or 1 if Ix,,1 = 1. 0 
a, (multiplication in UL), ff, < . ’ . < (Y,, 
Remarks 1.3. (i) Conditions (1.1) and (1.2a) are the graded analogues of the 
skew symmetry and Jacobi identity in ordinary Lie algebras. Condition (1.2b) 
follows from (1.2a) if R contains l/3. We need to assume it so that the 
Poincare-Birkoff-Witt theorem will hold, since it is automatic whenever L has a 
faithful representation. 
(ii) The universal enveloping algebra is filtered by the sub DGC’s F,(UL) = 
Im(@~=o TAP(L)); we call this the wordlength filtration of UL. 
Next suppose M is a right module for some arbitrary augmented DGA, 
AA R, and set A = ker E. Recall that the bar construction on A (respectively, 
with coefficients in M) is the DGC BA (respectively right BA-comodule, 
B(M; A)) defined as follows: As a coalgebra (comodule), BA = TC(sA) and 
B(M; A) = M@TC(sA:), while the differential has the form d = d, + d,, where 
for mEM, a,EA: 
d,(m[sa, I . . . I sa,l> 
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+ 2 (-l)“m[SU, 1 . . . 1 s(u,_,u,) 1 . . . 1 sa,] ; (1.5) 
,=2 
here gl = Irnl + C j<r ]~a,]. For the differential in BA put M = R in these formulae. 
Note in particular that B(A; A) = A @TC(sA) is a left A-module. 
Observe in particular that the DGA dual to BA, (ISA)“, can be written 
(BA)” = Hom,(B(A; A), R) = H om,(A@TC(sA), R). It is frequently the case 
that the left A-module B(A; A) = A @TC(sA) is semifree (cf. Appendix). In this 
case the identification H((BA)“) = Ext,(R, R) is an isomorphism of algebras, 
where Ext,(R, R) is given the multiplication induced from composition (cf. 
Appendix). 
Now consider the special case that A = UL with L a differential graded Lie 
algebra that is free as an R-module. In this case the Poincare-Birkhoff-Witt 
Theorem, together with the observations of the Appendix, identify T(sL) C 
T(sUL) as a subcoalgebra, which is free as an R-module and with an R-free 
complement. Thus for any right representation of L in M we have an inclusion 
M 63 T(sL) C M @ TC(sUL). A straightforward calculation shows that T(sL) and 
M @I T(sL) are invariant under both d, and d,. Thus C,(L) = (T(sL), d) and 
C,(M; L) = (M @ T(sL), d) are respectively a sub DGC and a sub DGC co- 
module: 
C*(L) c B(UL) and C,(M; L) C B(M; UL) . 
Note that as in (1.4), d, continues to reflect the differentials in L and M, whereas 
d, reflects the module structure and Lie bracket; in particular, in C,(L) we have 
d,(sx . sy) = (-l)‘%[,, y] , x,y E L , 
where sx . sy is the shuffle product in T(sL). 
Dualizing the DGC inclusion above we obtain a DGA morphism 
c*(L) + B(UL)” ) 
with C*(L) = (T(sL), d)“; the DGA C*(L) is called the Curtun-Chevulley- 
Eilenberg complex for the DGL L. Its differential, d is again a sum d = d, + d, 
with (for u E (sL)” and x,y E L): 
(d,u,sx) =(-~)'"'(u,sI~x) , 
(d,u, sx . sy) = (-l)““( u, s[x, y]) . 
(1.6) 
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Example 1.4. If a DGL L satisfies (0.2), 
L = {Lil,,, and L is R-free of finite type , 
then the graded module V= (sL)” satisfies (0.3): 
v= {v1}i22 and V is R-free of finite type . 
In this case, as observed in the Appendix, [QsL)]” = AV and SO C*(L) = 
(AV, d). Moreover, in the decomposition d = d, + d,, d, preserves wordlength 
and d, increases it by one. And because 1 I2 E R the shuffle products sx . sy span 
I’*(sL), so that equations (1.6) completely determine d. 
Conversely, suppose we are given a DGA of the form (AV, d) satisfying (0.3), 
in which d = d, + d, with d, preserving wordlength and d, raising it by one. We 
put L = (sV)“. Then V= (sL)” (cf. Appendix) and a straightforward computation 
[4, Theorem 4.21 shows that equations (1.6) define a differential and a Lie 
bracket in L. Thus L becomes a DGL satisfying (0.2), and, clearly, C*(L) = 
WV, d). 
We now return to the case of general R-free DGL’s. If M is a right L-module 
we have the inclusion C,(M; L) + B(M; UL) described above. The case M = UL 
is of particular importance because this inclusion, which has the form 
A, : UL @ T(sL) + UL @ T(sUL), is an inclusion of left UL-modules as well as 
right B(UL)-comodules. For general right L-modules, M, moreover, the inclu- 
sion is precisely 
M ‘8 A, : M @cl, (UL @ T(sL))+ M @aL (UL @ T(sUL)) . 
Dually, if N is a left L-module, we can form 
Hom( A,, N) : Hom,,(UL 8 T(sL), N) 
+Hom.,(UL @ T(sm), N) . 
When N = R is the trivial L-module this is precisely the DGA morphism 
c*(L) +[B(UL)]” described above. Thus for general N we denote 
Hom,,(UL @ T(sL), N) by C*(L; N); it is a left C*(L)-module. 
Theorem 1.5. Let L be an R-free DGL. Assume that either (i) R is a principal 
ideal domain or (ii) for some k, L = {Li}iz_k. 
Then for all right L-modules M and left L-modules N the morphisms 
M @Ah, : C,(M; L)+ B(M; L) 
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Hom( A,, N) : C*(L; IV) tHom,,(B(UL; UL), N) 
induce isomorphisms of homology. 
Corollary 1.6. Under the hypotheses of Theorem 1.5 the DGA morphism 
B(UL)” -+ C*(L) and the DGC morphism C,(L)+ B(UL) induce isomorphisms 
of homology. 0 
Corollary 1.7. Under the hypotheses of Theorem 1.5, 
H(C,(L; M)) = ToruL(M, R) and H(C*(L; N)) = Ext,,(R, N) . 
Proof. As will appear in Step 2 of the proof of Theorem 1.5, the UL-module 
C,(UL; L) is a semifree resolution of the trivial module R. Thus (cf. Appendix) 
ff(- @UL C*(UL; L)) and H(Hom,,(C*(UL; L)), -) 
compute, respectively ToruL(-, R) and Ext,,(R, -) . 0 
Example 1.8. Let (X= {Xj}ier, a) be an R-free chain complex, and recall that 
TA(X, a) denotes the tensor algebra over X, equipped with the induced differen- 
tial. The sub Lie algebra generated by X in TA(X) is invariant under a and the 
resulting DGL is denoted by IL(X, a). The inclusion k(X, a) + TA(X, a) extends 
to an isomorphism of DGH’s, 
wx, a> -% TA(X, a) . 
We can now apply [18] to obtain homotopy inverse chain equivalences 
B(TA(X, a))> (sX, a) @3 R. Th us under the hypotheses of Theorem 1.5 we 
have chain equivalences 
(sX,a)@IR _= BUk(X, a) 
and 
(sX, a)” @RI- [BU[L(X, a)]” =\ C*(II(X, a)). 
Historical remark. When L is the Lie algebra of a Lie group G, the DGA C*(L) 
coincides with the algebra of left invariant differential forms on G, and was 
considered in this form by E. Cartan. The explicit construction in terms of L 
appears in the paper of Chevalley and Eilenberg [8]; the generalization to 
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coefficient modules is implicit in the work of Koszul [20] and explicit in [17] for a 
general field as coefficient ring, and in [7] for arbitrary commutative rings. 
All these references deal with ungraded Lie algebras (and no differential). In 
this context Cartan and Eilenberg establish Theorem 1.5 [7, Chapter XIII, 
Theorem 7.11. The extension to differential graded Lie algebras appears to begin 
with [23, Appendix B], for fields of characteristic zero. 
For general fields these constructions appear in [lo], attributed appropriately to 
Avramov, but with an unfortunate choice: the d, in [lo] differs from the d2 here 
by global (-l), and is thus technically different from the differential induced from 
the bar construction on UL. (Of course this is of no consequence for the validity 
of the results and proofs in [lo].) However, although they qualify as well-known 
folklore, they seem not to appear in the generality needed here, and so they have 
been included for the convenience of the reader. The same comment applies to 
Theorem 1.5 and its proof. 
Proof of Theorem 1.5. It is sufficient to construct a morphism of UL-modules 
q!/ : UL @ TC(s(m))+ UL @ T(sL) 
such that I+!JO A, and A, 0 4 are homotopic to the identity. We do this via the 
following steps: 
Step 1: The inclusions R -+ B(UL; UL) and R+ UL @ T(sL) both induce 
isomorphisms of homology. 
In fact, the first assertion is just [18, II, Proposition 5.21. For the second, let 
F,(UL @T(sL)) be the sum of the submodules F;(UL)@ r”‘-‘(sL). This filtra- 
tion leads to a convergent spectral sequence, and the Poincare-Birkoff-Witt 
Theorem (Theorem 1.2) identifies the &-term as the corresponding complex 
UE @I T(sE) for the Lie algebra E that coincides with L as a chain complex, but 
has Lie bracket identically zero. It is thus sufficient to consider the case that the 
Lie bracket in L is identically zero. 
But in this case UL = AL = @;“=(, A’L; moreover, if (xu) is a basis of L then 
(AL @ T(sL), d2) is the tensor product of the complexes (Axa @ ~(sx~), d2) with 
d2(a@yyk(sx,))= ka.x G33ykm’sx mce each of these is acyclic and R-free, 
(AL @ T(sL), d2) is acy& and ‘,-iie:” . 
Now let z E AL 63 T(sL) be a d-cycle and write .z = cy=,, zi, zi E A’L @ T(sL). 
Then d2.zn = 0 and so z, = d,w, w E A”PIL@T(sL). Thus z - dw E 
@:L,: A’L G3 T(sL). Continue this way to reduce to the case z E I’(sL). Then 
d,z = 0 and so z E R; i.e. H(AL @I T(sL)) = R. 
Step 2: The left UL-modules B(UL; UL) and C,(UL; L) are semifree. 
In view of Example A.1, the chain complex L is semifree. Thus it has a well 
ordered basis {eu}_ with de, = c p<a Apep. The corresponding Poincare- 
Birkhoff-Witt basis for UL (lexicographic order within length) exhibits UL as a 
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semifree chain complex. Moreover, these bases induce bases for the chain 
complexes T’(sL) and TC’(sUL) which exhibit these as semifree as well. 
In particular, filtering B(UL; UL) by F(i) = UL @TC”(sm) we see that 
- 
F(i + 1)/F(i) is the tensor product of UL with the chain complex TC’(sUL), and 
hence is UL-semifree. It follows that B(UL; UL) is itself UL-semifree, and the 
same argument shows that C,(UL; L) is as well. 
Step 3: Completion of the proof of Theorem 1.5. 
It follows from Step 1 that H(A,) is an isomorphism. Since B(UL; UL) is 
semifree (Step 2), Proposition A.2(ii) gives a morphism J/ : B(UL; UL)-+ 
UL @ T(sL) such that A, 0 + is homotopic to the identity. Then A, 0 I,!IO A, is 
homotopic to A,; since H( AL) is an isomorphism and UL @ T(sL) is semifree it 
follows, again by Proposition A.2(ii), that $0 A, is homotopic to the identity. 0 
2. Acyclic closures 
In this section we consider an augmented DGA, A-% R, satisfying 
A=(AV,d), e(V)=O, and V= {V’}izz is R-free . (2.1) 
Thus d = c iz, di is the sum of derivations with d, : V+ A’V, d, is the linear part 
of d. We call (AV, d) decomposable if d, = 0; i.e. if d : V+ AzzV. When R = Q 
these are the minimal models of Sullivan [26]. As observed in Section 1, if L is a 
DGL satisfying (0.2) then C*(L) satisfies (2.1), and C*(L) is decomposable if 
and only if the differential in L is zero. 
Most of our constructions take place in algebras of the form AV @ T(sV), with 
V satisfying (2.1). Here the submodule AiV@ T’(sV) has AV-wordlength i, 
T(sV)-wordlength j and total wordlength i + j. We extend the augmentation to 
E: AV@r(sV) *R by setting e(T’(sV)) = 0. Various filtrations play a role, 
especially that defined by QsV)-wordlength; we put 
F’ = AV @ l+‘(sV) . 
A r-morphism 6 : AW @ T(sW)-+ AV 8 T(sV) is a morphism of graded alge- 
bras, preserving F’, and satisfying (b(-yk@) = yk(+@), @ E F’ (cf. (A.5)). When 
W satisfies (2.1) then any pair of degree-zero module maps W-+ AV 8 T(sV), 
SW-+ AV @ r’(sV) extend uniquely to a r-morphism. 
Similarly, a r-derivation in AV @ T(sV) is a derivation 8 such that B(yk(u)) = 
r3(u)yk~‘(u), k 2 1, u E V’“‘“. These form a graded Lie algebra via [e, 0’1 = 
00’ _ (_I)l@I+Y 19’8, which we denote by Der”(AV@T(sV)); restriction is an 
isomorphism of graded R-modules 
Der’(AV (8 T(sV)) 5 Hom(V Q3 sV, AV 69 T(sV)) . 
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The sub Lie algebra of r-derivations vanishing on AV is denoted by 
Derz,(AV @ T(sV)). 
We can now make the key definition: 
Definition 2.1. An acyclic closure of the DGA (AV, d), is a DGA of the form 
C = (AV C3 T(sV), D) in which D is a r-derivation restricting to the original 
differential d, in AV and H(C) = H”(C) = R. 
Remark 2.2. Acyclic closures were introduced by Tate [27] in the case A was a 
local ring, as a special class of A-free resolutions of R. They play an important 
role in the subsequent work of Gulliksen, Levin and Andre in this context, and 
form an essential part of Avramov’s generalization to CDGA’s over a local ring 
[4]. And at the same time they have been important in rational homotopy theory 
(where r g A!). 
Thus, as in Section 1, the material here is similar to (but not contained in) 
results in the literature; here moreover, the methods appear to be new-they are 
based on ideas from the theory of homological perturbation, cf. [14]. 
We shall now give an explicit construction of an acyclic closure for any DGA, 
(AV, d), satisfying (2.1). 
First, let 6 denote the r-derivation in AV @ T(sV) defined by I = u, 6u = 0. 
Since V is R-free the standard fact H(A(u)@T(su), S) = H” = R implies that 
H(AV 63 T(C), 8) = H”(AV C3 T(S), S) = R . (2.2) 
(Note that this is the same fact that was the key ingredient in the proof of Step 1 
of Theorem 1.5.) 
Because 6 : AiV @ T’(sV) + A”‘V @ I’- ‘(sV) is a differential in an R-free 
chain complex there are R-linear maps h : A’V @ T’(sV)+ A’-‘V @ I”“(sV) of 
(superscript) degree -1 such that 6h + ha = id in ker e. We may (and do) choose 
h so that it preserves each AV’“@~(SV’~); such an h is called a homotopy 
operator in AV @ T(sV). 
Define a sequence of r-derivations D(n),p(n),B(n), n 20, in AV@ T(sV), by 
induction in the following way: 
p(O)=d@l, 
D(n) = f3 + p(n) > 
‘3&w = -W4’I.,,, 7 
p(n + 1) =p(n) + 0(n). (2.3) 
Lemma 2.3. With the notation above, and for each n 2 0: 
(i) When restricted to AV, D(n) = d and e(n) = D(n)’ = 0. 
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(ii) [6, e(n)] + D(n)’ vanishes in V and coincides with -h[p(n), D(n)‘] in sV. 
(iii) p(n) : F’+ F’, D(n)’ : F’+ Fi+‘-‘, O(n) : F’+ Fi+n, i 2 0. 
Proof. (i) is trivial, and implies that [6, e(n)] + D(n)’ vanishes in V. Moreover, 
for u E V, 
[S, s(n)]su = se(n)(su) = -shD(n)2(su) 
= -D(n)‘(w) + hSD(n)‘(su) 
Since D(n)‘s(~u) = D(n)“u = 0, we obtain 
([a> O(n)1 +w9’KN 
= /I[& D(n)“](m) = h[D(n) -p(n), D(n)‘](su) 
= -h[p(n), D(4’lW 
This proves (ii). 
We now prove (iii) by induction on n. When 12 = 0, p(0) = d@ 1, D(O)2 = 
dS + 6d and e(O) = -hD(O) 2 in sV, thus p(O) preserves wordlength in T(sV), 
D(O)2 decreases it by 1 and /3(O) preserves it. 
For the inductive step we note that ~(n + 1) = p(n) + 13(n), both of which are 
assumed to at least preserve F’, while 
D(n + 1)’ = (6 + p(n) + e(n))’ 
= D(42 + ]k e(n)1 + [p(n), @>I + @(n>’ . 
It follows from (ii) that D(n)2 + [6, 0(n)] : F’+ F’+” and so the same is true of 
D(n + 1)‘. This implies in turn (by the very definition) that e(n + 1) : F’+ 
ii-n+l F .O 
Because we have assumed V = Vz2, it follows that sV= (sV)” and so for each j 
[T(sV)]j C T”(sV). Thus Lemma 2.3 shows that a r-derivation, D is defined by 
D=~_m_D(n)=s+d@l+ 2 e(n), 
tl=O 
and we have the following: 
Proposition 2.4. (AV@r(sV), D) 1s an acyclic closure for (AV, d). 
Proof. It follows directly from Lemma 2.3 that D* = 0 and that D restricts to d in 
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AV. It also follows that D = 6 + p with p preserving each F’. But then ha + 6h is 
the identity in ker E while hp + ph : F’ + F’+’ and has degree zero. It follows that 
every cycle in ker F is the sum of a boundary and a cycle of higher filtration 
degree. An obvious iteration now shows that H(AV@T(sV), D) = R. 0 
Definition. The acyclic closure of Proposition 2.4 will be called a constructible 
acyclic closure, 
Recall that d = Crzl d, is the sum of derivations in AV with dj : V+ A’V 
increasing wordlength by i - 1. Thus (AV, d) is decomposable precisely when 
d, = 0. Similarly, we can write D as the sum D = c,?, D, of Z-derivations in 
AV C3 T(sV) with D, increasing the AV-wordlength by i - 1. In particular, 
D,=d,@l+l@D, 
where (T(sV), 0) is the DGA obtained by applying (R %JIv -) to 
(AV @ T(sV), 0). 
Because V= V2*, it follows that 
D : l@(ker D)“+V2@(ker fi)“-‘G3(AV@[[r(sV)]5”P2). (2.4) 
Note also that we can write D = CT=, Di as the sum of derivations D, raising 
T(sV) wordlength by i - 1. 
We now record a number of consequences of the construction above. 
Proposition 2.5. With the hypotheses and notation above, we have: 
(i) D,(su) = -sd,u. 
(ii) Zf d, = 0 in V’“, then fi = 0 in T(sV’“) and 
b(w) = -sd,u , u E Vn+’ . 
In particular, if d : AV-+ A’V. A’V, then fi = 0. 
(iii) Zf d = d, + d2, then D = D, + D,. 
Corollary 2.6. fi = 0 if and only if d, = 0. 0 
Proof of Proposition 2.5. (i) Since h : A’V@r’(sV)-+ A’-‘V @r”‘(sV) it fol- 
lows that 0(n) : sV+ AV C3 r”(sV) for each n. Thus if we write D = D’ + D” 
with D’ preserving total wordlength and D” increasing it we have 
D’=d,@l+6+1@D,. (23) 
On the other hand, clearly (D’)* = 0, and (i) follows. 
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(ii) Since d, = 0 in V’” and since V= Vz2 it follows that AV’” is a sub DGA 
of (AL’, d). Since AV’” CG T(sV’“) is invariant by h, the operators D(k), 8(k), 
p(k) and D all preserve it. An obvious induction shows that each p(k), restricted 
to this subalgebra, increases Al/‘“-wordlength by at least one. Hence D = 0 in 
T(sV’“). 
On the other hand, for u E Vn+’ we have dv = d,u + a, 0 E Az2VSn, and 
hence d(d,u) = -dR E Az3VSn. An obvious simultaneous induction now estab- 
lishes that for k 2 1: 
D(k)(su) + sd,u E A+(Vc”) @I T(sV’“) 
and 
D(k)(.sd,u) E Az2(V5”) @ T(sV’“) 
This proves (ii). 
(iii) Since d = d, + d, clearly D(0) = 6 + d C3 1 = d, C3 1 + (6 + d, 63 1) and 
6 + d, Q3 1 raises AV-wordlength by one. A trivial induction shows that each D(k) 
raises AV-wordlength by at most one and this proves (iii). 0 
Next, suppose B = (AW, d) also satisfies (2.1) and that 4 : (AW, d)+ (AV, d) 
is a DGA morphism. Define 
4, : (AK d,)- CAY d,) 
by & : W+ V and 4(w) - 4,(w) E Az2V. Denote by h homotopy operators in 
AW C3 T(sW) and AV @ T(sV) and by D the resulting differentials. Define a 
sequence of r-morphisms I,!I(~) : AW @3 T(sW) + AV @ T(sV) by 
Filtering by total wordlength, and using arguments similar. to those in Lemma 2.3 
and Proposition 2.5, gives the following: 
Proposition 2.7. With the hypotheses and notation above, we have: 
(i) The morphism C#I : (AW, d)-+ (AV, d) extends to a morphism 
II, : (AW (23 T(sW), D)- (AV @ T(sV), D) defined by $ = lim,,, 4(n). 
(ii) 4 is a r-morphism, preserving each F’. 
(iii) For w E W, I+!J(~ @SW) - 1 @ s+,w has total wordlength at least two. 
(iv) Zfd = d, + d, in both AV and AW and if $I = 4, in AV, then +!I has the form 
$= ~#&3$ : AW@~(sW)+AV@T(sV). 0 
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Remark 2.8. If we apply the proposition to the identity map of (AV, d), but with 
two distinct acyclic closures C and C’, we see that the identity extends to an 
isomorphism C g C’. The constructible acyclic closure (AV @ T(sV), 0) of Prop- 
osition 2.4 is therefore a (AV, d)-module whose isomorphism class is independent 
of the choice of homotopy operator. 
3. The algebra %‘(AV, d) 
As in Section 2 we consider the full subcategory of DGA’s of the form (AV, d) 
in which 
V= {V’}izz is R-free. (3.1) 
The unique augmentations in (AV, d), and in its constructible acyclic closures, C, 
will be denoted by E. As in Section 2, d, : V+ V denotes the linear part of d. 
Our purpose here is to use C to construct a functor 8(AV, d) to the category of 
graded algebras; % is analogous to Ext(,,,,)(R, R) and often (but not always) 
naturally equivalent to it. Our construction depends on a technical lemma, in 
which we fix a morphism 4 : B ---$ (AV, d) from an arbitrary DGA, and use it to 
consider C as a B-module. 
Lemma 3.1. Let M be any B-module that is free as a module over the underlying 
graded algebra B#. Then, with the hypotheses and notation above, the chain map 
Hom,(M, &) : Hom,(M, C)+ Hom,(M, R) 
induces an isomorphism of homology. 
Proof. Because M is Be-free the functor Hom,(M, -) is exact, and so it suffices 
to prove that H(Hom,(M, ker &)) = 0. Let C(k) C C be the submodule of ele- 
ments of total wordlength rk, let h be a homotopy operator for C and let {m,} 
be a B#-basis for M. If 8 is a cycle in Hom,(M, ker &) we define O(n),a(n) E 
Hom,(M, ker &) by 
0(l) = 0 ; r(n)ma = hO(n)m, ; O(n + 1) = O(n) - [D, a(n)]. 
Note that each O(n) is a cycle. 
We shall show by induction that for each k there is some nk such that 
Im O(n), Im c(n) C C(k) , n 2 nk . (3.2) 
Indeed since h preserves wordlength and D preserves each C(k) it is clear that if 
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(3.2) holds for y1= n/, it holds for ~12 nk. Moreover, clearly e(l) have images in 
C(1) = ker e. 
Thus assume inductively that (3.2) holds for some k L 1. Let a E B and put 
m= +(a) - F+(U). Then, for u E C(k), 
+(a)h(u) - (-l)‘“‘h(~(a)u) = m/z(u) - (-l)‘“‘h(@&) E C(k + 1) . 
It follows that 
Now write Dm, = c aapmp and use this relation to deduce that 
dn)Dma - hO(n)Dma E C(k + 1) , II 2 nk . 
This implies that 
O(n + 1) - 0(n) + (Dh + hD)6(n) : M-+ C(k + 1) , n 2 nk . 
Write w = id - (Dh + hD). The relation above asserts that 0(n + 1) - 
d(n) : M-+ C(k + 1). Since w preserves each C(i) it follows that 0(n + k + 1) - 
wki’O(n) : M+ C(k + 1). But, as observed in the proof of Proposition 2.4, 
0 : F’+ F’+‘. Thus Im Wk+’ C Fk+’ C C(k+ l), and so B(n, + k+l): M+ 
C(k + 1). Since h preserves each C(i) it follows that v(nk + k + 1) : M-+ 
C(k + 1) as well, and (3.2) follows by induction. 
Since C(k) vanishes in degrees less than k it follows from (3.2) that for any m, , 
O(n)mu = 0= a(n)m, for II sufficiently large. Hence (T ~Horn,(M, ker E) is 
defined by m = c,, c(n), and 0 = [D, a]; i.e. H(Hom,(M, ker E)) = 0. 0 
Suppose now 4 : A+ A’ is a DGA morphism between DGA’s of the form 
A = (Al’, d), A’ = (AV’, d) in which V,V’ satisfy (3.1). If C and C’ are construct- 
ible acyclic closures then by Proposition 2.7, 4 extends to a DGA morphism 
4 : C-+ C’, which is an isomorphism if $J is. In particular, it induces 
$ = Hom,($, R) : Hom,(C, R) +Hom,,(C’, R) . 
Now if x is a second extension of 4 then (II, - x)(l) = 0 so that ~(4 - x) = 0. 
By Lemma 3.1, I,!-x=[D,u] f or some c EHom,(C, C’). Hence 6 - X = 
[D, IT], where (T E Hom,(C, R). It follows that H(q) is independent of the choice 
of $, and is an isomorphism if 4 is. Moreover, if 4’ : A’+ A” is a second DGA 
morphism (A” = (AV”, d)) extending to +’ : C’+ C”, and if I/J” is an extension of 
4’04, then I,!J”- I+!J’oI+!J=[D,T] for some ~EHom,(c, C”). 
These remarks show that the graded spaces H(Hom,(C, R)) can be naturally 
identified as C ranges over the constructible acyclic closures of A, and that the 
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correspondence A - H( Horn, (C, R)), $ - H( Horn, ($, R)) defines a con- 
travariant functor, to graded R-modules. 
Next consider the chain map 
(Y = Hom,(C, c) : Hom,(C, C)+Hom,(C, R) 
By Lemma 3.1, H(a) is an isomorphism, and we use it to transport the graded 
algebra structure in H(Hom,(C, C)) ( arising from the DGA structure in 
Hom,(C, C)) to H(H om,(C, R)). It is easy to see via Lemma 3.1 that the maps 
H(Hom,(rCr, R)) are then morphisms of graded algebras. 
Notation. With the notation above we define 
g(A) = fWom,(C, R)) , %($I) = fWom,(rlr, RI) ; 
thus ‘8 is a contravariant functor from DGA’s of the form (AV, d) with V 
satisfying (3.1), to the category of graded algebras. 
The construction of ?Z is formally similar to the construction of the algebra 
Ext,(R, R) and indeed if C is A-semifree then these functors coincide, by 
definition. In general, however this is not the case, as we shall see in Section 5. 
There is, however, a relationship: let A E (AV, d) with V satisfying (3.1), let C be 
a constructible acyclic closure, and let p : P A C be an A-semifree resolution. 
Then EP : P --% R is an A-semifree resolution and so H(Hom.(P, R)) = 
Ext,(R, R). In this way we obtain a comparison map 
H(Hom(p, R)) : %(A)+ Ext,(R, R) , (3.3) 
and it is easy to verify the following: 
Proposition 3.2. The map (3.3) is a homomorphism of graded algebras, natural in 
A. If C is A-semifree then it is an isomorphism: 
%(A)AExt,(R, R) . 0 
Proposition 3.2 allows us to identify %‘(A) with Ext,(R, R) when A has a 
semifree acyclic closure. Although this condition does not always hold, it is 
satisfied in the cases of topological interest: 
Lemma 3.3. Let C = (AV @ T(sV), 0) b e a constructible acyclic closure of 
(AV, d) in which V= {Vi}lz2 is R-free. If any of the following conditions hold, 
(i) V has a well ordered basis {u,} with duU E A(up) 
(ii) d, = 0, 
(iii) R is a principal ideal domain, 
then (AV, d) is R-semifree and C is (AV, d)-semifree. 
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Proof. If (i) holds, the bases {u,} and {su,} determine bases of AV and T(sV), 
as described in the Appendix. These are well ordered by the lexicographic order. 
The second basis is a basis for C over AV, and in both cases the differential is 
order-decreasing, so that (AV, d) is R-semifree and C is (AV, d)-semifree. 
If (ii) holds then d : V’-+(Az2V)‘i1 and so d : V’+A(V”-‘), since V= 
{V’} jz2. Thus any well ordered basis of V, compatible with the ordering by 
degree, satisfies (i). 
If (iii) holds then (AV, d) is R-semifree because it is R-free-cf. Example A.l. 
Recall that fi denotes the differential in T(sV) = C@,,, R, and write [T(sV)]” = 
(ker D)” @ W" with both factors R-free. Choose a well ordered basis for each of 
the modules (ker fi)“, W”, n 2 0, and well order the resulting basis for T(sV) by 
combining the given orders with the conditions (ker D)” < W”-’ < (ker fi),+‘. 
Since V= V” it follows that D : (ker fi)“+(AV)‘@(ker fi)“-‘@AV@ 
[T(sV)]‘“~‘. Thus this basis satisfies (i) and C is semifree. 0 
4. Calculations with 8 and Ext 
Let C be a constructible acyclic closure for a DGA (AV, d) in which 
V= {IJ”}~~~ is R-free. (4.1) 
We may write C = (AV @ T(sV), D) and, in the notation of Section 2 (which we 
continue to use without further reference) we have R @,$” C = (T(sV), 0). This 
gives the obvious identifications 
Hom,,(C, R) = (T(sV), fi)” and %‘(AV, d) = H[(T(sV), I?)“] . 
(4.2) 
On the other hand, the differential [D, -1 in Hom,,(C, C) restricts to a 
differential in the graded Lie algebra Deri,(AV @ T(sV)) of r-derivations-cf. 
Section 2. We denote this DGL by 9 = (Derj;,(AV @ T(sV)), D) and call it the 
derivation Lie algebra for C. 
Our first step is to set up the following important commutative diagram 
lJ9 
5 I 
Hom,,,(C, C>- (T(W, fi)” 
(4.3) 
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in which 9 + U9 is the natural map from a DGL to its universal enveloping 
algebra, .$ is the unique extension of the inclusion 9 + Hom,,(C, C) to a DGA 
morphism and LY = Hom,,(C, E) : Hom,,(C, C)* Hom,,,(C, R). 
It remains to construct p and n. Consider the quotient chain complex (T+(sV) / 
rz’(sV), 0). Proposition 2.5(i) identifies this with s(V, d,). Dualizing the quo- 
tient map yields 7 : [s(V, d,)]” -+ [T(sV), fi] “. Because the elements f E 9 are 
r-derivations it follows that e of : T(sV) + R vanishes on 1 and on T”(sV). Thus 
l& : 9 + [T(sV)] ” factors th rough n to yield p : 9 + [s(V, d,)] “. 
Proposition 4.1. Suppose (AV, d) is a DGA in which V= {Vi}izz is R-free. Then 
(i) p is surjective and H(p) is an isomorphism, 
(ii) LY is surjective and H(a) is an isomorphism. 
Proof. (i) Clearly 8 is surjective, since its target can be identified with 
Hom(sV, R) C Hom(sV, T(sV)). We have thus only to show that H(ker /3) = 0. 
Suppose 0 E ker p is a cycle. Then f3 is a r-derivation with image in ker E. Let h 
be the homotopy operator used in the construction of the acyclic closure C and 
define a sequence of r-derivations 0(n), a(n) in ker p inductively as follows: 
e(O) = 8 , c~(n)(~,, = he(n) , 13(n + 1) = e(n) - [D, a(n)]. 
The same argument as in Lemma 3.1 then shows that 0 = [D, C] with cr = 
lim,,,, c(n). 
(ii) This is Lemma 3.1. 0 
Remark. In the context of local algebra an analogue of Proposition 4.1 is given by 
Sjodin in [24]. In the context of rational homotopy the DGL 9 was introduced in 
[ll], which also contains a version of Proposition 4.1. 
Let C be a constructible acyclic closure for a DGA (AV, d) satisfying (4.1). 
Then C (81 C is a constructible acyclic closure for (AV, d) C9 (AV, d), and for this 
DGA (4.2) becomes 
kY((AV, d) C3 (AV, d)) = H[(I-(sV), 0) C3 (T(sV), o)]” . (4.4) 
Next, let p : (AV, d) 63 (AV, d)+ (AV, d) be the multiplication map for the DGA 
(AV, d) and let pc and pCLr be the multiplication maps for C and (QsV), 0). Then 
t_+ extends p, and it follows that 
pY_ = Hom( PC., R) and 8( p) = H( p; ) . (4.5) 
On the other hand the DGA morphisms 18 E,E @ 1 : (AV, d)@ (AV, d)+ 
(AV, d) induce the Kunneth map 
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KW : %((Av, d) ‘8 (Av, d)) + %(liv, d) ‘8 %(liv, d) , 
defined by ~%(a~ @ a2) = %‘(l@ &)a1 . %(E 63 l)a,. If zi E QsV)” are cycles repre- 
senting czi then ~~(a~ El CY~) is represented by zi @ z2 with respect to the identifica- 
tion (4.4). 
Finally, let A : 179 + cl9 @ U9 be the diagonal of this DGH (cf. Section 1) 
and define 
Kg : H(V~@U~)+H(U~I)@JHH(UL~) 
‘v ~s([zll@[z,l> = [z1@zzzl. W e can assemble these maps in the diagram: 
H(A) 
H(U9)--------, H(U9 C3 U9) Q a--H(U9)B H(U9) 
H(aC) 
1 I 
H(&@W) I H(& )@H(& 1 
‘@AK d) T 0 g((AV> d) @ (AV, d)) \ g(AV, d) @ g(AV, d) . 
(4.6) 
Proposition 4.2. If (AV, d) is a DGA in which V= {Vi}iz2 is R-free then (4.6) is a 
commutative diagram of morphisms of graded algebras. 
Proof. Since A and .$ are DGA homomorphisms, H(A) and H( 0 are graded 
algebra morphisms. Now (Y = Hom(C, &) : Hom,,(C, C)-, Hom,,(C, R) in- 
duces a homology isomorphism (Lemma 3. l), which is an algebra isomorphism by 
definition. Hence H(a[) is an algebra morphism. The identical argument applied 
to (AV, d) C3 (AV, d) shows that H((r[ @ (~6) is an algebra morphism. It is a 
straightforward consequence of the definitions that K% and K~ are algebra mor- 
phisms and an observation of Section 3 that so is 8(p). 
The commutativity of the right-hand square in (4.6) is now immediate. The 
commutativity of the left-hand square follows from the relation pp 0 (~5 = 
(a‘$- @ (Y[)o A : U9 -+ [QV) 8 T(S)]“, which in turn is an easy consequence of 
the fact that the elements of 9 are derivations in C. 0 
We have an analogous diagram connecting ‘8 and Ext. Recall from the 
Appendix that we denote Ext,(R, R) simply by Ext(A). Thus the natural 
transformation SZ(AV, d)-+ Ext(AV, d) of Proposition 3.2, together with the 
Kunneth map KExt of the Appendix give the commutative diagram: 
‘(lL) %(AV, d) - g((AV, d) C3 (AV, d)) 6 SY(AV, d) C3 Z(AV, d) 
I I I 
Ext(AV, d) - EXt(~L) W(AV, d) @ (AK d)) -Ext(AV, d) @ Ext(AV, d) . KEXI 
(4.7) 
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When C is (AV, d)-semifree (for instance if d, = 0 or R is a principal ideal 
domain), then C @ C is (AV, d) @ (AV, d) semifree, and the vertical arrows in 
(4.6) are isomorphisms. 
5. H(UL) = 8(c*(L)) 
The purpose of this section is to establish the natural isomorphism of the title. 
More precisely, we consider DGL’s L with differential a and satisfying 
L = {LJ,,l and each L, is R-free on a finite basis . (5.1) 
Then Example 1.4 exhibits the DGA C*(L) in the form C”(L) = (AV, d) with 
v= {v~};~* and each V’ R-free on a finite basis ; (5.2) 
moreover, d = d, + d, with d, : V+ V and d, : V-+ A’V. Recall as well that a 
chain complex (L, 8) is the dual of the suspension of (V, d,) : (L, a) = [s(V, d,)]“. 
Now let 9 be the derivation Lie algebra (Section 4) for a constructible acyclic 
closure C = (AV @ T(sV), 0). We shall construct a DGL quism, 
and, putting yL = a 0 to UIT (cf. Section 4) we shall establish the following: 
Theorem 5.1. Let L be a DGL satisfying (5.1). Then 
is a natural isomorphism of graded algebras. 
Theorem 5.2. Let L be a DGL satisfying (5.1). Then H(y, (3.~~) is also an 
isomorphism, and the diagram 
H(d) 
H(UL)P H(UL (8 UL) -H(UL) ‘8 H(UL) 
WY,,) - 
I 
H(YLWI.1 z 
I 
= WYLEJMYL) 
I 
z(C*(L)) T qc*(L)@ c*(L)) 7 g(C*(L)) @ g(C*(L)) 
commutes. 
5.3. Construction of u. Since d = d, + d, it follows (Proposition 2.5(iii)) that 
D = D, + D,. Moreover, (AV, d2) = C*(L, 0) and, as follows from the construc- 
tion (2.3), (AV @3 T(sV), D2) is the acyclic closure of (AV, d2). Thus Proposition 
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4.1(i) can be applied to show that (Y restricts to a quism 
(Derj,‘,(AV @ T(sV)), D,) 4 ((sv)“, 0) . (5.3) 
Let EC Derz,(AV@ T(sV)) be the sub Lie algebra consisting of those r- 
derivations y which preserve AV-wordlength and satisfy [D2, r] = 0. If 0 # y E E 
it cannot have the form [02, y ‘1, since [D,, y ‘1 increases AV-wordlength. Hence 
it cannot map to zero in (5.3). On the other hand, since (5.3) is a quism each 
f E (sV)” lifts to a D,-cycle 8 in Der’,‘,(AV @ T(sV)). Write 8 = y + 0’ with y 
preserving AV-wordlength and 0’ increasing it; then [D,, r] = 0 and y is an 
element of E mapping to f. Thus, altogether, we deduce that (5.3) restricts to an 
isomorphism from E to (sV)” = L. 
Now consider the quism p in (4.3). Since [s(V, d,)]” = (L, d), we can write 
P : (D& (AV C3 T(S)), D)* (L, a) 
(Note that p is map of chain complexes, not of Lie algebras!) However, [D, -1 
restricts to [II,, -1 in E, w K 1s h’ h ’ t herefore a sub DGL mapped isomorphically by 
p (as chain complexes) to (L, d). We define 
(T : (L, a)-+ (Deri,(AV @ T(sV)), D) 
to be the negative of the inverse isomorphism: ,Ba = -id. Since /3 is a quism by 
Proposition 4.1(i) it follows that (T is a quism. 
It remains to show that (T preserves Lie brackets. Recall first that L = (sV)“, so 
that we have a pairing ( , ) : L x SV + R. Since C = (AV @ T(sV), D, + D,) with 
Di raising AV-wordlength by i - 1, it follows that a representation 8 of the DGL L 
in the r-derivations of (T(sV), L? ) is defined by 
D,@=~ui@e(x;)@, @ET(SV); 
here {xi} and {u,} are bases of L and V satisfying (xi, suj) = a,,. 
As always, let F denote the unique augmentation of AV, C and T(sV). It 
follows from the definition of D in Section 2 that for u E V, D,(W) - u 8 1 E 
AV CW-+(sV). Writing D,su = C vi@3 8(x,)su we find that (x, su) = 
C (x, su;) ~0(x,)(su) = .&(x)su, x E L. Thus 
x=~~e(x):sV+R, XEL. 
Now for x E L, the r-derivation a(x) belongs to E, and so it preserves 
AV-wordlength and annihilates V. Thus a(x) has the form a(x) = 1 @f(x), f(x) a 
r-derivation of T(sV). Since x = -p,(x) = -E of(x) it follows that ~0 0(x) and 
-E of(x) coincide in sV. Since 0(x) and f(x) are r-derivations it follows that 
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(5.4) 
Furthermore, the relation [02, g(x)] = 0, x E L, implies that 
[@), f(Y)1 =o 2 X>Y E L . (5.5) 
A short computation using these relations gives F 0 [f(x), f(y)] = E ~f[x, y], 
whence p[a(x), a(y)] = Pu[x, y]. S’ mce p is injective in E, (T is a morphism of 
graded Lie algebras. 
Lemma 5.4. yL = CY 0 (0 Ua is an isomorphism. 
Proof. Let X, be a basis for L with deg X, 5 deg x2 5 . . . and with dual basis (su;) 
for sV. These determine bases x:I . . . xrr, y”(su,). . . y”(su,) of UL and T(sV). 
Moreover, since (T(x,) is a r-derivation, clearly 
whenever ki > Zi and k, = lj, i + 15 j 5 r. Similarly, this inner product is k 1 if 
ki = li, all i. It follows that a 0 50 Ua is an isomorphism. 0 
Proof of Theorem 5.1. Since yl, itself is an isomorphism by Lemma 5.4, we have 
only to establish naturality of H(y,). Let 7 : L + L’ be a morphism between 
DGL’s satisfying (5.1). Then 4 = C*(T) : (AV, d) +-(AI/‘, d’) preserves word- 
length. By Proposition 2.7(iv), 4 has an extension to the constructible acyclic 
closures of the form 
@%j : (nv’@r(sV’), D’)-+(nv@r(sv), 0). 
In particular, (4)” : (T(sV), D)” + (T(sV’), 6’)” is a map of chain complexes, 
and %(C*(r)) = H(($)“)+f. (4.2) and Section 3. 
Thus we have to show that Hoff = H((&)“)oH(-y,). In fact we have 
this at the chain level; explicitly 
TO see this we note first that 4 @ 4 is homogeneous with respect to AV- 
wordlength, and so D,(4 8 6) = (4 @ $)D;. This implies that 13(x)& = &3(~x), 
x E L, where 8 is the representation of L,L’ in r(sV),T’(sV’) defined above in 
5.3. A straightforward computation, using this relation, (5.4) and (5.5) gives 
(5.6). q 
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Proof of Theorem 5.2. This is immediate from the commutativity of (4.6), 
established in Proposition 4.2. 0 
If the differential d in L is zero (so that d, = 0 in C*(L)) or if R is a principal 
idea1 domain, then the constructible acyclic closures of C*(L) are semifree 
(Lemma 3.3). In this case we may use Proposition 3.2 to identify %(C*(L)) with 
Ext C*cLj(R, R), so that Theorem 5.1 gives a natural isomorphism 
H(UL) = Ext,,(,JR, R) 
of graded algebras. 
In general, these invariants are not isomorphic, as the following example 
shows. 
Example 5.5. Let R = Z, and let (X, a) be the R-free chain complex defined by: 
X = {X,)&z; Xi = Re,; de, = 0; aej = 3e,_, if i 2 3. Schematically, 
X:0 t Re,ERe,- x3 Red $%. . . . 
Set L to be the Lie algebra U(X, c?) (cf. Example 1.8). Then UL is the tensor 
algebra F(X, a), and so H,(UL) is concentrated in degrees 2 0, and each H,(UL) 
is finite. 
On the other hand, as observed in Example 1.8, we have a chain equivalence, 
4 : c*(L) +=(BUL)” c- (s(X, a))” @R. The chain complex [s(X, a)]” is the 
R-free complex given by 
and so its homology is just Z, . e3. Put u = 3. $(e”) = $(3e”). Then u is a cycle, 
3u = 0, and (because deg u = 3), u2 = 0. In summary A = (R . 1$ R/3R. u, 0) is a 
sub DGA of C*(L), and the inclusion A+ C*(L) is a quism. It follows that 
Ext,(R, R) = Ext,,&R, R) . 
Finally, A is sufficiently simple that Ext,(R, R) is computable via an explicit 
semifree resolution. (Since the differential is zero this is just the derived functor 
of graded horn, with cohomological and internal degrees added.) It turns out that 
Ext>(R, R) is an uncountable Z,-vector space for all i E Z. In particular then it is 
not isomorphic with H(UL): 
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Note, precisely because of Theorem 5.1, that in this case as well 
Ext C*(L)(R> R) Yg(C*(L)) . 
6. The homotopy Lie algebra of a decomposable model 
In this section we consider decomposable DGA’s of the form (AW, d) satisfying 
(0.3); i.e. such that 
w= {WL),22 and each W’ is R-free on a finite basis. (6.1) 
The decomposability condition states that d = zirZ d,, di : W-t A’W, and so in 
particular, (d,)’ = 0. Thus, as observed in Example 1.4, a graded Lie algebra E 
(no differential) is defined by 
E = (SW)” and (SW, [x, y]) = (-1)‘“‘(d2M~, sxesy) . 
Evidently E = { E,},,l is R-free of finite type; i.e. it satisfies (0.2). 
Next, suppose 4 : (AW’, d’)+ (AW, d) is a DGA morphism between decom- 
posable DGA’s satisfying (6.1). A morphism 4, : (AW’, d;)-+ (A W, d2) is then 
defined by 4, : W’* W, 4 - 4, : W’+ A’*W. The induced map ~4, : sW’+sW, 
SW’ H s+ w’, dualizes to a morphism of graded Lie algebras 4E = (s&)” : E’ + E. 
When $J is an isomorphism so are 4, and 4E. In particular, the graded Lie 
algebras associated with different representations of a decomposable DGA, A, in 
the form A z (AW, d) are all canonically identified. Thus {E, $,} defines a 
contravariant functor to the category of graded Lie algebras satisfying (0.2). 
Definition 6.1. E is called the homotopy Lie algebra of (AW, d). 
The purpose of this section is to construct a natural isomorphism, 
lJE_ %‘(AW, d) 
Recall then, that if C = (AW @I T(sW), 0) . IS any constructible acyclic closure 
(Section 2), the induced differential in T(sW) = R @,iw C is zero (fi = 0) because 
(AW, d) is decomposable (Proposition 2S(ii)). Thus (Sections 3 and 4) as graded 
R-modules 
%(AW, d) = [T(sW)]” (6.2) 
and diagram (4.3) reduces to 
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(6.3) 
Hom,4,(C, C>- 1 ([mw)l"> 0) 
with p and (Y surjective quisms (Proposition 4.1). 
The inclusion 9 9 Hom,t,(C, C) is a DGL morphism and so induces a graded 
Lie algebra morphism H(9)-+ H(Hom,,(C, C)). Let 
8 : UH(9)+ H(Hom,,(C, C)) 
be the extension to a morphism of graded algebras. (Note that $ and H( 5) do not 
in general coincide since, unless R 3 Q, HU(9) and UH(9) are not in general 
isomorphic.) On the other hand, H(a) : H(Hom,,(C, C))- %(Ay, d) is an 
isomorphism of algebras (by definition-cf. Section 3). Thus H(a) 0 5 is a mor- 
phism of graded algebras. 
Now, put & = -H(/3-‘; since E = (SW)” we may regard & as an isomorphism 
We shall show that 6 is an isomorphism of graded Lie algebras, and prove the 
following theorem: 
Theorem 6.2. Let (AW, d) be a decomposable DGA satisfying (6.1). Then 
is a natural isomorphism of graded algebras. 
Note that UE is in fact a cocommutative graded Hopf algebra, with diagonal A. 
On the other hand, since fi = 0 and {SW}’ = 0, i SO, the Kunneth map K, 
(Section 4) is an isomorphism of graded algebras. Thus letting 
/J : (AW, d) @(AW, d)+ (AW, d) b e multiplication we may identify (Section 4) 
%‘( p) as a coassociative cocommutative graded morphism of algebras: 
g(p) : g(AW, 4 - %‘(AW, d) 63 ‘8(AW, d) 
In other words it makes %‘(AW, d) into a cocommutative graded Hopf algebra, 
and we prove the following theorem: 
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Theorem 6.3. The isomorphism of Theorem 6.2 is an isomorphism of graded Hopf 
algebras; i.e., it identifies A with %5’(p). 
Proof of Theorems 6.2 and 6.3. Step 1: &preserves Lie brackets. 
Let 0,0’ E 9 be cycles: [D, 0]= [D, 0’]= 0 and set x,x’ = p(0),/3(0’). Write 
0 = y + w, 6’ = y’ + w’ where y,y’,w,w’ E 9 and y,y’ preserve AW-wordlength 
while w,w’ increase it. Then [Q, y] = [D2, y’] = 0, and p(y) = x, p( y’) = x’. 
We now wish to apply 5.3 to (AW, dz). Since, by the construction (2.3), 
VW @ QW), 02) is a constructible acyclic closure for (AW, d2) it follows from 
5.3 that -P[y, y’] = [-X, -xl]. Since [I$ 0’1 - [ y, y’] increases AW-wordlength it 
is in the kernel of p and so -p[0, (?‘I= [-p(e), -p(0’)]; i.e., -H(p) preserves 
Lie brackets. Hence so does its inverse, &. 
Step 2: H(Q) 0 8 0 UC? is an isomorphism. Theorem 5.1, applied to (A W, d,), 
gives an isomorphism yE : UE * [T(sW)]“. It . IS immediate from the definitions 
that this coincides with H(LY)O $0 U&. 
Step 3: Naturality. If 4 : (AW’, d’)+ (AW, d) is a morphism between decom- 
posable DGA’s satisfying (6. l), then we use Proposition 2.7 to extend 4 to a 
r-morphism $ : (AW’ @ QsW’), D’)+ (AW @ T(sW), 0) between their con- 
structible acyclic closures. As above, the linear part of 4, 4, : (AW’, di)+ 
(AW, d2) dualizes to a morphism 4E : E + E’ of the homotopy Lie algebras. On 
the other hand, 
c$,@$ : (AW’@QsW’), D;)+(AW@T(sW), D2) 
is the extension of c#+ to the acyclic closures. Thus Theorem 5.1, applied to 4,) 
gives 
As we observed in Step 2 the isomorphism yE : UEA T(sW)” is easily seen 
to coincide with H(cu)o 80 I/&-. And since fi = 0, (6)” = ‘Z?(4) so that 
H(a) 0 80 UC? converts $E into %‘(c$), as desired. 
Step 4: Proof of Theorem 6.3. Put q = H(a)0 80 UC?-; we have to show that 
%‘( p)y = 9 @ fo A : UE+ %(AW, d) @ %(AW, d). Since both sides are algebra 
morphisms it is sufficient to verify this equality on E. This follows easily from the 
following observations: (i) -9 restricted to E is the inclusion 
77 : (SW)” * [T(sW)]“, (ii) the image of 7 is primitive with respect to the dual of 
multiplication in T(sW) and (iii) this dual is precisely 8( p)+f. (4.5). 0 
Because (AW, d) is decomposable, Lemma 3.3 and Proposition 3.2 identify the 
graded algebras Ext_,,(R, R) and ZY(AW). Moreover (cf. (4.6)), we also identify 
the Kunneth maps ~~~~ and K%, as well as Ext, (I?, R) and Z(p). Thus we may 
restate Theorems 6.2 and 6.3 as the following theorem: 
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Theorem 6.4. Let (AW, d) be a decomposable DGA satisfying (6.1). Then 
H(a)+U& UEAExt (nw,d)(R, R) 
is a natural isomorphism of graded Hopf algebras, where Ext,(R, R) is the 
diagonal of ExtC,A,,,)(R,R). 0 
Remark. The same argument as above identifies 
TorCAW.“)(R, R) = T(sW) 
when (AW, d) is a decomposable DGA. This is the precise analogue of Levin’s 
theorem [15] that TorA(k, k) is a free divided powers algebra when A is a local 
ring with residue field k. 
In the same way, Theorem 6.4 is a precise analogue of Andre’s theorem [2] that 
for local rings A with residue field k of characteristic # 2, Ext,(k, k) is the 
universal enveloping algebra of a graded Lie algebra. This result was extended by 
Sjodin [24, 251 to local rings whose residue field had arbitrary characteristic. In 
the same way the condition l/2 E R that we assume here is not essential for 
Theorem 6.4; the proof in the general case follows the same lines but is 
technically more complex. 
7. Minimal models 
In this section our coefficient ring R is always a principal ideal domain 
containing l/2. 
We recall that, given a DGA (AW, d), we write d = c d, as the sum of 
derivations d, : W+ AiW; d, is the linear part of d and (AW, d) is decomposable if 
d, = 0. 
Now consider the following condition on a graded module H: 
H = {H’l,a, has finite type ; H” = R ; H’ = 0 ; Hz is R-free . (7.1) 
The main results of this section read: 
Theorem 7.1. Suppose A is a commutative DGA whose homology satisfies (7.1). 
There is then a DGA quism of the form m : (AW, d) 4 A in which 
(9 W= {WfIrz2 and each W’ is R-free on a finite basis, 
(ii) for each i there is a non-invertible r, E R such that 
d, : W’+r,Wii’ . 
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Theorem 7.2. Suppose m : (AW, d) _\ A is a DGA quism, with (AW, d) satisfy- 
ing conditions (i) and (ii) of Theorem 7.1. Then Ext,(R, R) = {Ext,‘(R, R)},,,, 
and each Ext,‘(R, R) is a finitely generated R-module. Moreover, the following 
conditions are equivalent: 
(i) Ext,(R, R) has no R-torsion. 
(ii) Ext,(R, R) is R-free. 
(iii) The DGA (AW, d) is decomposable. 
Definition and remarks 7.3. (i) In Theorem 7.1, m : (AW, d) -+ A (or simply 
(AW, d)) will be called a minimal model for A. When R is a field, condition (ii) of 
Theorem 7.1 reduces to d, = 0; i.e. (AW, d) is decomposable, which was Sul- 
livan’s original definition of minimality; and Theorem 7.1 reduces to Sullivan’s 
theorem 1281 which he proved for R = Q. 
(ii) C d’t’ (’ on 1 ion 1) of Theorem 7.1 is precisely (0.3) of the Introduction (and 
also (5.2)). 
Proof of Theorem 7.1. Since H’(A) is R-free we set W2 = H’(A) and define 
u : (AW”, O)--+ A so that w E W2 is mapped to a representing cycle. Then H’(a) 
is an isomorphism for i I 2 and injective for i = 3. 
Suppose we have, inductively, extended (T to a morphism CT : (AY, d)+ A 
where (AY, d) satisfies conditions (i) and (ii) of the theorem, and such that: 
Y = Y’“, H’(a) is an isomorphism, i 5 n, and H”+’ (a) is injective. Consider the 
complex (A CB A Y @ s(A Y), D), where D restricts to the given differentials d in A 
and A Y and 
D(s@) = (o(Q), - @, -s(d@)) . 
Then we have the classical row exact diagram of chain complexes 
O- (AY, d)- (A@AY@s(AY), D)- (A@s(AY), D)-0 
I= 
in which the vertical quism maps (a, @, s@‘) ++ a + a(@). 
Now because all graded modules here have finite type, H”+‘(A @s(AY)) is 
finitely generated. Since R is a principal ideal domain we can find a resolution 
O-X”&X”+‘-H”+‘(ACBs(AY))-0 
in which Xn,Xn+’ are finite R-free modules and Im 6 C rX”+’ for some non- 
invertible r E R. Let (X, S) be the chain complex X” -% X n+‘; clearly we can 
266 S. Halperin 
construct a morphism a : (X, s)+(A$s(AY), 0) such that Hn+‘(cr) is the 
identity. 
Fix bases U, of X” and zi of X”+’ so that 6~; = Arzi, A, E R. Write ~(2,) = 
(q, -sQi) and a(~;) = (6,, -sq). Th en da, = a(Qi) and dQj = 0, while db, - 
cr(qi) = A,a, and dW, = A,@,. Now extend (T to (T : (AY @ AX, d)* A by setting 
dz, = @;, du, = A,zi + q and a(~,) = a, , (T(u~) = bi . 
Because Y = { Yz2} it follows that A Y $ X + AY @I AX induces a homology 
isomorphism in degrees ~II + 2. But, essentially directly from the construction, 
H(a) : H(AY@X)+ H(A) 1s an isomorphism in degrees 5 IZ + 1 and injective in 
degree II + 2. Hence so is H(a) : H(A Y @ AX) -+ H(A), and the inductive step is 
complete. 0 
Proof of Theorem 7.2. Since Ext,,(R, R) : Ext,(R, R)AExt(,,,,i(R, R) we 
may suppose A = (AW, d). Because R is a principal ideal domain the construct- 
ible acyclic closures of (AW, d) are semifree (Lemma 3.3) and so we may identify 
the graded algebra Ext(,,,,) (R, R) with %(AW, d), by Proposition 3.2. 
Let C = (AW 63 T(sW), 0) b e a constructible acyclic closure. Then (cf. Section 
3), 8(AW, d) = H(Hom,,,(C, R)) = H[(T(sW), D)“], where fi is the induced 
differential in T(sW) = R@,, C. The fact that W satisfies Theorem 7.1(i) allows 
us to identify (T(sW), fi)” = (A(sW)“, fi “) as a chain complex of finite type. 
Hence its homology has finite type as well. In particular its homology is 
torsion-free if and only if it is R-free; i.e. (i)G(ii). 
Now if (AW, d) is decomposable then d, = 0 and Proposition 2S(ii) asserts that 
6 = 0; i.e. g(AW, d) g A(sW)“. In particular it is R-free. 
Suppose (AW, d) is not decomposable, and let n + 1 be the least integer (L 2) 
such that d, : W”+‘-+ W ,,+* is nonzero. Now Proposition 2.5(ii) asserts that D = 0 
in r(sWl”) and that l%w = -sd,w, w E Wn+‘. From condition (ii) of Theorem 
7.1 we deduce that l? = 0 in [(TsW)]‘” and that D : [T(sW)]“-+ r,,,[L(sW)]“” 
is non-zero. Dualizing we see that F”(AW, d) = H-“[(T(sW), D)“] has r,+,- 
torsion. 0 
Corollary 7.4. Let (AW, d) + A be as in Theorem 7.2. If (AW, d) is not decom- 
posable, let n + 1 be the least integer such that d, : Wn+’ + r,+IWn+2 is non-zero. 
Then Ext,‘(R, R) is torsion-free for i < n, and Ext,“(R, R) has r,+,-torsion. 0 
Given a DGA (AW, d) satisfying (0.3), put 2’ = ker (d, : W’+ W’+‘) and 
write W’ = Z’ @ Y’; both Z’ and Y’ are R-free. Moreover, d : Z’+ 
A( WSim2 G3 Z’-‘) and d : Y’-+ A(WSi-’ @ 2”‘). Thus choosing a basis 
wi,w*,... of W compatible with the ordering W = .Z* G3 Z3 69 Y* fJ3 Z4 @ . . . @ 
yip1eZl+ieyleZi+2B . . . we see that dwj E A(w,, . . , wj_,). There fol- 
lows, as in the classical case, the following: 
Universal enveloping algebras 267 
Proposition 7.5. Given a diagram 
A 
47 
(AW, d)? B 
of commutative DGA’s in which (AW, d) satisfies (0.3) and IJ is a surjective 
quism, there is a morphism C$ : (AW, d)+ A such 
In particular, suppose we are given morphisms 
(AW’, d’)++ A’ 
between commutative DGA’s 
(7.2) 
in which m’ is a quism and W,W’ satisfy condition (i) of Theorem 7.1. When R is 
a field of characteristic zero we may use Proposition 7.5 to lift 4 0 m through m’ to 
obtain a morphism 4 : (AW’, d’) + (AW, d) such that 4 0 m’ and m' 0 C$ are 
DGA-homotopic. 
In general, however (even for fields of positive characteristic) it is not even 
possible to find 4’ such that H($)H(m’) = H(m)H(+‘). Fortunately there is a 
hypothesis that suffices for the existence of 4’ and is satisfied in the topological 
context. Essentially, it is the admissibility criterion of [6]. 
Indeed recall that p(R) is the least integer (or w) that is not invertible in R. We 
shall need the following lemma: 
Lemma 7.6. Let A be a commutative DGA. Assume that for 
satisfies A = RCl{Ai}iar+l. Zf H’(A) =O, i > rp(R), then there 
morphism of commutative DGA’s, 
cr: B++A, 
such that B = R@ B>” is R-free, and H(B) = H”(B) = R. 
some rzl, A 
is a surjective 
Proof. For 0 f LY E A’ define a DGA morphism (T : (A{x,, x2}, d)+ A by dx, = 
x2, o : .x1 *a. Since A’ is concentrated in degrees 2 r + 1, so is A{x,, x2}. The 
map A{x,, x2} + T{x,, x2} is an isomorphism in degrees <(deg x,)p(R) and so it 
is an isomorphism in degrees <(r + l)p(R) I rp(R) + 3. 
But, depending on the parity of deg x1, one of A{x,, x2}, I-(x,, x2} is acyclic. 
Hence H+(A{x,, x2}) vanishes in degrees Srp(R) + 2. We can thus extend 
(A{x, > x2}, d) to an acyclic DGA of the form A{x,, x2, . . .} with dx, E 
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A{x, , . . . , xi_,} and deg xi 2 rp(R) + 2, i 2 3. But H’(A) = 0 for i 2 rp(R) + 1, 
and so an obvious induction extends u to a DGA morphism (T : A{x;} + A. 
Denote this by CT~ : B, ---jr A. Since v~(x,) = a it suffices to define m : B-+ A by 
Proposition 7.7. Let 4 : A’-+ A be a morphism of commutative DGA’s whose 
homology satisfies (7.1), and let 
m’ : (AW’, d’)* A’ and m : (AW, d)-+ A 
be minimal models. Assume that for some r 2 1, H’(A) = &(A’) = 0, if i > rp(R) 
or if 1~ i 5 r and suppose that H”l(A), Hr+‘(A’) are torsion free. 
Then there is an R-free commutative DGA B such that B = R Cl3 B’ and 
H(B) = H”(B) = R, and there is a commutative diagram of DGA morphisms: 
(AW’, d’) --+--+A’ 
4’ I 1 Q 
(AW, d)@ B+ A 
Proof. Since m and m’ are DGA quisms the hypotheses on H(A),H(A’) also 
hold for H(AW),H(AW’). Using the minimality condition (Theorem 7.l(ii)) it is 
easy to see that this implies that W,W’ are concentrated in degrees z.r + 1. 
Since H’+l (A) is R-free we can identify it with a submodule of ker d, and write 
A r+’ = H’+‘(A) CI3 d(A’)@ M. Let E C A be the sub DGA defined by E = 
R~H’+1(A)~M${Ai};~r+2. The inclusion E C A is a DGA quism and both 
+m’ and m have images in E. 
On the other hand since H(E) z H(A), E satisfies all the hypotheses of Lemma 
7.6. Thus we can choose an R-free acyclic commutative DGA, B = R CI3 B>‘, and 
a surjective DGA morphism (T : B+ E. 
Since Im m C E we may regard m as a DGA quism (A W, d)+ E. Thus 
(m.o):(AW,d)@B + E is a surjective quism (because B is R-free and R is a 
principal ideal domain). Now we are at last in a position to apply Proposition 7.5, 
which allows us to lift C$ 0 m’ through this surjective quism to give a morphism 
4’ : (AW’, d’)-+(AW, d)@ B such that (m . u)+’ = +orn’. Regarding morphisms 
to E as morphisms to A we have the required diagram in Proposition 7.7. 0 
Remark 7.8. In the context of Proposition 7.7 define 
x : (AW’, d’)+ (AW, d) 
by x = (id. .sB) 0 c#J’, where Ed denotes the augmentation of B. Since id. sB is a left 
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inverse for the inclusion A : (AW, d)-+ (AW, d) @ B, and since both are DGA 
quisms, it follows that Ext,(R, R) and Ext,d.En(R, R) are inverse isomorphisms. 
Thus we obtain the commutative diagram 
Ext,(R, R)= Ext,(R, R) 
Ext,(R.R) - 
I 
= 1 Ext,.(R.R) 
EqtW,d,(R mExt,jx.xj Ext(Aw)(~~ RI 
of homomorphisms of graded algebras. 
8. The homology of a universal enveloping algebra 
In this section our coefficient ring R is always a principal ideal domain 
containing l/2. We recall that p(R) is the least prime (or m) not invertible in R. 
As usual, we consider DGL’s, L, satisfying: 
L = {L;l,,1 and each L, is R-free on a finite basis. (8.1) 
For such an L, C*(L) has the form (AV, d)-cf. Section 1. Moreover, C’(L) = 
{Ci(L)}ir2r so that H’(C*(L)) = ker(d : C2(L)+ C”(L)) is R-free. Thus 
H(C*(L)) satisfies (7.1), and we may apply Theorem 7.1 to obtain a minimal 
model 
m : (AVV, d)A C*(L). 
Assembling the results in Section l-7 we shall prove the following theorem: 
Theorem 8.1. Zf L is a DGL satisfying (8.1), and if m : (AW, d)* C*(L) is a 
minimal model, then there is an isomorphism of graded algebras 
‘@AW, d+ H(UL) 
which identifies 2Z( p) with H(A). 
Proof. Apply Theorems 5.1 and 5.2 to obtain a natural isomorphism of graded 
algebras, 
H(y,) : H(UL)A qc*(L)) ) 
identifying H(A) with ‘$Y( p). Then observe that because R is a principal ideal 
domain, Lemma 3.3 and Proposition 3.2 provide natural isomorphisms of graded 
algebras, 
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~‘(C*(L))-+ Ext,*&, f9 and %‘(AIV, d)A Ext(,,,,)(R, R) . 
As noted in diagram (4.7), these identify g(p) with Ext,(R, R). 
Finally, since m is a quism it induces an isomorphism of graded algebras, 
and it identifies the two homomorphisms Ext@(R, R). Combining these iso- 
morphisms gives the theorem. 0 
To address the issue of naturality we need to introduce the full subcategory 
Z’(r) of DGL’s satisfying (8.1) and such that H,(UL) = 0, 15 i < r and 
H’(C*(L)) = 0, j > rp(R). Since (Theorem 1.5) H(C*(L)) = Ext,,(R, R), it 
follows for L E Z(r) that H’(C*(L)) = 0, 15 i 5 Y and H’+‘(C*(L)) is R-torsion 
free. We may thus apply Proposition 7.7 and Remark 7.8 to conclude that 
Ext(,,,,)(R, R) is functorial in L and that Ext,(R, R) is a natural equivalence. 
Since all the other isomorphisms in the proof of Theorem 8.1 were natural, 
there results the following: 
Theorem 8.2. Within each Z(r) the correspondence L- %(AW, d) of Theorem 
8.1 is functorial, and the isomorphism %‘(AW, d)-% H(UL) is a natural 
equivalence. 0 
In the torsion-free case we obtain the structure theorems towards which we 
have been heading: 
Theorem 8.3. Let L be a DGL satisfying (8.1). Then the following conditions are 
equivalent: 
(i) H(UL) is R-torsion free. 
(ii) Some (or any) minimal model m : (AW, d)+ C*(L) is decomposable. 
When these conditions hold, there is an isomorphism UEA H(UL) of graded 
Hopf algebras, E denoting the homotopy Lie algebra of (AW, d). 
Theorem 8.4. Within each Z(r) the correspondence L - E of Theorem 8.3 is 
functorial, and the isomorphism UE --% H(UL) is a natural equivalence. 
Proof of Theorems 8.3 and 8.4. First observe that H(UL) is R-torsion free if and 
only if (AW, d) is decomposable. Indeed, H(UL) E Ext(,,,,,)(R, R) (proof of 
Theorem S.l), and so this is just Theorem 7.2. 
Now suppose H(UL) is R-torsion free. Then it is R-free, and the Kunneth map 
H(UL)@ H(UL)+ H(UL @ UL) is an isomorphism, so H(A) makes H(UL) into 
a graded Hopf algebra. 
Moreover, since (AW, d) is decomposable it has a homotopy Lie algebra E 
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(Definition 6.1), and Theorems 6.2 and 6.3 give a natural isomorphism of graded 
Hopf algebras, 
UE-- %‘(AW, d). 
Combined with the isomorphism of Theorem 8.1 it defines the desired iso- 
morphism UE E H( UL). 
Finally, since lJE* %(AW, d) is natural; the naturality in Z(r) of E and the 
isomorphism UE z H(UL) follow from Theorem 8.2. 0 
9. Rationalization and reduction mod p 
We continue to work over a principal ideal domain R containing l/2, and we 
consider the effect of a homomorphism R-+ k from R to a field k. 
Suppose then that L is a DGL satisfying as usual 
L = {L;lGd and each L, is R-free on a finite basis. (9.1) 
As in Section 8, let 
m:(AW,d)+C*(L) (9.2) 
be a minimal model. Since R is a principal ideal domain, - @ k preserves quisms 
between R-free chain complexes. Thus 
mk: (AW@k, d)+ C*(L@k) (9.3) 
is still a quism; note that L @ k is a DGL over k satisfying (9.1). 
Example 9.1. Suppose H(UL) has no R-torsion. Then the model (9.2) is decom- 
posable (Theorem 8.3), and hence so is the model (9.3). The corresponding 
homotopy Lie algebras E and E, are related by the obvious isomorphism, 
which then extends automatically to an isomorphism UE @ k G UE,. 
By checking through the proof of Theorem 8.4, it is easy to verify that the 
diagram 
UEBk- H(UL)@ k 
I 
s 
I 
- 
UE,-----+ H( UL @ k) z? 
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commutes, in which the horizontal isomorphisms are those provided by Theorem 
8.3, and the vertical ones arise from the isomorphism E 8 k G k and the map 
L*L@kk. Cl 
We now turn to the specific case that R = Zcpj, the integers localized at an odd 
prime p, and we shall be concerned with the homomorphisms 
of rationalization and reduction mod p. 
Suppose then that L is a DGL over ZCPj satisfying (9.1). The DGL’s L @Zp 
and L @Q are defined over fields, where there is no question of torsion. Hence 
we can apply Theorems 8.3 and 8.5 to obtain isomorphisms of graded Hopf 
algebras, natural within each Z’(Y): 
UEzn ~H(UL@Z,) and UE,&H(UL@Q), 
where E, and E, are the homotopy Lie algebras for minimal models of 
C*(L @Zi) and C*(L @Q). 
It turns out that Ez, and E, have an interesting relationship, even when H(UL) 
has p-torsion. To describe this, choose a minimal model m : (AW, d)* C*(L) 
and, as above, consider the quisms 
mL, : (AW @Z,, d)A C*(L @z,) , 
m, : (AW@Q, d)A C”(L@Q) . 
The minimality of (AW, d) means precisely that d, : W+ W is divisible by p. 
Thus in (AW@Zz,, d) we have d, = 0; i.e. this DGA is decomposable. Hence it is 
a minimal model for C*(L 8 Zp) and we have 
EH,, = [s(W@Z,)]” = (SW)” @Zz,, (9.4) 
with the Lie bracket determined by d, (mod p). 
On the other hand, since minimality over a field is equivalent to decomposabili- 
ty, (A W 63 Q, d) will not be minimal unless d, = 0 in A W. However, because we 
are working over a field of characteristic zero, we may apply a theorem of 
Sullivan [26] to obtain a DGA isomorphism of the form 
(AU’, d’)@(AU”, d”):(A(W@KD), d), (9.5) 
in which (AU ‘, d’) is decomposable, d” : U/” + U”, H(U”, d”) = 0 and 
H(AU”, d”) = Q. In particular, the linear part of this isomorphism is an iso- 
morphism of chain complexes, 
(U’,O)@(U”, d”)~(W@lJQ, d,). (9.6) 
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Now observe that (9.5) exhibits the composite 
(AU’, d’)+(AW@Q d)* c*(L,) 
as a minimal model. Thus E, = Hom(sU, Q), with Lie bracket determined by the 
quadratic part di. In view of the isomorphism (9.6) we can identify 
E, = H[(sW, d,)“] C3 Q , (9.7) 
with Lie bracket defined by H(d,) : H(W, d,)+ H(A2W, d,). 
Denote the chain complex (SW, d,)” by (Y, a). If d, = 0 then d = 0 and Y is the 
homotopy Lie algebra; in general we cannot exhibit (Y, a) as a DGL. However, 
the identifications (9.4) and (9.7) can be written as 
Y@Z, = E, 
P 
and H(Y,a)@Q= E,. (9.8) 
Since d, is divisible by p, so is a and we obtain the following: 
Proposition 9.2. The Bockstein spectral sequence for the ZCPj chain complex (Y, a) 
converges from the mod p homotopy Lie algebra E, to the rational homotopy Lie 
algebra E,. Cl 
P 
Remark 9.3. As observed above, UE, z H( UL, ) and UE, z H(UL,), and so 
there is a Bockstein spectral sequen:e convergmg from UE, to UE,. It is 
straightforward to construct a natural transformation from the sbectral sequence 
of Proposition 9.2 to this one, via the inclusion s( W, d,)” + [T(sW), 01”. This 
transformation converges from the inclusion EH, 4 UE, to the inclusion 
,J 
E, 4 UE,. 
Notice that the Bockstein spectral sequence EI,, 3 E, collapses if and only if 
the spectral sequence UE, + UE, does. In fact, since the Bockstein spectral 
sequence for H(UL) is a sbectral sequence of graded Hopf algebras, and since 
EH, generates the algebra UE, , it follows that the first non-trivial differential, d,, 
in this spectral sequence has the form U(E,,,, dk), where d, is the first non-trivial 
differential in the spectral sequence Eh, +J E,. I do not know, however, whether 
if one spectral sequence collapses at some stage, so does the other. Nor do I know 
whether the intermediate transformations are inclusions or whether the spectral 
sequence of Proposition 9.2 is a spectral sequence of graded Lie algebras. 
10. The minimal model of a CW-complex 
As in Sections 7-9, we work over a principal ideal domain R containing l/2, 
and let p(R) be the least prime (or 3~1) non-invertible in R. 
We shall work in the category CW,(R) of r-connected CW-complexes X (r 2 1) 
of finite type such that dim X 5 rp(R). For each X in CW,(R), [3, Theorem 4.81 
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asserts the existence of a DGL L of the form 
L = {Lil,,l and each Lj is R-free on a finite basis (10.1) 
and of a DGA equivalence 
UL=- C,(RX; R) . (10.2) 
This DGA equivalence preserves the diagonal up to DGA homotopy, and is 
uniquely determined up to a unique DGL homotopy class of DGL isomorphisms. 
(In fact [3] deals only with the case R C Q, but the general case follows easily by 
choosing an appropriate S C Q that maps to R and applying -Bs R to the 
construction in [3].) 
For L satisfying (10. l), consider the Cartan-Eilenberg-Chevalley complex 
C*(L), and its dual DGC, C,(L), as defined in Section 1. Theorem 1.5 provides 
a DGC-quism C,(L) + B(UL). On the other hand, a basic result of Adams [l] 
gives a DGA quism from the cobar construction, F(C,(X; R)), on the chains of X 
to C,(aX). Thus using [18] for instance we obtain DGC quisms 
C*(L)& B(UL)A B(C*(flX)) 
j= BF(C,(X; R)) A C,(X; R) . 
Dualizing gives DGA quisms 
c*(L) _= B(C*(flX))” 4 C*(X; R) . (10.3) 
Thus, as observed in [3], C*(L) . 1s a commutative DGA equivalent to C*(X; R). 
Notice that (10.2) and (10.3) yield isomorphisms of graded algebras, 
H(UL)5 H,(RX; R) and H(C*(L))A H*(X; R) , (10.4) 
the first isomorphism identifies H(A,) with H(A,), where A, : UL-+ UL 63 UL 
and A x : f2X- RX x RX are the respective diagonals. It follows from these 
isomorphisms, and the fact that XE CW,(R), that L E .2?(r), the subcategory 
defined in Section 8. 
Next observe (Section 8) that because L satisfies (lO.l), C*(L) has a minimal 
model, 
m : (AW, d)A C*(L). (10.5) 
Definition and remark. This minimal model will be called a minimal model for X, 
with coefficients in R. When R = Q this is just a classical Sullivan model, and so 
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[3] provides a means of extending Sullivan’s theory to much more general 
coefficient rings. 
We can now combine the naturality of L [3] with the isomorphisms (10.4) and 
Theorems 8.3 and 8.5 to obtain the following theorem: 
Theorem 10.1. Let (AW, d) be a minimal model X E CW,(R). Then the following 
conditions are equivalent: 
(i) H(RX; R) is R-torsion free. 
(ii) The minimal model (AW, d) is decomposable. 
When these hold, the homotopy Lie algebra, E, of (AW, d) depends functorially 
on X E CW,(R), and there is a natural equivalence of graded Hopf algebras, 
UEG H,(OX; R). 0 
Example 10.2. R = Z(,,), p an odd prime. In this case X is in CW,(R) if it is 
r-connected and of dimension 5 rp. Let L be the DGL of [3] and let 
m : (AW, d)+ C*(L) 
be a minimal model for X. 
Now clearly X E CW,(Z,) and CW,(Q), where there is no question of torsion. 
Thus Theorem 10.1 gives natural isomorphisms of graded Hopf algebras. 
f-J-% P 
-\ H,(RX; Z,,) and lJE,A H,(RX; 0). 
In the second case (because we have coefficients in Q), E, is mapped isomorphi- 
tally to the primitive subspace P of H,(OX; Q) and we recover a result of Milnor 
and Moore [21]. A theorem of Cartan and Serre [21] asserts that the Hurewicz 
map is an isomorphism rr,(flX; O)* P of graded Lie algebras; i.e. 
E, = n.J.RX; Q) . 
We may now apply the observations of Section 9. Denote the R-free chain 
complex [s( W, d,)]” by (Y, a); it has the form 
with each Y, = (W’+‘)” a Z(Pj -free module on a finite basis. The minimality of 
(AW, d) means that d, and d are divisible by p, so that we get a Bockstein 
spectral sequence converging from Y @ Z, to H( Y 631 Q). 
But as pointed out in Section 9, 
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EZp=Y@ZP and E,=H(Y@Q). 
Thus this spectral sequence converges to n*(QX) @ Q from EL,. 
We end with the proofs of Theorems A and B of the Introduction. 
Proof of Theorems A and B. In Theorem A, X E CW,(R), with R a subring of Q 
containing l/2. Moreover, H,(flX; R) is R-torsion free. Thus Theorem 10.1 
provides an isomorphism of graded Hopf algebras UE--% H,(L?X; R), with E 
and R-free graded Lie algebra. Since R C Q, an easy calculation with a Poincare- 
Birkoff-Witt basis shows that E is the primitive submodule of UE, and hence 
maps isomorphically to the primitive submodule P of H,(fiX; R). It follows that 
H,(flX; R) = UP. 
For Theorem B we use the coefficient ring R = Z,, where there is no question 
of torsion. Thus Theorem B is a special case of Theorem 10.1. 0 
Appendix 
We work over a commutative coejj‘icient ring, R which is always assumed to 
contain l/2. (We note, however, that with appropriate definitions and suitable 
care much of the material here can be extended to general R.) 
By modules, algebras, Horn, 63 we shall thus mean R-modules, R-algebras, 
Horn, and gR. A graded module is a family {V}iEE of modules and we raise and 
lower degrees by the convention Vi = V,. If u E V, then IuI = 0 or 1 is the 
mod 2-reduction of i. Tensor and Horn are applied in the graded category: 
(V @ W); = 63j+k=i (v, 8 wi-j> and 
graded module V” 
Hom(V, W)i = nj Hom(V,, Wj+i). ( The 
= Hom(V, R) is the dual of V and a pairing V x WG R 
determines maps V-+ W” and W-, V” via u(w) = (u, w) and w(u) = 
(-l)‘U”‘w’ (u, w). A graded module V is free (projective, flat) if each Vi is, and 
has finite type if each V is finitely generated. 
The suspension of a graded module V is a graded module sV together with 
isomorphisms s : V, -% (sV), + 1, i E Z. If X is the dual of sV we identify sX as the 
dual of V via sx(u) = (-l)‘“‘x(su). 
Differentials are denoted by d, ~3, 6, D, . . . , and decrease (subscript) degree by 
1; differentials in V and W induce differentials in V 8 W, Hom(V, W) and sV via 
d(u @ w) = du @ w + (-1)“’ u @ dw, (df)(u) = d( f(u)) - (-l)‘ry(du) and d(su) = 
-s(du); this is coherent with the identification above s((sV)“) = V”. A graded 
module equipped with a differential is a chain complex. Morphisms of chain 
complexes inducing isomorphisms of homology are called quasi-isomorphisms or 
quisms and are denoted by 4. 
Graded algebras A are associative with identity, which is preserved by mor- 
phisms. They are called commutative if for each a,a’ E A, aa’ = (-l)‘O”‘O”ala. 
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The tensor product of graded algebras A and B is the graded algebra A @ B 
defined by (a@~)(~‘@~‘) = (-1) ““““uLz’ @ bb’. An element 0 E Hom(A, A) is 
a derivation if 19(aa’) = (0a)a’ + (-1) ‘a’~‘B’~(Oa’) and a differential graded algebra 
(DGA) is a graded algebra equipped with a differential that is a derivation. (If A 
is a DGA its underlying graded algebra is denoted by A#.) In particular, if V is a 
chain complex then Hom(V, V) is a DGA under composition. An augmented 
DGA is a DGA, A equipped with a morphism e : A+ R. 
A (left) module M for a DGA A is a chain complex together with a map 
A @M+ M of chain complexes that makes M into an A#-module. If N 
is a second left A-module, then Hom,(M, N) = {f E Hom(M, N) 1 f(um) = 
(- l)‘““‘f’u( f(m))}. ‘t I is a subcomplex of Hom(M,N). Two A-module morphisms 
f,g : M-+ N are ‘homotopic via a homotopy h (we write f - g) if h E 
Hom,(M, N), satisfies f - g = d(h) = dh + hd. If Q is a right A-module then 
Q BA M = Q @ M/( q. a @ m - q 63 a. m); it is a quotient complex. 
Graded coalgebras have a coassociative coproduct C -‘CCC and a co- 
identity 77 : C-+ R (which is preserved by morphisms); its kernel is written C. If C 
iscoaugmentedbyRCCsothatC=R$C,thenforxEC,Ax=x~l+l1~+ 
ax, ax E C @ C; x is primitive if ax = 0. The map a (the reduced coproduct) is 
coassociative, and so determines unique maps A’“’ : c-+ cm)“; if C = U,, ker a’“’ 
then C is conilpotent. Finally, C is cocommututive if for each c E C, AC = 
c c; ac:’ = c (-1)l’;l’l~;l,~@ c;. 
A Hopf algebra is simultaneously a graded algebra and coalgebra sucn mar me 
coproduct A : H- H 69 H is an algebra morphism (equivalently, multiplication is 
a coalgebra morphism) and the identity and co-identity are respectively a coalge- 
bra coaugmentation and an algebra augmentation. Differential graded coalgebras 
(DGC) and Hopf algebras (DGN) are defined in the same way as DGA’s. 
Comodules over a DGC C are chain complexes together with morphisms of chain 
complexes M+ M (8 C (or M + C @ M) satisfying the obvious conditions. The 
dual C” = Hom(C, R) of an arbitrary DGC is a DGA via the map 
C”@C”-+(C@C)” given by (f’@g)(x@y)=(-l)“““If(x)g(y). 
Fix a graded module V. A representation of the symmetric group S,, in the nth 
tensor power V@” is defined by 
in general, if U = u, 64 . . . @u, then u. U = F((T, U)U,-I~,) C3 . . . u,-I~,) with 
E(CT, 6) = 21. We shall often abuse notation and write F~, for F((T, 6). The set 
%., = %+Y of (p, q)-shuffles consists of those permutations rr for which (~(1) < 
. ..<a(~) and ~(p+l)<..-<(~(p+q). 
The tensor algebra TA(V) = @:=” TA’(V), TA’(V) = V@‘, is the free graded 
algebra on V, the elements in TA’(V) have wordlength i. Dividing by the ideal 
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generated by u 8 w - (-l)l”i”w’ w@u, u,wEV, gives asurjectionTA(V)LAV 
onto the free commutative graded algebra on V. Note that AV= @F=, A’V, 
AiV= r(TA’(V)); g a ain the elements of AiV have wordlength i. There are unique 
Hopf algebra structures in TA(V) and AV for which the elements of V are 
primitive, and these coproducts are cocommutative. Finally, multiplication defines 
an isomorphism of graded algebras 
A(V@W)- - AVC3AW. (A.1) 
The tensor coalgebra will be written TC(V) = @T=, TC’(V), TC’(V) = V@'; we 
denote u1 @ . . . ~3 ui by [u, 1 . * * 1 ui]. The coproduct is given by 
A : [Ul I. . . I unl I-+ i [(Ul I. . . I u,>l@ [(Ui+1 I . . . I u,>l . 
i = I1 
It is cofree in the following sense: given a conilpotent coalgebra C = R Cl3 c then 
any 4 E Hom(C, V),, lifts to a unique morphism @ : C+.TC(V) of coaugmented 
coalgebras such that 4 is the composite f?-+TC”(V)x V. The shufle product 
[Ul I . . . I u,l. [up+1 I. .. I up+J+ ,z %b(l) I. . . I ur-l(p+q)l 
P.4 
makes TC(V) into a commutative Hopf algebra. 
Let ri(V) C TC’(V) be the submodule of those elements x such that (T. x = x, 
(T E Sj. Set T(V) = @YE0 P(V); e ements in ri(V) have wordlength i. T(V) is a 1 
subalgebra of TC(V), the divided powers algebra of Cartan. In particular for 
uEV,,and WEV,,,, we set -y”(u) = 1, y”(u) = [u I . . * I u] (n factors), y’(w) = 1, 
y’(w) = w and y”(w) = 0, ~12 2; these are divided power operations. Note that 
y”(u + u’) = 2 y’(u)y”-‘(u’) ) 
i=O 
i+j 
Y’(‘)Y’(‘) = i c 1 Yif’W > u,u’ E v,, . 
(A.21 
If 4 : C+ TC(V) is a morphism of coaugmented coalgebras with C cocommuta- 
tive, then Im 4 c T(V). 
Now suppose V is free on a basis {u,}~=,,~,,,,. We then denote TA(V), AV, 
TC(V), T(V) by TA{u,}, A{u,}, TC{u,} and T{u,}. The elements ui, 69 . . . 63 urn 
are a basis for V@‘” so that TA{u,} and TC{ ui} are free. From (A.l) we see that 
the elements of the form 
+;z.. . Q ) r 20, k,20, ki=O or 1 if luil = 1, (A.3) 
are a basis of AK On the other hand, a basis of TC{u,} is provided by the 
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elements of the form ui, @ . . . @ ui, with some i, > i,,, , together with the 
elements of the form ui, @I . . . ui C3 uj . . . 63 ui,, 1 ujl = 1, together with elements of 
the form 
Yk1(U,)Yk’(U2). . . ykr(u,)  rr0, k;ZO, k,=Oor 1 if /uil=l. 
(A.4) 
It follows that the elements (A.4) are a basis for T(V). In particular, each T’(V) 
is free and has a free complement in TC’( V). 
This implies in turn that if W is also a free graded module then the inclusions 
ri( V) + TC’(V), r’(W) + TC’( W) map r’(V) @ r’(W) isomorphically onto the 
submodule of TC’(V) @ TC’( W) consisting of the elements fixed by each a@~, 
u E Si, r E S,. In particular, T(V) is a cocommutative sub Hopf algebra of T(V) 
and the shuffle product defines an isomorphism T(V) @ T(W) --% T(V CB W) of 
Hopf algebras. 
Let A be any commutative graded algebra and extend y” to A @T(V) by 
y”(Q) = 1, @ E A @ T(V). The operations y”, IZ 2 1 also extend uniquely to 
(non-additive) operations y” in A @I f’(V) satisfying 
y”(@ + !P) = i (y’@)(y”~9) ) 
i=O 
(nk)! 
Y”(Yk@P) = (k!)En! ynk@ 2 @,TPEA@T+(V), (A.3 
y”(@ .2) = @y(Z) ) @EA@I-(V), zH+(V). 
Finally a pairing W x V“i, R of graded modules extends to the pairing 
TA( W) x TC(V)+ R defined by (TA’, TC’) = 0, i # j, and 
where e is the sign of the shuffle wl, . . . , wi, u,, . . . , u, - w,, u,, . . . ) wi, ui. 
This pairing induces a pairing A W C3 T(V) -+ R. 
In particular if V is free, of finite type and if either V= V,, or V= V,, then the 
dual module also satisfies these conditions. If {h} is a basis of V” dual to a basis 
{u;} of V then the corresponding bases (A.3) of A(V”) and (A.4) of r(V) are 
also dual, at least up to sign. Thus the maps 
~(v”)~(w>>” and T(V)* (AV”)” (A.7) 
induced by the pairing are isomorphisms, in fact isomorphisms of Hopf algebras. 
We end this Appendix by reviewing a little differential homological algebra, as 
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presented in [6] and [12]. A detailed exposition will be given in [5]. A module P 
over a DGA A is called semifree if P is the union of a family P(1) C P(2) C . . . of 
submodules such that P( 1) and each P(i + 1) /P(i) is either zero, or A#-free on a 
basis of cycles. An A-module is semifree if and only it it is A#-free on a well 
ordered basis { eu}aEy such that deu = C p<a Ape,. 
Example A.l. A chain complex M = {ML}rtL over R is an (R, 0)-module. It is 
semifree precisely when M = U YE0 F(i) in which F(i) C F(i + l), F(i + 1) /F(i) is 
R-free and d : F(i)+ F(i - 1). 
In particular, if R is a principal ideal domain, or if M = { Mi}i2_N, and if M is 
R-free, then M is semifree. Indeed in the first case we may use the filtration 
ker d C M, while in the second we may use F(i) = {M,},,,_,,,. 
The essential properties of semifree modules are collected in the following 
result from [6]: 
Proposition A.2. (i) Every A-module M admits a semifree resolution; i.e. an 
A-module quism PA M with P semifree. 
(ii) Suppose 4 : N - M is a quism of A-modules and P is A-semifree. Then 
Hom(P, 4) : Hom(P, N)-+Hom(P, M) is a quism. 0 
In particular, two semifree resolutions PA M, PI---% M are connected by a 
unique homotopy class of quisms PA P’. Thus for a right A-module N we may 
identify H(N @,< P) = H(N BR P’) to produce a functor TorA(N, M), functorial 
in all three arguments. In the same way the functor Ext,(M, Q) = 
H(Hom,(M, Q)) is defined for left A-modules Q, again functorial in Q and 
contrafunctional in A and M. The functors Tor and Ext are precisely the 
differential functors of Eilenberg and Moore. 
The trifunctoriality means that a DGA morphism (Y : A-, A’, together with 
module morphisms 4 : M-+ M’, $ : N+ N’ and x : Q + Q’ induce maps 
Tor”($, 4) : To?(N, M)+Tor”‘(N’, M’) and Ext,($, x) : Ext,.(M’, Q’)+ 
Ext,(M, Q). The following [6] is an easy exercise: 
Proposition A.3. Zf a, $, 4 and x are quisms, then Tora($, 4) and ExtU($, x) are 
isomorphisms. 0 
Observe that if M is an A-module with A-semifree resolution p : PA M then 
Proposition A.2(ii) asserts that Hom,(P, p) is a quism. This identifies 
Ext,(M, M) with the homology of the DGA, Hom,(P, P), and so exhibits 
Ext,(M, M) as a natural graded algebra. In the case of augmented DGA’s we 
obtain in this way an important functor: 
Definition A.4. The Ext-algebra functor is the contravariant functor that assigns 
to an augmented DGA, A< R the graded algebra Ext,(R, R), and to a 
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morphism CY : A+ A’ the morphism Ext,(R, I?). For ease of terminology we will 
write 
Ext(A) = Ext,(R, R) and Ext(a) = ExtCV(R, R) . 
Note, for example, that Ext(A@ C) and Ext(e@ A) can be combined with 
multiplication in Ext(A 8 A) to yield a Kunneth map 
KExt : Ext(A) @Ext(A)+ Ext(A @ A) . (A.8) 
Lemma A.5. If A @- preserves quisms of chain complexes then ~~~~ is a homo- 
morphism of graded algebras. 
Proof. Let PA R be an A-semifree resolution. Then P@ P is A @ A-semifree. 
Moreover, since P is A-semifree our hypothesis implies that P@- preserves 
quisms. Thus P @ P+ R is a quism; i.e. it is an A @ A-semifree resolution. 
Now if 8,8’ E Ext(A) are represented by cycles f, f’ E Hom,(P, P) then f@f’ 
is a cycle in Hom.,,(P@P, POP), and K~.,~ is given by O@O’~[f@f’l. The 
lemma follows. 0 
In the special case that A is a commutative DGA, the multiplication 
p : A @ A -+ A is a DGA morphism, and induces 
Ext( II) : Ext(A)+ Ext(A @ A) . 
When ~~~~ is an isomorphism, this makes Ext(A) into a cocommutative graded 
coalgebra. If Lemma A.5 also holds then Ext(A) is a cocommutative Hopf 
algebra. 
Acknowledgment 
This paper draws explicitly, and in an essential way, on ideas and techniques 
that have been developed by algebraists and topologists over the last fifty years, 
and a complete description of the appropriate sources would be neither short nor 
easy (cf. for example [16]). The acyclic closures of Section 2 have their source in 
the Tate resolutions [27], and they are exploited in a manner at least reminiscent 
of the subsequent work of Levin and Gulliksen, Andre, Sjodin and others. 
However, the actual construction of the acyclic closures is not that of Tate; it is 
based on ideas from homological perturbation theory as developed by 
Gugenheim, Huebschmann, Lambe, Stasheff and others. Heavy use is made of 
the connection between DGL’s and commutative DGA’s established by Quillen 
when R = CD, and of Sullivan’s notion of a minimal model. 
Much of the material here has, in one form or another, the status of folklore, 
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although it seems not to be written down in the generality needed here. The fact 
that the relation between DGL’s and commutative DGA’s could be usefully 
extended to coefficient rings more general than Q was known to Moore ([22] for 
example) and plays an important role in Avramov’s work on DGA’s over local 
rings [4]. 
Finally, the results presented here reflect an understanding that has developed 
through many years of work with Avramov, Felix, Lemaire, Tanre and Thomas, 
all of whom will recognize ideas worked out together. 
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