The paper explores the impact of the initial-data, parameter and structural model uncertainty on the simulation of a tropical cyclone-like vortex in the National Center for Atmospheric Research's (NCAR) Community Atmosphere Model (CAM). An analytic technique is used to initialize the model with an idealized weak vortex that develops into a tropical cyclone over ten simulation days. A total of 78 ensemble simulations are performed at horizontal grid spacings of 1.0˚, 0.5˚and 0.25˚using two recently released versions of the model, CAM 4 and CAM 5. The ensemble members represent simulations with random small-amplitude perturbations of the initial conditions, small shifts in the longitudinal position of the initial vortex and runs with slightly altered model parameters. The main distinction between CAM 4 and CAM 5 lies within the physical parameterization suite, and the simulations with both CAM versions at the varying resolutions assess the structural model uncertainty. At all resolutions storms are produced with many tropical cyclone-like characteristics. The CAM 5 simulations exhibit more intense storms than CAM 4 by day 10 at the 0.5˚and 0.25˚grid spacings, while the CAM 4 storm at 1.0˚is stronger. There are also distinct differences in the shapes and vertical profiles of the storms in the two variants of CAM. The ensemble members show no distinction between the initial-data and parameter uncertainty simulations. At day 10 they produce ensemble root-mean-square deviations from an unperturbed control simulation on the order of 1-5 m s 21 for the maximum low-level wind speed and 2-10 hPa for the minimum surface pressure. However, there are large differences between the two CAM versions at identical horizontal resolutions. It suggests that the structural uncertainty is more dominant than the initial-data and parameter uncertainties in this study. The uncertainty among the ensemble members is assessed and quantified.
Introduction
With the advancement of modern parallel computer architectures, General Circulation Models (GCMs) are becoming capable of running operationally at higher horizontal resolutions than ever before. At horizontal resolutions of 0.5˚(roughly 55 km near the equator) or finer, various GCMs have been successful at simulating tropical cyclones or tropical cylone-like vortices. Examples include the simulations by Atlas et al. [2005] , Shen et al. [2006a Shen et al. [ , 2006b , Oouchi et al. [2006] , Bengtsson et al. [2007] , Zhao et al. [2009] , Wehner et al. [2010] or Jablonowski [2011a, 2011b] . Over the coming decade the use of GCMs to simulate tropical cyclones is likely to become even more prominent. This is partly due to the forthcoming unified modeling approaches that aim at bridging the classical scale discrepancies between weather and climate models [Palmer et al., 2008; Hurrell et al., 2009] . Emerging trends like models with variable-resolution meshes [Baer et al., 2006; Jablonowski et al., 2009; Weller et al., 2009; Ringler et al., 2011] will enable futuregeneration GCMs to seamlessly embed high-resolution regions within the global domain. These will allow GCMs to compete with limited-area models traditionally used for tropical cyclone studies, and, equally important, provide a pathway for nonhydrostatic GCM modeling. This raises questions concerning the fidelity of GCMs for tropical cyclone assessments. In particular, it is unclear whether the designs of the underlying GCM dynamics and physics packages are adequate to reliably represent extreme storms. Answering such questions demands a targeted and systematic analysis approach. Here, we focus on an assessment of an ensemble of deterministic tropical cyclone simulations to gain insight into forecast uncertainties.
Simulations of climate and weather are inherently uncertain, and a single deterministic forecast without an uncertainty estimate has therefore limited significance. A key aspect to understanding the ability of GCMs to simulate tropical cyclones is to recognize the impact of various types of uncertainties. GCM simulations are susceptible to uncertainties in both the initial state and the model formulation itself, due to the strong nonlinearity of the climate system [Palmer, 2001] . The main errors in GCM predictions are twofold. There are uncertainties in the initial conditions and boundary data that are a result of uncertain measurements and the data assimilation system. In addition, there are uncertainties within the model due to the temporal and spatial limitations of GCMs and the inability of GCMs to simulate every exact detail of the climate system [Palmer, 2000; Stainforth et al., 2007] . These limitations can be manifested within both the dynamical core (the resolved fluid flow component) and the physical parameterizations. The latter approximate the effects of the unresolved processes on the resolved scales and mimic processes such as precipitation, convection or radiation. In the study here, we focus on the quantification of the parameter and structural uncertainties that arise from different resolutions and physical parameterizations, and compare these to initial-data uncertainty estimates.
It is common to address uncertainties in the initial conditions by performing ensemble simulations that introduce perturbations in the initial state. Examples of this technique and its application to tropical and extratropical cyclones are discussed by Van Sang et al. [2008] and Zhu and Thorpe [2006] , respectively. In addition, both the dynamical core and the physical parameterizations exhibit parameter and structural uncertainties. Examples of parameter uncertainty within an individual GCM encompass different physical constants, the choice of the tuning parameters in the physical parameterizations, or the selection of diffusion coefficients in the dynamical core. Relevant GCM ensemble studies include Murphy et al. [2004] , Stainforth et al. [2005] and Doblas-Reyes et al. [2009] , as well as the dynamical core assessments by Jablonowski and Williamson [2011] . Examples of structural uncertainty incorporate model discrepancies due to different spatial resolutions, different dynamical cores or physical parameterizations. Such assessments can either be performed within an individual GCM when using model variants as by Reed and Jablonowski [2011b] , or they rely on multi-model ensembles as e.g. presented by Lauritzen et al. [2010] . A prominent multimodel ensemble approach is used by the Intergovernmental Panel on Climate Change (IPCC) [Meehl et al., 2007] .
The goal of the paper is to evaluate the impact of uncertainties on the simulation of a tropical cyclone-like vortex within an individual GCM. In particular, we utilize the National Center for Atmospheric Research's (NCAR) Community Atmosphere Model (CAM) with a variant of the aqua-planet setup [Neale and Hoskins, 2000] . An analytic initialization technique is used to simulate the development of a single, initially weak vortex into a tropical cyclone [Reed and Jablonowski, 2011a] . We evaluate the uncertainty of perturbations to the idealized initial conditions and the model parameters using versions 4 and 5 of CAM [Neale et al., 2010a [Neale et al., , 2010b . The study thereby sheds light on the impact of the initial-data, parameter and structural uncertainties as they pertain to the development of the specific initial vortex. In general, another source of uncertainty is due to external forcings and boundary data, such as the solar variability, the aerosol distribution, soil characteristics and land use, or sea surface temperatures (SSTs). However, such uncertainties do not apply to the idealized aqua-planet configuration used here, and are therefore not assessed. We note that our model setup is more idealized than that used for full climate or realistic tropical cyclone assessments, which might lead to a lower bound (or potential underestimation) of the uncertainty estimate. However, this represents a deliberate approach to more clearly isolate the causes and effects of the GCM modeling choices and their uncertainties as they relate to extreme storms. The idealized cyclone also removes the dependence on case-specific conditions that real cyclones exhibit.
The paper is structured as follows. A description of both model versions, CAM 4 and CAM 5, and the differences between them is presented in Section 2. Section 3 provides a brief overview of the analytic initial conditions and the design of the experiments. The evolution of the unperturbed control case simulation of the initial vortex using both CAM 4 and CAM 5 is examined in Section 4. Section 5 investigates the ensemble simulations and evaluates the initial-data and parameter uncertainties. Section 5 also includes a discussion of the differences between the two model versions at the varying resolutions and the impact of structural uncertainties. Section 6 presents the conclusions and plans for future research.
Description of the Model CAM in Aqua-Planet Mode
Our study utilizes the two recently released versions CAM 4 [Neale et al., 2010a] and CAM 5 [Neale et al., 2010b] . CAM 4 and CAM 5 are part of NCAR's Community Earth System Model (CESM) that is routinely used for climate change projections. Both versions of CAM are configured with the mass-conservative finite-volume (FV) dynamical core in flux-form [Lin, 2004] that is built upon a 2D shallow water approach in the horizontal direction. The vertical discretization follows a ''Lagrangian control-volume'' principle, which is based on a terrain-following ''floating'' Lagrangian coordinate system and a fixed ''Eulerian'' reference frame. In particular, the vertically-stacked volumes are allowed to float for several sub-cycled dynamics time steps before they are mapped back to fixed reference levels. The advection algorithm makes use of the monotonic Piecewise Parabolic Method (PPM) with an explicit time-stepping scheme [Lin and Rood, 1996] . A regular latitude-longitude computational mesh is selected that includes both pole points. The prognostic variables are staggered as in the Arakawa-D grid.
The two CAM model configurations in aqua-planet mode are tested at the longitudinal and latitudinal resolutions Dl 5 DQ 5 1.0˚, 0.5˚and 0.25˚. These three horizontal resolutions correspond to grid spacings of about 110 km, 55 km and 28 km in the equatorial region. Note that we use the terms resolution and grid spacing inter-changeably in this paper. The corresponding dynamics time steps are 180 s, 90 s and 45 s, respectively. The physics time step is ten times the dynamics time step. All simulations are run for ten simulation days. The vertical resolution depends on the model version. CAM 4 utilizes its default 26 vertical levels (L26), while the CAM 5 default simulations use 30 vertical levels (L30). The model top is approximately at 2 hPa in both versions of CAM. All of the additional four model levels in CAM 5 are below 700 hPa to accommodate a new boundary layer parameterization scheme in CAM 5. This increases the number of full model levels between 700 hPa and the surface from five in CAM 4 to nine in CAM 5. The location of the vertical model levels is determined by the default configurations of CAM. The physical parameterizations in CAM 4 and CAM 5 are known to be sensitive to the level placement (especially the boundary layer and shallow convection schemes) so that CAM 4 cannot be run with 30 vertical levels.
The simulations with both the CAM 4 and CAM 5 physics suites utilize the aqua-planet setup as proposed by Neale and Hoskins [2000] , but with constant sea surface temperatures of 29˚C. These isothermal SSTs prescribe very warm ocean conditions and avoid latitudinal gradients in the initial background surface pressure or atmospheric temperature fields. The only external forcing is the distribution of the insolation at the top of the atmosphere. In particular, the solar irradiance is set to equinox conditions with a solar constant of 1365 W m
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. In addition, the zonally symmetric distributions of atmospheric constituents, such as ozone, carbon dioxide, methane, and nitrous oxide are prescribed and symmetrized about the equator. Furthermore, the geophysical constants, including the earth's rotation rate and gas properties are prescribed in the aqua-planet experiment. We use these prescribed physical constants, except for the CAM default values for gravity and the Earth's radius. The latter two will be tested against the aqua-planet default constants to estimate the parameter uncertainty in an ensemble approach (see section 3.2).
CAM 4 Physics Suite
The CAM 4 physics suite is described in detail by Neale et al. [2010b] . CAM 4 incorporates Zhang and McFarlane's [1995] deep convective parameterization and Hack's [1994] shallow moist convection scheme. Zhang and McFarlane's [1995] deep convective parameterization includes a dilute entraining plume [Neale et al., 2008] and Convective Momentum Transport (CMT) in CAM 4 [Richter and Rasch, 2008] . The physics package also includes the dry boundary layer turbulence scheme by Holtslag and Boville [1993] , in addition to parameterizations of cloud microphysics, cloud macrophysics, orographic gravity wave drag, the radiative effects of aerosols and parameterizations of shortwave and longwave radiation. All of the CAM 4 physics runs use the identical physics tuning parameter set derived for CAM 4 climate simulations with the FV dynamical core at the 1.0˚resolution as documented by Neale et al. [2010a] .
CAM 5 Physics Suite
The CAM 5 physics package, documented by Neale et al. [2010b] , is substantially different than the CAM 4 physics suite. While CAM 5 uses the same Zhang and McFarlane [1995] deep convective parameterization, Hack's [1994] shallow convection scheme is replaced by the University of Washington (UW) scheme . The dry Holtslag and Boville [1993] turbulence scheme is replaced by the moist boundary layer turbulence scheme of Bretherton and Park [2009] . However, CAM 4 and CAM 5 share the same surface flux parameterizations which are an important driver for tropical cyclones. In CAM 5 major changes were implemented in the cloud macrophysics, cloud microphysics and radiation schemes. The CAM 5 version used in this particular study contains a so-called Bulk Aerosol Model that we utilize with prescribed aerosols to mimic the aqua-planet setup of CAM 4 as closely as possible. We do not activate the default Modal Aerosol Model which includes prognostic aerosols. Similar to the CAM 4 simulations, an identical physics tuning parameter set from CAM 5 climate simulations with the FV 1.0d ynamical core is selected for all CAM 5 simulations. Note that these tuning parameters are not documented by Neale et al. [2010b] . The variant of CAM 5 used in this study is a recent configuration (CAM 5.0.45 from February 2011) that will closely resemble a forthcoming release CAM 5.1.
Simulation Design

Initial Conditions of the Control Vortex
The analytic initialization technique for the tropical cyclone simulations is described in detail by Reed and Jablonowski [2011a] . The initialization of the vortex is built upon prescribed 3D moisture, pressure, temperature and velocity fields that are embedded into tropical environmental conditions. The moisture and temperature profiles and surface pressure of the background environment fit the observed mean hurricane season sounding for the Caribbean from Jordan [1958] . The background surface temperature is set to match the SST of T 0 5 302.15 K or 29˚C and the background surface pressure is set to p 0 5 1015.1 hPa. The global background wind and therefore the background wind shear are zero. In addition, the topography is set to zero as required in aqua-planet experiments.
In all cases we initialize the model with a single, initially weak, warm-core vortex. The vortex has a radius of maximum wind (RMW) of about 250 km and a 20 m s 21 maximum initial wind speed located at the surface. The vortex is in hydrostatic and gradient-wind balance in an axisymmetric form. Figures 1a-1c show the horizontal cross sections of the initial wind speed at a height of 100 m, the surface pressure and the temperature at a height of 4.35 km. The latter corresponds to the altitude of the maximum (warm-core) temperature perturbation, which is about 3 K. The surface pressure minimum of 1003.85 hPa is in the center of the storm. Figures 1d-1f depict the longitude-height cross sections of the magnitude of the wind, the pressure perturbation and the temperature perturbation through the center latitude of the vortex. The pressure perturbation is greatest at the center and surface of the initial vortex and the maximum temperature perturbation occurs at a height of 4.35 km at the center of the vortex. CAM 4 and 5 use the hybrid spressure coordinate, i.e. the so-called g-coordinate [Simmons and Burridge, 1981] . Since the analytic initial conditions are provided in height coordinates they are converted to the pressure-based system by straightforward fixed-point iterations in the vortex-covered region [Reed and Jablonowski, 2011a] .
Composition of the Ensemble Members
The ensemble simulations consist of 39 runs with each version of CAM for a total of 78 model simulations in this study. This corresponds to 13 individual runs at each horizontal resolution of 1.0˚, 0.5˚and 0.25˚. These 13 simulations at each resolution for each CAM version are separated into four different sets: 1. The first set is the unperturbed control case. The initial data are identical to the idealized initial conditions described in section 3.1 [Reed and Jablonowski, 2011a] . 2. The next set consists of eight simulations. They are initialized with the control vortex that is then overlaid with random small-amplitude perturbations of the initial zonal and meridional wind velocities. The random perturbations are implemented globally and lie within the range of ¡2% of the initial wind speed at any given location. This accounts for a change in the zonal and meridional wind velocities of at most ¡0.4 m s
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3. The third set of runs are two simulations in which the longitudinal position of the center of the unperturbed control vortex is shifted by Dl/2 and Dl/4. This shift in the initial location of the vortex produces small variations in all initial fields, since they are analytically evaluated at the grid point locations and the center of the vortex now no longer coincides with a CAM grid point. This mimics the uncertainty related to the choice of the computational grid as different models on e.g. cubed-sphere or icosahedral meshes utilize very different grid point distributions. Note, that the latitudinal position of the vortex stays the same to guarantee identical Coriolis forces at the beginning of the forecast. The longitudinal shift acts as another metric to understanding the initial-data uncertainty.
4. The final set evaluates the parameter uncertainty. It consists of two simulations that start from the initial control vortex but utilize different physical constants in CAM. In the first simulation the physical constant for the gravity is switched from the CAM default (9.80616 m s 22 ) to the aqua-planet default (9.79764 m s 22 ). In the second simulation the model parameter for the radius of the Earth is switched from the CAM default (6.37122 6 10 6 m) to the aqua-planet default (6.371 6 10 6 m). These differences represent less than a 9.0 6 10 22 % and 3.5 6 10 23 % change in the physical constants for the gravity and the Earth's radius, respectively.
The differences between the simulations at different horizontal resolutions within the same version of CAM and the differences amongst the simulations of varying CAM versions shed light on the structural uncertainty of the idealized tropical cyclone experiments.
Evolution of the Control Vortex
In this section we provide the results for the CAM 4 L26 and CAM 5 L30 simulations in aqua-planet mode for the control case. First, the 10-day evolution of the initial vortex into a tropical cyclone is investigated at the highest horizontal resolution 0.25˚. Next, we provide a comparison of the control case at the three resolutions 1.0˚, 0.5˚and 0.25˚. This investigation provides a basis for understanding the way in which the initial vortex develops into a tropical cyclone and how the choice of the horizontal resolution and the CAM version impacts this evolution.
Tropical Cyclone Evolution at 0.25T
he evolution of the unperturbed control vortex in CAM 4 L26 is explored at the horizontal grid spacing Dl 5 DQ 50.25˚to verify its tropical cyclone-like characteristics. Figure 2 shows the development of the wind speed for the control case, with specific snapshots at days 3, 5 and 10 (a snapshot at day 0 is provided in Figures 1a and 1d) . wind through the center latitude of the vortex. The 100 m wind speed is determined via a linear interpolation using the two surrounding model levels. We define the center of the vortex to be the grid point with the minimum surface pressure. The time series displays the intensification of the vortex from an initial surface vortex to a strong tropical cyclone. Throughout the evolution the vortex experiences the beta-drift towards the north-west [Holland, 1983] . By day 10 the maximum wind speeds are near the surface (approximately 1 to 2 km in height) and the RMW is roughly 150-200 km. The 100 m maximum wind speed at day 10 of 58.39 m s 21 is equivalent to a very strong category-3 hurricane on the Saffir-Simpson scale. During the simulation the cyclone maintains a relatively calm eye. The cyclone has an area of vertical development near the RMW, where the contours of constant wind speed start to slope more outward at higher altitudes (above 9 km). The cyclone is a warm-core vortex (not shown).
The evolution of the initial vortex is also investigated for the CAM 5 L30 control case simulation. Figure 3 is the same as Figure 2 , but for the CAM 5 0.25˚simulation. By day 10 the maximum wind speeds are nearer to the surface than those in the CAM 4 simulation, at a height of roughly 0.5 to 1.5 km. This height of the maximum wind speeds in CAM 5 is comparable to observations of 0.5 to 1.0 km discussed by Bell and Montgomery [2008] for Hurricane Isabel in 2003, and may be more realistic than CAM 4. The RMW is roughly 100 km and the maximum wind speeds within the CAM 5 storms are noticeably stronger throughout the storm. The 100 m maximum wind speed at day 10 is 66.96 m s 21 and equates to a strong category-4 hurricane on the Saffir-Simpson scale. The differences in the RMW, maximum wind speed and height of the maximum wind speed are likely linked to the thermodynamic structure of the storms. As shown later, the relative humidity profiles in the eyewall differ for CAM 4 and CAM 5. Despite the CAM 5 storm becoming more intense than its CAM 4 equivalent by day 10, at days 3 and 5 the CAM 5 storm is overall weaker and less organized. This is evidenced by weaker wind speeds and less pronounced vertical development of the storm at days 3 and 5. This suggests that the exact path of development from the initial vortex into a tropical cyclone is specific to the choice of the CAM version. This is further evidenced by the fact that between days 1 and 2 a mid-level vortex forms and intensifies in CAM 5 (not shown), very similar to the cyclone development using a higher resolution limited-area model approach shown by Nolan [2007] . The formation of the mid-level vortex before the smaller-scale, near-surface vortex shown in Figure 3d is not observed in CAM 4 and seems to delay the intensification of the storm in CAM 5 when compared to CAM 4. Such differences among model versions have also been observed by other studies such as Reed and Jablonowski [2011b] . Similar to the CAM 4 simulation the CAM 5 cyclone maintains a relatively calm eye during the length of the 10-day simulation. Also, the background environment of the CAM 5 control simulation appears to be much calmer than that of the CAM 4 simulation and may provide insight as to why the two CAM versions are simulating different intensities. This could be a result of the different boundary layer and shallow convection parameterizations that likely have a profound impact on the vertical mixing and the wind speeds at the lower levels of the troposphere. We note again that the surface layer and deep convection parameterizations are identical in both CAM versions. Figure 4 shows the evolution of the vertical relative humidity profile at the location of the 100 m wind maximum at days 0, 3, 5 and 10 for (a) CAM 4 and (b) CAM 5 at the horizontal resolution of 0.25˚. It is apparent from both the CAM 4 and CAM 5 simulations that the development of the vortex into a tropical cyclone coincides with a moistening of the troposphere, displayed as the relative humidity. However, there are distinct differences between the CAM 4 and CAM 5 simulations. By days 5 and 10 almost the entire tropospheric profile up to 11 km in height is saturated or near saturation in the CAM 5 simulation. In contrast, the CAM 4 simulation only saturates the middle troposphere at heights of roughly 1.5 to 5 km by days 5 and 10. In fact, near the surface the relative humidity values at days 3, 5 and 10 are actually less than the initial values (day 0) in the CAM 4 run. These low relative humidity values in CAM 4 differ from observations of Hurricane Isabel in 2003. Montgomery et al. [2006] show that the lower troposphere (0 to 2 km) of Hurricane Isabel, an intense storm, is nearly saturated with fairly constant relative humidity values greater than 90% throughout the eyewall in this region. The relative humidity profile for the CAM 5 simulation follows more closely the observed profile of Montgomery et al. [2006] in the lower troposphere. It is expected that the differences shown in Figure 4 are related to the differences in the wind structure discussed earlier, namely that the CAM 4 simulation is weaker with the region of maximum wind speeds being slightly higher than in the CAM 5 simulation.
The differences in the relative humidity profiles suggest that the different boundary layer and shallow convection schemes, as well as the corresponding differences in the vertical resolution, play a large role in the differences in intensity of the storm from CAM 4 to CAM 5, as these schemes are crucial to the moisture content in the troposphere (especially at lower levels). These processes are known to be important for the evolution of tropical cyclones in limited-area hurricane models [Smith, 2000; Hill and Lackmann, 2009] . We also recognize that tropical cyclones are sensitive to other physical parameterizations such as the microphysics and precipitation schemes [Rogers et al., 2007] since an important source of energy for the evolution and maintenance of a tropical cyclone is the latent heat released by condensation. However, thorough analyses of the exact triggers of the structural uncertainties in the physical parameterizations (as by, e.g., Reed and Jablonowski [2011b] ) are beyond the scope of this paper and will the subject of future research. This paper is mainly focused on the quantification of uncertainty as displayed by the two default versions of CAM at varying resolutions.
Resolution Comparison
The impact of the horizontal resolutions on the intensity and structure of the control tropical cyclone simulation is investigated. Figure 5 displays the wind speed at day 10 for the CAM 4 1.0˚and 0.5˚L26 simulations. Figures 5a and 5b display the horizontal cross sections of the magnitude of the wind at 100 m. Figures 5c and 5d show the longitude-height cross sections of the magnitude of the wind through the center latitude of the vortex. As the resolution increases the storm becomes more organized, as evidenced by a more clearly defined eye and vertical development of the storm. The storm also becomes more intense with larger wind speeds throughout the storm at increasing resolution. At the higher resolutions the storm starts to develop more fine-scale structures. This can be seen in Figures 5b  and 2c . While a tropical cyclone of the intensity of 46.12 m s 21 develops in the 1.0˚simulation, the storm is rather large in size, with an RMW of approximately 200 km. Figure 6 displays the wind speed at day 10 for the CAM 5 L30 simulations at 1.0˚and 0.5˚. As with CAM 4, Figure 6 along with Figure 3c show that the storm becomes more intense as the resolution increases, with larger wind speeds throughout the storm. Similar to the 0.25˚resolution case the 0.5˚CAM 5 control simulation is stronger than the CAM 4 equivalent. However, at 1.0˚the maximum wind speed at 100 m is about 39.0 m s 21 and the CAM 4 simulation is more intense. The RMW also appears to decrease with increasing resolution, while in the CAM 4 simulations the 0.5˚and 0.25˚have similar RMWs. Again a potential explanation of the differences between the CAM 4 and CAM 5 becomes apparent in Figure 6d near the top of the boundary layer. At day 10 the CAM 5 storm exhibits a sharper vertical gradient in the wind speed at a height of 2-3 km near the center of the storm (eyewall) where contours of constant wind speed rapidly slope radially outward toward the RMW. The CAM 4 simulation (Figure 5d ) produces a storm that has a smoother vertical transition of the wind speed in this region. These differences could be influenced by the differences in the boundary layer and shallow convection parameterization used in CAM 4 and CAM 5.
Ensemble Simulations
This section presents the results of the 13 ensemble simulations for both CAM 4 and CAM 5 at each resolution. The results provide an understanding and quantification of the initial-data, parameter and structural uncertainties. The investigation also sheds light on the robustness of the results of the control case simulations discussed in Section 4. Figure 7 displays the time evolution of the maximum 100 m wind speed of the CAM 4 L26 ensemble runs and the control case at the horizontal resolutions (a) 1.0˚, (b) 0.5˚and (c) 0.25˚. The control case is represented by the bold blue line, the eight runs with random perturbations to the initial wind speeds are represented by the red lines, the two runs with a variation of the initial longitude of the initial vortex are displayed as green lines and the two runs with changes in the model parameters are shown as black lines for each resolution. From Figure 7 it is evident that there is a noticeable spread in the simulations. Figure 7 provides a sense of the randomness among the individual ensemble simulations and suggests that there is no clear distinction between the initial-data and parameter uncertainty. The deviations of these time series from the control run are of similar magnitude. Figure 7 also sheds light on the robustness and structural uncertainty of the control case in CAM 4 and its dependence on the resolution. The state that is produced by day 10 is significantly different depending on the horizontal resolution, especially at the 1.0˚and 0.5r esolutions. However, the day-10 low-level wind speeds in the 0.25˚simulations are only about 5 m s 21 larger than the wind speeds in the 0.5˚model runs, and the maximum intensities at both resolutions seem to have reached a plateau at days 7-10. This maybe can be interpreted as a sign of convergence in CAM 4. However, computationallyintensive higher-resolution simulations would be needed to confirm this assertion.
As the horizontal CAM 4 resolution increases from 1.0˚to 0.25˚the spread in the maximum 100 m wind speed occurs earlier in the simulation. In agreement with the results in Section 4 of the control case, Figure 7 also shows that as the resolution increases so does the maximum wind speed at 100 m. Table 1 lists the maximum wind speed (MWS) at 100 m of the control simulation at day 10 for each resolution for both CAM 4 and CAM 5, as well as other ensemble characteristics such as the maximum absolute spread among the ensemble members, the root-mean-square deviations (RMSD) of 12 ensemble members (sets 2-4) to the control simulation at day 10, and the maximum RMSD during the 10-day simulation. The maximum absolute spread in the 100 m wind speed, defined as the maximum difference between two ensemble simulations during any one time in the simulations, occurs at the highest resolution of 0.25˚. At all CAM 4 resolutions the absolute spread of the maximum low-level wind speed at day 10 is approximately 4-8 m s 21 (Figure 7) . The maximum spread listed in Table 1 generally occurs earlier than day 10, mostly during the extreme intensification phase of the storm. The corresponding CAM 5 L30 ensemble results are shown in Figure 8 . Figure 8 again confirms that the noticeable spread in the 100 m wind speeds at a single resolution is unbiased and does not show a distinction between the initial-data and parameter uncertainty runs. The maximum spread in the maximum low-level wind speed occurs at the highest horizontal resolution 0.25˚. At day 10 the CAM 5 1.0˚ensemble simulations seem to have the greatest spread of approximately 14 m s
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, while the 0.5e nsemble simulations exhibit a considerably smaller spread. Most likely this is due to the fact that the storms at 1.0˚often do not fully develop during the 10-day simulations, and the small perturbations seem to tip the scales quite significantly. Therefore, the CAM 5 1.0˚simulations are highly uncertain, and the control case does not seem to be a reliable representative of the evolution of the storm. As seen before, the higher-resolution CAM 5 simulations produce storms with higher maximum low-level wind speeds. The wind speeds are also more intense as the corresponding wind speeds in CAM 4 at 0.5˚and 0.25˚. In contrast to CAM 4 though, the wind speeds in CAM 5 do not tend to converge with increasing resolution. They also do not seem to oscillate steadily about a plateau around day 10. The maximum intensities in the 0.5˚and 0.25˚simulations reach their peaks earlier in the simulation around day 7 and seem to slowly decay afterwards. Figure 9 represents the spread in the ensemble simulations of CAM 4 and CAM 5 for all resolutions in a different way. The evolution of the minimum surface pressure (Figures 9a and 9b ) and the maximum 100 m wind speed (Figure 9c and 9d) for the control case are shown as the solid line and the dashed lines represent the ensemble RMSD from the control case at any given time. Figure 9 provides insight into the expected variance and thereby the uncertainty estimate of the control case simulation with respect to the initial-data and parameter uncertainties. As time progresses the uncertainties in the initial conditions and model parameters produce a spread, as represented by the ensemble RSMD, in the evolutions of the storms on the order of about 4-10 m s 21 in the low-level wind speeds and about 4-15 hPa in the minimum surface pressures. The maximum spreads are even slightly higher. In both the CAM 4 and CAM 5 plots the initial noticeable deviations of the minimum surface pressure occur earlier in the simulation as the resolution increases from 1.0˚to 0.25˚ (Figures 9a and  9b ). This is also true for the onset of the spread of the maximum 100 m wind speeds (Figures 9c and 9d) . Figure 9 sheds light on the differences between the CAM 4 and CAM 5 simulations at the varying resolutions and, therefore, the structural uncertainty. When comparing the evolution of the minimum surface pressures (Figures 9a and 9b) it is evident that the choice of the model version has a profound impact on the results. We observe that the structural uncertainty due to different physical parameterizations is of larger magnitude than other uncertainties discussed in this study. As shown in Section 4 the intensity of the CAM 5 storm is stronger than the CAM 4 storm at identical resolutions, except at 1.0˚. This is evident by the much deeper minimum surface pressures by day 10 of the ensemble runs at 0.5˚and 0.25˚with CAM 5. This is also evident in the plots of the maximum 100 m wind speed (Figures 9c and 9d ). The differences in the CAM 4 and CAM 5 storm intensity are likely a result of the different boundary layer, shallow convection and other parameterizations as argued in Section 4. Table 2 presents the minimum surface pressure of the control simulation at day 10 for each resolution and model version, in addition to other ensemble characteristics. The results in Figure 9 and Table 2 depict that the minimum surface pressure at day 10 in the CAM 5 control simulation at 0.25˚is extremely low, and compares to some of the lowest surface pressures ever recorded within an observed tropical cyclone. This extreme intensity could be a result of the fact that the 1.0˚physics tuning parameters are used at all horizontal resolutions in this study and there is no retuning at the higher resolutions. In addition, the idealized initial conditions place the vortex in a very moist and favorable background with no initial wind shear. The high intensity could therefore be fostered by the warm SST conditions and the abundance of sensible and latent heat at the surface. However, these extreme intensities are not observed in the CAM 4 simulations that experience the identical SST forcing. This provides hints that these structural differences and extreme intensities are likely an artifact of the CAM 5 model physics and the complex nonlinear interactions between the dynamical core and the physics parameterizations. One might argue that the intensities in the CAM 4 simulations might be more plausible. However, since no analytical solution exists, we cannot conclusively judge whether the CAM 4 or CAM 5 simulations are more realistic since extreme storms are indeed possible in this idealized environment according to the maximum intensity theory by Emanuel [1988] . A more profound judgement will rely on further intercomparisons with other models or other model variants.
From Tables 1 and 2 it is apparent that the largest spread in the ensemble for the minimum surface pressure and the maximum wind speed for both CAM versions occurs at the highest horizontal resolution. There seems to be little relation between the RMSD at day 10, the maximum RMSD throughout the 10-day simulation, and the model resolution for both CAM 4 and CAM 5. In addition, the ensemble RMSD is of the same order for the CAM 4 simulations as it is for the CAM 5 simulations.
Figure 9 also provides insight into the convergence-withresolution characteristics. As mentioned before for CAM 4, the simulations appear to be similar at day 10 at 0.5˚and 0.25˚. This is suggested by the overlapping ensemble variance, represented as the RMSD, that occurs midway through the 10-day simulation. This result is not a characteristic of the CAM 5 simulations. In Figures 9b and 9d there is no evidence of convergence as the resolution increases and the model produces completely different states without overlapping RMSD by day 10, regardless of the resolution. Clearly the choice of the CAM version, and therefore the model physics suite, has a significant impact on the intensification of the tropical cyclone as the dynamical core has remained the same in both versions.
Conclusions
An analytic tropical cyclone test case was implemented in order to assess the uncertainty of deterministic 10-day simulations using NCAR's CAM. At horizontal resolutions of 1.0˚, 0.5˚and 0.25˚the initially weak vortex developed into a tropical cyclone using CAM 4 L26 and CAM 5 L30. The CAM 5 control vortex simulations at the horizontal resolutions of 0.5˚and 0.25˚produce stronger storms by day 10 when compared to the equivalent CAM 4 control cases. However, the CAM 4 control simulation generates a stronger storm than CAM 5 at 1.0˚. The CAM 5 storms also develop different vertical structures near the eyewall at the top of the boundary layer and significantly different vertical relative humidity profiles at the RMW in comparison to CAM 4. While there are intensity and structural differences Through a series of 78 model ensemble simulations three different forms of uncertainty are assessed, including the initial-data, parameter and structural uncertainties. Each ensemble at each resolution consists of 13 different simulations that include the control case. Ten ensemble members provide small-amplitude perturbations to the initial control vortex and two simulations assess the impact of altered model parameters. In particular, the physical constants for the gravity and the radius of the Earth are slightly modified. The ensemble simulations reveal the significant variations in the evolution of the tropical cyclone. Using common metrics of minimum surface pressure and maximum low-level wind speed it is shown that there is no systematic difference in the ensemble simulations when comparing the initialdata and parameter uncertainties. The majority of the uncertainty depends on two main factors: the horizontal resolution and the version of CAM. The uncertainty in the simulation results, as measured by the ensemble RMSD from the control simulation, is on the order of 1-5 m s 21 and 2-10 hPa for the maximum wind speed and for the minimum surface pressure at day 10, respectively. However, the maximum RMSD and absolute spread are slightly bigger and often occur before model day 10 during the rapid intensification phases. In general, the ensemble simulations shed light on the variance in the control case simulation and on the robustness of such simulations in CAM. It is important that this variance is taken into account when comparing and contrasting results of the tropical cyclone test case in different models in the future. The aim of the study was to quantify the uncertainty estimate for a particular tropical storm in CAM with special focus on the initial-data, parameter and structural model uncertainties. The latter arose from two different physical parameterization suites and different spatial resolutions. However, this uncertainty estimate might still underestimate a possible ensemble spread since other structural model uncertainties such as the choice of a different dynamical core have not been included in this assessment yet.
The ensemble simulations using both CAM 4 and CAM 5 have significantly different physics parameterizations suites. This provides a unique opportunity to understand the impact of the structural changes on the evolution of the vortex. As the control case simulations demonstrated, the choice of CAM 4 or CAM 5 has a dominant impact on the intensity of the resulting tropical cyclone. The CAM 4 simulations indicate that the model might tend to converge with increasing horizontal resolution. The CAM 5 simulations show no signs of convergence and produce storms at day 10 that have near-record intensities at 0.25˚. Although the CAM 5 0.25˚minimum surface pressure values (with an ensemble range between 860-890 hPa) are extreme in comparison to real tropical cyclones, we cannot conclusively judge whether the CAM 4 or CAM 5 simulations are more plausible. This will require further model intercomparisons and possibly perturbed-parameter ensemble simulations with retuned empirical parameters in the physical parameterizations. However, comparisons to tropical cyclone observations might suggest that CAM 5 has more realistic vertical relative humidity and wind profiles at low levels.
It is concluded that the structural uncertainty is much larger than the initial-data and parameter uncertainty in this study. Both the initial-data and parameter uncertainty are of similar magnitude. The profound differences in the evolution of the tropical cyclone between the variants of CAM are due to the differences in the physical parameterizations, Figure 9 . Time evolution of the (top) minimum surface pressure and (bottom) maximum wind speed at 100 m of the control case at the horizontal resolutions of 1.0˚(red), 0.5˚(green) and 0.25˚(blue) with CAM 4 and CAM 5. The solid line represents the control case and the dashed lines represent that the variance as determined by the ensemble RMSD. most likely those of the boundary layer and shallow convection. Such parameterizations are important in the development of tropical cyclones in atmospheric models. We expect that similar uncertainty ranges at similar resolutions are possible when using the full CESM modeling framework for realistic tropical cyclone studies.
High-resolution GCMs are likely to become the tool of choice for simulating tropical cyclones. However, it remains unclear whether the GCM model designs are adequate to reliably simulate such intense storms. This paper has provided an initial look at how model uncertainty can impact such simulations. Future work using similar techniques will investigate the influence of various dynamical cores on the development of tropical cyclones, as this provides another component of structural uncertainty. In addition, the effect of other physical parameterization suites and the role of the physics-dynamics coupling will be explored.
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