Abstract-In this paper, we describe the design, implementation, and modeling of a runtime kernel to support the processor farm paradigm on multicomputers. We present a general topology-independent framework for obtaining performance models to predict the performance of the start-up, steady-state, and wind-down phases of a processor farm. An algorithm is described, which for any interconnection network determines a tree-structured subnetwork that optimizes farm performance. The analysis technique is applied to the important case of k-ary tree topologies. The models are compared with the measured performance on a variety of topologies using both constant and varied task sizes.
INTRODUCTION
HE major problems in parallel computation revolve around questions of ease of use, reuse, and the seemingly contradictory goal of performance. One recent approach to reconciling ease of use and reuse with performance is the construction of software components (libraries, templates [23] , skeletons [10] , or runtime kernels) based on the parallel programming paradigms that have appeared in the literature [18] , [8] . Software components based on these paradigms hide the complex distributed system code needed to implement the paradigm and allow the programmer to concentrate on the computation rather than the parallelization and the coordination of the multiple processes.
One paradigm that is commonly used on multicomputers 1 is the processor farm paradigm. The term processor farm was first used by May et al. [20] to describe a strategy for the parallel execution of programs that consist of a single task to be executed on a collection of initial data [16] . Descriptions of farms and their use can be found in several introductory books on parallel programming [9] , [27] , [7] . Examples of its use for simulation, biological sequence comparisons, and signal analysis can be found in [11] , [24] , [3] . One common approach to supporting the processor farm paradigm on multicomputers is to use a runtime kernel to handle the distribution of tasks and the gathering of results. The user creates a manager program to create the tasks and a worker program to execute tasks. This is compiled (or linked) with a kernel which creates the worker processes and, on demand, sends tasks and receives results on behalf of the manager program. All of the underlying process management and message-passing is hidden and independent from the application program.
Although this provides the user with a flexible, almost universal, strategy for parallelizing an application, performance varies greatly, and depends not only on the application, but also the runtime kernel and underlying machine. To effectively utilize the system, it is important to identify the key parameters which affect performance and to characterize the performance of the farm in terms of these parameters. Understanding the behavior and performance characteristics of the paradigm makes it possible to 1) predict performance and tune the program, 2) evaluate its use with regard to the limitations of the software and hardware, and 3) aid in the design of processor farms on different systems and topologies.
In this paper, we describe the design, implementation, and performance modeling of a runtime kernel to support the processor farm paradigm. Our main contribution is a topology-independent model that characterizes the performance of farms in terms of the application, runtime kernel, and machine. In Section 2, we describe Pfarm-a runtime kernel for the processor farm paradigm-and compare it to other designs that have appeared in the literature. A general topologyindependent framework for obtaining performance models for the communication and computation bound case is given in Section 3. In addition to the steady-state performance of the system, we also analyze the start-up and winddown phases of the system and present an algorithm, which for any interconnection network determines a treestructured subnetwork that optimizes farm performance. Section 4 applies our analysis technique to the case of k-ary tree topologies. In Section 5, the experimental setup is described and we compare the performance predicted by the models to that of the system. Results are given for five applications with both constant and varied task sizes on several different machine topologies. A synthetic benchmark is used to investigate the validity of the model over a wider range of parameter values. Examples of how the model can be used to optimize the topology or tune the application program are given in Section 6.
SOFTWARE OVERVIEW
Consider an arbitrarily connected collection of processors. Designate one of the processors to be the manager and let the remaining processors be workers. Assume there is a link connecting the manager processor to the root of a tree spanning the worker processors.
The system software consists of a manager program, a worker routine, and a runtime kernel which we call Pfarm. The manager program is loaded onto the manager processor while the worker routine is linked with Pfarm and loaded onto each of the worker processors. Pfarm creates and initializes the processes on the worker, handles the distribution of tasks and gathering of results, and invokes the user defined worker routine to locally process a task. Pfarm uses nearest neighbor communication in a spanning tree of the underlying physical interconnection network to distribute tasks and gather results. Tasks enter the system from a single source, the link from the manager, and are either processed locally or forwarded, on demand, to a neighboring worker (i.e., one of its children).
The process structure for Pfarm running on each worker processor is shown in Fig. 1 . Notice there is a communication process (InLink/OutLink) associated with every unidirectional link. These processes block on a send or receive and are dequeued, thus allowing the CPU to remain active while data is being transferred on the links. There is a separate worker process so that computation can be overlapped with communication.
The purpose of the two manager processes is to provide buffering for the worker process. Some buffering is necessary, since otherwise the processor may idle while waiting for another task or passing on results. However, as long as the time to receive a task from the parent is less than the time to process a task, a single buffer in the task manager suffices. It is important not to use more buffers, since it reduces the system's load-balancing ability by overloading processors farthest from the root (discussed in Section 3.3). Buffering also affects response time, which is important for applications that can make immediate use of the results or those applications with dependencies between tasks such as the use of farms to evaluate recursive functions [6] . As long as the result messages do not saturate the communication links it is not as important to restrict the number of buffers used to return the results.
Consider the total number of tasks in an N processor tree-structured system. Each node in the system has the process structure shown in Fig. 1 , where each process to the right of the vertical line (including the worker process) has at most one task. Assuming the manager processor also has an OutLink process containing a task, there are at most two tasks at the ends of each OutLinkAEInLink arc. There are in total N arcs in the tree (N -1 in the tree and one arc connecting the host to the tree) or in total 2N tasks (one at each end of every arc). In addition, each node has at most one task in the manager process and the task being executed by the worker process. Therefore, an N processor system contains at most 4N tasks.
All communication processes, including the two manager processes, run at high priority while the worker runs at low priority. For scalability, it is important to expedite the forwarding of tasks and results. To avoid idle time, priority is given to assigning tasks to the worker process over the OutLink processes. Tasks are assigned to idle OutLink processes in round-robin fashion. The importance of roundrobin scheduling of tasks to links is discussed in Section 3.3.1.
An aspect of the design that was influenced by the model (Section 3) was the assumption of a constant time overhead (per processor) for task forwarding and processing. By passing pointers, the system overhead can be made independent of task/result data sizes. However, because of the transputer ALT instruction, the overhead does vary slightly with degree. For small degree (2-5), the difference is small relative to the total overhead involved.
In describing the design, we have focused on the issues of parallelization, scheduling, and buffering, which are important to the implementation of a processor farm on most multicomputers. A discussion of more transputer specific design issues can be found in the literature. Day [13] measured the improvement in simultaneously using the links and compared the multiple process versus multithreaded versions of farms. Lau and Lau [19] has measured the performance of the occam ALT construct and has given a more efficient implementation which would substantially decrease the difference between varying degree nodes in the processor tree. These enhancements would decrease the constants in Pfarm but would not change the overall model. Thus far we have considered only the distributed manager organization and not the centralized organization in which requests for work are sent to a central manager process that assigns the tasks. Usually, as in Hey [16] , these requests are routed through the network back to the manager. This type of system was analyzed by Pritchard [21] and Tregidgo and Downton [25] . An obvious disadvantage of the centralized scheme is that the manager can become the bottleneck. A second disadvantage is that the amount of buffering needed on each node varies according to the message latency between the manager and worker. Varied buffering complicates the start-up and wind-down analysis of the system. It also uses more buffers than the distributed control system, which, as shown in Section 3.3, detrimentally affects performance. The buffering problem can be avoided with the use of special hardware, like programmable crossable switches, to dynamically reconfigure the system to load and drain tasks from the workers [17] . However, the need for special hardware makes reconfigurable farm networks generally less applicable.
We have not considered processor farms which can be dynamically created like those in the PUL project [14] . Dynamic farms are more flexible, but are more difficult to configure and, if not mapped to its own collection of processors, there is the added complication of understanding the behavior of two or more interacting systems. Restricting farms to dedicated, statically configured systems makes it easier to predict performance, thus making it easier to provide both guidance and some guarantee of performance.
We have also not considered the static case in which the problem can be decomposed and assigned to processors prior to execution. Although Pfarm can be used in this case, 2 the system overhead of Pfarm is likely larger than the overhead of a system specifically tailored to static decomposition. However, not all problems can, or should, be decomposed in this way. When workload varies, by decomposing the problem into more tasks than processors it is possible to better balance the load. In other cases, the tasks may not be initially available or memory constraints may make it necessary to use more tasks than processors. For these cases, a demand-driven task allocation strategy, such as that used in Pfarm, is an effective way to balance the workload.
The design of Pfarm is based on the following assumptions about the underlying processor. It is assumed that data can be transferred simultaneously on all links and data transfer can be overlapped with computation. In addition, it must be possible to preempt execution to service communication requests and avoid polling. Support for concurrent processes, process scheduling, and process priorities could be available in hardware or software.
In summary, Pfarm implements a distributed control, demand-driven, tree-structured processor farm with tasks entering and results returning to the root. The system is topology independent and can be loaded onto any fixed network. However, performance depends on the topology and the overhead of distributing tasks and gathering results. A model to describe this overhead and the affect of other system and machine parameters is presented in the next section.
MODELING
The performance of the system cannot be described by a single model and depends on whether or not the system is communication bound or computation bound. The communication bound case is analyzed in Section 3.1 and the more interesting computation bound case is analyzed in Sections 3.2 and 3.3. The following variables are used to denote the different parameters of the system.
• M is the total number of tasks.
• b f is the CPU overhead within a single node for forwarding tasks. It includes all the CPU overhead in receiving a task, forwarding it to a child processor, receiving the corresponding result and forwarding it to the parent processor.
• a is the local CPU time necessary to locally execute a task. a is further divided into T e and b e , the task execution time and the associated overhead time.
• D t , D r are the data size of a task and result, respectively.
• N is the total number of processing nodes.
• t is the link transfer rate between neighboring processors. 3 We assume a homogeneous, distributed memory, message passing architecture. It is assumed that there are M identical tasks available at the source that flow into the root of the system. Later, in Section 5.7, we show that the models remain robust when T e is replaced by average task size. It follows from the design that there is a single source and sink for both tasks and results, and that tasks are dynamically distributed to processors in the manner outlined by the process structure in Fig. 1 . Finally, as mentioned in Section 2, it is assumed that b f and b e are constants. The objective is to model Pfarm to predict the execution time as accurately as possible given M, b f , and a on a tree of N processors.
Communication Bound Model
The system is communication bound when performance is limited because a critical communication resource is saturated. The two critical resources in Pfarm are the communication links which send and receive data from the root processor. Message traffic on the links is highest at the root and decreases towards the leaves of the tree.
Let C R be the minimum time between successive receives of the InLink process and C S be the minimum time between successive sends in the OutLink process. An upper bound on execution time is given by
In the case of nonidentical links, a modified shortest path algorithm can be used to locate the bottleneck to obtain a similar bound.
Steady-State Analysis
The steady-state phase begins once all the processors have a task to execute and ends when the last task enters the system. An important assumption of the analysis is that no processor idles during this phase-every processor is either processing a task or busy forwarding tasks and results. We also assume that a > b f , since otherwise it is faster to execute the tasks sequentially rather than in parallel. Let T be a tree architecture with processors p 1 , º, p N . Let
V i denote the number of tasks that visit p i . Since no processor idles, the following condition holds for all processors in T,
That is, the steady-state execution time (T ss ) equals the processing time with the associated overhead (a) for all the tasks executed locally plus the overhead (b f ) for all the tasks that were forwarded. For a fixed T ss , a, and b f , these N conditions form a system of linear equations on N unknowns, V 1 , V 2 , º V N . By ordering the equations so that the parent of a processor in T appears before its children, it is easy to see that the system is in an upper triangular form. Thus, the N equations are linearly independent and there is a unique solution.
At the root of T, V 1 = M. Furthermore, it is easily verified, by back substitution, that V 1 is a linear function of T ss . Thus T ss can be expressed in terms of M, a, and b f , which implies that given M, a, and b f , we can solve for T ss and V 1 to V N . Because the topology is tree-structured, we can obtain these values in O(N) steps.
Although a solution to this system always exists, because of our assumption about idle time it may not be a feasible solution. In particular, to represent an actual flow, we must also have the condition that
When equality holds, the processor is said to be saturated (i.e., all of its CPU time is used to forward tasks). Since all tasks visit the root of the tree, if any node is saturated, then the root is also saturated. Since a > b f ,
is an upper bound on the maximum number of tasks that can be executed in time T ss (i.e., maximum throughput is 1/b f ).
In the actual system, processors in the subtree rooted at a saturated node may idle. In this case, the following procedure can be used to prune the tree to obtain the same performance using fewer processors.
Algorithm FindOptTree

1.
While (there exists a saturated node) 2.
Solve system (2) for V i . 3.
Using (3), find a saturated node u farthest distance from the root.
4.
Remove a leaf in the subtree rooted at u.
The existence of a saturated node depends not only on b f but also on a. As a increases, the overall system executes fewer tasks and therefore fewer tasks are forwarded. As a result, for any tree topology there exists a sufficiently large a/b f such that no node is saturated. Again the critical value of a/b f occurs at the root and can be found by solving the equation
There remains the question of which spanning tree to use for Pfarm. We show that all shortest-path, demanddriven distribution schemes with overheads (b e and b f ) equivalent to those in Pfarm have the same performance. In general, for nonidentical processors, determining the optimal subnetwork is a difficult problem related to the capacity assignment problem in data networks [2] .
Let T ss (S) be the execution time of a shortest-path, demand-driven distribution scheme S with a and b f equivalent to Pfarm.
THEOREM 1. For any topology G, T ss (S) equals T ss (Pfarm(T)) where Pfarm(T) is Pfarm executing on T, a breadth-first spanning tree of G rooted at the source of the tasks.
PROOF. Let L(i)
of G denote the set of processors that are at distance i from the source of the tasks. Since S and Pfarm(T) are both shortest-path distribution schemes, tasks executed at a processor in L(i) must have been forwarded from processors in L(i -1). Let s i (S) and s i (T) denote the combined throughput of all the processors in L(i) for scheme S and Pfarm(T), respectively. We claim that for all i, s i (S) = s i (T). It is initially true for n, the last level, since in both schemes the processors in L(n) do not idle and can only execute tasks. In general, by induction on the level, the fact that processors do not idle and s i (S) = s i (T) implies that both schemes must execute the same number of tasks on processors in L(i -1). Thus s i-1 (S) = s i-1 (T) and, in particular, s 0 (S) = s 0 (T). Therefore, for a fixed M, since the throughput for both the schemes is the same, T ss (S) = T ss (Pfarm(T)).
It follows from Theorem 1 that for a fixed M there is only one value of T ss that ensures that processors do not idle. There is the possibility that a nonshortest path scheme or a scheme that introduces idle time performs better. But, since this either increases the overhead to forward a task or reduces the computational power of a processor, it would be surprising if it outperformed the work efficient scheme we have analyzed.
Start-Up and Wind-Down Analysis
The start-up and wind-down time depends on the task distribution strategy and the hardware topology. For analyzing start-up and wind-down costs, we consider the structure of the underlying process graph. Given a tree architecture, the process graph of the system can be constructed by replacing each processor by the process structure shown in Fig. 1 . We remove the processes that gather the results and only consider the processes that are involved in task distribution: the worker process, the manager process, and the link processes. The process graph of the architecture given in Let T be the process graph of an N node architecture. We add as part of T an initial OutLink process, which we take as the root of T, so that in total T has 4N processes, each with a single buffer. Alternatively, T can be viewed as consisting of N subtrees (or nodes) of the type depicted in Fig. 2c .
Start-Up
Start-up begins when the first task enters the system, and ends when all the processors have received at least one task. The duration of the start-up phase depends on how the tasks are distributed to the processors. As mentioned in Section 2, the manager process gives priority to the worker process over the OutLink processes while allocating the tasks. Thus, when a worker process becomes free, it receives the next available task. When free, the OutLink processes receive tasks from the manager process. When more than one OutLink process is free, the manager allocates the tasks in a round robin ordering of the OutLink processes. Thus, as tasks enter the system, processors keep the first task they receive and then, as long as the worker process has not completed the current task, they distribute the incoming tasks to their children.
An upper bound on start-up time is obtained by dividing start-up into a sequence of steps. On each step, a task is transferred from an OutLink process of one processor to the worker process, an OutLink process, or when they all have tasks, to the last process in the node without a task. Furthermore, it is assumed that during the start-up phase no worker process finishes its first task. This is a reasonable assumption since the task forwarding link processes run at high priority while the worker process runs at low priority. Given a continuous flow of tasks into the system, we seek to bound the number of steps required before every worker process has a task.
For analysis purposes, the collapsed process graph shown in Fig. 2c is used. This graph is identical to the original architecture graph except that each node consists of the InLink, manager, and worker processes of a processor plus the corresponding OutLink process of the parent processor. In the tree, all the tasks are initially at the root and on each step every node with more than one task forwards, in round robin order, the last task it received to a child. In order to analyze the worst case, we assume that the tasks can be buffered at the manager process and thus each subtree has an infinite capacity to absorb tasks. We first obtain an upper bound on the number of steps to distribute at least one task to every node. This is equivalent to the procedure described above, except that it takes one additional step at the end to ensure that a leaf node forwards its task to the worker process.
Given a rooted oriented tree T, with child nodes numbered from left to right starting at one, let c(v) be the child number of node v with respect to the parent of v, p(v). Let 
The time step at which the worker process on node v receives task s(v, 1) is n + s(v, 1). This follows from the fact that task s(v, 1) leaves the root after s(v, 1) -1 steps and it takes n + 1 more steps for this task to reach the worker process on node v as this task gets forwarded in every step because The time required for each step is determined by the communication cost to transfer a task from a processor to its child and the associated CPU overhead. Since b f is the total overhead for forwarding a task and returning a result, b f /2 is a reasonable estimate for the cost of simply forwarding the task. Therefore, the estimated time for each step is
In an unbuffered system, the upper bound on the number of steps required for every worker process to have a task can be exponential in N. Consider, for example, a tree with a long path where each node on the path has large degree but all nodes off of the path are leaves. The sum of products in s(v, 1) grows exponentially with respect to N. This is a result of our assumption that subtrees can always accept tasks. In practice, the upper bound cannot exceed the number of buffers in the tree, 4N. But it is possible to come arbitrarily close to 4N. As the upper bound is proportional to the number of buffers, for start-up, the number of buffers should be minimized. This is one of the reasons there is only one additional buffer on every worker processor.
Although the degree and depth of the tree is fixed it is possible to change c(v). Theorem 2 provides a means for determining an orientation of the tree that minimizes startup time and confirms that the best strategy is to always forward tasks along the longer paths first.
Wind-Down
Wind-down begins when the last task enters the system and ends when the last result leaves the system. The winddown phase can be broken into two parts: the time to complete the remaining tasks in the system and the time to return results that are in the system after all the tasks have been executed.
Consider the state of the process graph when the last task enters the system. There are 4N tasks. In order to derive an upper bound, let us assume that N of the tasks have just started to execute. We will bound the maximum number of tasks executed by a single processor during the winddown phase. This in turn is used to obtain an estimate for the wind-down time.
If all of the tasks have just begun execution, then after time a, each processor has executed one task. Since priority is given to distributing the tasks, some of the tasks buffered in each processor will be forwarded to the child processors. In the worst case, when a greatly exceeds b f , the tasks will be forwarded as far as possible towards the leaves.
A worker process at a leaf can only execute those tasks available at its ancestor processes in the process graph. Therefore, we should consider the longest path from the root to a leaf in the tree (this is at most 3N + 1, for example, see Fig. 2c ) to derive an upper bound. Let m be the number of ancestor processes of the leaf process in the longest path, each of which initially contains a task. Starting at the root, every third process along the path is adjacent to a worker process. Therefore, after time a, when each of the worker processes have finished executing a task, each worker process adjacent to the path will receive a task from a manager along the path. The remaining tasks on the path shift down towards the leaves filling as many buffers as possible. This results in the following recurrence for p(n)
Solving this recurrence for p(n) = 1 shows that after Èlog 3/2 m+ 1 steps, all tasks have been processed. Thus the time taken for the first part of the wind-down phase is given by a (Èlog 3/2 m˘ + 1).
The second part of the wind-down cost is determined by the time required to forward the last result from the leaf process to the root. The transfer time is given by D r t and the estimated overhead per transfer is b f /2, since b f includes the overheads for both transferring a task to a child node and returning the corresponding result to the parent node. 
This analysis depends only on the depth of the tree and therefore gives the same bound for all breadth-first spanning trees of the topology. Note that the analysis is overly pessimistic since subtrees along a path from the root to a leaf also receive tasks from managers on the path. The actual wind-down time also depends on the number of nodes along the path with down degree greater than one. The fewer the number of nodes of degree one, the smaller is T wd . Because of our round robin scheduling policy, any node of degree greater than one can only forward at most one task towards the leaf of the chosen path out of every three tasks that arrive at the node. Therefore, the number of tasks on the path decreases more quickly. If every processor on the longest path has at least two children, then the number of tasks executed by a leaf is bounded by max {Èlog 3 m˘ + 1, 4}. Leaves must execute at least four tasks, namely those in their local buffers.
BALANCED TREE TOPOLOGIES
In this section, we apply the framework described in the previous sections to obtain closed form solutions to k-ary tree topologies. These topologies are of interest because they achieve optimum performance for the following reasons. 1) A k-ary balanced tree has minimum depth among all degree k graphs, and therefore, by Theorem 1, has performance equal to the spanning tree of any k-degree network. 2) Both start-up and wind-down depend on the length of the longest path and the orientation of the tree. The symmetry in balanced tree implies that the orientation of the tree does not affect the start-up cost and, as mentioned, it has minimum depth over all k degree graphs.
As defined in Section 3, let a be the average processing time plus the overhead to execute a task locally and let b f be the overhead for every task forwarded to a child processor. Consider a D level balanced k-ary tree with k i processors on level i.
Steady-State Analysis
Consider (2), since all the processors on a level execute the same number of tasks, by summing over all the processors on level i, we have By rearranging the above, we have
and 
Our results for k-ary balanced trees subsumes those of Pritchard [21] and Tregidgo and Downton [25] . With proper substitutions 4 for k = 1, 2, 3, the formulas for throughput in [25] reduce to (8) . Contrary to statements in [25] , our model and consequently the model in [25] hold for distributed farms as well as small centralized farms.
Start-Up Analysis
Let v be the rightmost leaf node in a balanced k-ary tree topology. By (4),
is the maximum over all v (i.e., v is the last node to receive its first task), it follows from (5) that the start-up time for a balanced D level, k-ary tree is
Wind-Down Analysis
The wind-down time is given by (6), which is reproduced below 
9 9
As explained in Section 3.3.2, in a balanced k-ary tree, k > 1, the number of tasks in the longest path decreases more quickly. In this case, the number of tasks executed by the leaf node on the longest path is given by max {Èlog 3 
EXPERIMENTAL WORK
A variety of experiments were conducted to validate the models given in Sections 3 and 4. In Section 5.2, we describe five application programs, ranging from combinatorial/symbolic computation to numerical computation, used to test the accuracy of the model on real applications. In Section 5.4, a synthetic application with an easily adjustable workload is used to test the steady-state model over a wide variety of parameter values. The synthetic application is also used to validate the start-up and wind-down models from Section 3.3. Finally, in Section 5.7, we investigate Pfarm's ability to dynamically balance the load with different task size distributions and schedules.
Experimental Setup
The experiments were conducted on a 75 node T800-based transputer system. 5 In addition, the system has ten 32 ¥ 32 crossbar switches which were used to configure the system into a variety of different topologies. Processors were connected through at most one crossbar switch. Pfarm was implemented in Logical Systems C (LSC) 6 and we have various versions running under the LSC toolset and Trollius [5] . Two versions of Pfarm were used in the experiments. The first uses fixed packet sizes and has a smaller b f than the second version, which dynamically allocates message buffers. Similar results were obtained for both versions of Pfarm. All timings were from the on-chip microsecond clock where the host machine was another transputer node. The synthetic workload used in the experiments was constructed by executing a tight loop to determine the number of iterations necessary to obtain T e s varying from one millisecond (ms) to 100 ms. The constant b e was determined by measuring T, the time taken to complete M tasks of size T e in a single worker system. We then solved for b e in the equation T = M(T e -b e ). Similarly, given b e , b f can be determined by executing the two worker chain topology and solving for b f in the expression
where T is the measured execution time and M f is the number of tasks that were forwarded. We measured the performance of the system over a variety of topologies: chains (one to 64 nodes), binary trees (three to 64 nodes), ternary trees (four to 40 nodes), three BFSTs (breadth-first spanning tree) of the 3 ¥ 8 mesh (see Fig. 3 ), one BFST of the 4 ¥ 4 mesh and three BFSTs of the 8 ¥ 8 mesh (similar to BFST1 and BFST3).
Application Programs
Five applications were developed and executed under a LSC version of Pfarm. A brief description of each application follows.
• Ssum. Given a set of integers S and an integer s, the algorithm finds, if it exists, a subset of S summing to s. The subset sum problem is NP-complete and a brute force depth-first search algorithm is used. It is parallelized by generating tasks, at a predefined depth of the tree, to serially search subtrees. Task execution time varies since the search terminates whenever the partial sum exceeds s.
• FFT. A parallelized version of the numerical recipes algorithm [26] was implemented. After the initial permutation of the array, the worker processes compute the smaller FFTs on segments of the array, after which the manager performs the remaining higher level combines. Granularity is adjusted by varying the size of the array segments assigned to the workers.
• Cepstral. A Cepstral filtering algorithm for motion analysis [1] which, given two images of the same subject at different instances of time, determines the motion of the subject. The application was parallelized by partitioning the task into 64 ¥ 64 bit blocks where a task consists of two corresponding blocks, one from each image, and returns the image with motion indicators. The worker code involves several computational steps.
• Fact. A simple algorithm to find all factors of an arbitrarily large integer N. The algorithm uses a symbolic bignum package and attempts to divide all odd numbers in the interval from three to N into N. It is parallelized by dividing the interval into segments ranging in size from five to 180. Task execution time varies depending on whether or not it finds factors.
• Mult. A dense block matrix multiply was implemented. Blocks (for both matrices) are sent and multiplied by the workers and results are accumulated by the manager. Granularity was adjusted by adjusting the block size.
In developing the applications, we started with the sequential program and reorganized it into a manager driver program and a worker routine. For example, the sequential FFT algorithm was parallelized by taking the outer loop that computes the transforms of length 2, 4, º, n and dividing into two loops, a loop from 2 to g and a final loop from g + 1 to n, where g was used to adjust the granularity. Each of the n/g segments of size g can be computed in parallel by a worker which performs the first loop. The manager code is almost identical to the modified program except that the first loop is replaced by calls to dotask() and getresult(). These two functions are part of the programming interface to Pfarm and handle the necessary packaging and unpackaging of tasks and results to and from the farm. Note that task decomposition, and hence task granularity, is done by the user.
No elaborate means were taken to parallelize these applications. In each case, we started with the sequential algorithm and sought only to achieve reasonable speedup on a modest size multicomputer.
Experimental Results
The values of the different parameters for each of the applications and the synthetic benchmark are shown in Table 1 . Average T e was determined by the formula T e = T/M + b e , using a one processor farm. For Ssum, FFT, Fact, and Mult, the system overheads in microseconds are b e = 190 and b f = 125. Cepstral used a different implementation with system overheads b e = 482 and b f = 453.
The results for each of the applications are given in Table 2 . Table 2 shows only a representative set of results for a fixed size problem. The results for other experiments were similar, however, over the range of parameters that was tested there were more degenerate cases like those to be discussed.
For the most part, the models predict the execution time within a factor of 5% and the behavior of the applications closely matches that of the synthetic workload. We now discuss those cases in which the steady-state model did not apply or produced larger than expected errors.
The predicted time for two of the FFT results, Btree-31 and Mesh8x8, and the Cepstral result for Btree-63 were calculated using the communication-bound model given in Section 3.1. In this case, execution time is bound by the rate at which the manager processor generates tasks and collects results. For the FFT application, the measured rate at which the manager could process tasks was 274 tasks/second. This is less than the rate at which Btree-31 and Mesh8x8 could execute tasks, 363 and 478, respectively. Similarly, for Cepstral, tasks can be generated at a rate of 248 tasks/second, yet, according to the steady-state model, Btree-63 can process tasks at a rate of 349 tasks/second.
The large error for FFT Btree-31, Mesh8x8, and Cepstral Btree-63 is partially due to the wind-down phase which was not included in the calculation. Start-up and winddown is difficult to accurately predict in the communication-bound case since it depends on how far tasks are pulled towards the leaves. These degenerate cases are less interesting since the obvious solution is to use fewer processors, which increases both efficiency and performance. For example, in the FFT application, Btree-15 outperforms Mesh8x8 and is close to that of Btree-31.
The error for Chain-63 and Mesh8x8 of the matrix multiplication application exceeds the 5% or less error present in most of the experiments. However, as described in Section 3.3, the pessimistic bound used for wind-down makes the models for this phase less accurate than that of the steady-state model. In the case of matrix multiplication, half of the tasks (512 -4 ¥ 64) are part of start-up and winddown. The relatively large start-up and wind-down phases also affect speedup since processors are not fully utilized during those phases. For example, Chain-63 has a speed-up of only 24.34 on 63 processors. As predicted by the models, the speed-up for Chain-63 is less than that of Btree-63 and Mesh8x8.
Steady-State Experiments
In order to determine the accuracy of the steady-state models, we conducted experiments with large M equal to 100,000 (10,000 for the BFST experiments). This value of M was sufficient to ensure that start-up and wind-down was insignificant in comparison to the steady-state time. T e ranged from one millisecond to 90 milliseconds. Onemillisecond tasks were small enough to obtain close to the maximum throughput of the system (i.e., 1/b f tasks/second) and 90-millisecond tasks, or smaller, were large enough to achieve close to linear speed-up. A sample of these results are shown in Table 3 . This table includes instances of the worst case error among the data that was collected. The value of M ¥ b f = 45.3 seconds is a lower bound on the execution time of the system. For increasing N, the results clearly show the execution time asymptotically approaching the limit of 45.3 seconds. Note that the model accurately predicted the performance of the system (within 3%).
Communication-Bound Model
The communication bound model comes into effect once (1),
exceeds the execution time given by the steady-state model. Table 4 shows the percentage error between the predicted and measured total execution time on the chain and binary tree configurations for experiments in which the task data size and result size is now 1,000 bytes. In Table 4 , the measured execution time is approaching a limit, the communication bound of the system. For small values of N, the system is computation bound and the execution time was predicted using the steady state model. The errors for these entries are similar to those in Table 3 . The predicted execution time of the last few entries in Table 4 is the bound given by (1) calculated as 6.913 where C R = b f /4 (b f = 453 microseconds) and t = 1.76 Mbytes/sec. The error in this case is approximately 20%, which is due to t. We have used the hardware value of t which led to an optimistic upper bound on performance. The value of t can be measured. However, for the transputer, the transfer rate varies according to the presence or absence of bidirectional communication, which in turn depends on C r and C t , the message injection rates. From the predicated execution times in Table 4 , a value of t = 1.4 Mbytes/sec is a better estimate of the actual value.
Start-Up and Wind-Down
The combinatorial analysis given in Section 3.3.1 for the start-up model was verified by running a number of experiments with different T e and M and observing the task number of the first task processed by each processor. In all the cases, the task number of the first task executed at a node was the same as that predicted by the model given in Section 3.3.1. The wind-down model was validated by running experiments with M = 4N and observing the number of tasks executed by the leaf node in the longest path. In the case of wind-down, the maximum number of tasks executed by any single processor did not exceed the bound given by (6) . As explained in Section 3.3.2, (6) is overly pessimistic and in many cases fewer tasks were executed leading to better performance. Table 5 compares the predicted execution times to the actual time taken to execute M = 4N tasks. 4N, with sufficiently large T e , fills all the buffers in the system and ensures that the system just reaches steady-state. Thus, the time to execute 4N tasks is a reasonable approximation to the combined time of start-up and wind-down. The errors in Table 5 are due to the overly pessimistic bound on the maximum number of tasks executed by the leaf farthest from the root. For example, in the 4 ¥ 4 and 8 ¥ 8 meshes, the bound gives nine and 10, whereas the actual number of tasks is six and eight. Note the error is proportional to the size of the difference (e.g., for the 4 ¥ 4 mesh the error is about 9-6/6). When the actual number of tasks is used in the model the error is less than 5%. The dynamic nature of wind-down makes it difficult to obtain a completely accurate estimate. The actual number of tasks executed by a processor can depend on the outcome of a single scheduling decision. Table 5 also shows advantage of the bound for balanced trees from Section 4.3 versus the more general bound from Section 3.3.
In general, when M < 4N, it is difficult to predict the number of tasks executed by a single processor. It depends on M and the way tasks are pulled towards the leaves. In the special case of M = N, each processor receives exactly one task and the execution time is estimated by a plus startup plus the time to return the result from the leaf farthest from the root.
Robustness
The experiments with the synthetic benchmark given in the last three sections used a constant value for T e . In practice, however, T e varies from task to task. Although several of the application programs did have varying T e , to test the robustness of using average task size for prediction, we experimented with uniform and bimodal task size distributions (i.e., execution times). The large variance for these distributions makes them a good test of the dynamic loadbalancing ability of Pfarm and the use of average T e . Our experiments using the bimodal distribution show that as long as the task sizes are "well-mixed," the behavior of the synthetic benchmark with constant T e matches that of the benchmark with varying task sizes using average task size for T e .
In the case of uniformly distributed task sizes, we used 10,000 tasks and varied T e from one to 19 ms (average T e = 10 ms) for one set of experiments and one to 40ms (average T e = 20 ms) for a second set of experiments. Table 6 compares the predicted and measured total execution time for these tasks executed on a chain topology. As Table 6 shows, the errors are all within 2%.
In the case of a bimodal distribution of task sizes, we had 5,000 tasks of one ms duration and another 5,000 of 20 ms duration. In these experiments, M was 10,000 and the values of T e were 1, 5, 10, 20, and 40 ms. Here we describe a set of experiments in which we used 5,000 tasks of one ms duration and another 5,000 of 20 ms duration. In the bimodal distribution case, the order of arrival of the tasks into the system affects the performance. Experiments were conducted with four different arrival patterns: 1) Both one ms and 20 ms tasks arrive with equal probability. 2) 20 ms tasks arrive at a probability of 0.75, until all 5,000 of them are processed. 3) One ms tasks arrive at a probability of 0.75, until all 5,000 of them are processed. 4) All the one ms tasks arrive before any 20 ms tasks.
In Fig. 4 , we have plotted the percentage error between the predicted and measured total execution times for these experiments on a linear chain topology. For prediction, we have used an average value of T e = (1 ¥ 5,000 + 20 ¥ 5,000)/10,000 = 10.5 ms in the model. As we can observe from the figure, the errors are small (< 3%) for all the four cases when N is less than eight. For larger N, the prediction is accurate for the first case but the error increases for the other three cases. The maximum error observed varies from around 6.5% in the second case to around 10.25% in the third case and is highest at around 15.0% for the fourth case. Note that as long as the tasks are "well-mixed," the farm balances the load.
The errors depend on the extent to which the average T e reflects the actual computation requirements of the tasks. As long as N is smaller than the optimal value corresponding to the smaller T e of the two, the average value works well for all the cases. However, for larger values of N, the average value works well only when the two kinds of tasks are well mixed with respect to arrival order, as in the first case with equal probability. Among the other three cases, tasks are mixed for a larger portion of the total execution time in the second case than in the third case, and there is no mix at all in the fourth case. In these cases, there is a corresponding increase in the error, with the largest errors occurring for the fourth case. Obviously, in this case, it is more appropriate to view the execution as occurring in two distinct phases of computation, the first consisting of all one ms tasks and the second with all 20 ms tasks. For this case, it is better to use the model twice, predicting the execution time for one and 20 ms tasks separately and adding them together for the total time.
USE OF THE MODEL
The validation experiments from the previous section show that the performance of Pfarm can be characterized by a model of the form 0 (T total , M, T e , D r , D t , b e , b f , topology, N, t) . In this section, we explore the relationships between the different parameters and describe how 0 can be used to improve speed-up and efficiency. 0 has three types of parameters: M, T e , D r , and D t , which depend on the application; b e and b f , which depend on the implementation of Pfarm; and topology, N, and t, which depend on the underlying architecture. Note that for a given machine and implementation of Pfarm, b f , b e , and t are constants. The model can be used to evaluate the use of Pfarm for a particular application. For a fixed size problem with M tasks and data sizes D r and D t , the communication bound model and the steady state bound of 1/b f give an upper bound on performance. However, in order to predict performance, one needs an estimate of T e , the task size. T e can often be determined from the sequential program; for example, in the FFT application, the worker routine consists of the inner part of a loop, which can be estimated by timing the sequential program on a single node of the target machine. Given T e , the model can be used to predict performance over a range of N and/or different topologies.
One way to improve the performance of an application is to increase the task size (e.g., g in the FFT application); however, increasing the granularity will in general decrease M, or increase D r and D t ; either of which will eventually degrade performance. The model can be used to find the optimal sized granularity by solving the model for various values of T e , M, D r , and D t . For example, T e for a 1K point FFT was 62 milliseconds, hence, for a problem of size n, we have for a particular g T e = 6.05 ¥ g log 2 (g) D r = D t = 4 g M = n/g
We can now solve the model for different values of n, g, and N to improve performance or determine whether it is possible to achieve the desired performance. It is, for example, not possible to effectively use 32 nodes to compute a 128K FFT. For small g the system is compute bound whereas for larger g there are too few tasks to achieve steady-state. On a 16 node binary tree, for g = 128, 256, 512, 1,024, 2,048 the model gives speedups of 12.66, 13.52, 13.15, 12.23, 10.65, 5.52, respectively. Thus a granularity of g = 256 points gives the best performance. The architecture dependent parameters, topology and N, can also be used to improve performance. As shown in Section 3.2, for a fixed interconnection network, it is best to use a BFST. If the system is saturated, it is possible to improve system efficiency by pruning the tree with algorithm A measure of the effect of topology on performance is shown in Fig. 5 , which shows the performance of Pfarm on a linear chain, binary tree, and ternary tree. In low degree networks (e.g., meshes), the performance of an arbitrary subtree lies somewhere between the curves for a chain and a binary tree. Between these two curves it is possible to significantly improve performance by choosing the best subtree. For high degree networks (e.g., hypercubes), any tree with logarithmic depth is likely to perform well. The behavior of the system for k = 1 versus k > 1 occurs as a result of the term 1/a in (8) which becomes less than one between k = 1 and k = 2. The implementation dependent parameter b f limits the steady-state performance of the computation bound model which ultimately limits the number of processors that can be effectively used to solve the problem. Fig. 6 is a plot of b f versus the maximum number of processors that can be effectively used to solve the problem, for various different task sizes on a binary tree. Fig. 6 shows the critical nature of b f , particularly for smaller task size. Once beyond the knee of the curve, a small increase in b f can dramatically increase the number of processors that can be used effectively.
As shown in Fig. 5 , Pfarm gives close to linear performance before reaching the saturation point. This implies that for problems which fit the model and users satisfied with speed-ups within the limit imposed by b f , there is no reason to use a more elaborate parallelization technique. Decreasing b f increases the applicability of processor farm by increasing the range of N which can be effectively used. The overall efficiency of the system is limited by b e to b e /a. Reducing b e in effect increases the computation rate of the nodes and again serves to increase the applicability of farms. For example, the performance (speedup and efficiency) of the matrix multiplication application from Section 5.2 begins to degrade at N = 16. On a different system, a smaller b e and b f would make it possible to decrease the grain size and effectively use more processors.
CONCLUSIONS
In this paper, we have described the design and implementation of a demand-driven, distributed control processor farm. We have modeled and analyzed its behavior and performance. To summarize, the design should 1) overlap communication with computation, 2) minimize, to the extent possible, the number of task buffers, and 3) have a constant overhead for forwarding and executing tasks.
For arbitrary topologies the analysis indicates that a breadth first spanning tree should be used and the startup and wind-down analysis gives criteria that can be used to chose the best such spanning tree. In the computation bound case when the tree is saturated, algorithm FindOptTree can be used to chose a subtree which maximizes efficiency. The models were validated in Section 5 and their accuracy shows that they can be used to predict performance. These models could also be directly incorporated into compilers and programming environments for parallel machines [15] . Recent work in the functional parallel programming community has focused on the identification and compilation of program templates or skeletons, processor farm being one of them [12] , [4] , [22] . There are also programming environments like Enterprise [23] , which have embedded in them a farm-like processing system.
