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Performance analysis of electronic structure codes on HPC systems:
A case study of SIESTA
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(Dated: September 30, 2018)
We report on scaling and timing tests of the SIESTA electronic structure code for ab initio
molecular dynamics simulations using density-functional theory. The tests are performed on six
large-scale supercomputers belonging to the PRACE Tier-0 network with four different architectures:
Cray XE6, IBM BlueGene/Q, BullX, and IBM iDataPlex. We employ a systematic strategy for
simultaneously testing weak and strong scaling, and propose a measure which is independent of the
range of number of cores on which the tests are performed to quantify strong scaling efficiency as a
function of simulation size. We find an increase in efficiency with simulation size for all machines,
with a qualitatively different curve depending on the supercomputer topology, and discuss the
connection of this functional form with weak scaling behaviour. We also analyze the absolute
timings obtained in our tests, showing the range of system sizes and cores favourable for different
machines. Our results can be employed as a guide both for running SIESTA on parallel architectures,
and for executing similar scaling tests of other electronic structure codes.
I. INTRODUCTION
The use of first principles atomistic simulations with
density-functional theory1,2 (DFT) has grown from a cot-
tage industry in the early 1990s to a routine and integral
part of many contemporary scientific disciplines, at the
meeting point between condensed matter physics, physi-
cal chemistry, and the new range of nanosciences3,4. Po-
tential practitioners have a large number of ready-made
codes to choose from (see, e.g., Refs. [5–16]), which dis-
tinguish themselves in their licensing models, the range
of features they offer, the specifics of the technical imple-
mentation, and, generally, where they lie on the (compu-
tational) cost–accuracy curve.
An important consideration for all modern DFT codes
is their parallel scalability on high-performance com-
puter (HPC) architectures, that open up the possibility
of simulating very large physical systems entirely ab ini-
tio. Consequently, a substantial effort has gone into the
development and optimization of many of these codes
for the specific purpose of running on massively parallel
systems11,17–28. Articles describing such developments
typically illustrate the scaling performance of the code
with an example of strong scaling9–27, i.e., the wall time
speedup obtained for a simulation of fixed size over a
range of number of cores. Less frequently, weak scaling
performance (i.e., an increase of the problem size propor-
tionally with the number of cores) is also shown22,25,28.
The use of a strong scaling example can be an effective
way of giving a qualitative idea of the parallel efficiency
of the code and the scale of problems which can realisti-
cally be solved with it. However, there are a number of
issues in using the information as it is usually presented
for extracting, even approximately, a generalized, quan-
titative measure of performance, such as could be used
to attempt a comparison between codes.
Firstly, the range of cores over which this strong scal-
ing is investigated is not fixed (as must be the case, since
time and memory requirements restrict the lower bound,
and computational resources the upper bound). The sig-
nificance of the demonstrated speedup depends crucially
on the lower bound of this range; furthermore, the de-
pendence is non-trivial. If we assume a constant rate
of loss of efficiency as the parallelization is increased, a
speedup of 3.9 when going from 8 to 32 cores should be
better than a speedup of 3.8 when going from 2048 to
8192 cores; however, this is obviously not the case, as it
is clear from experience that the actual rate increases sig-
nificantly with the number of cores. Closer comparisons
are even harder to judge: is a speedup of 3.8 between
512 and 2048 cores better or worse than a speedup of
3.7 between 1024 and 4096 cores? There is effectively no
way to answer this question without making an assump-
tion about how to model parallel performance in general.
A well-known and popular, albeit extremely idealized,
way to do is by Amdahl’s law29, that describes the over-
all speedup in terms of the parallelizable fraction of the
code P . To the best of our knowledge, only one published
strong scaling test for a DFT code20 has reported on a
fitted value for P .
Secondly, there is no standard physical system on
which to test strong scaling. From the point of view of
the material itself, this is somewhat understandable, as
different codes specialize in different areas of modelling; a
more fundamental problem, however, is that strong scal-
ing efficiency changes with system size for a given mate-
rial. Although some studies report system size dependent
results9,12, this is generally not the case. How, then, to
compare between, e.g., a strong scaling test on a 1532-
atom carbon nanotube between 2048 and 32768 cores27,
and one on a 1003-atom polyalanine peptide between 512
and 65536 cores23?
In this paper, we discuss these issues while reporting
on tests of the parallel scaling performance of SIESTA7,
a well-established DFT code based on norm-conserving
pseudopotentials30, a basis of finite-range numerical
atomic orbitals (NAOs), and an auxiliary real-space grid
2Proc. Tot. Tot. Cores/ Cores/ Mem./
System Architecture Topology Processor type speed (GHz) cores nodes node proc. core (GB)
Hermit Cray XE6 3D torus AMD Opteron 2.3 113664 3552 32 16 2/4
JUQUEEN IBM BlueGene/Q 5D torus IBM PowerPC A2 1.6 458752 28672 16 8 1
FERMI IBM BlueGene/Q 5D torus IBM PowerPC A2 1.6 163840 10240 16 8 1
Curie BullX Fat tree Intel SandyBridge 2.7 80640 5040 16 8 4
SuperMUC IBM iDataPlex Fat tree Intel SandyBridge 2.7 147456 9216 16 8 2
MareNostrum IBM iDataPlex Fat tree Intel SandyBridge 2.6 48384 3024 16 8 2
TABLE I. Specifications for the six PRACE Tier-0 systems. We note that some systems include secondary types of nodes with
different specifications; these are not listed here, and are not used for our tests.
for representing the electronic density. The tests are per-
formed on six supercomputers (Table I), currently form-
ing the network of Tier-0 systems of the Partnership for
Advanced Computing in Europe31 (PRACE). Our aims,
therefore, are twofold:
• to give the most up-to-date, comprehensive and re-
liable results of the timing and scaling of SIESTA
on modern HPC systems, so as to allow users of the
code to calculate realistic timing estimates over a
wide range of number of cores, and therefore plan
how to make the best use of their computational
resources;
• to propose a simple framework in which to analyze
parallel scaling results for all electronic structure
codes, arguing in particular for the use of Amdahl’s
law to quantify strong scaling performance, and for
the importance of investigating and reporting this
measure as a function of system size.
II. COMPUTATIONAL METHODS
Our scaling tests are performed on snapshots of liq-
uid water in cubic boxes with periodic boundary condi-
tions. This is the same system used previously for parallel
benchmarking of the Quickstep9 (CP2K) code; as noted
by its authors, liquid water is ideal for this purpose, since
boxes of any arbitrary number of molecules can be cre-
ated while maintaining the same density and cell shape.
Furthermore, the lack of crystalline symmetry and the 3D
periodicity of the material ensure a sufficiently challeng-
ing task that we expect to give a fair idea of worst-case
timings for most typical uses of the code, while the pres-
ence of a band gap ensures that we do not have to worry
about convergence issues arising during the tests.
We simultaneously test weak and strong scaling (again
similarly to Ref. [9]), by varying both the number of
cores, from 32 to 4096 (Nc = 2
n, 5 ≤ n ≤ 12), and
the number of water molecules per core, from 1 to 32
(Nm/Nc = 2
n, 0 ≤ n ≤ 5). The resulting suite of tests
is shown in Fig. 1. The maximum system size tested
is of 4096 water molecules (12288 atoms) for all values
of Nm/Nc, except for one test of 8192 molecules (24576
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FIG. 1. Three types of scaling that can be investigated by
systematically varying the number of molecules per core and
the number of cores. The shaded cells show the suggested set
of tests to perform on a typical HPC system.
atoms) on 8192 cores. We note, however, that due to the
limited computational time available on each machine,
not all tests are run on all machines. Weak scaling cor-
responds to moving perpendicular to the Nm/Nc axis,
while strong scaling corresponds to moving diagonally.
Instead, system size scaling (parallel to the Nm/Nc axis)
does not explicitly test parallelization, although it is af-
fected by it, as we shall discuss. The snapshots for all
system sizes are extracted from classical molecular dy-
namics (MD) runs using the TIP4P force field32 in the
GROMACS33 code, equilibrated to 300 K; the cell shape
and volume are kept fixed at the experimental equilib-
rium density34 (1.00 g/cm3).
The tests are performed at the Γ point only (multi-
ple k points being almost embarrassingly parallel), using
the semi-local PBE35 functional for exchange and cor-
relation (xc), a 150 Ry cutoff energy for the real-space
auxiliary grid, and, unless otherwise stated, a double-
ζ polarized basis36 (dζ + p), corresponding to 23 NAOs
per water molecule; the fraction of occupied eigenstates is
4/23 (∼17%). All system sizes employ 13 self-consistent
field (SCF) iterations to reach convergence.
3We use the most recent development version of the
code (siesta-trunk-438), available on the SIESTA web-
site37. The tests are run with the code’s default options
for diagonalization, employing routines from the ScaLA-
PACK38 library: the problem is first transformed from
generalized to standard form by Cholesky factorization
with the pdpotrf and pdsygst routines, and then the di-
agonalization itself is performed with the pdsyevd divide-
and-conquer routine; finally, the back transform is per-
formed with the pdtrsm routine. A 2D block-cyclic data
distribution of the matrices is used, with the matrix di-
mension being an exact multiple of the block size in all
cases (tests show the ideal block size to be equal to the
number of orbitals per molecule).
We choose the standard solver for our tests, as this is
currently by far the most widely used by the SIESTA
community; however, we note that several new alterna-
tives are being developed and tested: (i) a solver based
on the orbital minimization method (OMM), which has
already been demonstrated to exhibit better parallel scal-
ing than explicit diagonalization up to 64 cores39 (avail-
able in the development version of the code), (ii) two new
solvers based on ScaLAPACK, the MRRR algorithm40
and the ELPA library23 (not yet released), and (iii) a
solver based on the pole expansion and selected inver-
sion method41, specifically designed for massively paral-
lel architectures (not yet released). Finally, the original
linear-scaling DFT method implemented in SIESTA is
also in the process of being redesigned; in its current im-
plementation it does not scale well on large clusters.
The code was compiled on each of the six machines
listed in Table I using the native Fortran compiler and op-
timized linear algebra and communication libraries pro-
vided by the system administrators. The Intel compiler
and MKL library are used for Intel-based machines (IBM
iDataPlex and BullX architectures), the Cray compiler
and ACML library for the AMD-based machine (Cray
XE6 architecture), and the IBM XL compiler and ESSL
library for the IBM PowerPC-basedmachines (IBM Blue-
Gene/Q architecture). The MPI-2 libraries used are
as follows: IBM MPI for SuperMUC, Open MPI for
MareNostrum, BullX MPI for Curie, and MPICH2 for
Hermit, JUQUEEN and FERMI.
III. RESULTS AND DISCUSSION
A. Strong scaling
As previously mentioned, Amdahl’s law provides a sim-
ple model of strong scaling. It states that
S1 (Nc;S) =
t1
tNc
=
1
S + 1−S
Nc
, (1)
where S1 is the speedup obtained on Nc cores with re-
spect to a serial run, t1 and tNc are the total execu-
tion times in serial and on Nc cores, respectively, and
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FIG. 2. Strong scaling on SuperMUC for four different system
sizes. The full black lines gives the ideal scaling relative to
the smallest system size. The fit to Amdahl’s law is shown by
the dashed black line, and the corrsponding S value is given
above the plot.
S = 1 − P is the fraction of the code that is not paral-
lelizable (we prefer using S instead of the more usual P ,
as the former tends to zero in the limit of ideal scaling).
Since it is usually not possible in practice to measure t1
for large systems, it is useful to define the speedup with
respect to a baseline number of cores b instead:
Sb (Nc;S) =
tb
tNc
=
(
Nc
b
)
S (b− 1) + 1
S (Nc − 1) + 1
. (2)
Using this equation, we can fit our strong scaling data
over any arbitrary range of number of cores, and obtain
a single value S that is in principle independent of this
range, and which therefore defines the efficiency of the
code for any value of Nc as 1/ (1 + S (Nc − 1)) (see bot-
tom panel, Fig. 3). The efficiency is invariantly 100% for
a serial run, and decreases to zero as Nc →∞, since the
execution time tends to a finite minimum value t1S.
It is important to note that the conventional interpre-
tation for S and P is necessarily an over-simplification,
and should not be taken too literally; nevertheless, Am-
dahl’s law qualitatively reproduces some universal fea-
tures of strong scaling, and is generally found to pro-
vide a good fit to real data. However, such a basic one-
parameter model can only describe an average scaling
trend, ignoring any system dependent effects that might
favour particular values of Nc, e.g., differences in load
balancing. Using a homogeneous, scalable system such
as liquid water and a regular grid of tests as shown in
Fig. 1 can be effective in minimizing these variations,
4and therefore help to extract clearer general trends.
Using our timing tests for SIESTA on the six different
machines, we can analyze the strong scaling of the code
for system sizes ranging from 64 to 4096 water molecules;
however, we restrict our fitting of S to systems with at
least four data points (≥ 256 molecules). As a repre-
sentative example, Fig. 2 shows the speedup obtained on
SuperMUC (IBM iDataPlex architecture) for four dif-
ferent system sizes, together with the curve fitted from
Eq. 2. The resulting S values are robust to fitting over
different ranges (within an order of magnitude), as is the
trend of decreasing S with increasing system size. It is
worth noting that this example clearly illustrates the dif-
ficulty in comparing between scaling tests using different
ranges of number of cores: despite the steady increase in
efficiency revelead by the S values, the speedups shown
in the plots appear extremely similar due to the different
baselines used.
The top panel of Fig. 3 summarizes the strong scaling
results obtained for all six machines: the fitted value of
S is given as a function of system size (i.e., the number
of water molecules), for systems between 256 and 4096
molecules. Tests for smaller systems (32, 64, and 128
molecules) and larger ones (8192 molecules) are not rep-
resented, as there are insufficient data points for a reliable
fit.
For all HPC systems, S is observed to decrease with the
size of the physical system being simulated. This should
not be surprising, as it is reasonable to expect efficiency
to be related to the number of matrix elements/core
(which in turn determines the ratio of intracore to inter-
core operations), and, hence, that the larger the system
being simulated, the larger the number of cores on which
the calculation can be performed before the efficiency
drops below a given threshold. However, the detailed
form of this decrease depends on many factors related
to the nature of the operations being performed and the
computational architecture, and is therefore strongly de-
pendent on the code and the HPC system used.
We can see some interesting distinctions in the S (Nm)
curves for the six machines. There is a very close agree-
ment between the three machines implementing torus
topologies (Hermit, JUQUEEN, FERMI), despite Her-
mit being quite distinct from JUQUEEN and FERMI in
most other respects, e.g., architecture type (Cray XE6
for the former, IBM BlueGene/Q for the latter) torus di-
mension, processor type and speed, number of cores per
node and amount of memory per core. Instead, the three
machines implementing fat tree topologies (Curie, Super-
MUC, MareNostrum), even though they do not exhibit
the same level of agreement amongst each other, give
consistently higher S values than the torus machines.
Furthermore, despite the limited data available, our
results suggest a qualitatively different form of the de-
crease of S with Nm for machines with torus and fat tree
topologies. The former show an approximately linear de-
crease with slope B on the log–log scale (S ∝ N−Bm ),
while the latter exhibit a slowing down of the rate of
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FIG. 3. Strong scaling and efficiency. Top panel: S value as a
function of system size fitted to strong scaling data obtained
with SIESTA on the six machines; also included are values cal-
culated with other DFT codes for a single system size on IBM
BlueGene architectures (ABINIT: 108 atoms, 1188 electrons,
3D system, 4 k points42; VASP: 87 atoms, 822 electrons, 2D
system, 14 k points42; CPMD: 284 atoms, 1192 electrons, 3D
system, k-point sampling unspecified42; QE: 1532 atoms, 5232
electrons, 1D system, Γ point27,42; Qbox: 1000 atoms, 12000
electrons, 3D system, Γ point11). Bottom panel: relation-
ship between S and core hour efficiency as a function of the
number of cores, for four different values of S given by the
black dashed lines, and the fitted values of S obtained with
SIESTA on four different machines for a system of 4096 water
molecules; the number of cores at which the efficiency is equal
to 50% is labelled in each case.
decrease. This is confirmed by fitting the data for each
machine to a quadratic polynomial on the log–log scale;
we find that the quadratic coefficient, positive in all cases,
is an order of magnitude (∼3–15 times) smaller for the
machines with torus topologies compared to those with
fat tree topologies.
Using the S value as a measure of strong scaling, we
can attempt a quantitative comparison between SIESTA
and other DFT codes; this is given alongside our results
in the top panel of Fig. 3. The fits are performed using
5publicly available scaling test data for the codes, pub-
lished on the website42 of the FERMI IBM BlueGene/Q
machine, which we also use for our tests of SIESTA; the
same data for the Quantum ESPRESSO (QE) code has
also been published in an article describing development
work on the code27. The only exception is the Qbox code,
for which we used previously published tests11 performed
on an IBM BlueGene/L machine. Where possible, we se-
lect tests performed Γ-only. All codes considered employ
a plane-wave basis, in contrast to SIESTA’s much smaller
NAO basis.
It is important to stress that this comparison serves
mainly to highlight the inadequacy of the available data;
indeed, the change in S over more than three orders of
magnitude for SIESTA at different system sizes is similar
to the range spanned by the results obtained for the other
codes, each available at a single system size. Both the
system size and type vary greatly between codes, from an
87-atom 2D system for VASP to a 1532-atom 1D system
for QE. Other important factors (k-point sampling, xc
functional, basis accuracy, code optimization) are also
not controlled for.
Nevertheless, Qbox stands out from all other codes for
the impressive strong scaling performance demonstrated,
with an S value more than an order of magnitude lower
than that obtained by its closest competitor, QE, despite
using a smaller system size (1000 atoms). Indeed, Qbox
has been developed not only for massively parallel cal-
culations in general, but specifically for running on IBM
BlueGene architectures11,43; based on these results, it is
the only DFT code to have demonstrated the potential
to make efficient use (>50%) of the entirety of a large
BlueGene machine such as JUQUEEN or FERMI for a
single Γ-point calculation.
B. System size scaling and absolute timings
Strong scaling is purely a test of parallel scalability,
for which the code is, by definition, taken to be 100%
efficient when run in serial. The results presented so far,
therefore, contain no information about absolute timings.
Although it is convenient to separate these two aspects
of the code’s performance, we should remember that the
execution time is the only factor of importance to the end
user. Therefore, strong scaling data on its own can some-
times be misleading, as a code that is very fast in serial
but which exhibits poor strong scaling might nevertheless
achieve a lower execution time on a medium-sized cluster
than one that is very slow in serial but with exceptional
scalability.
In order to extract a measure of absolute timing from
our tests, we need to be able to effectively model system
size scaling. For a conventional DFT code that calcu-
lates the eigenvalues and eigenvectors of the Kohn-Sham
equation2, either by explicit diagonalization (as we do
here) or by an iterative minimization algorithm, it is well
known that the calculation time scales cubically with
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FIG. 5. Phase diagram of supercomputers. The machine
with the lowest execution time is shown for a given system
size and number of cores. The colours used are the same as
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6system size (i.e., the number of atoms/molecules/basis
orbitals). Linear-scaling methods44, which make use of
approximate spatial truncations based on the principle
of electronic nearsightedness45, are also now well estab-
lished and have been implemented in a number of popular
codes.
The bottom panel of Fig. 4 shows the results of all tim-
ing tests performed on two machines, JUQUEEN and
SuperMUC; we plot the execution time for all number
of cores, extrapolated to that of a single core as tNcS1
(from Eq. 1), against the system size (the number of wa-
ter moleculesNm). The estimated speedup S1 is obtained
for any value ofNm by using the fits of S (Nm) to the data
in the top panel of Fig. 3, as described in the previous
section. The resulting plot very clearly shows an almost
pure cubic scaling with system size for both machines
(the linear fits on the log–log scale have a fixed slope of
3). There is an excellent agreement in the extrapolated
timings for each system size independently of the number
of cores, and, even more encouragingly, our estimate of
S1 appears to be robust even when extrapolating beyond
the range of Nm used in the fitting of S.
From these results, we can justify the use of a basic
single-parameter model for system size scaling, of the
form t1 = αN
3
m; lower-order terms are negligible even for
the smallest system sizes considered here; this is because
all the default routines in SIESTA other than the diag-
onalization procedure itself are linear-scaling by design.
Within an SCF iteration, the contribution from building
the sparse Hamiltonian matrix only become comparable
to diagonalization for very high values of the cutoff en-
ergy defining the real-space grid, or non-local xc func-
tionals such as those including dispersion interactions.
We note here that we have also analyzed the strong scal-
ing of individual SIESTA modules, finding diagonaliza-
tion to be the bottleneck within an SCF iteration, while
Hamiltonian construction is very efficient when using the
parallelization strategy for the grid operations of Sanz-
Navarro et al.21 (accessible via the flag -DBSC CELLXC at
compilation).
The parameter α, obtained by the fits shown in the
bottom panel of Fig. 4, can therefore be used to com-
pare the speed of the various machines, independently of
differences in scaling performance. The values of α ob-
tained for all six machines are shown in the top panel of
Fig. 4. The large variation in α over almost two orders
of magnitude is a reflection not simply of the machines’
processor speeds (listed in Table I), but also of numer-
ous other interacting factors, such as the efficiency of the
different compilers and libraries. In general, torus ma-
chines, which exhibit the best scaling, are predicted to
be the slowest in serial, while fat tree machines, which
do not scale as well in parallel, are predicted to be the
fastest.
We can now calculate a rough estimate of the execution
time on each machine for any number of water molecules
on any number of cores, by using our fits of the func-
tion S (Nm) and the parameter α, and, hence, build up a
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Nm–Nc ‘phase diagram’ of the machine with the lowest
execution time. This is shown in Fig. 5: the main panel
compares real timings, while the inset uses the estimates
based on our fits. The agreement is best for large sys-
tem sizes and number of cores, with some discrepancies
appearing for Nm ≤ 256; this is not surprising, due both
to the extrapolation of S (Nm) to low values, and the
fact that the timings are very close for more than one
machine.
The machines which gives the lowest absolute timings
over the entire tested range of Nc are overwhelmingly
those with fat tree topologies, despite their inferior strong
scaling performance with respect to torus machines. Two
large regions can be clearly identified: Curie (BullX ar-
chitecture) is the fastest machine for simulations with
Nc . 128, while SuperMUC (IBM iDataPlex architec-
ture) is the fastest above this value. There is some in-
dication, confirmed by the model, that for large system
sizes (Nm & 4096) MareNostrum (IBM iDataPlex archi-
tecture) becomes faster than both of these machines (this
might seem surprising, since it has the lowest value of α,
and, hence, should be the fastest in serial at all system
sizes; however, it also exhibits the worst parallel scaling,
making it less efficient than other machines for paral-
lel calculations on even very few cores at modest system
sizes). It is only for extremely large Nc that the qualita-
tively different decrease in S (Nm) of the torus machines
is predicted to lead to the lowest absolute timings, in
particular for Hermit (Cray XE6 architecture), as it has
a significantly lower α value than the IBM BlueGene/Q
machines.
Our fitted models for the six supercomputers can also
7be used in a broader context, to estimate the execution
time for any typical SIESTA calculation on HPC systems
similar to the ones tested here. In fact, since the timing
is dominated by the diagonalization procedure, especially
for large system sizes, we can base our estimation on only
two parameters, the total number of basis orbitals and
the number of SCF iterations; we can safely neglect, to a
first approximation, other parameters such as the num-
ber of electrons and the number and type of ions. This
is illustrated in Fig. 6, in which we compare calculations
using the standard dζ + p basis to ones using a larger
qζ + dp basis46 (twice the number of NAOs per water
molecule) over a wide range of number of cores; as can
be seen, timings on a given number of cores depend only
on the total number of basis orbitals, and so a calcula-
tion using the larger basis takes the same time as one
using the smaller basis with twice the system size. We
note that this simple behaviour is due to the use of a
solver which computes all eigenvalues by explicit diago-
nalization. Instead, solvers based on iterative minimiza-
tion techniques (typically employed by plane-wave codes)
scale only quadratically with the number of basis func-
tions39; for such codes, we would expect the dependence
of S (Nm) on basis size to be non-trivial. Unfortunately,
we are not aware of published data for any other DFT
code that could help in investigating this issue.
In order to allow SIESTA users to obtain absolute tim-
ing estimates for their parallel calculations, we have re-
leased a web applet47 based on the model we have de-
scribed and the quantitative data obtained from our scal-
ing tests. We also include a version of the applet for of-
fline use in the Supporting Information (Code S1.txt);
details of the fits and the final set of parameters for the
six machines can be easily found within the code.
C. Weak scaling
Finally, we briefly discuss the weak scaling behaviour
demonstrated by the code. Weak scaling is of most inter-
est to linear-scaling DFT codes22,25, for which the objec-
tive is to obtain a constant time-to-solution as the prob-
lem size is increased together with the number of cores
(this is also known as Gustafson’s law48). Cubic-scaling
codes, instead, can achieve at best a quadratic weak scal-
ing behaviour, which is rarely investigated28,39; never-
theless, it can provide useful information on the limits of
efficiency of the code.
We find it convenient to plot the execution time di-
vided by the square of the number of cores, so that ideal
weak scaling behaviour will appear flat, analogously to
the case of a linear-scaling code. A representative ex-
ample for one machine, JUQUEEN, is shown in Fig. 7.
Surprisingly, we observe better than ideal weak scaling,
tending towards ideal as the number of cores is increased.
The effect becomes more pronounced as the number of
water molecules per core is decreased. These trends are
almost perfectly reproduced by the timing estimates pro-
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FIG. 7. Weak scaling on JUQUEEN for different numbers of
water molecules per core. The execution time is divided by
the square of the number of cores. The dashed lines show the
estimates given by the fits of S (Nm) and α.
vided by our combined modelling of strong scaling and
system size scaling.
We can understand this behaviour as a change in ef-
ficiency (as defined in the bottom panel of Fig. 3) due
to the interplay between the decrease of S with Nm and
the increase of Nc. Similarly, it is interesting to note
that system size scaling at a fixed number of cores > 1
deviates from its ideal cubic behaviour in serial.
If we assume S (Nm) to be of the form AN
−B
m , it is
easily verified from the model that the weak scaling be-
haviour will tend towards ideal for B ≥ 1; in the case
of JUQUEEN, the fit gives a value of 1.8. This result
applies equally to linear- and cubic-scaling codes, when
using the appropriate definition of ideal weak scaling for
each; indeed, a strikingly similar behaviour is reported
for the linear-scaling Conquest code22. As noted previ-
ously, the three machines with fat tree topologies appear
to exhibit a slowing down in the decrease of S with sys-
tem size; although this should eventually make the weak
scaling less than ideal, in practice it is not noticeable
within the range of cores considered.
IV. CONCLUSIONS
In this paper, we have investigated the performance
of the SIESTA code on the six supercomputers of the
PRACE Tier-0 network, currently amongst the largest in
Europe. We propose a systematic investigation of parallel
scaling using self-consistent calculations of snapshots of
liquid water, varying both the number of cores on which
the simulation is run and the number of water molecules
per core; the largest simulation performed in our tests is
of 8192 molecules on 8192 cores.
The results are analyzed using Amdahl’s law to fit the
data for each system size, providing a quantitative es-
timate of the code’s efficiency over all number of cores
8based on a single parameter S; the scaling performance of
the code, therefore, is completely described by the curve
of S as a function of system size. We find a qualitative
difference in this curve depending on the topology of the
connections between nodes in the supercomputer, with
machines implementing torus topologies demonstrating
a better scalability to large system sizes than those im-
plementing fat tree topologies. Despite this, however,
the latter group is shown to give lower absolute tim-
ings for almost all simulations within the tested range,
as the performance on individual cores is significantly
faster; furthermore, such architectures tend to offer a
larger amount of memory per core, which can become
an important issue either when running on few cores,
or as the size of the simulation is increased (the mem-
ory requirements scale approximately quadratically with
system size).
Combining Amdahl’s law for strong scaling with a ba-
sic one-parameter model for system size scaling, both of
which are fitted to the data provided by our tests, we
can calculate a simple estimate of the execution time on
a given number of cores for a generic total energy cal-
culation with SIESTA; a new web applet47 developed in
conjunction with the paper allows users of the code to
employ this model for planning their projects on parallel
architectures. An estimate of the memory requirement
per core is also included.
Throughout the paper we have emphasized potential
points of comparison with other DFT and electronic
structure codes. Investigating and reporting S (Nm)
curves for different HPC systems could provide valuable
information to practitioners in the field, as well as for
the ongoing development of the codes themselves. Care
must be taken, however, when interpreting the results
of comparisons based on strong scaling data, due to the
fundamental differences between codes. Basis sets offer
perhaps the most important example: is it meaningful to
compare the strong scaling performance of a localized-
orbital code and a plane-wave code for the same physical
system? It is clear that S varies with basis size, and
so is crucially dependent in both cases on the precision
level of the calculation; even disregarding the technical
challenges involved46, attempting to equate the two bases
is not necessarily appropriate, as the codes are designed
from the outset to be used with different aims. For this
reason, we suggest that the best approach should not be
overly competitive; rather, the objective should be to re-
port on calculations using the typical setup appropriate
for each code (e.g., the default dζ+p basis for SIESTA),
or possibly a range of different setups, as this will provide
the most useful information for its users.
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