Abstract: Biometrics emerged as a robust solution for security systems. Despite, nowadays criminals are developing techniques to accurately simulate biometric traits of valid users, process known as spoofing attack, in order to circumvent the biometric applications. Face is among the main biometric characteristics, being extremely convenient for users given its non-intrusive capture by means of digital cameras. However, face recognition systems are the ones that most suffer with spoofing attacks since such cameras, in general, can be easily fooled with common printed photographs. In this sense, countermeasure techniques should be developed and integrated to the traditional face recognition systems in order to prevent such frauds. Among the main neural networks for face spoofing detection is the 
Introduction
Biometrics, i.e., people automated recognition by means of their physical, physiological and behavioral traits, such as face, iris, fingerprint, gait, voice, etc., emerged as a robust solution for security systems [1] . When the first biometric systems were proposed, by recognizing people based on "something they are", instead of something they know (e.g., passwords) or possess (cards, keys, etc.), it was thought that frauds would be almost eradicated [2] . However, nowadays, criminals are developing new and sophisticated attacks to fool the capture sensors of the biometric applications, simulating traits of valid users, e.g., by presenting to the cameras high-definition printed facial photographs, gelatin fingers or even contact lenses, process known as spoofing attack (or also presentation attack) [3, 4] . In this context, countermeasure techniques must be integrated to the traditional biometric applications in order to prevent such frauds and increase even more the security level of the recognition systems.
Among the main biometric traits, face is a promising one given its fast and non-intrusive capture, universality and acceptability by people [1] face spoofing detection techniques should be developed and integrated to the face recognition systems in order to make their application still feasible in real scenarios.
Most of face spoofing detection methods work with handcrafted features, i.e., features mathematically predefined during the formulation of the technique [5] , especially texture features based on the Local Binary Patterns (LBP) descriptor [6] . However, methods able to self-learn the most important features for attack detection in each scenario based on the available training data are the ones that have achieved the state-of-the-art results [7] . Among these methods is the discriminative Restricted Boltzmann Machine (RBM) [7] [8] [9] , an effective two-layers neural network which self-learns the data distribution, i.e., the distributions of training real and fake facial images in order to accurately classify new ones.
Despite the good results of the discriminative RBMs in face spoofing detection, recent works indicate that deeper neural architectures tend to present higher accuracy rates in many tasks, since they work with higher-level and abstract features, being much more robust to noise, data variations, etc. [10] . Following this idea, in this work we propose a novel neural network model called Deep Discriminative Restricted Boltzmann Machine (DDRBM), by stacking two RBMs in order to obtain such higher-level features for better classifying the faces in real or fake. Results on the NUAA dataset [5] show that the proposed approach presents higher accuracy rates in attack detection than a single discriminative RBM and is more stable to data variations and model initialization.
Local Binary Patterns (LBP)
Given its efficiency and its discriminative power, the Local Binary Patterns (LBP) texture descriptor [6] has been used in a wide variety of tasks involving images including face spoofing detection. Many methods for attack detection use the LBP-based representations of the facial images in order to distinguish between real and fake ones, such as [11, 12] .
Basically, for each image pixel p, the LBP descriptor works by comparing its grayscale value with the values of its neighbor pixels and associating to p a new integer value based on such comparisons. The grayscale value of p is compared to the values of each of its neighbor pixels, q, and, if the grayscale value of q is higher or equal to the value of p, the descriptor associates the label "1" to q, or the label "0", otherwise. Given a neighborhood radius R and a number N of desired neighbor pixels, after associating a label to each of them and visiting them in clockwise sense (starting at the top-left one), by observing their labels, a binary number is formed. Such number is, then, converted to integer and used as the new grayscale value of p. In mathematical terms, the LBP value of a pixel p is given by:
where cp indicates the grayscale value of p, cq the value of the neighbor q and l(x) corresponds to the thresholding function defined by: Figure 1 illustrates the process of finding the LBP value of a pixel p in the image considering R=1 and N=8 (3×3 neighborhood). After associating a label to each neighbor, a binary number of formed and associated to p by visiting the neighbor pixels clockwise and observing their labels, which is then converted to integer (grayscale) value. 
Restricted Bolzmann Machines
The Boltzmann Machines (BM) [12] correspond to networks of stochastic processing units, similar to the traditional neural networks, and can be used for the learning of important aspects of probability distributions based on samples of them. Since there are connections between all nodes in the network, the BMs present a complex and time consuming training algorithm. However, the training can be significantly simplified by applying some restrictions on the network topology, originating the Restricted Boltzmann Machines (RBM) [7, 14] .
An RBM corresponds to a Markov Random Field (MRF) associated to a non-directed bipartite graph. RBMs can be seen as stochastic neural networks which neurons are arranged in two layers, the visible and the hidden layer.
There are connections only between neurons in different layers. The RBMs, as the BMs, also learn probability distributions given samples of these distributions [15] .
The neurons of the visible layer of an RBM are responsible for the observations, i.e., the capture of features from the samples: a visible neuron can be, e.g., associated to each image pixel, taking as input its grayscale value. In the hidden layer, the neurons model relationships between the visible neurons (e.g, dependencies between the values of the image pixels). given by:
where a and b correspond to the biases of the neurons of the visible and hidden layer, respectively, and wij corresponds to the weight of the connection between the neuron i of the visible layer and the neuron j of the hidden layer.
The probability of occurrence of a configuration (v,h) in the network is given by:
where Z corresponds to a partition function, a normalization factor computed based on all possible configurations of the network.
Following this, the marginal probability of a configuration v in the visible layer is given by:
Since the BB-RBM is a bipartite graph, the activations of the neurons in the same layer are independent. Therefore, one obtains the following conditional probabilities:
and P h v = j=1 n P(h j |v) (7) where: P v i = 1 h = ρ j=1 n w ij h j + a i (8) and
where ρ corresponds to the sigmoidal function.
Considering θ = (W,a,b) the set of parameters of a BB-RBM, they are learned through an algorithm that seeks to maximize the probability of occurrence of all training vectors (facial images, in our case) from the training set V, as follows:
One of the main approaches for solving such problem is the Contrastive Divergence (CD) [7] technique, which simulates the Gibbs sampling process for the network convergence, initializing the visible neurons with the training vectors.
It is important to mention that in the presence of real-valued data, e.g., grayscale images, one should use another kind of RBM called GB-RBM (Gaussian-Bernoulli RBM) [16] , which models the input data by means of units that follow
Gaussian distributions. In the GB-RBM, the energy function of the model is rewritten as:
Given the modification of the visible units, it is necessary to reformulate their conditional probabilities. In this sense, their activation function should be rewritten as:
where, in both equations, 2 corresponds to the variance of the Gaussian distribution N of the visible neuron i.
In general, the training vectors (images) are normalized in order to present values following Gaussian distributions with zero-mean and unitary variance to simplify the learning of the GB-RBM, being not necessary anymore to estimate 2 for each visible neuron i.
Proposed Approach
In this work, we propose the Deep Discriminative Restricted Boltzmann Machine (DDRBM) model, a stack of two RBMs, being the bottom one a traditional (generative) GB-RBM and the top one a discriminative BB-RBM [8, 9] , in order to learn deeper and higher-level features for face spoofing detection than when working with a single discriminative RBM. The architecture of a discriminative RBM is identical to the architecture of a generative RBM, with the addition of two new binary neurons in the visible layer, used to represent the class of the input vectors (facial images), since we are working with a two-class problem. Figure 3 shows the proposed DDRBM architecture, with its two RBMs: the generative GB-RBM, given the input real-valued grayscale images, and the discriminative BB-RBM at the top, responsible for classifying the faces based on the features extracted by the former layer and their labels.
After applying the LBP descriptor on the training facial images and obtaining their texture-based representations, the values of their pixels are normalized to zero-mean and unitary variance in order to serve as input to the bottom GB-RBM., which is, then, trained by means of the Contrastive Divergence (CD) method in order to learn the training vectors (facial images) distribution, being able to capture their relevant features (in this step, no information regarding the classes of the facial images are needed). After training the GB-RBM, each facial image (already converted to its LBP-based version and with values normalized) is passed through the bottom GB-RBM and the activations of its hidden neurons are taken as a new representation to the face, and used to train the second RBM in the stack, the discriminative BB-RBM.
The discriminative BB-RBM is trained also through the CD method and based on the new representations of the real and fake training facial images and their classes: if the face is real, the values "1" and "0" are taken as activations of the two additional neurons of the discriminative BB-RBM, and "0" and "1", otherwise, as in Figure 3 . In order to determine the class of a test facial image, its LBP-based representation is generated, the values of its pixels are also normalized to zero-mean and unitary variance, and a forward pass of such normalized texture-based image in the GB-RBM is performed, obtaining the higher-level representation of it. Then, such higher-level feature vector is presented as input to the discriminative BB-RBM and it is verified which configuration of its two additional input neurons (used to represent the class of the input vector), i.e., "1" and "0" (real face), or "0" and "1" (fake face), presents the higher probability of occurrence according to the distribution learned by the discriminative BB-RBM. To do so, the free energy [7] of the discriminative BB-RBM is calculated for both configurations of such additional neurons.
The configuration with the lowest free energy indicates the class of the test image.
Experiments, Results and Discussion
The proposed architecture was evaluated on the NUAA dataset [5] , which presents 3,491 imagens for training, 1,743
images of real faces and 1,748 images of fake faces (photographs presented to the capture camera), and 9,123 test images (3,362 real faces and 5,761 fake faces). The NUAA dataset is highly used for the evaluation of face spoofing detection techniques and its images were captured using webcams from different people (varying age, gender, etc.) as well as in different sessions. Figure 4 illustrates some images of the dataset. It is difficult to note, even visually, differences between the real and fake normalized facial images.
The images were converted to their LBP versions considering a neighborhood radius R=1 and N=8 neighbor pixels . Normalized (grayscale) facial images from the NUAA dataset [5] and their captures. The top images were obtained from real faces and the bottom ones from fake printed photographs. It is difficult, even visually, to distinguish between real and fake normalized images from the database.
Following [7, 16] , both GB-RBM and discriminative BB-RBM were trained by 10 epochs with momentum of 0.5 (and 0.9 in the last 5 epochs), weight decay of 0.0002, and learning rates of 0.001 and 0.01, respectively. The weights of the GB-RBM were initialized following a Gaussian distribution with zero-mean and standard deviation of 0.001. The discriminative BB-RBM were initialized based on a Gaussian distribution with zero-mean and standard deviation of 0.01. Actually, before training the two stacked neural networks that compose the DDRBM, we performed a dataset augmentation, generating a second version of each training image by applying an equalization function based on the Discrete Cosine Transform (DCT) [17] , obtaining a total of 6,982 training images, in order to improve the training process.
We also evaluated the performance of a single discriminative GB-RBM classifying the images of the NUAA dataset for comparison purposes. Such network presented the same 3,844+2=3,846 visible neurons (two additional neurons for the labels) and 2,000 hidden neurons and was trained on the 6,982 facial images by 10 epochs, with learning rate of 0.001, same momentum and weight decay values. The discriminative GB-RBM was also initialized following a zero-mean Gaussian distribution with zero-mean and standard deviation of 0.001. Table 1 shows the results obtained by the proposed DDRBM and the single discriminative GB-RBM on the classification of the test images of the NUAA database. Actually, we performed the initialization and training of each network 10 times for statistical analysis.
As one can observe in Table 1 , the DDRBM presented a higher mean accuracy (92.35%) than the single discriminative GB-RBM (mean accuracy rate of 91.34%) on face spoofing detection as well as a more stable performance in the 10 experiments: standard deviation of 0.84%, against 1.21% of the single discriminative GB-RBM.
This indicates that the increase in depth and the work with higher-level features benefitted our approach based on discriminative RBMs for face classification. The attack detection can really be benefitted by using deeper neural networks than shallower architectures.
Conclusion
In this work we propose the Deep Discriminative Boltzmann Machine (DDRBM) for face spoofing detection. The DDRBM is composed of a stack of two RBMs, a generative GB-RBM in the bottom and a discriminative BB-RBM on top. After training the GB-RBM, the LBP-based versions of the facial images from the NUAA dataset are passed through it and used to train the second neural network together with the labels of the respective training images. Results on 10 experiments performed showed that the increase in depth of the DDRBM model and the work with higher-level features substantially improved the attack detection rates: increasing the mean accuracy rate and decreasing its standard deviation. Table 1 . Results (%) on the 10 experiments for the single discriminative GB-RBM and the proposed DDRBM. The mean accuracy and standard deviation of the results are also shown in the bottom.
