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Abstract 
We investigate he parallelization fan algorithm that computes the polynomial with minimal uniform norm on polygonal 
domains. The obtained polynomial is used to accelerate large non-Hermitian eigenvalue problems. We report he perfor- 
mance results obtained on the machine Paragon and compare this method with the one based on Chebyshev acceleration 
techniques. 
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I. Introduction 
Many scientific and engineering applications uch as magnetohydrodynamic or electromagnetism 
[29, 16] involve the computation of a few eigenvalues of large, sparse, non-Hermitian matrices. 
The use of the QR (resp. QZ) algorithm may lead to high storage and computational requirements 
since it does not take into account he sparsity pattern of the considered matrix and computes the 
whole spectrum whereas only a few eigenvalues may be of interest. 
Krylov subspace methods offer a good alternative for these problems since they compute only 
a part of  the spectrum and take into account the sparsity of  the matrix through the matrix-vector 
multiplications. In particular, the Arnoldi method is one of  the most successful iterative methods 
adapted to the computation of  selected eigenpairs of  a large matrix. This method requires a full 
orthogonalization against all previously computed basis vectors and to ensure its convergence, the 
dimension of  the constructed basis must be large, which increases the cost and the storage. Therefore, 
restarting is necessary although it slows down the convergence. In the classical explicitly restarted 
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Amoldi (ERA) method, a linear combination of the Ritz vectors x((),... ,xl r) obtained at the ( r -  1 )th 
restart is used as the new starting vector [26]: 
l 
v(r+l) y .x!r) 1 =~--~. (1) "-zJ y • 
y=l  
Recently, the implicitly restarted Amoldi (IRA) method [33] has gained popularity as an efficient way 
to improve the ERA method. After building a Krylov basis of m vectors, the IRA method applies the 
implicit QR algorithm with m- /unwanted  eigenvalues as shifts to the Hessenberg matrix generated 
by the Arnoldi method and truncates the basis to l vectors. Among the nice properties of the IRA 
method, the new starting vector can be expressed as follows: 
m--[ 
b( r+ l )  ~(A)v~ r)==- H(A OjI)v~ r), (2) 
j= l  
where 0~,..., 0m-t are the shifts used in the implicit QR algorithm. If the shifts are chosen as the 
unwanted Ritz values (i.e. the unwanted eigenvalues of the Hessenberg matrix), then the polynomial 
7, in (2), will act as a filter that removes the undesired eigendirections. A detailed discussion on 
the ERA and IRA methods is given in [22, 18]. 
In this paper, we are interested in the ERA approach used in conjunction with a polynomial 
acceleration. In other words, instead of restarting with the previously computed Ritz vectors as in 
(1), we restart with 
v(r+i) = p(A )x (~), (3) l 
where x (r) = ~)1_ 1 ~ (r) gjx) and where p is a polynomial chosen to enhance the components of x (~) in 
the needed eigendirections while damping those in the undesired ones [38, 27, 14, 15, 30, 12]. This 
step, which may be decisive to attain convergence, amounts to finding the polynomial with minimal 
uniform norm p*, solution of the problem 
min~c,~ mcax ]p(z)], (4) 
p(/71 ~=1 
where Hk is the space of all polynomials of degree not exceeding k, Q is any domain enclosing all 
the unwanted Amoldi eigenvalue stimates and excluding the others, 21 is the current approximation 
of one of the sought eigenvalues and the condition P(21 ) = 1 is used for normalization purposes [29]. 
This problem is often referred to as "the best uniform approximation problem on ~2". 
Assuming that f2 is an ellipse, the solution of (4) is known, at least asymptotically [7, 4], to be 
a suitably scaled Chebyshev polynomial. This approach, which allows to gain a solution of (4) at 
a lower cost, leads to the standard Arnold i -Chebyschev method. Note that if the ellipse f2 contains 
the unwanted eigenvalues of the Hessenberg matrix built in the IRA method and that the shifts 
01,..., 01 in (2) are taken to be the zeros of the Chebyshev polynomials of degree m - l associated 
with the ellipse f2, then the Amoldi~Chebyschev method, where the Chebyschev polynomials used 
are of degree m - l, is recovered. However, as pointed out in [29] and experimented in [12], the 
Amoldi~hebyschev approach, especially in the complex non-Hermitian case, may not always lead 
to an effective acceleration since the constructed ellipse may not fit the shape of the distribution of 
the unwanted eigenvalues. 
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A more natural approach is clearly to consider polygonal domains. This approach has already 
been used in the context of linear systems using least-squares polynomials that are optimal in the 12- 
norm [28, 31,32, 37]. In the same context, Starke and Varga [35] have shown that Faber polynomials 
are quasi-optimal with respect o the minimax problem (4). 
Our aim in this paper is to propose a parallel method for computing the exact polynomial with 
minimal norm on polygonal domains. This approach relies on high computational costs since the 
solution of (4), which is not known explicitly, needs to be computed at each Arnoldi's iteration. 
On a sequential platform, this method is usually discarded considering the resulting high CPU time 
requirements. We consider this approach on a parallel environment and show that it may lead to 
an efficient scheme. We use a method developed by Fischer and Modersitzki [8] for solving the 
problem (4). The main advantage of this method is that it leads to low-dimensional linear systems 
whose sizes do not depend on the discretization of the considered polygon. Furthermore, this method 
turns out to be highly parallelizable. Section 2 provides background and notations for this method. 
In Section 3, we discuss the parallelization of this scheme and give performances on the distributed 
memory machine Paragon. Finally, in Section 4, we give some numerical experiments and compare 
this approach with the standard Arno ld i -Chebyschev  method for computing the rightmost eigenvalues 
of large non-Hermitian matrices. 
2. Best uniform approximation on f2 
The numerical resolution of problem (4), where f2 is assumed to be closed and bounded by a 
piecewise smooth curve ~f2 in the complex plane, has been the concern of a large literature. 
One possible approach of this problem is based on the discretization of the boundary of the con- 
sidered domain. Through the charaterization f the best solution due to Rivlin and Shapiro [25], this 
discretized problem leads to a least-squares problem. This method known as the Lawson algorithm 
has been proposed in [6]. 
A second approach consists in the reformulation of problem (4) in terms of a linear semi-infinite 
optimization problem by substituting the complex modulus by infinitely many linear constraints. On 
a first step, a discretization of this problem may be solved considering classical methods uch as 
the Simplex algorithm [11, 9]. A refinement of this solution is then obtained, on a second step, 
by means of Newton's method on the nonlinear foremost formulation of the problem [9]. In order 
to gain a valuable starting guess for Newton's method, a finer discretization i  step one, may be 
necessary, and this may lead to a large linear programming problem. A survey of these approaches 
is given in [24]. We therefore, adopt the approach proposed in [8] which allows to deal with linear 
systems of sizes depending uniquely on the degree of the considered polynomial. In order to state 
the necessary notations we briefly recall the considered reformulation of problem (4). 
Let 11.11~ denote the supremum norm on f2, where f2 is a closed set of the complex plane bounded 
by the piecewise smooth curve ~3f2, then problem (4) may be written as 1 
k 
(A) min 1 - ~ a j (z  - . 
al,...,akCC 
j=l  012 
1 This constitutes a slight abuse of notation since the maximum in (A) is taken over z c f2. 
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Let ~'[0,1]---~3f2 be a parametrization of 0~ and denote, for j= l , . . . , k ,  f f j ( z )=(z -  )~1) j,
~bj(t) = (ffjoT)(t) and q~k+j(t)= i(~kjoT)(t) (where i2= -1) .  The problem (A) may then be formulated 
with 2k real unknowns as 
(B) min 1 - ~ r/j~bj(t) . 
r/i ,..., r/2k E R 
j= l  [0,1] 
The problem (B) is clearly equivalent to the following nonlinear semi-infinite optimization problem 
min hp 
(C) 
s.t. Ie(r/, t)] ~< hp Vt E [0, 1], 
where q=(th, . . . ,q2k) T and e(//,t)= 1 -~2f l  qSpj(t). The nonlinearity of the constraints may be 
circumvented by noticing that 
Izl = max Re(ze i0) Vz E (2. (5) 
0E[-~,~] 
This leads to an equivalent formulation of problem (C) by means of a linear "double" semi-infinite 
optimization problem, denoted hereafter as the primal problem 
min hp 
/./ER2~ 
(D) (Primal) 
s.t. aT(t,0)/h / Re(e i°) Vt t0,11, 
Lq..I 
where a(t, 0) = (1, Re(ei°~bl(t)) .. . .  , Re(ei°q~2k(t)))x. For simplicity we introduce at this point the fol- 
lowing notations: 
T = (tl , . . . ,  t2k+l )T E ~2k+l, O = (01 , . . .  , 02k+l )T E ~2k+l  
A(T, (9) = [a(fi, 01 ),..., a(tzk+l, 02k+1 )] E ~(2k+l) x (2k+l), 
C(O) = [Re(e i°' ), . . . ,  Re(e i°2~+' )]T E ~=k+l 
and E(q)= {t E [0, 1]" ]e(r/, t)l = I1~01, t ) l l~} describes the set of extremal points of e(t, 17). 
Since the best approximation is characterized by 2k + 1 points [25], the dual problem associated 
to the primal problem (D) is given by 
r Find TE[0,1] 2k+l, OE[--/~,n] 2k+l, rE[0,1]  2k+l (Dr) /so as to maximize hD = C(O)Tr (Dual) 
Lunder the constraints A(T, O)r = (1,0,.. . ,  0) T. 
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The connection between the primal formulation (problem (D)) and its dual counterpart (problem 
(D')) established by the well-known Duality Lemma [19] finally leads to the following problem [8]: 
-Find T E [0, 1] 2k+l, O E [--n, rt] 2k+1, r E [0, 1] 2k+l, r/E [0, 1] 2~+1 
and h > 0 such that 
A(T, O)r = ( 1,0,..., 0) T (6) 
A(T,O)v [hql =C(O)  
tjEE(rl) and 0j=arg(e(q, tj)) fo r j= l , . . . ,2k+l .  
This approach can be seen as a generalization for complex domains of the formalism used for the 
classical real Remez algorithm (see, for example, [3]). In order to solve (6), the algorithm proposed 
in [8] can be stated as follows: 
Algorithm 1 (for solvino problem (6)). 
Step 0: Find an initial TE[0,1] zk+l and O E[ - l t ,  r~] 2k+l such that A(T,O) is nonsingular and 
r = (A(T, O)) -t [1,0 . . . . .  0] a > 0; 
1. Solve for hD, n, the linearsystemA(T,O)T[n~l Step ~ C ( 0 ) ;  
L I ..I 
Step 2: Compute 
hp= max le(t/,t)l-- max 1 - ~-~aj(z - 21) j
tE[0,1] zEt30 
9 
j=l 
We denote t* E [0, 1] and O* E [--rt, n] the parameters such that e(~/, t * )= max [e(q, t)l and O* -- arg 
tE[0,1] 
(e(t/, t*)); 
hp-hD Step 3: If ~ < tol, convergence achieved, Exit; 
Step 4: Solve for d, the linear system A(T, O )d = a( t*, O* ); 
Step 5: Exchange(t*, 0") with one of the (t j, 0 j ) j  = 1 .... ,2k+ 1 considering the following scheme: 
r min{ 
r j=r j -6dj ,  j= l , . . . ,2k+ 1. 
The new vectors T, O, r are obtained after exchanging their components tp, Op, rp by t*, 0", 6, re- 
spectively. 
Goto step 1; 
For the convergence proof of Algorithm 1 we refer to [8]. Note that step 5 corresponds to a single 
step of the Simplex algorithm. For each iteration, it involves a rank-one modification of the matrix 
A(T, 69). Furthermore, Algorithm 1 may address a much larger class of problems than needed for 
our purposes ince the polygonal structure of the domain Y2 is not assumed. 
By the maximum principle, the extremum points should lie on the boundary of the polygon f2. 
Our extensive numerical experiments always show that some of the vertices, and sometimes all of 
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Table 1 
Convergence/starting guess 
Degree of 
polynomial 
Number of necessary iterations 
Random choice (step0) Choose the vertices (step0) 
degree= 5 90 64 
degree =10 207 141 
degree =15 358 252 
them, are extremal points, but we do not have a proof for this observation. Thus, in order to use 
Algorithm 1 in our context, we propose the following conjecture: 
Conjecture 1. Assum&9 that f2 is a convex polygon, then at least one of its vertices is an extremal 
point with respect o the problem (4). 
Note that the convexity of f2 is fulfilled straightforwardly since, in our context, the polygon f2 is 
constructed as the convex hull of the Arnoldi eigenvalue stimates. 
The random choice of parameters in step 0 of Algorithm 1, as proposed by Tang [36], is therefore 
replaced by a choice of the parameters associated with the vertices of the polygon. If the number of 
vertices is greater than 2k + 1, a subset of size 2k + 1 is considered. As in the real case, discussed 
by Powell [23, p. 90], this choice leads to a much better convergence. This is illustrated in the 
case where f2 is the convex polygon consisting of the vertices: (0 , -2 ) , ( -1 , -1 ) , (0 ,3 ) , (4 ,2 )  and 
(5 , -1  ). We set /~ = 5 and the stopping criterion tol = 1.00.10 -4. The computation of the solution 
of problem (4) using the Matlab package COCA.2 [8] leads to the results shown in Table 1. 
3. Parallelization of Algorithm 1 
The practical use of Algorithm 1 in our context, relies upon its ability to reduce its computational 
time, since the solution of problem (4) needs to be computed at each restart of the Arnoldi process. 
The main concern of this section, is to consider its parallelization on a MIMD environment. 
In Algorithm 1, the steps 1, 2 and 4 are clearly the most CPU time consuming. The other steps, 
involving few scalar operations will be, for simplicity, neglected in the following. 
In steps 1 and 4 , one needs to solve, respectively, the following real linear systems: 
A(T, 6))T [h~] =C(O) (7) 
and 
A( T, 6) )d=a(t*, 0"), (8) 
where A(T, 6)) E ~(2k+l)×(2k+l) and k represents the degree of the considered polynomial. 
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Since both linear systems use the same matrix A(T, O), a unique LU decomposition suffices for 
both steps. Let nA,a(k) be the necessary number of flops for these steps, we then may write 
HIA,4(k) = ~(2k + 1) 3, + ,4(2k + 1) 2., (9) 
y Y 
LUdecomposition 2 forward/backsubstitutions 
However, the dominant LU-decomposition may be partly circumvented considering the fact, men- 
tioned in Section 2, that between two successive iterations only one column of A(T, O) is subject 
to a modification. If we denote by At the matrix A(T,O) in iteration l, for any p>0,  we have 
At+p=At + Ul,pVt~, (10) 
where Vl,p, Ut,p E ~(2k+l)×p and each column of V/,p consists of a vector of the canonical basis. 
From the Sherman-Morrison-Woodbury formula [10], the inverse of Al+p, is known to be 
V TA-I -1 v,T A-1 A~+lp=AF 1 -Ai-lUI,p( I+  l,p I Ul,p) l,p t • (11) 
Clearly this formula allows to solve any linear system involving Al+p considering the LU-decomp- 
osition of At. Therefore, assuming that the LU-decomposition of At is known, the necessary number 
of flops n~,4(k, p) for the steps 1 and 4 in the ( l+p)th iteration may be written as 
nlB,4(k, p )  =2 3 5p + 2pZ + p+ 2(2k + l )p+6(2k  + l)Z + 2(2k + l) 
2 3 +~p + 2p 2 + p + 2(2k + 1)p + 2(2k + 1) 2 q- 2(2k + 1) (12) 
4 3 =~p +4p 2+2p+4(2k+l )p+8(2k+l )z+4(2k+l ) ,  (13) 
where the first line of the expression (12) comes from solving system (7) and the second one comes 
from solving system (8). Here we assume that the quantity A -1Ul, p_l necessary in the precedent 
iteration, is stored and does not need to be computed again. Clearly the cubic term (2k + 1)3 in 
(9) related to the LU-decomposition has been replaced in n~,4(k , p) by the quadratic term 8(2k + 
1 )2 related to the less expensive Forward/Back substitutions. However, this gain of performances 
does not hold anymore for large p since the LU-decompositions of (1 + VIT, pAT1UI, p)E ~P×P and 
(I + (ATlUt, p)TVl, p)E R p×p are needed at each iteration. If Pmax denotes the maximum number of 
iterations without LU-decomposition of A(T, 69) such that 
B A nl,4(k, p) ~< nl,4(k ) (14) 
holds, then we have the results shown in Table 2. 
Table 2 
pmax versus degree of polynomial 
Degree 5 7 8 10 12 13 15 17 18 20 
pmax 4 7 9 12 15 17 20 23 25 28 
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Fig. 1. Comparison between the number of flops in steps 1,4 (nl,4(k)) and step 2 (n2(k)) in Algorithm 1. 
In practice, for numerical stability, we fix Pmax = 3. This finally leads to the following average 
number of flops per iteration for the steps 1 and 4: 
1 n f ,4 (k )q_ZnB,4(k , j ) .  (15) n ,4(k) = j= l  
In order to compute the extremal point t* E [0, 1] in step 2 of Algorithm 1, one needs to calculate 
hp= max [e(~/,t)[= max 1 -~/ jq~j ( t ) .  (16) 
tC[0,1] tE[0,1] j= l  
To this end we consider a discretization of the interval [0, 1]. For a given point ta of this dis- 
cretization, the evaluation of e(r/,t) involves 8 flops for the computation of V(ta) (i.e. computation 
of complex numbers za such that za =a(ta)v~ + (1 - a(ta))v~+l, a(ta)E [0, 1], and vs and Vs+l stand 
for two successive vertices of f2) and 8k flops for the evaluation of the considered polynomial ex- 
pression in complex arithmetic. Assuming nc points for the discretization of [0, 1], the number n2(k) 
of flops for step 2 at each iteration is given by 
n2(k) ---- 8nc(1 + k). (17) 
In practice, we set nc := 5000. 
The comparison between nl.a(k) and n2(k), plotted in Fig. 1, clearly shows that the cost for step 
2, although depending linearly on k, largely dominates the ones of steps 1 and 4 for k varying in 
the practical range 5-20. 
Since the computation of e(q, t) can be performed independently for each point of the discretization, 
this leads to an almost obvious parallelization on a MIMD platform of step 2 and consequently of 
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Fig. 2. Time and speed-up for the example discussed in Table 1. 
60 
Algorithm 1. Indeed, let np denote the number of processors of the considered parallel computer 
and [T,.]i=l,...,,, denote the disjoint subintervals of [0, 1] associated respectively with the processors 
[P, ] i= l,..., n,, and such that Ui"=l T,= [0, 1], we then have 
hp= max [e(r/,t)l = max [max le(q,t)[]. (18) 
rE[0, 1] i=l,...,np tET, 
Each processor P,. can therefore calculate maxtcv, [e(q, t)[ independently. The only needed communi- 
cations between the nodes are therefore the distribution of the vector r/ among the processors and 
the computed local results. 
Our experiments have been carried out on an Intel-Paragon consisting of a meshgrid of 16 x 4 = 64 
nodes. Among these nodes, 8 are devoted to the system management while 56 nodes remain for 
application purposes. Each node comprises two i860XP chips devoted, respectively, to computational 
and communication tasks. These nodes are interconnected in a two-dimensional grid allowing peak 
hardware bandwidth of 175 MB/s in each direction. 
Our implementation is written in Fortran 77 and for the data exchange between the processors, 
we make use of the Paragon nx message library. The LU-decomposition and the Forward/Back 
substitutions occurring in step l and 4 of Algorithm 1 are performed using locally the LAPACK 
library [1]. The example discussed in Table 1 leads to the curves plotted in Fig. 2 which, respectively, 
correspond to the total time (left) and the corresponding speed-up (right) for a number of processors 
varying between 1 and 56. 
4. Numerical experiments 
Our main concern in this section is to illustrate the behavior of Algorithm 1 when used to accelerate 
the computation of large sparse non-Hermitian eigenvalue problems. The implementation of the 
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Table 3 
Computation f the ten rightmost eigenvalues of the matrix Younglc with different meth- 
ods. mmax =40, nb =rival = 10, tol= 1.00-10 -1° 
Method  M~rix-vectormultiplications Iterations 
Arnoldi 3024 78 
AC15 2494 20 
AP15 1616 13 
Table 4 
Computation f the eleven rightmost eigenvalues of the matrix Younglc with different 
methods, mmax =36, nb= 12, nval = 11, tol= 1.00.10 -l°. (*) only 10 eigenvalues have 
converged 
Method Matrix-vector multiplications Iterations 
Arnoldi 5232 150 (*) 
AC 15 5462 47 
AP15 2824 24 
Arnoldi algorithm and the polynomial accelerations i  similar to the ones discussed in [30, 12, 13]. 
In particular, it is a block version of Arnoldi's algorithm using deflation techniques. 
In what follows, the notations AC means that Arnoldi method is accelerated by Chebyshev polyno- 
mials as discussed, for example, in [30, 12]. The notation AC15 means that a Chebyshev polynomial 
of degree 15 is used in the method AC. Similarly, the notation AP15 means that a polynomial of 
degree 15, solution of the minimax problem (4), computed via Algorithm 1, is used for restarting 
the Arnoldi method. 
For each test example, we indicate the number mmax which is the total number of vectors built at 
each iteration of the Arnoldi method, the block size rib, and the number of computed eigenvalues. 
The first test matrix is the matrix Younglc taken from the Harwell-Boeing collection of test 
matrices [5]. This matrix arises when modeling the acoustic scattering phenomenon. It is complex 
(order n = 841, Frobenius norm IIAIIF =6448) and contains 4089 nonzero elements. 
We compute, in Table 3 the ten rightmost eigenpairs of the matrix Younglc using the different 
methods Arnoldi, AC15 and AP15. The computation of the eleven eigenpairs of the same matrix 
is shown in Table 4. For both experiments, the method AP15 performs better than AC15. The 
convergence behavior of some of the computed eigenpairs, using the method AP15, is shown in 
Fig. 3. 
The second test example is the Orr-Sommerfeld operator [16] defined by 
L2y - i (ULy - U"y)  - 2Ly  = 0, (19) 
where ~ and R are positive parameters, 2 is a spectral parameter number, U = 1 -x  2, y is a function 
defined on [ -  1, + 1 ] with y(+ 1 ) = y ' (± 1 ) = 0 and L = de/dx z - ~2. 
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Fig. 3. Convergence b havior of the first, second, tenth and eleventh fightmost eigenpairs ofthe matrix Younglc (Method 
AP15). 
Table 5 
Computation fthe four rightmost eigenvalues of the matrix Orr-Sommerfeld with different 
methods, mmax = 80, nb= nval = 4, tol = 1.00-10 -7. (*) only 1 eigenvalue has converged 
Method  MaUix-vectormultiplications Iterations 
Arnoldi 19932 250 (*) 
AC15 16354 127 
AP15 6372 48 
Discretizing this operator using the following simple approximation x; = - 1 + ih, h = 2In + 1, 
Lh = l /h  2 Tridiag (1 , -2 -  ~2h2,  1) ,  U h = diag(1 -x~, . . . ,  1 -x~Z), gives rise to the eigenvalue problem 
Au = 2u with A = 1Lh  -- iLhl(UhLh + 2I,). (20) 
Taking ~= 1, R=5000,  n=2000 yields a complex non-Hermitian matrix A (order n =2000, 
Frobenius norm IIAIIF=21929) and contains 4.00.106 nonzero elements. We compute in Table 4 
the four rightmost eigenpairs of the matrix Orr-Sommerfeld using the three methods Amoldi, AC15 
and AP15. Similar to the previous example, the method AP15 performs better than AC15. Note that 
the Amoldi method succeeds in computing only one (the rightmost) eigenvalue. The convergence 
behavior of the four computed eigenpairs, using the method AP15, is shown in Fig. 4. 
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Fig. 4. Convergence behavior of the four rightmost eigenpairs of the matrix Orr-Sommerfeld (Method AP15). 
5. Conclusions 
The generalization of the classical Chebyshev-Arnoldi algorithm using polygonal domains leads to 
a powerful polynomial acceleration scheme for large non-Hermitian eigenvalue problems. Moreover, 
the overhead due to the necessary resolution of the minimax problem (4), may be considerably 
reduced on a parallel environment because of the parallel properties of Algorithm 1. This approach 
is therefore well suited for parallel platforms. 
We have used Algorithm 1 in the context of eigenvalue problems that were of real interest to 
us. Clearly, we can take advantage of the properties of Algorithm 1 in order to reduce the CPU 
time required in any application involving the minimax problem such as in the conformal mapping 
computations [ 17]. 
In [13], we have proposed a Faber polynomial acceleration algorithm for computing eigenvalues 
of matrices. We have noticed that this algorithm which numerically behaves almost similar to the 
one described in this paper can be seen as its sequential counterpart. 
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