The purpose of this paper is to show connections between iterated length-preserving rational transductions and linear space computations. Hence, we study the smallest family of transductions containing lengthpreserving rational transductions and closed under union, composition and iteration. We give several characterizations of this class using restricted classes of length-preserving rational transductions, by showing the connections with \context-sensitive transductions" and transductions associated with recognizable picture languages.
Introduction
The family of rational languages turns out to be one of the most important classes within the Chomsky hierarchy. Finite automata that are the main object for studying rational languages are now used in most domains of computer science. Rational transductions introduced by C. C. Elgot and J. E. Mezei 6] are a natural extension of rational languages and were very useful to represent several kinds of computations. For instance, the addition of two integers in any base can be realized by a rational transduction and the study of these tools has led to e cient parallel algorithms (see 1, 19] for instance).
The theory of rational transductions was mainly developed by M. P. Sch utzenberger, S. Eilenberg and M. Nivat (see 5, 20, 21] ). This theory is now well established and its basic results can be found in 2, 5] . More recently, some representation theorems were achieved in terms of compositions of morphisms and inverse morphisms 25, 9] .
At the contrary, there is only a few papers dealing with iteration of rational transductions (see 8, 26] ). Since several mechanisms of computation are actually iterations of rational transductions, it seems that this study deserves Tech. Rep. it-316 LIFL Univ. Lille 1, 1998 to be undertaken. For instance, nitely generated congruences, derivations in a grammar, partial commutation | as well as semi-commutation |, L-systems are examples of such mechanisms.
The set of transductions equipped with the operation of composition has a semigroup structure closed under iteration. The subset of rational transductions is closed under composition but not under iteration. We are mainly interested by the rational closure of the set of rational transductions, that is the smallest set of transductions closed under union, composition and iteration and containing the rational transductions. Indeed several interesting transductions need to compose rational transductions and iterated rational transductions. For instance, the mirror operation is shown in the preliminaries to be such a transduction. It is neither a rational transduction nor an iterated rational transduction but it can be realized by composition of these two kinds of transductions. Note also that iterations introduce non-determinism. So it is established in Section 8 (Lemma 8.1) that the inverse of a letter-to-letter morphism can be obtained as the composition of an iterated rational function with a letter-to-letter morphism.
In this paper, we shall restrict ourself to iterated length-preserving transductions, more precisely, we shall study the rational closure of length-preserving rational transductions, that is the smallest family of transductions containing length-preserving rational transductions and closed under union, composition and iteration. There are two main reasons for this choice. First, one easily veries that iterations of arbitrary rational transductions can be obtained by composition of arbitrary rational transductions with iterated length-preserving rational transductions. At reverse, arbitrary rational transductions can be achieved by composition of length-preserving rational transductions and iterations of faithful rational transductions. In this way the projection from A onto B with B A is equal to the composition of the iteration of the rational function which erases only the rst occurrence of a letter of A n B with the length-preserving rational function which corresponds to the intersection with B .
We close the present introduction with a description of the structure of the article. After recalling some de nitions and notations in Section 2, we give in Section 3 three examples of non-rational transductions which can be expressed with iteration.
The next section deals with several characterizations of the rational closure of the class of length-preserving rational transductions. In Section 4 we show that the iteration of only one length-preserving rational transduction is needed to obtain all transductions of this class (Theorem 4.3). It follows, in Section 5, a result which states that the iterated transduction can be chosen in a restricted class of length-preserving rational transductions called \one-step transductions" | which correspond to nite rewriting systems with length-preserving rules (Proposition 5.2).
In Section 6, we prove that this class of transductions coincides with the class of \context-sensitive transductions" which are the natural extension of rational transductions using intersection with context-sensitive languages instead of regular languages (Theorem 6.4).
The connection with transductions associated with recognizable picture languages 7] is given in Section 7 (Proposition 7.3). In Section 8, we show that the rational closure of the class of length-preserving rational functions also coincides with this class.
All these characterizations are summarized in the last section (Theorem 9.1) and we show how these results allow us to obtain several closure properties.
A part of this work has been already published as extended abstract in 14].
Preliminaries
We assume the reader to be familiar with basic formal language theory (see 2, 5] for more precisions). The goal of this section is to x notations and terminology.
Words and languages
For a nite alphabet , we denote by the free monoid generated by . The neutral element of this monoid is the empty word, which is denoted by ". The size of the alphabet is denoted by jj jj and is equal to its number of letters. The length of a word u is denoted by juj, while juj a denotes the number of occurrences of the letter a in u. The mirror image of a word u is denoted byũ.
For a word u 2 , we denote by alph(u) the alphabet of u that is de ned by: alph(u) = fa 2 = juj a 6 = 0g. The set of all factors of u is denoted by Fac(u) and is de ned by:
Fac(u) = fw 2 = 9v; v 0 2 such that vwv 0 = ug:
The set of all factors of length n, for n 0, of a word u is denoted by Fac n (u) and corresponds to Fac(u) \ n .
A language over is a subset of . The classes of regular, deterministic context-sensitive, context-sensitive and recursively enumerable languages over are denoted respectively by Rec( ), CS d ( ), CS( ) and r:e:( ).
Transductions
Now we give some basic de nitions about transductions. A transduction is a subset of X Y where X and Y are two nite alphabets. For a word u, the set of images of u by a transduction is denoted by u and is de ned by:
This de nition is extended in a canonical way to languages. When we describe applications of several transductions, it is convenient to use the notation u 7 ?! v when v 2 u .
For a transduction , the domain of , denoted by Dom , is the set of all words which have an image by . The set of images of , denoted by Im , is the language of words which have an antecedent by . Dom = fu = 9v such that (u; v) 2 g; Im = fv = 9u such that (u; v) 2 g:
The inverse of a transduction is the transduction whose couples are the permutation of rst and second components of the couples belonging to . It is denoted by ?1 = f(v; u) = (u; v) 2 g.
The set of transductions has a structure semigroup according to the composition operation:
De nition 2.1 Let and be two transductions. The composition of and is the transduction de ned by: = f(u; w) = 9v such that (u; v) 2 ^(v; w) 2 g:
A transduction from X into Y is rational if and only if it is a rational part of the monoid X Y (with the classical concatenation product which is de ned by (x; y):(x 0 ; y 0 ) = (xx 0 ; yy 0 )). It is the class of transductions which can be realized by a nite transducer | that is a nite automaton where edges are labeled by an input and an output word.
Formally, a nite transducer T is a 6-uple (X; Y; Q; ; I; F) where X is a nite alphabet called the input alphabet, Y is a nite alphabet called the output alphabet, Q is a nite set of states, is the nite transition function from Q X into the parts of Q Y , I is the set of initial states included in Q and F is the set of nal states included in Q.
The transition function is extended to Q X in its entirety. For each state q, we force (q; ") to contain (q; "). If (q; x) 3 (q 0 ; y) and (q 0 ; x 0 ) 3 (q 00 ; y 0 ) then (q; xx 0 ) contains (q 00 ; yy 0 ). For a given word u 2 X , we say that u is transformed in v 2 Y if there exist an initial state q i 2 I and a nal state q f 2 F such that (q f ; v) 2 (q i ; u). The transduction associated with T is de ned by:
The next theorem presents well-known closure properties of the family of rational transductions (see 2] for detailed proofs of these properties).
Theorem 2.2 The class of rational transductions is closed under union, composition and inverse.
We say that a transduction is functional if for each word u in Dom , u contains exactly one word. When we deal with a function we will write u = v instead of u = fvg. More precisions and de nitions about functions will be given in Section 8.
A transduction is length-preserving (l.p. for short) if and only if for each couple (u; v) 2 we have juj = jvj. In the remainder of the paper, we consider only length-preserving transductions. The class of all length-preserving rational transductions is denoted by T and the class of length-preserving rational functions is denoted by F.
Despite to the fact that the class of rational transductions is not closed under intersection, the intersection of two length-preserving rational transductions is a length-preserving rational transduction.
A morphism ' is a rational function that satis es the conditions "h = " and (uv)h = (uh)(vh) for every words u; v. Hence, the morphism ' is completely de ned by the values a' of the letters a 2 alph(Dom ' ). The morphism ' is called strictly alphabetic, or letter-to-letter, if for each a 2 alph(Dom ' ) we have ja'j = 1. The family of letter-to-letter morphisms is denoted by H.
In our proofs, we shall use several particular kinds of morphisms. For an arbitrary alphabet A, the identity over A is denoted by I A | notice that I A = f(u; u) = u 2 A g is equivalent to the intersection with A which is denoted by (\A ). When we consider an alphabet which is the cartesian product of n alphabets, = X 1 X 2 : : :X n (with n 1), the morphism i , with 1 i n, is the projection onto the ith component. Let us start with a simple example to explain the use of iterated length-preserving rational transductions. Let X be an arbitrary alphabet. We consider the function f which associates the mirror image with each word of X : 8w 2 X , wf = e w. Although this function is not rational, i.e. cannot be realized by a nite transducer, we show that f can be obtained by composition of rational functions and iterated length-preserving rational functions.
Let be the alphabet X _ X containing non-marked and marked letters of X. We de ne a rational function from into : for every word w = auv with a 2 X, u 2 X and v 2 _ X , we have w = u_ av; the image of the empty word is the empty word, " = ", and the transduction is unde ned in other cases.
For instance, the successive applications of on a word over X of length seven are: The dividend is stored in the register A while the divisor is stored in the register B. The sequencer initializes the computation by sending the reset signal which sets the counter, register C, to 0 and sets the carry, signal c of the component SUB, to zero.
Each clock cycle, the divisor B is subtracted to the dividend A, the result is stored in the register A and the counter is increased of one. These operations are repeated until the carry is set to 1. When the carry takes the value one, it means that the dividend was smaller than the divisor and that we have made an extra subtraction. Then it su ces to decrease the counter to obtain the quotient. Notice that it is \cheaper in time" to wait the carry than to compare A and B before each subtraction. Figure 1 : A simple implementation of 8-bit integer division a given word u 2 A , we denote byû the integer represented by u | for convenience, we state that the heaver bit is on the right of the word, hence 1011 represents the integer 13, but the other case can be treated similarly. We also consider that the empty word represents 0.
For now, we de ne the transduction we want to build with l.p. rational transductions. The input words are over the alphabet A A coding the two integers we want to treat:
We use the naive algorithm which consists to subtract the divisor to the dividend until the dividend is smaller than the divisor and to count the number of subtractions needed to yield to this inequality. This method is commonly used, with a little variant, in VLSI to implement the integer division (see Figure 1 ). It is well known that the subtraction of two integers can be realized by a nite transduction. In order to iterate subtractions we need to keep the divisor and to obtain the result of the subtraction in place of the dividend. Moreover we need to increase a counter we code in the third component of the input word. We consider the transduction de ned by:
The Figure 2 gives a nite transducer which realizes a simple subtraction. It is easy to construct a nite transducer for . Let us note that in the construction, if in a given word u 2 (A A A) , the dividend ( d u 1 ) is strictly smaller than the divisor ( d u 2 ) then u has no image by . To initialize the iteration, we use the rational transduction which simply puts a third component which is the counter initialized to 0:
Now, we know how to initialize the computation and to run the subtraction. To achieve the computation, we just need to extract the result. We use the rational transduction ' which compares the two rst components and output the third component when the dividend is smaller than the divisor:
The expected transduction can be expressed by using , and ':
Since the iteration operator + means at least one application of the iterated transduction, we need to add the identity over (A A A) to consider the case where the dividend is strictly smaller than the divisor. Example 3. Prime numbers. For now, we give a way to generate the set of prime numbers by using iteration of rational transductions. In the previous example, we have seen how to realize the division. A similar method allows us to build a transduction for the modulo. We denote by m the transduction corresponding to this operation: 
In order to test whether a given word u codes a prime number, we enumerate the words (of same length) which codes the numbers belonging to 2;û? 1] and we check thatû cannot be divided by these numbers.
We use m and the following length-preserving rational transductions:
The transduction is de ned by: The couple (1; 1) has to be added since the word 1 has no image by because we need at least two letters to code the integer 2. Notice that this restriction spares us to consider the case of the empty word.
The set of words over A which code prime numbers is then the image of A by the transduction . 4 The rational closure of length-preserving rational transductions
As already mentioned above, it is well known that the class of rational transductions is closed under union and composition. It is obvious that the iteration of a length-preserving rational transduction is not necessarily a rational transduction. To be convinced, it su ces to consider the transitive closure of a rewriting system like semi-commutations | see also the examples of Section 3.
De nition 4.1 The class Rat(T ) is the smallest family of transductions which contains T and is closed under union, composition and iteration.
For the sequel, we give several representation theorems for this class of transductions. We rst need a lemma which is useful in many proofs. We rename the alphabets: let be the alphabet alph(Dom 2 ) alph(Im 2 ) alph(Dom 3 ) and let be the alphabet de ned by = fa = a 2 g. Let h be the bijective morphism from into such that ah = a for every a 2 . If the domain and the image of the transduction are not disjoint, this proof does not work since we cannot prevent the application of 1 after 3 and, hence, to iterate the complete transduction. However, by renaming the alphabets, we deduce the next corollary from the previous one. In the next section we show that the iterated transduction of the Theorem 4.3 can be replaced by a transduction in a restricted class of length-preserving rational transductions named \one-step transductions".
One-step transductions and context-sensitive languages
The class of transductions we de ne is equivalent to the application of a rule of a nite rewriting system which contains only length-preserving rules.
De nition 5.1 Let X be a nite alphabet and let P be a nite subset of X X such that (u; v) 2 P ) juj = jvj. The one-step transduction associated with (X; P) is de ned by:
f(xuy; xvy) = x; y 2 X g:
The class of one-step transductions is denoted by O.
It is obvious that O is properly included in T . The following proposition states that we can use the iteration of a one-step transduction to characterize Rat(T ). Since the transduction is rational, it is realized by a transducer T = ( ; 0 ; Q; ; fq 0 g; F) with = alph(Dom ) and 0 = alph(Im ). Since is length-preserving, we can suppose that Dom Q and that for each (q; a) 2 Q , we have (q; a) Q 0 (see 5] p. 265).
The transduction 1 marks the rst and the last letters of each word of and places the initial state q 0 on the rst letter, whereas the remaining letters are unchanged. Formally, the transduction 1 is de ned by: 1 = f(aub; (q 0 ; _ a)ub) = a; b 2 ; u 2 g f(a; (q 0 ; _ a)) = a 2 g:
The next transduction, 2 simulates, by iteration, several computations of the transducer T. It is the one-step transduction associated with the couple (X Q X; P) where X is the alphabet containing letters of , 0 and these letters with the begin or end marks (or both), and P is the nite relation de ned by P = P 1 P 2 P 3 :
{ the set P 1 initializes in a non-deterministic way a new run of the transducer: Proof. First, we consider a language A over which does not contain the empty word. Since A is a context-sensitive language, it is generated by a lengthincreasing grammar G = ( ; V; P; S) where V is the set of variables, P the set of productions included in ( V ) ( V ) such that for every (u; v) 2 P we have jvj juj, and S is the axiom.
We build a one-step transduction associated with ( V f$g; Q), where $ is a new letter which does not belong to or V , and Q is the set of rewriting rules de ned by: Proof. Clearly, it su ces to show that the class of "-free context-sensitive languages is closed under iterated one-step transduction (Proposition 5.2). Let A 2 CS( ) be a "-free context-sensitive language and a one-step transduction associated with (X; Q). Since context-sensitive languages are closed under length-preserving rational transduction, the language B = A is a "-free context-sensitive language. This language is generated by a grammar G = (X; V; P; S) in Kuroda normal form 11]:
We construct a grammar G 0 = (X; V; P 0 ; S) where the set of productions is P increased by the rules of Q: P 0 = P Q. Since each rules in P have a left part in V and since each rules in Q concern only words over X, it is easy to see that L(G 0 ), the language generated by G 0 , is equal to A + . Moreover, G 0 is a length-increasing grammar, so A + is context-sensitive.
2
From these two lemmas, we can deduce the following result. The characterization of context-sensitive languages by one-step transductions allows us to show the next result which concerns context-sensitive transductions. 6 
Context-sensitive transductions
The purpose of this section is to establish a similar result for transductions of Rat(T ) to the one stated by the Nivat's theorem for rational transductions 20]. This theorem can be stated as follow. We force the morphisms to be non-erasing because without this restriction we obtain the class of \recursively enumerable transductions" which is the class of transductions (computations) which can be realized by a Turing Machine.
Indeed, let B 2 r:e: be a recursively enumerable language. We know that B is the image of a context-sensitive language A by a morphism (which can be erasing) 16]. Hence, the intersection with B can be realized with the intersection with A: (\B) = ?1 (\A) . Therefore, without the restriction we can obtain all \computable" transductions. But, it seems to be preferable to restrict our study to a less powerful class.
We can notice that this class does not contain the class of rational transductions (erasing morphisms do not belong to this class), but it corresponds to the extension of bifaithful rational transductions (see 3], and in particular Lemma 3.2 of 15] for more precisions).
Here, we are interested in the family of length-preserving context-sensitive transductions which is denoted by T CS .
In the case of length-preserving rational transductions, we can assure that h and g are two letter-to-letter morphisms (it is a result attributed to S. Eilenberg We can notice that the main point of the previous proof is that h is nonerasing. Hence, the result holds if the word a :a 0 is not the empty word for every letters a of . Although it is easy to see that it is not a necessary condition.
The main result of this section is the following equality.
Theorem 6.4 The classes Rat(T ) and T CS coincide.
In order to obtain this result, we prove separately each inclusion.
Lemma 6.5 T CS Rat(T ).
Proof. It is clear that it su ces to show that (\CS) T O + T . Hence, for a given context-sensitive language A 2 CS( ), we build three l.p. rational We can also de ne 1 as ?1 1 (\(R ? 1 2 )), hence it is clear that 1 is rational, the transduction 2 applies to the second component of words of ( X) :
It is easy to see that 2 is the one-step transduction associated with ( X; P 0 ) where: is equal to (\A). 2
The converse inclusion is deduced from the following lemma. We want to prove that this language is context-sensitive. Let 0 be the onestep transduction associated with (X X; P 0 ) where the set P 0 is equivalent to the application of a rule of P on the second component of a word over (X X): Let p be a picture. We denote by p(i; j) the letter which occurs at the ith line (from top) and jth column (from left). The projection by of p is a picture with the same size where the letter at a coordinate (x; y) is the image by of the letter p(x; y). The set lines(p) (respectively the set columns(p)) represents the set of all rows of p (taken as string) (resp. all columns of p taken as string from top to bottom).
According In reason of the strong links between recognizable and local string sets, it is easy to see that the recognizable string languages can always be replaced by local string languages.
For instance, the set of all squares over the alphabet = fag, denoted by L, is recognizable since it can be obtain by projection of the language K of all pictures over X = f0; 1g which contain an only 1 on each row and on each column. The language K can be de ned by using recognizable string languages: We denote by fr > (p) and fr ? (p) the words which appear at the top of p and the word which appears at the bottom of p, respectively.
With a picture language, we associate a transduction which is de ned as follow.
De nition 7.2 Let L be a picture language. The transduction associated with L is denoted by L and is de ned by:
The class of transductions associated with recognizable picture languages is denoted by T Rec(P L) .
The idea is to consider pictures as computations over the words which occur on the rst lines. We introduce this new family of transductions because we have the next result: Proposition 7.3 The class T Rec(P L) coincides with the class of transductions of Rat(T ) which do not contain the couple ("; ").
This proposition is deduced from Lemmas 7.5 and 7.6 but we rst need to a technical lemma.
Lemma 7.4 Let L be a recognizable picture language. There exists a recognizable picture language K containing no picture of height one such that L = K .
Proof. The language L is de ned with two recognizable string languages H and V over an alphabet X and a projection according to De nition 7.1. Let V 0 be the recognizable string language de ned by: Because L does not contain pictures with less than two rows, we can suppose that the language V does not contain words of length lesser than two. Then V , which is local, can be de ned by three sets B A, F A The set B corresponds to the set of authorized beginnings, E to the set of authorized endings and F to the set of authorized factors of length two. Moreover, since the words of V are longer than two, we have B \ E = ;.
We de ne X = B, Y = E and the transduction is de ned by: = (a 0 : : :a n ; b 0 : : :b n ) = a 0 : : :a n ; b 0 : : :b n 2 H 81 i n a i b i 2 F :
This transduction is rational since it can be de ned by a bimorphism (see Nivat's theorem recalled Theorem 6.1). We denote by R the regular string language de ned by: R = (a 0 ; b 0 ) : : :(a n ; b n ) 2 (A A) = a 0 : : :a n ; b 0 : : :b n 2 H 81 i n a i b i 2 F :
It is clear that = ?1 1 (\R) 2 .
For now we show that K = L 0 . Let p 2 A n;m be a picture belonging to K. Since X and Y are disjoint (B \ E = ;), we know that n 2. Hence, by equations (3), (5) and (7), we obtain 81 i m p(1; i) : : :p(n; i) 2 V: Combined with the equation (6) Lemma 7.6 Let 2 Rat(T ) be a transduction which does not contain the couple ("; "). It also belongs to T Rec(P L) .
Proof. Let be a transduction of Rat(T ) which does not contain the couple ("; "). According to Corollary 4.5, we know that = (\X ) + ' where X is a nite alphabet, ' a letter-to-letter morphism and a length-preserving rational transduction. We denote by Y and Z respectively the alphabets of the domain of ' and of the image of '. Let be the alphabet used in the iteration:
= alph(Dom Im ). We can suppose that X and Y are included in . We construct a recognizable picture language K such that K = . We use the alphabet A = ( ). First, we de ne a recognizable string language L which corresponds to one application of : L = fw 2 A = w 2 To achieve the proof, we just need to assure that the rst row contains only words over X and that the last row contains words over Y and to apply the morphism '. Let L and C be the recognizable string languages de ned by: L = X L Z ; C = XC 0 Y \ (fx(x; y) = x 2 X; y 2 gA ) \(A f(x; y)(y') = x 2 ; y 2 Y g):
The language K is de ned from L and C:
The result clearly holds since we have K = . 2 Using Corollary 5.5 and Proposition 7.3, we easily get a result concerning recognizable picture language theory 13].
Corollary 7.7 (Latteux Simplot 1997, 13 ]) The family of frontiers of recognizable picture languages is exactly the family of "-free context-sensitive languages.
In this corollary, \frontiers" means the \bottom lines" of the pictures. 8 Rational closure of length-preserving rational functions
We now turn to iterations of functions. Indeed, it is natural to wonder if we obtain another class if we take length-preserving rational functions instead of rational transductions. So we introduce the family Rat(F) and we show that it coincides with Rat(T ).
To use functions in place of transductions is a way to reduce the nondeterminism. When we use non-functional transductions, during the computation we have to choose one word in the possible images of the current word, but with functions we have no choice.
Although, it remains the non-determinism which occurs in the application of the functions. That why we also consider sub-sequential functions and deterministic rational functions.
In order to de ne these two families of functions, we need to introduce deterministic nite transducer. There exist several notion of determinism for transducer, here we use a natural de nition which means that at every step of the computation we have no choice to do. A rational function is subsequential if it can be realized by a deterministic transducer with an output function associated with nal states | the word given by this function is concatenated at the end of the output word (see 2] for more precisions). A rational function which is realized by a deterministic nite transducer is called deterministic rational function.
The class of all length-preserving subsequential functions is denoted by S, the class of all length-preserving deterministic rational functions is denoted by D and we have D S.
We can notice that for every l.p. deterministic rational function (and then l.p. subsequential functions) we cannot construct a letter-to-letter deterministic nite transducer (i.e. every transition is labeled with a letter as input and a letter as output) | for instance, consider the function which associates 101 k with 0 k+2 and 1 k+2 with 1 k+2 for k > 0.
The class of letter-to-letter deterministic rational functions, denoted by D ll is then a simplest class. In this class, when we read a letter we can output a letter with no choice. We have the following obvious inclusions H D ll D S F T : Our results concern the class D ll and are naturally extended to the other classes that contain this class and which are more classic.
The aim is then to show that the rational closure of D ll is equal to Rat(T ).
It su ces to show that Rat(D ll ) contains all l.p. rational transductions. The rst step is to show that inverse letter-to-letter morphisms are in Rat(D ll ). Proof. Let h be a letter-to-letter morphism from X into Y . The letters of X are denoted by f0; 1; : : :; kg. The idea is to enumerate all words over X with the same length than the input word and to compare their image by h with the input word. We de ne an order over X :
where lex is the classical lexicographic order. It is clear that is total over It is then easy to show the main result of this section. . the transduction can be de ned by using union, composition and iteration of letter-to-letter deterministic rational functions ( 2 Rat(D ll )), 7 . there exist four letter-to-letter deterministic rational functions 1 , 2 , 3 and 4 such that = 1 ( 2 + 3 )
These di erent characterizations of Rat(T ) give to this class a kind of robustness and allow us to show some closure properties. We already know that Rat(T ) is closed under union, composition, iteration and inverse. The following proposition states two additional closure properties which were not obvious with the de nition of the class. Proof. We use the proof of the Proposition 5.2. In this proof, we show that a transduction 2 Rat(T ) is equivalent to 1 + 2 3 where 1 marks the begin and the end letters, 2 is a one-step transduction and 3 is an intersection with a free monoid followed by an unmarking.
We just have to show that marking, intersection with a free monoid and unmarking can be realized by union, composition and di erence of one-step transductions.
It is obvious that the identity over the alphabet | in other words the intersection with | is the one-step transduction associated with the couple ( ; f"g). Let X (X X) be a l.p. rational transduction which marks the end letter of the input words: = f(wa; wa) = w 2 X ; a 2 Xg: Let and 0 be the one-step transductions associated respectively with (X X; P) and (X X; P 0 ) where P and P 0 are de ned by: P = f(a; a) = a 2 Xg; P 0 = f(ab; ab = a; b 2 Xg: The transduction is equivalent to (\X )( n 0 ). In the same way a transduction which marks the rst letter is realized by di erence on two one-step transduction.
It is obvious that the unmarking | where there is only one marked letter | can be realized by a one-step transduction. 2 
Conclusion
The class Rat(T ) is an interesting class of transductions which corresponds to length-preserving computations where the work space is bounded by the size of the input. Nevertheless, the computation cannot always be deterministic. If we show in Proposition 8.3 that we can use deterministic rational functions, but the iterated function is a union of two functions and then can be nondeterministic.
It is an open question to know whether or not this class, which corresponds to length-preserving context-sensitive transductions, is equal to l.p. deterministic context-sensitive transductions. This last class is studied in a paper in preparation 22] and shown to be equal to FF + F. We can notice that it is undecidable to know whether or not a given contextsensitive transduction is a rational transduction (since it is equivalent to test the recognizability of a context-sensitive language). But we can consider restricted classes of context-sensitive transductions. For instance iterated one-step transductions with only one rule have already been studied in 18] and the decidability of the rationality has been conjectured: Conjecture 10.1 (Lilin 91 18] ) Let be a one-step transduction associated with (X; P) where P = fu ! vg and u 6 = v. The transduction + is rational if and only if there do not exist words x; y; z 2 X such that u = xyz and v = zyx.
