Abstract-Psychological theories of emotion have often defined an emotion as simultaneous changes in several mental and bodily components. In addition, appraisal theories assume that an appraisal component elicits changes in the other emotion components (e.g., motivational, behavioural, experiential). Neither the componential definition of emotion nor appraisal theory have been systematically translated to paradigms for emotion induction, many of which rely on passive emotion induction without a clear theoretical framework. As a result, the observed emotions are often weak. This study explored the potential of virtual reality (VR) to evoke strong emotions in ecologically valid scenarios that fully engaged the mental and bodily components of the participant. Participants played several VR games and reported on their emotions. Multivariate analyses using hierarchical clustering and multilevel linear modelling showed that participants experienced intense, multi-componential emotions in VR. We identified joy and fear clusters of responses, each involving changes in appraisal, motivation, physiology, feeling, and regulation. Appraisal variables were found to be the most predictive for fear and joy intensities, compared to other emotion components, and were found to explain individual differences in VR scenarios, as predicted by appraisal theory. The results advocate upgraded methodologies for the induction and analysis of emotion processes.
INTRODUCTION
here is a broad consensus in psychology that an emotion episode involves changes in multiple mental and bodily components simultaneously [1] , [2] , [3] , [4] . Commonly cited components of emotion include a cognitive, a motivational, a physiological, a behavioural, an experiential (feeling), and a regulation component ( Figure 1 ). Their joint pattern of changes defines what is understood as an "emotional reaction", and it is believed that specific qualitative emotional states (e.g., joy, fear, anger) are characterized by a particular combination of changes in these components. A theory of emotion causation that has generally subscribed to the componential definition of emotion is appraisal theory [5] , [6] . This theory proposes that emotional reactions to a given situation are driven by cognitive evaluations (i.e., appraisals) about the personal importance of that situation. That is, a person must appraise how a situation affects their personal goals, desires, or beliefs in order to react emotionally to it. From a componential view, appraisal theorists identify the cognitive component as the primary driver of changes in the other emotion components. Following a certain appraisal-or combination of appraisals-it is assumed that the organism will prioritize certain actions (e.g., escaping from an appraised threat) and invest an effort in those actions through a coordination of mental and bodily changes [7] , [8] , [9] , [10] . Appraisal theorists have put forward concrete predictions about how appraisals can generate emotional episodes that are patterned across multiple components, including motivation [11] , [12] , [13] , [14] , [15] , physiology [16] , [17] , [18] , [19] , expression (e.g., [19] , [20] , [21] , [22] ), and feeling (e.g., [9] , [18] , [23] , [24] ).
Given the explicit causal hypothesis underpinning appraisal theory, one would expect this to be a popular basis for paradigms that induce emotions for scientific study. Surprisingly, this turns out to not be the case. In fact, many conventional paradigms for emotion induction appear to be lacking in proper theoretical justification entirely. This raises the concern that such paradigms may fail to induce strong and/or multi-componential emotions altogether, preventing emotion processes to be studied accurately. Studies that did base induction on appraisal theory have been mostly conducted within the field of appraisal theory research itself and although these paradigms are faithful to the theoretical framework, in practice the paradigms suffer from other restrictions that also cast doubt on their ability to induce strong emotions. We sought to ad-T Figure 1 . Emotion as a pattern of componential changes, triggered by appraisal, with feeling (dashed box) as an integrated awareness of other component changes. All boxes in black are considered as part of an emotion episode, with appraisal and regulation mediating the link between object/subject differences and emotional responding. dress these problems in the present study by combining appraisal theory with the medium of virtual reality (VR), showing empirically how VR can induce strong multicomponential emotions with theoretically justifiable scenarios that also allow the testing of hypotheses related to emotion theory. In the next sections, we first discuss the advantages and disadvantages of current emotion induction paradigms in more detail, and present virtual reality (VR) as a potential "best-of-all-worlds" solution to drawbacks in those paradigms. Following this, we outline the goals and hypotheses that we drew from appraisal theory and which informed our study and the use of VR. Finally, data are presented from a study in which participants experienced a number of immersive virtual reality scenarios. Integral to our approach was the use of integrated multivariate analyses, which allowed us to quantify emotional reactions in their intensity, their quality, and their pattern of componential changes.
Current Induction Paradigms
The study of emotion processes has involved the development of numerous paradigms for the induction of emotion. These paradigms can be broadly categorized according to whether they occur in the field or a laboratory, and whether the induction scenario is passive or active. In practice, passive scenarios (i.e., a person is passively confronted with an emotion-inducing stimulus) occur more often in the lab, whereas active scenarios (i.e., the person actively participates in the emotion-inducing scenario) occur more often in the field. By far the most popular paradigms for emotion induction involve passive emotion induction in the lab and include viewing pictures (e.g., International Affective Picture System (IAPS) database; [25] ), viewing emotional facial expressions, watching film clips, listening to music, reading emotional words, recalling a past emotion experience, or imagining an emotion episode (see [26] , [27] , for reviews). These paradigms have a number of appealing advantages, such as experimental control of stimulus presentation, standardization of viewing and measurement conditions, and elaborate measurement of emotion (e.g., multiple wired devices simultaneously) with minimal risk of interference.
However, passive paradigms for laboratory induction of emotion (e.g., pictures, videos, music) are difficult to connect to the assumptions made by componential emotion definitions and appraisal theory. Rather than presenting the subject with a scenario that can be appraised according to personal relevance and that can be acted upon by a meaningful choice of action, the subject is confronted with an isolated stimulus whose "affective quality" is expected to transfer to the passive observer (e.g., a fearful face induces fear). The underlying causal model appears to be one of "contagion", but this is not a widely held theory of emotion causation. Moreover, the presented stimuli are assumed to possess intrinsic affective qualities, whereas appraisal theories posit that such qualities are irrelevant compared to how the stimulus is appraised. Finally, due to the passive nature of the task, the meaning of important emotion components is rendered ambiguous or inappropriate, such as motivations (e.g., action tendencies) and behaviours. It does not make sense to run away or avoid a picture of a spider on a lab computer, whereas that behaviour might certainly be observed in a real-life encounter with a spider. In other words, there is a lack of ecological validity to presenting a stimulus that has an assumed intrinsic emotional quality, but is otherwise disconnected from its meaning in other components of emotion.
Emotional reactions that are elicited with classic induction paradigms are typically weak, in terms of their felt intensity (e.g., subjective fear intensity), their duration, and their componentiality (e.g., involving changes in all emotion components simultaneously). This drawback need not be problematic when the purpose of the emotion induction ultimately serves another object of study (e.g., inducing an emotional state to examine its impact on some cognitive or social task) but when the object of study is the emotion process itself this aspect is critical. Firstly, according to some emotion theorists, a state should not be considered as "emotional" until changes in all emotion components have been established [28] . Secondly, some emotion theorists have put forward hypotheses that involve all components of emotion simultaneously, such as componential synchronization (e.g., [18] , [29] , [30] , [31] ) or experiential integration [3] , [32] , [33] . Testing these hypotheses is prohibited in emotion induction paradigms that do not engage adequately all mental and bodily subsystems simultaneously.
Outside of passive laboratory paradigms, there have been some attempts at using more ecologically valid induction tasks. In appraisal theory research, studies have experimentally manipulated appraisal criteria in vignettes or video games, and observationally collected emotion data in naturalistic settings (see [28] , for a review of task formats). The advantage of such protocols is that they are based directly on the causal model of appraisal theory. Unfortunately, they face some practical restrictions. Experimental paradigms such as vignettes rely on self-report of an imagined rather than an experienced emotion episode. This lacks ecological validity and encourages the subject to access scripts and stereotypes when imagining and reporting on their emotion [34] , [35] . Video games involve the subject actively into the emotion-eliciting scenario but still separate the subject from the scenario by a screen and a game character or avatar, making it ambiguous to what extent the player at any time is an observer or participant in the game. Sometimes an emotional response belongs directly to the subject (e.g., a subjective feeling) but sometimes it is expressed through the avatar (e.g., avoidance behaviour). Observational paradigms such as field studies (e.g., [36] , [37] , [38] , [39] ) boast ecological validity but often lack the appropriate scientific control for reliable induction of emotion, can be impractical, or limit the comprehensive measurement (e.g., physiological changes).
Ideally, a good paradigm for emotion induction would place the subject in a live scenario that can be manipulated according to their appraised concerns, that engages all mental and bodily subsystems meaningfully, and that can take place within the control of a standard lab environ-ment. An appealing medium that fits to these requirements is virtual reality (VR).
Virtual Reality Paradigms
VR environments allow researchers the simulation of scenarios that would be difficult to operationalize in the real field for technical (simultaneous multimodal recording of bodily activity) and/or ethical concerns (safety), such as driving simulation (e.g., for studying anger and aggressive behaviour), flight simulation (e.g., for studying phobias), height simulation, and crowd simulation (e.g., for stress induction). Unlike classic emotion induction paradigms, VR actively engages the whole mind and body to respond to the ongoing challenges. Unlike video games, VR does not separate the subject from the virtual world through a computer-interface and a game character-he or she is fully part of and immersed into that world [40] . Due to the aforementioned advantages, VR scenarios are generally expected to have a relatively high ecological and construct validity when compared to other methods for emotion induction.
VR is increasingly applied in affective science to the study (and treatment) of pathological emotion such as phobia (e.g., [41] , [42] ). In such studies, subjects are typically exposed to a scenario appraised as threatening (e.g., public speaking) with the aim of reducing phobic responses or anxiety by repeated exposure [43] , [44] , [45] , [46] , [47] , [48] , [49] . Other psychological studies that have used VR have attempted to explore the limits of bodily agency and control (e.g., [50] , [51] , [52] ), and the impact of norm violations in virtual social settings [53] , [54] , [55] , [56] , [57] . These studies have provided compelling evidence for the experience of intense and multicomponential emotions. However, the emotional reactions that are being induced in VR are rarely the object of study in and of themselves. Either these reactions are peripheral to the true object of study, or-in the case of VR exposure therapy-the primary goal is in fact to reduce these responses via therapy. No study so far has taken advantage of VR and an explicit emotion theoretical framework to study emotion processes on their own.
Current Study
The goal of the present study was to explore the potential of VR for the induction of intense and multi-componential emotions. To achieve this, participants in the study experienced a number of commercially available VR games that were chosen according to specific criteria. Following each game, we assessed by self-report to what extent the participant had experienced changes in several emotion components, including appraisal, physiology, motivation, feeling, and regulation. For all components, we measured both their intensity (i.e., numerical strength) and their quality (i.e., items assessing qualitative aspects of that component).
Our hypotheses for this study were derived both from componential definitions of emotion (H1 and H2) and from appraisal theory (H3, H4, and H5). Thus we expected the following:
1. H1. Subjects would experience intense responses in more than one component of emotion simultaneously 2. H2. These componential responses would cluster into qualitatively differentiated patterns (e.g., a fear pattern, a joy pattern) 3. H3. Appraisal variables would explain relatively more variation in qualitative feeling intensities than variables of other components 4. H4. Appraisal variables would account for game differences in qualitative feeling intensities 5. H5. Appraisal and regulation variables would account for subject differences in qualitative feeling intensities
With respect to H1 and H2, these hypotheses addressed the "strength" of the observed emotional responses, which we defined as intense (subjectively), qualitatively distinct, and multi-componential in its pattern of mental/bodily changes. With respect to H3, due to the strong link that is posited between appraisal criteria and all other components of emotional responding by appraisal theory, it is expected that appraisal should account for most-if not all-variation in that responding [28] . Studies comparing the predictive power of different components are currently scarce, but a cross-cultural study investigating the componential meaning of 24 emotion terms [1] found that the appraisal component alone was capable of discriminating 70% of the 24 terms reported across 35 cultures [58] . For the present study, we expected likewise that the appraisal component would explain more variation in emotional responding than the other components. With respect to H4 and H5, it is expected that individual differences in emotional responding are largely mediated by appraisal and regulation variables ( Figure 1 ). That is, two people each confronted with a different stimulus should nonetheless display the same pattern of emotional reactions, provided that they appraise the stimuli identically and regulate their reactions identically. Appraisal variables represent abstractions of the emotion-eliciting properties of stimuli, and are therefore more generalizing than any specific stimulus property (e.g., form, content), while regulation strategies represent directly how a person chooses to deal with an ongoing emotion, and are therefore more generalizing than specific subject characteristics (e.g., age, gender, personality). Although appraisal is expected to account for both stimulus and subject differences in emotional responding, it should primarily account for the former (H4). Regulation is expected to account exclusively for the latter (H5). For the current study, we wished to establish the generalizability of the emotions induced in VR , that is, as not being determined by idiosyncratic game or subject aspects but by appraisal and regulation.
In order to test these hypotheses, we used a combination of unsupervised and supervised methods of data analysis. The unsupervised analyses were aimed at detecting and profiling multi-componential patterns of emotional responding, whereas the supervised analyses were aimed at testing explicitly the appraisal-related research hypotheses. For the latter, we used multilevel linear modelling with random effects accounting simultaneously for within-subject and within-stimulus correlation.
METHOD

Participants
In total, 53 subjects (27 women) participated in the study, aged between 18 and 41 years old (mean age 28.7). Thirty-three subjects were employees of the campus and participated voluntarily without remuneration. The remaining subjects were students recruited on the campus by word of mouth and received CHF 15 for participating. All subjects were healthy adults with no current or past affective disorders such as phobia. Twenty-seven subjects indicated that they had absolutely no prior experience with VR. The remaining subjects indicated to have a largely limited experience with VR (once or twice).
A session for one subject lasted between 40 to 60 minutes, with the subject playing between 1 and 6 games (on average 3.8 games). This resulted in a total of 202 observations. However, in order to obtain a data set that was balanced across the seven selected VR games, we subsetted the data prior to analysis such that each game counted 22 observations, chosen completely at random. This reduced the total number of observations to 154 but resulted in only one subject to be completely removed.
VR Games
Seven virtual reality games were selected from the software that is commercially available on Vive's Steam platform (see Table 1 ). These seven games were selected from a larger pool of games, according to four criteria:
1. Emotional clarity: Games had to elicit one-or two at the most-dominant emotions that were connected to the gameplay task. We excluded games with emotionally ambiguous content, or that elicited mixtures of many emotions, or that elicited complex social emotions. 2. Duration: Games could not exceed 10 minutes of gameplay. Although we were not able to balance our selection completely by duration, the average duration across all games was relatively short (5 min). 3. Simple gameplay: Games could not have complex game controls, cognitively demanding puzzles, physically demanding tasks (e.g., dancing), elaborate storytelling, or extended menus to navigate. 4. Valence balance: The selected games had to cover a reasonably balanced spectrum of positive and negative emotions to elicit. Of the seven games, one was somewhat neutral (Tilt Brush), three elicited positive emotions (Whale Encounter, Fruit Ninja, Longbow; interest, amusement joy) and three elicited negative emotions (The Brookhaven Experiment, Richie's Plank Experience, Zero G; anxiety, fear, disgust)
Using these four main criteria for selection resulted in the list of games presented in Table 1 . These seven 
Questionnaire
In order to measure emotional responses to the selected VR games, we developed a questionnaire consisting of three different psychometric scales, 1) a questionnaire for evaluating componential emotions with conventional Likert items, 2) a circumplex diagram for feeling self-report in qualitative categories (Geneva Emotion Wheel; [60] ), and 3) a manikin for topographical self-report of feeling [61] , [62] . The componential emotion questionnaire was adapted from the coreGRID questionnaire based on the GRID questionnaire for componential assessment of emotion terms [1] . Eighteen items were drawn directly from the coreGRID: 6 physiology items (e. 
. did you feel good?").
To these items we added 14 appraisal items (some of which were adapted from the coreGRID; e.g., "I thought that some events... were more pleasant than expected"), and 4 regulation items (e.g., "I tried to control negative emotions by... looking away from intense imagery/situations"). The full list of items can be found in Table  2 . All items were evaluated on a 7-point likert scale range from and asked to which a given statement was applicable, from 1 ("Not at all"), over 4 ("Moderately") to 7 ("Very much").
The circumplex diagram for assessing qualitative categories of feeling consisted of the Geneva Emotion Wheel ( [60] ; Appendix A, Figure S1 ]. In this wheel, 20 categories of feeling are arranged in a circle, with intensity bubbles (0 through 5) extending from the center of the wheel to the corresponding emotion category. In addition, the center of the wheel contains an option to check "none", when no particular emotion was felt, and "other", when an emotion was felt not included in the list of 20. When rating an emotion with the GEW, the subject is simply asked to check any categories that applied to the emotion episode and to indicate their felt intensity, with the square marker corresponding to 0 intensity.
The manikin for topographical self-report consisted of a line drawing of a featureless human body (no gender or race indicated; Appendix A, Figure S2 ), both from the front and from the back. When rating the location of their feeling with this manikin, the subject is asked to indicate where on the body they had felt their emotion most strongly. Positive feelings are marked by a blue pen, while negative feelings are marked by a red pen. This rating tool was allowed us to map in finer detail the feeling component of emotion, by not just investigating quality and intensity, but also its sensed location in the body (see [61] , [62] , for a similar approach). This was particularly relevant for some of the fear-eliciting games that were selected for the study (e.g., virtual height challenge), and which can be associated with strongly localized sensations in the legs, knees, or hands.
Procedure
Participants entered the VR room and were asked to read, agree to, and sign the informed consent form. Afterwards, the experimenter re-emphasized that the study could be stopped by the subject at any moment (e.g., when the subject felt dizzy, motion-sick, or otherwise found the experience emotionally upsetting). Next, the experimenter briefly interviewed the subject about their prior VR experience, and then proceeded to explain how to use the HTC Vive. The subjects were informed that they would be wearing a head-mounted display (HMD) that would provide stereoscopic visual input, and that there would be sound via headphones. Their movements in virtual reality would be tracked continuously with two optical trackers that were shown in opposite corners of each room. It was emphasized that these two trackers would not videotape the subject. When this was clear, the experimenter explained the HTC Vive controllers and their primary buttons. When this was clear, the participant put on the HTC Vive HMD and adjusted the straps for comfort. They were given the two controllers and the headphones. Standard visual input during this setup consisted of the HTC Vive initial setup space (black grid with a generic mountain backdrop). The subjects were first asked to perform simple tasks such as looking around and inspecting the virtual controllers. Next, they were asked to move forward slowly until a green grid appeared to them. When this happened, the subjects were told to stop moving and it was explained that this grid functioned as the HTC Vive's warning boundary, cautioning to VR users when they reach the edge of the physical play space. The subject was warned to never cross this boundary, lest the trackers would lose the headset or the subject would hit a wall or object. When this was clear, the experimenter verified if they were ready to continue with the first game.
The first game that subjects played was always WHALE. This game was chosen as an introduction due to its relative passivity and simplicity, while nonetheless providing the player with a vivid first impression of virtual reality (the encountered whale). After the subject finished the WHALE game, the controllers were taken back, the headphones removed, and the HMD taken off. The subject was then presented with the emotion questionnaire and asked to rate the emotions they had experienced during the game.
When finished, the subject proceeded to the next game, which was chosen randomly from the remaining game pool. This procedure-a game followed by a questionnaire-was repeated until the hour of the session was completed.
At the end of the session, the subject was informally interviewed about their experiences and debriefed about the study goals when inquired. Finally, if remunerated, the subject was paid CHF 15 for their participation and thanked.
Data Analysis
Data analysis consisted of three parts, 1) descriptive analysis of GEW ratings and feeling items, 2) unsupervised detection of componential emotion patterns among all self-report items, 3) supervised modelling of qualitative GEW feelings with the other componential items as predictors.
For the descriptive analysis, we looked at ratings of the GEW and the five feeling items in order to assess, in general, the intensity of emotion that was induced by VR, as well as the level of immersion. For the unsupervised data analysis, the full data set of self-report items was submitted to a hierarchical clustering analysis, both rowand column-wise. For the column-wise clustering, we sought to detect similarities between self-report items across the participant experiences (e.g., does fear intensity cluster together with physiological arousal items?). This was a general step to evaluate whether there existed clusters containing emotion responses from more than one emotion component simultaneously, rather than clusters containing only responses of one component at a time (e.g., a physiology cluster). For the row-wise clustering, we sought to detect similarities between participants across profiles of emotional reactions (e.g., is there a distinct fear pattern of responses among participants?). For the latter clustering, we wished to investigate not only whether there were multi-componential patterns of emotional reactions (H1 and H2 of our research hypotheses), but whether these patterns were general, rather than clustering only to individual VR games (e.g., a ZEROG cluster). To verify this, we cross-tabulated the optimal cluster solution against the VR games in our data set. Prior to clustering, we partialed out the "subject effect" in the data by extracting residuals from a multivariate regression that used self-report items as responses and the subject factor as predictor. This we did to remove dependencies between observations belonging to the same participant. 1 For the hierarchical clustering, we used an agglomerative nesting algorithm using Ward's method for merging of clusters.
For the supervised data analysis, we modelled standardized intensities of individual emotion categoriesobtained with the GEW-as a function of standardized componential items. Associations between componential items and selected GEW intensities were modelled first in a bivariate manner (e.g., hand perspiration predicting fear intensity), and then in a multivariate manner (e.g., more than one predictor for fear intensity in the model). The former was aimed at identifying patterns of multicomponential responses to VR scenarios, and thus served as a confirmatory analysis for the clustering part (H2). The latter was aimed at testing our appraisal theory hypotheses (H3-H5) and at finding the best predictive model for each selected GEW intensity. For the bivariate analyses we ran 20 × 53 separate multilevel linear models on the unresidualized data, with selected GEW intensities as separate dependent variables and componential items (see Table 2 ) as separate independent variables. In order to account for non-independence of repeated responses both within subjects and VR games we included crossed random intercepts for these two effects into the multilevel linear models. Significance of associations was evaluated by a t-test on each regression coefficient, using Satterthwaite's approximation for the degrees of freedom for random effects models (see [63] ). Due to the large number of statistical tests, we opted to set the significance level at a conservative value of α = 0.0001. This is equivalent to a Bonferroni correction for 500 independent tests, with the actual number of tests for this analysis at 1060.
For the multivariate analyses, we focused only on modelling those GEW intensities that were found to be involved in meaningful data patterns during the clustering part, and were found to be associated with a fully multicomponential 2 pattern of emotional responding in the bivariate supervised modelling. Again using multilevel linear models, we first tested the relative importance of emotion components (H3) by fitting and comparing models for each selected GEW intensity that contained predictor variables of only one emotion component at a time (e.g., fear intensity predicted only by appraisal, only by physiology, etc.). We then compared these models in terms of marginal R 2 , conditional R 2 , and the Akaike Informartion Criterion (AIC). The R 2 indices differ according to whether proportion of variance explained is conditioned upon the random effects present in the model (conditional R 2 ), or collapsed across random effects (marginal R 2 ), which can sometimes yield different results [64] , [65] . In addition, because the number of variables per emotion component was unequal, we also considered mean marginal and conditional R 2 per model. AIC, finally, is an approximately unbiased measure of a model's generalization capacity and penalizes models for redundant parameters. Due to the latter property, adjusting manually for the number of variables per component is not necessary for AIC comparison. After fitting and comparing models by emotion component, we conducted a stepwise multilevel model selection for each selected GEW intensity to find the best subset of predictor variables across all components, adding predictive componential items in a forward manner by minimizing AIC. Stepwise model building was terminated when AIC stopped decreasing by a value larger than 2, which is considered a conventional threshold for determining variable relevance [66] , [67] . Once again, for all these multilevel models, a random intercept was included to account for both repeated sub- 2 At least one significant association with each emotion component under study.
ject and repeated VR game dependence.
For testing whether individual/game differences in emotional responses were explained by differences in appraisal and regulation (H4 and H5), we evaluated the need for the random subject and random VR game intercepts in the fitted appraisal component and regulation component models for each selected GEW intensity. Note that, in a multilevel model, random variables can be considered as latent predictors of individual differences. For example, a random subject intercept allows that repeated measures from the same subject deviate from the population response by a constant value (i.e., each subject has its own intercept). From an explanatory point of view, such variables act as "blind guesses" as to what is causing non-independence among repeated measurements (e.g., within-subject correlation). However, their inclusion should no longer be necessary-or less-when the true causes of the non-independence are included in the model (e.g., appraisal information). Therefore, we expected that a random game intercept would become redundant in a model that included appraisal criteria as predictors, and that a random subject intercept would become redundant in a model that included appraisal criteria and regulation strategies as predictors. We tested redundancy by comparing random effects structures using AIC as a criterion, again considering decreases in AIC smaller than 2 (or negative) to be evidence against adding parameters. We did not use conventional significance testing for this analysis due to the complications of testing whether a random effects parameter is significantly different from zero [see 63].
All analyses were conducted using the R statistical software, version 3.3.3 [68] . For hierarchical clustering, we used the package "cluster" [69] . For multilevel linear modelling, we used the packages "lme4" [70] and "lmerTest" [71] . Model comparisons involving fixed effects used maximum likelihood (ML) estimation for parameter estimates, while model comparisons involving random effects used restricted maximum likelihood (REML) estimation [63] .
RESULTS
Prior to the analyses, the data were pre-processed. All ratings of the self-report questionnaire were subtracted by 1, such that the "not at all" category corresponded to a numerical value of 0. Next, missing values were replaced by 0 values, which accounted for only 2% of all the data. This we did to avoid case-wise deletion of entire observations due to having just 1 missing value. Zero imputation was favoured due to being conservative.
Descriptives
Average VR immersion was rated 4.84 (on a 0-6 scale), indicating higher than moderate immersion. No significant differences in average immersion were found for the 7 VR games, F(6,147) = 1.79, p = 0.1051. Average intensity ratings (on a 0-5 scale) for each VR game on the 20 qualitative emotion categories of the GEW are given in Table 3 . Across all games, interest, amusement, joy, and pleasure were rated the highest in intensity, pointing to a general experience of VR being pleasant-even when scary. For other emotions, average intensity depended more strongly on the type of game, with high fear intensity for ZOMBIES and PLANK, and high admiration intensity for WHALE. Finally, many negative emotions received low intensity ratings across all VR games, such as guilt, contempt, compassion, and sadness. At least for this selection of VR games, it appeared that these emotions were largely found to be not applicable. In general, however, the VR games elicited always at least one fairly intense emotion, with no participant among the 53 ever choosing the "no emotion" option of the GEW.
Unsupervised Modelling
First we conducted a hierarchical clustering on the set of questionnaire items (i.e., column-wise clustering of the data). For this we used data that was residualized by removing baseline subject differences (see method). Results of the hierarchical clustering on questionnaire items are depicted as a dendrogram in Figure 2 . From this dendrogram, we found visual evidence for four major clusters of items. The bottom cluster we considered an empty cluster (36 items), in that it grouped items with either low variance or many 0 values, such as the "no emotion" and "other emotion" options of the GEW, which were never rated with a non-zero value. The qualitative emotion categories that were found not-applicable to describe experiences to our selection of VR games (see Table 3 ) also showed up in this cluster. Finally, the empty cluster also contained all of the bodily location items, indicating that these measurements either lacked applicability in the experienced VR games, or were not well differentiated in terms of other emotional responses.
The remaining three clusters did point to patterns of emotional reactions that were multi-componential. From top to bottom (Figure 2 ), we identified a fear cluster (18 items), a joy cluster (15 items), and a gaming cluster (6 items). The gaming cluster consisted of emotional reactions related to achieving and succeeding game objectives, such as appraisals of urgency, goal advancement, and self-control, an action tendency to vent negative emotion, and regulation strategies that focused on game objectives and reappraisal through humor. We did not consider this cluster as truly emotional, however, since it lacked physiological and feeling items, and did not seem structured around a qualitative emotion category. The remaining two clusters did manifest this type of structure. The fear cluster clearly contained a multi-componential pattern of emotion responses, including appraisals of danger, unpleasantness, unexpectedness, game-control, and worse-than-expected unpleasantness, action tendencies to escape or even stop the VR experience, all reactions related to physiological arousal (e.g., sweating, breathing), regulation strategies for ignoring intense imagery and reappraising the reality of the VR, and finally feelings of disorientation, relief, and fear. Although it would seem that the physiological questionnaire items clustered in one group, stomach queasiness and weak limbs were somewhat distinct from breathing, hear rate, muscle and perspiration changes, with the latter potentially also occurring due to physical exertion. The joy cluster also contained a multi-componential pattern of emotion responses, including appraisals of pleasantness and better-than-expected pleasantness, action tendencies to stay immersed in VR (e.g., absorb, repeat, explore), and numerous positively valenced feelings (e.g., joy, amusement, pleasure). 
Values higher than 3 have been highlighted in bold.
Second we conducted a hierarchical clustering on the set of response profiles per subject (i.e., row-wise clustering), using again the subject-residualized data. The resulting dendrogram pointed visually to four well-differentiated clusters across all VR experiences. In order to investigate whether these clusters were connected to individual VR games or were more general, we cross-tabulated these cluster membership against the VR games (Table 4 ). This table suggested that emotional reaction patterns generalized across games, with clusters containing subject experiences from more than one VR game together. Experiences with fear-inducing games (ZOMBIES, PLANK, ZEROG) tended to group together strongly in the first and second clusters, while experiences with the more physically oriented games (ZOMBIES, NINJA, LONGBOW) appeared in the third cluster. The fourth cluster primarily captured experi- ences with the BRUSH game, but also contained a substantial amount of experiences with the WHALE game.
Average VR immersion was rated 4.84 (on a 0-6 scale), indicating higher than moderate immersion.
In order to examine the contents of these four clusters, we averaged emotion ratings of all questionnaire items within each cluster and ranked them from highest to lowest. Figure 3 depicts the five highest and five lowest such ratings for each cluster. These results indicated that-as expected-both clusters 1 and 2 represented fear patterns, although cluster 2 seemed to contain the most intense and negative fear, as indicated, e.g., by high appraisal of danger, high fear intensity, and high unpleasantness. For cluster 1, the patterns suggested a weaker, more benign version of fear, in the sense of anxiety or even thrill-seeking, as indicated by the highest rated item in this cluster, the action tendency to explore. Cluster 3 pointed to a gaming cluster, as indicated by high physiological ratings, focus on self-control and achievement of game objectives, and high appraisal of urgency of the situation. As noted, this cluster captured almost exclusively the competitive game types in our VR game selection (ZOMBIES, NINJA, LONGBOW). Cluster 4 pointed to a general pleasantness or relaxation cluster, high feelings of pleasure and control, versus low ratings of danger, urgency, game focus, and unpleasantness. This cluster captured most of the experiences associated with the BRUSH game, which did not present the subject with game objectives or any challenging stimuli. Instead subjects were free to explore and express their creativity.
The mixture of games in each cluster confirmed that these clusters were more general than just reflecting one specific game experience (Table 4) , whereas the emotional ratings in each cluster supported that these clusters captured multi-componential emotion patterns (Figure 3 ), and were therefore more general than just singlecomponent patterns (e.g., a pure physiology cluster).
Supervised Modelling
First we conducted a bivariate analysis of association between component items and GEW intensities, in order to confirm the patterns revealed by the unsupervised data analysis, and investigate further the componential hypothesis (H2). Since the cluster analysis indicated that the items relating to bodily feeling location were either low in variance or irrelevant, we excluded these items from all subsequent analyses. Results of the bivariate analysis suggested that fear, joy, and pleasure intensity were associated with the most highly "patterned" component information, with 12, 7, and 6 significantly associated items, respectively (Table 5 , bivariate results). Moreover, these items were spread across different emotion components, indicating that the patterns were genuinely multicomponential. For the remaining GEW intensities (e.g., relief, guilt, anger), the number of significantly associated component items numbered between 0 and 3, at the most, with no pattern spread across components like fear, joy, or pleasure. If these emotions were felt at all during the VR games, they were not associated with a multicomponential pattern of responses. The full table of coefficients and significance tests for the pairwise analysis is provided in the Supplementary Material, Table S1 . Both the unsupervised analysis and the bivariate supervised analysis identified fear, pleasure, and joy as involving a broad pattern of component responses. For subsequent multivariate supervised analyses, we decided to focus exclusively on multilevel modelling of fear and joy intensity. Pleasure intensity was excluded from these analyses due to being extremely highly correlated with the bivariate componential effect pattern of joy (r = 0.97). To test our hypothesis regarding component importance (H3), we fitted multilevel models to fear and joy intensity, using predictor variables of only one emotion component at a time. Results of the analysis are presented in Table 6 . For fear intensity, the appraisal model achieved the lowest AIC value among component models, as well as the highest marginal and conditional R 2 , with 61.3% and 64.4% proportion of variance explained, respectively. When adjusting R 2 for the number of predictors, however, a slightly different picture emerged, with the regulation model achieving better mean marginal and conditional R 2 ,
6.4% and 13.5%, respectively. For joy intensity, the appraisal model achieved the lowest AIC value among component models, as well as the highest marginal and conditional R 2 , with 25.7% and 66.3% proportion of variance explained, respectively. When adjusting R 2 for the number of predictors, again a different picture emerged, with the feeling model achieving better mean marginal and conditional R 2 , 4.0% and 11.1%, respectively. A best-subset selection across all components by forward stepwise modelling resulted in a model for fear intensity with 9 predictor variables ( Table 5 , multivariate results). Many of these overlapped with items identified as significant in the bivariate analysis, with appraisal of danger as the most important predictor in both analyses. Significant items from the bivariate analysis that disappeared in the multivariate model likely point to redundant correlates of more predictive items, such as the physiology items. Two items appeared as meaningful in the multivariate analysis (appraisal of goal advancement, feeling Regulation (4) energetic) that were not identified in the bivariate analysis, suggesting the possibility of a suppression effect. Note, however, that these two modelling strategies used different criteria to evaluate the relevance of the items (significance testing versus AIC minimization). For joy intensity, a best-subset selection resulted in a model with only 3 predictor variables (Table 5 , multivariate results), far fewer than the number of statistically significant bivariate associations. For both analyses, appraisal of pleasantness showed the strongest effect on joy intensity. Interestingly, as with fear intensity, appraisal of goal advancement was relevant only after controlling for other appraisal items.
Finally, in order to test our hypotheses of game and individual differences (H4 and H5) in these data, we evaluated whether the inclusion of random effects for subjects and games improved model fit after adjustment for appraisal and regulation items. To do this, we compared four random effects structures, which were (i) no random effects, (ii) a random intercept for subjects, (iii) a random intercept for games, and (iv) random intercepts for subjects and games. These structures were compared for five models, (1) an intercept-only model, (2) an appraisal-only model, (3) a regulation-only model, and (4) an appraisalregulation model. We used AIC as a criterion for model comparison, considering differences larger than 2 to be meaningful. Results painted a different picture for the models of fear versus joy intensity (Table 7) . For fear, the fixed intercept-only model suggested that random differences between games (corresponding to within-game correlation) were far more substantial than random differences between subjects (corresponding to within-subject correlation), with AIC even increasing when a random subject intercept is added to the fixed intercept-only model. However, the best fitting model for fear is the one that includes both appraisal and regulation variables, and no random effects. This indicates that, contrary to our expectation, appraisal and regulation information primarily account for within-game correlation of fear responses, rather than within-subject correlation of fear responses. For joy, the fixed intercept-only model suggested that random differences between subjects in joy intensity were more substantial than random differences between games. This remained true even when adjusting for relevant appraisal variables. The appraisal-only model generally achieved lower AIC than other fixed effects structures, but still requires the random subject intercept to account for unexplained within-subject correlation.
DISCUSSION
In this study we investigated the potential for virtual reality (VR) to induce strong emotions, as expressed by their intensity, their comprehensiveness in affecting multiple mental and bodily components, and their qualitative differentiation in terms of these patterns. Our interest in this medium was guided by componential definitions of emotion and causal models of appraisal theory. Despite the importance of these concepts and models in emotion theory, they have not informed the development of classic paradigms for emotion induction, such as viewing pictures or videos, or listening to music. This has made it difficultor sometimes impossible-to induce intense and fully multi-componential emotions which, in turn, has hindered studies that wish to understand the emotion process, for example in the manner that its constituents unfold and interact over time. Virtual reality offers an ideal medium for this purpose in that it immerses the person completely into a custom environment and engages that person actively into the ongoing scenario. As the technical and graphical aspects of this technology continue to improve and become more realistic, VR is expected to become a fundamental tool for psychology research.
The present results supported our choice to use VR as an optimal medium for operationalizing emotion theoretical concepts for induction. Participants in the study experienced several immersive VR games and reported on their emotional experiences in a questionnaire. Analysis of the data was guided by five major hypotheses related to our expectations about the strength of the induced emotions and the role of the appraisal component in those emotions. Descriptive and cluster analyses supported the intensity and multi-componentiality of the induced emotions (H1 and H2). Although intensities for qualitative feeling categories-from the Geneva Emotion Wheel-were skewed toward positive emotions (e.g., joy, amusement, pleasure), participants also reported intense fear, and no participant reported experiencing no emotions. In general, it appeared that experiencing VR was pleasant for its own sake, even when the presented sce- nario was challenging or scary. This thrill-seeking aspect appeared to be both related to joy and fear in VR, as indicated by the row-wise clustering of participant experiences (e.g., Figure 3 , cluster 1). Multi-componentiality of emotional responding was evident in the column-wise clustering of componential questionnaire items, which revealed a fear and joy cluster, each characterized by a combination of physiological, motivational, appraisal, and feeling items. Although emotion theories often define emotions as consisting of such patterning across mental and bodily subsystems [1] , profiling these patterns has not been a systematic aspect of emotion measurement and research, especially when the chosen induction paradigms lacks a clear connection to components such as appraisal or motivation. The cluster analyses that we conducted suggest that a richer characterization of emotion can be obtained by combining a suitable induction method (VR) with comprehensive measurement. Moreover, our results indicated that the extracted clusters reflected general emotion patterns, not specific to either one particular component of emotion ( Figure 2 ) or to one particular game (Table 4) . Results of supervised multilevel modelling supported the patterning found in the clusters (H2), and also supported hypotheses relating to appraisal theory (H3, H4, H5). With respect to the importance of the appraisal component for explaining variation in emotional responding (H3), we found that appraisal variables were the most predictive for fear and joy intensity, in terms of marginal and conditional R 2 , as well as AIC. For fear intensity, proportion of variance explained reached as much as 61.3%. When adjusting R 2 for the number of predictor variables per component, appraisal proved to be somewhat less successful compared to the regulation (for fear) and feeling (for joy) components, although appraisal remained the most informative with regard to minimizing AIC. Appraisal variables also emerged as important predictors during the best-subset selection of multilevel modelling, with appraisal of danger and appraisal of pleasantness as the most predictive for fear and joy intensity, respectively ( Figure 5 ). The latter effect might appear to be somewhat trivial, since nothing is explained by stating joy correlates with appraising something as pleasant. However, the model for joy also included appraisal of goal advancement as an important predictor, suggesting that VR is not only enjoyed for its intrinsic fun but that achieving game goals is critical too. In general, the results supported the notion that appraisal variables explain substantial variance in emotional responding [58] .
We also investigated the role of appraisal and regulation in explaining inter-game and inter-individual differences in emotional responding. Emotion theories-such as appraisal theory-have proposed that such differences are primarily, if not completely, brought about by how the person appraises the emotion-eliciting stimulus, and how the person chooses to regulate the resulting emotion, rather than any specific stimulus or personality characteristic (Figure 1 ). Our multilevel approach allowed us to test this assumption by evaluating the need for latent individual difference variables (i.e., random effects) when appraisal and regulation information had already been accounted for (Table 6 ). For modelling fear intensity, random differences in VR games disappeared when controlling for appraisal and regulation variables but, contrary to expectation, no evidence was found for random differences among subjects in general. For modelling joy intensity, random differences among subjects were and remained substantial, even after controlling for appraisal and regulation variables, but no evidence was found for random differences in games in general. The lack of clarity for these data suggest that, while the multilevel model is a promising approach with regard to testing individual difference hypotheses in emotion, it should be addressed by a more systematic study and experimental design than was utilized for the current research.
Finally, the current results highlighted strength of using a combination of unsupervised and supervised statistical analyses for profiling emotional responding, the use of multilevel models for taking into account repeated measures correlation across multiple levels (subjects and games) and for testing individual difference hypotheses on emotion, and the use of non-inferential criteria such as AIC for deciding on the meaningfulness of data patterns.
A number of limitations to the present study should be acknowledged, firstly the fact that our study was observational. Our chosen set of VR games did not reflect a systematic manipulation of appraisal criteria. Although we advocate appraisal theory as a basis for emotion induction, we have not been able to directly test its causal role in this study. Customized VR programs should be ideally suited to this research, however, and should become a major focus for future appraisal studies. In a manner that is unprecedented, VR enables researchers to devise ecological scenarios with full environment control, without participants' separation by screens and avatars-as in video games-or the requirement to imagine stories-as in vignette paradigms, leading to superior emotion induction. A second limitation is that our study relied entirely on self-report, even for objectively measurable emotion components such as physiology. While objective physiological recordings would be desirable, there are currently technical challenges regarding the integration of wireless physiological measurements and the treatment of motion artefacts to allow participants' free motion in VR. Also, physiological recordings were not a requirement for this study, which focused on the reportable contents of consciousness associated with emotion, and how these contents were related in the overall subjective experience. In addition, an advantage of our questionnaire approach was that all data was measured on commensurable scales, facilitating data analysis. A third limitation is that some part of the induced emotions in this study may have reflected the novelty aspect of experiencing VR, that is, the excitement and thrill of being in VR. Indeed, the data showed high ratings for positive emotions regardless of game content and unsupervised analyses found evidence for a gaming cluster of emotional responses. At present, VR does not enjoy the mainstream familiarity of other immersive and narrative media such as books, films, or music. A majority of participants in this study experienced VR for the first time. In addition to the pure novelty factor, intrinsic pleasantness of VR was likely generated by the play aspects of some games (e.g., Fruit Ninja), or by the anticipation of "safe" scares offered by the fear-inducing games (e.g., Richie's Plank Experience), as would also be sought by people who enjoy horror movies. Even as VR's novelty is expected to wear off with time, the latter two elements might continue to complicate emotion measurement, and should be controlled for in standardized VR paradigms for emotion induction.
A final important limitation is that we did not explicitly compare VR to other paradigms of emotion induction. We chose not to do this directly for a number of reasons, (a) because such a comparison is inherently complicated by the fact that, as argued in the introduction, classic paradigms for emotion induction are largely incongruous with multi-componential definitions of emotion and appraisal theory, (b) the fact that there exists already much literature and data on classic paradigms that can be consulted for comparison, and (c) the fact that any systematic comparison between paradigms should-in our opiniondelve into exactly what makes these paradigms different (e.g., medium, presentation format, sensory complexity, narrative complexity). This suggests an ambitious research project that was beyond the scope of the current article but that should inform highly relevant future research
