Résumé. 2014 Abstract. 2014 We study generalizations of the Hopfield model for associative memory which contain interactions of R spins with one another and allow for different weights for input patterns. Using probabilistic considerations we show that stability criteria lead to capacities which increase like powers of NR-1. Investigating numerically the basins of attraction we find behaviour which agrees with theoretical expectations. We introduce the more stringent definition of « coverage-capacity » by requiring the whole phase-space to be covered by the basins of attraction of the input patterns. Even under these conditions we find large numbers of patterns which can be used to design an output spectrum by varying the input weights.
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The storage capacity of the model can be studied by testing the stability of the original patterns. We will employ a simple probabilistic approach to investigate this problem for R &#x3E; 2. As we will see it allows us to obtain in a straightforward manner results which were previously obtained using the replica symmetry method [6] . We will start with the case in which all weights are equal, e JL = 1, following a wellknown argumentation [9] , which relies on representing the action of the Hamiltonian H on some spin Si in terms of a local field h; . To leading order in N, this field is given by A stable solution to the serial dynamics of the system is one in which the spin aligns with the local field, Looking for the stability of a configuration of spins Si which coincides with the pattern 6 " we try to satisfy equation (8) It is clear from equation (10) that the natural choice of the maximal number of retrievable patterns should be represented as which coincides with the standard notation [2] for R = 2 where y = 1. a is determined by the requirement that the noise 8 does not reverse the sign of the signal in equation (9) and, therefore, equation (8) holds. The probability P that this will indeed be the Replacing y in equation (12) by this smaller factor we find that the corresponding capacities turn out to be bigger. We conclude that H' has a larger capacity than H, yet both follow the same functional behaviour.
The argument of exact retrieval was employed by Peretto and Niez [4] for finite values of N. Gardner, as well as Abbot and Arian [6] have used the thermodynamic limit and continued to consider imperfect retrieval by employing the replica symmetry approach. It is known in the usual case of R = 2 that requiring a finite overlap m instead of perfect retrieval (m =1 ) one ends up with finite a in the thermodynamic limit [2, 9] instead of the vanishing value of (14). This remains true [6] for R &#x3E; 2 and may be simply shown [7] by modifying equation (9) accordingly to represent the local field for the N (1 + m )/2 retrievable spins :
The main assumption of our probabilistic approach is that 5 continues to lead to the same results as before. In other words, in spite of the fact that the Si of the stable configuration are not identical with §i we assume that they are independent of the other 1, thus leading to equation (10) and (11) in the same way that 6 of equation (9) Equation (18) [10] we measure it numerically by starting with an arbitrary input pattern, inverting randomly its bits with probability d/N (where d denotes the Hamming distance) and choosing all the resulting spin-configurations which have overlaps bigger than with the original pattern. We let all these spinconfigurations flow into their fixed points and determine whether they fall in the neighbourhood of the original pattern. To get a feeling about the structure of the basins of attraction we ask foi the m value above which the probability of flowing into the original pattern is larger than 0.9. Clearly this value will change both with p, the number of input patterns, and with R, the power of the interaction.
The results for R = 3 and 4 are the data points shown in figure 4 .
It is quite evident from figure 4 that the basins of attraction widen considerably as the power of the interaction increases from 3 to 4, since lower m means larger Hamming distances over which the attraction of the input pattern is felt. Note however that for R = 4 there exists the global symmetry of spin-inversion, i.e. together with every pattern one finds also its inverse as a source of attraction. In the results displayed in this figure we took this doubling into account by using here p to denote all stable patterns. Using the theoretical considerations of equation (16) figure 5 we use M = 1 and P = 0.96. Figure 5 displays the coverage-capacity of the R = 3 and 4 models described by H of equation (3) in which all weights were assumed equal. Due figure 6 . All of them display a linear behaviour in x over the range 0 x 0.5 after which P2 becomes very small. Both this figure and table I lead to the conclusion that it is advisable to use moderate ratios of weights, preferably less than 2, in order to avoid running into low probabilities for the lower weights. 
