Abstract. We study local in time Strichartz estimates for the Schrödinger equation associated to long range perturbations of the flat Laplacian on the Euclidean space. We prove that in such a geometric situation, outside a large ball centered at the origin, the solutions of the Schrödinger equation enjoy the same Strichartz estimates as in the nonperturbed situation. The proof is based on the Isozaki-Kitada parametrix construction. If in addition the metric is nontrapping, we prove that the Strichartz estimates hold in the whole space.
Introduction. Let (M,
It is well known (see e.g. [18] ) that when (M, g) is the flat Euclidean space (i.e., Moreover (1.3) is global in time which means that one can replace [0, 1] in the left-hand side of (1.3) by R. In [4] , [9] one studies the possible extensions of (1.3) to the situation where M is compact. An important new phenomenon that one has to take into account, when M is compact, is the unavoidable derivative loss in (1.3) for some values of ( p, q). By "loss" we mean that u 0 L 2 in the right-hand side of (1.3) should be replaced by u 0 H s for some positive s. Here are two significant examples. If M is the standard sphere S d , d ≥ 3, then it is proved in [9] that the solutions of (1. is false.
A second example where one should encounter losses in (1.3) is the flat torus
is false (notice that again the couple ( (1.4) ). We refer to [4] for a counterexample disproving (1.6) in the case d = 1. The extension to higher dimensions is straightforward. One may however expect (1.6) to be replaced by
Estimate (1.7) is known for d = 1, 2 (see [4] ) (in this case 2(d+2) d
is an even integer). For d ≥ 3, the study of (1.7) leads to an interesting open problem.
When M is not compact, extensions of (1.3) were recently studied by several authors (see [33] , [9] , [25] , [19] ). In the works [33] , [25] , [19] the authors consider noncompact manifolds with metrics which are a "small" perturbation at infinity of a fixed "nice" metric, satisfying a nontrapping assumption on the geodesic flow. It turns out that in such a geometric situation, one can prove exactly the same estimates as for the Euclidean space.
In [9] , one considers (M, g) to be R d with a perturbation of the flat metric without the nontrapping assumption. In this context one can get the Strichartz estimates with losses, just as in the case of a compact manifold. It is however a priori not clear whether losses of derivatives in the Strichartz estimates may come from the geometry at infinity. The main goal of this paper is to show that one cannot have losses in the Strichartz inequalities coming from the geometry at infinity in the case of long range perturbations of the Euclidean metric on R d . Remark 1.1. The result of Theorem 1 is stated only for metric perturbations of the flat Laplacian. However, an examination of our proof shows that the statement still holds if we add long range lower order terms. The same remark is valid for Theorem 2 below. Remark 1.2. Let us emphasize that estimates in the spirit of (1.10) are known to hold in the context of resolvent estimates for long range perturbations of the Laplacian (cf. [6] , [10] ). By this we mean the following: the fact that we have no derivative loss in (1.10) as in the free case is somehow similar to the fact that the high energy resolvent estimates with weights supported near infinity are the same as for the free resolvent.
If we suppose that the metric g is nontrapping then one can improve (1.11) and get the full family of Strichartz estimates. Recall that g is nontrapping if every geodesic (globally defined thanks to (1.9)) leaves every compact set in finite time. Let us now state our second result.
THEOREM 2. Under the assumptions of Theorem 1, if in addition we suppose that g is nontrapping, then
. (1.12) Note that under the short range condition ρ > 1, estimate (1.12) is proved in [25] by using FBI transform techniques.
Let us now explain the main points in the proof of the above results. The proof of (1.10) is based on the Isozaki-Kitada [21] parametrix construction. Recall that this construction was introduced to build modified scattering operators for long range perturbations of the free Schrödinger group. Let us point out that, since here we are only dealing with finite time estimates, we are not using the IsozakiKitada method in its full strength. In particular, we do not need a nontrapping assumption on the metric to get (1.10). If we were interested in proving (1.10) with a constant C uniform with respect to T, then a nontrapping assumption and the full force of the Isozaki-Kitada method would be needed. We will not address this interesting issue here. See [5] , [29] for the proof of the global in time estimates in the case of compactly supported perturbations. The proof of (1.11) is essentially contained in [9] . The proof of Theorem 2 is based on ideas introduced in [33] , [9] . In fact, it is fair to say that, as far as the spatial regularity is concerned, the estimates established in [9] are gaining 1/2 derivative with respect to the Sobolev embedding. We prove Theorem 2 by showing that the missing 1/2 derivative can be recovered thanks to the local smoothing effect (when it is available). Let us notice that this effect is a consequence of standard resolvent estimates for nontrapping perturbations of the Laplacian. It would be interesting to know whether intermediate situations may exist and if so to quantify them in terms of the metric. It is worth mentioning the work [5] , where (1.12) with C ε f H ε , ε > 0 instead of C f L 2 is studied, i.e., an unnecessary ε derivative loss is accepted. In this context, let us recall that the analysis in [8] , [9] has shown that, if one is interested in nonlinear applications, the losses in term of Sobolev regularity in the right-hand side of (1.12) are more dramatic then the losses in terms of the range of possible values of ( p, q) in the left-hand side of (1.12).
The rest of this paper is organized as follows: In the next section, we introduce the functional calculus for ∆ g in terms of pseudo differential calculus. In Section 3, we recall the main points of the Isozaki-Kitada parametrix. The analysis of Section 3 is then used in Section 4 for the proof of (1.10). Section 5 deals with estimates on time intervals depending on the frequency localization. In Section 6, we use the nontrapping condition to get the full family of Strichartz estimates in a fixed compact set. Section 7 is devoted to the rather standard nonlinear applications of the analysis of the previous sections.
Notation. In this paper several numerical constants will be denoted by the same C. For T > 0, p ∈ [1, +∞], and B a Banach space, we denote by L p T B the Banach space of L p functions on [−T, T] with values in B equipped with the natural norm. We denote by P ≥ 0 the self adjoint realization of −∆ g on L 2 (R d ).
Functional calculus. In this section g is a metric on
Notice that we do not assume the long range condition (1.8).
Further, we denote by
the principal symbol of −∆ g . Here we adopt the standard notation for (
The goal of this section is to approximate ϕ(−h 2 ∆ g ), h ∈ ]0, 1], for a given bump function ϕ: R → R, by a suitable semi-classical pseudo differential operator. Similar considerations are performed in [9] , where ∆ g is the Laplace-Beltrami operator on a compact Riemannian manifold. Here we follow a similar scheme. The new feature in our analysis is the L p bound for the remainder of the pseudo differential expansion of ϕ(−h 2 ∆ g ). In [9] this is done by only invoking L 2 considerations and the fact that, on a compact manifold M, L ∞ (M) is continuously embedded in L 2 (M). Here, we cannot use this fact. We overcome the difficulty by using L p bounds for powers of the resolvent of P.
Recall that P ≥ 0 is the self adjoint realization of −∆ g on L 2 (R d ). We first collect several classical properties of P. For every s ∈ R, there exists a constant C s such that for every u ∈ S(R d ),
Next, we recall that the Schwartz class is stable under the action of the resolvent of P. More precisely, for every z ∈ C\[0, ∞[ the map (P − z) −1 is acting continuously on S(R d ). As a consequence, by the standard duality argument it acts
The elliptic nature of P also implies that, for every s ∈ R, there exists C s such that for every u ∈ S(R d ),
As a consequence for every z ∈ C\[0, ∞[,
Indeed, we can write
which proves (2.4). We next state a bound for sufficiently large powers of the resolvent of P.
In particular there exist N and C > 0 such that
Proof. Let first |α| = 0. Observe that for s > d/2 any bounded linear map
has a Schwartz kernel K A (x, y) which is a bounded continuous function on R 2d . Moreover, there exists C > 0 such that for every bounded map from
where |A | denotes the norm of A,
Using (2.4), we get the estimate
Therefore, in view of (2.5), the assertion of Proposition 2.1 holds for |α| = 0.
we arrive at the formula
On the other hand, by invoking (2.4), we obtain that if j 1 + j 2 = n 0 − 1, and if s ∈ R is such that n 0 > s > d/2, then the linear map
with operator norm bounded by a polynomial of z | Im z| (2.6) which, using (2.5), yields the assertion of Proposition 2.1 for |α| = 1.
Let finally |α| be arbitrary. For k ∈ {1, . . . , d}, α ∈ N d and A a function of P, we introduce the notations
Notice that ζ k ζ j A = ζ j ζ k A. Using an induction argument, one can check that
is a linear combination of terms of type
with
with operator norm bounded by a polynomial of (2.6). By invoking (2.5), we complete the proof of Proposition 2.1.
We will use the result of Proposition 2.1 to get L p bounds for sufficiently large powers of the resolvent of P. For that purpose, we recall the well-known Schur lemma. 
We next give another consequence of the Schur lemma. 
Notice that, thanks to (2.7) and the assumption m > d, the last integral is absolutely convergent. Let us denote byâ the Fourier transform of a with respect to the second variable. Then we can write
Applying Proposition 2.2 completes the proof of (2.8) for q = r. Thanks to (2.7),
and coming back to (2.9), this completes the proof of (2.8) for r = ∞ and q = 1. Let us finally fix arbitrary r, q satisfying 
and there exists n 1 ∈ N such that for every N ≥ 1, every 1 ≤ q ≤ r ≤ ∞, there exists C Nqr such that for every h ∈ ]0, 1],
Moreover for every s ≥ 0 there exists N s such that for N ≥ N s ,
Remark 2.6. If we suppose that the metric g satisfies (1.8) then we can replace the bound (2.10) in Proposition 2.5 by
Proof of Proposition 2.5. We first describe the classical construction (see [30] , [26] , [9] ) of a parametrix for (
such that for every h ∈ ]0, 1], and for every N ≥ 1,
uniformly in h ∈ ]0, 1]. Moreover the symbols are analytic with respect to z ∈ C\[0, ∞[ and we can write
with d j,k ∈ S 2j−k (R 2d ) (they are polynomials in ξ with coefficients which are linear combinations of products of derivatives of the coefficients of the inverse of the metric).
Therefore for every
Then, for every ϕ ∈ C ∞ 0 (R), we can use the Helffer-Sjöstrand formula (see [20] , [14] ),
where dL(z) denotes the Lebesgue measure on C and ϕ(z) ∈ C ∞ 0 (C) is an almost analytic extension of ϕ which satisfies
This implies that ϕ(h 2 P) can be written as
and, for k ≥ 1,
We now state a bound for the action of the map a k (x, hD) on Lebesgue spaces.
Proof. Since a k (x, ξ) is smooth and compactly supported with respect to ξ, Lemma 2.7 is a direct consequence of Proposition 2.4.
We next state a bound for the second term in the right-hand side of (2.14).
Then for every N
Moreover for every s ≥ 0 there exists N s such that for every N ≥ N s , there exists
On the other hand, we can write
thus Proposition 2.3 shows that there exists n ∈ N such that for every r ∈ [1, ∞],
where we used that for every
The proof of (2.15) is completed by taking Λ > n 1 + n in (2.13). Let us next prove (2.16). It suffices to prove the result for s an even integer. It is sufficient to study the action on
where ∆ is the flat Laplacian on R d . We can then write
where r N,s (·, ·, z, h) ∈ S −N−1+2s with semi-norms uniformly bounded with respect to h ∈ ]0, 1] by a polynomial of (2.6). Therefore, for N + 1 − 2s > d, we can apply (2.4) and Proposition 2.4 to conclude the proof of (2.16). This completes the proof of Lemma 2.8.
Combining Lemma 2.7 and Lemma 2.8 completes the proof of Proposition 2.5.
We will now give several consequences of Proposition 2.5 that we will use in the sequel. We first quote the following proposition which is a direct consequence of Proposition 2.4 and Proposition 2.5.
Next, we state a consequence of the Littlewood-Paley theory in terms of ϕ(h 2 P). Consider a Littlewood-Paley partition of the identity
where ϕ 1 ∈ C ∞ 0 (R), ϕ ∈ C ∞ 0 (R\{0}) and "h −1 : dyadic" means that in the sum h −1 takes all positive powers of 2 as values. The existence of such a partition is standard (see e.g. [1] ). We then have the following statement:
Proof. Proceeding as in [9, Corollary 2.3], we obtain that
Since p ≥ 2, the Minkowski inequality completes the proof of Proposition 2.10.
In the proof of Theorem 2, we will make use of the following statement:
Proof. Using (2.3) and the spectral theorem for P, we can write
This completes the proof of Proposition 2.11.
In applications to nonlinear problems, one may also need to use L p versions of Proposition 2.11. Here is a precise statement:
Proof. In view of Proposition 2.5, it suffices to establish the bound
where a(x, ξ) is satisfying (2.10) and (2.11)
Thanks to Proposition 2.4, the map a(x, hD) is bounded on L p (R d ) and thus it is sufficient to prove that
which is a well-known fact (see e.g. [1, Chapitre 2], [12] ). This completes the proof of Proposition 2.12.
Remark 2.13. Proposition 2.12 will be important in the proof of Theorem 5 below. A similar bound in the context of a compact manifold was used in [9] .
The additional point here is again the L p boundedness of the remainder in the pseudo differential expansion of ϕ(h 2 P) established in Proposition 2.5.
The Isozaki-Kitada parametrix.
This section is devoted to the construction of Isozaki-Kitada. We only give the details for those arguments which are not written explicitly in the papers of the reference list. The reader interested in having all the details for the proofs of the statements in this section can consult [28, Section 4] , [2, Appendice] , [3, Appendix] . The reader may of course wish to consult the original paper by Isozaki-Kitada [21] which is nevertheless only written for potential perturbations and not in the semi-classical regime.
In this section g is a metric on R d satisfying (1.8) and (1.9). 
The next statement is proved in Robert [28, Prop. 4.1] (see also [21] ).
[ there exist a large number R and phase functions S
and, for every (α, β) ∈ N 2d , there exists C αβ such that for every
We next state an easy consequence of Proposition 3.1.
[ there exist a large numberR and two families of phase functions
and, such that for every (α, β) ∈ N 2d , there exists C αβ such that for every (x, ξ) ∈ R 2d , every R ≥ 2R, Next, let χ ∈ C ∞ be monotone and such that
Then forR ≥ 1 and R ≥ 2R the function ψ R (x, ξ) defined as
with a constant C αβN uniform with respect to R ≥R. ForR 1, let us denote byS ±,R (x, ξ) the phase function given by Proposition 3.1 associated to J 0 , σ 0 andR. Then, by invoking (3.2) and the fact that the derivatives of ψ ± R with respect to x are supported in a set {x R}, we observe that the phase functions S ±,R defined as
satisfies the claimed properties. This completes the proof of Proposition 3.2.
For a given real number µ, we denote by S(µ, −∞) the set of smooth functions a(x, ξ) on R 2d such that for every N ∈ N, every (α, β) ∈ N 2d there exists a constant C Nαβ such that for every (x, ξ) ∈ R 2d ,
We equip S(µ, −∞) with the natural Fréchet space topology. The next proposition is devoted to the semi-classical Isozaki-Kitada parametrix. 
Then there exists R
• a sequence
where the phase functions S ±,R 1/4 are defined (with R 1/4 instead of R) in Proposition 3.2, P 0 = −∆ denotes the flat Laplacian on R d and the maps J S ±,R 1/4 (q) are defined by 
Proof. For the precise construction of a ± j and b ± j we refer to [28, Section 4], [2] . However, for the convenience of the reader, we recall the main lines of the method in the outgoing case (the incoming one being similar). We first choose J 3 , σ 3 such that J 2 J 3 , σ 2 < σ 3 < 1 and then choose S +,R 1/4 ≡ S + (for shortness) as in Proposition 3.2 solving the Hamilton-Jacobi equation (3.1) on Γ + (R 1/4 , J 3 , σ 3 ). We then look for a symbol
has a "small contribution" (see (3.6) below). This leads to a system of equations for a + 0 , . . . , a + N that take the form of rather standard (time independent) transport equations, but only in the region where the Hamilton-Jacobi equation (3.1) is satisfied. For R large enough, we can solve these equations in a neighborhood of Γ + (R 1/3 , J 2 , σ 2 ) and by cutting off these solutions by a function supported in Γ + (R 1/3 , J 2 , σ 2 ) which equals 1 near Γ + (R 5/12 , J 1 ,σ 1 ) (notice that 1/3 < 5/12 < 1/2) with σ 1 <σ 1 < σ 2 , we can build a + 0 , . . . , a + N so that
with (r N+1 (h)) 0<h≤1 in a bounded set of S(−N, −∞) and (c N (h)) 0<h≤1 in a bounded set of S(0, −∞), supported in Γ + (R 1/3 , J 2 , σ 2 ) and such that
Note that the symbol c N (h) is a priori not small, because of the termc N (h). However, using (3.5), we shall see afterwards that the contribution of J S+ (c N (h)) to the final remainder term of the parametrix is harmless, once multiplied from the right by another FIO with nice support properties. Next, remarking that we can choose a + 0 nonvanishing near Γ + (R 1/2 , J 1 , σ 1 ), we can solve another family of (algebraic) equations for b + 0 , . . . , b + N such that
with (r N (h)) 0<h≤1 in a bounded set of S(−N, −∞). More precisely, the standard composition rule for the computation of the symbol of J S+ (a + )J S + (b + ) (see [26] ) show that the above equation leads to a triangular system with unknown b + 0 , . . . , b + N and a + 0 on the diagonal. Combining this last equation and the fact that
we can then represent the remainder of the Isozaki-Kitada parametrix as
where
with K h (τ ) an operator with kernel K(x, y, h, τ ) satisfying, for all M ≥ 0 and For the sake of completeness, and to somehow prepare the reader to the stationary phase argument used in the next section, we recall how to prove (3.7). This proof can be found in [21] for potential perturbations in the nonsemi-classical case (h = 1). Here we reproduce the proof of [2] .
The kernel of K h (τ ) at the point (x, y) is given by an oscillatory integral over a fixed compact set in the ξ variable and the phase function
More precisely the integration is over those ξ such that
Proof. For simplicity, we use the notation cos(x, ξ) = x, ξ /|x||ξ|. We will also use the following statements that are easily checked:
One then remark that if 
from which (3.9) follows easily since
We now assume that −σ 1 ≥ cos (x, ξ) > −σ 2 . It suffices to show that, if R is large enough, there exists σ ∈ (−1, 1) such that
provided (3.8) holds. Indeed, the estimate (3.10) implies that the left-hand side of (3.9) is bounded from below by c(4τ |ξ| 2 + |∇ ξ (S + (x, ξ) − S + ( y, ξ))|) and then (3.11) 
It remains to prove (3.10) and (3.11). Let us choose > 0 such thatσ 1 −σ 1 > 4 . Observe that σ 1 + 2 ∈ (−1, 1). By choosing R large enough, we have , ξ) and the left-hand side of (3.10) reads
we deduce that (3.10) holds with σ = −|σ 1 + 2 |. Finally, we see that (3.11) must hold for some possibly lower σ since otherwise we could find sequences (x j ), ( y j ), (ξ j ) satisfying (3.8), −σ 1 ≥ cos (x j , ξ j ) > −σ 2 and such that
which is forbidden by (3.12) and the fact that −σ 1 −2 > 2 −σ 1 . This completes the proof of Lemma 3.4.
Therefore, we get the bounds
for τ ≥ 0 and h ∈ ]0, 1] (in particular, we see a posteriori that the contribution ofc N (h) in the remainder of the parametrix is O(h ∞ )). Finally, using the L 2 boundedness of FIO (see e.g. [26] ), we have that, for every a ∈ S(0, −∞) and every k ∈ N, there exists C k,a such that
and hence
By integrating the corresponding estimates to II and III over an interval of size Th −1 we get the result (3.3).
Remark 3.5. Note that the control of the remainder is easier in our case than in [28] , [2] since we only need to integrate on [0, Th −1 ] in τ whereas in [28] , [2] one has to integrate over R + . Moreover, we do not use any nontrapping assumption on the metric: this is the main point in this paper.
Strichartz estimates outside a large ball.
The goal of this section is to prove (1.10). The main point is to prove the following statement.
(R \ {0}) and let g be a metric on R d satisfying (1.8) and (1.9). Then there exists R > 0 such that for every T
Remark 4.2. We could have spectrally localized f in the right-hand side of (4.1), i.e., one could have replaced
0 (R) be equal to one on the support of ϕ. Then ϕ = ϕφ and we can apply (4.1) withφ instead of ϕ.
Proof. Recall that we denote by
, χ ≡ 1 for |x| < R, a partition of unity argument and Proposition 2.5 allow us to write
More precisely, σ ± and J should be such that
Let us notice that σ ± can be taken both 1/2. Furthermore the remainder is such that for every s ≥ 0 there exists C > 0 such that for every h ∈ ]0, 1],
In addition by the elementary properties of the h pseudo differential calculus (cf. e.g. [26] ), we can also write
where χ ± k andR N,χ (h) have similar properties to θ ± k and R N,χ (h) respectively. Using the Sobolev embedding, by taking N large enough, we get the bound
provided ( p, q) is satisfying (1.4). Therefore it suffices to prove the bound
Since χ ± k (x, hD) e −itP are clearly L 2 bounded, uniformly in h and t, thanks to the Keel-Tao theorem (see [23] , [9, Proposition 2.8]), to get (4.2), it suffices to prove the dispersive inequality
uniformly with respect to h. By the time rescaling t → ht, and by defining the maps
it suffices to prove the dispersive inequality
Denote by K ± (t − s, x, y, h) (we do not explicit the dependence on k) the kernel of (4.4). In order to prove (4.3), it is sufficient to show that there exists C > 0 such that for every
The next lemma contains the main trick in our analysis. Proof. We only consider K + , the analysis for K − being similar. Suppose that (4.5) holds true for
we obtain that
y, x, h).
Since s − t > 0, our assumption that (4.5) holds for positive values of the first argument of K + implies that
which completes the proof of Lemma 4.3.
It is now clear that the proof of (4.5), and thus of Proposition 4.1, will be finished, once we establish the following lemma: 
Proof. As before, we only consider the case of K + . Denote by K + (t, x, y, h) the kernel of exp (−ithP)χ + k (x, hD) and byK + (x, y, h) the kernel of χ + k (x, hD) . ClearlyK + (x, y, h) satisfies the assumptions of the Schur lemma uniformly in h, and therefore by writing
we infer that
Therefore, it suffices to prove that there exists C > 0 such that for every h ∈ ]0, 1], 
estimates (4.6) will be established once we prove that there exists C > 0 such that for every (4.7) where the phase Φ + is defined as 
for some positive constants c and C. In the proof of (4.7), we will consider two different regimes for t. If t ∈ [0, h] then, using the support property with respect to ξ, the left-hand side of (4.7) can be estimate by Ch −d which, for t ≤ h, is bounded by C(ht) −d/2 . Therefore, we can suppose that t ≥ h in (4.7). In this case we will take advantage of the rapid oscillations of exp (ih −1 Φ + ). When t ≥ h, the natural big parameter is th −1 . We thus set
We can writẽ
Therefore, thanks to the properties of the phase function S +,R 1/4 displayed in Proposition 3.2, we obtain that
where Q is a d × d matrix satisfying the bound 
Therefore using (4.8), (4.9) and integration by parts with respect to ξ, we deduce that for every Λ ≥ 1, the left-hand side of (4.7) is bounded by
provided Λ is taken bigger than d/2. We can therefore suppose that t, x, y are such that t ≥ h and
In this case, we evaluate the left-hand side of (4.7) by the stationary phase. Under the condition (4.10), we can write
Therefore for R 1, the map
is a diffeomorphism from R d to R d . In particular, for fixed t ≥ h, x, y satisfying (4.10), the phaseΦ + has a unique nondegenerate critical point ξ cr (t, R, x, y).
Moreover, thanks to (4.10), for |β| ≥ 1,
We can therefore apply the stationary phase estimate to conclude that for t ≥ h and (t, x, y) satisfying (4.10), the left-hand side of (4.7) is bounded by
This completes the proof of Lemma 4.4.
This completes the proof of Proposition 4.1.
It is now clear that (1.10) will be proved, once we establish the following statement: PROPOSITION 4.5. Let g be a metric on R d satisfying (1.8) and (1.9) . Then there exists R > 0 such that for every T > 0, every ( p, q) satisfying (1.4) 
Proof. Set
Using Proposition 2.10, we can write
Let ϕ 1 ∈ C ∞ 0 (R\{0}) be equal to one on the support on ϕ. We can write
Using Proposition 2.9 and Proposition 4.1 (see also Remark 4.2), we have
Using the Schur lemma, we get
Thus, using Proposition 2.9, we can write
In view of (4.12) and the last estimate, coming back to (4.11) completes the proof of Proposition 4.5.
Semi-classical time estimates and applications.
In this section g is a metric satisfying (2.1), (2.2). The next proposition describes the WKB approximation for solutions of the semi-classical Schrödinger equation for times which are small but independent of the semi-classical parameter. This construction is well known (see e.g. [26] ). Here is the precise statement:
Then there exists α > 0, there exists
and a sequence of smooth functions a j (t, x, ξ), j ≥ 0 compactly supported with respect to ξ such that for every u 0 ∈ L 2 (R d ), every h ∈ ]0, 1], every N ∈ N, the solutions of the problem
uniformly with respect to t ∈ [−α, α], and
Moreover S(t, x, ξ) is the solution of the Hamilton-Jacobi equation
and a j (t, x, ξ) are solutions of the transport equations
for j = 0, and
Proof. The proof of Proposition 5.1 is given in [9] when a(x, ξ) is supported in a coordinate patch of the cotangent bundle of a compact manifold. The analysis in the case here is slightly more delicate since the L 2 bound of the remainder is not straightforward as in [9] . However, using that for |t| ≤ α 1 one has
we can apply the standard result for L 2 boundedness of FIO (see e.g. [26] ) from which (5.3) follows.
After the time rescaling t → ht, as in [9] an application of the Keel-Tao theorem [23] gives the following Strichartz inequalities (homogeneous and nonhomogeneous) for the Schrödinger equation on semi-classical time intervals. 
provided ( p, q) satisfies (1.4) .
Moreover, if u solves
provided ( p, q) and (
As in [9] , Proposition 5.2 yields a Strichartz inequality, with derivative loss in classical Sobolev spaces. 
Proof. Thanks to Proposition 2.10, it suffices to prove that for every ϕ ∈ C ∞ 0 (R) there exists C > 0 such that for every
We split the interval [−T, T] into Ch −1 intervals of size αh, where α is the real number involved in the statement of Proposition 5.1. Using the L 2 boundedness of exp (−itP), and applying, according to the above splitting, about Ch −1 times Proposition 5.2 yields
which completes the proof of Proposition 5.3.
The proof of Theorem 1 is now complete. Next, we state a nonhomogeneous extension of Proposition 5.2.
with initial data q) satisfies (1.4) .
Moreover, if d = 3, the following estimate holds:
Remark 5.5. By taking f = 0 and T ∼ h, we observe that Proposition 5.2 is a particular case of (5.6). 
provided ( p, q) satisfies (1.4). Hence we can suppose that T ≥ αh. Consider a splitting of [0, T]:
where for j = 1, . . . k, there exists c j such that
We also suppose that a ≤ αh and T − b ≤ αh. We may also suppose that
Clearly k h −1 . Coming back to the Duhamel formula (5.8), using Proposition 5.2, we obtain that for ( p, q) satisfying (1.4),
Similarly, we estimate the contribution of [b, T] by writing,
We next define the intervals
Observe that u j (t) = u(t) for t ∈ J j and that u j solves the equation
Hence, by writing the Duhamel formula for u j , using Proposition 5.2 and the triangle inequality, we get for ( p, q) satisfying (1.4),
Hence
Coming back to (5.9) and (5.10) completes the proof of (5.6).
Let us now turn to the proof of (5.7). It follows along the same lines as the proof of (5.6). Indeed, with the above notations, using (5.5) with d = 3 and p = p 1 = 2, we obtain that
Squaring and summing over J j gives 6. Using the nontrapping assumption. The proof of Theorem 2 will be completed, once we prove the following statement: THEOREM 3. Let the metric g be nontrapping and satisfying (1.8) and (1.9) . Then for every T > 0 and χ ∈ C ∞ 0 (R d ) there exists a constant C such that if u solves
provided the couple ( p, q) satisfies the admissibility condition (1.4) .
Proof. The nontrapping assumption is only needed for the next proposition. PROPOSITION 6.1. The solution of (6.1) satisfies
We refer to [15] for a proof of Proposition 6.1. Such estimates can be seen as a consequence of the smooth perturbation theory of Kato (see [24, Chapter XIII.7] ).
Let us also recall (see e.g. [8] ) that, via a quite general argument using the Fourier transform in t, one can freeze the time and Proposition 6.1 follows from (the time independent) estimates on the resolvent of ∆ g , namely
Recall that such resolvent estimates were extensively studied in particular in connection with the local energy decay for the wave equation (∂ 2 t − ∆ g )u = 0. For a proof of (6.2), we refer for instance to [27], [7] .
Notice that Proposition 6.1 is the only place in the proof of Theorem 2 where we use the nontrapping assumption.
Let us now come back to the proof of Theorem 3. It will be a suitable combination of Proposition 6.1 and Proposition 5.4. Let us fix ϕ ∈ C ∞ 0 (R\{0}). Set
Then v solves
We can now apply Proposition 5.4 to v which gives
provided ( p, q) is satisfying (1.4). We now estimate separately Q 1 , Q 2 and Q 3 .
Bound for Q 1 . Using the functional calculus and the Schur lemma, we get
This implies that
where in the last line we used that exp (−itP) is an L 2 isometry.
Bound for Q 2 . Letφ ∈ C ∞ 0 (R\{0}) which is equal to one on the support of ϕ. Then using (6.3), we get
Since the support of ϕ does not meet the origin, we can use (2.17) and thus
.
An application of Proposition 6.1 gives
Clearly
Thus
Bound for Q 3 . Let us take againφ ∈ C ∞ 0 (R\{0}) which equals one on the support of ϕ. An application of Schur lemma yields the bound
Therefore
Let us next fix aχ ∈ C ∞ 0 (R d ) which is equal to one on the support of χ. Then
Using (2.17) with s = −1/2, we obtain the bound
where in the last line we used that [χ, P] is a first order differential operator with
A use of Proposition 6.1 yields
and therefore
Using the above bounds for Q 1 , Q 2 , Q 3 , we arrive at the bound
provided ( p, q) is satisfying (1.4). With (6.4) in hand the proof of Theorem 3 is reduced to an application of the Littlewood-Paley square function theorem. Indeed, consider a Littlewood-Paley partition of the identity (6.5) where
Coming to the crucial bound (6.4), using thatφ ∈ C ∞ 0 (R\{0}) for the first term in the right-hand side of (6.4), and, summing geometric series for the second, we arrive at the bound
This completes the proof of Theorem 3.
Remark 6.2. Let us observe that the constants depending on the time intervals [0, T] in all statements in this paper remain bounded as T varies within a compact set. In other words the only possible blow up of these constants is as T → ∞.
Nonhomogeneous estimates and nonlinear applications.
The aim of this section is to give some applications of the estimates established in the previous sections to the Nonlinear Schrödinger equation
where u(t): R d → C. The function F(z), z ∈ C, is assumed to be smooth and vanishing at z = 0. Moreover, we suppose that F =∂V with a real valued "potential" V satisfying the gauge invariance assumption
In addition, we suppose that for some α > 1,
The real number α involved in (7.2) corresponds to the "degree" of the nonlinear interaction. The problem (7.1) may, at last formally, be seen as a Hamiltonian PDE in an infinite dimensional phase space, with Hamiltonian
and canonical coordinates (u,ū) (in (7.3) we integrate with respect to the volume element associated to g). Therefore the quantity (7.3) is formally conserved by the flow of (7.1). Another formally conserved quantity by the flow of (7.1) is the L 2 norm of u. In this section we make the defocusing assumption
on the potential V. Under this assumption the H 1 (R d ) norm of the solutions of (7.1) may be expected to be controlled uniformly in time under the evolution of (7.1). Therefore the study of (7.1) in the space H 1 (R d ) is of particular interest.
In the study of (7.1), L p analogues, 1 < p < +∞, of (2.3) are useful. More precisely one has the bounds
where 1 < p < +∞. Estimates (7.4) follow from the L p , 1 < p < +∞ boundedness of zero order pseudo differential operators (see e.g. [32] ).
In this section, we give the rather standard consequences of Theorem 1 and Theorem 2 to the H 1 theory for (7.1). We start with a general result in dimension two. THEOREM 4. Let α > 1 be an arbitrary real number and let g be a metric on R 2 satisfying (2.1), (2.2) . Then for every u 0 ∈ H 1 (R 2 ) there exists a unique global solution u ∈ C(R; H 1 (R 2 )) of (7.1).
Proof. Using Theorem 1, we obtain the estimate Without the nontrapping assumption, in dimension three, one can only get the following global existence result: THEOREM 5. Consider the cubic defocusing NLS
where g is a metric on R 3 satisfying (2.1), (2.2) . Let s > 1. Then for every u 0 ∈ H s (R 3 ) there exists a unique global solution u ∈ C(R; H s (R 3 )) of the Cauchy problem (7.6) .
Proof. It relies on Lemmas 7.1 and 7.2 below. The first one is a local existence and uniqueness result which is proved in [9] (using the 3 dimensional analogues of (7.5) which follow from Theorem 1). 
for all t ∈ [t 0 − , t 0 + ] The key step to get a global existence result is given by the following statement: 
Before proving this lemma, let us show how we obtain Theorem 5. We consider T := sup{T > 0 | u solves (7.7) (with t 0 = 0) on [0, T ]} and we argue by contradiction, assuming that T < ∞. Indeed, using standard nonlinear estimates and Corollary 2.10 of [9] , Lemma 7. C(R, H s ) . We omit the proof of the uniqueness in C(R, H s ) since it follows as in [9, 3.2] and since, here, the main point is the global existence. Let us finally notice that uniqueness of weak H 1 solutions can be established as in [9] .
We now turn to the proof of Lemma 7.2.
Proof. The first tool comes from the conservation laws which imply that there is a constant C independent of t (only depending on u 0 H 1 ) such that
as far as the solution exists, i.e., on [0, T) here. The rigorous justification of these conservation laws requires a standard approximation argument (see e.g. [16] ). The key quantity in this discussion is u L 2 T L ∞ (the number 2 is reflecting the cubic nature of the nonlinearity). Consider again the Littlewood-Paley partition of the identity (6.5). Then v := ϕ(h 2 P)u solves the problem (i∂ t − P)v = ϕ(h 2 P)(|u| 2 u).
Using Proposition 2.9, Proposition 5.4 and the bound (7.8), we obtain that for all θ ≤ inf (1, T/2) (see Remark 6.2)
Next, using Proposition 2.12, the Sobolev inequality and (7.8), we obtain that
In summary,
Next, for N ∈ N, using the Cauchy-Schwarz inequality we get
On the other hand, since s > 1, we estimate the high frequencies as follows Coming back to the integral equation (7.7) and using the Gronwall lemma, we obtain that
Λθ , (7.10) where Λ is a real number depending only on the a priori bound (7.8) . Therefore, if we take θ such that Λθ ≤ 1/2, we obtain that Iterating finitely many times (≈ T/θ times) (7.11) and (7.9) yields the result. Remark 7.3. Once we know that we have a global solution, we can control the growth of u(t) H s as t → ∞ since, by iterations of (7.11), one can easily check that u(t) H s ≤ C exp (C exp (C|t|)), t ∈ R.
Notice that the results of Theorem 4 and Theorem 5 hold without the long range assumption (1.9). Moreover, we do not suppose that the metric is nontrapping. If we assume these two conditions, we can improve Theorem 5 to nonlinearities of higher degree and even get global existence results in dimensions d ≥ 4. For that purpose, we need the following nonhomogeneous Strichartz estimate. THEOREM 6. Suppose that g is a nontrapping metric on R d satisfying (1.8) , (1.9) . Then for every T > 0 there exists C > 0 such that that if u solves
T L q 1 (R d ) , (7.13) provided ( p, q), ( Proof. The proof is a consequence of the following Christ-Kiselev lemma [13] . We refer to [31] for a proof of Lemma 7.4, in the form stated here. Let us now return to the proof of Theorem 6. The solution of (7.12) is given by ) is an isometry on L 2 , using (7.14) and Remark 6.2, we infer that (7.13) is valid for ( p, q) = (∞, 2) and ( p 1 , q 1 ) an arbitrary pair satisfying (1.4). Using the homogeneous estimate (1.12) and the Minkowski inequality, we obtain that (7.13) is valid for ( p, q) an arbitrary pair satisfying (1.4) and ( p 1 , q 1 ) = (∞, 2). Let us now observe that all other cases for ( p, q) and ( p 1 , q 1 ) in (7.13) follow from the considered three particular cases by interpolation. This completes the proof of Theorem 6.
It is now a standard and straightforward consequence of Theorem 6, Theorem 2 and (7.4) (see [17] , [22] , [11] , [16] ) that one has the following global well-posedness result for (7.1). (1.8) , (1.9) . Then for every u 0 ∈ H 1 (R d ) there exists a unique global solution u ∈ C(R; H 1 (R d )) of (7.1).
Remark 7.5. Recall that the endpoint Strichartz estimates are not needed for the standard H 1 theory of (7.1).
Remark 7.6. Let us emphasize the importance of the nonhomogeneous Strichartz estimates in the proof of Theorem 7. The lack of such estimates under the very weak hypotheses (2.1), (2.2) makes the study of (7.1) in H 1 in this case (or in the case of a compact manifold) more difficult and so far restricted only to small dimensions. 
