I. INTRODUCTION
Matched subspace filter (MSF) is known to be an uniformly most powerful (UMP) detector for the detection of a subspace signal in a background of uncorrelated Gaussian noise [1] . Furthermore, it is the optimum solution for the following hypothesis problem: 
where y is the observation vector in each hypothesis (dimension N), w is the zero-mean multivariate Gaussian noise vector and s is the signal vector. It is assumed that s lies in a subspace spanned by the p < N columns of a known matrix H(N 2 p) and that the model parameters and are unknown. The MSF is based on measuring the observation energy included in the signal subspace by implementing the following hypothesis test (real case is assumed):
where P is the projection matrix onto the signal subspace and it is given by P = H(H T H) 01 H T . The statistic y Py is chi-squared distributed with p degrees of freedom ( 2 p ), so that the threshold value may be obtained for a required probability of false alarm (PFA).
Optimality of the MSF is kept even in the presence of subspace interferences [2] . Also in [3] , similar detector solutions are proposed in the presence of interference for specific types of independent nonGaussian noise (called generalized Gaussian distributions). Unfortunately, there is not any general UMP solution for the subspace signal detection problem when the noise is non-Gaussian and nonindependent. Hence, suboptimal detectors are to be devised. A generalized likelihood ratio test (GLRT) could be implemented, but it requires maximumlikelihood (ML) estimates of the unknown parameters (in our case Manuscript Rao test becomes an attractive alternative to deal with the non-Gaussian noise case. It is relevant to mention that in any case GLRT, Wald and Rao test are asymptotically equivalent. Moreover it has been recently shown that, for a finite number of observations, the three tests are coincident or statistically equivalent in a number of typical detection problems [5] , [6] . In particular, it is demonstrated in [6] that coincidence exists in detection problems without nuisance parameters when the observation probability density function (PDF) belongs to the exponential family, thus covering a broad range of practical cases. In consequence, we will focus our attention on the Rao test. It is rather simple to adapt the general form of the Rao test to the signal subspace detection problem assuming that the components of the noise vector w are independent and identically distributed (i.i.d.) random variables. This has been done in [4] , arriving to the hypothesis test
where function g ( 1 ) is independently applied to each element of vector
is the noise PDF, we can define g(w) = 0 dp(w) dw p(w) and P g(w) = 1 01 dp(w) dw 2 p(w) dw:
Notice that P g(w) is the preprocessed noise mean power and can be expressed as follows:
where E[1] means statistical expectation. Therefore, (3) is an extension of the MSF in the sense that some nonlinear transformation g ( 1 ) is applied to the original observation vector prior to the computation of the normalized subspace energy. Note that, for the Gaussian case g(w) = w, g(y) = y and P g(w) = Pw = 2 w , i.e., (2) and (3), are equivalent.
In addition to the already mentioned equivalences with the GLRT and the Wald test, the Rao test has the interesting property that the involved statistic g(y) T Pg(y)=P g(w) is 2 p as in (2); hence, we can easily compute the value for a required PFA. In the following, we will denote as MSF the extension defined in (3) suitable for independent and non-Gaussian noise.
In this work, we propose a further generalization of the MSF, called generalized MSF (GMSF), in order to consider the most general case of non-Gaussian and nonindependent noise. It is based on the use of independent component analysis (ICA), a generalization of principal component analysis (PCA), [7] , [8] , which implements a matrix linear transformation to make the components of the transformed observation vector as independent as possible. The same idea was exploited in [9] to derive energy detectors in the presence of non-Gaussian noise. Actually, ICA could be resorted to implement a linear preprocessing step in any detection problem involving non-Gaussianity and statistical dependence among the observed vector components. However, each detector requires a particular attention due to the specific implementation of the 1053-587X/$26.00 © 2011 IEEE nonlinear transformation g( 1 ). In [9] , an "ad hoc" nonlinear function is proposed to make as Gaussian as possible the linearly transformed observation vector, but the GLRT condition of the extended energy detector used is not generally demonstrated. Nevertheless, this is not the case in the detection problem considered in this work since the nonlinear transformation defined in (4) is inherent to the Rao test, thus preserving its properties.
The paper is organized as follows. In Section II, the GMSF is defined and the computations required to implement it are given. In Section III, the experimental setup and the simulation results are included in order to verify the improvement of the GMSF with respect to the MSF when the noise is neither Gaussian nor independent. Finally, the conclusions of our work are mentioned in Section IV.
II. GENERALIZED MATCHED SUBSPACE FILTER
Test (3) assumes that the components of w are i.i.d. When this is not the case, we could transform the nonindependent observation vector into a new one having independent components. This can be done by means of ICA and an appropriate linear transformation. Let us call U the transformation used to obtain i.i.d. vector noise samples by means of u=Uw. We propose the GMSF in the form g(Uy) T P U g(Uy)
where P g(u) =E Notice that the nonlinear transformation appearing in (6) must be defined from the PDF of the linearly transformed noise samples u, which will generally have a different (non-Gaussian) PDF of the original noise w. Thereby, using (4) and changing w by u, we obtain g(u) = 0 dp(u) du p(u) :
Thus, it is guaranteed that (6) implements a Rao test in the linearly transformed observation vector y U =Uy, hence keeping all the mentioned properties of the Rao test such as the 2 p distribution of the statistic g(Uy) T P U g(Uy)=P g(u) and the asymptotic equivalence with the GLRT and Wald test. Different criteria have been proposed to estimate the required ICA transformation. In essence, all of them are trying to minimize some appropriate measure of the dependence among the vector components.
In particular, U may be decomposed as follows:
where Q is a unitary matrix which performs the required rotation when the observation noise is non-Gaussian and R w is the noise autocorrelation matrix that can be estimated using the classical unbiased estimator
where K is the number of available noise vectors used to train the detector. Then, by applying an iterative gradient algorithm, as used in [9] , it is possible to estimate the rotation matrix Q as follows:
where w pk =R 0 w w k are prewhitened training noise vectors and (11) is required to make the estimate of Q a unitary matrix.
Test (6) and (10) require knowledge of the preprocessing function g( 1 ), which depends on the noise PDF p(u) as shown in (7) . If there is a priori knowledge of p(u), we can directly compute the nonlinear function g( 1 ). For example, if u follows a Laplacian PDF:
where 2 is the variance, the preprocessing function can be expressed as
However, in general, there will not be any available knowledge about the PDF of u, hence we have to use a nonparametric approach. Let us consider the set of samples fu l g; l = 1 . . . L corresponding to realizations of the random variable u whose PDF is to be estimated. The classical nonparametric estimator takes the form [10] 
where
is a normalization constant and h is a parameter which controls the degree of smoothing of the estimated PDF (some rule of thumbs are available to fit h). Let us assume that the quality of the estimate (14) is appropriate to consider p(u) =p(u), so that we can compute the nonlinear preprocessing function g( 1 ) as described in (7) . We start by computing the derivative of (14) with respect to u as follows: dp 
We may identify in (16) a linear and a nonlinear term. This later accounts for the possible non-Gaussianity of the random variable u.
III. EXPERIMENTAL ANALYSIS

A. Signal Model
In order to evaluate the improvement of the GMSF in comparison to the MSF, different experiments were conducted using (6) and (3), respectively. Thereby, a subspace signal is to be detected in presence of non-Gaussian and nonindependent noise. Subspace signals will be considered band-limited formed by the sum of one or more sinusoids as defined in (17). This is a specific subspace signal, but it is of particular interest to study the expected improvements when using the GMSF as it will be shown in the experiments performed. Hence, the detection problem is expressed as follows: 
B. Experimental Setup
The detector evaluation has been conducted by studying the performance of the receiver operating characteristic (ROC) curves, where the PD is calculated for every possible PFA. On one hand, this requires the generation of random variables corresponding to non-Gaussian and In order to evaluate the GMSF, we assume that the estimate of the linear transformation U and the preprocessing function g( 1 ) required in (6) are obtained in a previous training step where only noise is present. Thereby, selecting the number of noise training vectors K, used for the estimation of U, becomes an important problem of practical interest. Obviously, good estimates of U require a relative great value of K. However, it cannot be made arbitrarily large as there are some limiting factors, namely, the computational burden and the time interval duration allowed for training. In general, this decision may be considered part of the overall calibration of the detector for each application, but unfortunately, it is not easy to find an analytic closed equation giving us the best values. Instead, we use an experimental fitting taking the value that results in the best performance in terms of the ROC curves. For example, in Fig. 1 Once we have obtainedÛ, it is necessary to estimate the nonparametric function g( 1 ). For that, the estimated linear transformationÛ is applied to the K available noise training vectors w d as follows: u =Ûw d . This leads to K linearly preprocessed vectorsû and to a total set of KN independent samples of the random variable u which will have similar PDFs to the originals wi. However, only a subset of L = NK=4 samples will be randomly selected to estimate g( 1 ) using (16) in an effort to reduce the computational requirements. The parameter L was set considering similar experiments to those conducted to determine the most suitable value of K.
C. Comparing GMSF and MSF
Several experiments were performed in order to assess the improvements of the GMSF with respect to the MSF varying different parameters involved in the detection problem. First, it is of particular interest to observe how the GMSF behaves in presence of independent non-Gaussian noise (w i ). In Fig. 2 , the ROC curves of both detectors are presented when using independent Laplacian noise for SNR = 02 dB, N = 25, and M = 1. It can be observed that both detectors behave similarly as expected. Second, in Fig. 3 , we show the ROC curves obtained with the MSF and the GMSF considering different types of nonindependent noises (w d ) for SNR = 06 dB, N = 25, and M = 1. As it was described in the previous sections, these dependent noise samples correspond to linearly transformed independent noises having non-Gaussian PDFs: Rayleigh, Laplacian, and Gamma. Furthermore, the ROC curve of the MSF is also represented for the same parameters and non-Gaussian noise PDFs, but with independent samples. Comparison of the three curves for all noise distributions indicates that the MSF detector experiments a considerable deterioration with nonindependent noise while the GMSF curves practically coincide with the ones corresponding to the MSF for independent noise. Therefore, it is shown the capability of the GMSF to compensate the degradation of the MSF which becomes a random detector in presence of dependent noise. The above results are of particular importance since it is possible to demonstrate the generalization property of the GMSF, which significantly improves the MSF performance in presence of nonindependent noise (Fig. 3) , and it behaves like the MSF in presence of independent noise (Fig. 2) .
In Fig. 4 , we extend the previous results testing the influence of varying different parameters involved in the experiments. Fig. 4(a), (b) , and (c) shows the ROC curves of the GMSF and the MSF for different values of SNR, N, and M with non-Gaussian and nonindependent noise (generated from Laplacian PDF). In all the examples, the improvements of the GMSF with respect to the MSF are evident and the influence of the parameter value follows the expected behavior. In Fig. 4(a) , we can see how the PD increases with the SNR. It must be noticed that the increase is not very significant for the MSF, thus indicating that the SNR should be much higher to compensate the degradation of the MSF in presence of dependent noise. Similarly, in Fig. 4(b) , as expected, the PD also improves with the observation size N since the normal behavior of any detector implies that the test statistic increases the SNR gain with N. Again, we can observe how the enhancement in PD when using the MSF is not as significant as the one obtained with the GMSF. Finally, Fig. 4(c) shows the influence of varying M, the number of involved sinusoids (dimension of the subspace). As expected, the PD increases in the GMSF case when the subspace becomes more restrictive (lower dimension), that is the signal bandwidth becomes narrower, although in MSF this effect is insignificant in comparison with GMSF.
As a general conclusion, it is shown that the degradation of the MSF due to the presence of nonindependent noise cannot be easily compensated by increasing the SNR, the observation size N or by reducing the signal subspace dimension M. Therefore, the use of the GMSF is presented as a practical solution to this problem.
IV. CONCLUSION
We have introduced a generalization of the matched subspace filters for the detection of unknown signals in a background of non-Gaussian, nonindependent noise. To do so the already known detector based on the Rao test, which is applicable to non-Gaussian and independent noise, is modified to include a previous linear transformation based on ICA. In order to obtain general applicability of the proposed test, a nonparametric estimation of the noise PDF is used after the linear transformation. Thereby, the properties of the Rao test are preserved for any kind of non-Gaussian noise distribution. Several experiments were conducted with simulated examples in order to evaluate the MSF in comparison to the GMSF. The study of the resulting ROC curves show the performance enhancement obtained with the generalized solution, and, more specifically that the degradation of the MSF in presence of dependent noise cannot be easily compensated except by using the GMSF.
I. INTRODUCTION
For several decades, the problem of source localization using time differences of arrival (TDOAs) has received considerable interest in many fields, such as radar, sonar, navigation, and sensor networks [1] - [4] . Modern localization system often uses dynamic mobile platforms as receivers. Mobile platform has the advantage of creating frequency differences of arrival (FDOA) from the Doppler effect due to the relative motion between the source and receivers, which can be exploited to improve the localization accuracy. An undesirable effect is that the mobile receivers will have errors in their positions and velocities.
Localization of a stationary or moving source using TDOA and FDOA is not a trivial task due to the nonlinear nature of the estimation problem [5] - [8] . Ho and Xu [7] utilized the advantage of having TDOA available in forming the FDOA solution equation and as a result came up with a closed-form solution to solve the localization problem that achieves the Cramér-Rao lower bound (CRLB) performance at small noise region. Reference [9] proposed another closed-form estimator by exploiting the multidimentional scaling analysis. In the presence of sensor location errors, [8] extended the method in [7] to account for the uncertainty in sensor locations. The resulted estimator
