Abstract-A multivalued recognition system was formulated by the authors which has the ability of discriminating the nonoverlapping, and overlapping and no-class (i.e., ambiguous/doubtful) regions and of analyzing the associated uncertainties by providing output decisions in four states, namely, single, f i r s tsecond, combined, and null choices. The single choices correspond to the nonoverlapping regions, whereas the overlapping regions are reflected by the f irst-second and combined choices. The null choices reflect the portions outside the pattern classes and/or the portions of the pattern classes uncovered by the training samples. A theoretical analysis of these characteristics and of the performance of the recognition system has been provided in the present article. It has been shown theoretically that with the increase in the size of the training samples, the estimates of the overlapping, nonoverlapping, and no-class regions tend to their actual sizes. All analytical findings have been substantiated with experimental results various situations in oneand two-dimensional feature spaces. Bayes decision boundaries are always found to lie within the combined choice region as provided by the multivalued recognition system. The present investigation, in turn, establishes analytically the justification of providing multivalued output decisions in four states for managing uncertainties arising from ambiguous regions.
I. INTRODUCTION
HE multivalued recognition system, described by the T authors in [l] , decomposes the feature space based on geometric structure and the relative position of the pattern classes, and provides output as multiple choice for classes with their preferences. It classifies a sample either as a single choice (possibility to be only in one class), or as a combined choice (possibility of belonging to more than one class with same preference), or as a first-second choice (possibility of belonging to more than one class with different preferences), or as a null choice (possibility of not belonging to any of the classes). The single choices correspond to the nonoverlapping regions whereas the overlapping regions are reflected by the first-second and combined choices. The null choices reflect the regions outside the pattern classes and/or the regions of the pattern classes uncovered by the training samples (even with its extended portions). Thus, the system has the ability of discriminating the overlapping and no-class (i.e., ambiguous/doubtful) regions and of analyzing the assoicated uncertainties by providing output in four states.
In this paper, a theoretical analysis of the aforementioned characteristics and the performance of the recognition system is provided. Initially, the regions corresponding to the four output forms are determined analytically and the estimates of the nonoverlapping, overlapping, and no-class regions in the feature space are then determined. Various possible situations in one-and two-dimensional feature spaces with two classes are considered here. It has been shown that with the increase in the size of the training samples, the estimates of the overlapping, nonoverlapping, and no-class (null choice) regions tend to their actual sizes.
All the analytical findings have been substantiated with experimental results. For a comparative study of the recognition system with a conventional one, the Bayes classifier [2] is implemented on the considered various data sets. The Bayes thresholds between classes are always found to lie within the combined choice region of the multivalued recognition system. The present investigation, in turn, analytically establishes the justification of considering output decision in four states for managing uncertainties arising from ambiguous regions.
A brief description of the recognition system [l] is furnished in Section 11. Section I11 provides some theorems which are used in the subsequent sections. The theoretical analysis of the system in one-and two-dimensional feature spaces are dealt with in Sections IV and V, respectively. Section VI contians the conclusions.
MULTIVALUED RECOGNITION SYSTEM [ 13
The multivalued recognition system developed by Mandal, Murthy, and Pal is described here in brief. The system has the capability of handling various input patterns and it provides multiple choice for classes as the output decision. For describing the system, let us consider an A4 class C1, ( 7 2 , . . . Cj,. . . C M ) and N feature (3'1, Fz . . . , Fi, . . . , F N ) problem. The block diagram of the recognition system is shown in Fig. 1 . It consists of two parts, namely, learning and fuzzy processor. The learning section basically decomposes the entire feature space into some space subdomains and finds a relational matrix. The fuzzy processor uses the relational matrix in the modified compositional rule of inference [3] to decide about the class or classes in which a pattern X may belong. The operations of various blocks in Fig. 1 are discussed below.
A. Learning
The learning section has two blocks, namely, preprocessing and relational matrix estimator. The space subdomains in the feature space are obtained in the preprocessing block and the block relational matrix estimator finds a relational matrix R. Initially depending on the geometric structure [4] - [6] and the relative positions of the pattern classes in the feature space, the training sample set of each pattern class (say C,) is decomposed into a few sample groups (say, mi). That is, the training sample sets of $1 the M pattern classes are decomposed into C g l mj (= M , say) groups. Accordingly, each individual feature axis (say, F,) is divided into a number (say, n,) of subdomains (referred to as feature subdomuins) to highlight the sample goups. Each of the feature subdomains is extended to an extent to incorporate the portion (of the pattern classes) possibly uncovered by the training samples. p u s the whole feature space is decomposed into some, say N ( = IIzln;) overlapping space subdomuins. The functional form of the piecewise linear triangular function (T) is stated below.
Such a piecewise linear triangular function is graphically shown in Fig. 2 . Note that a R function [l] (which is a quadratic function) may also be used to characterize thefeature subdomuins.
The relational matrix R denotes the compatibility of the pattern classes c9rresponding to the space subdomains. The order of R is N x M. The matrix R is estimated from the training samples in the relational matrix estimator block.
Let T h j denote the ( h , j ) t h element of R, i.e., the element corresponding to the hth space subdomain and j t h pattern class. The value of T h j is decided as 
Here NGh is the number of training sample groups highlighted by the space subdomain h; NC: is the number of training samples from the j t h class ( C j ) is the hth space subdomain
and NSh is the total number of training samples in the hth space subdomain Le., NSh = C g l NCj".
So the block relational matrix estimator provides R which is utilized in the fuzzy classifier block to find the final output of the recognition system.
B. Fuzzy Processor
This section consists of three parts, namely, feature extractor, f i z z y classtjier, and decision maker. It uses the relational matrix in the modified compositional rule of inference 111, [3] to decide about the class or classes in which a pattern X may belong.
The For an unknown pattern of X , a characteristic vector C V ( X ) was then defined as where the hth element cvh(X) denotes the degree of its belonging to the hth space subdomain. Let the h t h ( h = 1,2, . . . , A) space subdomain consist of the feature subdomains g t , g t , . . . , g t , . . . , g k . Suppose f g ; ( X ) represents the membership of X to belong in the gath feature subdomain. Then the hth element of C V ( X ) , i.e., the membership value of X corresponding to hth space subdomain, was defined [l] as otherwise h = 1 , 2 , . . . , N .
(6)
So the block featureAextractor finds a characteristic vector with N elements (for N space subdomains) corresponding to each input pattern X.
Suppose the membership (cwh(X)) values of a feature point are positive for two or more neighboring subdomains and one particular pattern class is highlighted by the said subdomains. Then it indicates that the said feature point lies in two or more training sample groups of a pattern class. This in turn increases the possibility for the said feature point to belong in the actual pattern class. We call this notion as the neighboring effect and to incorporate this effect in the characteristic vectors C V ( X ) , M neighboring characteristic vectors corresponding to M pattern classes are defined as
where the hth element if c n v j g ( X ) denotes the degree of belonging to the j t h class based on hth subdomain and the effect of neighboring subdomains of h on the j t h class. Null Choice: If all the entries in S ( X ) are zero then the system refuses to assign the unknown sample to any class, i.e., null choice is given. It needs to be mentioned here that the single choices correspond to the nonoverlapping regions whereas, the overlapping regions are reflected by the first-second and combined choices. The null choices reflect the regions outside the pattern classes and/or the regions of the pattern classes uncovered by the training samples.
In order to give the final decision in linguistic form regarding the class or classes to which the unknown input pattern X may belong, the confidence factor ( C F ) , as defined in [l] , is calculated and accordingly the final output decision in linguistic form is provided.
HI. SOME THEOREMS
In order to provide the theoretical analysis of the multivalued recognition system [ 13. we have presented here some theorems.
Dejinition 1:
A set A C R1 is said to be a pattern class [7] w Dejinition 1.1: A set A RN is said to be a pattern class 1) A is path connected compact, 2) cZ(Int(A)) = A, [cl means closure, Int means interior] 3) I n t ( d ) is path connected, and 4) X(6A) = 0 where 6d = A n cl(Ac) and X is the Lebesgue measure on RN. w Dejinition 2: P is said to be probability measure on A, A E 1) P << X 2) Let f = dP/dX be the density on A. Then f(z) > Note that Definition 2 restricts the probability measures under consideration on A.
Result: Let X I , X2, . . , X t be independent and identically distributed random variables with density f . If A is a class and P is a probability measure on A then if A is a compact interval. [7] if
A is a pattern class}.
B if P satisfies the following properties [7] - [9] .
[A is the Lebesgue measure on RN].
is open,
Proofi Proof is obvious. Proofi Let F be the density function, i.e., F ( z ) =
which is true as t + 00.
So X ( l ) goes to a in probability. It is sufficient to show that la -X(l) + Stl + 0 in probability
Here we shall show that Ib -X ( t ) -Stl + 0 in probability.
The proof for the other statement is similar. 
A. Nonoverlapping Pattern Classes
This case is shown in Fig. 3 rl, = 1, -E, and pug = ug + E ,
Here E, (1) is the extended portion for the gth feature
The relational matrix R in this case will be represent the single choice regions for C1 and C2, respectively.
For X E (rl,, r,,), the elements in the similarity vector S ( X ) are all positive, i.e., sl(X) > 0 and s 2 ( X ) > 0. This implies that (rl,, ru1) is the overlapping region and we will concentrate now only on this region.
Here two points, say 71 and 7 2 , can be found such that r12 < 71 < 72 < rul, and f o r X E (r12,q), f o r X E (72,rUl), feature space represent the null choice region. 
With the increase of training sample size, the sample sizes in the feature subdomains also increase. Thus, by Theorem 2, rlg + O l g and rug --* Pug in probability for g = 1,2.
This implies that the uncovered portions of the feature space (by the training sample set) decrease in probability with the increase in sample size.
In case 1, there are no overlapping region, and the single choice region for Cj ( j = 1,2) is (rl,, I ' , ) which tends to the set (Lj , U j ) (the actual nonoverlapping region) in probability.
In case 2, the estimated overlapping region is (rl,, rU1).
By (14) and (15), this overlapping region tends to (L2,U1) in probability. But U1 < La. This implies that the overlapping region decreases in probability. The ranges of the training sample sets for the classes C1 and C2, and for the feature subdomains D1 and D2 corresponding to the five sample sets are shown in Table I (a). It is to be noticed that for first two sample sets (with 50 and 100 samples from each class), the feature subdomains obtained are overlapping whereas, for the remaining three sets (with 150, 200, and 250 samples from each class), the feature subdomains obtained are nonoverlapping. So the first two sample sets represent the case 2, i.e., the feature subdomains are overlapping when the pattem classes are nonoverlapping. The remaining three sample sets represent the case 1, i.e., the feature subdomains are nonoverlapping when the pattem classes are nonoverlapping. The various regions obtained for the first two sample sets are shown in Table T (b). The regions obtained for the remaining three sample sets are shown in Table I (c).
These results verify that with the increase in sample size, the training classes @.e., portions covered by the training samples) To show the recognition performance of the system experimentally, a test sample set with lo00 samples from each of the considered pattern classes is generated. With all the aforementioned five training sets, the system recognized the total test sample set correctly under single choices. For comparison, the Bayes classifier is also applied on the same pattem classes (assuming normal distributions). The threshold points found between the classes (71 and Cz are shown in Table I 
B. Overlapping Pattem Classes
This case is shown in Fig. 4(a) . Here the actual overlapping region between the classes C1 and CZ is (L2, VI). In the training samples, the overlapping region is (Z2, u1) .
Initially the algorithm decomposes the feature space into three feature subdomains as [ Z l , ZZ), [ZZ, ul] , (u1, u g ] denoted by D1,D2, and D3, respectively. Here the feature subdomain D1 reflects only C1, the feature subdomain 0 3 reflects only C2 and the feature subdomain 0 2 is overlapping by reflecting both C1 and C2. These feature subdomains are extended to some extent and are characterized by piecewise linear triangular functions (3) T1,T2, and "3. The feature subdomains with their membership functions are shown in Fig. 4(b) .
The relational matrix R in this case will be 1.34-5.64 1.43-5.58 1.56-5.44 1.69-5.31 1.77-5.21 Subdomain D2 4.57-7.35 4.68-7.32 4.76-7.24 4.83-7.16 4.86-7.13  Subdomain D3 6.26-10.63 6.40-10.54 6.55-10.40 6.68-10.29 6.79-10.22 Similarly, in the region ( in probability in probability in probability and 112 =A, + Ul in probability.
With the increase in the size of training samples, the number of samples in the feature subdomains also increases. Then, by Theorem 2, Uz) , respectively, in probability.
The no-class region also tends to its actual size.
Hence the proof.
v. EXPERIMENTAL RESULTS:
To These results substantiate that with the increase in sample size, the training classes (Le., the portions covered by the training samples) tend to their actual classes (Theorem 1) and the feature subdomains with the extended portions tend to their actual sizes (Theorem 2). It is to be noticed that the overlapping and the nonoverlapping regions are tending to their actual sizes with the increase in sample sizes. Hence Proposition 1 is verified experimentally for the case of overlapping pattern classes in one-dimensional feature space.
For analyzing the recognition performance of the system, 1000 test samples from each of the pattem classes are generated. The recognition scores corresponding to the considered five training sets are shown in Table II (d). Note that the recognition scores are grouped into five categories, namely, single correct choice, first-correct choice, combined correct choice, second correct choice, and fully wrong choice.
For comparison, the Bayes classifier is implemented on the same pattern classes (assuming normal distributions). The threshold points found between the classes C1 and C2 are shown in Tables II(b) and (c) corresponding to the considered five training sets. The recognition scores of the Bayes classifier are included in Table II(d). Note from Tables II(b) and (c) that the Bayes threshold points lie in the combined choice region of our recognition system. By adding up the scores corresponding to single correct, first-second correct, and half of the combined correct choices in Table II (d), the recognition score becomes higher than the corresponding correct choices of Bayes classifier. Again, the wrong choices of Bayes classifier are found to be distributed in the combined correct and second correct choices of the proposed system. Therefore, the proposed recognition system has a provision of improving its efficiency significantly by incorporating combined and second choices under the control of a supervisory scheme.
VI. ANALYSIS IN 2-D FEATURE SPACE
Let us consider a two-class (C1 and C2) problem to analyze the performance of the multivalued recognition system in a two-dimensional feature space (F1 x F2). For the sake of convenience, the classes are initially assumed to be of rectangular shape. Then the results are extended to circular pattern classes. These results can easily be generalized to the pattern classes of any shape. Fig. 5(a) . Initially, based on the training set, each individual feature domain is partitioned into three feature subdomains [ Fig. 5(b) ]. Recall that the gth (g = 1,2,3) feature subdomain in the ith ( i = 1 , 2 ) feature axis is denoted by Dzg. As a result, the total feature space is decomposed into nine space subdomains, which are dentoed by SD1 SDz,. . . , SDg, respectively [ Fig. 5(b) ]. Here SDI, SDZ, and SD4 uniquely correspond to the class C1; S D~, S D S , and SDg uniquely correspond to CZ; SDj is overlapping by reflecting both C1 and C2, and SD3 and SD5 are the no-class regions, Le., they reflect neither CI nor CZ. Thus, the feature subdomains along FI and F2 are extended to some extent to highlight the portions possible uncovered by the training samples. These feature subdomains are characterized by different piecewise linear triangular functions of the (3) . The feature subdomains and the space subdomains are shown in Fig. 5(b) . Note that form T Z C J ( s Z ; a2g1 Pl,, 1 Put, 1 rl,g 1 r7Ltg) (i rz ', 2; g = '1 2 , 3, [rz22, Pi,,] are the first-second choice regions with first choice as C,. , [rl12, /311z] x [1'12,, pUZz] and [I' The pattern classes C1 and C2 are shown in Fig. 5(a) . A typical training set is also shown in this figure. The overlapping portions in the pattern classes and also in the training set are marked here. Fig. 5(b) shows the typical feature subdomains and space subdomains corresponding to the training set [ Fig. 5(a) ]. The regions corresponding to single, first-second, combined, and null choices are also shown in Fig. 5@ ). Note that the regions are drawn based on the previous analytical findings.
A. Rectangular Classes
To show the overlapping regions more prominently, the rectangular portion [shown by dotted lines in Fig. 5(a) ] which includes the overlapping regions, are enlarged in Fig. 5(c) . The corresponding rectangular portion in Fig. 5(b) is also enlarged in Fig. 5(d 1,2; g = 1,2,3) .
From Fig. 5(c FUa3 -+ PUt3 = ui2 + Uiz in probability in probability in probability in probability in probability in probability
Therefore, as the size of the training sample increases, the estimated overlapping region [rl12, I?,,,] Fig. 6(a) ]. Here, the nonoverlapping regions for C1 are [2, For analyzing the performance of the proposed recognition system, a test set with lo00 samples from each of the classes is generated. Table I11 provides the recognition scores under various choice groups corresponding to the aforesaid five training sample sets.
The Bayes classifier is also applied on the same pattern classes assuming rectangular distributions of the classes. For a comparative study, the hard regions for the classes C1 and C2, and the no-class region obtained with the Bayes classifier corresponding to the fifth sample set (with 250 samples from each class) are shown in Fig. 6 (g). The feature points represented by the characters "A" and "B" in Fig. 6(g) indicate their belonging to the hard regions for C1 and C2, respectively. Note from Fig. 6(g) that Bayes classifier (with rectangular distributions) assigned, unlike the proposed system [ Fig. 6(f) ], the while overlapping region (based on the training samples) to one class, i.e., C2. Again, corresponding to a feature point represented by the blank characters " " in Fig. 6(g) , the values of the discriminating function are zero for both the classes. These feature points may be considered as belonging to the no-class region (although this no-class region, in fact, includes some portions of the actual pattern classes). These findings are due to the inherent properties of the rectangular distribution. Note that the assumption of any other distribution is not valid here. On the other hand, the output decisions, as shown in Figs. 6(b)-(f), of our multivalued recognition system are seen to be very appropriate. The recognition scores of the Bayes classifier (with rectangular distributions) corresponding to the five training sets are included in Table 111 . Note that the score obtained by adding single correct, first correct, and half of the combined correct choices becomes much higher than the correct recognition score of the Bayes classifier. Again, a significant portion of the wrong choices of Bayes classifier is seen to be corrected by the proposed system and the remaining portion is distributed among the combined and second correct choices.
B. Circular Classes
The analytical results of rectangular classes obtained in the previous section are extended here to circular pattern classes [ Fig. 7(a) ]. A typical training sample set is assumed for carrying out the theoretical analysis of the proposed multivalued recognition system on the circular classes in Fig. 7(a) . The actual overlapping portions and the overlapping portions from the training set are distinctly marked in Fig. 7(a) .
Some typical feature subdomains and space subdomains corresponding to the training samples [ Fig. 7(a) ] are drawn in Fig. 7(b) . Based on these feature subdomains and space subdomains, and using the results obtained for the rectangular pattern classes [Figs. 5(a)-(d) ], the regions corresponding to the single, first-second, combined, and null choices are shown in Fig. 7@ ). To show the overlapping regions more prominently, the rectangular portion (enclosed by dotted lines) in Fig. 7(a) which includes the overlapping region, is enlarged in Fig. 7(c) . The corresponding rectangular portion (enclosed by thick lines) in Fig. 7(b) is also enlaged in Fig. 7(d When the size of the training samples increases, the values of the accuracy factor (2) decrease, and correspondingly the number of feature subdomains and space subdomains increases. Therefore, the sizes of the feature subdomains and space subdomains decrease with the increae in the size of the training samples. Hence, it can be concluded that the increase in sample sizes results in increase in the accuracy of the choice regions with respect to their actual sizes. Therefore, Proposition 1 is claimed for the circular shaped pattern classes.
Experimental Results: To substantiate the analytical findings, a two-clas problem with circular classes is considered. The centers of the classes C1 and C2 are taken to be (5, 5) and (8.5, 8.5), respectively, and their radii are considered to be 3.5 and 3, respectively [ Fig. 8(a) ].
To implement the recognition system, five training sample sets with 50, 100, 150, 200, and 250 samples from each of the pattern classes are chosen randomly. Figs. 8(b)-(f) show the regions corresponding to various output choices for the five sample sets. Here the character "A" represents the single choice for Cl; the character "B" represents the single choice for C2; the character "a" represents the first-second choice with first choice as GI; the character "b" represents the first-second choice with first choice as C2; the character "C" represents the combined choice for both C1 and Cz, and the blank character " " represents the null choice. These results demonstrate that with the increase of sample sizes, the estimated classes tend to the actual classes (Theorem 1) and the feature subdomains (with the extended portions) tend to their actual sizes (Theorem 2). The estimated nonoverlapping, overlapping and no-class regions are seen to tend to their actual sizes with the increase in the size of training samples. Hence the claim of Proposition 1 is justified experimentally. The experimental results in figs. S(b)-(f) also support the analytical findings in Figs. 7(b) and (d) .
The distribution functions of the aforesaid pattern classes are assumed to be Gaussian for applying the Bayes classifier. The hard regions of the Bayes classifier for the classes C1 and C2 corresponding to the fifth sample set (with 250 samples from each class) are shown in Fig. 8(g) . The feature points represented by the characters "A" and "B" in Fig. 8(g) indicate their belonging to the hard regions for C1 and (72, respectively. As expected, the Bayes decision boundary is seen to pass through the combined choice region of the proposed system. Note that in the proposed system, the combined choice region is considered as the boundary between overlapping classes.
As before, 1000 test samples from each of the classes are generated artificially for analyzing the performance of the proposed system. The recognition scores of our system are shown in Table IV corresponding to the five training sets. The recognition scores of the Bayes classifier with the same tranining sets are also included in Table IV combined correct choices) of the proposed system is seen to be much higher than that of the Bayes classifier. In other words, among the samples which were misclassified by Bayes some are found to be corrected by our system and the remaining samples are distributed among the proposed combined and second correct choices. 
VII. CONCLUSIONS AND DISCUSSIONS
regions corresponding to aforementioned four output forms are calculated analytically under two-class problem in one and two dimensional feature spaces. The similar findings can be obtained for a general A4 class N feature problem with
The four state decisions of the multivalued recognition system, as described by the authors in [l] , reflect the characteristics Of the and nonoverlaPPing and no-c1ass classes of anv shaDe. It has also been verified here that with r I
regions (i-e-9 ~biguous/doubtful) of the feature space by providing output decision in four states, namely, single, firstsecond, combined, and null choices. In the present work, the the increase in the size of the training samples, the estimated versions of these regions tend to their actual sizes (Proposition 1). All the analytical findings have been substantiated with experimental results. It has been observed that Bayes decision boundaries always lie within the combined choice regions provided by the multivalued recognition system. Among the wrong decisions made by the Bayes classifier, a part is seen to be corrected by the single and first choices of the proposed system. The remaining portion is found to be distributed among the combined correct and second correct choices. The present theoretical analysis, therefore, establishes that the multilayered system has a provision of improving its efficiency significantly by incorporating the second and combined choices under the control of a supervisory scheme. The present investigation, in turn, analytically justifies the consideration of output decisions in fours states for managing uncertainties arising from ambiguous regions.
