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In the QCD axion dark matter scenario with post-inflationary Peccei-Quinn symmetry breaking,
the number density of axions, and hence the dark matter density, depends on the length of string
per unit volume at cosmic time t, by convention written ζ/t2. The expectation has been that the
dimensionless parameter ζ tends to a constant ζ0, a feature of a string network known as scaling. It
has recently been claimed that in larger numerical simulations ζ shows a logarithmic increase with
time, while theoretical modelling suggests an inverse logarithmic correction. Either case would result
in a large enhancement of the string density at the QCD transition, and a substantial revision to the
axion mass required for the axion to constitute all of the dark matter. With a set of new simulations
of global strings we compare the standard scaling (constant-ζ) model to the logarithmic growth and
inverse-logarithmic correction models. In the standard scaling model, by fitting to linear growth in
the mean string separation ξ = t/
√
ζ, we find ζ0 = 1.19±0.20. The linear fit to ξ in standard scaling
model also allows a time offset, t0, which takes into account the initial string evolution. We show
that the convergence of ζ to its scaling value depends on t0, that the coefficients of the logarithm
and inverse-logarithm are consistent with zero when t0/tf → 0, where tf is the final time of the fit,
and that the constant terms in the models are consistent with the standard scaling measurement.
We conclude that the apparent growth in ζ is an artefact of the time offset in the initial conditions,
rather than a property of the scaling network. The residuals from the constant-ζ (linear ξ) fit also
show no evidence for logarithmic growth, restoring confidence that numerical simulations can be
simply extrapolated from the Peccei-Quinn symmetry-breaking scale to the QCD scale. Re-analysis
of previous work on the axion number density suggests that recent estimates of the axion dark
matter mass in the post-inflationary symmetry-breaking scenario we study should be increased by
about 50%.
Introduction: The Peccei-Quinn (PQ) mechanism,
which solves the strong CP problem of QCD by extending
the Standard Model with an extra U(1) global symmetry
[1], brings with it a long-lived pseudoscalar particle, the
axion [2]. A universe where light axions [3, 4] constitute
the dark matter [5] is one of the most promising scenarios
in the current cosmological paradigm.
If the PQ symmetry is spontaneously broken after pri-
mordial inflation, axion strings are formed [6], a variety of
global cosmic string [7, 8]. They survive until the QCD
confinement transition at around 150 MeV, when they
become connected by domain walls made of the CP-odd
gluon condensate [9, 10], and are annihilated. Most of
the energy is left behind in the form of axion radiation,
produced through the lifetime of the string network and
during the annihilation phase. The axion radiation can
also be viewed as light massive particles, whose number
density depends on the length of string per unit volume
ζ/t2, where t is cosmic time. The dimensionless param-
eter ζ is an important quantity and currently can be es-
tablished only by numerical simulations.
The usual expectation (see [11–13] for reviews) is that
the string density parameter ζ converges to a constant
within a few Hubble times after the network is formed,
part of a wider assumption known as scaling. Scaling
means that the string network is statistically self-similar;
that is, all macroscopic quantities with the dimensions of
length and time are proportional to the Hubble length
and time. Earlier simulations of global cosmic strings
[14–21] were consistent with scaling with ζ ∼ 1, and
there is good theoretical understanding of scaling from
modelling the global properties of the network [22, 23].
However, several groups have recently claimed that ζ
shows a logarithmic increase with time [24–27]. An ar-
gument for expecting a scaling violation is based on the
logarithmic growth in the effective string tension of a
global string with their mean separation. If there is no
corresponding change in the energy loss rate per unit
length, the string length density parameter should grow
[28–30]. Indeed, frustrated strings [31], which have the
same long-range axion field as global strings but higher
tension, have greater length density [28–30].
In fact this argument does not lead to logarithmic
growth of ζ; instead it gives a leading correction to scal-
ing of an inverse logarithm [32]. Nonetheless, either be-
haviour would lead to a larger asymptotic string density
parameter, which would lead to an increase of the axion
number density, and hence a decrease in the axion mass
required to match the current dark matter mass density.
In this work we present results from a new set of nu-
merical simulations of global strings in a classical scalar
field theory with a spontaneously broken U(1) symme-
try. We explore the effect of different initial string
densities and lattice sizes. We compare the results for
the string density in three different two-parameter mod-
els defined below: standard scaling, logarithmic, and
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2inverse-logarithmic. We demonstrate that all simulations
are consistent with standard scaling, and determine the
asymptotic string length density parameter ζ0 to the best
precision to date. The standard scaling model also has a
parameter t0 with dimensions of time, which allows for an
initial non-scaling period. We show that the larger this
parameter relative to the largest time in the fit range tf ,
the slower the convergence of ζ to its asymptotic value.
The coefficients of the logarithm and the inverse loga-
rithm are consistent with zero when t0/tf → 0. We look
for small logarithmic corrections in the residuals of the
standard scaling model, and derive tight bounds, consis-
tent with zero.
We conclude that the axion string density shows excel-
lent scaling following the PQ phase transition, justifying
a constant-ζ extrapolation to the QCD transition. We
re-examine previous results to see how estimates of the
axion number density, and hence the axion dark matter
mass, are affected. e models.
Model and Simulations: The simplest axion models
[3, 4] break the U(1)PQ symmetry with a scalar gauge
singlet field, which we can write as a real scalar doublet
Φ with action
S =
∫
d4x
√−g
(1
2
∂µΦ∂
µΦ− 1
4
λ(Φ2 − η2)2
)
, (1)
where λ is the self-coupling of the scalar field and η its
vacuum expectation value. The metric gµν is the spa-
tially flat Friedmann-Lemaˆıtre-Robertson-Walker metric
with comoving spatial coordinates:
ds2 = dt2 − a2(t)(dx2 + dy2 + dz2), (2)
where a(t) is the scale factor and t is physical time.
When the temperature of the Universe T becomes
lower than the critical temperature Tc ' η, the PQ sym-
metry is spontaneously broken, axion strings are formed
and one massless Goldstone boson and one massive bo-
son with mass ms =
√
2λη arise. When the coupling to
QCD fields are considered, the effective action includes
an additional temperature-dependent term due to the
axial anomaly, which explicitly breaks the PQ symme-
try [1]. Axions acquire a small mass ma ∼ Λ2/η and
are therefore pseudo-Goldstone bosons. At high temper-
atures the axion mass can be neglected, and the field
obeys the following equations of motion:
Φ′′ + 2
a′
a
Φ′ −∇2Φ = −a2λ(Φ2 − η2)Φ, (3)
where the primes represent derivatives with respect to
the conformal time τ =
∫
dta−1(t). For axion string evo-
lution, a ∝ τ .
The evolution of the field is simulated with a discre-
tised version of Eq. (3), parallelised using the LATfield2
library [33]. We use cubic lattices with periodic boundary
conditions, which impose an upper limit in the dynami-
cal range of the simulation of half a light-crossing time,
beyond which it is possible for the Goldstone modes to
show finite volume effects in their propagation. Note that
we do not use the Press-Ryden-Spergel method [34]; data
is taken while the string core has constant physical width
rs = m
−1
s and shrinking comoving width.
We are interested in the scaling regime of the string
network, not on the details of the phase transition, so
we use initial conditions designed to drive the system
quickly to scaling. To this end, a satisfactory initial field
configuration is given by the scalar field velocities Φ˙ set
to zero and the components of Φ to be Gaussian random
fields with power spectrum
PΦ(k) = A
[
1 + (k`φ)
2
]−1
, (4)
with A chosen so that 〈Φ2〉 = η2. We use comoving
correlation lengths `φη = (5, 10, 20). We run with lattice
sites per side N = [1k, 2k, 4k] (where k = 1024), and
perform 4 independent runs in each different lattice and
for each correlation length.
In order to allow smooth strings to quickly appear
and to remove energy from the initial configuration, λ
is time-dependent in the preparation phase, so that we
can arrange msa ' 2η at τiniη = 50, and apply a period
of diffusive evolution with unit diffusion constant, until
τdiffη = 70. We then apply the second order equations
(3) with a linearly increasing scale factor a, allowing the
comoving width of the strings to grow to their physical
value at τcgη = [144.9, 196.2, 271.1] for N = [1k, 2k, 4k].
The physical evolution begins at τcg and ends at
τendη = [300, 550, 1050], when msa = 2η, during which
λ = 2 is constant. We normalise the scale factor so that
a(τend) = 1. The comoving lattice spacing is δxη = 0.5,
the conformal timestep during diffusion is δτ = δx/30
and during second order evolution is δτ = δx/5. In the
subsequent figures and tables the unit of length is η−1.
Measurements and results: The evolution of the string
network can be tracked by the mean string separation
ξ, defined in terms of the mean string length `s in the
simulation volume V as
ξ =
√
V/`s. (5)
The physical string length `s is the number of plaque-
ttes pierced by strings multiplied by the physical lattice
spacing aδx, corrected by factor of 2/3 to compensate for
the Manhattan effect [28]. Such plaquettes are identified
calculating the “winding” of the phase of the field around
each plaquette of the lattice [35].
A dimensionless measure of the length of string per
unit volume [8, 24–26, 30, 32] is
ζ = `st
2/V = t2/ξ2, (6)
which in a radiation-dominated universe is four times the
number of Hubble lengths of string per Hubble volume
(note that some authors use ξ to denote this quantity).
3As there is no fixed length scale in the string equa-
tions of motion, string networks are expected to evolve
towards a self-similar or scaling regime, in which the only
length scale is t [7, 8, 22]. Hence ξ should increase lin-
early with time, and ζ should evolve towards a constant.
However, the formation and initial evolution of the net-
work introduces a time scale, which can be taken to be
the t-axis intercept of a linear fit to ξ(t) [36]. We call
this the initial string evolution parameter, and denote
it t0. Over cosmological timescales the ratio t0/t → 0;
however, in numerical simulations it must be taken into
account when extracting the scaling value of ζ, which we
denote ζ0.
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FIG. 1. Mean string separation ξ (defined in Eq. (5)) from
4k simulations with all initial field correlation lengths `φ. The
solid line represents the mean over realizations of ξ at each
time, with the shaded regions showing the 1-σ variation. Also
shown as dotted lines are the linear fits to the form of Eq. (7),
whose parameters and uncertainties are shown in Table I. The
blue vertical dashed line is the end of the core growth period
(tcg), after which strings maintain their physical width, and
the green ones are the boundaries of the fitting ranges.
Fig. 1 shows the results for the mean string separa-
tion ξ for 4k simulations with different initial correlation
lengths. Graphs of ξ against t for all runs are shown in
the Supplemental Material. Consistent with our earlier
simulations [21], after a relatively short period of relax-
ation, ξ asymptotes to a line that can be well fitted with1
ξ = 2β(t− t0). (7)
This is the standard scaling model. The scaling value of
the length density parameter is ζ0 = 1/4β
2.
We measure the parameters β and t0 with a lin-
ear fit over four ranges in conformal time, defined by
1 Note that β as defined here is the slope of the comoving string
separation ξ/a plotted against conformal time τ = 2t/a.
∆tfit `φ t0 β ζ0
171.42 - 233.33 5 -8.94 ± 2.74 0.47 ± 0.01 1.12 ± 0.05
171.42 - 233.33 10 -7.48 ± 8.47 0.48 ± 0.03 1.11 ± 0.15
171.42 - 233.33 20 -10.00 ± 1.81 0.49 ± 0.01 1.04 ± 0.05
233.33 - 304.76 5 -16.46 ± 10.27 0.46 ± 0.02 1.20 ± 0.11
233.33 - 304.76 10 -19.64 ± 4.54 0.45 ± 0.02 1.22 ± 0.13
233.33 - 304.76 20 -12.59 ± 13.29 0.49 ± 0.02 1.06 ± 0.09
304.76 - 385.71 5 -29.83 ± 11.13 0.44 ± 0.02 1.30 ± 0.13
304.76 - 385.71 10 -12.32 ± 20.42 0.47 ± 0.03 1.16 ± 0.16
304.76 - 385.71 20 -12.93 ± 15.52 0.49 ± 0.03 1.07 ± 0.12
385.71 - 476.19 5 -27.32 ± 27.07 0.44 ± 0.03 1.28 ± 0.17
385.71 - 476.19 10 -34.48 ± 39.63 0.45 ± 0.05 1.31 ± 0.31
385.71 - 476.19 20 -23.79 ± 16.37 0.47 ± 0.03 1.12 ± 0.13
TABLE I. Numerical values of the fit parameters for the 4k
runs fitted over the conformal time ranges given after Eq.
(7), shown in physical time as ∆tfit. The fit parameters t0
and β pertain to Eq. (7), with ζ0 = 1/4β
2. The values are
computed averaging over the 4 different realisations and the
computation of the uncertainties is described after Eq. (7).
N β ±∆β ∆βstat ∆βsys ζ0 ±∆ζ0 ∆ζ0,stat ∆ζ0,sys
1k 0.499 ± 0.042 0.031 0.028 1.02 ± 0.17 0.13 0.11
2k 0.486 ± 0.036 0.030 0.019 1.07 ± 0.16 0.13 0.08
4k 0.467 ± 0.037 0.030 0.021 1.17 ± 0.20 0.17 0.11
TABLE II. Central values and estimated uncertainties of the
standard scaling parameters β and ζ0 = 1/4β
2 for all box
sizes. The decomposition into statistical and systematic un-
certainties, as discussed in the text after Eq. (7), is also shown.
a vector of boundary times τb = (6, 7, 8, 9, 10)τs, and
τsη = [25, 50, 100] for N = [1k, 2k, 4k]. We choose times
in the last half of the conformal time range to minimise
biases from the initial conditions. The standard devia-
tion of the central values of the parameters in the dif-
ferent fit ranges can be used to give an estimate of the
combined uncertainty due to the approach to scaling and
the lattice spacing: later fits will be closer to the scaling
value, but more affected by the lattice spacing, which is
equal to the inverse mass (2η)−1 at the end of the sim-
ulation. The standard deviation of the central values
between different `φ gives an estimate of the uncertainty
due to the initial correlation length. The two uncertain-
ties are added in quadrature to give an estimate of the
systematic error ∆βsys, which is dominated by the uncer-
tainty due to the variation in initial correlation lengths.
The total uncertainty is obtained from adding the sta-
tistical and systematic uncertainties in quadrature. The
means and uncertainties for the standard scaling param-
eters can be found in Tables I and II.
We now turn to the alternative models recently put
forward, a logarithmic correction to scaling [24–27]
ζ(t) = ζ∗0 + α
∗ log(ηt) (8)
and an inverse logarithmic correction [32]
ζ(t) = ζ ′0 + α
′/log(ηt) (9)
4where ζ∗0 , ζ
′
0, α
∗ and α′ are the fitting parameters. We
performed fits over the four ranges used previously, using
the same method to estimate uncertainties. The mean
values and uncertainties for the parameters can be found
in Table III.
The uncertainties include zero, and are apparently in-
consistent with reports of a logarithmic correction with
coefficient α∗ ' 0.2 [24, 25]. It is interesting to exam-
ine why. If the strings are scaling in the sense that the
mean string separation ξ is increasing linearly, the string
density parameter ζ behaves as
ζ =
t2
4β2(t− t0)2 ' ζ0
(
1 + 2
t0
t
)
. (10)
The uncorrected estimator approaches its asymptotic
value slowly, resembling the behaviour of a logarithm
with a positive coefficient,
α∗(tf ) = −2ζ(t0/tf )(1− t0/tf )−1, (11)
where tf is a time at which the fit is carried out. We find
that taking tf to be the final time in the fit range gives
the best fit. If t0 < 0, the approach is from lower (“under-
dense”) values of ζ, giving positive values of α∗, and vice
versa. Hence an apparent logarithmic growth parameter
α∗ ' 0.2 [24, 25] is produced for runs where the initial
string configurations are biased towards t0/tf ' −0.1.
Our initial conditions cover both positive and negative
values of α∗, and are consistent with α∗ = 0 as t0/tf → 0.
The parameter α′ similarly takes both signs and is consis-
tent with zero as t0/tf → 0. The constant terms in the
alternative models are consistent with standard scaling
ζ∗0 , ζ
′
0 ' 1 as t0/tf → 0. The standard scaling parameter
β depends only weakly on t0/tf . This effect is included in
our uncertainty, and is smaller than the statistical fluc-
tuations. More information is given in the Supplemental
Material.
We also explore the possibility of a small drift away
from standard scaling in the residuals, by using the length
density parameter estimator
ζˆ = `s(t− t0)2/V = (t− t0)2/ξ2 , (12)
where t0 is the best fit value from the fit (7) for ξ(t).
In Fig. 2 we plot ζˆ against t − t0 for the 4 runs with
`φη = 5. The figure gives a clear impression of ζˆ tending
to an asymptotically constant value. The residuals to the
standard scaling fit for `φη = 5 are also shown in Fig. 2,
with the mean shown as a dashed line. We fit the residual
to a constant plus a logarithm according to
ζˆ(t)− ζ0 = ζr + αr log(ηt), (13)
where αr and ζr are fitting parameters, fitted over the
four ranges in conformal time described earlier.
The measured values of ζr and αr are given in Table III,
along with the uncertainties. They are consistent with
N ζ∗0 α
∗ ζ′0 α
′ ζr (×10−2) αr (×10−2)
1k 1.7 ± 1.0 -0.14 ± 0.21 0.55± 0.69 2.4± 3.3 0.0 ± 1.3 -0.02 ± 0.31
2k 0.88 ± 0.60 0.03 ± 0.11 1.18 ± 0.58 -0.8 ± 3.0 0.2 ± 1.6 -0.04 ± 0.33
4k 0.42 ± 0.59 0.11 ± 0.11 1.66 ± 0.68 -3.6 ± 3.8 0.2 ± 1.5 -0.03 ± 0.26
TABLE III. Numerical values of the fit parameters of the log-
arithmic correction, inverse logarithmic correction, and resid-
uals as presented in Eqs. (8), (9) and (13) respectively. Fitting
ranges and error estimates were obtained following the same
prescription as in the previous tables.
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FIG. 2. Top: string length density parameter ζˆ (see Eq. (7))
plotted against offset time t − t0, for all 4k runs with initial
correlation length `φ = 5. The dashed line shows the mean
of ζ0 = 1/4β
2. Bottom: residuals (ζˆ − ζ0) plotted against
offset time t − t0, for the same simulations. Individual runs
are showed in solid lines and the residuals between the mean
ζ0 and ζˆ in dashed.
zero, and give a tight bound on any logarithmic growth
in the string length density parameter in the residual.
Having determined that standard scaling is the best
model, we explore the uncertainty due to the finite lat-
tice volume. We average the fit parameters over initial
correlation lengths and fit ranges at each lattice size, and
then perform a linear extrapolation in 1/Lη. Our final
result for the length density parameter is2
ζ0 = 1.19± 0.20. (14)
The coefficient of any logarithm in the residuals is
αr = (−0.04± 0.30)× 10−2, (15)
consistent with zero. The dominant error is statistical.
Conclusions: In this paper we have investigated
the scaling density of axion strings, prompted by recent
claims of a logarithmic increase in the string length den-
sity parameter ζ [24–30].
2 We have also performed simulation with constant comoving
width, and observe a similar behaviour, with ζ0 = 1.34± 0.22.
5We have fitted the string length density from our sim-
ulations with three two-parameter models: the standard
scaling model with the usual time offset t0 to account for
the initial string evolution and an asymptotically con-
stant length density parameter ζ0; a model with a log-
arithmically increasing ζ; and a model with an inverse
logarithmic correction. By linear fits to the mean string
separation ξ, we obtain a well-determined result for the
parameter ζ0, given in Eq. (14). The coefficients of the
logarithm and inverse logarithm can be understood in
terms of the dependence of ζ on the initial string evo-
lution parameter t0, and describe a disguised approach
to scaling for non-zero t0. We find they are consistent
with zero when t0/tf → 0, where tf is the final fitting
time. The constant terms in the models consistent with
the standard scaling values. A search for a logarithmic
correction to the residuals of the standard scaling model
gives a tight upper bound on the magnitude of its coef-
ficient (15): our 3σ limit on a logarithmic correction to
the string density parameter is |α| < 0.94× 10−2.
We conclude that axion strings scale very well in the
standard sense, and that between a 1012 GeV PQ phase
transition and the QCD transition at 100 MeV, any loga-
rithmic correction to the string density parameter ζ0 ' 1
must be less than about 0.5.
An implication of the confirmation of standard scaling,
important for network modelling [32], is that the energy
loss rate per unit length of string must increase at the
same rate as the effective string tension.
The tight constraint on the logarithmic correction also
has implications for attempts to extend the dynamic
range of global string simulations [28–30] by using frus-
trated strings [31]. Frustrated string models have fields
with both global and local symmetries, and the string
resembles a global string with an Abelian Higgs string at
the core. The effect is to decouple the string tension µ
and the axion decay constant fa, so that κ = µ/pif
2
a can
be chosen to be greater than 1. As the effective tension of
an axion string is µa ' pif2a ln(ξη), it was argued that a
simulation with frustrated strings would effectively reach
a string separation ξ ∼ η−1 exp(κ).
It was found that there was an increase in the length
density parameter ζ with the ratio κ = µ/pif2a , appar-
ently saturating at ζ ' 20 around κ ' 50 [30]. This is
far above our O(1) upper bound on ζ at the QCD scale,
casting doubt on the effectiveness of frustrated strings
as a generic model of axion strings at large separations.
Hence one should not extrapolate the axion number den-
sity nax to κ ∼ 70. From Fig. 6 (right) of Ref. [30] one
can estimate that nax/nmis ' 0.5 at κ = 1, where nmis
is the angle-averaged number density produced by the
misalignment mechanism [5, 30, 37–39]. This is consis-
tent with the directly-measured values reported by other
groups [20, 26]. This value is about 60% of the extrap-
olated value [30], suggesting that the value of the axion
dark matter mass of about 25 µeV [30] should be re-
vised upwards by about 50% in scenarios based on PQ
symmetry-breaking by a gauge singlet. We leave a more
precise estimate for future work.
Finally, we note that frustrated string models [28–30]
may be viable if the PQ symmetry-breaking is accom-
panied by the breaking of a U(1) gauge symmetry. The
difference in the axion dark matter mass estimates be-
tween the models implies that the detection of an axion
and an accurate measurement of its mass could distin-
guish between them.
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7SUPPLEMENTAL MATERIAL
In Fig. S1 we show the central values of the fit parameters ζ0 and αr (see Eq. 13) as well as the 1-σ uncertainties
for 1k, 2k and 4k simulations against 1/L. The values can be seen in Tables II and III. As explained in the main text
we perform a linear extrapolation to obtain the final results for ζ0 and αr, these linear extrapolations are shown in
the plots as dashed lines.
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FIG. S1. Central values and estimated uncertainties of the fit parameters ζ0 and αr (see Tables II and III) plotted against 1/L,
where L = Nδx is the comoving side-length of the simulation box. The dashed lines are linear fits to the data points.
In Fig. S2 we show plots of ξ against t and ζ against log(tη) for all simulations, where ξ is the mean string
separation (5), ζ is the string length density parameter (6), t is cosmic time, and η the expectation value of the field.
In Fig. S3 we show the dependence of the fit parameters β, α∗ and ζ∗0 (8) and α
′ and ζ ′0 (9) on the fit parameter
t0/tf , where t0 is the time offset in the fit (7) and tf is the end of the fitting period. The dotted line in the middle
figure is Eq. (11), with tf taken as the end of the fitting period (the rightmost dashed lines in Fig. S2). The solid
black line represents our final result for the length density parameter (14) with the 1-σ variations represented as
shaded regions.
Figs. S2, S3 support our statements that:
1. Simulations which are scaling in the standard sense (ξ ∝ t) have a slow evolution in the ζ - log(ηt) plane.
2. Simulations converge to ζ ' 1 from both above and below.
3. Convergence from below can look like a logarithmic increase in ζ, as observed in Refs. [24–27].
4. The coefficient of the logarithm can be predicted from the ratio t0/tf , and is therefore describing a feature of
the initial conditions.
5. The coefficients of the logarithm and inverse logarithm are consistent with zero at t0/tf = 0.
6. The constant terms in logarithm and inverse logarithm models are consistent with standard scaling at t0/tf = 0.
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FIG. S2. We show the 1k, 2k and 4k simulations from left to the right, where the black lines represent simulations with initial
field correlation length lφ = 5, red ones with lφ = 10 and blue ones with lφ = 20. The blue vertical dashed lines are the end of
the core growth period (tcg), after which strings maintain their physical width, and green ones are the boundaries of the fitting
ranges. Top row: Mean string separation ξ (see Eq. (5)) for each run simulated. The black dashed line represents ξ = 2β(t−t0),
where β and t0 are computed as stated in the main text for each lattice size. The values of β can be found in Table II. Middle
row: The length density parameter ζ (see Eq. (6)) for each run. The black dashed lines represent ζ0 = 1/4β
2, where we used
the values of β shown in Table II. Bottom row: The length density parameter ζ (see Eq. (6)) averaged over the four runs with
the same initial field correlation length lφ. The dotted lines show the curves ζ = ζ0(1 − t0/t)2, with the values of ζ0 = 1/4β
and t0 used in figures at the top row. The green dashed lines are the fit curves ζ = t
2/4β2(t− t0)2 with η|t0| = 0, 10, 20.
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FIG. S3. Scatter plots showing the values of the fit parameters β (see Eq. 7) on the left, α∗ and ζ∗0 (see Eq. 8) in the middle
and α′ and ζ′0 (see Eq. 9) on the right, against t0/tf , where t0 is the time offset in the fit (7), and tf has been taken as the
end of the fitting period (the rightmost dashed lines in Fig. S2). The black line in the left figure represents β = 1/2
√
ζ0,
where ζ0 has been taken to be the one in Eq. 14; the shaded region represents the 1-σ variation. The dotted line in the middle
figure represents α∗(tf ) = −2ζ(t0/tf )(1− t0/tf )−1. The black lines in the two rightmost figures represent ζ0 (value taken from
Eq. 14) and the shaded regions the 1-σ variation. The color code of the points represent the initial field correlation length
where lφ = 5 is black, lφ = 10 is red and lφ = 20 is blue. 1k simulations are represented as circles, 2k simulations as triangles
pointing downwards and 4k simulations as triangles pointing upwards.
