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RESUMEN
Esta l´ınea de investigacio´n explora la incorporacio´n
del manejo de meta-informacio´n a la Programacio´n
en Lo´gica Rebatible (DeLP) a trave´s de etiquetas. El
propo´sito principal de esta incorporacio´n es brindar
la posibilidad de definir un criterio de comparacio´n
apropiado para el dominio de aplicacio´n espec´ıfico.
Mediante este art´ıculo se introduce `-DeLP, una ex-
tensio´n a DeLP que incorpora el manejo de meta-
informacio´n a trave´s de etiquetas y permite basar en
ella el criterio de comparacio´n por mejor. Adema´s se
presenta un ejemplo de aplicacio´n mediante el cual se
ilustran sus ventajas sobre DeLP.
1. INTRODUCCIO´N Y
MOTIVACIONES
La Programacio´n en Lo´gica Rebatible (DeLP,
[3]), un exponente de la Argumentacio´n Rebat-
ible, constituye un formalismo efectivo para re-
presentar y razonar acerca de conocimiento ten-
tativo y potencialmente contradictorio. Resulta
muy adecuado para aplicaciones donde se agrega
o quita informacio´n en forma dina´mica, y por lo
tanto conclusiones obtenidas previamente pueden
quedar invalidadas. Estas caracter´ısticas hacen de
DeLP una herramienta atractiva para represen-
tar el conocimiento y definir el razonamiento de
agentes inteligentes deliberativos.
No obstante, el e´xito de la aplicacio´n de DeLP
a un dominio espec´ıfico depende en gran medi-
da de la definicio´n de un criterio de compara-
cio´n entre argumentos que capture una nocio´n de
mejor argumento apropiada para dicho dominio.
Esta nocio´n de mejor argumento, espec´ıfica para
el dominio, podr´ıa basarse en informacio´n ma´s
alla´ de la modelada a trave´s de las propias reglas
del programa, por ejemplo informacio´n acerca de
las reglas o meta-informacio´n (confiabilidad de la
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fuente, probabilidad, grado de certeza, prioridad,
etc).
Este trabajo introduce `-DeLP, una exten-
sio´n a DeLP que incorpora el manejo de meta-
informacio´n a trave´s de etiquetas y permite basar
en ella el criterio de comparacio´n por mejor.
A continuacio´n se describe la estructura del
art´ıculo. En la seccio´n 2 se introduce un ejem-
plo de aplicacio´n que se utilizara´ para ilustrar los
conceptos e ideas tratados en el resto del art´ıculo.
En la seccio´n 3 se muestra como modelar el ejem-
plo de aplicacio´n empleando DeLP. En la seccio´n
4 se introduce `-DeLP y en la seccio´n 5 se emplea
para incorporar el tratamiento de incertidumbre
posibil´ıstica al ejemplo. Finalmente, en la Seccio´n
6, se presentan las conclusiones del art´ıculo y se
menciona el trabajo futuro.
2. EJEMPLO DE APLICACIO´N
Consideremos un agente inteligente que asiste
a una persona en la compra de un auto. Concre-
tamente debe razonar acerca de diferentes carac-
ter´ısticas del veh´ıculo para determinar si e´ste se
encuentra o no en buen estado.
Asumamos que el agente cuenta con la siguiente
informacio´n general:
Un auto se encuentra en buen estado si su
motor y su carrocer´ıa esta´n en buen estado.
Si el motor suena bien, existen razones para
pensar que se encuentra en buenas condi-
ciones.
La aprobacio´n de un meca´nico constituye
una razo´n fuerte para pensar que el motor
se encuentra en buen estado.
Si fue usado como taxi, existen razones para
pensar que el motor no se encuentra en buen
estado.
1
Si es de color blanco y funciona a gas es bas-
tante posible que haya sido usado como taxi.
Adema´s, el agente dispone para un auto en par-
ticular de la siguiente informacio´n:
es de color blanco
funciona a gas
el motor suena bien
su carrocer´ıa se encuentra en buen estado
El agente podra´ incorporar nueva informacio´n
acerca del veh´ıculo en forma dina´mica, variando
sus conclusiones consecuentemente.
3. EL EJEMPLO USANDO DeLP
DeLP constituye un formalismo que permite re-
presentar y razonar acerca de conocimiento ten-
tativo y potencialmente contradictorio de forma
muy natural.
Se utilizara´ DeLP como formalismo de re-
presentacio´n y razonamiento para el agente, em-
pleando especificidad generalizada [3, Seccio´n
3.2.1] como criterio de comparacio´n de argumen-
tos. A continuacio´n se presenta un programa
DeLP P que modela la informacio´n descripta en
la seccio´n anterior:
P=

abe ← bno motor, bno carr
bno motor —< suena bien motor
bno motor —< mecanico da ok
∼auto buen estado —< fue taxi
fue taxi —< color blanco, tiene gas
color blanco
tiene gas
suena bien motor
bno carr

El comportamiento del agente se define como
sigue. Sea q un literal, el agente concluira´ q si
q se encuentra garantizado a partir de P. Con-
cluira´ ∼q si ∼q se encuentra garantizado a partir
de P. Recordar que nunca pueden estar garantiza-
dos dos literales complementarios, como se mues-
tra en [3, Seccio´n 2.9]. Finalmente, presentara´ in-
decisio´n respecto a q, si tanto q como ∼q se en-
cuentran no garantizados a partir de P.
Analicemos como razonara´ y que concluira´ el
agente acerca del estado del auto (abe) a partir
del programa P. En la figura 1 se muestran los
a´rboles de diale´ctica asociados al ana´lisis de la
garant´ıa de abe y ∼abe. Los argumentos involu-
crados son 〈A1, abe〉 y 〈A2,∼abe〉, donde:
A1=
{
bno motor —< suena bien motor
}
y
A2=
{ ∼auto buen estado —< fue taxi,
fue taxi —< color blanco, tiene gas
}
Figura 1: Razonamiento acerca del estado del au-
to a partir de P.
Tanto abe como ∼abe se encuentran no garan-
tizados y por lo tanto el agente presentara´ inde-
cisio´n. La razo´n de esta situacio´n de indecisio´n
es que ninguno de los dos argumentos en conflic-
to, A1 y A2, es mejor que el otro de acuerdo al
criterio de comparacio´n.
Supongamos que el agente averigua que el auto
efectivamente fue usado como taxi. El programa
P1 = P∪{fue taxi} refleja el nuevo conocimiento
del agente. A partir de P1 puede construirse un
nuevo argumento 〈A3,∼abe〉 para ∼abe, donde
A3=
{ ∼auto buen estado —< fue taxi }
que se basa en menos informacio´n rebatible que
〈A2,∼abe〉 y por lo tanto constituye un argumen-
to ma´s fuerte. No obstante, como se muestra en
la figura 2, la conclusio´n obtenida por el agente
acerca del estado del auto vuelve a ser indecisio´n.
La causa de la indecisio´n es la misma que antes:
ninguno de los argumentos en conflicto es mejor
que el otro de acuerdo al criterio de comparacio´n.
No´tese que no es posible romper la indecisio´n
agregando 〈A3,∼abe〉 como hijo de 〈A1, abe〉 en
el a´rbol de diale´ctica para 〈A2,∼abe〉, ya que es-
to implicar´ıa una situacio´n de doble bloqueo [3,
Seccio´n 4.1].
Figura 2: Razonamiento acerca del estado del au-
to a partir de P1.
Por u´ltimo, el motor del auto es revisado por
un meca´nico, quien diagnostica que se encuen-
tra en buen estado. El agente incorpora esta
informacio´n dando lugar a un nuevo programa
P2 = P1 ∪ {mecanico da ok}, lo que le permite
construir el argumento 〈A4, abe〉, donde:
A4=
{
bno motor —< mecanico da ok
}
Nuevamente, como se muestra en la figura 3, la
conclusio´n del agente acerca del estado del auto
es indecisio´n.
Figura 3: Razonamiento acerca del estado del au-
to a partir de P2.
4. PROGRAMACIO´N EN LO´GICA
REBATIBLE CON ETIQUETAS
(`-DeLP)
El e´xito de la aplicacio´n de DeLP a un dominio
espec´ıfico depende en gran medida de la defini-
cio´n de un criterio de comparacio´n entre argu-
mentos que capture una nocio´n de mejor argu-
mento apropiada para dicho dominio. Esta no-
cio´n de mejor argumento, espec´ıfica para el do-
minio, podr´ıa basarse en informacio´n ma´s alla´ de
la modelada a trave´s de las propias reglas del pro-
grama. Por ejemplo, podr´ıa basarse en informa-
cio´n acerca de las reglas (meta-informacio´n) como
probabilidad, grado de certeza, confiabilidad de la
fuente, etc.
Esto motiva la siguiente idea: enriquecer el
lenguaje DeLP de forma que cada cla´usula pue-
da tener cierta meta-informacio´n asociada. La
meta-informacio´n asociada a una cla´usula es
simplemente informacio´n acerca de o relativa
a dicha cla´usula. Adema´s, la meta-informacio´n
asociada a las reglas permitira´ sintetizar meta-
informacio´n asociada a argumentos, en la que
luego se basara´ el criterio de comparacio´n por
mejor.
`-DeLP es una forma de materializar la idea
recie´n expresada, utilizando etiquetas para llevar
la meta-informacio´n. Ma´s concretamente `-DeLP
extiende DeLP requiriendo la especificacio´n de:
una etiqueta junto a cada cla´usula del pro-
grama.
una funcio´n ALS (Argument Label Syn-
thesis) que permite determinar la etiqueta
(meta-informacio´n) asociada a un argumen-
to en base a las etiquetas de las cla´usulas que
lo componen.
una relacio´n o criterio de comparacio´n por
mejor entre etiquetas de argumentos BL
(Better Label).
Describamos informalmente como se obtiene la
etiqueta asociada a un argumento mediante la
funcio´n ALS. Para ello consideremos el cara´cter
recursivo de la nocio´n de argumento. Supongamos
que contamos con un argumento 〈A, a〉. Entonces,
o bien a es un hecho en el programa y por lo tan-
to A = ∅, o a se derivo´ utilizando una regla r
con cabeza a y cuerpo b1, b2, ..., bn. En este u´lti-
mo caso, A resulta de unir B1, B2, ..., Bn, donde
〈Bi, bi〉 es subargumento de 〈A, a〉 para 1 ≤ i ≤ n,
adema´s de la regla r si es que r es rebatible.
A partir de lo anterior, la etiqueta asoci-
ada a 〈A, a〉 en base a la funcio´n ALS es
`〈A, a〉 = ALS([], `a) si a es un hecho y `〈A, a〉 =
ALS([`〈B1, b1〉, `〈B2, b2〉, ..., `〈Bn, bn〉], `r) en ca-
so contrario, donde `a y `r son las etiquetas aso-
ciadas al hecho a y a la regla r por el programa,
respectivamente.
Ahora que sabemos como sintetizar la etiqueta
para un argumento, describamos el funcionamien-
to del sistema. La funcio´n de s´ıntesis de etiqueta
de argumento ALS permite sintetizar la etique-
ta (meta-informacio´n) asociada a un argumento a
partir de las etiquetas de las cla´usulas que lo com-
ponen. Finalmente, el criterio de comparacio´n por
mejor BL define la nocio´n de derrota entre argu-
mentos en que se basa el proceso diale´ctico.
A continuacio´n se ilustran los conceptos recie´n
introdicidos utilizando el ejemplo de aplicacio´n
presentado en la seccio´n 2.
5. EL EJEMPLO USANDO `-DeLP
PARA INCORPORAR EL
TRATAMIENTO DE
INCERTIDUMBRE POSIBILI´STICA
A modo de ilustracio´n, utilizaremos `-DeLP
para incorporar el tratamiento de incertidumbre
posibil´ıstica al ejemplo de la seccio´n 3. El resul-
tado es equivalente a P-DeLP, una extensio´n a
DeLP introducida en [2].
Cada cla´usula del programa tendra´ asociado,
mediante una etiqueta, un valor entre 0 y 1.
Este valor constituye una medida de necesidad o
certeza para la cla´usula. En particular, la etiqueta
asociada a una regla establece el grado de certeza
con el que el consecuente se sigue del antecedente.
Como es de esperarse, las reglas estrictas y hechos
siempre tendra´n factor de certeza asociado 1.
A continuacio´n se muestra el programa `-DeLP
P` correspondiente al programa DeLP P.
P`=
8>>>>>><>>>>>>:
1) abe ← bno motor, bno carr : [1]
2) bno motor —< suena bien motor : [0.3]
3) bno motor —< mecanico da ok : [0.9]
4) ∼auto buen estado —< fue taxi : [0.5]
5) fue taxi —< color blanco, tiene gas : [0.2]
6) color blanco : [1]
7) tiene gas : [1]
8) suena bien motor : [1]
9) bno carr : [1]
9>>>>>>=>>>>>>;
La cla´usula etiquetada 2) establece que si el
motor suena bien, entonces se encuentra en buen
estado con un grado de certeza de 0.3.
La cla´usula etiquetada 3) establece la existen-
cia de una conexio´n ma´s fuerte entre antecedente
y consecuente: si el meca´nico da su aprobacio´n,
entonces el motor se encontrara´ en buen estado
con un grado de certeza de 0.9.
Finalmente debemos definir la funcio´n ALS
(Argument Label Synthesis) y la relacio´n BL
(Better Label) de modo que nuestro sistema se
comporte como P-DeLP. Esto es, ALS debera´ re-
tornar como resultado el menor entre los valores
correspondientes a los literales del cuerpo de la
regla y el asociado a la regla por el programa
recibidos como para´metro. BL captura la relacio´n
“posee mayor grado de certeza”.
Ma´s formalmente:
ALS([`b1, `b2, ..., `bn], `c) =MIN(`b1, `b2, ..., `bn, `c)
BL(`A, `B) = `A > `B
De acuerdo a la sema´ntica de P-DeLP, la eti-
queta asociada a un argumento mediante la fun-
cio´n ALS correspondera´ al factor de certeza para
el argumento. La definicio´n de BL como “mejor
si mayor grado de certeza” permite resolver la
comparacio´n entre argumentos en favor del ma´s
certero.
Consideremos nuevamente las tres situaciones
analizadas en la seccio´n 3, pero esta vez con
`-DeLP. Observar que se contara´ con los mis-
mos argumentos que en las tres situaciones para
DeLP, so´lo que esta vez tendra´n un factor de
certeza asociado. Llamaremos P`, P`1 y P`2 a las
versiones para `-DeLP de los programas DeLP P,
P1 y P2, respectivamente.
Para el primer caso se cuenta con 〈A1, abe〉
que posee factor de certeza 0.3 y con 〈A2,∼abe〉
que posee factor de certeza 0.2. Estos valores de
certeza hacen que 〈A2,∼abe〉 no constituya un
derrotador para 〈A1, abe〉, y por ende, como se
muestra en la figura 4, abe quedara´ garantizado.
El agente concluira´ que el auto se encuentra en
buen estado con un grado de certeza de 0.3.
Para el segundo caso, correspondiente al pro-
grama P`1, se cuenta con el argumento 〈A3,∼abe〉
con factor de certeza 0.5. 〈A3,∼abe〉 es un argu-
mento ma´s fuerte que 〈A1, abe〉, lo que permite al
agente arribar a la conclusio´n de que el auto no
esta en buen estado, como se muestra en la figura
5.
Finalmente, para el programa P`1, se cuenta
con el argumento 〈A4, abe〉 con factor de certeza
0.6. Este es un argumento au´n ma´s fuerte que
〈A3,∼abe〉, por lo que se vuelve a reinstalar la
creencia acerca del buen estado del auto, como se
muestra en la figura 6.
Figura 4: Razonamiento acerca del estado del au-
to a partir de P`.
Figura 5: Razonamiento acerca del estado del au-
to a partir de P`1.
6. CONCLUSIO´N Y TRABAJO
FUTURO
En este paper se presento´ `-DeLP, una ex-
tensio´n a la Programacio´n en Lo´gica Rebati-
ble (DeLP) para introducir el manejo de meta-
informacio´n mediante etiquetas. Se mostro´ como
esta extensio´n agrega expresividad a DeLP, per-
mitiendo: 1) asociar cierta meta-informacio´n a las
cla´usulas de un programa, 2) especificar como sin-
tetizar meta-informacio´n para los argumentos a
partir de la meta-informacio´n correspondiente a
las cla´usulas que lo conforman y 3) definir un cri-
terio de comparacio´n por mejor entre argumentos
basado en la meta-informacio´n asociada a los mis-
mos. Esto hace posible la definicio´n de un criterio
de comparacio´n de argumentos que capture una
nocio´n de mejor argumento apropiada para el do-
Figura 6: Razonamiento acerca del estado del au-
to a partir de P`2.
minio de aplicacio´n espec´ıfico.
Como trabajo futuro se terminara´ de definir
y formalizar la incorporacio´n de etiquetas a
la Programacio´n en Lo´gica Rebatible. Esto
podr´ıa realizarse extendiendo la formalizacio´n
mediante Sistemas Lo´gicos Etiquetados de DeLP
presentada en [1].
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