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Özetçe —ATM nakit tahmini, banka sistemlerindeki en yaygın
problemlerden biridir. ATM’de yeterli nakit bulunmaması, müs¸-
teri memnuniyetini azaltırken, gereg˘inden fazla para olması ise
bankanın kar payını negatif etkiler. Bu çalıs¸mada ATM’lerden
çekilen para miktarını tahmin eden bir sistem gelis¸tirilmis¸tir.
Tahmin as¸amasında yapay sinir ag˘ları, dog˘rusal regresyon, destek
vektör makinesi, derin ög˘renme ve istatiksel analiz (ARIMA)
methodları kullanılmıs¸; ve makine ög˘renmesi methodlarının,
istatiksel methodlara göre çok daha iyi performans sergiledig˘i
gösterilmis¸tir. Ayrıca makine ög˘renmesi methodları içerisinde de
LSTM modelinin çok daha az öznitelik kullanarak daha bas¸arılı
tahminler yaptıg˘ı belirlenmis¸tir.
Anahtar Kelimeler—ATM Nakit Tahmini, Regresyon, Makine
Ög˘renmesi, LSTM
Abstract—One of the most common problems related to
banking systems is the Automated Teller Machine (ATM) cash
demand forecasting. Cash shortage adversely affects customer
satisfaction, while too much cash reduces bank’s profitability. We
have developed an ATM cash prediction system using different
statistical and machine learning approaches, including linear
regression, artificial neural networks, support vector machines,
LSTMs and statistical analysis (ARIMA). We compare the results
of these methods and show that machine learning methods in
comparison with ARIMA have higher accuracy. Also it was shown
that among the machine learning model LSTM gives the most
accurate predictions and use less features compared to other
models.
Keywords—ATM stock prediction, LSTM, regression, machine
learning
I. GIRIS¸
ATM’ler bankalar ve müs¸teriler arasındaki etkili etkiles¸im
ve iletis¸im noktalarıdır. Bankalar ATM’lerde fiziksel nakit
depolayarak müs¸terilerin 7 gün 24 saat boyunca, bu bankada
hesabı olup olmasına bakılmaksızın müs¸terilere hizmet sag˘lar-
lar. Türkiye Bankalar Birlig˘i tarafından yapılan aras¸tırmalara
göre, 2018 yılında Türkiye çapında ATM sayısı 46,344’idir.
ATM’de yeterli nakit bulunmaması, bankanın popülerlig˘ine
zarar vererek müs¸teri memnuniyetini azaltırken gereg˘inden
fazla para olması ise, paranın kullanıbilirlig˘ini azalttıg˘ından
ötürü bankanın kâr payını negatif etkileyecektir. Etkili para
birimi yönetimi ve kontrolü, para arzını ve talebini dog˘ru bir
s¸ekilde tahmin etmek için gelis¸mis¸ algoritmalar ile bankaların
talebi tahmin etmelerini ve ag˘ları boyunca para birimini proak-
tif olarak yönetmelerini sag˘lar. Birçok banka ATM’lerinde ge-
nellikle gerekenden %40 kadar daha fazla nakit para tutarken,
uzmanlar bu nakit fazlalıg˘ının %15 ila %20 oranının yeterli
oldug˘unu belirtmis¸lerdir [3].
ATM’ler üzerine Türkiye’de ve uluslararası, gerçek banka
verisi ile gelis¸tirilen birçok benzer yayın bulunmus¸tur. Bunlar
temel olarak günlük ATM’lerden çekilen nakit miktarı ve
nakit güncellemesi olarak 2’ye ayrılmaktadır. Bizim çalıs¸-
mamız günlük olarak çekilen nakit miktarı tahmini üzerine
yapılmıs¸tır ve maalesef bu konuda az sayıda benzer çalıs¸ma
vardır. Çalıs¸mamıza benzer yayınlar incelenmis¸tir. [2]–[5].
Ekinci ve dig˘erlerinin çalıs¸masında ATM’lerin lokasyon
bilgilerini kullanarak kümeleme is¸lemi gerçekles¸tirmis¸ ve bu
kümeleme bilgilerini tahmin is¸leminde kullanmıs¸tır. Çalıs¸ma-
larında %22.69 Ortalama Mutlak Hata Oranı (OMHO) elde
edilmis¸tir. [2]. Bilir ve Dös¸eyen’in kapsamlı çalıs¸masında,
bir bankanın pek çok ATM’sinin veri seti üzerinde %26.44
Ortalama Mutlak Hata Oranı (OMHO) elde edilmis¸tir. [3].
Serengil ve Özpınar ise ATM nakit tahmini ve optimizasyonu
ile, 41 ATM’lik bir veri üzerinde, optimizasyon ile nakit gi-
derlerini %30 indirdiklerini bildirmis¸lerdir. [4]. Sarveswararao
ve Ravi’nin çalıs¸masında ise Hindistan’da bulunan ATM’ler
üzerinde 9 farklı method denemis¸ ve aralarında en bas¸arılı
rastgele tahmin ile olus¸turulan model olmus¸tur. [5].
Bu çalıs¸mada özel bir banka verileri kullanılarak ATM
nakit tahmini yapan bir sistem gerçekles¸tirilmis¸tir. Yukarıdaki
çalıs¸malardan en önemli farkı ise veriseti içerisindeki fiziksel
sorunlardan kaynaklı olus¸an hata girdiler gözardı edilmemis¸tir.
Bunun sebebi ise sistemin olabildig˘ince gerçek durumlardaki
tepkilerini ölçmektir. Deg˘erlendirme kriteri olarak Ortalama
Mutlak Hata (OMH) kriterinin kullanıldıg˘ı deneylerde, ma-
kine ög˘renmesi yöntemlerinin istatistiksel yöntemleri geçtig˘i978-1-7281-7206-4/20/$31.00 c©2020 IEEE
gözlenmis¸tir.
II. GELIS¸TIRILEN SISTEM
Çalıs¸mamızda günlük ATM’den çekilen nakit miktarını
tahmin etmek için farklı regresyon modelleri gelis¸tirilmis¸tir. Bu
modelleri detaylı anlatmadan önce, sistemimizde kullandıg˘ımız
veri setinin anlatılması daha iyi olacaktır.
A. Veri seti
Veriseti olarak özel bir bankanın farklı 2 ATM’sinin 2
senelik verileri kullanılmıs¸tır. Veri seti içerisinde gün bazında
para çekme miktarının yanı sıra, o güne ait bilgiler de bu-
lunmaktadır. Örneg˘in; o günün haftanın hangi günü oldug˘u,
tatil olarak sayılıp sayılmadıg˘ı, hangi is¸ gününe kars¸ılık geldig˘i
bilgileri veri seti içinde mevcuttur.
Bu veriseti üzerindeki verilen bilgiler kullanılarak yeni
öznitelikler olus¸turulmus¸, böylece modeller için kullanılacak
yeni ve verimli farklı öznitelikler eklenmis¸tir. Yeni eklenen
öznitelikler s¸unlardır:
• 1, 2, 3 ve 4 hafta önceki haftanın aynı gününde çekilen
nakit miktarı;
• bir önceki ayın en benzer günündeki çekilen nakit
miktarı;
• bir önceki ayda ortalama çekilen nakit miktarı;
• ayın ilk, orta veya son is¸ gününde olup olmadıg˘ının
bilgisi.
Bu özniteliklerin bazıları kukla (dummy) olarak, bazıları
(örn. haftanın günleri) sıralı bir deg˘is¸ken olarak gösterilmis¸tir.
Yeni öznitelikler arasında, geçen ayın en benzer gününün seçil-
mesi kayan tatillere kars¸ı gürbüzlük sag˘lamak için gereklidir.
Bu s¸ekilde örneg˘in bakılan gün ayın ikisi ve o ayın ilk is¸ günü
olsun; o zaman en benzer gün olarak geçen ayın birinci is¸ günü
kullanılmıs¸tır.
Bu veri seti üzerinde 13. ve 14. aylara ait kayıtlar dog˘ru-
lama kümesi olarak ayrılmıs¸tır. Bu veriler kullanılarak model-
lerimiz için en uygun parametreler seçilmis¸tir.
B. Regresyon Modelleri
Çalıs¸mamızdaki amacımız, ATM’lerden çekilen nakit mik-
tarını gerçek miktarına en yakın s¸ekilde tahmin etmek oldu-
g˘undan, problem bir regresyon problemi olarak ele alınmıs¸-
tır. Bu amaçla lineer regresyon, Destekçi Vektör Makinesi
(DVM), Yapay Sinir Ag˘ları (YSA) ve Uzun Kısa-Dönem
Hafıza (LSTM) modelleri deg˘erlendirilmis¸tir.
DVM yönteminde en iyi performansa lineer çekirdek, 0.5
epsilon deg˘eri, 0.0001 gamma deg˘eri ile ulas¸tık.
YSA yönteminde ise en iyi performansı için olması ge-
reken parametre deg˘erlerini dog˘rulama setimiz üzerinde kafes
araması kullanarak inceledik ve en iyi sonucu tanh aktivasyon
fonksiyonu, 0.01 alpha deg˘eri, 34 hücreden olus¸an 1 adet gizli
katman, 0.0001 bas¸langıç ög˘renme oranı ile elde edildig˘ini
gördük.
Son olarak LSTM ile tek gizli katmanlı ve 2 gizli katmanlı
olmak üzere 2 farklı derin ög˘renme modeli olus¸turduk. S¸ekil
1’de farklı parametreler kullanılarak olus¸turulan bir adet gizli
LSTM katmanı bulunan modellerin zamana bag˘lı olarak OMH
deg˘eri deg˘is¸imi gösterilmis¸tir. Yaptıg˘ımız çalıs¸malar sonucu,
gizli katmanında 8 adet nöron ile olus¸turulan 2 LSTM modeli-
mizin de en iyi performansı gösterdig˘i belirlenmis¸tir. Modeller
as¸ırı uyumun bas¸ladıg˘ı 10. devire kadar eg˘itilmis¸tir.
S¸ekil 1: Uzun Kısa Süreli Bellek Ag˘larında eg˘itim ve test
kümeleri için Ortalama Mutlak Hatanın (OMH) zamana göre
deg˘is¸imi.
III. MODELLERIN DEG˘ERLENDIRILMESI
Zaman serileri tahmininde, makine ög˘renmesinde perfor-
mans deg˘erlendirmesi için genelde kullanılan çapraz geçerleme
metodu kullanılamaz, çünkü gelecekten bilgi sızmaması ve hep
geleceg˘e yönelik tahminlerin yapılması gerekir.
Bu sebeple, mevcut veri setinde 13. ve 14. aylar dog˘rulama
kümesi olarak ayrılıp, parametre optimizasyonu gerçekles¸tiril-
dikten sonra, modellerimiz kayan eg˘itim kümeleri ile eg˘itilmis¸
ve hep bir sonraki ay tahmin edilmis¸tir. Bu s¸ekilde ilk eg˘itim
1-14. aylar ve test kümesi 15. ay olarak seçilmis¸, sonrasında 1-
15. aylar eg˘itim ve 16. ay test olacak s¸ekilde modellerin deg˘er-
lendirilmesine devam edilmis¸tir. Dikkat edilmelidir ki gerçek
problemde veriyi en iyi kullanan degerlendirme yöntemi bu
olsa da, her test degerlendirmesi için kullanılan eg˘itim kümesi
gitgide büyümektedir; örneg˘in son test için 1-23. aylar eg˘itim,
24. ay test için kullanılmıs¸tır.
Bu s¸ekilde her test seti gelecekteki 1 aylık süreden ibaret
olmus¸, en sonunda bu s¸ekilde deg˘erlendirilen her biri birer
aylık 10 test setinin ortalaması (15-24. aylar), test seti hatası
olarak deg˘erlendirilmis¸tir.
Deg˘erlendirme için Ortalama Mutlak Hata (OMH) metrig˘i
kullanılmıs¸tır. Bu problemde ayrıca Ortalama Mutlak Hata
Oranı (OMHO) metrig˘i de kullanılmakta, ancak bu durumda
fiziksel arızalardan ötürü para çekimlerinin sıfır oldug˘u durum-
lar sorun olus¸turmaktadır.
Modellerimizin bas¸arıları deg˘erlendirilirken 6 farklı özni-
telik kümesi olus¸turulmus¸ ve bu öznitelik kümelerinin model-
lerin bas¸arısıya etkisi incelenmis¸tir. Öznitelik setleri olarak;
• F0: Veriye ait olan günün bir hafta öncesindeki aynı
günde çekilen para miktarı;
Öznitelik
Seti
ORTALAMA MUTLAK DEG˘ER
Eg˘itim Seti/Test Seti
LR DVM YSA
F0 18,780/18,008 18,638/17,997 19,171/18,256
F1 16,417/15,995 16,814/16,195 16,784/17,031
F2 15,220/15,786 15,680/15,999 15,840/17,285
F3 14,796/16,263 15,286/16,035 15,437/20,399
F4 15,172/15,789 15,559/15,971 15,785/18,076
F5 14,786/16,242 15,189/16,053 15,328/21,119
LSTM
Tek Katmanlı Çift Katmanlı
F6 15,063/13,755 14,972/ 13,824
TABLO I: Farklı Öznitelik Setleri Kullanılarak Olus¸turulan
Regresyon Modellerinin OMH Deg˘erleri. Her modelin en iyi
sonucu koyu olarak gösterilmis¸tir.
• F1: Verinin haftanın hangi gününe ait oldug˘u, bu gü-
nün tatil olup olmadıg˘ı, bu günden 1 hafta öncesindeki
çekilen para miktarı, bu güne 1 önceki ay en benzer
günde çekilen para miktarı ve bir önceki ayın ortalama
çekilen para miktarı;
• F2: F1 setine ilave olarak, verinin ait oldug˘u günün
ayın 11. is¸ günü olup olmadıg˘ı, o güne ait bulundug˘u
s¸ehirde ve ilçedeki maas¸ yatırılma miktarı;
• F3: F2 setine ek olarak, verinin hangi aya ait oldug˘u
ve ayın ilk veya son is¸ günü olup olmadıg˘ı bilgileri;
• F4: F2 setine ilaveten, bu verinin ait oldug˘u günden
2,3 ve 4 hafta öncesinin aynı günündeki çekilen para
miktarı;
• F5: F3 ve F4 setlerinin birles¸imi;
• F6 : Bu verinin ait oldug˘u günden geriye dönük 30
günlük para çekim miktarı, bu günün tatil olup olma-
dıg˘ı ve hangi gün oldug˘u seçilen öznitelikler olmus¸tur.
Bu öznitelik seti sadece LSTM modeli üzerinde kul-
lanılmıs¸tır.
Bu öznitelik setleri kullanılarak olus¸turdug˘umuz regresyon
modelleri test edilmis¸tir.
Tablo 1’de farklı öznitelik setleri kullanılarak eg˘itilen ma-
kine ög˘renmesi modellerinin test verileri üzerindeki OMH
deg˘erleri verilmis¸tir. Tablodaki deg˘erlerin de gösterdig˘i üzere
farklı modeller farklı öznitelik setleri ile en iyi tahminleri ya-
pabilmis¸lerdir. Yapay sinir ag˘ları modeli en bas¸arılı performan-
sını F1 öznitelik kümesi kullanılarak eg˘itildig˘inde verirken,
Lineer Regresyon ve Destekçi Vektör Makinesi modelleri F2
ve F4 öznitelik seti ile eg˘itildig˘inde vermis¸tir. Bir dig˘er önemli
çıkarım olarak LSTM modelinin çok daha az öznitelik kulla-
nıldıg˘ı halde dig˘er modellere oranla daha bas¸arılı tahminlerde
bulundug˘u görülmüs¸tür.
Makine ög˘renmesi modellerinin istatiksel modellerden
daha bas¸arılı olacag˘ı hipotezimizi test etmek amacıyla bir adet
en yaygın olarak kullanılan istatiksel model olan ARIMA mo-
deli olus¸turulmus¸tur. Dog˘rulama seti üzerinde yaptıg˘ımız kafes
araması sonucunda, ARIMA modelinin en iyi performansa 8
adet gecikmeli deg˘er kullanıldıg˘ında ulas¸tıg˘ı saptanmıs¸tır.
S¸ekil 2’de lineer regresyon, destekçi vektör makinesi, ya-
pay sinir ag˘ları, LSTM ve ARIMA yöntemleri kullanılarak
olus¸turulan regresyon modellerinin, en iyi tahminleri gerçek-
les¸tirdig˘i durumlardaki (öznitelik kümesi ve en iyi deg˘eri veren
parametrelerle) eg˘itim ve test veriseti üzerindeki OMH deg˘er-
leri gösterilmis¸tir. Buradan da görüleceg˘i gibi en iyi sonucu 1
gizli katmanlı LSTM ag˘ı 13,755 hata ile vermis¸tir. Bu sonuç,
bu veri seti için %20.2 ortalama mutlak hata oranına denk
gelmektedir, ki uzmanların yeterli gördüg˘ü orana yeterince
yakındır ve literatürde bahsi geçen çalıs¸malardan daha bas¸arılı
oldug˘u görülmüs¸tür.
S¸ekil 2: Regresyon Modellerinin parametre ve öznitelik setleri
ile aldıg˘ı sonuçlar.
IV. SONUÇ
Bu çalıs¸mamızda ATM’den geçmis¸te çekilen nakit
miktarlarını göz önüne alarak, günlük ATM’den çekilecek
para miktarını en az hata oranı olacak s¸ekilde tahmin
edilmesi amaçlanmıs¸tır. Bu amaçla lineer regresyon, destekçi
vektör makinesi, yapay sinir ag˘ları, LSTM ve ARIMA
algoritmaları kullanarak 6 farklı model olus¸turulmus¸ ve bu
modellerin birbirleri ile hata oranları kıyaslanmıs¸tır. Modeller
eg˘itilirken farklı öznitelik setlerinin modeller üzerindeki
etkisi de incelenmis¸ ve modellerin en iyi performanslarını
farklı öznitelik kümeleri üzerinde verdig˘i görülmüs¸tür.
Ayrıca deney öncesi verisetinde bulunan fiziksel sorunlardan
kaynaklı olan girdiler elenmemis¸, böylece daha gerçekçi bir
veriseti üzerine sistemimiz kurulmus¸tur. Deney sonuçları,
LSTM ünitelerinin uzun süreli etkiles¸imleri yakalama ve
Tekrarlayan Sinir Ag˘larında (RNN) iyiles¸me kabiliyetine
sahip olmalarından dolayı LSTM ag˘ının en iyi sonuçlara
sahip oldug˘unu göstermis¸tir. Ayrıca olus¸turulan dig˘er makine
ög˘renmesi modelleri de ARIMA modeline göre çok daha iyi
sonuçlar vermis¸tir ki bu da makine ög˘renmesi modellerinin
istatiksel modellerden çok daha bas¸arılı tahminler yapacag˘ı
hipotezimizi dog˘rulamaktadır.
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