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Abstract 11 
A rigorous and practical approach for interpretation of impeller flow log data to 12 
determine vertical variations in hydraulic conductivity is presented and applied to two 13 
well logs from a Chalk aquifer in England.  Impeller flow logging involves measuring 14 
vertical flow speed in a pumped well, and using changes in flow with depth to infer the 15 
locations and magnitudes of inflows into the well.  However, the measured flow logs are 16 
typically noisy, which leads to spurious hydraulic conductivity values where simplistic 17 
interpretation approaches are applied.  Here a new method for interpretation is presented 18 
which first defines a series of physical models for hydraulic conductivity variation with 19 
depth and then fits the models to the data, using a regression technique.  Some of the 20 
models will be rejected as they are physically unrealistic.   The best model is then 21 
selected from the remaining models using a maximum likelihood approach.   This 22 
balances model complexity against fit, for example using Akaike’s Information Criterion.  23 
 24 
Introduction 25 
Characterizing hydraulic conductivity and its distribution is a key requirement in the 26 
development of groundwater flow models used by regulatory bodies and water companies 27 
to predict pollutant travel times and to design extraction wells, ground water monitoring 28 
and remediation schemes.  In particular, models need to incorporate vertical variations in 29 
hydraulic conductivity in order to accurately simulate and predict solute transport.   30 
Whilst horizontal variations can be characterized through hydraulic (pumping) tests, data 31 
on vertical variations are often lacking or have to be inferred from lithological or 32 
geophysical logs, because direct approaches such as packer testing are time consuming 33 
and costly. Fortunately, over the past two decades borehole flow logging techniques such 34 
as impeller logging have been developed which can quantify vertical hydraulic 35 
conductivity variations quickly and with relatively lightweight equipment. In outline, a 36 
well is pumped from the top and the variation in flow velocity with depth is measured 37 
using an impeller sonde, giving an indication of the location and magnitude of inflows to 38 
the well.  However, approaches to the interpretation of flow logs have remained rather 39 
subjective, relying on visual inspection to distinguish meaningful data from noise.  This 40 
paper presents a rigorous yet practical method for interpreting impeller logs to obtain a 41 
hydraulic conductivity profile with depth.    42 
 43 
Overview of impeller flow logging 44 
The impeller flow logging method has been described by several authors, including Jones 45 
and Skibitzke (1956), Schimschal (1981), Molz et al (1989, 1994), Paillet (1998, 2000) 46 
and Gossell et al (1999).   A pump is positioned in the casing at the top of the borehole, 47 
and run for sufficient time to attain quasi-steady state flow. 48 
 49 
In order to flow log a well, the impeller sonde is lowered down the uncased section while 50 
the well is pumped at a constant rate from the top.  The impeller flowmeter has a spinner 51 
whose rotation rate is related to vertical fluid flow speed.   The flow rate recorded 52 
decreases progressively as each producing zone is passed.   If there is no ambient flow in 53 
the well, the first derivative of flow speed is in theory related to hydraulic conductivity 54 
i.e. the impeller log identifies the relative contribution of each layer to overall 55 
transmissivity.   Absolute hydraulic conductivity can be determined where aquifer 56 
transmissivity is known (Molz et al 1989, Keys 1990).   The basic principle of the 57 
technique is illustrated in figure 1. 58 
 59 
Although the impeller flowmeter has a low resolution compared to the heat-pulse  60 
flowmeter (Paillet 1998), flow can be logged while the tool is trolling (moving up or 61 
down the borehole).   This is quicker than taking a series of static measurements, so in a 62 
given timeframe, more measurements can be made, giving a higher spatial resolution.  In 63 
addition, the flow speed that the impeller “sees” during a static measurement is less than 64 
during a trolled measurement, and hence may be below the stall speed of the impeller.   65 
Upper limits of flow measurement are typically greater than for other flowmeters, 66 
allowing measurements over a greater range of conditions.    This paper could also be 67 
applied to electromagnetic flowmeters which can also be trolled (Molz et al 1994). 68 
 69 
The impeller flowmeter is the most common flow logging approach used in commercial 70 
borehole geophysical surveys.   The trolling technique is typically used.   Data quality 71 
may be limited because equipment is not of the highest specification, or for practical 72 
reasons associated with the borehole (e.g. partially collapsed zones).  The technique 73 
presented in this paper will be of use to anyone who deals with impeller flow logs, but 74 
will be of particular use to practitioners trying to extract useful information from sub-75 
prime datasets. 76 
 77 
Interpreting flow logs 78 
Data quality may be limited in flow logs because of: 79 
1. Turbulent flow causing high frequency fluctuations in velocity.   Turbulence results 80 
from rugosities in the borehole wall (Morin et al 1988) and a high flow rate.   Turbulence 81 
is greatest near the wall, so sonde centralisation is crucial (Keys 1990).   Turbulence is 82 
also caused where fluid enters the borehole horizontally (Leach 1974). 83 
2. Variations in borehole diameter (Tsang et al 1990, Pedler 1992, Paillet 2004).   For 84 
example, although it might be expected that flow speed should fall downstream of a 85 
diameter increase, in reality the flow may “jet” into the enlarged hole section so that the 86 
excepted drop in flow velocity is not seen (Bearden 1970, Hill 1990). 87 
3. The construction of all but the most modern impellers is such that they can only 88 
measure whole numbers of rotations.   This is a major limitation on their precision, 89 
especially at lower flow rates. 90 
4.   A non-linear relationship between spinner response and flow rate, particularly at low 91 
flow rates.   This was found in calibrations performed by Hill (1990).   Typically, a linear 92 
response is assumed, which is a source of error. 93 
5. Changes in trolling speed.   Even if the winch feeds out the cable at a steady rate, the 94 
centralizers cause the probe to slide down the borehole at an unsteady rate, especially in 95 
wells with ledges and washout zones. 96 
 97 
Taking the gradient of a raw flow log using finite differences between adjacent data 98 
points tends to amplify problems with data quality.   To avoid these problems, workers 99 
typically interpret a flow log by manually identifying inflows where the flow log gradient 100 
is greatest and hence the hydraulic conductivity is highest (eg Schimschal 1981, Morin et 101 
al 1988, Paillet 1998, Gossell et al 1999, Sukop 2000).   Such an approach incorporates a 102 
high degree of subjectivity and makes error estimation very difficult.  Although it is 103 
sometimes possible to define the upper and lower limits of any inflowing horizons by the 104 
position of well screens or lithological contrasts ascertained from geophysical logs 105 
(Hanson and Nishikawa 1996), variation in permeability within the defined intervals is 106 
lost.   The work of Fienan et al (2004) is a significant attempt at solving this problem, 107 
however, whilst this method is excellent for extracting small scale variations in zones of 108 
approximately constant hydraulic conductivity, it requires the zone boundaries and 109 
average permeability as an input, which may not be known parameters. 110 
 111 
Here, a discrete layer modeling approach has been developed which is aimed at 112 
overcoming the problem of noise in flow logs. It provides an objective and quantitative 113 
analysis of flow variation in terms of hydraulic conductivity, together with a calculation 114 
of the uncertainty of the results presented.   This method is illustrated through examples 115 
from the Chalk aquifer of East Yorkshire. 116 
 117 
Method 118 
Theoretical basis 119 
Javandel and Witherspoon (1969) show that under quasi-steady state conditions the flow 120 
from an aquifer layer is proportional to its hydraulic conductivity.   At the pumping rate 121 
normally required for impeller flow logging, the pressure gradient is the same for all 122 
producing zones, and the horizontal pressure gradient (i.e. drawdown) is much larger than 123 
any existing vertical gradient.    124 
 125 
Using notation defined in figure 2, for an infinitesimally thin ‘layer’ of the aquifer, 126 
kdzdQ     (1) 127 
where dQ is the net flow from a layer, α is a constant of proportionality, k is the hydraulic 128 
conductivity, and dz is the layer thickness.   Using a method based on that of Molz et al 129 
(1989) and Fienan et al (2004) the constant of proportionality can be determined by 130 
integrating over the length of the well below the pump inlet: 131 
TkdzdQ
z
zQ
  
max
min
0
m ax
  (2) 132 
T
Qmax    (3) 133 
where T is transmissivity, obtained from pump tests and Qmax is the pump rate, zmax is the 134 
depth of the borehole and zmin is the depth at the top of the flow log (just below the pump 135 
inlet).  Assuming that the flow velocity in the borehole, v, is proportional to Q at all 136 
depths (i.e. provided borehole diameter variations are corrected for where necessary), and 137 
substituting for α (equation 3) in equation (1), we obtain: 138 
k
T
v
dz
dv max   (4) 139 
so hydraulic conductivity is proportional to the first derivative of flow velocity with 140 
borehole depth. 141 
 142 
Practical considerations 143 
Impeller flowmeters are normally logged when the tool is trolling downwards, as this 144 
maximises impeller speed and the body of the tool does not shield the impeller (Hill 145 
1990).   The impeller is usually fitted with a mechanical centraliser to ensure it is kept 146 
central within the borehole.  The values recorded during the logging process are the 147 
rotation rate of the impeller (in rotations per minute, RPM).   In order to convert these 148 
values into the speed of fluid in the well, the sonde is calibrated using, for example, the 149 
technique of Leach at al (1974) and Syms et al (1982).    In this technique the tool is 150 
trolled down a borehole containing static water (for example in the cased part of the 151 
borehole) and the average RPM, ω is recorded at a variety of line speeds.   The RPM, ω 152 
is then plotted against line speed (l) to give a response slope (m) and a threshold value 153 
(v=0, the intercept with the line speed axis).   The threshold value is the lowest velocity 154 
required to start the spinner rotating (i.e. to overcome friction in the bearings).   Fluid 155 
velocity (v) can then be found using the following equation: 156 
 157 

v 

m
 v0  l (5). 158 
 159 
Study Area 160 
The Cretaceous Chalk aquifer provides about 20% of the United Kingdom’s drinking 161 
water supply (UK Groundwater Forum, 1998).   Although the Chalk has a high matrix 162 
porosity of approximately 35% (e.g. Hartmann et al 2007), the pore throats are small (0.1 163 
to 1μm), resulting in a low effective matrix hydraulic conductivity of ~10-4 m/day (Price 164 
et al 1993).   Bulk permeability is provided through flow in fractures, along bedding 165 
planes, joints normal or steeply inclined to the bedding planes, and faults (Patsoules 166 
1990).    Many fractures are enlarged by dissolution (Price 1987).   In places the Chalk is 167 
confined by a layer of Quaternary deposits consisting of low permeability glacial tills and 168 
alluvial organic clays.    169 
 170 
Hydraulic conductivity varies with depth in the Chalk for three principle reasons:    171 
1. Fracture frequency varies with depth (this is observed in cliff sections and cores). 172 
2. Marl and flint layers present within the Chalk act as aquitards, and layers of high 173 
hydraulic conductivity develop above them owing to solutional processes (Allshorn et al, 174 
2007). 175 
3. Periglacial weathering has caused further fracturing of the chalk at depths up to several 176 
tens of metres from the paleo-land surface (Higginbottom and Fookes, 1970). 177 
 178 
The three example datasets presented here are from wells located at Benningholme 179 
(latitude: 53.8343N, longitude: 0.294410W) and North End Stream (latitude: 54.0115N, 180 
longitude: 0.4419W) and Carnaby (latitude 54.0662N, longitude 0.2427W), in East 181 
Yorkshire in the UK.   Logging at Benningholme and North End Stream was carried out 182 
by the University of Leeds, whereas the Carnaby logging was carried out by the British 183 
Geological Survey.   At Benningholme, the confining layer is 16m thick, and at Carnaby 184 
it is 19m thick (Bloomfield and Shand, 1998).   At North End Stream the aquifer is 185 
unconfined.   The piezometric level is very close to the ground surface at all sites.  The 186 
Benningholme and Carnaby wells are cased through the glacial till and all the wells are 187 
cased through the upper, most weathered part of the Chalk.   Below this horizon they are 188 
open to the aquifer with no well screen or gravel pack;  this design is similar to the water 189 
abstraction boreholes in the region.   At Benningholme, transmissivity from a five hour 190 
pump test using the Cooper Jacob method was estimated at 52m
2
/day.   At North End 191 
Stream, transmissivity from a two hour pump test using the Theim method was estimated 192 
at 1070m
2
/day.   No direct measurements of transmissivity were made at Carnaby, so for 193 
the purposes of this analysis, a transmissivity value of 131m
2
/day was taken from a 194 
nearby borehole.   Unpumped runs of the impeller were performed at North End Stream 195 
and Carnaby, and there was found to be no ambient flow, whilst the location of 196 
Benningholme on the confined part of the Chalk suggests there is low ambient flow.  197 
 198 
Results 199 
Impeller flow logs and caliper logs were recorded at Benningholme in summer 2006, 200 
North End Stream in spring 2007 and at Carnaby in winter 1996.   These flow logs are 201 
shown in figure 3, and the caliper logs in figure 4.   As the average well bore diameters 202 
were different at each borehole, (0.21m at Benningholme and 0.16m at North End 203 
Stream) a unique calibration was used for each.   The response slope and threshold values 204 
used were 0.101rotations per minute and 2.65 m/min at Benningholme and 0.128rotations 205 
per minute and 0.72m/min at North End Stream.   At Carnaby no calibration had been 206 
performed, however, the maximum velocity could be calculated from the pumping rate, 207 
and it was assumed that the flow rate was zero at the bottom of the well.    The flow log 208 
was then scaled between these two extremes, according to the technique of Leach et al 209 
(1974) and Hill (1990). 210 
 211 
The Benningholme data show a continuous, steady decrease in flow velocity from just 212 
below the casing (20m bgl (below ground level)) to 30m bgl, with a more gradual 213 
decrease below with flow speed reaching zero at approximately 62m bgl.   The North End 214 
Stream data show an extremely rapid decrease just below the casing at just over 12m bgl.   215 
The rate of decrease slows with depth, and flow speed reaches approximately zero just 216 
above the bottom of the hole at 23m.  At Carnaby again there is a rapid decrease just 217 
below the casing (26m bgl), followed by a steady decrease to 95m where another rapid 218 
decrease occurs.   At Benningholme in particular, because there is a low flow rate, the 219 
lack of precision in the data is apparent.   At Benningholme the pump inlet was at 10m 220 
bgl and the pump rate was 0.09m
3
/min giving a flow speed of 2.6 m/min in the casing.   221 
At North End Stream the pump inlet was at 8m bgl and the pump rate was 0.3m
3
/min 222 
giving a flow speed of 16 m/min in the casing.    The flow speed values just below the 223 
pump correspond closely to those predicted from the pumping rate in each case, which 224 
demonstrates that the impeller flowmeter calibration is accurate and the impeller is 225 
performing well.   The caliper logs show that borehole diameter variations are relatively 226 
small with only 10% variation from the average at Benningholme, 0.5% at North End 227 
Stream and 25% at Carnaby, so no corrections for borehole diameter were used when 228 
interpreting flow velocities. 229 
 230 
Filtering 231 
It is clear from the data scatter in figure 3 that a simple finite difference method will 232 
produce hydraulic conductivity profile which is so noisy it cannot be usefully interpreted.   233 
Therefore, in order to apply the conventional interpretation for comparative purposes, an 234 
attempt to reduce the noise in the first derivative of flow speed was made using a 235 
smoothing algorithm.   The Savtitzky-Golay algorithm (Savitzky and Golay 1964, Press 236 
et al 1992) was chosen as it removes high frequency noise whilst preserving the 237 
magnitude and width of peaks in the data better than other techniques such as a running 238 
average.   The algorithm performs a least squares fit to a polynomial on a window of 239 
consecutive data points and takes the calculated central point of the fitted polynomial 240 
curve as the new smoothed data point. The results are shown in figure 5 where the 241 
window used was 1 m with second order polynomials.   The Benningholme plot shows a 242 
major peak at around 25m bgl, with other minor peaks below but all are interspersed with 243 
significant non-physical negative excursions.   The North End Stream plot shows a 244 
smooth major peak at 11m bgl, but this is smeared to such an extent that it shows an 245 
unrealistic proportion of the hydraulic conductivity within the cased part of the hole.   246 
The Carnaby plot shows a significant peak at 26m bgl (again with an unrealistic 247 
proportion of the hydraulic conductivity within the cased part of the hole), with other 248 
minor peaks at 53m, 73m and 80m.   In all cases, the algorithm smoothed the sections 249 
where the gradient of the flow log changes, so there are gradual changes in hydraulic 250 
conductivity where the raw data suggests more discrete changes. 251 
 252 
Discrete layer model 253 
An alternative approach to interpreting the flow rate curve is to define a physical model 254 
for hydraulic conductivity variation with depth, predicting the flow response of the model 255 
and matching it to the data using regression.   Firstly a series of initial models consisting 256 
of various numbers of discrete layers are defined.  The hydraulic conductivity of each 257 
layer and its thickness are optimised to provide the best match to the data using a least 258 
squares regression approach.   If the layer boundaries are known from other geophysical 259 
logs or knowledge of the borehole construction they can be defined at this stage.  Then, if 260 
the most likely model is not apparent from previous knowledge, a maximum likelihood 261 
approach is used to determine the most appropriate number of discrete layers present 262 
within the defined section.  This approach has been applied to the flow logs from the 263 
Benningholme, North End Stream and Carnaby wells.    264 
 265 
The discrete layer model 266 
In the discrete layer modelling approach it is assumed that:  267 
1. The analysis section consists of discrete layers each with a constant hydraulic 268 
conductivity.  269 
2. The well sections to be analysed are bounded by layers with a hydraulic 270 
conductivity of zero.   The upper layer would typically be inside the casing where 271 
there are no inflows, and the lower layer would be below the lowest inflow.   The 272 
recommended approach adopted here is to define the top of the uppermost 273 
conductive layer as the base of the casing and allow the modelling algorithm to 274 
identify the lowest inflow. 275 
3. The horizontal pressure gradient generated by pumping is much larger than any 276 
existing vertical gradient.   The analysis for cases where this does not hold is 277 
described at the end of this section. 278 
Note that assumptions 1 and 2 could be altered to reflect any conceptual model of vertical 279 
hydraulic conductivity variation.   For each borehole, the hydraulic conductivity, k(z), of 280 
the aquifer at depth z is defined as: 281 
 282 
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where ki are constant hydraulic conductivities in n layers of the aquifer and zi are the 284 
depths of the layer interfaces, with z0 being the depth of the base of the solid casing. 285 
 286 
Modelling the flow rate 287 
The flow rate in the borehole, v(z) during pumping can be inferred using equation (4): 288 
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where vmax is the maximum flow speed at the top of the borehole (within the casing) and 290 
T is the overall transmissivity (e.g. found from pumping tests).  291 
 292 
This discrete layer model has abrupt transitions of the first derivative of flow velocity at 293 
the interface between conductive layers which makes fitting to data problematic for 294 
regression algorithms. This problem is eased by smoothing the abrupt transitions, using a 295 
method based on that of Bacon and Watts (1971).   Here the modelled flow velocity is 296 
multiplied by a notch function c(z) depths za and zb: 297 
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The parameter g (units metres) is the distance from the transition where 12% of the effect 299 
of the notch filter remains, that is, g defines the sharpness of the edges of the notch 300 
function, as shown in figure 6. The model is then redefined as: 301 
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Simplifying and taking out the 1 that occurs in all segments of the function: 303 
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(10) 305 
As g tends to zero, equation 10 tends to equation 7.  It was found that g=0.1 m was a 306 
good compromise providing minimal distortion to the function, whilst giving few 307 
problems for the regression algorithm.   308 
 309 
Fitting the data to the model 310 
The model function is non-linear, and the points of discontinuity (representing layer 311 
interfaces) are parameters to be determined (if they are unknown from other geophysical 312 
logs or the borehole construction), so this model is non-linear and requires solution by 313 
iterative means (e.g. Bates and Watts, 1988).   The regression is performed using the ‘nls’ 314 
function in the statistical analysis software ‘R’ (R. Development Core Team, 2007). Code 315 
for performing the regression in R is included in the online supplementary material.   For 316 
these cases, it was possible to fix the z0 value at the bottom of the well casing.   R also 317 
allows confidence intervals for each model parameter to be computed.  318 
 319 
Several regression analyses were carried out on each data set using different values of n, 320 
the number of conductive layers.  In theory, the number of layers, n, could increase up to 321 
a value one less than the number of data points.   However, eventually the model will be 322 
fitting to noise and not to the real signal, for example when the model gives a physically 323 
impossible negative value of hydraulic conductivity. 324 
 325 
It was found possible to generate five realistic models at Benningholme and North End 326 
Stream, and two at Carnaby.   The values for vmax, ki  and zi for each model fitted to the 327 
data are given in tables 1 to 3.   Selected model curves are shown graphically in figure 7, 328 
along with the original data.   At Benningholme (figure 7a) the n=3 model shows two 329 
narrow layers at the top, the uppermost with a shallow gradient (dv/dz) and the other with 330 
a steep gradient. The lowermost layer of the model has a very shallow gradient; this layer 331 
is thickest and actually represents most of the borehole.   The n=4 model is similar except 332 
that a third narrow layer is added below the previous two narrow layers; this layer has a 333 
gradient shallower than the second layer but steeper than the lowermost layer.   The n=5 334 
model is visually indistinct from the n=4 model at the scale plotted in figure 7a, but 335 
inspection of table 1 reveals a very narrow layer with a steeper gradient is added to the 336 
base of the previous third layer.    337 
 338 
At North End Stream (figure 7b), the layers in the n=3 model increase in thickness and 339 
decrease in gradient with depth.   The n=4 model is similar to the n=3 model, but a layer 340 
with steep gradient is added at the bottom of the lowermost layer.   The n=5 model is 341 
indistinguishable from the n=4 model in figure 8b, but inspection of the data (table 2) 342 
shows the former third layer has been divided in half, with the upper of these two layers 343 
showing a slightly steeper gradient than the lower. 344 
 345 
At Carnaby (figure 7c) the one layer in the n=1 model has a single layer with a very steep 346 
gradient that occurs just below the casing.   Below this, the model is clearly a poor fit to 347 
the data.   The n=3 model takes the layer from the n=1 model as its top layer, then adds a 348 
wide layer with a shallow gradient, and another steep gradient layer at the bottom.   There 349 
are fewer models for this dataset then for the others.   The regression analysis could not 350 
define a model for the n=2 case, as assuming the top layer was similar to that for the n=1 351 
model, and the lower layer was the best fit to the data below, the lower bound of this 352 
layer would be below the bottom of the borehole.   In the n=4 and above models, 353 
unrealistic negative values for hydraulic conductivity were given for at least one layer. 354 
 355 
At this stage in the analysis, there are still several different possible models, all with 356 
different numbers of layers.   In this case, no logs other geophysical logs were available 357 
to help determine the number of layers in the most likely model, except for the caliper 358 
logs (figure 4).   Benningholme and North End Stream do not show any fracture related 359 
widenings at the same location as the flowing fractures indicated by the models.  The 360 
widest part of the Carnaby borehole is immediately below the casing where both models 361 
show a significant inflow.   There is also a widening on the caliper log at 95m where the 362 
n=3 model indicated a significant inflow.   However, there are many widening on all 363 
three caliper logs which are not associated with flowing fractures.   This suggests that for 364 
the Chalk, it is not sensible to use the caliper logs to inform the location of the layer 365 
boundaries.   If suitable alternative logs were available (and there is confidence in their 366 
ability to accurately indicate layer boundaries) they could have been used to define the 367 
position of the layer boundaries, reducing the number of candidate models for the 368 
borehole hydraulic conductivity profile.     369 
 370 
In this case there are multiple candidate models and a statistical criterion is required to 371 
allow valid comparisons to be made between models.   If the root mean squared error (Sn) 372 
for each model is considered, it will simply decrease as the n value increases, as the 373 
situation where the model merely joins each data point with a line is approached (Sn=0). 374 
What is required here is to identify the model that gives the optimum combination of 375 
minimized error value and model simplicity.    376 
 377 
Akaike’s Information Criterion (AIC) is a standard method for model comparison and 378 
selection in time series analysis and is gaining widespread acceptance in the biological 379 
sciences (Motulsky and Christopoulus 2003).   AIC is an estimate of the relative 380 
information loss caused by approximating reality to a model (information being measured 381 
by the Kullback-Leibler divergence).  The derivation of the model is rooted in 382 
information theory and Fisher’s maximum likelihood (Burnham and Anderson, 2002). 383 
Once AIC is computed, it is possible to derive an estimate of the relative likelihood of 384 
each model. 385 
 386 
The generic AIC makes few assumptions and the method can be used to evaluate models 387 
under any data conditions. However, using the standard assumptions of regression 388 
(residuals distributed normally, independently and with zero mean), AICc can be 389 
computed as: 390 
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where N is the number of flow measurements.   This is a corrected version of AIC for 392 
small samples (Akaike 1974).   As AICc is only a relative estimate of information loss, 393 
the absolute value has no meaning, and instead the differences in AICc values between 394 
different models are considered, for example with reference to the model with the lowest 395 
value (AICcmin): 396 
minAICcAICcAICc i      (11) 397 
The likelihood of each model is proportional to  AICe  5.0 .   It is convenient to 398 
normalise the likelihoods so that they sum to unity: 399 
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where wi are Akaike’s weights and can be conceptualised as the probability that a given 401 
model is correct, assuming that all plausible models have been considered.   It should be 402 
realized that Akaike’s weights are merely an expression of the relative likelihood of 403 
alternative models given the data. In practice, there may be other factors that suggest that 404 
one model may be better than another. Where this information is certain, it should be 405 
used to constrain the regression process. Where the information available is open to 406 
alternative interpretations and especially where AIC does not provide an unambiguous 407 
answer, model selection will be more difficult. As ever, the worker will need to weigh the 408 
different forms of evidence including Akaike’s weights, geophysical logs and what is 409 
known of the local hydrogeology to draw appropriate conclusions. 410 
 411 
Akaike’s weights are reported in the last column of tables 1 to 3.   These results suggest 412 
that for Benningholme and North End Stream the n=4 model is the most likely, whilst at 413 
Carnaby the n=3 model is most likely.   This result seems credible based on visual 414 
inspection of the data, and there was no other information available to help select the 415 
model.  416 
 417 
The values used for the best fit hydraulic conductivity profile are indicated in bold on 418 
tables 1 and 2, and the plotted in figure 8.   The results from the modeling at 419 
Benningholme (figure 8a) show the second layer from the top is very narrow yet has by 420 
far the highest hydraulic conductivity – it is probable that this layer represents flow from 421 
a single fracture.   The top and third layers have very similar thicknesses and hydraulic 422 
conductivity values, whilst the lowest and thickest layer has a lower value of hydraulic 423 
conductivity.   At North End Stream (figure 8b) the three uppermost hydraulic 424 
conductivity layers decrease in magnitude whilst increasing in thickness as depth 425 
increases.   The lowermost layer is relatively thin and has a similar hydraulic conductivity 426 
to the second layer (although there is more uncertainty in both its thickness and its 427 
magnitude).   At Carnaby the top and bottom layers are both very thin, and have 428 
comparable hydraulic conductivities, both significantly higher than the middle layer.   429 
The bottom layer has a very wide confidence limit – this is because there are very few 430 
data points that occur within this layer. 431 
 432 
Cases with ambient flow 433 
In applying the method to the flow logs described here it was assumed there was no 434 
ambient flow in the borehole.   Although this is a reasonable assumption for the boreholes 435 
presented here, significant ambient flow would affect the flow logs and hence the 436 
application of the analysis method.   There is a technique for combining the flow logs 437 
measured at two different pumping rates to obtain a hydraulic conductivity profile for a 438 
borehole with significant ambient flow, described, for example, by Paillet (2000).   If 439 
hydraulic conductivities are converted into actual flow rates into or out of the borehole 440 
from an aquifer layer (negative hydraulic conductivities should of course be permitted as 441 
these represent flows leaving the borehole), and the borehole diameter, radius of 442 
influence of the producing zone and water level difference between the two different 443 
pumping regimes are known, a hydraulic conductivity profile can be calculated (for 444 
example from Paillet 2000, equation 2), even if there are significant ambient flows. 445 
 446 
Discussion 447 
A new method for analysing flow logs has been presented.   Conceptual models are 448 
defined, consisting of layers of constant hydraulic conductivity.   Each model has a 449 
different number of hydraulically conductive layers.   The models are fitted to the flow 450 
log data, so that the depths of the top and bottom of each conductive layer and its 451 
hydraulic conductivity are defined.   If necessary, the models are then tested against one 452 
another using a simplicity-versus-fit test to establish which is the most likely 453 
representation of the data, to avoid over-fitting.   For the most likely model, confidence 454 
intervals of the depths of layer interfaces and the magnitudes of the hydraulic 455 
conductivity are then calculated.   In this way, it is possible to take a raw flow log 456 
calculated from an impeller sonde, and convert it into a plot of hydraulic conductivity 457 
against depth.   Hence a user of the data could, for any given depth, read off the value of 458 
hydraulic conductivity and have an idea of the certainty of that value. 459 
 460 
In the examples presented here, the automated techniques used produced satisfactory 461 
results.   According to the confidence limits, the depths of the layer boundaries are 462 
defined to within ± 0.6m (and usually only a few centimetres).   As figure 9 shows, the 463 
confidence limits for the hydraulic conductivity values are also typically small except 464 
when thin layers are present in which case uncertainty in layer boundary position 465 
translates into a larger uncertainty in hydraulic conductivity.    466 
 467 
The modelling approach used has indicated that the flow into boreholes within the Chalk 468 
aquifer consists of both major contributions from individual flowing fractures and layers 469 
of more distributed hydraulic conductivity which is approximately constant over depth 470 
intervals of several metres.   The hydraulic conductivity in these layers is still likely to 471 
result from fracture flow, but with individual fracture contributions below the resolution 472 
of the flowmeter.   This is consistent with the structure of the Chalk aquifer (see section 473 
3).   Where fracture frequency is high, the distributed hydraulic conductivity will also be 474 
high.    Periglacial weathering has increased fracture frequency in the Chalk nearest the 475 
land surface which is consistent with the cases presented here where the hydraulic 476 
conductivity is concentrated near the top of the aquifer.   In addition, marl and flint layers 477 
form aquitards, so individual fractures above them will become solutionally enhanced 478 
and will contribute significantly to borehole flow.    479 
 480 
This modelling method is a significant improvement on filtering, as it can pick out 481 
individual contributing fractures.   The filtering process shows peaks in the correct places, 482 
but cannot distinguish between the distributed zones and individual fractures.   It may be 483 
possible to pick out these fractures by manual study of the data, but the modelling process 484 
can do this rigorously. 485 
 486 
The pumping rates used in the tests presented here were high (0.09m
3
/min at 487 
Benningholme, 0.3m
3
/min at North End Stream and 0.4m
3
/min at Carnaby).    These rates 488 
were used because it was found that with lower pump rates, the impeller often stalled.   489 
The impeller used in this study was not fitted with a diverter or packer because this 490 
disturbs the flow profile being measured (Ruud et al 1999, Zlotnik and Zurbuchen 2003).   491 
Any variations in pump rate would contribute to the noise in the data.   The logging was 492 
carried out after quasi-steady state had been reached, so there was no systematic variation 493 
in flow rate related to increasing drawdown.  Measurements taken during logging 494 
suggested that pumping rate varied by only ±7% from the mean, so it is not thought that 495 
variations in pump rate contribute significantly to data noise. 496 
 497 
Conclusions 498 
An automated method for interpreting well impeller flow log data by fitting a model 499 
consisting of several layers with discrete hydraulic conductivity values has been 500 
developed.   The discrete layer model fitting technique picks up subtleties in the data that 501 
might have gone unnoticed in manual interpretation, including the ability to delineate two 502 
or more adjacent layers of similar hydraulic conductivity.   The model fitting approach 503 
also represents a rigorous method of defining the depth of the layer boundaries, hydraulic 504 
conductivities and the uncertainty in these key parameters.   It can be used in situations 505 
where there is no knowledge of lithological changes with depth, or in rocks like the chalk 506 
where the lithological contrasts that define high hydraulic conductivity layers are not 507 
detected by geophysical logs.    508 
 509 
The proposed method represents a significant improvement to the presently commonly 510 
used methods for interpreting flow logs, as it involves less human intervention than 511 
conventional manual approaches, but avoids the spurious negative values of hydraulic 512 
conductivity produced by numerical differentiation.   The techniques used (non-linear 513 
regression, the notch function, Akaike’s Information Criterion) can all be implemented in 514 
freely available software, making the method easily accessible to all potential users. 515 
 516 
Appendix 517 
The supplementary online material contains code for the freely available software “R”, 518 
which will enable the user to perform the regression described here and calculate 519 
confidence intervals. 520 
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n   vmax k1 k2 k3 k4 k5  
    m/min m/day m/day m/day m/day m/day  
1 Best fit 2.3 5.1          
2 Best fit 2.3 1.4 8.0        
3 Best fit 2.3 1.1 12 0.30      
4 Best fit 2.3 2.5 340 3.0 0.25    
  2.5% confidence limit 2.3 2.5 230 2.7 0.23    
  97.5% confidence limit 2.3 2.7 450 3.2 0.25    
5 Best fit 2.3 2.5 340 3.0 79 0.25  
  z0 z1 z2 z3 z4 z5 Akaike’s 
weights 
  m m m m m m % 
1 Best fit 20.02 29.94         0 
2 Best fit 20.02 22.69 28.40       0 
3 Best fit 20.02 23.23 26.45 59.54     0 
4 Best fit 20.02 24.77 24.83 29.20 62.63   53.0 
  2.5% confidence limit   24.75 24.81 28.98 62.00    
  97.5% confidence limit   24.78 24.85 29.43 63.09    
5 Best fit 20.02 24.77 24.83 29.98 29.99 62.63 47.0 
 
Table 1: Model results for Benningholme with Akaike’s Information Criterion results (last column).   vmax is 
the maximum flow speed, ki is the hydraulic conductivity of each layer, z0 is the depth of the top of the 
uppermost layer, and zi is the depth of the bottom of each layer. 
n   vmax k1 k2 k3 k4 k5  
    m/min m/day m/day m/day m/day m/day  
1 Best fit 14 770          
2 Best fit 14 3400 46        
3 Best fit 14 4200 250 31      
4 Best fit 14 4200 240 27 150    
  2.5% confidence limit 14 3800 230 25 88    
  97.5% confidence 
limit 
15 4400 240 27 420    
5 Best fit 14 4200 240 25 34 130  
  z0 z1 z2 z3 z4 z5 Akaike’s 
weights 
  m m m m m m % 
1 Best fit 10.88 12.14         0 
2 Best fit 10.88 11.08 19.28       0 
3 Best fit 10.88 11.00 12.41 20.45     0 
4 Best fit 10.88 11.00 12.47 18.70 19.15   58.5 
  2.5% confidence limit  10.99 12.38 18.54 18.95    
  97.5% confidence 
limit 
 11.01 12.54 18.84 19.38    
5 Best fit 10.88 11.00 12.47 16.98 18.72 19.17 41.5 
 
 Table 2: Model results for North End Stream with Akaike’s Information Criterion results (last column).    
 
 
 
Table 3: Model results for Carnaby with Akaike’s Information Criterion results (last column). 
1   
Value not given because it overlaps with the 97.5% confidence interval for z2. 
 
 
Figure 1:  Schematic diagram illustrating the principles of using an impeller flow log to obtain a hydraulic 
conductivity profile 
n   vmax k1 k2 k3 z0 z1 z2 z3 Akiaike’s 
weights 
    m/min m/day m/day m/day m m m m % 
1 Best fit 21 99     26.68 27.52     0 
3 Best fit 21 86 0.84   26.68 27.28 95.19  95.38 100 
  2.5% confidence limit 21 80 0.83 0.00 26.68 27.24 95.03  
1 
  
  97.5% confidence limit 21 92 0.85 870 26.68 27.33 95.30 95.67   
 
Figure 2: Schematic diagram illustrating the notation used 
 
Figure 3: Flow profiles from a) Benningholme, b) North End Stream and c) Carnaby. 
 
 
Figure 4: Caliper logs for a) Benningholme, b) North End Stream and c) Carnaby 
 
 
Figure 5: a) Benningholme b) North End Stream and c) Carnaby flow logs smoothed using a Savitzky-Golay 
filter 
 
Figure 6: Diagram to illustrate the principle of the notch function 
 
Figure 7 Flow plot from (a) Benningholme and (b) North End Stream showing model fits n=3, n=4 and n=5 
and c) Carnaby showing model fits n=1 and n=3. 
 
Figure 8:  Hydraulic conductivity profile for a) Benningholme b) North End Stream and c) Carnaby 
calculated from model data, with the 95% confidence limits for hydraulic conductivity and depth indicated.   
Note the value for the middle layer at Carnaby is 0.85m/day. 
 
 
