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CHAPTER 1. INTRODUCTION 
The Importance Of Accurate Process Data 
The performance of chemical plants depends to a large extent on the accuracy of plajit 
data. The quality of data is adversely affected by inaccurate measuring instruments, by 
operator errors, and by inaccurate laboratory analysis. These problems can produce 
random deviations from true values of process variables, systematic deviations from 
true values, or both. When errors are random, data reconciliation (DR) - the task of 
adjusting the process data to satisfy process physico-chemical constraints - is used to 
improve the accuracy of estimates of process variables. However, in some instances, 
the reconciled values can be less accurate than the raw mecisurements. This can happen 
when there are process leaks or systematic deviations in variables (e.g., due to instnmient 
miscalibrations) that have not been included in the physical and measurement models 
respectively. 
In order to ensure that DR improves the accuracy of measurements of process vari­
ables, it is important to detect the presence of and identify the location of systematic 
errors. In the chemical engineering literatiure the term gross error detection (GED) 
refers to techniques of detection, identification, and estimation of systematic errors. In 
a statistical sense, gross errors can be thought of as outliers, i.e., they are simply large 
errors that deviate far from the corresponding true value of a process variable. Thus, 
a measurement bias (a systematic error that may be caused by instrument failure or 
miscalibration) caji increase the likelihood of a gross error by changing the expected 
value of the error. 
The Effects Of Systematic Errors 
Systematic errors can have adverse effects on plant performance in many ways. First, 
if these errors are not identified and removed, they can cause incorrect estimation of 
process variables. When these estimates are fed to a model-based controller for instance, 
the result can be poor control. Furthermore, incorrect estimates of process variables 
can cause problems in material supply and accounting tasks as these are very much 
dependent on the quality of process measurements. Secondly, when process design is 
based on data from inaccurate lab analysis (where systematic errors can arise from biases 
introduced by the method of analysis or from instrument miscalibration), a resulting 
design can be faulty, resulting in inferior product quality. Finally, faulty design and 
poor control can hinder the successful execution of safety and maintenance programs. 
Dissertation Organization 
This dissertation starts by providing some background on the area of GED and 
then proceeds to discuss historical GED work. The scope of this dissertation is laid out 
towards of the end of chapter 1. Chapter 2 contains a brief summary of the current GED 
literature relevant to the focus of this dissertation. Two new techniques are presented 
in this work for identification of systematic measurement errors and are included in the 
form of two papers that are to be submitted to the AIChE Journal. These papers are 
included as chapters 3 and 4. Chapter 5 contains a review of the progress in the area of 
measurement bias detection for d3Tiamic systems and some suggestions for future work 
in this area. Chapter 6 summarizes the main contributions of this work and the merits of 
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the new techniques. The final BibUiography section is a listing of references in Chapters 
1, 2, and 5. 
Previous Work On GED 
This section begins with a description of the process model and shows how measure­
ment bizises and process leaks can lead to systematic errors when they are not included 
in the model. The steady state model is given first, followed by the more general pseudo 
steady state model which accoimts for process variability around steady state values. 
This is followed by a review of various approaches that have been used to address some 
of the issues in GED (see Rollins 1990, for greater detail). 
Process model — steady state 
The steady state model, for p measurements and q nodes (interconnecting units), in 
the absence of measxirement biases and process leaks can be represented by 
y = AH-e (1) 
subject to 
Am = 0 (2) 
where y is a pxl vector of measurements, /i is a pxl vector of imknown true values 
of the process variables, e is a pxl vector of random measurement errors, and, A is a 
known qxp constraint matrix. In this dissertation, the measurement errors are assumed 
to be normally distributed with mean 0 and known variance-covariance matrix S. As 
an exzimple, consider the process network shown in Figure 1. Its constraint matrix may 
be constructed by taking a steady state balance around each unit (node), thus giving 
= 0 (3) 
and = 0. (4) 
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Figure 1 Example process network 
Thus, for this process, Eq. 2 becomes (with p = o, q = 2) 
fii  
f^2 
/^3 Afi = 
1 1 - 1 0  0  
0  0  1  1 - 1  
= 0 (5) 
When measurement biases are present, e will not have a zero mean and can then be 
modelled as 
(6) 
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where S is a px 1 vector for the magnitudes of measurement biases. When ^ ^ 0, note 
that 
^fy] = M (7) 
Hence, on the average, y will systematically deviate from /i. Similarly, in the presence 
of leaJcs, Eq. 2 becomes 
AFI = M7 (8) 
where -y is a ^xl vector of the magnitudes of leaks at the q nodes and 
M = [mi,..., mj (9) 
where, my is a ^xl vector with a one in the jth position and zeros elsewhere (when 
only total mass balances are being considered; see Narasimhan and Mah, 1987, for more 
details). 
Tests for detection 
As mentioned previously, statistical GED consists of three main steps: detection, 
identification, and estimation. Detection is the determination of the presence of biases 
(S ^ 0) or leaks (7^0). If the detection step indicates the presence of any biases or 
leaks, the identification step determines which 6,-'s or 7/5 are nonzero. FineJly, the 
estimation step estimates S and Y as required and then estimates FI. 
For statistical GED under Eq. I, the standard detection and identification techniques 
are based on hypothesis testing. The detection ntiU hypothesis is HQ -.S = 0 and 7 = 0 
(no biases or leaks), and its alternate hypothesis is HA :S ^0 and/or 7^0 (there is at 
least one biased variable and/or at least one node that has a leak). In this setting, for 
example, ii Hq : Si = Q is rejected in favor of Ha : ^ 0, the conclusion is that process 
variable 1 is biased. Statistical hypothesis tests are not without their limitations but if 
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they axe derived and used correctly, then error probabilities can be controlled, which is 
a valuable attribute. There are two types of possible errors. If HQ is rejected when it is 
true, a type I error is made. Alternately, if HQ is not rejected when it is false, a type 
II error is made. The probability of rejecting HQ when it is false is called the power of 
a test. The level (a) of the test is the probability of a type I error and is based on the 
distribution of the test statistic when the null hypothesis is true. One wants tests with 
high power for small values of a. 
The global test (GT) 
In the chemical engineering literature, the detection test is known as the Global Test 
(ReiUy and Carpani, 1963) and is based on a transformation of the vector of measured 
variables (y), 
s = Ay. (10) 
For /i, the mean vector for s, the null hypothesis for the GT, Hq: fig = 0, is equivalent 
to HQ: S = 0 and 7 = 0 when there is no error cancellation The usual a-level GT is 
to reject HQ if and only if 
Gt = s^Sr^s > (11) 
where X^q,a is the upper (lOOa)th percentile of the distribution and S, is the (known) 
covariance matrix for s. Note that when a bias or leak is detected, the GT does not 
indicate which measurement is biased or which node has a leak. However, when the GT 
indicates no biases and leaks, it will obviate any component identification tests. 
^ Error cancellation occurs when nonzero biases sum to zero (see Rollins, 1990). 
( 
The constraint test (CT) 
As the name suggests, there is a standard test for each constraint equation or node. 
Mah (1976) has suggested the test statistic 
Q = j = It 9- (12) 
Here, sj is the jth element of s and <Tsjj is the jth diagonal element of S,. The test 
statistic follows a standard normal distribution under the null  hypothesis.  When Cj 
exceeds an appropriate critical value the conclusion is that the yth node has a leak, or 
one or more of the measurements associated with the jth node are biased, or both. 
Strategies for identification 
Mah and TamJiane (1982) presented the measurement test (MT) as a major improve­
ment over the GT and the CT, because the MT leads to identification of biases and leaks 
specific to the measurements and nodes, respectively. The test statistic is based on the 
vector of residuals, 
d = S -'{y- / i )  (13) 
A = y-SA'^S.-'Ay (14) 
The vector d is computed using the vector of estimates, ft, which means that DR must 
be done before the identification step. Mah and Tamhane (1982) have suggested the 
test statistic 
2i = (15) 
which follows a standard normal distribution under the null hypothesis of no biases or 
leaks. Here, (Tdu is the ith diagonal element of Stij the variance-covariance matrix of d. 
Note that there is a test for each of the p measurements. The problem with the MT 
is that it can have an inflated probability of making a wrong conclusion for measured 
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variables that are unbiased, when at least one variable is biased (see Rollins et aJ., 1996, 
for an illustration of this limitation). For example, if (fi ^ 0 and S2 = 63 = ... = = 0, 
the probability of concluding that 62 is bicised can be much greater than a. Rollins 
(1990) has demonstrated this concept. 
Naraisimhan and Mah (1987) developed a generalized likelihood ratio (GLR) method 
to identify biases and leaks. They showed that this test is equivalent to the MT when 
leaks axe absent. Thus, the problem of high probability of false identification is present 
for this LR test too. 
In efforts to reduce the maximum type I error probability (in the presence of mul­
tiple biases and leaks), serial elimination strategies have been applied (Romagnoli and 
Stephanapolous, 1981; Rosenberg, 1985; Serth and Heenan, 1986) with most success 
when the MT is used (lordache et al., 1985: Rosenberg et al., 1987). In such methods, 
the MT is conducted, a measurement identified as having a bias is excluded from the 
subsequent aiialysis, and this procedure repeated until no further bicis is detected. This 
procedure is not applicable when leaks may be present because a leak is not directly 
associated with a measurement. 
Narasimhan and Mah (1987) presented a serial compensation strategy (SCS) that 
involves the iterative application of the LR test. In this procedure, the largest value 
of the test statistics corresponding to individual measurements is chosen if it exceeds a 
critical value and an estimate for the magnitude of the corresponding bias is computed. 
The estimated bias is subtracted from the measurement and the procedure is repeated 
until none of the test statistics exceeds the critical value. Rollins (1990) has shown 
that this method can have some undesirable characteristics. First, the probability of 
making a wrong conclusion for measured variables that are imbiased is rather high in 
the presence of multiple biases. Secondly, the estimators for the biases and leaks can be 
biased. In addition, use of compensated values caji cause subsequent estimated biases 
and leaks to be less accurate. Finally, it is difficult to determine the distributions of the 
9 
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Figure 2 Process network in current work 
bias and leaJc estimators. 
Rollins and Davis (1992, 1993) introduced a new approach to GED that can give 
high identification, and reconciliation accuracy. The approach is called the unbiased 
estimation technique (UBET). The estimators for the process variables, biases, ajid leaks 
axe unbiased, with known distributions and have corresponding confidence intervals. 
Rollins et al. (1996) also presented guidelines for improving identification by intelligent 
selection of test hypotheses. Rollins et al. called their strategy the linear combinations 
technique (LCT). The LCT reduces the number of tests required compared to other 
approaches and is superior except when there is error cancellation. Rollins and Davis 
(1992) presented results from em identification study for certain combinations of two 
^s simultaneously not equal to zero. This was for the process represented in Figure 2, 
which has 7 mass flow variables and 4 nodes. 
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As indicated in Rollins and Davis (1992), one of the limitations of the UBET (and 
also the LCT) is its inability to reach numerical concltisions for certain combinations 
of nonzero ^s. The Serial Compensation Strategy (SCS) also performs poorly in these 
cases. In these situations the UBET can narrow down the location of biases to three 
vciriables, but is unable to make a more specific identification. In an effort to improve 
the identification, this dissertation presents three new strategies. Chapters .3 and 4 
show that these new methods can be effective in determining the specific locations of 
measurement biases. However, before presenting the new techniques the pseudo steady 
state model (the process model used consistently throughout this work) is explained, 
followed (in Chapter 2) by a literature review of some of the more current methods 
developed for GED. 
This section presents the statistical and physical models for a pseudo steady state 
process related to the work of Rollins and Davis (1992, 1993) and Naxasimhan and 
Mah (1987). The notation of this section will be useful to the introduction of the 
proposed identification strategies, viz., the Imbalance Correlation Strategy (ICS). First, 
the statistical model relating the measured and the true values can be represented by 
The Pseudo Steady State Model 
Vij — f^i + (16) 
where 
Ao- - iV(0,(TA,-2) 
e.-,- ~ iV(0,<T„-2) 
(18) 
(17) 
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and is subject to 
A/i = 7 (19) 
with PL = 
1^2 
(20) 
/^P 
where is the measured value of variable i  at thejth time instant; fi{ is the steady state 
true value of \^iable i; A,-y is the true value of the random process deviation of variable 
i from Hi at the jth time instant; Si is the measurement bias of variable z; and e,-j is the 
random error of variable i at the jth time instant. A is a qxp matrix often called the 
constraint matrix and in this case, since the constraints are simply total mass balances 
taken aroimd each node, the number of constraint equations q is equal to the number of 
nodes n. Eq. 19 represents the linear mass and energy conservation constraints zind y 
represents the vector of process leaks. This article assumes that the eiy's are normally 
distributed with mean 0 and a known varizince-covariance matrix. Additionally, each 
variable is assumed to be independent at different values of j (i.e., at different times). 
Finally, the e's are assumed to be independent of the A's. 
Rollins and Davis (1992) showed how nonzero elements of 7 can be detected for the 
steady state conditions. Hence, for simplicity we set 7 = 0. Now, when ^ 0, note 
that 
yy = /J + i + Ay+€,- (21) 
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where 
yii '  Si '  Aiy 
y2i S2 ^2y 
yy = 
_ . 
,  s  = 
•
 
\
 
, Ay = 
X p j  , ^3 
(22) 
Hence, on the average, yj will systematically deviate from f i  by S. 
The steady state Globsil Test (GT) (Reilly and Carpani, 1963) for the conditions 
represented by Eq. 1 can be used for detection. This test is based on a linear trans­
formation of Yj to give the vector of nodal imbalances Sy (as in a total mass balance). 
Thus, the transformed measurement model is given by (Rollins et al., 1996) 
Sy = Ayy = Aft + AS + AAy + Aey. (23) 
Let 
AAy = ry (24) 
Substituting for Ty in the expression for Sy, with 7 = 0 in Eq. 4, we have 
Sy = A<y + Tj + Aey. (25) 
with 
ry~iV,(0,S.) (26) 
where S,- represents the variability due to physical process changes. Note that 
£:[sy] = AS, j  = 1, ..., n (27) 
and 
V'ar[sy] = Sr + ASA'''. (28) 
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CHAPTER 2. REVIEW OP CURRENT LITERATURE 
Chapter 1 contains a summary of the most commonly used GED methods developed 
up to the 1990's. In this chapter, a brief discussion is given on more recent GED 
literature relevant to identification of measurement biases for linear and nonlinear steady 
state processes. Recent GED work (developed in the 1990's) can be classified into two 
types. The first type of method is that where the GED step is distinct from the data 
reconciliation step. The second is that where there is simultaneous data reconciliation 
and GED. 
GED as an Auxiliary Step 
Narasimhan and Hariktimar (1993) presented a method for GED when bounds are 
imposed on process variables. Their work involved the use of the Generalized Likelihood 
Ratio (GLR) test (Narasimhan and Mah, 1987) discussed in Chapter 1. However, the 
problem of high probability of making wrong conclusions for unbiased measured variables 
still holds (as mentioned in Chapter 1). 
Phillips and Harrison (1993) presented a gross error detection and data reconcilia­
tion analysis for the context of experimental kinetics. Their work was based upon the 
modified iterative measurement test (MIMT) of Serth and Heenan (1986). Hence, the 
problems of large type I error probability and low power associated with the measure­
ment test (as mentioned earlier) apply here too. 
Tong and Crowe (1996) developed a new strategy for detection of gross errors using 
.1 
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principal coraponent analysis. The main focus of their work was the development of a 
method that remains effective when the assiimption of normality is not valid. However, 
for certain combinations of bizises their method does not appear to be capable of leading 
to complete identification (due to confoimding of the effects of the multiple biases). 
Furthermore, the principal component tests involve intensive computations in calculating 
eigenvalues and eigenvectors. 
Simultaneous 6ED and data reconciliation 
Tjoa and Biegler (1991) formulated a consolidated approach that involves maximizing 
the svmi of two likelihood functions, one for random error zind one for gross error. While 
this approach appears to be a novel one in terms of robust estimation of process variables 
in the presence of gross errors, the authors do not present a new strategy for identifying 
biases. Tjoa and Biegler (1991) suggest that given their estimates of process variables 
and the prior distributions for the gross error, a number of GED techniques presented 
in literatiure may be used for identifying the source of gross errors. 
Terry and Himmelblau (1993) developed a new technique for data rectification and 
GED using Artificial Neural Networks (ANN). Once again, while the ANN can be used to 
obtain reconciled estimates of process variables in the presence of gross errors, there does 
not appear to be any new scheme for identifying mesurement biases. Additionally, good 
ANN performance has only been demostrated for larger data sets than are necessary for 
other statistical GED methods. 
15 
CHAPTER 3. A NEW APPROACH FOR IMPROVED 
IDENTIFICATION OF SYSTEMATIC MEASUREMENT 
ERRORS 
A paper to be submitted to the AIChE Journal 
Srirajn Devanathan and Derrick K. Rollins 
Abstract 
In this work we present a technique that can completely and accurately identify 
measurement biases and process leaks in cases where it is not possible to use the method 
of Rollins and Davis (1992, 1993) and where the method of Narasimhan and Mah (1987) 
fails. This technique makes use of information contained in the relationship between 
individual measurements and the corresponding nodal imbalance. The performance of 
this method is demonstrated on a problem from the literature that has proved difficult 
for other methods to handle. In addition, this article discusses how the new technique 
can be used as a visual monitoring tool for identifying biased measured variables. 
Introduction 
In the chemical industry measurements collected on process variables are subject 
to large random and systematic errors (i.e., measurement biases) from inaccurate in­
struments. Often accurate values of process variables are required for design of new 
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processes, improvement of existing processes, accurate material accounting, and optimal 
process control. Hence, it is desirable that measured process variables be close to their 
true values (i.e., be accurate) and also satisfy the physical constraints that govern the 
process variables (by the laws of conservation). In general, the mathematical reduction 
of random variation of measured process variables is broadly classified as 'filtering' or 
'smoothing'. When estimates (filtered/smoothed values) are to satisfy the physical con­
straints, the task of obtaining such estimates is called data reconciliation (DR). However, 
in the presence of measurement biases, although the estimates may satisfy the physical 
constraints, they can still be very inaccurate. Hence, it is important to detect, identify, 
and remove biases (mathematically) in order to obtain accurate estimates of process 
variables. 
This article considers issues related to the identification of bizises in measured process 
variables. The past four decades have witnessed the introduction of various statistical 
methods in chemical engineering research for the purpose of detecting and identifying 
biases in measured variables. Mah and Tamhane (1982) introduced the measurement test 
(MT) which has grown to be perhaps the most widely used statistical test in this context. 
However, it has been shown that when applied to a process with multiple measurements 
this test can have a high probability of type I errors (incorrect identification of unbiased 
variables) and low power (small probability of correct identification of biased variables) 
(Heenaji and Serth, 1986). Narasimhan and Mah (1987) proposed a serial compensation 
strategy (SCS). In this strategy one measurement bias is identified at a time, then 
estimated, and mathematically removed, before attempting to identify another bijis. 
Rollins and Davis (1992) discussed some undesirable characteristics of the SCS; i.e., it 
can inflate the probability of making a wrong conclusion for measured variables that are 
unbiased, when at least one variable is biased and estimates for measurement biases can 
be inaccurate. 
Rollins and Davis (1992. 1993) developed a new approach for identifying measure-
17 
meat biases under steady state or pseudo steady state conditions and lineax physical con­
straints. They called this method the unbiased estimation technique (UBET). Rollins 
and Davis (1992) presented results from a study of this method for various combina­
tions of two nonzero measurement biases S. The UBET was illustrated on the process 
represented in Figure 1, which has 7 mass flow variables and 4 nodes (interconnecting 
units). 
As Indicated in Rollins and Davis (1992), one of the limitations of the UBET is its 
inability to pinpoint biased process variables for certain combinations of ^s. Their work 
showed that the SCS also performs poorly in these cases. In these situations the UBET 
can narrow down the location to three variables, but is unable to make a more specific 
identification than "at least two of the three variables are biased". 
Phillips eind Harrison (1993) presented a gross error detection and data reconcilia­
tion analysis for the context of experimental kinetics. Their work was based upon the 
modified iterative measurement test (MIMT) of Serth and Heenan (1986). Hence, the 
problems of high type I error probability and low power associated with the measurement 
test (as mentioned earlier) apply here too. 
Tong and Crowe (1996) developed a new strategy for detection of gross errors using 
principal component analysis. The main focus of their work was the development of a 
method that remeiins effective when the assumption of normality is not valid. However, 
for certain combinations of biases their method does not appear to be capable of leading 
to complete identification (due to confounding of the effects of the multiple biases). 
Furthermore, the principal component tests involve intensive computations in calculating 
eigenvalues and eigenvectors. 
In an effort to improve identification, this work presents a new strategy that makes 
use of the relationship between a nodal imbalance (i.e., a mass or energy balance resid­
ual) and the measured variables involved in the nodal balance. This technique is com­
putationally simple and straightforward. In addition, this article will show that it can 
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perform well in determining the specific locations of the measurement biases. We are 
calling this technique the "Imbalance Correlation Strategy (ICS)". 
Before presenting the ICS, the next section reviews the relevant measurement and 
process models. This section is followed by a description of how the ICS works using a 
process example. Next, the test statistic is presented. Finally, we discuss the results of 
a simulation study done to evaluate the performance of the ICS. 
Mathematical Modek 
This section presents the statistical and physical models for a pseudo steady state 
process related to the work of Rollins and Davis (1992, 1993) and Neirasimhan and Mah 
(1987). The notation of this section will be important to the introduction and under­
standing of the proposed Imbalance Correlation Strategy (ICS). First, the statisticjii 
model (relating the meastired and the true values) can be represented by 
where 
and is subject to 
Vij — fix + Si + Ay + Cij 
Xij  ~ JV(0,crxi^) 
t i j  ~ N(Q,(Tti^) 
E[yij] = Hi + 
A/i = T 
1^2 
with fi = 
(1) 
(2) 
(3) 
(4) 
(•5) 
f 'p 
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where is the measured value of variable i at the jth. time instant; fit is the steady state 
true value of variable i; Ay is the true value of the random process deviation of variable 
i from fii at the jth time instant; Si is the measurement bias of variable i; and e,y is the 
random error of variable i at the jth time instant. A is a qxp matrix often called the 
constraint matrix and in this case (since the constraints are simply total mass baJajices 
taken around each node) the number of constraint equations q is equal to the nimiber 
of nodes n. The second equation represents the linear mass and energy conservation 
constraints and y represents the vector of process letiks. This article asstmies that the 
e,j's are normally distributed with mean 0 and a known varitince-covariaiice matrix. 
Additionally, each variable is assumed to be independent at different values of j (i.e., at 
different times). FLnedly, the e's are assumed to be independent of the A's. 
Rollins and Davis (1992) showed how nonzero elements of y can be detected for the 
steady state conditions. Hence, for simplicity we set Y = 0. Now, when S 0, note 
that 
Yj = /^ + + Ay + €j (6) 
where 
yij  Sij  Aij £lj  
y2j % Aay t2i 
• 
II 
• 
1 Ay — 
• • 
yp]\ Apj^ /V3^ 
Hence, on the average, yj will systematically deviate from FI by S. The objective of 
a detection scheme is to determine if any of the elements of S are nonzero. Similarly, 
the objective of an identification scheme is to determine which specific elements of S 
are nonzero. The steady state Global Test (GT) (Reilly and Carpani, 1963) for the 
conditions represented by Eq. I can be used for detection. This test is based on a linear 
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transformation of yj (at any time instant j)  to give the vector of nodal imbalances Sj 
(as in a total mass balance). The transformed measurement model is given by (Rollins 
et al, 1996) 
Sj = Ayj = A/i + + AAy + Aey. (8) 
Let 
AAy = ry. (9) 
Substituting for ry in the expression for sy, with 7 = 0 in Eq. 4, we have 
Sy = A<J + Tj + Aey. (10) 
with 
ry-iV,(0,S,) (11) 
where S,- characterizes the variability due to physical process changes. Note that 
£^[sy] = AS, j  = 1, .... n (12) 
and 
Var[sy] = St + ASA"^. (13) 
The Imbalance Correlation Strategy (ICS) 
The ICS will be illustrated using the seven stream and four nodal steady state process 
introduced by Narasimhan and Mah (1987). The process is shown in Figure 1. For the 
conditions given in the previous section, the true total mass balances around the four 
aodes are 
/^i + — ^2 = 0 
f i2 - f i3  =  0  
Hz-Hi-  H5 =  0  
f^s — fie —1^7 = 0. 
The transformation vector at time instant j is specified as 
where 
with 
Sj = Ayy = 
A = 
1 - 1 0  1  
0  1 - 1 0  
^Aj 
^Bj 
^Cj 
SDj_ 
0 10 
0 0 0 
0 0 1 - 1 - 1 0  
0 0 0 0 1 -1 -1 
^Aj ~ ^(^1 + ^ 4 + <^6 — ^2? ^SA) 
SBj ~ N{S2-6z,<tIB) 
Scj ~ iV(^3 — ^ 4 — <^5, a^c) 
SDj ~ N{8^—5e — 87,(TIq). 
(14) 
(15) 
(16) 
(17) 
(18) 
(19) 
(20) 
(21) 
(22) 
(23) 
As mentioned before, the key feature of the proposed technique (ICS) lies in the 
recognition of a special relationship between a aodaJ imbalance and the measured vari­
ables associated with this node. Table 1 is helpful in demonstrating how the ICS works. 
Rows in the table correspond to the four materieLl balances around the four nodes in 
the process. Columns correspond to the 7 process variables. In this table the ''x''s 
indicate the associations between streams and nodes. For example, variables 1, 2, 4, and 
6 axe associated with node A, but variables 3, 5, and 7 are not. Thus, a change in a 
measured variable (such as a mean shift due to the occurrence of a bias) will also change 
an associated nodal baiance but will not change an unassociated nodal balance. 
The idea can be illustrated using an example with a single biased variable (i.e., where 
only one S is not equal to zero). Suppose, for example, that S2 ^ 0. Then, 
E[y2j] = fi2 + S2 (24) 
~ ^ ^ ~ •••1 (25) 
Furthermore, 
E[sAj] = E[yii + yij + yej -Vij] (26) 
= + ^ 1 + ^4 + ^ 6 ~ ^2 (27) 
= -<^2 (28) 
since /Xi + /i4 + /^e — /^2 = 0 by Eq. 8. Similarly, 
E[sBi] = E[y2j - 2/3J] = S2 (29) 
•£'['Scy] = E\y3j y^j ysj\ =0 (30) 
E[sDj] = E[ysj-y6j-y7j]=Q. (31) 
Comparing Eqs. 28 and 32 we see that when ^ 0, i/jj and SBj Have the same shift in 
expected value. In other words, a change in the expected value of a variable associated 
with a node will also cause a corresponding change in the expected value of the mass 
balance on the node. Thus, (fa ^ 0 will change the means of y2j, saj, and y^j and SBj 
for this example. In the discussion to foUow, the j subscript will be dropped. Thus, 1/2 
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and sa should be interpreted to mean the vaiues of y2j and SAJ respectively, over some 
identified (i.e., specified) period. 
Observe that if one has data for cases both where (Sj = 0 and 62 7^ 0 the sample 
correlation will tend to be larger than if S2 is constant. This is not true for [s^y, y2j]i or 
for the pairs [sa and any of yi, jfe], and [sa, yaj (see equations 24, 28, and 29). Thus, 
by using the absolute value of the sample correlation between the y's and the s's as a 
test statistic one could specifically identify biased variables. 
Process data can be used to identify meztsiu-ement biases in two ways (where the 
choice for i depends on the relationships described in Table 1): 
1. through a formal test based on k = A, B, C, or Z?, eind i = 1,..., 7 
2. through examination of a scatterplot Skj versus y,-y and looking for a change in the 
mean of any y,- (indicating the presence of a bias in variable i). 
It is left to the practitioner to decide which approach is best for their situation. 
The plotting method alluded to in 2. will now be discussed in more detail. 
From earlier sections it can be seen that (xi,x2) = (sfc,yi), k = A,B,C, or D, and 
i = 1,..., 7 are bivaxiate normal. Thus, 
and the term in the paranthesis describes an area within a solid ellipse in {xi, X2) space. 
Thus, when there are no biases, a scatter plot of Skj versus yij should have most obser­
vations contained within the ellipse cis shown in Figure 2. A plot such as that shown in 
(32) 
The upper 5% point for the distribution is 5.99. Hence, 
(33) 
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Figure 3 indicates that there is a shift (possibly implying a bias) in some variable other 
than y,-, and Figure 4 indicates that there is a shift (bias) in y,-. 
In the next section we describe a formal statistical test based on the sample cor­
relation between variables that we can use for detecting a bias. A nodal strategy is 
recommended, (such as the one described by Rollins et al. (1996)) to find as many 
biased variables as possible before applying the ICS. Then either simultaneously or after 
exhausting the use of the nodal strategy, one can apply the ICS. 
Tests Of Hypotheses 
This section describes an ICS statistical test and shows the development of the null 
distribution of the test statistic. We consider the following formal hypothesis: 
• Hq : Sij = 0, 3 <n 
• Ho : 5ij = 0, j < M; = — = Sin / 0 
Given known variances and covariances for the y's, the value of corr{sk,yi)  can be 
determined as 
/ ^ E[{SA - 0)(y2 - fi2)] 
corr{sA,y2) = —n—-f—ttt—r~\— (3'^) Var{sA)Var{y2) 
where the numerator is the covariance. (When the variances and covariances are un­
known, their sample counterparts may be used provided the data set is laxge enough to 
obtain accurate estimates but not so large that significant changes in biases are possi­
ble.) Let r be the sample correlation between (sfcy, yij) for j = l,...,n. If the sample 
data used for obtaining r contains measurements with significant biases, r will tend to 
be more extreme than corr(sfcj, yij). 
In order to find an approximate null distribution for r we will use the 'Z' transform 
common in the statistical literature. If (.Vi, Vi), {X2, V2), —, (-Vn, VJ,) is a random sample 
j 
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of size n > 2 from a bivariate normal distribution with correlation p and R is the sample 
correlation coefficient, define Z, 7, and 1/ by 
Z = \ loge = arctanh[i?] (35) 
T = ~ arctanh[/)] (36) 
iy^ = (n- 3)-\ (37) 
Then Z is approximately (see Graybill, 1976). The test statistic 
K= (^ -7)  ^ (^_^)v /^^  
is approximately iV(0,1). Let p' be the correlation in Eq. 32 between any Skj and its 
corresponding y.-y and 
arctanh(r) — arctanh(p") 
The ICS test is: 
• Reject HQ : Sij = 0 V y, if and only if Vc > Na (for cases where p' > 0) 
• Reject HQ :  % =  o vy ,  if and only if Uc < -^o ( for  cases where p' <Q) 
where a is the significtince level of the test and Na is the critical value from a standard 
normal distribution. When nodal strategies fail to completely identify aJl measurement 
biases, there is a set of variables declared to be potentially biased. Table 1 can then be 
used to select (sfc, yi) pairs to be tested using one of the tests given above. For example, 
suppose that the conclusion after implementing nodal strategies is that any two (or 
possibly aU three) of the three variables 1, 6, and 7 are biased. Then, the pairs to be 
tested are (5Ajyi)» (sA.ye), (-soii/e), and (50,1/7)- In the next section we describe how 
the overall significance level is maintained at a. 
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Results Of Simulation Studies 
We considered cases of two biases for the variables in the process network shown in 
Figure 1. The choices for the bias locations were those for which current nodal strategies 
do not perform well. Rollins and Davis(1992) showed that for certain combinations of 
biases (i.e., for certain locations of the two biases) none of the methods performed well. 
Solely to illustrate this we present Table 2, taken from Rollins and Davis (1992). In this 
paper we show that the ICS is able to identify the biases completely and accurately for 
such situations. 
To evaluate the performance of the ICS we used (computer generated) simulated 
values for the process variables. We used the following conditions and assumptions: 
• S = I. 
• For each bicised variable, measurements were generated for Ni periods before and 
JV2 periods after the initiation of the bias. 
• A single value was used for JV^ (= 10), while three different values were used for 
(5, 10, and 15). 
• Once a bias was initiated it stayed constant in magnitude. 
• Following Narasimhan and Meih (1987) and RoUins and Davis (1992), for biases 
simulated in the two variables i and j, S{ = 7.0 and 5j = 4.0. 
Each simulation consisted of generating data for each of the process variables for a 
single combination of biases and then using the ICS to identify the biased variables. In 
this manner 10,000 simulations were nm for each combination of biases, and a particular 
value of N^i. We used two measures of performance for the ICS. The first one is a measure 
of the technique's ability to correctly identify a biased variable and is called the Power 
27 
(denoted by P,-, where i is the vaxiable number). 
p of nonzero Si's correctly identified 
^ of nonzero S/s simulated 
The second performance measure is called the Average Type I Error (AVTI) and indi­
cates the technique's capacity for misidentification of unbiased variables. This is defined 
as 
AVTI - ^  wrongly identified 
total of simulations 
Thus, for the technique to perform well, one would want Pi to be high (near 1.0) and 
AVTI to be low (near 0.0). 
We now describe how critical values were determined from simulations using an ex­
ample. Consider the case where the use of nodal strategies has resulted in the conclusion 
that any two (or possibly cdl three) of the three variables 1, 6, and 7 are biased. Then, 
the pairs to be tested are {sA,yi), (sajJ^s)? (^D,y6), and (sD,y7)- First, we simulated 
10,000 cases where none of the variables had a bias and raji the ICS hypothesis tests 
for the 4 pairs listed above. Trial and error beginning with the upper jth percentage 
point of the standard normal distribution led to a critical value for the (four applications 
of the) ICS test that matched the desired overall significance level a. This procedure 
was used to find critical values for each different situation (i.e., for each combination of 
biases to be tested). Two levels of overall a were used in the simulation study: 0.30 and 
0.05. 
Tables 3 through 8 show results from the simulation studies conducted to evaluate 
the performance of the ICS. The first two columns in these tables give the locations of 
the two biases (i and j), the third and fourth columns give the corresponding power 
values {Pi and Pj), and the fifth column shows the AVTI value. As mentioned earlier, 
these combinations are the cases for which the RoUins and Davis (1992) approach could 
not completely identify the biases. However, as shown, the ICS accurately identifies the 
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biases for these cases. Tables 3, 4, and 5 show results for a = 0.05. Table 3 shows that 
Pi = LOO, Pq = 0.98 cind the AVTI is 0.0018. Going down the columns in Table 1, for 
certain combinations the power values axe low for Sj = 4.0 . However, upon increasing 
MlNz (from 15 to 20, and then to 30) Tables 4 and 5 show that the power values 
increase significantly. Additionally, the AVTI values which are tdready low in Table 3 
decrease even further in Tables 4 and 5. 
The second set of tables (Tables 6, 7, and 8) are for an overall test level (a) of 0.30, 
as opposed to 0.05 for the previous tables. These tables show the same trends with an 
increase in MiN2. Additionally, as expected, both power and AVT/ (which, whoever, 
is still low) increase with a. Notice that Pi and Pj increase significantly going from 
Table 6 to 7 to 8 as Mi increases from 5 to 10 to 20. Also note that so for Mi = 20, the 
power is very high and the AVT I is low. 
Finally, as explained earlier the ICS can also be implemented through visual analysis. 
Consider the simple case of 5i = 7.0 and Sj = 0.0 for j ^ 1 illustrated in Figtire 5. 
Note that y,* = yi — fii is plotted rather than yi. Correspondingly, 5a calculated using 
the yf's is denoted by 5^. Now, recall that node A has three inlet streams (1,4, and 6) 
and one outlet stream (2). Based on the explajiations given earlier for the situation in 
Figure 3, the inference obtained from Figures 5(a), 5(b), and 5(c) is that there is a meaji 
shift (bias) in a variable other than y^, VA, ajid ye. Additionally, comparing Figure 4 and 
Figure 5(d), we conclude that there is a mean shift (bias) in yi. Thus, the occurrence of a 
measurement bias can detected by monitoring plots such as versus yj and identifying 
the distribution of observations with respect to the corresponding elliptical probability 
regions. 
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Conclusions 
In this work we have presented, a new approach, the Imbalance Correlation Strategy 
(ICS), for the identification of systematic meeisxirement errors (measurement biases) in 
linear pseudo steady state processes. The ICS is easy to implement and is not com­
putationally intensive. For certain combinations of measurement biases this approach 
is shown to be capable of accurate identification where other strategies well known in 
chemical engineering literature have failed to perform well. A further advantage is that 
identification is possible from a visual analysis. This can be a great asset to process 
personnel in monitoring a process. 
Notation 
A = qrxp matrix representing process physical constraints 
do = arctanh[r"'] 
I = identity matrix 
p = number of process variables 
q = number of process constraint equations 
r' = initial value of correlation coefficient 
Tc = calculated value of R 
R = random variable representing current value of correlation coefficient 
Sj = linear transformation of yj given by Eq. 8 
Vc = value of V computed from data 
V = random variable representing the test statistic based on Z given by Eq. 37 
yij = measured value of variable i at the jth time instant 
y'i = Vi - iii 
Z = Fisher's 'Z' transform of R given by Eq. 34 
5i = mecisurement bias of variable i 
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= random error of variable i a the jth time instant 
7 = vector of process leaks 
= true value of process deviation of variable i from //,- at the jth. time Instant 
f^i = steady state true Vedue of variable i 
— variance of Z 
P = true value of correlation coefficient 
O^i = variance of e,-j 
s. variance-covariance matrix for rj 
= vector representing the effects of process deviation, given by Eq. 9 
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Figure 1 Process aetwork used in ciurrent work 
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Figure 2 Elliptical 0.95 probability regions: no biases 
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Figure 3 Elliptical 0.95 probability regions: bias in variable other than y,-
35 
Figure 4 Elliptical 0.95 probability region: bias in variable y, 
36 
Figure 5 Plot of s\ versus left), ^^-(top, right), ^^-(bottoni, left), 
t/j-{bottom, right). 
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Table 1 Imbalance Correlation Strategy 
YI Y2 YS y4 YS YE YR 
MBA X X X X 
MBB X X 
MBc X X X 
MBD X X X 
Table 2 SCS and UBET results from Rollins and Davis (1992) 
i J AKT/ (SCS) OPF (SCS) OPF (UBET) 
1 2 0.0138 0.9862 0.9588 
1 3 0.0116 0.9884 0.9749 
1 4 0.0188 0.9812 0.9900 
1 5 0.0827 0.9226 0.9881 
1 6 0.8733 0.1550 1,6,7** 
1 7 1.0924 0.0000 1,6,7** 
2 3 1.0908 0.0000 2,3,4** 
2 4 0.9131 0.1071 2,3,4** 
2 5 0.0836 0.9276 0.9796 
2 6 0.0204 0.9799 0.9658 
2 7 0.0135 0.9865 0.9830 
3 4 0.9137 0.1074 2,3,4** 
3 5 0.0816 0.9294 0.9866 
3 6 0.0190 0.9813 0.9567 
3 7 0.0128 0.9872 0.9679 
4 5 1.1041 0.0000 4,5,6** 
4 6 0.5426 0.0000 4,5,6** 
4 7 0.0527 0.9473 0.9900 
5 6 1.0217 0.0249 4,5,6** 
5 7 0.0960 0.9046 0.9726 
6 7 0.9198 0.1063 1,6,7** 
** At least two of the three measurements are biased. 
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Table 3 ICS Results. Ni = 5, iVj = 10, a < 0.05, Si = 7, = 4. 
i y Pi Pi AVTI 
1 6 1.00 0.98 0.0016 
1 7 0.93 0.44 0.0008 
6 7 LOO 0.97 0.0009 
2 3 0.90 0.37 0.0012 
2 4 0.99 0.37 0.0012 
3 4 0.99 0.29 0.0016 
4 5 1.00 0.95 0.0005 
4 6 1.00 0.96 0.0004 
5 6 0.95 0.29 0.0025 
Table 4 ICS Results. Ni = 10, ^2 = 10, a < 0.05, Si = 7, Sj = 4. 
i 3 Pi P: AVTI 
1 6 1.00 1.00 0.0006 
1 7 0.99 0.67 0.0007 
6 7 1.00 LOO 0.0002 
2 3 0.99 0.59 0.0004 
2 4 1.00 0.60 0.0004 
3 4 1.00 0.48 0.0008 
4 5 1.00 1.00 0.0003 
4 6 LOO 1.00 0.0004 
5 6 1.00 0.47 0.0017 
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Table 5 ICS Results. Ni = 20, iVj = 10, a < 0.05, Si = 7, S,- = 4. 
y Pi AVTl 
I 6 LOO 1.00 0.0005 
1 7 1.00 0.81 0.0002 
6 7 1.00 1.00 0.0002 
2 3 1.00 0.75 0.0003 
2 4 1.00 0.75 0.0001 
3 4 1.00 0.63 0.0006 
4 5 1.00 1.00 0.0001 
4 6 1.00 1.00 0.0002 
5 6 1.00 0.62 0.0004 
Table 6 ICS Results. = 5, iVa = 10, a < 0.30, = 7, Sj = 4. 
i 3 Pi Pi AVTI 
1 6 1.00 0.99 0.0121 
1 7 0.99 0.79 0.0094 
6 7 1.00 0.99 0.0078 
2 3 0.99 0.71 0.0066 
2 4 1.00 0.71 0.0071 
3 4 1.00 0.62 0.0131 
4 5 1.00 1.00 0.0057 
4 6 1.00 1.00 0.0057 
5 6 1.00 0.62 0.0133 
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Table 7 ICS Results. iVi = 10, N2 = 10, a < 0.30, Si = 7, Sj = 4. 
f 7 Pi Pj AVTI 
1 6 1.00 1.00 0.0067 
1 7 1.00 0.92 0.0067 
6 7 1.00 1.00 0.0041 
2 3 1.00 0.86 0.0023 
2 4 1.00 0.87 0.0029 
3 4 1.00 0.79 0.0083 
4 5 1.00 1.00 0.0030 
4 6 LOO LOO 0.0036 
5 6 1.00 0.79 0.0084 
Table 8 ICS Results. = 20, N2 = 10, a < 0.30, Si = 7, S,- = 4. 
i j Pi Pi AVTI 
1 6 1.00 1.00 0.0023 
1 7 1.00 0.96 0.0031 
6 7 LOO LOO 0.0018 
2 3 1.00 0.94 0.0028 
2 4 LOO 0.94 0.0023 
3 4 1.00 0.88 0.0056 
4 5 1.00 LOO 0.0023 
4 6 1.00 1.00 0.0018 
5 6 LOO 0.88 0.0045 
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Appendix 
This section gives an example to illustrate how the initial value of corr{sA,yi) that 
is used in the hypothesis test can be calculated from the variances of the y,-'s. For this 
example let Kar(y,) = = I.O, i = 1,...,7. Based on Eq. 14 we have, 
54=2/1-^2+2/4+^6 (A.l) 
Since y,- is independent of yj for i ^  j, 
Var{sA) = Var(yi)  + Var{y2) + Var{y^) + Var{yQ) 
— 1.0 + 1.0 -f-1.0 + 1.0 " 4.0 
Consider the determination of the correlation between yi and sj^. A standard formula 
for computing the the correlation is 
Cov{sA,yi) 
corr(...,.)= (A.2) 
The terms in the denominator of the above equation are known. The numerator can be 
caJcxilated as foUows. 
Cov(sa,  y i)  = Cov{yi  - y2 + y4 + 2/6, Vi) (A.3) 
= Cov(yi ,  yi)  -  Cov{y2,  yi)  +  Cov{y^,  yi)  +  Cov{y6,  yi)  
= Cov{yi ,yi)  = Var(yi)  = 1.0 
since Cov{yi,yj) = 0 for i ^  j. Thus, 
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CHAPTER 4. APPLICATION OF TWO NEW MEAN 
SHIFT DETECTION METHODS TO ACCURATE 
IDENTIFICATION OF MEASUREMENT BIASES 
A paper to be submitted to the AIChE Journal 
Sriram Devanathan, S. B. Vardeman, and D. K. Rollins 
Abstract 
Two new approaches are presented for improved identification of measurement biases 
in linear steady state processes. Both are designed to detect a change in the mean of a 
measured variable leading to an inference regarding the presence of a meeisurement bias. 
The first method is based on a likelihood ratio test for the presence of a mean shift. The 
second is based on a Bayesian decision rule (relying on prior distributions for xmknown 
parameters) for the detection of a mean shift. The performance of these two methods is 
compared with that of a method given by Devanathan and Rollins (1997). 
Introduction 
An important factor in the safety and economy in chemical plant operations is the 
quality of measured process variables. Ideally, one would like estimates of true values of 
process variables to have zero systematic deviation and minimal random deviation from 
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the true values. When process measurements are biased (i.e., systematically deviant) due 
to instrument miscaJibrations or malfimctions, it is necessary to detect these biases and 
remove them. Techniques used to detect and identify systematic errors (such as those 
caused by biases) are termed Gross Error Detection (GED) methods. Over the past four 
decades a number of methods have been developed to identify and (mathematically) 
remove biases under various conditions. A summtiry of this literature can be found in 
Rollins et al., (1996). 
For linear steady state processes, identification strategies have traditionally been 
based on testing for material balance closure around each node in a process network. 
When there is closure at a node, the inference is that none of the measured variables 
associated with the that node axe biased^. Rollins and Davis (1992) used such a nodal 
strategy for accurate identification of measurement biases. However, for certain combi­
nations of biases, this approach and other commonly used methods such as the Serial 
Compensation Strategy (SCS) (Narasimhan and Mah, 1987) perform poorly and are 
unable to completely identify the biases, (their best conclusion could be that any two 
or all three of three suspect variables are biased). For such situations Devanathan and 
Rollins (1997) presented the Imbalance Correlation Strategy (ICS) and showed it to be 
capable of having a high probability of correct identification (large power) 3uid low prob­
ability of false identification (small Type I Error probabilities). The ICS was based on 
observing changes in the sample correlation between the material balance at each node 
(interconnecting unit) and the measured variables associated with that node. However, 
for smaJl sample sizes, the ICS appears to have low power for certain combinations of 
biases due to the cancellation of the effects of multiple biases in a material balance. 
We present two new methods which are capable of completely identifying multiple 
measurement biases for these special cases with high probabilities of correct identifica­
tion. These two techniques (unlike the nodal strategies) do not involve the use of process 
^The alternative inference is that there is a material leak at that node. 
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physical constraints, such as material and energy balances. Hence, they are not affected 
by the presence of leaks or error (bias) cancellation, and are applicable even for the case 
of nonlineax process constraints. 
This article is organized as follows. First, the mathematical models are presented and 
the statistical tests are given. Following this, performances of both the likelihood ratio 
and Bayesian methods axe evaluated using simulated data and the resTilts are compared. 
Next, some recommendations are made for the cases where processes have bilinear or 
nonlinear constraints (i.e., simulatzineous mass, energy, and component mass balances). 
Finally, a brief discussion is given regMding the choice of technique for a given problem. 
The Measurement Model 
This section first presents the measurement model used in the study. The pseudo 
steady state model following from the work of Rollins and Davis (1992, 1993) and 
Narasimhan and Mah (1987) can be represented by 
yij  =  f^i +  + e,y (1)  
with 
Cij ~ Ar(0,<r«^) (2) 
Ay ~ iV(0,(TA.-2) (3) 
where is the measured value of variable i at the jth time instant; is the steady 
state true value of variable i; Xij is the true value of the process deviation of variable 
i from fii at the jth time instant; Sij is the measurement bias of variable i at time j-
and Cij is the random error of variable i at the jth time instant. In this paper it is 
assimied that the e,-j's for a fixed j are normally distributed with mean 0 and a known 
variance-covariance matrix. Additionally, the e vectors for different time points j are 
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assumed to be independent. Furthermore, e.-y is assumed to be independent of Ckj for i 
7^ k, ajid Ay is assumed to be independent of Aty for different measured variables i and 
k. Finally, the e's are assxmaed to be independent of the A's (i.e., measiirement error is 
independent of process variability). 
In this work we are initially going to confine attention to one process variable at a 
time, say variable i. With = fiij -f- <5,-/, Eq. 1 can be rewritten as 
Vij = l^'ij + Vij (4) 
where 
'Hii ~ ('5) 
CTni^ = (6) 
T)ij ~ ^(0, <Trfi )> (7) 
Vij ~ (8) 
Based on the above equations the density of y,-/ is given by 
r, \ t 2\ 1 r (9) 
and the joint density of y,i, ya, ..., yin is JJ. Under the conditions 
given in the above model, the next two sections outline the decision rules involved in 
the identification of biased variables. 
Likelihood Ratio Test For A Mean Shift 
Let n denote the total number of available observations (i.e., the sample size), and 
M = Til denote the number of observations before the initiation of a bias. Then if na 
is the number of observations after the initiation, na = n — M. Suppose that 5ij = 0 
for j < M and S{j = S, for j > M. The proposed method exploits the idea that when 
I 
46 
a (change in) bias occurs in the mecisurement of a process variable, the mean of that 
variable midergoes a shift. By comparing appropriate estimates of the mean of y,- it 
is possible to determine if there has indeed been a shift eUid if a (change in) bias has 
occurred in variable i. 
For the mecisnrement model of this paper it can be shown that the maximum likeli­
hood estimate (MLE) of is the sample average of the observations with j < M. That 
is, the MLE for (X{ is 
ViXM = , (10) 
and the MLE for /z,- + 5i is 
E ya j=Af+l 
=  n - M  •  
The objective is to determine if 5i is significantly different from zero. To achieve this, 
a statistical hypothesis testing procedure is chosen. The test statistic is based on the 
differences of the sample averages {yizM — yuM) = daa- Since the y,-y's are normally 
distributed, it follows from the previous two equations that 
yuM ~ (12) 
and yi2M ~ + ^ • (1^) 
Furth-Cnuorcj ^XM where, under the assumption that observations are 
independent in time, 
2 2 
M  n - M '  
The hypotheses to be tested are Ho'. M > n versus Ha'. M <n. 
Now, let TiM — is clear that Ti^i has a standzird normal distribution 
under Hq, i.e., T{xf ~ iV(0,1). In the implementation of the proposed likelihood ratio 
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testing method, M is varied, incrementally from 1 through (n — I), each time computing 
the value of TiM- The decision rule is based on 
Ti,jnax = maximtmi(7fAf), 1 < M < n — 1. (15) 
Ti^max is the maximum of a number of (correlated) standard normal variables and does 
not itself follow a standard normal distribution. However, for a single variable i, the 
critical value of Ti^max can be easily determined from simulation for a desired Type I 
Error probability and for a given sample size (n). 
To summarize, the likelihood ratio test for a mean shift (i.e., for identifying a biased 
measured variable) is based on the following sequence of steps for a variable ii 
1. Choose a value for the time of occurrence (TOC) of the bias, M, from the range 
{1, ..., (n — 1)} starting with M — 1. 
2. Split the set of observations into two groups ({1, ..., M} and {M + 1, ..., n}). 
3. Compute the MLE for the mejm of y,- in each group (i.e., the group sample average). 
4. Compute the difference ((/.m) of the sample averages for the two groups and stan­
dardize to obtain TiM. 
5. Vary M incrementally in {1, (n — 1)} each time going from step 1 to step 4. 
6. Determine the maximum of T^M over ail M = 1,..., (n — 1) and denote this maxi­
mum by Tf.mai-
7. Compare the observed value of Ti^max to an appropriate percentage point of the 
null distribution of Ti^max- If the observed value exceeds this small upper percent­
age point the conclusion is that there is a (change in) bias in the variable under 
consideration. 
In the analysis of a process network where there are several variables that are potentially 
biased, one then needs to repeat steps 1 through 7 for each suspect variable. 
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Bayesian Approach To Testing For A Mean Shift 
In this approach, one assigns prior distributions to the unknown parameters, 
//,• + Si, and M defined in the previous section. In a chemical plant, process history and 
the expertise of process engineers could be used in choosing the priors. (It may be noted 
here that as more and more data become available, i.e., as the sample size increases, the 
particular choice made for a prior becomes less important.) Once the priors are selected, 
and data are in hand, one needs to get the conditional distribution of a parameter of 
interest given the data. This conditional distribution then becomes the basis of inference 
on the parameter of interest. 
Based on Eq. 9, let the marginal density of be denoted by Then, 
for a sample size n, with observations being independent in time, the joint distribution 
of {y,i, -,y.n} is given by 
fiVili —5 yiv\fJ'ii l^i + Si, M, (7^i) = 
where the parameters Si ajid M account for the change in the mean of yi due to the 
initiation of a bias (^i) at some point of time M + 1 for M € {1,ra}. 
For this study the following (independent) prior distributions were chosen for and 
f^ i + Si'. 
fii ~ N(0,T') (17) 
fii = fii + Si ~ iV(0,r^) (18) 
where is a known (input) parameter^. Thus, the distributions of /z,- and /z[- have the 
densities: 
nfc',\o,T') = 
and (19) 
(20) 
"The actual value of is not critical to this analysis. For simplicity, the analysis and results 
presented in this work assunned r- = I. 
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The following probability mass function was used for : 
= f-—^ m = - 1 (21) [n - 1) 
=  f c  m ~ n .  (22) 
(Ultimately the value of the weight, Ar, is varied to get a desired test level, i.e., a desired 
probability of false identification when there are no biases.) With these (independent) 
priors the joint distribution of J/m, pti-, fJ-'i, M} is specified by 
fiViu Vin, fit, fi'i, m) = 
xfi(fXilO,r^)xf2(fiilO,r^)xg(m). (23) 
Integrating this expression successively with respect to fi,- and with limits —oo to 
+00 results in a function of M proportional to the conditional probability mass fimction 
for M given the data The details of this derivation are given in Appendix 
A. Denoting the conditional distribution of Af as ^(m|t/,i, ...,y,„), the decision rule for 
detecting a bias in variable i is: 
• Compute the value of hfjn] data) varying m from 1 to ra. 
• Infer that the number of unbiased mezisurements is given by that value of m max­
imizing A(m( data) (i.e., the mode of the conditional distribution). 
In order to compare the performance of this Bayesicin method with that of other methods 
the following hypotheses, based on the parameter AT, were used in making an inference 
on the presence of the bias: 
HQI M = ra, or equivalently, HQ: (no change) in bias 
Ha- 1 < Af < ra, or equivalently, Ha', a (change in) bias has occurred. 
In summary, the proposed Bayesian method for the identification of measurement 
biases in process variables follows these general lines: 
^VVe use M to denote the random variable and m to denote a value for the variable. 
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• Determine the distributioa (joint density of observations) of the process variable 
given the parameters (known and unknown). 
• Select appropriate priors for all the unknown parameters based on process knowl­
edge or historical data. 
• Determine the conditional density of the parameter of interest given the process 
data and the other paxameters. 
• Follow a decision rule for identifying a bias based on aji analysis of the conditional 
distribution. 
Simulation Study and Results 
In this section the performance of the two methods is evaluated based on simulated 
process data and compared to the performance of the Imbalance Correlation Strategy 
(ICS) presented by Devanathan and Rollins (1997). Data for the study were generated 
using a FORTRAN-NAG (Numerical Algorithm Group) subroutine for random number 
generation. For ease of comparison across the techniques, the same performance mea­
sures were used as those employed in Devanathan and Rollins (1997). The definition of 
these measures will be reproduced below, for convenience. 
The first part of this section presents a comparison of the three techniques (Likelihood 
Ratio, Bayesian, and ICS) for the case where a single variable is biased. In this part 
the factors that are varied are Af (time of intiation of the bias), Si (the magnitude 
of the bias), and n (the sample size). The second part of this section comprises the 
analysis done for the situation of two biases. The objective here is the comparison of the 
performances of the proposed methods with the ICS for certain combinations of (two) 
biases for the example process presented in Devanathan and Rollins (1997). 
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As in the studies conducted for the ICS (Devajiathan and Rollins, 1997), it is assumed 
that observations are available on each process variable. The total number of time 
periods is denoted by n. The ntmiber of observations available before the initiation of 
the bias  is  denoted by ni  (= M) and the number af ter  the bias  occurs  by n2 (= n — M).  
The following conditions axe aissimied for the simxilation study: 
• The process is in pseudo steady state. 
• When the expected value of a measured variable undergoes a shift, the shift can 
only be due to the occurrence of a (change in) bias. 
• a^i = 1, i = 1, ..., p where p is the number of process variables. 
• Once a (change in) bias occurs it stays constant in magnitude. 
Following Devanathan eind Rollins (1997), two performance measures are used in 
evaluating the proposed methods on a network. The first one, power (Pj), represents 
the method's ability to correctly identify a bizised variable, and is given by 
p of nonzero Si's correctly identified 
of nonzero S/s simulated 
The second measure gives the probability of falsely concluding that a variable is bieised 
and is called the Average Type I error. The AVTI is defined as 
AVTI = ^ wrongly identified 
total ^ of simulations 
It can be seen that for the case of a single bias, power and AVTI add up to 1. 
As mentioned earlier, the study involved observing the effect of several parameters 
on each method's ability to correctly identify biases. In addition to the bias magnitude, 
M, and n, the overall test level (denoted by a) is also varied (0.05 and 0.01). To ensure 
fairness in the comparisons, results for the three methods are always compared at the 
same level of a. 
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The procedure for setting a at the desired level for each method was the following: 
10,000 data sets are produced for the situation of no biases anywhere in the network. 
For the ICS and the Likelihood Ration Test methods, the critical value (of the test 
statistic, for the method under consideration) is varied till the desired overall error rate 
AVTI (0.05 or 0.01) is obtained. For the Bayesian method, the value of k is adjusted 
till the desired overEiU error rate AVT I is obtained. In Tables 1-8 presented below, 
TcHticai and Vcriticai represent the values for the ICS and the Likelihood Ratio Test 
methods respectively. The corresponding value of k that gives the desired error rate for 
the Bayesian method is denoted by kcHtjco/- The process used for this study is the same 
as that in Devanathan and Rollins (1997) ajid is shown in Figure 1. 
First, a single variable is arbitrarily chosen for study and results are presented in 
Tables 1-6. The vziriable chosen here is the mass flow rate for streeim number 1 in 
Figure 1, which, we shall call variable 1. In this situation, exactly one correlation is 
computed for the ICS, exactly one LRT performed, and one Bayesian decision made. 
The critical value in each case is based on performing just one test and not for the 
whole network. The critical value corresponding to each test is given in Tables 1 -
6. For this situation of a bias in variable 1, residts axe presented to show the effect of 
bias magnitude and M. Tables 1, 2, and 3 show the effect of varying S, (3.0,4.0, and 
5.0) on the power. A value of Si = 3.0 means that the magnitude of the bias is 3 times 
the standard deviation of the variable. It can be seen that for the LRT method and the 
Bayesian method, power is very high (0.9992) even for S{ = 3.0. Table 3 shows that for 
the ICS, power is low for Si = 3.0, but as Si increases, power is comparable to that of 
the LRT and Bayesian methods. 
In order to observe the effect of M, this study used three values of M (3, 15 and 25) 
for a fixed n (= 30). Tables 4, 5, and 6 show that power decreases when either m or 
n — m is small. The reason for the decrease in power when m is small is that yi will 
not be as accurate an estimate of eis when M htis a higher value (say 15). Simililarly. 
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when n — m IS low, yo will not be as accurate an estimate of /z,- + Si as when n — m 
has a higher value (say 15), Once again, note that the ICS has low power. This is not 
surprising since Table 3 showed that power is low for 5, = 3. In summary, for the case 
of a single nonzero Si, the performances of the LRT method zmd the Bayesian method 
are comparable, while the ICS consistenltly has lower power for small values of Si. 
Finally, the two methods presented here are compared with the ICS for various 
combinations of two biases. The conditions used in this study are identical to those 
presented in the study of Devcinathan and Rollins (1997). Table 7 shows that both the 
LRT and the Bayesian methods have very high power (= 1.0) for all the cases. Table 
8 shows that the ICS consistently has lower AVTI than either of the other methods. 
However, the AVTI for the LRT method and the Bayesian method is still very low 
(around 0.0167). 
Bilinear and Nonlinear Process Constraints 
This section presents a brief discussion on the applicability of the two new methods 
for an important and widely prevalent problem in the chemical process industry, viz., 
identification of biases when constraints axe bilinear or nonlinear. Process constraints 
are said to be bilinear when the components of conservation equations are products of 
two measured variables, such as mass flow rate and temperature in an enthalpy balance. 
Similarly, when the components of constraint equations are measured variables raised to 
powers other than one (as might be seen in chemical reactions with high order kinetics), 
the underlying process is said to have nonlinear constraints. 
Traditionally, the issue of bias detection in the presence of nonlinear constraints has 
been tackled by performing tests on the constraint residuals. For linear constraints, 
the assessment of the statistical distribution of the residuals given the distribution of 
the measured variables is fairly straightforward. However, for bilinear and nonlinear 
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constraints the distributions of the residuals are complex and difficult to obtain analyt­
ically. For example, with bilinear constraints, the constraint equations appear as sums 
of products of random variables. Thus, the residuals do not have normal distributions 
when the individual variables sure normally distributed. 
While some authors have presented identification strategies involving complex distri­
butions such as that of the product of two normal variables, a simpler solution is perhaps 
one that does not maice use of the constraint equations. Thus, the two new methods 
presented in the current work satisfy this condition and their implementation will be no 
different in the case of the nonlinear constraints than in the case of linear constraints. 
Conclusions 
This article presented two new techniques that can accurately detect mean shifts 
in process variables and are thereby capable of accurate identification of measurement 
biases for pseudo steady state processes. These techniques are applicable for both linear 
and nonlineax process constraints. A further advantage is that the presence of physical 
leaks does not confound the identification issue, while it might do so in the case of 
nodal strategies. These advantages axe possible because each process variable is tested 
individually for bizkses, and the nodal constraints are not used at all. For large process 
networks, the two methods should ideally be used after a nodal strategy, such as the 
Linear Combinations Technique (Rollins et al., 1996), has naxrowed down the list of 
suspect variables, and further analysis is unable to complete the identification. Such a 
combination of a nodal strategy and a test on individual variables would minimize the 
analytical and computational requirements. 
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Notation 
di = difference in sample averages, yai - y0i 
Ji = indicator variable given by Eq. 23 
J2 = indicator variable given by Eq. 24 
M + 1 = time of occurrence of bias 
n = total number of observations 
Til = M = number of observations available before the initiation of a bias 
n2 = nimiber of observations available after the initiation of a bias 
p = number of process variables 
Ti^max = test statistic given by Eq. 16 
yij = measured value of variable i at the jth time instant 
yai = sample average for variable i given by Eq. 11 
ypt = sample average for variable i given by Eq. 12 
Z = Fisher's 'Z' transform of R given by Eq. 34 
S{ = measurement bias of variable i 
€i j  = random error of variable i  a the jth time instant 
rj i j  = total random deviation for variable i  at time instant j  
Xi j  = true value of process deviation of variable x at the jth. time instant 
Hi = steady state true value of variable i before the occurrence of bias 
(x i = steady state true value of variable i after the occurrence of bias 
1/2 = variance of Z 
= variance assumed for and fii + Si in priors 
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Figure 1 Process network 
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Table 1 Likelihood ratio test for mean shift - results, n = 30, M = 20. 
Tcrt-w for (q = 0.05) = 2.69, TcKt^ca^ for (q = 0.01) = 3.23 
a <^1 Pi 
0.05 3.0 0.9992 
0.05 4.0 1.0000 
0.05 5.0 1.0000 
0.01 3.0 0.9978 
0.01 4.0 1.0000 
0.01 5.0 1.0000 
Table 2 Bayesiaa method results, n = 30, M = 20. kcriticai for (a = 0.05) 
= 0.2, kcrfw for (a = 0.01) = 0.41 
a ^1 Pi 
0.05 3.0 1.0 
0.05 4.0 1.0 
0.05 5.0 1.0 
0.01 3.0 1.0 
0.01 4.0 1.0 
0.01 5.0 1.0 
Table 3 ICS residts. n = 30, M = 20. Vcriticai for (a = 0.05) = 1.68, 
ycritical for (Q; = 0.01) = 2.38 
a <Ji Pi 
0.05 3.0 0.5824 
0.05 4.0 0.8812 
0.05 5.0 0.9852 
0.01 3.0 0.2912 
0.01 4.0 0.6366 
0.01 5.0 0.9060 
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Table 4 Likelihood ratio test for mean shift - results. Si = 3.0, n = 30. 
T^criticai for (a = 0.05) = 2.69, Ta-iticai for (a = 0.01) = 3.23 
M a Pi 
3 0.05 0.9936 
15 0.05 1.0000 
25 0.05 0.9998 
3 0.01 0.9764 
15 0.01 1.0000 
25 0.01 0.9996 
Table 5 Bayesian method results. Si = 3.0, n = 30. kcritico/ for (a = 0.05) 
= 0.2, kcriticai for {a = 0.01) = 0.41 
M a Pi 
3 0.05 0.9912 
15 0.05 1.0000 
25 0.05 1.0000 
3 0.01 0.9822 
15 0.01 1.0000 
25 0.01 0.9998 
Table 6 ICS results. Si = 3.0, n = 30. Vcriticai for (a = 0.05) = 1.68, 
ycritical for (a = 0.01) = 2.38 
M a Pi 
3 0.05 0.2352 
15 0.05 0.6560 
25 0.05 0.3688 
3 0.01 0.0742 
15 0.01 0.3522 
25 0.01 0.1390 
60 
Table 7 Compaxisoa of results, n = 30, a = 0.05, <5,- = 7,5j = 4. 
i 3 Pi Pj for ICS Pj for LR test Pj for Bayesian 
1 6 1.00 1.00 LOO 1.00 
1 7 1.00 0.81 LOO LOO 
6 7 1.00 1.00 LOO 1.00 
2 3 1.00 0.75 LOO LOO 
2 4 1.00 0.75 1.00 1.00 
3 4 1.00 0.63 1.00 1.00 
4 5 1.00 LOO LOO 1.00 
4 6 1.00 LOO LOO 1.00 
5 6 1.00 0.62 1.00 1.00 
Table 8 Comparisoa of results, n = 30, a = 0.05, Si = 7, = 4. 
i 3 AVTI for ICS AVTI for Mean Shift AVTI for Bayesian 
1 6 0.0005 0.0173 0.0156 
1 7 0.0002 0.0175 0.0167 
6 7 0.0002 0.0167 0.0159 
2 3 0.0003 0.0163 0.0172 
2 4 0.0001 0.0165 0.0162 
3 4 0.0006 0.0179 0.0165 
4 5 0.0001 0.0175 0.0158 
4 6 0.0002 0.0167 0.0166 
5 6 0.0004 0.0179 0.0177 
** For Tables 7 and 8, Ta-iticai for the Likelihood ratio test method = 3.06, kcrrtica/ 
for the Bayesian method = 0.34, and "Vcritical for the ICS method = 2.62. 
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Appendix 
This section gives a derivation of the conditional distribution of the change point 
parameter M (the mmiber of unbiased measurements) for use in the Bayesian decision 
rule. For n observations on variable y,-, the joint distribution of yii,yi2, Vin is given 
by 
fiVili ••••> <^ri) ~ l/'t' /{.Vii\t^i> ^-ni) (^-1) 
With the independent priors specified earlier, the joint distribution of {y,i,y,-„, /z,-, M} 
is given by 
f iVi i ,  Vin,  Hi ,  f i ' i ,  m)  = ^S)  
x/(/^.|0, T^) xgirn). (A.2) 
Integrating this expression successively with respect to /x,- and with limits —oo to +00, 
results in a function of M proportional to the conditional probability mass fimction for 
M given the data {yn,Using Eq. 10 and subtituting for the marginal probability 
density fimctions (pdf's), Eq. (A.2) reduces to 
f iyn,  yfn, f i i ,Hi ,m) = Ci exp Elytj  ~ A*iV _ f i j  _ 2cr2 2r2 2T^ 
L i=l is=m+l 
(A.3) 
,where Ci is a constant that can be excluded for the purposes of integration. 
The integration can be done in two parts, first with respect to and then with 
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respect to fi'-. The first term considered, is 
expLf \ 2<t2 2r2 L j=i. 
= exp 
= expi--1 
= exp 
= exp 
E {''? (i + ;^) - + 4} 
+ S 41 
V j=l j=l ) . 
where 
6 = (1 + :^) 
(A.4) 
mr' 
With a little algebra, the last line in Eq. (A.4) can be rewritten as follows: 
Fi = exp ^ yij (yinb^ | 
^{E4-(E^<i)'[">r'|]. (A.5) 
Now, the integration of the first line of Eq. (A.4) is achieved more easily by integrating 
Fi in Eq. (A.5). Denoting this integration term by /i, we have 
+00 
^1= J  = exp 
 ^ {"•" Ij} 
-00 V.  ^ •' . 
>dfii (A.6) 
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It ccLn be seen that the integral term in Eq. (A.6) represents the zurea under a normal 
distribution with tneaji [Mb] yij, and variance [m6]~^cr^, when multiplied by the 
constant term 
Y27r[m6] 
Thus, Eq. (A.6) reduces to 
Ii = exp ^ j II X y/2Tr[Tnb]-^t 2<T2 
where the constant 6 is defined eaarlier. 
Now consider the second part in Eq. (A.3) which involves /i',- but not /z,-: 
e x p f - V  
^ 20-2 2r2 L j=m+l 
= exp[-i{ ± 
^_1 1  ^  { y f j  +  -  2 f i ' i y i j )  +  n ' ^ a ^ l [ { n  -  m ) r 2 ]  |  
. Ly=7n+1 J . 
f-^{/.:-^((n-m) + ^)+ £ .5 -2,;. E 
L V ^ ' i=m+l y=m+i J . 
["2?!'''^'^ S 4-2''! E fy} 
L V i=Tn.+l j'=m+l ) . 
= exp 
= exp 
= exp 
(A.7) 
(A.8) 
where 
c = (n -  m) + —. 
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Using a few algebraic maoipulations to express terms in the exponential in Eq. (A.8), 
we get 
exp 
X exp — 
= exp 
X exp 
- 2( ^ yi j )c  ^ yf-c  4  
" V. y=m+l j=m+l ) , 
E 4-(E .«%-)]  
^.y=7n+l \;=m+l / J J 
l.j=7n+l V;=m+1 / J J 
= Fa (say). (A.9) 
Once again, the integration of Eq. (A.7) is easily achieved by integrating F2 with respect 
to fi'i between limits of —00 and 00 once the integral is expressed in the form of a 
cumulative distribution function for a normal distribution. 
+00 
I2 
dn'i. (A.IO) 
Note that the integral term in Eq. (A.IO) represents the area under a normal distribution 
with mean c~^ VHi variance c~^a^, when multiplied by the constant term 
1 
•\/27rc 2<r 
Thus, Eq. (A.IO) reduces to 
I2 = VzTTci cexp 
l,j=:m+l \j=7n+l / ) . 
(A.ll) 
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Using Eq. (A.7) and Eq. (A.ll), the conditional distribution of M can now be determined 
and the Bayesian decision rule implemented. 
66 
CHAPTER 5. SUGGESTIONS FOR FUTtJRE WORK 
Introduction 
Data Reconciliatioa and GED have been studied for the past three decades, but 
progress has been slow in certain areas. One of the most challenging (and important) 
tasks is that of identification of biases for dynamic systems and we present a brief 
review of the ctirrent state of research in this area in the next section. Before dealing 
with GED in dynamic systems we point out two other areas that are ailso important 
from an industrial perspective. 
First, we note that the techniques presented here for identification of measurement 
biases in pseudo steady state processes were developed primarily for analysis off-line 
and using historical data. In many plants, historical data may not be aA^lable and it 
may be important to have on-line identification. Thus, future resezirch could focus on 
developing strategies for on-line identification of biases. 
Secondly there axe situations where the natiire of the bias is more complex than 
anything considered here. For example, the bias may occur not as a single step change 
but as a ramp change (a linear drift in time). Additionally, in some processes variables 
may exhibit multiple jumps (abrupt changes) due to disturbances from steady states 
and/or due to multiple biases in the same variable. This is another area that hasn't 
seen much progress in the recent years and offers a lot of room for research. Some of 
the objectives for new techniques would be determining the number, magnitudes, and 
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locations of the jumps, and distinguishing between disturbances from steady state values 
ajid measurement biases. 
In view of the above practical situations, the steady state or pseudo steady state 
(operation around a set point) assimiption is often not valid. Nevertheless, steady state 
methodology contributes to basic theoretical understanding of process behavior and 
provides direction for developing techniques to address more complex issues such as 
process dynamics. 
GED For Dynamic Processes 
Historically, sensor malfunction detection methods based upon Kalmaa Filtering 
(KF) have been used (BeUingham and Lees, 1977; Newman 1982; Watanabe and Him-
melblau, 1982) for linear dyneimic processes. However, these approaches have not been 
extended to handle measurement biases in a general (unrestricted) fashion. 
A significant contribution to current methods in GED is the generalized likelihood 
ratio (GLR) approach (Willsky and Jones, 1974). The GLR method has been used for 
GED in steady state (Narasimhan and Mali, 1987) and dynamic processes (Narasimhan 
and Mah, 1988). Narasimhan and Mzih (1988) used their GLR method to identify various 
causes of gross errors. However, their work was restricted to pseudo steady state and 
does not seem to be applicable to transient processes (involving a complete change from 
one steady state to a new steady state). 
Kao et al. (1992) presented a composite test procedure for detecting and identifying 
gross errors in serially correlated data for pseudo steady state processes. (Measurements 
are serially correlated when their errors depend probabilistically on past values.) Serial 
correlation is common in modeling dynamic processes because of feedback loops, mate­
rial recycling, etc. Kao et al. (1992) proposed a prewhitening scheme to validate the 
assumption of Gaussian measurement and process noises, followed by statistical process 
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control chart techniques. This involves the use of a statistical test to detect the presence 
of gross errors, followed by the application of the GLR method to identify and estimate 
the magnitudes of the gross errors. However, the method is restricted to pseudo steady 
state processes and its performance in the presence of multiple biases is questionable. It 
also appears that the autocorrelation structures (which can be different for each variable) 
must be known. 
Rollins auid Devemathan. (1996) have developed a new dynamic global test (DGT) 
to detect the presence of measurement biases in linear dynamic systems. They also 
proposed a dynamic global test scheme (DGTS) that is able to distinguish between biases 
in flow variables and biases in total mass variables. However, the issue of identification 
was not addressed. The dettiils of DGTS are presented in order to illustrate how the 
detection and identification strategies could complement each other. 
The next section presents a review of the dynamic process and measiu-ement model 
and should be helpful in guiding future research in the area of identification of measure­
ment biases. 
Process model for transient conditions 
The process models are mathematical expressions for the material bzdances and the 
measurements. The physical model, presented first, represents material bal2mce con­
straints. This is followed by the measurement model, a statistical expression for the 
measurements. 
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At the zth time instant, a total mass balance on each of the n nodes gives 
+ WVi + 
W. 
Q". 
+ [pXn|onXv] 
Q'.-i 
= —Ex"! + Bx'i = [—E I B] 
= $X"i = A., 
X", 
X'i-i 
where M is the process constraint matrix, i = 2,...,k and 
gnx(n-H') 
gnx(n-H/) _ 
»Jn+i/)xl _ X I — 
^nx2(n-H;) _ 
[I I -M], 
[I I 0], _ 
W'i 
Q'i 
[E I B], 
X', 
X'i-I 
(1) 
(2) 
(3) 
(4) 
(5) 
(6) 
W'i is a nxl vector of "true" and imknown total meiss in the n nodes at time instant 
i, Q'i is a uxl vector of "true" and unknown mass flow rates for the v streams at time 
instant i, A,- is a nxl vector of process leaks, and k is the current time instant. 
The measxirement model that applies to Eq.l when measurement bias is present can 
be specified as 
X-.2(n+v)xi ^ X'i + Ei, (7) 
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where i = 2,...,Ar, and 
Ei = 
^v/,i 
^Mr4—1 
^q,i—1 
e. 
Cf-i 
(8) 
Kar(Ei) = (9) 
Cj ~ V), (10) 
y(n+v)x(n+v) _ Vw 0 
0 VQ 
(11) 
Var{e^j)  = Vw, (12) 
Kar(e,,y) = VQ, (13) 
^.{n+v)xl _ 
^nxl 
jvxl 
»V,i 
«,y 
(14) 
j = The variance-covziriance matrices Vw and VQ are assumed to be known. 
Additionally, the sajnple size is assumed to be one for convenience. From Eqs. 7 through 
14 note that 
Xi~iV2(„+„)(X*5 +<?.-, S) (15) 
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where i = 2,...,A:, axid 
j.2(n+v)xX _ (16) ^Q.t 
The test statistics, power functions, and estimates for this setting were developed simi­
larly to those in Rollins and Davis (1992). More specifically, they were developed using 
a transformation of the measurement model as shown below. Let 
= #Xi = $X-i + #Ei = A. H- #Ei. (17) 
Therefore, 
= f-Ri = A,- + (18) 
Kar(R£) = = ERU (19) 
and 
R-i ~ Sfi,-). (20) 
The Dynamic Global Test Scheme (D6TS) 
The dynamic global test (DGT) was developed from the transformed model. Here, 
the DGT is a test that attempts to determine if any Sj, j = l,...,n + v, is nonzero. For 
a null hypothesis of Hoifim = 0 and aa alternate hypothesis of Ha'-fifn ^ 0, Rollins and 
Devanathan (1996) proposed to reject HQ if and only if, 
R'^ iS-^ft.-Ri > (21) 
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where n is the number of nodes and x^n,a upper (lOOa)th percentile of the x^n 
distribution. The power function for this test was given eis 
l-ft = P[R'',S-'B.Ri > 
= P[iioncentralx^ > x^,a I H'.I (22) 
with 
tiRi, (23) 
where E,- is the noncentrality parameter (see SchefFe 1959). Rollins aind Devanathan 
(1996) derived the DGTS by noting a special feature of the following equation: 
ft-Ri = A,- -f ^Si = —Sw,i + + Sw,i-i- (24) 
First, tliis test can determine at which specific time instants (under dynamic conditions) 
measurements became biased. Secondly, it is possible to distinguish biases in W from 
biases in Q since 
can be cancelled out of Eq. 24 (— Sw,i + caJi be zero if Sw remains 
constant over two consecutive time instants). 
Rollins and Devanathan (1996) exploited this cancellation shown in Eq. 24 and de­
veloped the following procedure to differentiate between nonzero and nonzero 5QS. 
The null hypothesis is tested (at each time instant) in a moving window of m successive 
time instants, starting with the first m time instants. If the null hypothesis is rejected 
at least twice in each of p consecutive windows, the conclusion is that there is a bias in 
a flow measurement. On the other hand, if HQ is rejected at least once, but not more 
than once in each of two consecutive windows, the conclusion is made that there is a 
bias in a total mass measurement. The other possibility is that there is no bias. Rollins 
and Devanathan (1996) determined the optimum values of the parameters m and p from 
simulation studies. 
5 
73 
Suggestions for Identification Strategies 
Based on the DGTS, future research could focus on the possibility of extending the 
Linear Combinations Technique (LCT) presented by Rollins and Davis (1992) to the 
dynamic case. Another approach that has been suggested in GED literature is to model 
each variable using time series models and monitor the residuals. In this approach, the 
idea is that if the time series model adequately characterizes the nominal variation of 
the process variable, the residuals woiild show the occurrence of any abnormal event 
such as a bias. 
f 
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CHAPTER 6. CONCLUSIONS 
This work has addressed an important issue in chemical engineering, viz., identifica­
tion of systematic measiirement errors (i.e., measurement biases) in pseudo steady state 
processes. Three new methods have been presented that combine statistical principles 
with chenaical engineering process data. 
In Chapters 1 and 2, it was shown that for certain combinations of biases, current 
techniques are limited in their performance for bias identification. Thus, Chapters 3 
and 4 presented three new techniques that were able to overcome the limitations. First, 
Chapter 3 presented the Imbalance Correlation Strategy (ICS) which was shown to be 
capable of accurate identification and to be computationally simple. Additionally, it was 
shown that with the ICS identification was possible through visual analysis which could 
be a great asset to process personnel in monitoring a process. 
While the ICS is capable of accurate identification, for small sample sizes, the tech­
nique has low power for certain cases Results firom simulation studies proved that 
power for these cases increased with sample size. In Chapter 4, two new methods were 
presented which tested one variable at a time. These two methods have high power 
and low probability of false identification. Furthermore, neither of these methods uses 
the process constraint equations for the identification procedure. Therefore these two 
methods have a two-fold advantage over other methods: 
^This is for cases where bias cancellations occur. 
Both methods are applicable in processes that have linear or aonlinear constraints 
Both methods are unaffected by the presence of physical leaks at the nodes. 
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