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Recent advances in well-quasi-order theory have troubling consequences for those 
who would equate tractability with polynomial-time complexity. In particular, there is no 
guarantee that polynomial-time algorithms can be found just because a problem has been 
shown to be decidable in polynomial time. We present echniques for dealing with this 
unusual development. Our main results include a general construction strategy with which 
low-degree polynomial-time algorithms can now be produced for almost all of the catalogued 
algorithmic applications of well-quasi-order theory. We also prove that no such application 
of this theory can settle Jg ~ Jg'~ nonconstructively by any established method of argument. 
© 1994 Academic Press, Inc. 
1. INTRODUCTION 
Although complexity theory is formulated in terms of decision problems, estab- 
lished techniques of algorithm design (with rare exception [M i ] )  constructively 
address, instead, corresponding search or optimization versions of the problem at 
hand. In the vast majority of cases in which one knows that an algorithm exists 
to decide a problem in polynomial  time, one knows precisely what the promised 
algorithm is. Furthermore, if the input is a "yes" instance, such an algorithm 
uncovers natural  evidence (that is, an answer to the search version of the problem) 
as the basis for a positive decision. 
* A preliminary version of this paper was presented atthe "21st ACM Symposium on Theory of Com- 
puting, Seattle, Washington, May 1989." This research is supported in part by the National Science 
Foundation under grant MIP-8919312, by the Office of Naval Research under contract N00014-90-J- 
1855, and by the Natural Sciences and Engineering Research Council of Canada under award 9820. 
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In contrast, advances in well-quasi-order theory, especially the seminal contribu- 
tions of Robertson and Seymour, provide new and powerful nonconstructive tools 
for establishing polynomial-time decidability. These deep results suffer from some 
challenging difficulties: 
(1) the algorithms involve huge constants of proportionality, 
(2) the complexity of associated search problems is not established, and 
(3) there is no general means for finding (or even recognizing) correct 
algorithms. 
We have developed a number of general techniques for dealing with each of these 
issues. At the editor's request, however, we suppress further discussion of issues (1) 
and (2) here. In the sequel, we concentrate only on issue (3). 
Relevant background for this investigation is reviewed in the next section. Our 
main results are presented in Section 3, where we show how to devise constructive 
algorithms in the vast majority of applications. The result is that we can, in these 
cases, know a low-degree polynomial-time algorithm for search (and, hence, 
decision) without ever knowing the finite list of graphs on which the existence of 
the decision algorithm is based. Moreover, we show how to provide asymptotic 
optimality under very general circumstances. We also prove that, despite the 
nonconstructive nature of the underlying theory, this line of research cannot settle 
~X~ nonconstructively by any established method of argument. A few 
concluding remarks make up the final section of this paper. 
2. BACKGROUND 
The graphs we consider are finite and undirected, but may have loops and multi- 
ple edges. A graph H is less than or equal to a graph G in the minor  order, written 
H~<m G, if and only if a graph isomorphic to H can be obtained from G by a series 
of these two operations: taking a subgraph and contracting 1 an edge. A family F of 
graphs is said to be c losed  under the minor order if the facts that G is in F and 
that H~<m G together imply that H must be in F. The obst ruct ion  set  for a 
family F of graphs is defined to be the set of graphs in the complement of F that 
are minimal in the minor order. If F is closed under the minor order, it has the 
following characterization: G is in F if and only if there exists no H in the obstruc- 
tion set for F such that H~< m G. 
A set along with a transitive, reflexive relation is called a quas i -o rder .  For 
example, the class of all graphs under ~<m is a quasi-order5 A quasi-ordered set 
(X, <~ ) is we l l -quas  i -o rdered  if (1) any subset of X has finitely many minimal 
An edge uv  is contracted by deleting vertices uand v and adding a new vertex that is adjacent 
to each vertex that was originally adjacent either to u or v. 
2 Some authors have found it convenient to consider isomorphic graphs as distinct. Under this view, 
the minor order would not qualify as a partial order because it would not be anti-symmetric. 
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elements and (2)X contains no infinite descending chain x 1 >x2>x3> " ' "  of 
distinct elements. 
T~IEOREM 1 [RS4]. Graphs are well-quasi-ordered under the minor relation. 
THEOREM 2 [-RS3]. For every fixed graph H, the problem that takes as input a 
graph G and determines whether H ~ m G is solvable in polynomial time. 
Theorem 1 is often called the Graph Minor Theorem. Theorem 2 ensures 
po lynomia l -L ime order  tea ls .  We term a well-quasi-ordered set with 
polynomial-time order tests a Robertson-Seymour set, or an RS seL for short. 
Theorems 1 and 2 guarantee only the existence of a polynomial-time d cision 
algorithm for any minor-closed family of graphs. It has been shown that Theorem 
1 is independent ofconstructive axiomatic systems and, indeed, any proof of it must 
use impredicative methods [FRS]. Also, there can be no systematic method of 
computing the finite obstruction set for an arbitrary minor-closed family F from the 
description of a Turing machine that accepts F (we prove this later). 
A noteworthy feature of Theorem 2 is the low degree of the polynomials 
bounding the decision algorithms' running times. Letting n denote the number of 
vertices in G, the general bound is O(n3). If a minor-closed family excludes a planar 
graph, then it has bounded tree-width [RSI] and the bound is reduced to 
O(n log n) [-Re]. These polynomials possess enormous constants of proportionality, 
rendering them impractical for problems of any nontrivial size [-RS2]. 
For an application of Theorems 1and 2, consider the gate matrix layout problem 
[DKL]. Although the general problem is Y~-complete, it has been shown [FL1 ] 
that, for any fixed number of tracks, an arbitrary instance with n rows can be trans- 
formed into a graph such that the family of "yes" instances is closed under the 
minor order and excludes a planar graph. Thus the fixed-parameter version of gate 
matrix layout can be decided in O(n log n) time. 
A graph H is less than or equal to a graph G in the immersion order, written 
H~<i G, if and only if a graph isomorphic to H can be obtained from G by a series 
of these two operations: taking a subgraph and lifting 3 pairs of adjacent edges. The 
relation ~<i, like ~<,~, defines a quasi-order on graphs with the associated notions 
of closure and obstruction sets. 
THEOREM 3 [RSl]. Graphs are well-quasi-ordered under the immersion relation. 
THEOREM 4 [FL3]. For every fixed graph H, the problem that takes as input a 
graph G and determines whether H <~i G is solvable in polynomial time. 
Theorems 3and 4, like Theorems 1and 2, guarantee only the existence of a poly- 
nomial-time decision algorithm for any immersion-closed family of graphs. The 
method used to prove Theorem 4 yields a general time bound of O(nh+3), where 
3A pair of adjacent edges uv and vw, with u ~ v ¢ w, is l i f ted  by deleting the edges uv and vw and 
adding the edge uw. 
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h denotes the order of the largest graph in the relevant obstruction set. With 
excluded-minor knowledge specific to an immersion-closed family, however, the 
time complexity for determining membership can in many cases be reduced to 
O(n log n) by bounding the family's tree-width. 
For an application of Theorems 3and 4, consider the min cut linear arrangement 
problem [GJ-1. Although the general problem is JV~-complete, it has been shown 
[FL3] that, for any fixed cutwidth, the family of "yes" instances i closed under the 
immersion order and has bounded tree-width. Thus the fixed-parameter version of 
rain cut linear arrangement can decided in O(N log n) time. 
3. CONSTRUCTIVIZATIONS 
Decision algorithms based on finite obstruction sets do not decide by producing 
(or failing to produce) natural evidence and do not solve associated search 
problems. The situation may be modeled in terms of relations. Associated with a 
relation Hc  27"x 27* are a number of basic computational problems that arise in 
the setting of well-quasi-ordered sets: 
checking--the problem of determining, for input (x, y), whether (x, y) e H, 
decisionIthe problem of determining, for input x, whether there exists a y such 
that (x, y) E H, and 
search--the problem of computing a search function for H, where such a 
function f: 27* --+ 27* ~o {_L } satisfies 
(1) f (x)=y implies that (x, y) is in H and 
(2) f(x) = A_ ¢ S implies that there exists no y for which (x, y) is in H. 
Search functions can often be computed by oracle algorithms that employ an 
algorithm for a related ecision problem as the oracle. 
DEFINITION. A self-red~ction algorithm is an oracle algorithm that 
computes a search function for H with oracle language domain (/7)= {x I there 
exists a y for which (x, y) is in H}. The overhead of such an algorithm is its time 
complexity as measured by charging each oracle invocation with only a unit-time 
cost. 
DEFINITION. A quasi-order (R,~<) is uniformly enumerable if there is a 
recursive numeration (r0, rl, r2, ...) of R with the property that ri<~ rj implies i ~<j. 
In the minor and immersion orders, for example, a natural uniform enumeration 
is to generate all finite graphs based on a monotonicly nondecreasing sequence of 
number of vertices, with graphs having the same number of vertices generated 
based on a monotonicly nondecreasing sequence of number of edges, with ties 
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(graphs with the same number of vertices and the same number of edges) broken 
arbitrarily. 
DEFINITION. Under a uniform enumeration of the elements of domain (H), we 
say that a self-reduction algorithm for H is un i fo rm if, on input rj, the oracle for 
domain (H) is consulted concerning r e only for i<~j. 
DEFINITION. An oracle algorithm is honest if, on inputs of size n, its oracle is 
consulted concerning only instances of size O(n). 
DEFINITION. An oracle algorithm A with overhead bounded by T(n) is robust 
(with respect o T(n)) if A is guaranteed to halt within T(n) steps for any oracle 
language. 
Despite the nonconstructivity inherent in the tools discussed in the previous 
section, we now show that low-degree polynomial-time search (and hence decision) 
algorithms can often be constructed. The general technique we present works in a 
rather surprising fashion: we are able to write down a correct algorithm without 
knowing the complete relevant obstruction set and, in some cases, without knowing 
the exact polynomial that bounds the running time of the algorithm. 
THEOREM 5. Let F = domain(H) be a closed family in a uniformly enumerable 
well-quasi-order, and suppose the following are known: 
(1) an algorithm that solves the checking problem for H in O(Tl(n)) time, 
(2) order tests that require O(T2(n)) time, 
(3) a uniform self-reduction algorithm (its time bound is immaterial), and 
(4) an honest robust self-reduction algorithm that requires O( T3(n) overhead. 
Then an algorithm requiring O(max{ Tl(n), T2(n). T3(n)}) time is known that solves 
the search problem for H. 
Proof Let I denote an arbitrary input instance and let K denote the known 
elements of the (finite) obstruction set for F. (Initially, K can be empty.) We treat 
K as if it were the correct obstruction set, that is, as if we did know a correct 
decision algorithm. Since the elements of K will always be obstructions, if we find 
that H ~< I for some He K, then our algorithm reports "no" and halts. Otherwise, 
after checking each element of K to confirm that it is not less than or equal to I, 
we attempt o self-reduce and check the solution so obtained. If the solution is 
correct, then our algorithm reports "yes," outputs the solution and halts. 
In general, however, it may turn out that our check of the solution reveals that 
we have self-reduced to a nonsolution. This can only mean that there is at least one 
obstruction H @ K. In this event, we proceed by generating the elements of R in 
uniform order until we find a new obstruction (an element hat properly contains 
no other obstruction but that cannot be uniformly self-reduced to a solution). 
774 FELLOWS AND LANGSTON 
When such an obstruction is encountered, we need only augment K with it and 
start over on/.  
Let C1 denote the eardinality of the correct obstruction set and let C2 denote the 
largest number of vertices in any of its elements. Then, for some suitably chosen 
function f, the total time spent by this algorithm is bounded by O(CI(TI(n)+ 
T2(n). T2(n))+f(C2)). | 
Theorem 5 prompts everal observations. 
Observation 1. Most (but, interestingly, not all) of the known RS set applica- 
tions that ensure polynomial-time problem complexity can be made constructive. 
This follows because polynomial-time order tests are known for the minor and 
immersion orders and because we know, in most cases, low-degree polynomial-time 
algorithms for checking and for (uniform and honest robust) self-reducing. 
Reconsider, for example, the rain cut linear arrangement problem. Checking a 
candidate solution is easily performed in O(n) time. Order tests are O(nlog n). 
Uniform self-reduction is achievable (although it is rather cumbersome). Honest 
robust self-reduction can be performed with O(n) overhead. Therefore, Theorem 5 
provides the following constructive corollary: for any fixed k, the search and 
decision versions of rain cut linear arrangement can be solved in O(n 2 log n) time 
with a known algorithm. 
Observation 2. For problems such as knotlessness [FL2], for which no 
algorithm (with any time bound) for the decision problem is constructively known, 
but for which (only super-exponential) lgorithms for the checking problem are 
constructively known [-Ha], we have an unexpected situation. Finding a uniform 
self-reduction, a task seemingly very different from decision, would provide the first 
known decision algorithm for this problem. 
Observation 3. In Theorem 5, it is of course possible to replace the hypothesis 
that a uniform self-reduction is known with the alternate hypothesis that a decision 
algorithm is known. (In fact, due to Theorem 5 itself, it follows that this new 
hypothesis is potentially weaker.) In some applications, this may be more 
convenient. 
Observation 4. Although an attempt o implement the algorithm used in the 
proof of Theorem 5 appears at first to be out of the question, closer inspection 
reveals that it may in fact provide the basis for viable and wholly novel approaches 
for solving a number of practical problems. This scheme can be viewed as a 
learning algorithm that gradually accumulates a useful subset of the obstruction set, 
and invokes an exhaustive l arning component only when forced to do so by input 
that it cannot handle with this subset. Furthermore, some obstructions are already 
known or are easy to identify for most problems, so that we need not start with the 
empty set. Growing evidence appears to indicate that, for many problems amenable 
to RS set theory, a relatively small collection of obstructions i often enough to 
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support search and decision algorithms on input generally encountered in practice 
(see, for example, [LR]). 
Our next result extends an entertaining (but completely unimplementable) idea 
first observed in [Le] and explicitly proved in [Sc] to the setting of well-quasi- 
ordered sets. The original idea applies only to the computation of search functions 
restricted to domain(H). Where domain(H) is closed in a well-quasi-order, this 
restriction can be lifted. 
THEOREM 6. Let F= domain(//) be a closed family in a uniformly enumerable 
well-quasi-order, and suppose the following are known: 
(1) an algorithm that solves the checking problem for 17 in O(Tl(n)) time, 
(2) order tests that require O(Te(n)) time, and 
(3) a uniform self-reduction algorithm (its time bound is immaterial). 
Then an algorithm requiring 0 (max { To(n) + T 1 (n). log T0(n), T2 (n) } ) time is known 
that solves the search problem for 17, where To(n) denotes the time complexity of any 
algorithm solving this search problem. 
Proof. Condition (3) ensures that at least one search algorithm exists, so that 
To is defined. We interleave the following two operations. In case the input is in F, 
we employ the exponential form of diagonalization from [-Le], 4 which requires time 
proportional to 2XTo(n)+ (X+ log To(n)) Ti(n), where X denotes the index of the 
lowest-indexed Turing machine solving the search problem in time To(n ). In case 
the input is in F, we employ the uniform enumeration of the elements of the order 
(along with obstruction containment tests) as we did in the proof of Theorem 5. | 
Thus one theoretically attains asymptotic optimality, albeit at the cost of 
explosive constants of proportionality. A curious feature of the preceding theorem 
is that provision is made neither for computing the relevant obstruction set nor for 
determining the function To. That is, even if one could implement the algorithm, no 
bounded amount of computation would necessarily reveal when one has encoun- 
tered the last obstruction or when an optimal algorithm begins to outperform all 
others. 
To preface the final result of this section, we observe that many members of the 
research community have invested considerable effort in producing JV~-complete- 
ness proofs for a vast array of seemingly difficult combinatorial problems. Such 
proofs implicitly rely on the assumption that, if ~ = ~,  an JV~-completeness 
proof is not in vain, but instead becomes a polynomial-time algorithm. There has 
always been a potential flaw in this logic, namely that a proof of # = Jlr# might 
be nonconstructive. For example, what if chromatic number with, say, fixed k = 3 
were minor-closed (which is it not)? After all, traditional methods for attacking the 
4 Turing machines are emulated in phases. During phase i, each machine whose index h lies in the 
range [1, i] is emulated until it has performed 2i-h steps. 
571/49/3-24 
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= dN question have to date failed; one might expect hat if the issue is ever to 
be resolved, new techniques must be brought to bear. We now show that such a 
vexing outcome cannot happen based on well-quasi-ordered sets and known 
problem reduction schemes. Recall that an RS set is a well-quasi-ordered set that 
supports polynomial-time order sets. We make the additional assumption that these 
order tests are known (as they are in the minor and immersion orders). 
DEFINITION. By the statement ~ is constructively equal to ~#~ we 
mean that an algorithm is known that computes, from the index and time bound 5 
of a nondeterministic polynomial-time Turing machine that recognizes a set X, the 
index of a deterministic polynomial-time Turing machine that recognizes X. A set 
X is constructively JV '~-hard if a polynomial-time many-to-one reduction 
from satisfability (SAT) to X is known. 
Every problem presently known to be J#~-hard is constructively ~#~-hard as 
well, simply because the relevant reductions are constructively known (rather than 
only known to exist). We now demonstrate hat it is not possible to prove ~ = JV~N 
by an obvious approach, such as searching for a known Y~-complete graph 
problem that can be shown to be minor-closed, except in a constructive way. 
THEOREM 7. Let F denote a closed family in a uniformly enumerable RS set. I f  it 
is constructively ~U~-hard to determine membership in F, then ~ is constructively 
equal to .Ar ~. 
Proof Let i denote the index of a nondeterministic Turing machine that accepts 
language L in time bounded by polynomial p. We compute the index i' of a 
deterministic polynomial-time Turing machine that accepts L by describing a 
polynomial-time algorithm for recognizing L. For input x, we can of course use i 
and p to compute (by a known algorithm) in time polynomial in Ix[ a Boolean 
expression Ex that is satisfiable if and only if x ~ L. It is enough to argue that 
knowing a reduction f from SAT to F-membership yields a known polynomial-time 
algorithm for SAT. 
Note that an honest robust (and uniform) polynomial-time self-reduction algo- 
rithm for SAT is easily described, by simply taking the usual self-reduction and 
guarding against a faulty oracle, precomputing the number of oracle calls required 
when the oracle is trustworthy. 
Let Im + denote the set of all graphs that are images (under the many-to-one 
reduction f )  of satisfiable xpressions, and let Im-  denote the set of graphs that are 
images of unsatisfiable expressions. Thus, Im+ ~ F and I ra-  ~_ F. Since F is closed, 
Im+ is closed in Im =Im + ~ Ira- ,  under the inherited order. Let OSAT denote the 
minimal elements of I ra- .  The set Osa T is finite, by the well-quasi-ordering of an 
RS set. 
5 Observe that knowledge ofa polynomial bound on acceptance time is necessary; even the proof of 
Cook's Theorem isnonconstructive without aknown bound. 
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Let E denote an arbitrary Boolean expression. Clearly, E is satisfiable if and only 
if f (E) ~ y for each y e OSAT. Let E1 ,E2,... be a recursive numeration of all Boolean 
expressions, and let O denote the known candidates for OSAT. (Initially, O can be 
empty.) Each element of O will be greater than or equal to some obstruction, so we 
treat O as if it were OSA T. We begin by generating expressions in the enumeration 
and exhaustively determining whether each is satisfiable until we encounter an Ej 
that is unsatisfiable. Resetting O to be the minimal elements of O u {f(Ej) }, we use 
the known order tests to learn whether f(E) contains an element of O. If it does, 
then our algorithm reports "no" and halts. Otherwise, we attempt o self-reduce E 
using f, together with the order tests, to implement he oracle. If we succeed in 
producing a satisfying truth assignment, hen our algorithm reports "yes" and halts. 
If the question remains unsettled (that is, the attempted self-reduction has failed, 
but there is no y~ O for which f(E)>>,y), then we resume generating expressions 
until we can augment O and start over on E. 
Since OSAT is finite, we are guaranteed to achieve O = OSAT within some bounded 
initial segment of the enumeration, although evidence for a correct decision 
concerning E may be produced well before that point is reached. The running time 
of the algorithm is bounded by a polynomial function of [xl. | 
The method used to prove Theorem 7 can be viewed as an extension of the 
technique mployed in the proof of Theorem 5. It has recently been suggested that 
there may be an alternate proof based on properties of sparse sets [CG].  
4. CONCLUSIONS 
Our construction techniques do not depend on knowing, nor do they provide a 
means for computing, the relevant (finite) obstruction sets. An obvious question 
arises: can these sets be systematically computed? The following theorem shows 
that, in a general sense, they cannot. (We state this result for the minor order of 
finite graphs; the proof can be easily modified to handle other RS sets.) 
THEOREM 8. There is no algorithm to compute, from a finite description of a 
minor-closed family F of graphs as represented by a Turing machine that accepts 
precisely the graphs in F, the set of obstructions for F. 
Proof We reduce from the Halting Problem. Given a Turing machine M and 
a word x, we can determine whether M halts on x as follows. We modify the 
description of M to obtain a description of a Turing machine M'  that embodies the 
following algorithm. Given as input a graph G, M'  first computes the index i(G) of 
G in a recursive numeration of all finite graphs that is uniform with respect o the 
minor order. M'  then simulates M on input x for i(G) steps. 
If M does not halt in at most i(G) steps, then M' accepts G. Otherwise, if M halts 
in exactly i(G) steps, then M' rejects G. If the halting time of M on input x is 
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t<  i(G), then M' determines the graph H such that i (H )= t, and tests whether 
G >~,, H. If G ~>m H, then M'  rejects G. Otherwise, M' accepts G. 
We claim that M'  accepts a minor-closed family of graphs. If M does not halt on 
input x, then M'  accepts all graphs, which is trivially minor-closed. If the halting 
time of M on input x is t, then M'  accepts precisely those graphs G for which 
G ~m H, a minor-closed family with the single obstruction/4. To see this, suppose 
G ~>m H. Since the enumeration is uniform, i(G) >t t = i(H), and so G is rejected by 
M'. If G ~m H, then G is accepted by M', regardless. 
The description of M'  is clearly computable from x and the description of M. 
Whether M halts on x can thus be determined by computing the obstruction set of 
the family of graphs accepted by M', since this obstruction set is empty if and only 
if M fails to halt on input x. | 
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