Abstract-Stochastic contraction analysis is a recently developed tool for studying the global stability properties of nonlinear stochastic systems, based on a differential analysis of convergence in an appropriate metric. To date, stochastic contraction results and sharp associated performance bounds have been established only in the specialized context of state-independent metrics, which restricts their applicability. This paper extends stochastic contraction analysis to the case of general time-and state-dependent Riemannian metrics, in both discrete-time and continuous-time settings, thus extending its applicability to a significantly wider range of nonlinear stochastic dynamics.
I. INTRODUCTION
Contraction theory provides a body of analytical tools to study the stability and convergence of nonlinear dynamical systems [8] . Based on a differential analysis of convergence, it allows global stability properties of a nonlinear system to be concluded from the system's linearization at all points in some appropriate metric. Historically, basic convergence results on contracting systems can be traced back to the numerical analysis literature [7] , [4] , [3] . Recently, contraction theory has been extended to stochastic differential systems [9] . This development has led to a number of practically important applications, such as the design of observers for nonlinear stochastic systems [2] , or the study of synchronization in networks of noisy oscillators [11] .
The stochastic contraction theorems have been formulated so far in the specialized context of state-independent metrics [9] . Yet, more general state-dependent Riemannian metrics can be central to some systems, and in fact the original deterministic contraction theorems were derived in this general context [8] . Some practical nonlinear dynamics can be most easily studied by choosing appropriate state-dependent metrics (cf. e.g. [1] , [2] ), and from a theoretical perspective, the contraction properties of some systems can only be observed in a state-dependent Riemannian metric [10] .
Recently, an attempt has been made to extend the stochastic contraction results of [9] to state-dependent metrics [2] . However, since in the estimation of the distance between two trajectories the derivation did not consider geodesics between these trajectories but instead used straight lines, the bounds obtained are not "optimal" (in a sense made precise in Remark 3.3). Here, we prove the stochastic contraction theorems in the case of general time-and state-dependent Riemannian metrics by studying the evolution of the geodesics under the combined effects of the noise and the contracting flow, which allows "optimal" bounds to be obtained.
In section II, we study the contraction properties of discrete-time stochastic difference systems. Then, in section III, we address the case of continuous-time Itô stochastic differential systems by using a discrete/continuous limiting argument. Finally, section IV offers brief concluding remarks.
II. DISCRETE STOCHASTIC CONTRACTION
We first state and prove a proposition (see also [1] ), which makes explicit the original deterministic discrete contraction theorem (see section 5 of [8] ).
Proposition 1 (and definition):
Consider two uniformly positive definite metrics Mi = Θ ⊤ i Θi (i = 1, 2) defined over R n and a smooth function f : R n → R n . The generalized Jacobian of f in the metrics (M1, M2) is defined by
Assume now that f is contracting in the metrics (M1, M2) with rate µ, i.e.
where λmax(A) denotes the largest eigenvalue of a given matrix A. Then for all a, b ∈ R n , one has
where dM denotes the distance associated with the metric M.
Proof: Since M1 is uniformly positive definite, there exists a C 1 -continuous curve (a geodesic) Γ : [0, 1] → R n such that Γ(0) = a and Γ(1) = b and
Next, since f is a smooth function, f (Γ) is also a C 1 -continuous curve. By the definition of the distance, one then has
Remark on the other hand that, by the chain rule,
which leads to
We now state and prove a proposition which relates metrics and noise.
Proposition 2: Consider a uniformly positive definite metric M defined over R n . Let σ be a matrix-valued function R n → R nd , η1, η2 two independent d-dimensional Gaussian random variables with ηi ∼ N (0, I), and a, b ∈ R n . Assume that 
Consider the curve Γη :
It is clear that Γη is C 1 -continuous and verifies Γη(0) = a+σ(a)η1 and Γη(1) = b + σ(b)η2. Thus, by the definition of the distance, one has d
Mdu (σ(a)η1)
Remark that the second and third terms of the right-hand side vanish when taking the expectation. As for the fourth and fifth terms, remark that
where Q is obtained from σ(a) ⊤ Mσ(a) by an orthogonal diagonalization. One thus has
which allows to conclude We can now state and prove the discrete stochastic contraction theorem.
Theorem 1: Consider the stochastic difference equation
where
) and ξ is a n-dimensional random variable independent of the w k . Assume that the system verifies the following two hypotheses:
, with contraction rate µ (0 < µ < 1), and the metrics M k (a) are uniformly positive definite in a and k, with lower bound β, i.e.
Let (a k ) k∈N and (b k ) k∈N be two trajectories whose initial conditions are given by a probability distribution p(ξ, ξ
In particular, for all k ≥ 0,
Proof: Taking the conditional expectation given (a0, b0) = x and applying (H2d) and Proposition 2, one has
where w ′ k has the same distribution as w k but is independent of the latter.
On the other hand, from (Hd1) and Proposition 1, one has
If one now sets
Integrating the last inequality with respect to x leads to (II.2). Finally, (II.3) follows from (II.2) by remarking that
Remark 2.1 [Relaxing the uniform bound on the noise]:
Assume that the initial conditions are contained in a region U , then (Hd2) can in fact be replaced by [5] 
III. CONTINUOUS STOCHASTIC CONTRACTION
Based on the discrete stochastic contraction theorem just established, we can now state and prove the continuous stochastic contraction theorem in general Riemannian metrics.
Consider the Itô stochastic differential equation
To ensure existence and uniqueness of solutions to equation (II.1), we assume the following standard conditions on f and σ:
Lipschitz condition: There exists a constant K1 > 0 such that
Restriction on growth: There exists a constant K2 > 0 such that
Theorem 2: Assume that system (III.1) verifies the following two hypotheses:
(Hc1) for all t ≥ 0, the dynamics f (a, t) is contracting in the time-and state-dependent metric M(a, t) = Θ ⊤ (a, t)Θ(a, t), with contraction rate λ (λ > 0), i.e.
where As =
⊤ M(a, t)σ(a, t) is uniformly upper-bounded by a constant C.
Let a(t) and b(t) be two trajectories whose initial conditions are independent of W and given by a probability distribution p(ξ, ξ ′ ). Then for all T ≥ 0,
In particular, for all T ≥ 0,
Proof: Fix (a(0), b(0)) = x ∈ R 2d and T ≥ 0. We first discretize the time interval [0, T ] into N equal intervals of length δ = T /N and consider the two sequences (a
where (w Hypothesis (Hc2) implies that system (III.4) satisfies (Hd2) with D = δC. To verify (Hc1), denote by G k (a) the generalized Jacobian matrix of (III.4) at step k. Denoting t = kδ, one has
Remark that we have dropped the argument a for convenience. One
Using the Taylor expansion Θ(t + δ) = Θ(t) + δΘ(t) + O(δ 2 ) leads to
Summarizing the previous calculations, one has
Thus, the hypothesis (Hc1) that f is contracting in the metric M with rate λ implies
with lim δ→0
, one then has that µ < 1 for δ sufficiently small, which in turn means that system (III.4) satisfies (Hd1). Applying the discrete contraction theorem for k = N leads to
On the other hand, one has, by the triangle inequality,
From equation (III.5), the second and third terms of the righthand side vanish when δ → 0. As for the first term, remark that
One can thus conclude, by letting δ → 0, that
Integrating with respect to x then leads to the desired result (III.2). Finally, (III.3) follows from (III.2) by the same calculations as in (II.5) and (II.6) Remark 3.1 [Noisy and noise-free trajectories]:
If (a, b) represent in fact a noisy and a noise-free trajectories then the bounds (III.2) and (III.3) are replaced by analogous bounds where C is replaced by C/2 (cf. [9] ).
Remark 3.2 [Relaxing the uniform bound on the noise]:
As in Remark 2.1, if the initial conditions are contained in a region U , then (Hc2) can in fact be replaced by
Remark 3.3 ["Optimality" of the mean square bound]:
If M is in fact state-independent, then the bound (III.2) is the same as that obtained in [9] (cf. Theorem 2 of that reference), which means that this bound is "optimal", in the sense that it can be attained (cf. section III-A of [9] ). This contrasts with the bound obtained in [2] (cf. Lemma 2 of that reference), which has the same form as (III.2) but with different constants λ1 and C1, defined -using our notations -as follows:
where σ is a uniform upper-bound on the Frobenius norm of the matrix σ(a, t),m is a uniform upper-bound on M(a, t) , and ǫ is a positive constant. Note that, for any choice of ǫ, one has λ1 < λ and C1 > C, which yield a strictly looser bound compared to (III.2) . Moreover, if ǫ is small, λ1 gets closer to λ, but C1 becomes very large. On the other hand, if ǫ is large, C1 gets closer to C, but λ1 becomes very small. Thus, there is no value of ǫ for which λ1 and C1 are arbitrarily close to λ and C respectively -and in practice, the difference between C1 and C can be extremely large because of the uniform upper-bounds σ andm. Example: Following [10] , consider the following systeṁ
;ẋ2 = −x1x
Construct the observeṙ
Note that this observer differs from that of [10] : the denominator in (III.9) is 1 +x 2 1 instead of 1 + y 2 . The observer of [10] is interesting in that it is contracting in no state-independent metric (cf. Example 2.5 of that reference). It can be shown that this property is shared by the modified version (III.8)-(III.9).
Differentiating (III.9) and replacingx1 andx2 by their expressions in terms ofx1,x2, y, one obtainṡ x1 =ẋ1 =x2 − (x1 − y) =x2 1 +x .
Observe that (x1, x2) is a particular solution of (III.10). To show the contraction behavior of (III.10), consider the following nonlinear transformx 1 = −3x1 + 5x2 1 +x (III.11)
From (III.9), one has
where P is the 2 × 2 constant matrix −3 5 3 2 . Thus
where the second inequality comes from (III.10) with Q = −1 1 −1 0 . A numerical computation shows that the eigenvalues of the symmetric part of PQP −1 are (−0.24, −0.76), which means that system (x1,x2) is contracting with rate 0.24 in the identity metric. From (III.9), one finally has that system (x1,x2) is contracting with rate 0.24 in the metric
Let us now study the convergence properties of the observer when the measure yp is corrupted by white noise as yp = y + Sξ, where y = x1 is the unperturbed measure, ξ is a "white noise" of variance 1 and S is the noise intensity. Using the formal rule dW = ξdt, equations (III.8) are transformed into
(III.12)
The observer equations (III.10) become dx1 = x2 1 +x
One is now in the settings of Theorem 2 with
From the above expression, it can be shown algebraically that
We now make the assumption that x2 is uniformly upperbounded by a constant B (which can indeed be shown using an independent method, see also simulations in Fig. 1 ). Then, it can be shown that, uniformly,
One thus can apply Theorem 2 and obtain the bound (III.3) with λ = 0.24, C = 15.2S 2 and β = γ(B). Note that, for t → ∞, one hasx2 → 0, such that one has the bound B = 0, which in turn corresponds to γ(B) = 12.95. The bound after exponential transients is then given by (cf. Fig. 1 for numerical simulations)
(III.13)
IV. CONCLUSION
We have established the stochastic contraction theorems in the case of general time-and state-dependent Riemannian metrics. In the limit when the metric becomes linear (state-independent), the bounds we derived are the same as those obtained in [9] , which means that they are "optimal", in the sense that they can be attained. This development allows extending the applicability of contraction analysis to a significantly wider range of nonlinear stochastic dynamics, such as stochastic observers or networks of noisy nonlinear oscillators.
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