We study the multidimensional stochastic (Wick-type) Burgers equation 
§0. INTRODUCTION
The purpose of this paper is to continue the work done in [HL0UZ 2] regarding the stochastic multidimensional Burgers equation in { Uk ( t, x)} k=l: (0.1) uk (O, x) 
Y(O, x) = Exp( 2 :x(o, x))
for some C(t, w) not depending on x. (For simplicity we have written Y(t, x) for Y (¢,x,x,w) etc.) Furthermore, we proved the following: B. Let either N = W(¢, t, x, w) ((n + 1)-parameter white noise) or N = ExpW(¢, t, x, w) ((n + 1)-parameter positive noise), and assume that both f(x) := Y (O,x) and C(t,w) = C ( t) are bounded and deterministic (do not depend on w). (J H(s, bas) One-dimensional Burgers equations with ordinary product instead of Wick product have been studied in [BCJ-L] , [DDT] and [DG] .
§1. WHITE NOISE, WICK PRODUCTS AND STOCHASTIC DISTRIBU-TIONS
Here we briefly recall some of the basic definitions and results that we need from white noise calculus. For more information the reader is referred to [HKPS] and [KLS] .
In the following we fix the parameter dimension d and let S = S (R d) denote the Schwartz space of rapidly decreasing smooth (C 00 ) functions on Rd. The dual S' = S'(Rd) is the space of tempered distributions. By the Bochner-Minlos theorem [GV] there exists a probability measure J. L on the Borel subsets B of S' with the property that 
Rd
If a= (a1, ···,am) is a multi-index of non-negative integers we put
The Hida test function space ( S) and the Hida distribution space ( S) * can be given the following characterization, due to T.-S. Zhang [Z] :
L) belongs to (S) if and only if
( 1.10) where 
(1.14)
EXAMPLE The pointwise (or singular) white noise Wx is defined by 00 00
(1.15)
where Ek = (0, 0, · · ·, 0, 1) with 1 on k'th place.
In this case
So in this case we get
We conclude that Wx(w) E (S)*.
Note that if 1 < p < oo we have
For our purposes it turns out to be convenient to work with the Kondratiev spaces (S) 1 and (S)-1 which are related to (S) and (S)* as follows:
The spaces (S) and (S)-1 were originally constructed on spaces of sequences by Kondratiev [K] and later extended by him and several other authors. See [KLS] and the references there. We recall here their basic properties, stated in forms which are convenient for our purposes. For details and proofs we refer to [KLS] .
DEFINITION 1.2 [KLS]
Part 
(Observe that with this notation (S) 0 and (S)-0 are different spaces).
DEFINITION 1.3
The Wick product F <> G of two elements
From Def. 1.2 we get LEMMA 1.4
The 
The next result is an immediate consequence of Def. 1.3 and Def. 1.5:
for all z such that HF(z) and HG(z) exist.
The topology on (S)-1 can conveniently be expressed in terms of Hermite transforms as follows:
LEMMA 1. 7 [KLS]
The following are equivalent 
for p > 1 then the action of F0 on an element ' l/J E ( S) 1 is given by 
to be the generalized expectation ofF E (S)-1 .
From now on we will use the notation (1.29)
for the generalized expectation ofF E (S)-1 . Note that with this definition we have 
If this holds we write ry(to) = *(to) (or %f(to)). By the characterization of the topology of (S)-1 in terms of the Hermite transform (Lemma 1.7) this is equivalent to 
Intuitively, X ( ¢, x, w) is the result of measuring the quantity X using the test function ("window") ¢shifted to the point x and in the "experiment" w.
EXAMPLE.
White noise W may be regarded as an V functional process (for any p < oo) by putting
§2. FROM THE STOCHASTIC BURGERS EQUATION TO THE STOCHASTIC HEAT EQUATION.
This transformation was performed in [HL0UZ 2], but only in the context of functional processes and hence with more assumptions than will be needed within (s)-1 :
THEOREM 2.1 (The Wick-Cole-Hopf transformation (I))
Let N = N(t,x) be an (S)-1 -valued C 0 , 1 -process and define
Assume that there exists an (S)-1 -valued C 1 , 3 -process X(t, x) such that 
for some t-continuous (St 1 -valued process C(t) (independent of x).
Proof. 
.
6.X N c at
where C = C(t) is at-continuous, x-independent (S)-1 -process.
Basic Wick calculus rules give that (2.7)
Now apply (2.7), (2.6) and (2.9) to get Proof Taking Hermite transforms of (3.1) we get the equation H(t,x) for some x-independent C(t) E (S)-1 , and with ).
f(x) = Exp( 2 vX(O,x)).
By Theorem 3.1 Y is unique. Then X = 2 {Log Y is unique up to a constant and therefore u is unique. That completes the proof.
