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We prove several structural results on deﬁnable, deﬁnably compact
groups G in o-minimal expansions of real closed ﬁelds such as
(i) G is deﬁnably an almost direct product of a semisimple group
and a commutative group, (ii) (G, ·) is elementarily equivalent to
(G/G00, ·). We also prove results on the internality of ﬁnite covers
of G in an o-minimal environment, as well as deducing the full
compact domination conjecture for deﬁnably compact groups from
the semisimple and commutative cases which were already settled.
These results depend on key theorems about the interpretability of
central and ﬁnite extensions of deﬁnable groups, in the o-minimal
context. These methods and others also yield interpretability
results for universal covers of arbitrary deﬁnable real Lie groups.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction and preliminaries
This paper is motivated partly by questions coming out of our paper [16], especially whether, for
a deﬁnably compact group G in an o-minimal structure (say expanding a real closed ﬁeld), G and
G/G00 are elementarily equivalent as groups. We solve this problem (see Theorem 7.1) and in the
process manage to tie up several loose ends regarding deﬁnable groups in o-minimal structures. For
now we will just say “o-minimal structure” M but often there are additional assumptions on M
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statements. One of the main results, Theorem 6.1, considers a deﬁnably connected central extension G˜
of a semisimple group G by A, all deﬁnable in M and says that the exact sequence A → G˜ → G of
groups, is essentially bi-interpretable with the pair 〈G, A〉 of groups. Corollary 6.2 deduces that any
such G˜ (in particular any deﬁnably compact group) is elementarily equivalent, as a group, to a semi-
algebraic real Lie group. From this it is not hard to deduce (Corollary 6.4) that a deﬁnably compact
deﬁnably connected group is deﬁnably an almost direct product of a semisimple group and a com-
mutative group. Corollary 6.5 strengthens this to central extensions of deﬁnably compact semisimple
groups. Section 8 contains interpretability and internality results for ﬁnite (not necessarily central)
extensions of groups, again deﬁnable in an o-minimal structure M. In Section 9, deﬁnable groups
which are not necessarily deﬁnably connected are considered, and Corollary 6.4 (elementary equiva-
lence to semialgebraic Lie groups) is generalized (see Theorem 9.4). In Section 10 we point out how
the compact domination conjecture (for deﬁnably compact groups in o-minimal expansions of real
closed ﬁelds) follows from our results, together with earlier work.
The above results rely on the main technical theorem (Theorem 2.1) about the interpretability of
central extensions in an o-minimal context, which appears in Section 2. The theorem roughly says that
under certain assumptions, a deﬁnable central extension G˜ of a deﬁnable group G can be interpreted
in the two-sorted structure 〈G, Z(G˜)〉 (possibly, after expanding G by deﬁnably connected components
of some deﬁnable sets). In fact we also note that if the base o-minimal structure M is an expansion
of the ﬁeld of real numbers (in which case we sometimes call a group deﬁnable in M, a deﬁnable
real Lie group), the assumption that G˜ is deﬁnable can be omitted, obtaining interpretability results
for central topological extensions of suitable deﬁnable Lie groups (see Section 2.1 and Theorem 2.8).
A version for ﬁnite extensions appears in Section 8.1 (see Theorem 8.4). Also in Section 8.1 a result
with a similar ﬂavor is proved for arbitrary connected deﬁnable real Lie groups G: for example, the
universal cover π : G˜ → G is interpretable in the two-sorted structure consisting of the given o-
minimal expansion of R together with 〈ker(π),+〉.
Sections 3, 4 and 5 are devoted to checking that various hypotheses of Theorem 2.1 hold in the
cases we are interested in.
Our notation is on the whole standard. However, as we are concerned with issues of interpretabil-
ity in certain reducts, we will mention the relevant notation.
We are grateful to the referee for many valuable comments and suggestions. We also thank Mario
Edmundo for his comments.
1.1. On deﬁnability, interpretability and deﬁnable Skolem functions
In general, M is an o-minimal structure, with M being its universe. We will always make a distinc-
tion between deﬁnable and interpretable objects, but in order to make the language less awkward,
maps between two interpretable or deﬁnable structures will always be called deﬁnable, even when
their graph is actually interpretable.
Because the foundational results from [29] about the topology of deﬁnable groups in o-minimal
structures are not known to hold for groups which are only interpretable in M, we need to insist
in many cases on deﬁnability of the said groups. It is known (see 6.1.2 in [5]) that if M expands an
ordered group then M has deﬁnable Skolem functions and in particular elimination of imaginaries.
Thus, every interpretable group in such an M is deﬁnably isomorphic to a deﬁnable one. Also, as is
shown in [6, Theorem 7.2], if M is any o-minimal and G is a deﬁnable group in M then M has
deﬁnable choice for every family of subsets of Gn which is deﬁnable in M. Hence, if G is a deﬁnable
group in any o-minimal structure then every quotient of G by a deﬁnable subgroup is deﬁnably
isomorphic to a deﬁnable group.
For a structure N and a set A ⊆ Neq , we use dclN (A) and dcleqN (A) to denote the elements in N
and in Neq which are in the deﬁnable closure of a set A. We similarly use aclN and acl
eq
N for the
model theoretic algebraic closure in N . Note that because M is an ordered structure, we have aclM =
dclM . The following observation is motivated by a question of the referee, and helps simplifying some
of our arguments:
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deﬁnable set and E is an ∅-deﬁnable equivalence relation on X with ﬁnitely many classes, then every class is
∅-deﬁnable.
Proof. We use induction on n. Assume that there are k-many E-classes.
If n = 1 then X is a subset of M and the E-classes partition X into k sets. By o-minimality, exactly
one of the classes contains element which is larger than all elements of the other classes, and we can
choose this class ∅-deﬁnably. We can now omit the class we have chosen and proceed by induction
on k to show that all classes are ∅-deﬁnable.
Assume now that X ⊆ Mn+1 and let Y ⊆ Mn be the projection of X onto the ﬁrst n coordinates.
By the n = 1 case and compactness, there are ﬁnitely many formulas
φi, j(w, x), i ∈ I, j = 1, . . . ,k, and |w| = n, |x| = 1,
such that: for every a ∈ Y , there is an i ∈ I such that the intersection of every E-class with Ya =
{a} × M is given by one of the formulas φi, j(a, x), for j = 1, . . . ,k. By partitioning Y further (∅-
deﬁnably), we may assume that |I| = 1, namely that for each a, the E-classes on Ya are given precisely
by the formulas φ1(a, x), . . . , φk(a, x). Let us call the E-class of Ya deﬁned by φi(a, y) “the i-th class
of E on Ya”.
For each i = 1, . . . ,k, we deﬁne on Y the equivalence relation ∼i , given by a1 ∼i a2 iff there exist
b1,b2 ∈ M such that φi(a1,b1)∧φi(a2,b2)∧ (a1,b1)E(a2,b2) (namely, the elements of the i-th classes
of E on Ya1 and Ya2 are E-equivalent). Each ∼i is ∅-deﬁnable and has at most k equivalence classes.
Therefore the intersection ∼:=⋂i ∼i is ∅-deﬁnable, with ﬁnitely many classes. By induction, every
class of ∼ is ∅-deﬁnable.
We now deﬁne the equivalence relation E ′ on X by
(a1,b1)E
′(a2,b2) ⇔ a1 ∼ a2 ∧
k∨
i=1
(
φi(a1,b1) ∧ φi(a2,b2)
)
.
Each E ′-class of an element (a,b) is determined by the ∼-class of a together with the formula φi for
which we have φi(a,b). Thus each E ′-class is ∅-deﬁnable, and there are ﬁnitely many such classes.
Finally, note that E ′ is a reﬁnement of E so every E-class must be ∅-deﬁnable. 
1.2. Preliminary results
We now review some earlier results, mainly about deﬁnably simple and deﬁnable semisimple
groups (for a survey of deﬁnable groups in o-minimal structures, see Otero’s [20]).
A deﬁnably simple group is a deﬁnable, non-abelian group with no deﬁnable normal subgroup.
A semisimple group is a deﬁnable group with no inﬁnite deﬁnable normal abelian subgroup (because
of DCC, the deﬁnability requirement is superﬂuous).
We summarize the main results which we will be using here:
Fact 1.2. Let M be an o-minimal structure and G a deﬁnable group in M.
(1) If G is deﬁnably simple then there is in M a deﬁnable real closed ﬁeld R and a real algebraic group H
deﬁned over Ralg ⊆ R the subﬁeld of real algebraic numbers, such that G is deﬁnably isomorphic in M
to H(R)0 , the deﬁnably connected component of H(R) (see [24, 4.1] for the existence of an algebraic
group H and [26, 5.1] and its proof, for the fact that H can be deﬁned over Ralg).
(2) If G is deﬁnably simple then it is either bi-interpretable, over parameters, with a real closed ﬁeld or with
an algebraically closed ﬁeld of characteristic zero [25].
(3) If G is deﬁnably connected and semisimple then Z(G) is ﬁnite and G/Z(G) is deﬁnably isomorphic in M
to the direct product of ﬁnitely many deﬁnably simple groups (see [24, 4.1]).
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[27, 5.4].
(5) Let G be a deﬁnably simple group. If G is not deﬁnably compact then it is necessarily abstractly simple
(see [26, 6.3]). If G is deﬁnably compact and M is suﬃciently saturated structure then G is not abstractly
simple (its inﬁnitesimal subgroup with respect to the prime model is a normal in G).
Note that the bi-interpretability of (2) above is necessarily over parameters (see [25, Remark 4.11]).
2. The main interpretability theorem
We recall that M is an o-minimal structure.
Let G be a deﬁnable group. By a deﬁnable (interpretable) central extension of G we mean the fol-
lowing data: deﬁnable (interpretable) groups A, G˜ , deﬁnable homomorphisms: i : A → G˜ , π : G˜ → G
with
1→ A i−→ G˜ π−→ G → 1
exact and i(A) central in G˜ . We let 〈A, G˜,G, i,π〉 denote the three group structures, together with the
maps i and π . We say that the central sequence above is (deﬁnably) isomorphic to another deﬁnable
exact sequence
1→ A1 i1−→ G˜1 π1−→ G1 → 1
if there are (deﬁnable) group isomorphisms hA : A1 → A, hG˜ : G˜1 → G˜ and hG : G1 → G , which com-
mute with the exact sequence maps.
When G is a deﬁnable group in M then it has a canonical group topology (see [29]), with re-
spect to which every deﬁnable subset of G in M has ﬁnitely many deﬁnably connected components.
Moreover, if g is a generic point of G then the basis of neighborhoods of g in the ambient o-minimal
topology of M (namely the one induced by the order topology of M), is also a basis of neighbor-
hoods of g in the sense of the group topology. When G is deﬁned in an o-minimal expansion of the
real ﬁeld then G , with its canonical group topology, is a Lie group. If H is a deﬁnable subgroup of a
deﬁnable group G then the canonical group topology on H can also be obtained as the one induced
from the group topology of G .
Let G be an arbitrary expansion of the group G (not necessarily deﬁnable in M). We say that G has
property ρ if for every deﬁnable X ⊆ Gn in the structure 〈G, ·〉, every deﬁnably connected component
of X (with respect to the group topology of G) is deﬁnable in G, possibly over new parameters.
Given the abelian group A, we use 〈G, A〉 to denote the two-sorted structure of the two groups,
where G is equipped with its G-structure and A with just its group structure.
Recall that for a deﬁnable group H , the commutator subgroup [H, H] is a countable union of de-
ﬁnable sets, which might not be deﬁnable itself. More precisely, if we denote by [H, H]n the deﬁnable
set of all products of n commutators in H , then [H, H] =⋃n∈N[H, H]n.
Theorem 2.1. Let M be an o-minimal structure and assume E = 1 → A i−→ G˜ π−→ G → 1 is an ∅-deﬁnable
central extension of G in the structure M, G an arbitrary expansion of G such that:
(1) G has property ρ .
(2) For every n, the set i(A) ∩ [G˜, G˜]n is ﬁnite (we call this property Z ).
(3) There exists r ∈ N with G = [G,G]r .
Then E (that is, the structure 〈A, G˜,G, i,π〉) can be interpreted in 〈G, A〉 over A and G. More precisely,
there is an exact sequence
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interpretable in 〈G, A〉 over an imaginary parameter c¯, such that E ′ is deﬁnably isomorphic, in the struc-
ture 〈A, G˜,G, i,π〉 (note that G is expanded), to the sequence E, with hA , hG the identity maps.
The imaginary parameter c¯ names a map from the (ﬁnite) set of deﬁnably connected components of
an ∅-deﬁnable set in the group 〈G, ·〉, onto a ﬁnite subset of A. This map is ∅-deﬁnable in the struc-
ture 〈A, G˜,G, i,π〉.
Proof. Note that our assumption implies that G˜ can be written as the group product of the subgroups
i(A) and [G˜, G˜]r . Our goal is to produce in M a deﬁnable surjective map j : G2r × A → G˜ , such that
the pull-back under j of equality in G˜ and of the group operation are both deﬁnable in 〈G, A〉.
For x, y ∈ G , we let [x, y] = xyx−1 y−1. For n  0, we let wn(x1, y1, . . . , xn, yn) be the word in
the free group given by the product [x1, y1] · · · [xn, yn] of n commutators. For any group K , we let
Fn,K : K 2n → K be the associated function which evaluates the word wn in K . The image of K 2n
under Fn,K is exactly [K , K ]n . We also have, for h¯1 ∈ K 2m , h¯2 ∈ K 2n ,
Fm,K (h¯1) · Fn,K (h¯2) = Fm+n,K (h¯1, h¯2),
and if for h¯ = (x1, y1, . . . , xn, yn) we let inv(h¯) = (yn, xn, yn−1, xn−1, . . . , y1, x1) then
Fn,K (h¯)
−1 = Fn,K
(
inv(h¯)
)
.
We use π to denote the map from G˜2n to G2n which is induced by π in each coordinate.
Claim 2.2. For every g¯1, g¯2 ∈ G˜2n, if π(g¯1) = π(g¯2) then Fn,G˜(g¯1) = Fn,G˜(g¯2).
Proof. This is immediate from the fact that each coordinate of g¯1 differs from the corresponding
coordinate of g¯2 by a central element of i(A), and on tuples from the center of G˜ , the map Fn,G˜ is
identically 1. 
It follows from Claim 2.2 that there is a deﬁnable surjective map kn : G2n → [G˜, G˜]n in M such
that Fn,G˜ factors through π and kn (see diagram below). Also, for g¯1 ∈ G2m, g¯2 ∈ G2n , we have
km(g¯1) · kn(g¯2) = km+n(g¯1, g¯2) and kn(g¯1)−1 = kn
(
inv(g¯)
)
.
G˜2n
π
Fn,G˜
G˜
π
G2n
kn
Fn,G
G
Fact 2.3.
(i) The function kn : G2n → G˜ is continuous (here and below we always refer to the group topology) and
πkn(g¯) = Fn,G(g¯) for all g¯ ∈ G2n.
(ii) For every g¯ ∈ G2n, Fn,G(g¯) = 1 if and only if kn(g¯) ∈ i(A).
(iii) For every g¯1, g¯2 ∈ G2n, the following are equivalent:
(1) Fn,G(g¯1) = Fn,G(g¯2).
(2) kn(g¯1) and kn(g¯2) are in the same i(A)-coset in G˜.
(3) F2n,G(g¯1, inv(g¯2)) = 1.
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Theorem 4.3]) and because Fn,G˜ is continuous, the map kn is also continuous.
(ii) This follows from the fact that πkn = Fn,G .
(iii) (1) ⇔ (2): Because π is a homomorphism, we have πkn(g¯) = Fn,G(g¯), for every g¯ ∈ G2n .
Hence, Fn,G(g¯1) = Fn,G(g¯2) if and only if πkn(g¯1) = πkn(g¯2) if and only if kn(g¯1) and kn(g¯2) are in
the same i(A)-coset.
(2) ⇔ (3): kn(g¯1) · kn(g¯2)−1 ∈ i(A) if and only if k2n(g¯1, inv(g¯2)) ∈ i(A) if and only if
F2n,G(g¯1, inv(g¯2)) = 1. 
For k 0, we let
G(k) = {g¯ ∈ G2k: Fk,G(g¯) = 1}.
By our assumption, the set i(A) ∩ [G˜, G˜]n is ﬁnite for every n. Because kn is continuous and sur-
jective on [G˜, G˜]n (since Fn,G˜ is) we have
Fact 2.4. The set kn(G(n)) equals i(A)∩ [G˜, G˜]n, and the function kn is constant on every deﬁnably connected
component of G(n).
Given n, let b1, . . . ,bn ∈ A be such that{
i(b1), . . . , i(bn )
}= i(A) ∩ [G˜, G˜]n.
We have a corresponding partition of G(n) into relatively clopen sets Wn(b1), . . . ,Wn(bn ), with
kn(Wn(b j)) = {i(b j)}. Each Wn(b j) is a ﬁnite union of deﬁnably connected components of the set
G(n) which is itself deﬁnable in 〈G, ·〉. Hence, by property ρ , each such Wn(b j) is deﬁnable in G,
possibly over some parameters.
The interpretation. Let r be given as in assumption (3). Hence, G˜ = i(A) · [G˜, G˜]r .
The universe: Consider the map j : A × G2r → G˜ deﬁned by
j(a, g¯) = i(a) · kr(g¯).
Because kr is surjective on [G˜, G˜]r , the map j is surjective on G˜ , and we have j(a1, g¯1) = j(a2, g¯2)
if and only if kr(g¯1) · kr(g¯2)−1 = i(a1)−1 · i(a2) if and only if
k2r
(
g¯1, inv(g¯2)
)= i(a−11 · a2).
Let
B2r = {b1, . . . ,b2r } ⊆ A
for bi chosen as above, and let
W2r =
{
W2r(b1), . . . ,W2r(b2r )
}
be the corresponding partition of G(2r), as given above (namely, k2r(W2r(b j)) = {i(b j)}). Let
c2r : B2r → W2r
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ture 〈A, G˜,G, i,π〉 because G(2r), B2r and k2r are ∅-deﬁnable there.
Consider now the equivalence relation ∼ induced on A × G2r by the map j. It is deﬁned by
j(a1, g¯1) = j(a2, g¯2),
or equivalently by
(
g¯1, inv(g¯2)
) ∈ c2r(a−11 · a2).
We let U = A × G2r/∼. Notice that the equivalence relation is ∅-deﬁnable in the structure
〈〈G, ·〉, 〈A, ·〉, c2r〉, which in particular names the ﬁnite set B2r ⊆ A. By property ρ , the function c2r
itself is deﬁnable, over parameters, in 〈G, A〉 (one way to obtain c2r is by naming each element of B2r
and then naming an element in each deﬁnably connected component of W (b j) ∈ W2r ).
We denote by (a, g¯) the ∼-class of (a, g¯).
The group operation: We now consider the pull-back on U , via the map j, of the group operation
from G˜: we get (because i(A) is central) for every (b, h¯), (a1, g¯1), (a2, g¯2) ∈ A × G2r ,
⌊
(b, h¯)
⌋= ⌊(a1, g¯1)⌋ · ⌊(a2, g¯2)⌋ ⇔ b · kr(h¯) = a1 · a2 · kr(g¯1) · kr(g¯2)
if and only if
(
g¯1, g¯2, inv(h¯)
) ∈ c3r(a−12 · a−11 · b).
As before, this last expression can be deﬁned using the pure group structure of A and G , and a
function symbol for c3r : B3r → W3r . The map c3r itself is deﬁned, over parameters, in 〈G, A〉.
We thus proved the interpretation of the group G˜ in 〈G, A〉, over the imaginary parameter c¯ =
(c2r, c3r). The map i : A → G˜ is interpreted by i(a) = (a, (1, . . . ,1)) and the map π : G˜ → G is
interpreted via π((a, g¯)) = Fr,G(g¯).
We therefore interpreted in 〈G, A〉 a central extension of G which is isomorphic to the original
one, as required. 
Corollary 2.5. Consider the assumptions of Theorem 2.1 and assume further that G is just the group structure G.
Then 〈A, G˜,G, i,π〉 and 〈G, A〉 are bi-interpretable over parameters. The parameters come from G ∪ A and
they are in dcleq(∅) of the structure 〈A, G˜,G, i,π〉.
Proof. This is immediate from Theorem 2.1 together with the fact that B2r, B3r, c2r and c3r are ∅-
deﬁnable in 〈A, G˜,G, i,π〉 (and using the fact that the isomorphism between the two exact sequences
is the identity when restricted to A and to G , in the notation of that theorem). 
Remark 2.6. Let us return to Theorem 2.1 and to the imaginary parameters c2r, c3r used there: The
maps c2r, c3r deﬁne bijections between ﬁnite subsets B2r, B3r ⊆ A, respectively, and ﬁnite unions of
deﬁnably connected components of ∅-deﬁnable sets in 〈G, ·〉. Even though the group G is deﬁnable in
the o-minimal M, its canonical group topology is not necessarily deﬁnable in the pure group 〈G, ·〉. It
is however ∅-deﬁnable in the o-minimal reduct 〈M,<, 〈G, ·〉〉. Furthermore, in an o-minimal structure
the ﬁnitely many deﬁnably connected components of an ∅-deﬁnable set are themselves ∅-deﬁnable
(this is known but also follows from Claim 1.1). Therefore, c2r and c3r are ∅-deﬁnable in the structure
〈
M,<, 〈G, ·〉, 〈A, ·, B2r, B3r〉
〉
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then, because it is a subset of Mk for some k, every subset of A is ∅-deﬁnable in 〈M,<, 〈A, ·〉〉 and
therefore the predicates B2r, B3r can be omitted. We will later make use of this fact.
Finally let us mention an easy general result on deﬁnable splitting, which we do not really use,
but nevertheless is in the spirit of the other results.
Fact 2.7. Suppose that E : A i−→ G˜ π−→ G is a central extension (of abstract) groups, and that G = [G,G]k for
some k. Suppose that E splits abstractly, then, in the structure 〈A, G˜,G, i,π〉, the group [G˜, G˜] is deﬁnable and
the sequence deﬁnably splits.
Proof. By the splitting assumption, G˜ can be written abstractly as a direct product of i(A) and a
subgroup H ⊆ G˜ , with π |H : H → G an isomorphism. It follows that [G˜, G˜] ⊆ H and because [G˜, G˜]k
projects onto G we have [G˜, G˜]k = [H, H] = H . In particular H = [G˜, G˜] is deﬁnable hence G˜ split
deﬁnably. 
2.1. The real case
There was actually not much use of o-minimality in the proof of Theorem 2.1. Mainly, it was used
in order to obtain the canonical partition of G(2n) into ﬁnitely many deﬁnably connected components,
on each of which the map k2n is constant. Because of o-minimality this partition could be read off
just using G (and the deﬁnably connected components of sets deﬁnable in 〈G, ·〉), independently of G˜
and π . In particular, if we work over the ordered real numbers then this assumption can be partially
omitted:
We say that
E : 1→ A i−→ G˜ π−→ G → 1
is a central extension of topological groups if A, G˜ and G are topological groups, and the maps i and π
are homomorphisms of topological groups which in addition are quotient maps (a set in the image is
closed iff its pre-image is closed). When G is deﬁnable in an o-minimal structure (but possibly not G˜
and A), we always consider G with its canonical o-minimal group topology which we just call “the
group topology”.
Theorem 2.8. Let M be an o-minimal expansion of 〈R,<〉, G a deﬁnable group in M. Let E = 1 → A i−→
G˜ π−→ G → 1 be a topological central extension of G (so A, G˜ , π and i are not assumed to be deﬁnable), G an
arbitrary expansion of G such that:
(1) G has property ρ .
(2) For every n, the set i(A) ∩ [G˜, G˜]n is ﬁnite.
(3) There exists r ∈ N with G = [G,G]r .
Then there is an exact sequence E ′ : 1 → A → G˜ ′ → G → 1, interpretable in the structure 〈G, A〉 (over
parameters) such that E ′ is isomorphic (in the group language) to the sequence E, with hA , hG the identity
maps.
If, moreover, we assume that A is deﬁnable in M, then G˜ ′ may be taken to be deﬁnable in M and then the
isomorphism between G˜ and G˜ ′ (with its group topology) is also a topological one.
Later on, in Section 8, we will show how, for ﬁnite central extensions, assumption (3) can be omit-
ted. For now, let us note that the above already implies that every ﬁnite topological cover of SL(2,R)
is topologically isomorphic to a semialgebraic cover.
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deﬁnability and o-minimality were used. While the existence of the map kn : G2n → G˜ is just a group
theoretic fact (of course now kn is not deﬁnable in M), something should be said about the continuity
of kn , mentioned in Fact 2.3. Indeed, this just follows from the fact that the topology on G is the
quotient topology inherited from G˜ . The rest of Fact 2.3 is just group theoretic.
Proceeding to Fact 2.4, we still have kn(G(n)) = i(A) ∩ [G˜, G˜]n and because of our assumption, this
set is ﬁnite, which implies by continuity, that kn is locally constant. We now wish to use the fact (see
p. 59, Exercise 7 in [5]) that over the real numbers the deﬁnably connected components of deﬁnable
subsets of Rn are just the usual connected components and then conclude that kn is constant on
every (deﬁnably) connected component of the set G(n). However, some care is needed since the
topology on G which we consider here is the canonical group topology. We digress and claim that
for a deﬁnable set X ⊆ G , the usual connected components of X with respect to the group topology
are deﬁnable (and obviously deﬁnably connected). Indeed, by the deﬁnition of the group topology,
G is covered by ﬁnitely many deﬁnable sets Ui , each deﬁnably identiﬁed with an open subset of Rn ,
such that on Ui the group topology is identical to the Rn-topology. If X ⊆ G is deﬁnable then each
Xi = X ∩ Ui is deﬁnable and we can use the above fact to conclude that each of the (ﬁnitely many)
connected components of Xi are deﬁnable. Each connected component of X with respect to the group
topology is a ﬁnite union of connected components of the Xi ’s, so deﬁnable. With that we end the
digression and conclude that kn is constant on every (deﬁnably) connected component of G(n).
Since the rest of the argument takes place fully in 〈G, A〉, we obtain in this last structure an
interpretable central exact sequence
E : 1→ A i′−→ G˜ ′ π ′−→ G → 1,
together with a group isomorphism hG˜ : G˜ ′ → G˜ , such that all maps commute (with the identity maps
on A and G).
Assume now that A itself is deﬁnable in the o-minimal structure M. Let us see why hG˜ is a
topological homeomorphism as well.
The group G˜ ′ is obtained as a quotient of A × G2r by a deﬁnable equivalence relation ∼ in M,
which is itself the pre-image of equality under the continuous map j. The isomorphism hG˜ : G˜ ′ → G˜
is just the map induced by j. Note that by [6], the structure M has deﬁnable choice functions for
subsets of A × G2r , hence there exist a deﬁnable set of representatives X ⊆ A × G2r and a deﬁnable
bijection α : G˜ ′ → X . By the deﬁnition of the group topology on G˜ ′ , the map α is continuous on some
open subset U ⊆ G˜ ′ and therefore the composition j ◦α, which is just hG˜ , is continuous on U as well.
Since hG˜ is a group isomorphism it must be continuous everywhere. Because G˜
′ is locally compact
(and G˜ is Hausdorff) the inverse map is continuous as well. 
In the next section, we investigate each of the three assumptions of Theorem 2.1.
3. Perfect groups
In this section M can be taken to be an arbitrary o-minimal structure. Recall that G is perfect if
[G,G] = G .
Claim 3.1. Let G be a deﬁnable group in M.
(i) If G is perfect then every homomorphic image of G is perfect.
(ii) The direct product of ﬁnitely many perfect groups is perfect.
(iii) (Assume that 〈G, ·〉 is suﬃciently saturated.) If G˜ is deﬁnably connected, G is perfect and π : G˜ → G is a
ﬁnite extension then G˜ is perfect as well.
(iv) If G is deﬁnably simple then it is perfect and moreover there is an r such that G = [G,G]r .
(v) If G is semisimple and deﬁnably connected then it is perfect and moreover there is an r such that [G,G]r .
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for some ﬁnite group F ⊆ G˜ . It follows that [G˜, G˜] has ﬁnite index in G˜ . Since it is a ∨-deﬁnable
group (i.e. a countable union of deﬁnable sets) of ﬁnite index, its complement is also ∨-deﬁnable.
This implies, using saturation, that [G˜, G˜] is a deﬁnable proper subgroup of ﬁnite index, contradicting
connectedness.
For the next two clauses, note that deﬁnable simplicity and semisimplicity are preserved under
elementary extensions hence we may assume that M is suﬃciently saturated. Indeed, this is im-
mediate for deﬁnably simple groups. As for semisimple groups, we use the fact that groups with no
deﬁnable normal abelian subgroups are semisimple.
(iv) If G is deﬁnably compact and deﬁnably simple then G is elementarily equivalent to a com-
pact simple real Lie group H , by Fact 1.2(1). By topological compactness, there exists an r such that
[H, H]r = H . This is now true for G as well.
If G is not deﬁnably compact then by Fact 1.2(5) it is abstractly simple and therefore [G,G] = G .
Since M is suﬃciently saturated we can conclude that there exists r such that [G,G]r = G .
(v) Assume that G is semisimple and deﬁnably connected. Then G/Z(G) is centerless, deﬁnably
connected and semisimple. By Fact 1.2(3), the group G/Z(G) can be written as a direct product of
ﬁnitely many deﬁnably simple groups that are deﬁnable in M. The result now follows from (iv), (ii)
and (iii). 
4. Property ρ and semisimple groups
In this section we assume that M is an arbitrary o-minimal structure. Recall that an expansion G
of a group G deﬁnable in M is said to have property ρ if the deﬁnably connected components of
every 〈G, ·〉-deﬁnable subset of Gn are deﬁnable in G (possibly over new parameters).
Claim 4.1. Assume that G1, . . . ,Gk are deﬁnable groups, such that the theory of each pure group 〈Gi, ·〉 satisﬁes
property ρ and let G = G1 × · · · × Gk. Expand the pure group G by a predicate for every
Gi =
{
(x1, . . . , xn) ∈ G: xi ∈ Gi & for all j = i, x j = 1
}
.
Then the expanded group satisﬁes property ρ .
Proof. Here and subsequently (Section 7) we will make use of these rather obvious facts:
(i) The expanded group G (equipped with predicates for the Gi ) is naturally interpretable in (in fact
bi-interpretable with) the many sorted structure (G1, . . . ,Gk), consisting of the k “pure groups”
with no additional relations between the sorts.
(ii) Any subset of Gn11 × · · · × Gnkk deﬁnable in the structure (G1, . . . ,Gk) is a ﬁnite union of “rectan-
gular boxes” X1 × · · · × Xk , where Xi is a deﬁnable (in Gi) subset of Gnii .
Regarding (ii) this can be easily proved by passing to a saturated model and showing that if ai is a
tuple from Gi , then the type of (a1, . . . ,ak) in the many sorted structure is determined by the types of
the ai in Gi for i = 1, . . . ,k (and using compactness). This is all of course related to Feferman–Vaught.
Below (Section 7) we may denote many sorted structures (G1, . . . ,Gk) with no relations between
the sorts as “disjoint unions” G1 unionsq · · · unionsq Gk . In any case we will use freely facts (i), (ii) above, as well
as appropriate variants without giving further details.
Returning to the main thread, we see by (i), (ii) above that every deﬁnable set X ⊆ Gn in 〈G, ·〉
is a ﬁnite union of sets of the form X1 × · · · × Xk , where Xi is a deﬁnable subset of Gni in the
pure group Gi . By our assumptions on each Gi , we may assume that each Xi is deﬁnably connected.
Each deﬁnably connected component of X is a ﬁnite union of such cartesian products and therefore
deﬁnable in the expansion of 〈G, ·〉 by the predicates for every Gi . 
Lemma 4.2. If G is a deﬁnably simple group then the pure group 〈G, ·〉 has property ρ .
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preserved under deﬁnable isomorphism, we may assume that it is a semialgebraic group which is
bi-interpretable (over parameters) with a real closed ﬁeld. It follows that every deﬁnable set X ⊆ Gn
in 〈G, ·〉 is semialgebraic and every deﬁnably connected component of X is again semialgebraic, and
therefore deﬁnable in 〈G, ·〉 (possibly over parameters).
If G is stable then we may assume that it is a linear algebraic group over a deﬁnable algebraically
closed ﬁeld K . Because K is a deﬁnable algebraically closed ﬁeld in the o-minimal structure M, then,
by [28], a maximal real closed subﬁeld R ⊆ K is deﬁnable in M and we have K = R(√−1). Since G is
a linear algebraic group over K , we may assume that G ⊆ K  for some  and that its group topology
agrees with that of K  , when identiﬁed with R2 . In particular, the deﬁnably connected components
of every deﬁnable subset of Gn in the sense of the group topology are the same as those in the sense
of the ﬁeld R .
By Fact 1.2, G is bi-interpretable (again over parameters) with K and hence the 〈G, ·〉-deﬁnable
subsets of Gn are exactly the K -constructible sets. It is therefore suﬃcient to prove
Claim 4.3. If K = R(√−1) is an algebraically closed ﬁeld deﬁnable in an o-minimal M expanding R and
X ⊆ Kn is a K -constructible set then every deﬁnably connected component of X (in the sense of R) is K -
constructible.
Proof. The set X is of the form
X =
r⋃
i=1
(Xi \ Yi),
with each Xi an irreducible algebraic variety and Yi ⊆ Xi an algebraic variety of smaller algebraic
dimension. We claim that each Xi \ Yi is deﬁnably connected.
Indeed, it is known that if V ⊆ Cn is an irreducible complex variety then Reg(V ) (the set of com-
plex regular points of V ) is a connected set, dense in V . If we now work in the structure 〈R,<,+, ·, 〉
then, by quantifying over parameters, this fact carries over to 〈R,<,+, ·, K 〉. Thus, every Reg(Xi) is
deﬁnably connected in the sense of R and dense in Xi .
Thus, the set Reg(Xi) is a deﬁnably connected R-manifold of even R-dimension 2k, and we have
dimR(Yi) 2k−2 (we let dimR(Yi) denote the o-minimal dimension of Yi with respect to R , which is
twice the algebraic dimension of Yi). The set Reg(Xi) \ Yi is therefore still deﬁnably connected, dense
in Reg(Xi) and so, also dense in Xi \ Yi . It follows that Xi \ Yi is deﬁnably connected.
Finally, each deﬁnably connected component of X must be a ﬁnite union of sets of the form Xi \Yi ,
so constructible.
With this ends the proof of the claim and of Lemma 4.2. 
Part (ii) of the theorem below is closely related to a result by Edmundo, Jones and Peatﬁeld (see [9,
Theorem 1.1]) proved differently.
Theorem 4.4. If G˜ is semisimple and deﬁnably connected then:
(i) 〈G˜, ·〉 is bi-interpretable with 〈G˜/Z(G˜), ·〉, after naming an imaginary parameter b¯ from G = G˜/Z(G˜).
The parameter can be chosen in dclN (∅), for N = 〈M,<, 〈G, ·〉〉 and also in dcleqG˜ (∅), where G˜ = 〈G˜, ·〉.
(ii) There are ﬁnitely many real closed ﬁelds R1, . . . , Rk in M, such that the group G˜ is deﬁnably isomorphic
in M, over parameters, to a group G˜ ′ which is ∅-deﬁnable in the multi-sorted structure of the k ﬁelds. If
G˜/Z(G˜) is simple, or if M expands an ordered group then only one such ﬁeld is required.
(iii) G˜ has property ρ .
Proof. Consider the extension
Z(G˜) i−→ G˜ π−→ G.
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(i) By Lemma 4.2, the pure group G has property ρ and by Claim 3.1, it is a perfect group. Clearly
G˜ has ﬁnite center and hence has property Z (see Theorem 2.1(2)). Therefore, by Corollary 2.5,
the structure 〈Z(G˜), G˜,G, i,π〉 is bi-interpretable with the structure 〈〈G, ·〉, 〈Z(G˜), ·〉〉, after naming
ﬁnitely many elements in G and in Z(G˜). Since dcleqG (∅) is inﬁnite, any ﬁnite structure can be inter-
preted in G over ∅. It follows that the ﬁnite group Z(G˜) itself can be interpreted in 〈G, ·〉 over ∅. By
Claim 1.1 every subset of Z(G˜) is ∅-interpretable in 〈G, ·〉.
Thus, 〈Z(G˜), G˜,G, i,π〉 is bi-interpretable, over parameters in G , with 〈G, ·〉. Finally, we note that
〈Z(G˜), G˜,G, i,π〉 is bi-interpretable with 〈G˜, ·〉, hence 〈G˜, ·〉 is bi-interpretable over parameters, with
〈G, ·〉. As was observed in Remark 2.6, the parameters which we use can be taken in dclN (∅), where
N = 〈M,<, 〈G, ·〉, 〈A, ·〉〉, where A is a ﬁnite ∅-interpretable set in 〈G, ·〉.
(ii) By Fact 1.2(1), we may assume that G is an R-semialgebraic group, deﬁned over Ralg ⊆ R , for
some M-deﬁnable real closed ﬁeld R . We now consider the ﬁeld 〈R,<,+, ·〉 and then, since dclR(∅)
is inﬁnite it follows that the ﬁnite group 〈A, ·〉 is ∅-deﬁnable in R . Since G is ∅-deﬁnable in R it
follows from (i) that 〈G˜, ·〉 is interpretable over the empty set in R . In particular, the group G˜ is de-
ﬁnably isomorphic in M to a group H which is interpretable in the ﬁeld R , over Ralg . By elimination
of imaginaries in real closed ﬁelds, H can be chosen to be deﬁnable.
(iii) We now want to show that G˜ has property ρ . If G is stable then, by Fact 1.2(2), it is bi-
interpretable, over parameters, with an algebraically closed ﬁeld K . In this case, because G˜ and G are
bi-interpretable, G˜ is deﬁnably isomorphic, over parameters, with an algebraic group H over K . By
Claim 4.3, if X ⊆ Hn is constructible over K then its deﬁnably connected components are constructible
over K as well. Because of the bi-interpretability of G (so also of H) with K , these components are
deﬁnable in 〈H, ·〉, possibly over parameters, so H (hence G˜) has property ρ .
If G is unstable then it is bi-interpretable with a real closed ﬁeld R and therefore, by (i), G˜ is
also bi-interpretable with R . By (ii), we may assume that G˜ is semialgebraic over Ralg . This implies
that every semialgebraic subset of G˜n is deﬁnable in the pure group 〈G˜, ·〉, possibly over parameters.
In particular, every deﬁnably connected component of every deﬁnable set in the pure group G˜ is
semialgebraic, so deﬁnable in G˜ , hence G˜ has property ρ .
Case II. G is semisimple.
(i) We ﬁrst claim that G˜ is bi-interpretable with G = G˜/Z(G˜) after possibly naming in G ﬁnitely
many constants. For that, we need to establish the three assumptions of Theorem 2.1 (with A = Z(G˜)):
By Fact 1.2, G is deﬁnably isomorphic in M to a product H1 ×· · ·×Hk , of deﬁnably simple groups.
Each of the Hi ’s is the centralizer of the other k− 1 groups hence, by DCC, it is deﬁnable in the pure
group language of G (after naming parameters). It follows from Lemma 4.2 and Claim 4.1 that G has
property ρ . By Claim 3.1, G˜ is perfect. Because Z(G˜) is ﬁnite, we clearly have property Z . We can
now apply Theorem 2.1 exactly as in Case I.
(ii) By Fact 1.2(1), we may assume that each Hi above is an ∅-deﬁnable group in a deﬁnable real
closed ﬁeld Ri . Let π : G˜ → G be the quotient map and let H˜i = π−1(Hi).
Each H˜i is a ﬁnite central extension of Hi , and if we let H˜ = H˜1 × · · · × H˜k and π˜ : H˜ → G be the
natural projection, then π˜ factors through the ﬁnite extensions π ′ : H˜ → G˜ and π : G˜ → G .
H˜
π˜
π ′
G˜
π
G
By Case I, each H˜i is deﬁnably isomorphic in M to an ∅-deﬁnable group in the ﬁeld Ri , hence the
group H˜ is deﬁnably isomorphic to an ∅-deﬁnable group in the multi-sorted structure, call it Nmult ,
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a ﬁnite subgroup of Z(H˜1) × · · · × Z(H˜k). Because Z(H˜i) is an ∅-deﬁnable ﬁnite set in the ordered
ﬁeld Ri , every subset of Z(H˜i) is ∅-deﬁnable in Ri and therefore ker(π˜ ) is ∅-deﬁnable in Nmult . It
follows that G˜ is ∅-deﬁnable in Nmult .
In case that M expands an ordered group, all the Ri ’s are deﬁnably isomorphic to each other
(see [21]), so we may assume that Nmult contains actually a single sort.
(iii) We claim that G˜ has property ρ and use the above setting. First we prove
Claim. H˜ has property ρ .
Proof. Each H˜i is a ﬁnite central extension of a deﬁnably simple group so by Case I, it has property ρ .
Therefore, by Claim 4.1, in order to see that H˜ itself has property ρ it is suﬃcient to see that each
H˜i , i = 1, . . . ,k, is deﬁnable in the pure group 〈H˜, ·〉, possibly with parameters. Let us see why H˜1
is deﬁnable. First note that the centralizer of H˜2 ∪ · · · ∪ H˜k , call it Z1, is H˜1 · Z(H˜) (where Z(H˜) is
ﬁnite). By DCC, Z1 is deﬁnable in 〈H˜, . . .〉. By Claim 3.1(v), H˜1 is perfect, and it is easy to see that
[Z1, Z1] ⊆ H˜1. Hence, H˜1 = [Z1, Z1]k for some k and this last group is clearly deﬁnable. 
Because G is perfect and has property ρ , we can apply Theorem 2.1 to the ﬁnite central ex-
tension π˜ : H˜ → G and conclude that the pure groups G and H˜ are bi-interpretable, after naming
constants from G .
Let X ⊆ G˜n be a G˜-deﬁnable set and let X1, . . . , Xk be its deﬁnably connected components, with
respect to the group topology of G˜ . Because G˜ and π ′ : H˜ → G˜ are deﬁnable in 〈H˜, ·〉 and continuous,
the set Y = π ′−1(X) is deﬁnable in H˜ and each π ′−1(Xi) is a ﬁnite union of deﬁnably connected com-
ponents of Y , hence deﬁnable in H˜ (because H˜ has property ρ). It follows that each Xi is deﬁnable
in H˜ . However, as we already saw, H˜ and G are bi-interpretable and G and G˜ are bi-interpretable as
well, and therefore each Xi is deﬁnable in G˜ (after possibly naming ﬁnite many parameters). Hence,
G˜ has property ρ . 
5. Property Z
Assume now that M expands a real closed ﬁeld R and some neighborhood of the identity of a
deﬁnable group G is contained in Rn for some n. We denote by G its Lie algebra whose underlying
R-vector space is the tangent space of G at 1, T1(G). We recall some facts about groups and Lie
algebras, as presented in [24].
Assume that G is deﬁnably connected. To every deﬁnable subgroup H ⊆ G there is an associated
Lie subalgebra h ⊆ G . The subgroup H is normal in G if and only if h is an ideal in G (see [24,
Claim 2.32]). For every g ∈ G , we denote by Adg : T1(G) → T1(G) the differential of the inner au-
tomorphism ag : x → gxg−1. If G1 is a linear subspace of G then G1 is an ideal if and only if it is
invariant under Adg for all g ∈ G . (See Claim 2.31 there.)
Assume now that H is a ∨-deﬁnable subgroup of G . By that we mean (see [25, Deﬁnition 2.1])
a subgroup of G given as a bounded directed union
⋃
i∈I Ui of deﬁnable subsets such that for every
i, j ∈ I , Ui · U j and U−1i are contained in some Uk (e.g. H = [G,G]). We would like to associate to H
a Lie subalgebra of G . For that it is convenient to ﬁrst move to a suﬃciently saturated extension M∗
of M (although the associated Lie subalgebra will be deﬁned over M).
By [25, Proposition 2.3(1)], there is an i ∈ I such that for some small deﬁnable open neighborhood
W ⊆ G of 1 we have W ∩ H = W ∩ Ui . One can associate to H a Lie subalgebra L(H) ⊆ G using the
deﬁnable W ∩H instead of H (see the discussion in Section 2.4 of [24], where it is clear that one only
needs to know the group near 1 in order to determine its Lie algebra). If H is normal in G then L(H)
is an ideal in G (indeed, because the whole analysis is local in nature, it is enough to consider H at a
neighborhood of 1 and in this case the arguments work as in the deﬁnable case). Notice that because
L(H) is invariant under automorphisms of M∗ ﬁxing M, it is deﬁned over M, so we can talk about
it in M as well.
Recall that a subalgebra A ⊆ G is called central if for every ξ ∈ A and η ∈ G , we have [ξ,η] = 0.
Equivalently (see [24, Claim 2.31(1)]), for every g ∈ G , Adg |A = id.
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an ideal I ⊆ G . Then L([G,G]) ⊆ I .
Proof. Since, as we pointed out above, L([G,G]) is deﬁned over M, we may prove the statement in
an elementary extension of M so we may assume that M is suﬃciently saturated.
We ﬁrst introduce some notation. Let h = L([G,G]) and for g ∈ G , let g : G → G be left-
multiplication by g and rg : G → G be right-multiplication by g . For every g ∈ G we have
T g(G) = d1(g)
(
T1(G)
)= d1(rg)(T1(G)),
and similarly, for every h ∈ [G,G] we have
Th
([G,G])= d1(h)(h) = d1(rh)(h).
It is therefore suﬃcient to prove, for some h ∈ [G,G], that dh(r−1h )(Th([G,G])) ⊆ I .
As pointed out above, because [G,G] is ∨-deﬁnable and M is suﬃciently saturated, there exists an
n and an open neighborhood U ⊆ G of 1 such that U ∩[G,G] = U ∩[G,G]n . Consider the function Fn =
Fn,G : G2n → G as given earlier, by the product of n many group commutators. It is not hard to see
that for suﬃciently generic g¯ = (g1, . . . , g2n) in F−1n (U ∩ [G,G]), we have
dg¯(Fn)
(
T g1(G) × · · · × T g2n (G)
)= T Fn(g¯)([G,G]).
Using the chain rule, it is suﬃcient to prove that for every g¯ ∈ G2n , we have
dg¯
(
r−1Fn(g¯) ◦ Fn
)(
T g1(G) × · · · × T g2n (G)
)⊆ I.
We are going to prove this by induction on n. For that purpose, let us call a deﬁnable function α :
Gk → G good at g¯ ∈ Gk if it satisﬁes
dg¯(rα(g¯)−1 ◦ α)
(
T g1(G) × · · · × T gk (G)
)⊆ I.
Claim.
(i) If α : Gk → G is good at g¯ and α(g¯) = 1 then for every h ∈ G, the function ah ◦ α is good (recall ah(x) =
hxh−1).
(ii) If α,β : Gk → G are good at g¯ ∈ Gk then so is α · β , the group product of the two.
Proof. (i) This is immediate from the fact that I is invariant under d1(ag) = Adg .
(ii) If μ : G × G → G is the group product then d(1,1)(μ) = (id, id). Now, in the special case that
α(g¯) = β(g¯) = 1 we have, by the chain rule, dg¯(μ(α,β)) = dg¯(α) + dg¯(β), and therefore μ(α,β) is
good at g¯ .
More generally, if α(g¯) = h1, β(g¯) = h2 then
α(x¯)β(x¯)h−12 h
−1
1 = α(x¯)h−11
(
h1
(
β(x¯)h−12
)
h−11
)
,
and hence
r−1
(h h ) ◦μ(α,β) = μ(rh−1 ◦ α,ah1 ◦ rh−1 ◦ β).1 2 1 2
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◦α and rh−12 ◦ β are good at g¯ and the two functions send g¯ to 1. By (i) and the
special case we just did, μ(α,β) is good at g¯ as well. 
Because every Fn is a product of commutators, it is suﬃcient, using Claim (ii) above, to prove that
F1(x, y) = xyx−1 y−1 is good at every (g,h) ∈ G2. Because F1(g,h) = ghg−1h−1, we need to show that
rhgh−1g−1 ◦ F1 is good at (g,h), or equivalently, that σ(x, y) = rhgh−1g−1 ◦ F1(gx,hy) is good at (1,1).
Rewriting σ(x, y) we get
gxhyx−1g−1 y−1h−1hgh−1g−1 = gxg−1gh(yx−1g−1 y−1g)(gh)−1
= ag(x) · agh
(
y · x−1 · ag−1
(
y−1
))
.
The right-most expression can be re-written as
ag(x) · agh(y) · agh(x)−1 · ag−1hg(y)−1.
We have a product of four functions, each sending 1 to 1. Taking the differential and applying the
chain rule we obtain, for every u, v ∈ T1(G):
d(1,1)σ (u, v) = Adg(u) + Adgh(v) − Adgh(u) − Adghg−1(v).
We now return to our assumptions. Every u ∈ G can be written as u = u1 + u2, where u1 ∈ A and
u2 ∈ I . Because A is central we have Adg(u1) = u1 for every g ∈ G . Hence, d(1,1)σ (u1 + u2, v1 + v2)
equals:
u1 + Adg(u2) + v1 + Adgh(v2) − u1 − Adgh(u2) − v1 − Adghg−1(v2)
= Adg(u2) + Adgh(v2) − Adgh(u2) − Adghg−1(v2).
Because I is invariant under every Adg and under +, the sum on the right belongs to I . 
Corollary 5.2. Let G be a deﬁnably connected group, A ⊆ G a deﬁnable central subgroup and let A be the Lie
algebra of A. Assume that G can be written as a direct sum G = A ⊕ I , for some ideal I . Then for every n,
A ∩ [G,G]n is ﬁnite.
Proof. The Lie algebra A is central in G (this follows from [24, Claim 2.26 and Claim 2.31(1)]). By
our assumption, and Theorem 5.1 we have L([G,G]) ⊆ I and therefore A ∩ L([G,G]) = {0}. Because
A ∩ [G,G] is a locally deﬁnable group it has a Lie algebra of the same dimension, which equals
A ∩ L([G,G]). Hence, dim(A ∩ [G,G]) = 0 and therefore A ∩ [G,G]n is ﬁnite for every n. 
Corollary 5.3. Let G˜ be a deﬁnably connected central extension of a semisimple group G, with L(G˜) = G˜ . Then:
(i) For every n, the set Z(G˜) ∩ [G˜, G˜]n is ﬁnite.
(ii) The Lie algebra of the locally deﬁnably group [G˜, G˜] equals to [G˜, G˜] and we have G˜ = Z ⊕ L([G˜, G˜]),
where Z = L(Z(G˜)). Moreover,
L
([G˜, G˜]) L(G).
Proof. (i) First note that Z = L(Z(G˜)) is the center of G˜ (see [24, Claim 2.26 and Claim 2.31(1)])
and the Lie algebra of G˜/Z(G˜) equals G˜/Z . It follows that G˜/Z is a semisimple Lie algebra (see
Theorem 2.34 there).
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radical and a semisimple Lie sub-algebra h. Because G˜/Z is semisimple it follows that Z is the
solvable radical of G˜ . We claim that h= [G˜, G˜].
Indeed, for ζi = ξi + ηi ∈ G˜ , i = 1,2, and ξi ∈ Z and ηi ∈ h, we have
[ζ1, ζ2] = [ξ1, ξ2 + η2] + [η1, ξ2] + [η1, η2] = [η1, η2] ∈ h.
It follows that [G˜, G˜] ⊆ h and because h is semisimple we also have h = [h,h] ⊆ [G˜, G˜], and hence
h= [G˜, G˜]. Therefore, h is an ideal in G˜ and we have G˜ = Z ⊕ [G˜, G˜].
We can now apply Corollary 5.2 and conclude that Z(G˜) ∩ [G˜, G˜]n is ﬁnite for every n.
(ii) By dimension considerations, the above implies that
dim L
([G˜, G˜])= dim([G˜, G˜])= dim(G˜) − dim Z(G˜) = dim[G˜, G˜].
By Theorem 5.1, L([G,G]) ⊆ [G˜, G˜], and therefore L([G,G]) = [G˜, G˜].
Again, by dimension considerations, dim([G˜, G˜]) = dimG and hence dπ is an isomorphism
of L([G˜, G˜]) and L(G). 
Because every deﬁnably compact deﬁnably connected group is a central extension of a semisimple
group (Fact 1.2) we immediately conclude the result below. As we will later see (Corollary 6.4), this
is only a ﬁrst approximation to the stronger theorem about the commutator subgroup of a deﬁnably
compact group.
Corollary 5.4. Let G˜ be a deﬁnably connected deﬁnably compact group. Then for every n, Z(G˜) ∩ [G˜, G˜]n is
ﬁnite.
Question. Is it true that for any deﬁnable group G , the Lie algebra of the derived group [G,G] equals
the derived Lie algebra [G,G]?
5.1. Omitting the real closed ﬁeld assumption
The real closed ﬁeld assumption was of course necessary for the discussion in the last section, be-
cause it involved the tangent space of G˜ at 1. However, once used, this assumption can be weakened,
at least in the deﬁnably compact case.
We ﬁrst recall some notions: An o-minimal expansion of an ordered group is called semi-bounded
if there is no deﬁnable bijection between bounded and unbounded intervals. There are three different
possibilities for an o-minimal expansion M of an ordered group (see discussion in [22, Section 2.1]):
1. Th(M) is linear, i.e. M is elementarily equivalent to an ordered reduct of an ordered vector space
over an ordered division ring.
2. Th(M) is not linear and not semi-bounded, in which case there exists a deﬁnable real closed
ﬁeld whose domain is M .
3. M is semi-bounded and Th(M) is not linear.
We can now state the following generalization of Corollary 5.3:
Corollary 5.5. Let M be an o-minimal expansion of an ordered group and let G be an M-deﬁnable, deﬁnably
compact, deﬁnably connected group. Then for every n ∈ N, Z(G) ∩ [G,G]n is ﬁnite.
Proof. We need to examine the three cases above. In case 1, when M is elementarily equivalent to
a reduct of an ordered vector space then every deﬁnable group is abelian-by-ﬁnite (indeed, by [27,
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abelian.
In case 2, when M is not linear and not semi-bounded, the structure M expands a real closed
ﬁeld and therefore Corollary 5.3 applies. We are thus left with the semi-bounded nonlinear case.
Recall the following from [22]:
If M is semi-bounded and Th(M) is not linear then we use [22, Theorem 6.1]: There exists
N  M and an o-minimal expansion N̂ of N (by “expansion” we mean here that every deﬁnable
subset of N is deﬁnable in N̂ , possibly with additional parameters) and an elementary substruc-
ture D̂ ≺ N̂ such that every bounded interval in D̂ is the domain of a deﬁnable real closed ﬁeld.
Given G , an M-deﬁnable, deﬁnably connected and deﬁnably compact group, we can view G as an
N -deﬁnable, and therefore also N̂ -deﬁnable, group. Hence, there exists in N̂ an ∅-deﬁnable family
F = {Gs: s ∈ S} of groups such that G = Gs0 for some s0 ∈ S . By [22, Lemma 7.4], we may assume
that all groups Gs in the family are deﬁnably compact and deﬁnably connected and furthermore
(Lemma 7.1 there) that the domain of each Gs is a bounded subset of N̂ . Given a ﬁxed m ∈ N, we
now argue in D̂:
For every s ∈ S(D̂), because Gs is bounded it is contained in the In for some bounded interval
I ⊆ M , and hence by assumption on D˜ , its underlying set is contained in Rn , for some deﬁnable
real closed ﬁeld R in D̂ . The ﬁeld R , with all its D̂-induced structure is o-minimal, and therefore,
Corollary 5.3 applies and hence Z(Gs) ∩ [Gs,Gs]m is ﬁnite. Since this is true for every s ∈ S(D̂), there
exists, by o-minimality, a bound k = k(n) such that D̂ | ∀s ∈ S |Z(Gs) ∩ [Gs,Gs]m| k. This is a ﬁrst-
order statement which carries over to N̂ and therefore to N as well. It follows that Z(G)∩ [G,G]n is
ﬁnite. 
Question. Is there a direct proof, avoiding the Lie algebra argument for the following result: If G˜ is a
deﬁnably connected central extension of a semisimple group in an arbitrary o-minimal structure then
the set Z(G˜) ∩ [G˜, G˜]n is ﬁnite for every n?
6. The main results
6.1. Interpretability results
Theorem 6.1. Let M be an o-minimal expansion of a real closed ﬁeld and let A → G˜ → G be an ∅-deﬁnable
central extension of a semisimple group G, with G˜ deﬁnably connected. Then:
(1) 〈A, G˜, i,π〉 is bi-interpretable, over an imaginary parameter c¯, with the structure 〈〈G, ·〉, A〉. The param-
eter c¯ names a map from a family of deﬁnably connected components of an ∅-deﬁnable set in 〈G, ·〉 onto
a ﬁnite subset of A.
(2) The exact sequence A → G˜ → G is elementarily equivalent, after naming parameters on both sides, to a
semialgebraic central extension A′ → G˜ ′ → G ′ , deﬁned over the real algebraic numbers, with dim(G˜ ′) =
dim(G˜).
If G˜ is deﬁnably compact then, in both (1) and (2), it is suﬃcient to assume that M expands an ordered group.
In this case G˜ ′ of (2) can be chosen deﬁnably compact as well.
Proof. (1) We need only to establish the three assumptions of Theorem 2.1.
By Theorem 4.4, 〈G, ·〉 has property ρ with respect to the pure group structure. By Corollary 5.3,
G˜ has the property Z . By Claim 3.1, G is perfect.
(2) By (1), 〈A, G˜,G, i,π〉 is bi-interpretable with 〈G, A〉, after naming the necessary map. By 4.4(ii),
G itself is deﬁnably isomorphic in M to a semialgebraic group G ′ over the real algebraic numbers,
which is clearly deﬁnably compact if G is. Therefore, in order to prove (2), it is suﬃcient to show:
Given a ﬁnite set C ⊆ A, the structure 〈A,+,C〉 is elementarily equivalent to 〈A′,+,C ′〉 for some
semialgebraic group A′ over the real algebraic numbers, and a ﬁnite subset C ′ ⊆ A′ . Moreover, if
A is deﬁnably compact then so is A′ . This last statement is exactly the content of Lemma A.2 in
Appendix A.
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property ρ , and by Corollary 5.5, G˜ has property Z . We now proceed as before. 
Remark. As the proof of (2) above shows, the only obstacle for a deﬁnable central deﬁnably connected
extension G˜ of a deﬁnable semisimple group to be deﬁnably isomorphic to a semialgebraic group is
the group Z(G˜). Hence, if Z(G˜) is deﬁnably isomorphic in M to a semialgebraic group then so is G .
We also prove below an analogue for algebraic groups:
Corollary 6.2. If M is an o-minimal expansion of an ordered group then every deﬁnably compact, deﬁnably
connected group is elementarily equivalent, in the pure group language, to a compact semialgebraic (in partic-
ular real Lie) group over the real algebraic numbers.
Proof. If G is abelian and deﬁnably connected then this follows from Lemma A.2. Otherwise, by
Fact 1.2(4), G/Z(G) is semisimple and therefore Theorem 6.1(2) applies. 
Corollary 6.3. Assume that M is an o-minimal expansion of a real closed ﬁeld R. Let A → G˜ → G be a
deﬁnable central extension of a deﬁnably connected semisimple group G.
If G is a stable group and A is deﬁnably isomorphic in M to an algebraic group over K = R(√−1), then G˜
is deﬁnably isomorphic in M to an algebraic group over K .
Proof. Since G is stable, G/Z(G) is a direct product of deﬁnably simple stable groups, which we
may assume are all algebraic groups over K (see Fact 1.2). Hence, G/Z(G) is deﬁnably isomorphic
to an algebraic group over K . By Theorem 4.4(1), G is deﬁnable, possibly over parameters, in the
group G/Z(G) and therefore it is deﬁnably isomorphic in M to an algebraic group over K . We con-
tinue as in the proof of Theorem 6.1. 
We end this discussion with an example showing that not every deﬁnably connected group in an
o-minimal structure is elementarily equivalent to a real Lie group which is deﬁnable in an o-minimal
structure. This is a small variation of an example from [26], so we will be brief:
Example. Let M = 〈R,<,+, ·, exp〉 be a nonstandard model theory of the real exponential ﬁeld, and
let α ∈ R be an element greater than all natural numbers. We deﬁne
G =
{( t 0 u
0 tα v
0 0 1
)
: u, v ∈ M, t > 0
}
.
The group G is a solvable centerless group, and as is shown in [26, p. 4], the structure Mα =
〈R,<,+, ·, t → tα〉 is interpretable in the pure group G . If G were elementarily equivalent to a de-
ﬁnable real Lie group H in some o-minimal structure over the ﬁeld of real numbers then H would
interpret a structure Nα ≡ Mα so the underlying ﬁeld of Nα is non-archimedean. However, every
real closed ﬁeld which would be interpretable in an o-minimal structure over the ﬁeld of real num-
bers must be archimedean (its ordering is Dedekind complete). Contradiction.
6.2. Structural results
We can now deduce a structural result about deﬁnably compact groups in o-minimal structures.
Corollary 6.4. Let M be an o-minimal expansion of an ordered group. Let G˜ be a deﬁnably compact, deﬁnably
connected group. Then:
(i) [G˜, G˜] is deﬁnable, deﬁnably connected and semisimple.
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Z(G˜)0 and the intersection of the two groups is ﬁnite. In particular, G˜  (Z(G˜)0 × [G˜, G˜])/F , for a ﬁnite
central subgroup F ⊆ Z(G˜)0 × [G˜, G˜].
Proof. (i) By Corollary 6.2, G˜ is elementarily equivalent to a compact real Lie group H . By classical
Lie group theory, [H, H] is a closed connected semisimple subgroup of H (indeed, this can be found,
for example, in [19, Chapter 5.2, Theorem 4]).
By topological compactness, there exists a k such that [H, H]k = H , i.e. the set [H, H]k is already
a subgroup of H . It follows that the same is true for G˜ hence [G˜, G˜] = [G˜, G˜]k is deﬁnable. The
group [G˜, G˜] is deﬁnably connected as the continuous image of the deﬁnably connected group G˜ .
(ii) Because the intersection of Z(G˜) and [G˜, G˜] is 0-dimensional (Corollary 5.3), it must be ﬁnite.
The ﬁnal clause is immediate from the fact that [G˜, G˜] acts trivially on Z(G˜)0, and hence the map
(g,h) → gh from Z(G˜)0 × [G˜, G˜] to G˜ is a homomorphism with ﬁnite kernel. 
Remark. Actually, by a theorem of Goto [15, Theorem 6.55], every element of [H, H] is a commutator
(i.e. [H, H] = [H, H]1) hence the same is true in every deﬁnably compact group.
Corollary 6.5. Let M be an o-minimal expansion of an ordered group and assume that G˜ is deﬁnably con-
nected with G˜/Z(G˜) semisimple and deﬁnably compact. Then:
(i) [G˜, G˜] is deﬁnable.
(ii) G˜  (Z(G˜)0 × [G˜, G˜])/F , for a ﬁnite central subgroup F ⊆ Z(G˜)0 × [G˜, G˜].
Proof. By Theorem 6.1(2), the assumption implies that Z(G)0 → G˜ → G is elementarily equivalent
to a semialgebraic extension Z0 → G˜0 → G0 over the real numbers, with G0 a compact connected
semisimple real Lie group. By Corollary 5.3(ii), we have L(G˜0)  L(Z0) ⊕ [L(G˜0), L(G˜0)], and the Lie
algebra of the locally deﬁnable group [G˜0, G˜0] equals [L(G˜0), L(G˜0)]. Moreover, [L(G˜0), L(G˜0)] is iso-
morphic to L(G0).
We ﬁrst claim that [G˜0, G˜0] is a compact subgroup of G˜0.
We recall the following deﬁnition: A Lie algebra over R is called compact if it admits an invariant
positive deﬁnite scalar product. Clearly, a subalgebra of a compact Lie algebra is also compact and
if a Lie algebra is commutative then it is compact (any positive deﬁnite scalar product will do). Fur-
thermore, the direct sum of two compact Lie algebras is compact as well. Finally, the Lie algebra of a
compact real Lie group is compact, see [19, pp. 228, 12].
Because G0 is compact, its Lie algebra is compact. Hence L(G0) = [L(G˜0), L(G˜0)] is a compact
Lie algebra as well. Because L(Z0) is abelian it is also compact. It follows that L(G˜0) is a compact
Lie algebra as well. We now apply a theorem about connected Lie groups with compact Lie algebras
(see [19, p. 242, Theorem 5]) and conclude that, as a Lie group, G˜0 = B×C · [G˜0, G˜0], for Lie subgroups
B,C ⊆ Z(G˜)0 (B torsion-free and C compact), and with C · [G˜0, G˜0] a compact Lie subgroup, which
we denote by H (these groups are not claimed to be deﬁnable).
Since H/[G˜0, G˜0] is abelian and its Lie algebra equals the abelian algebra L(H)/L[G˜0, G˜0], the ideal
L([G˜0, G˜0]) is a maximal semisimple subalgebra of L(H). It follows, using Levi decomposition theorem,
that L(H) = L(C) ⊕ L([G˜0, G˜0]). As we saw before, since H is compact, the group [H, H] is a compact
subgroup of H , which in this case must equal [G˜0, G˜0]. Thus, [G˜0, G˜0] is a compact subgroup of G˜0.
It follows that there is a k (actually, as remarked above, k = 1), such that [G˜0, G˜0]k = [G˜0, G˜0]. By
elementary equivalence, [G˜, G˜]k = [G˜, G˜], hence this group is deﬁnable.
As we already saw, see Corollary 5.3, the intersection of [G˜, G˜] and Z(G˜) has zero dimension and
therefore is ﬁnite. Hence, G˜  (Z(G˜0) × [G˜, G˜])/F for a ﬁnite central subgroup F . 
As is shown in [3, Example 3.1.7], the compactness assumption in the above result is necessary.
Namely, there are semialgebraic central extensions of deﬁnably simple groups in which the derived
group intersects the center in an inﬁnite discrete set, and therefore cannot be deﬁnable in any o-
minimal structure.
90 E. Hrushovski et al. / Journal of Algebra 327 (2011) 71–1067. The connection to Pillay’s conjecture
Corollary 6.2 gives a strong connection between deﬁnably compact, deﬁnably connected groups in
o-minimal structures and compact real Lie groups.
Pillay’s conjecture (now a theorem, for expansions of ordered groups, see [16] for the main case)
suggests another such connection to compact real Lie groups:
Let G be a deﬁnable group in a suﬃciently saturated o-minimal structure. Then the intersection of all
type-deﬁnable (possibly with parameters) subgroups of bounded index, call it G00 , is again type-deﬁnable
of bounded index, and G/G00 , equipped with the logic topology, is isomorphic to a compact real Lie group.
Finally, if G is deﬁnably compact then the topological dimension of G/G00 equals the o-minimal dimension
of G.
Our goal is to prove, in the deﬁnably connected case, that the pure groups G and G/G00 are
elementarily equivalent. More precisely, we will prove
Theorem 7.1. Let M be a suﬃciently saturated o-minimal expansion of an ordered group and let G be a
deﬁnably compact, deﬁnably connected deﬁnable group. Then
〈G, ·〉 ≡ 〈G/G00, ·〉.
Moreover, the map π : G → G/G00 “splits elementarily”, namely there exists an elementary embedding
(with respect to the group structure) σ : G/G00 → G which is also a section for π .
By Corollary 6.4, deﬁnably compact groups can be analyzed using abelian and semisimple sub-
groups. We ﬁrst handle the abelian case. Because we are going later on to treat deﬁnable groups
which are not necessarily connected, we will need to work in a more general setting of abelian
groups together with ﬁnitely many automorphisms.
7.1. Deﬁnable abelian groups with an additional abelian structure
Let A be an abelian group deﬁnable in an o-minimal structure M, which we assume to expand an
ordered group. We denote by Aab the expansion of the group A by all M-deﬁnable subgroups of An ,
n ∈ N, and let Lab be the associated language (note that if A is deﬁnably compact and abelian then,
by [27, Corollary 5.2], every M-deﬁnable subgroup of A is actually deﬁnable in M over the same
parameters deﬁning A). For B a subgroup of A we let Bab be the associated Lab-substructure of Aab .
In Appendix A we treat the general (not necessarily o-minimal) such situation and observe, using
known results:
Fact 7.2. Let A be an abelian deﬁnable group in an o-minimal structure, then:
(1) The structure Aab eliminates quantiﬁers.
(2) Assume that B  A is an arbitrary subgroup of A.
Then Bab ≺ Aab if and only if the following hold:
(i) For every ∅-deﬁnable (in Aab) subgroup S  An+k and b ∈ Bk,
S
(
Bn,b
) = ∅ ⇔ S(An,b) = ∅
and
(ii) for every ∅-deﬁnable (in Aab) subgroups S1  S2  An,
[S2 : S1] =
[
S2 ∩ Bn : S1 ∩ Bn
]
,
with the meaning that if this index is inﬁnite on one side then it is inﬁnite on the other.
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is the identity map on B and in addition sends every ∅-deﬁnable group S ⊆ An onto S ∩ Bn. (We call such
a map φ a homomorphic retract.)
Lemma 7.3. Let A be a deﬁnably compact, deﬁnably connected abelian group, in an o-minimal expansion M
of an ordered group and let Aab be as above.
(1) Assume that Bab ≺ Aab for a subgroup B of A, φ : A → B a homomorphic retract and let A1 = kerφ . Then
(Tor(A) + A1)ab ≺ Aab.
(2) If Aab is suﬃciently saturated then (Tor(A) + A00)ab ≺ Aab.
Note that if we take, in (1) above, B = A and φ the identity map then the lemma implies in
particular that Tor(A)ab ≺ Aab .
Proof of Lemma 7.3. (1) We need to see that Tor(A)+ A1 satisﬁes the two requirements of Fact 7.2(2).
Note that A has ﬁnitely many torsion elements of every order (by Strzebonski’s work, see [20, The-
orem 5.1]), so since it is deﬁnably connected it is also divisible. It follows that B is divisible and
contains all torsion elements of A. Therefore, since A = B ⊕ A1, the group A1 is divisible as well.
Clause (i): Let S be an M-deﬁnable subgroup of An+k and assume that (b + a1, c) ∈ S for some
b ∈ Bn , a1 ∈ An1 and c ∈ (Tor(A) + A1)k . We want to show that there is a ∈ (Tor(A) + A1)n such that
(a, c) ∈ S .
We write c = c1 + c2, for c1 ∈ Tor(A)k and c2 ∈ Ak1. If mc1 = 0 then
m(b + a1, c) =m(b + a1, c1 + c2) = (mb +ma1,mc2) ∈ S,
with (ma1,mc2) ∈ An+k1 . Because φ is a retract, we have (mb,0) ∈ S . Now, if k is the index of S(An,0)0
in S(An,0) then (kmb,0) ∈ S(An,0)0. Because this last group is divisible, there exists (a,0) ∈ S(An,0)0
such that kma = kmb and therefore b − a ∈ Tor(A)n . Finally, we have (b + a1, c) − (a,0) = (b − a +
a1, c) ∈ S , with b − a+ a1 ∈ (Tor(A) + A1)n , as needed.
Clause (ii): We will actually prove a stronger statement than needed here:
(∗) If C ⊆ An is a divisible subgroup containing Tor(A)n then for every S1 ⊆ S2 ⊆ An deﬁnable groups,
[S2 : S1] = [S2 ∩ C : S1 ∩ C]
(and both are inﬁnite if one of them is).
We clearly have [S2 ∩ C : S1 ∩ C] [S2 : S1], so we only need the opposite inequality.
Assume ﬁrst that S1 is deﬁnably connected, hence divisible. It follows that every torsion ele-
ment of the group S2/S1 (i.e. a coset of S1) contains a torsion element of S2 and therefore an
element of S2 ∩ C . Hence, we have an injective map from Tor(S2/S1) into S2 ∩ C/S1 ∩ C and hence
|Tor(S2/S1)| [S2 ∩ C : S1 ∩ C].
If [S2 : S1] is inﬁnite then dimS1 < dimS2 and therefore S2/S1 is a deﬁnably compact group of
positive dimension. It follows from [10] that Tor(S2/S1) is inﬁnite and therefore, by the inequality
above, so is [S2 ∩ C : S1 ∩ C]. If S2/S1 is ﬁnite then all its elements are torsion and therefore, by the
same inequality we have
S2/S1 = Tor(S2/S1) = [S2 ∩ C : S1 ∩ C].
If S1 is not deﬁnably connected then we apply the above argument ﬁrst to [S2 : S01] and [S1 : S01]
and then conclude the result for [S2 : S1].
(2) Since A00 is divisible we only need, by (∗) above, to see that Clause (i) holds for Tor(A)+ A00.
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coordinates and let S1 = π2(S). As we saw in [16] (see claim and preceding discussion on p. 587), we
have
S00 = (An+k)00 ∩ S = (A00)n+k ∩ S
and
π2
(
S00
)= S001 = (A00)k ∩ S1.
Assume now that (a, c1 + c2) ∈ S for a ∈ A, c1 ∈ Tor(A), c2 ∈ A00. If mc1 = 0 then (ma,mc2) ∈ S ,
with mc2 ∈ S001 . Because S001 = π2(S00) there exists e1 ∈ (A00)n such that (e1,mc2) ∈ S . Moreover,
because A00 is divisible, we have e1 =me for some e ∈ (A00)n. It follows that (ma,mc2)− (me,mc2) =
(ma−me,0) ∈ S .
If we let k be the index of S(An,0)0 in S(An,0) then (kma − kme,0) ∈ S(An,0)0 and there exists
(d,0) ∈ S such that kmd = kma− kme. In particular, (a− e) − d ∈ Tor(A)n . We now have (a, c1 + c2) −
(d,0) = (a− d, c1 + c2) ∈ S , with a− d ∈ (Tor(A)n + A00)n, as needed. 
By considering the special case of a compact real Lie group deﬁnable in the o-minimal struc-
ture Ran (or by a direct modiﬁed version of the above proof) we also have
Lemma 7.4. Let B be a connected, compact abelian real Lie group and let Ban be the expansion of (B,+) by
adding a predicate for every compact Lie subgroup of Bn. Then
Tor(B)an ≺ Ban.
We can now state the main result in the abelian case:
Theorem 7.5. Let A be an ∅-deﬁnable, deﬁnably compact, deﬁnably connected abelian group in a suﬃciently
saturated o-minimal expansion M of an ordered group. Endow B = A/A00 with an Lab-structure by inter-
preting RS , for every ∅-deﬁnable subgroup S ⊆ An, as the group π(S) ⊆ Bn (where π : A → A/A00 is the
projection map). Let Bab be the induced structure on B. Then,
(1) Bab ≡ Aab. Moreover, there is an Lab-elementary embedding σ : B → A which is a section for π .
(2) The structure Bab is a reduct of Ban above.
Proof. (1) We start with the structure T = (Tor(A) + A00)ab , which, by Lemma 7.3(2), is an elementary
substructure of Aab . By Fact 7.2(3), there exists a homomorphic retract φ : A → T and if we let A1 =
kerφ then, by Lemma 7.3(1), the structure Cab = (Tor(A) + A1)ab is also elementary in Aab .
It is left to see that the restriction of π to Cab induces an isomorphism of Cab and Bab .
Let S ⊆ An be an M-deﬁnable group and c ∈ Cn . We need to see that π(c) ∈ π(S) if and only
if c ∈ S . Write c = a + a1 for a ∈ Tor(A)n , a1 ∈ An1, and assume that π(a + a1) ∈ π(S). It follows
(A00 ⊆ kerπ ) that for some b ∈ (A00)n we have a+ b+ a1 ∈ S . Because A1 is the kernel of the retract
φ, we have a+ b ∈ S . Because a is a torsion element, there exists an m such that
ma+mb =mb ∈ S ∩ (A00)n = S00.
Because S00 is divisible, there exists b1 ∈ S00 such that mb1 = mb and therefore b − b1 is a torsion
element. However, b − b1 belongs to the torsion-free group (A00)n , hence b = b1 and b ∈ S . We can
therefore conclude that c = a + a1 ∈ S , and therefore φ|C is an isomorphism of Cab and Bab . The
inverse map σ : B → C is an elementary embedding of Bab into Aab .
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(equivalently, Logic) topology on (A/A00)n (because X + A00 is type-deﬁnable). Since every closed
subgroup of Lie group is itself a Lie subgroup (see [18, 2.3.6]), it follows that for every deﬁnable
S  An , π(S) is a Lie subgroup of Bn . Therefore, Bab is a reduct of Ban . 
Remark. Note that for all the results above we did not require the full theorem of Edmundo–Otero
about the structure of Tor(A) for a deﬁnably compact abelian group A. We only needed the weaker
statement that every deﬁnably compact inﬁnite group has inﬁnitely many torsion elements, together
with the fact that for every n, the group of n-torsion is ﬁnite [31]. However, without the stronger
result we will not be able to conclude that dim(A/A00) = dim A.
Remark. It is not hard to see that Bab is ω-saturated, hence it and Aab will actually be L∞,ω-
equivalent, improving Theorem 7.5(1).
7.2. The general case
We prove Theorem 7.1 in several steps.
For any deﬁnably compact, deﬁnably connected K , we denote by K̂ the group K/K 00. For a ∈ K ,
we let aˆ = π(a) ∈ K̂ . Note that the restriction of πK to every ﬁnite subgroup of K is an isomorphism,
because K 00 is torsion-free (see [2, Theorem 4.6]).
Claim I. If A is abelian, deﬁnably connected and deﬁnably compact then for every ﬁnite subgroup A1 ⊆ A,
〈
A, ·, {a: a ∈ A1}
〉≡ 〈 Â, ·, {aˆ: a ∈ A1}〉.
Moreover, there exists an elementary section σA : Â → A with σA(aˆ) = a for every a ∈ A1 .
Proof. Because A1 is M-deﬁnable and A00 is torsion free, this is almost immediate from Theorem 7.5.
We only need to notice that since all elements of A1 are torsion elements, the elementary embedding
of Â into A necessarily sends every aˆ ∈ Â, with a ∈ A1, to the element a. 
Claim II. Given H deﬁnably connected, deﬁnably compact and semisimple, for every ﬁnite central sub-
group H1 ⊆ H,
〈
H, ·, {a: a ∈ H1}
〉≡ 〈Ĥ, ·, {aˆ: a ∈ H1}〉.
Moreover, there exists an elementary embedding σH : Ĥ → H which is a section for π , such that σH (hˆ) = h
for every h ∈ H1 .
Proof. By Theorem 4.4(ii), using the fact that M expands an ordered group, we may assume that H
is a semialgebraic group deﬁnable over the real algebraic numbers (note the parameters we used for
the identiﬁcation of H with a semialgebraic group do not affect H00). Hence, every element of H1 is
a tuple of real algebraic numbers.
In this case (which was sometimes called “good reduction” (see [23, fact 4.1])) H00 is the set of
elements which are inﬁnitesimally close to the identity, in the sense of the ﬁeld of reals, and H(R)
can be identiﬁed with Hˆ . This identiﬁcation gives an elementary embedding σH : Hˆ → H which is
also a section for π : H → Hˆ . In particular, H = H00  σH (Hˆ). Because σH is elementary, for every
hˆ ∈ Ĥ1, the element σH (hˆ) is a central torsion element of H and we have σH (hˆ)h−1 ∈ H00 (since
πσH = id). However H00 is torsion-free (see [2, Theorem 4.6]) and therefore σH (hˆ) = h. 
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deﬁnably compact semisimple and F a ﬁnite central subgroup of A × H, then 〈G, ·〉 ≡ 〈Ĝ, ·〉. Moreover, there
exists an elementary embedding σG : Ĝ → G which is a section for π .
Proof. Since F is ﬁnite it is contained in A1 × H1 for some ﬁnite groups A1 ⊆ A and H1 ⊆ H . It is
easy to see that Â × H  Â × Ĥ . By step I and step II, we have an elementary section:
σ : 〈 Â, ·, {aˆ: ∈ Â1}〉 unionsq 〈Ĥ, ·, {hˆ ∈ Ĥ1}〉→ 〈A, ·, {a ∈ A1}〉 unionsq 〈H, ·, {h ∈ H1}〉
sending each aˆ and hˆ to a and h respectively. It follows (see the discussion in the proof of Claim 4.1)
that we have elementary section
σ1 :
〈
Â × Ĥ, ·,{(aˆ, hˆ) ∈ Â1 × Ĥ1}〉→ 〈A × H, ·,{(a,h) ∈ A1 × H1}〉,
and hence also
σ2 :
〈
Â × H, ·, {gˆ ∈ F̂ }〉 〈 Â × Ĥ, ·, {gˆ ∈ F̂ }〉 σ1−→ 〈A × H, ·, {g ∈ F }〉.
This last section sends each gˆ ∈ Fˆ to g ∈ F .
In order to complete the proof of Claim III, it is therefore suﬃcient to prove the following general
fact (with K now playing the role of A × H):
Fact 7.6. Let K be a deﬁnably connected, deﬁnably compact group and F ⊆ K a ﬁnite central subgroup. Assume
that σK : K̂ → K is an elementary section of πK : K → K̂ which, for every g ∈ F sends gˆ ∈ F̂ to g ∈ F . Then
the map σK/F which sends the element (gF )(K/F )00 of K̂/F to (σK (gK 00))F ∈ K/F is an elementary section
for πK/F : K/F → K̂/F .
Proof. By our assumption, if we expand the group language of K to include a constant for every
element of F , the map σK : K̂ → K is still an elementary section. Since K/F , K̂/ F̂ , are interpretable in
〈K , ·〉 and 〈K̂ , ·〉 in this expanded language using the same formula, it follows that the induced map
σ : K̂/ F̂ → K/F , deﬁned by
(
gK 00
)
F̂ → (σK (gK 00))F
is elementary as well.
Next, note that the map
σ ′ : (gF )(K/F )00 → (gK 00) F̂
gives an isomorphism of K̂/F and K̂/ F̂ (indeed, this follows from the exactness of the functor K → K̂ ,
see [2, Theorem 5.2]).
The composition of σ and σ ′ gives the desired σK/F . 
Proof of Theorem 7.1. By Corollary 6.4 and our earlier analysis, the group H = [G,G] is deﬁnable,
semisimple and Z(G) ∩ H is ﬁnite. We have G  (Z(G) × H)/F1, for a ﬁnite central subgroup F1 ⊆
Z(G) × H . We write A = Z(G)0. Because G is deﬁnably connected, H is deﬁnably connected as well.
Hence, we also have G  (A × H)/F , for a ﬁnite central subgroup F ⊆ A × H . Let A1 ⊆ A, H1 ⊆ H be
ﬁnite subgroups with F ⊆ A1 × H1.
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〈A, ·, {a ∈ A1}〉. By Claim II, there is an elementary map σH : Ĥ → H , elementary for 〈Ĥ, ·, {aˆ: a ∈ H1}〉
and 〈H, ·, {a ∈ H1}〉.
It follows that the pair (σA, σH ) : Â × Ĥ → A × H is an elementary section for the groups Â × Ĥ
and A×H , expanded by names for A1×H1 (so also for F ⊆ A1×H1), which in particular sends every
(aˆ, hˆ) to (a,h).
By Fact 7.6, we get an elementary section from ̂A × H/F to (A × H)/F . These last two groups are
just Ĝ and G , respectively. 
8. Finite extensions of o-minimal groups
In this section we consider ﬁnite (but not necessarily central) extensions of arbitrary groups de-
ﬁnable in o-minimal structure. Finite extensions of groups in o-minimal structures are studied by
Edmundo, Jones and Peatﬁeld in [9]. The following was shown there, using universal covers (see
Proposition 2.10): If G is a deﬁnable, deﬁnably connected group in an o-minimal structure M ex-
panding a real closed ﬁeld, and if π : G˜ → G is any ﬁnite deﬁnable extension of G , deﬁned possibly in
an o-minimal expansion N of M, then G˜ is deﬁnably isomorphic in N to a group deﬁnable in M.
This implies for example that if G is semialgebraic then so is every ﬁnite extension of G which is
deﬁnable in an o-minimal expansion.
In this section we give two different proofs for similar results about the interpretability of ﬁnite
extensions of deﬁnable groups and arbitrary topological covers of deﬁnable groups over the ﬁeld of
real numbers. Although the two main results, Theorem 8.3 and Theorem 8.4 overlap in the case of
ﬁnite covers, the assumptions and techniques are different so we include both.
We ﬁrst need the following fact about the structure of arbitrary deﬁnably connected groups in
o-minimal structures. For G a group and n ∈ N we let σn : G → G be the map σn(g) = gn .
Lemma 8.1. Let G be a deﬁnably connected group in an o-minimal structure. Then,
(i) The group G/[G,G] is divisible, namely, for every n  1, σn(G) · [G,G] = G. In fact, there exists k ∈ N
such that σn(G) · [G,G]k = G.
(ii) For every n, let 〈σn(G)〉 be the group generated by all elements gn, g ∈ G. Then G = 〈σn(G)〉. In fact, there
is k ∈ N such that G = σn(G) · · ·σn(G) (k-times).
Proof. (i) We use induction on dimG . If dimG = 1 then G is abelian (see [20, Proposition 3.1]) and
therefore divisible. We consider the general case.
Assume ﬁrst that G has an inﬁnite deﬁnable normal abelian subgroup A. By induction, G/A0
satisﬁes the lemma and therefore, for every n ∈ N, A0σn(G)[G,G] = G . Because A0 is divisible, it is
contained in σn(G) and therefore σn(G)[G,G] = G , as needed.
If G has no inﬁnite deﬁnable normal abelian subgroup then G is semisimple and therefore, by
Claim 3.1, we have [G,G] = G .
For the last clause of (i), we may work in a suﬃciently saturated structure, where the existence of
such a k is clear. Once proved there, the same k works for G in any structure.
(ii) As before we may work in a suﬃciently saturated structure. For G abelian the result is clear
since it is divisible.
Assume that G has an inﬁnite deﬁnable normal abelian subgroup A. By induction on dimension
we have G/A0 = 〈σn(G/A0)〉, which implies that G = A0〈σn(G)〉. However, since A0 is divisible it is
contained already in σn(G) and hence G = 〈σn(G)〉.
If G has no inﬁnite deﬁnable normal abelian subgroup then it is semisimple. Let us see why the
theorem is indeed true in this case.
We ﬁrst assume that G is deﬁnably simple. If G is not deﬁnably compact then it is abstractly
simple (see Fact 1.2(5)). The group 〈σn(G)〉 is clearly invariant under all automorphisms of G hence
normal, so G = 〈σn(G)〉. If G is deﬁnably compact, then by Fact 1.2 it is elementarily equivalent to
a simple compact real Lie group H . By simplicity, H = 〈σn(H)〉 =⋃∞k=1 σn(H) · · ·σn(H) (k-times). It
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the same is true for G .
If G is semisimple then Z(G) is ﬁnite and we have G/Z(G) = H1×· · ·×Hr , for Hi deﬁnably simple.
By the above, each Hi satisﬁes Hi = 〈σn(Hi)〉, and hence we have G = Z(G)〈σn(G)〉, so 〈σn(G)〉 has
ﬁnite index in G . However, 〈σn(G)〉 is a countable union of deﬁnable sets and therefore it follows
that G is a countable union of such sets. Because of saturation, this implies that 〈σn(G)〉 is actually
deﬁnable (in ﬁnitely many steps) and by the deﬁnable connectedness of G we have G = 〈σn(G)〉. 
We prove
Theorem 8.2. Let M be an arbitrary structure, suﬃciently saturated, and let R be a deﬁnable o-minimal
structure in M. Let G be an R-deﬁnable group, G˜ an M-deﬁnable group and let π : G˜ → G be an M-
deﬁnable surjective homomorphism with ﬁnite kernel N.
Then G˜ is internal to G in the reduct containing 〈G˜, ·〉, 〈G, ·〉, π and a predicate for G0 the deﬁnably con-
nected component of G (denote this reduct byM′). Namely, there is a deﬁnablemap (possibly with parameters)
in this reduct sending Gk, for some k, onto G˜.
Said differently, G˜ is in the M′-deﬁnable closure of G and a ﬁnite subset of G˜ .
Proof. We may assume that G is deﬁnably connected (in the sense of R). Indeed, since N is ﬁnite,
π−1(G0) has ﬁnite index in G˜ , so if F ⊆ G is a ﬁnite set such that G = FG0 then G˜ is in the M′-
deﬁnable closure of π−1(G0) and the ﬁnite set π−1(F ). It follows that if π−1(G0) is M′-internal to G
then so is G˜ .
We may also assume that G˜ has no M′-deﬁnable subgroups of ﬁnite index. Indeed, if G˜1 ⊆ G˜ is
deﬁnable of ﬁnite index then π(G˜1) has ﬁnite index in G , and therefore (we assume G is deﬁnably
connected) π(G˜1) = G . This in turn implies that N is not contained in G˜1, and therefore |N ∩ G˜1| <
|N|. Using induction on |N| we can now ﬁnish using the same argument as in the previous paragraph.
The assumption that G˜ has no M′-deﬁnable subgroups of ﬁnite index implies that N is central
in G . As we will show, under these assumptions, G˜ is in the deﬁnable closure of G and N .
Let n = |N|.
For k ∈ N, let fk be the term fk(x1, . . . , xk) = xn1 · · · xnk , and for a group H , let fk,H : Hk → H be the
evaluation of the term in H .
Let π : G˜k → Gk be the projection map in each of the coordinates. Similarly to Claim 2.2, we claim
that for g¯1, g¯2 ∈ G˜k , if π(g¯1) = π(g¯2) then fk,G˜(g¯1) = fk,G˜(g¯2) (we use the fact that N is central and
for every h ∈ N we have hn = 1h).
It now follows that there is an M′-deﬁnable surjective map hk : Gk → σn(G˜) · · ·σn(G˜) (k-times)
such that fk,G˜ factors through π and hk .
By Theorem 8.1, we may choose k such that G = σn(G) · · ·σn(G) (k-times). Said differently, the
map fk,G : Gk → G is surjective. It easily follows that G˜ = Nhk(Gk). 
Theorem 8.3. Let M be an o-minimal structure and assume that 1 → N → G˜ → G → 1 is an M-deﬁnable
extension with N ﬁnite and G˜ deﬁnably connected.
Let G be some expansion of 〈G, ·〉 with property ρ .
Then 1→ N → G˜ → G → 1 is deﬁnably isomorphic in M to an extension 1→ N1 → G˜ ′ → G → 1which
is deﬁnable in G over parameters (with hG : G → G the identity map).
The parameters name a bijection between a partition W of a ﬁnite collection W˜ of G-deﬁnable sets and
a ﬁnite subset of N. The collection W˜ (but not necessarily W and its members) is ∅-deﬁnable in the pure
group G.
Proof. Note that because G˜ is deﬁnably connected and N is normal and ﬁnite then it is necessarily
central. The proof of the theorem is very similar to that of Theorem 2.1. Instead of products of k
commutators (i.e. the function Fk,G ) we use products of k-many n-powers of G (the function fk,G
deﬁned above), with n = |N|. Also, instead of kn we use here the function hk : Gk → G˜ deﬁned above
and instead of the set G(k) deﬁned there we use the set
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{
g¯ ∈ Gk: fk,G(g¯) = 1
}
and its deﬁnably connected components.
Finally, instead of using the fact there that every element of the perfect group G was a product
of k commutators, we use Theorem 8.1 which implies that every element of G is a product of k n-th-
powers. The other details are identical to the proof of Theorem 2.1. The collection W˜ is the set of
deﬁnably connected components of G(2r) and G(3r) as described there. 
8.1. The real case
Just like in case of Theorem 2.8, if one works over the ﬁeld of real numbers then there is no need
to assume that G˜ is deﬁnable and we obtain the following version of Theorem 8.3:
Theorem 8.4. LetM be an o-minimal structure over the ordered set of real numbers, G anM-deﬁnable group
and assume that E : 1 → N → G˜ → G → 1 is a topological extension with N ﬁnite and G˜ connected (again,
assuming that the homomorphisms are quotient maps).
Let G be some expansion of 〈G, ·〉 with property ρ .
Then E is isomorphic as a topological extension, to an extension E ′ : 1 → N1 → G˜ → G → 1 deﬁnable in
the structure G (with the isomorphism being the identity on G).
Proof. The arguments as to why this version of Theorem 8.4 is true are identical to those explained
in the proof of Theorem 2.8. In both cases the only o-minimal facts that are being used apply to G
(rather than G˜). 
We end this diversion into extensions of deﬁnable real Lie groups by considering topological covers
and related central extensions. This is really an application of work by Edmundo [7] and Edmundo
and Eleftheriou [8] on universal covers and local deﬁnability in an o-minimal setting, as well as work
on deﬁnable fundamental groups by Berarducci and Otero [3]. We include the material because we
could not ﬁnd it precisely stated in the literature. In any case thanks to Edmundo for his explanations
to us of results implicit in his work, some of which we repeat in the proof below.
Let us now set up notation for Theorem 8.5 below. M = 〈R,<,+, ·, . . .〉 will be an o-minimal
expansion of the real ﬁeld, and G a deﬁnably connected group deﬁnable in M (so G is what we have
called a deﬁnable real Lie group). G˜ will be the topological universal cover of G (also a connected
real Lie group) and Γ denotes the kernel of G˜ → G , namely the fundamental group π1(G) of G . So Γ
is a central discrete closed subgroup of G˜ . If f : Γ → A is a homomorphism from Γ into an abelian
group A, we form as usual the group G˜ A = G˜ ×Γ A, and we have a central extension 1→ A → G˜ A →
G → 1 of G (as abstract groups). We will refer to locally deﬁnable groups, for which the reader can
consult [8], although we give an explanation inside the proof.
Theorem 8.5.
(i) G˜ and the covering homomorphism can be realized, even topologically, as a locally deﬁnable group and
homomorphism in M.
(ii) G˜ A with its group structure, the extension 1→ A → G˜ A → G → 1, together with a section G → G˜ A , can
be interpreted with parameters in the two-sorted structure consisting of M and 〈A,+〉.
Proof. We will be brief. But note ﬁrst that taking A = Γ and h the identity, (ii) says that G˜ can be
interpreted in the two-sorted structure consisting of M and 〈Γ,+〉.
Recall ﬁrst that for an arbitrary central group extension E : 1→ A → H π−→ G → 1, if s : G → H is
a section for π , and hs(x, y) = s(xy)−1s(x)s(y), then hs (which is called a 2 cocycle) is a map from
G×G into A and the group H is isomorphic to the group H ′ whose underlying set is G× A and whose
group operation is given by (x,a) · (y,b) = (xy,hs(x, y) + a + b) (we can write the second coordinate
additively because A is abelian). Moreover π ′ : H ′ → G is the usual projection, the embedding of A
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recover E we only need to ﬁnd such a deﬁnable cocycle hs .
We now prove part (i). The statement of (i) is that there exists in M a locally deﬁnable group U =⋃
i∈I Xi (i.e. a bounded directed union of deﬁnable sets) with a locally deﬁnable group operation (i.e.
it is deﬁnable when restricted to each Xi × X j), and a locally deﬁnable surjective homomorphism
w : U → G , and moreover the group U with its topology as a locally deﬁnable group in M is precisely
the universal covering of G . The reasoning is as follows: Choose w : U → G to be the universal locally
deﬁnable cover of G as described in [8]. U has of course a topology as a locally deﬁnable group,
and as the underlying set of M is R, it will be locally Euclidean, connected, and a topological cover
of G . So w induces an embedding w∗ of the topological fundamental group π1(U) of U into π1(G).
We will point out that π1(U) = 0, whereby U will be the universal cover G˜ of G . Let c ∈ π1(U). So
w∗(c) ∈ π1(G). By [4], π1(G) = πdef1 (G) (the deﬁnable fundamental group of G), whereby w∗(c) is
represented by a deﬁnable path γ (beginning and ending at the identity). By Lemma 2.7(1) of [8], γ
lifts to a deﬁnable path γ ′ in U starting at the identity. On general topological grounds, γ ′ is a loop,
and represents c. But πdef1 (U) is trivial, whereby γ ′ is deﬁnably homotopic to the identity. Thus c = 0.
For (ii) let us ﬁrst prove the special case that U is deﬁnable in 〈M;Γ 〉. Because I is bounded,
there is an i0 ∈ I such that Xi0 projects onto G . Because of deﬁnable choice, there is an M-deﬁnable
Y ⊆ Xi0 and an M-deﬁnable s : G → Y which is a section for w . Moreover, because of local deﬁn-
ability, there is j ∈ I such that Y−1 · Y · Y ⊆ X j , hence the associated 2-cocycle hs : G × G → X j is
also M-deﬁnable and its image is contained in X j . Note that since w|X j : X j → G is deﬁnable it
follows that the image of hs in Γ must be ﬁnite (otherwise the kernel of π in X j will be an inﬁnite
deﬁnable discrete set). Finally, as mentioned above, given the cocycle hs we can recover a deﬁnable
covering 1 → Γ ′ → U ′ → G → 1 in 〈M; 〈Γ,+〉〉 which is isomorphic to the original one. Because Γ
is a bounded set (independently of the model M) the set U ′ = Γ × G can be written as a directed
union of deﬁnable sets. Since hs is an M-deﬁnable map the group structure on U ′ is locally deﬁn-
able. Finally, the isomorphism (x,a) → x · a from U ′ to U is locally deﬁnable as well and therefore a
homeomorphism.
We now consider the general case of (ii). By what has been done so far we may identify G˜ with U .
Let hs : G × G → Γ be the 2-cocycle from the previous paragraph. Deﬁne h′ : G × G → A to be f ◦
hs (where recall f is the given homomorphism of Γ into A). Then h′ is precisely the 2-cocycle
determining G˜ A . As hs was deﬁnable in M with ﬁnite image in Γ , it follows that the group operation
on G × A given in the ﬁrst paragraph of the proof is deﬁnable in the two-sorted structure consisting
of M and 〈A,+〉. 
Let us remark in closing this section that Theorem 8.5 gives an interesting twist on certain covering
structures considered by Zilber, such as the two-sorted structure M0, say, consisting of 〈C,+〉 in one
sort, 〈C,+, ·〉 in the other sort and the complex exponential map exp going from the ﬁrst sort to the
second. The kernel of exp can be identiﬁed with the (deﬁnable in M0) subgroup Z of the ﬁrst sort.
It is easy to see that the full structure M0 cannot be interpreted in the reduct consisting of the sorts
〈Z,+〉 and 〈C,+, ·〉. But Theorem 8.5 says that M0 can be so interpreted if we add a predicate for R
to the second sort.
We should also mention the PhD thesis [12] of Misha Gavrilovich on the model theory of the uni-
versal covering spaces of complex algebraic varieties, which contains ideas and constructions related
to ours above.
9. Groups which are not deﬁnably connected
In this section we prove an analogue of Theorem 7.1 for deﬁnably compact groups which are not
assumed to be deﬁnably connected.
We assume that M is a suﬃciently saturated o-minimal structure expanding a real closed ﬁeld.
We still use Ĝ to denote G/G00. Here are some preliminaries:
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(i) Let G be any group, and H a normal subgroup of ﬁnite index. Then there are g1, . . . , gn ∈ G, and
hij ∈ H, 1  i, j  n, such that the structures 〈G, ·, H, g1, . . . , gn〉 and 〈H, ·,α1, . . . ,αn,hij〉i, j are bi-
interpretable, where αi : H → H are deﬁned by αi(x) = gixg−1i .
(ii) In the special case when G is deﬁnable in an o-minimal structure and H = G0 (as always, G0 is the
deﬁnably connected component of G in the sense of M), then G0 is deﬁnable in 〈G, ·〉 without parameters
so in fact 〈G, ·, gi〉i and 〈G0, ·,αk,hij〉i, j,k are bi-interpretable.
Proof. (i) Let g1, . . . , gn be representatives of the cosets of H in G , and for each 1  i, j  n, let
gi g j = hij gr for r = r(i, j) and hij ∈ H .
To interpret G in H = 〈H, ·,αk,hij〉i, j,k , we ﬁx some elements a1, . . . ,an ∈ dcleqH(∅) and interpret G
on the set H × {a1, . . . ,an}, with the group operation given by
(h,ai)
(
h′,a j
)= (h · αi(h′) · hij, gr(i, j)).
The elements g1, . . . , gn are then identiﬁed with (1,a1), . . . , (1,an).
The interpretation of H , the αi ’s and hij ’s in 〈G, ·, H, g1, . . . , gn〉 is obvious, and it is easy to see
that the two interpretations yield bi-interpretability
(ii) In the notation of Lemma 8.1, there is an n such that σn(G) ⊆ G0 and therefore, by the same
lemma, there is a k such that G0 = σn(G) · · ·σn(G) (k-times). This implies that G0 is deﬁnable (with-
out parameters) in G . 
By the above, in order to understand an arbitrary deﬁnable group G we need to understand G0
together with ﬁnitely many deﬁnable automorphisms.
By 6.4, every deﬁnably compact, deﬁnably connected group G is the almost direct product of the
semisimple group [G,G] and Z(G)0.
Clearly, every deﬁnable automorphism of G leaves invariant both [G,G] and Z(G)0, so we need to
understand each of the two groups, together with ﬁnitely many deﬁnable automorphisms.
Theorem 7.5 allows us to treat deﬁnable automorphisms of a deﬁnable abelian group A (by viewing
their graph as a subgroup of A × A). Hence, we now need to examine deﬁnable automorphisms of
deﬁnable semisimple groups.
Claim 9.2. Let M be an o-minimal expansion of a real closed ﬁeld R. If G is an R-semialgebraic, deﬁnably
connected, deﬁnably compact semisimple group, then every deﬁnable automorphism of G in the structure M
is R-semialgebraic.
Proof. Assume ﬁrst that G is deﬁnably simple and f : G → G is a deﬁnable automorphism. Because
G is deﬁnably compact it is bi-interpretable with a real closed ﬁeld R1. Therefore, by [25, Proposi-
tion 4.8] (a Borel–Tits-style result), f = g ◦ h, where g is an R-semialgebraic automorphism of G and
h is induced by an automorphism σ of the semialgebraic ﬁeld R1. The proof of Proposition 4.8 cited
above shows that σ is deﬁnable, if f is deﬁnable. So σ is deﬁnable, ﬁxes the rationals pointwise,
and thus equals the identity (its set of ﬁxed points is an inﬁnite deﬁnable subgroup of R1). So f is
semialgebraic, proving the claim in the special case.
Assume now that G is semisimple and centerless. Hence, by Fact 1.2, G is deﬁnably isomorphic
in R to H1 × · · · × Hn , where each Hi is a linear semialgebraic group, deﬁned over the real algebraic
numbers Ralg ⊆ R . Without loss of generality, G = H1 × · · · × Hn , and we consider each Hi as a
subgroup of G . We want to show ﬁrst that f must permute the Hi ’s so we claim that H1, . . . , Hn are
the only deﬁnable, nontrivial, minimal normal subgroups of G . The deﬁnability of the Hi ’s was shown
in the proof of Theorem 4.4 and clearly each Hi is minimal among the normal deﬁnable subgroups.
We want to show that these are the only ones. Take H ⊆ G nontrivial, normal and deﬁnable and
consider H ∩ Hi for the various Hi ’s. If the intersection is nonempty for some i then clearly Hi ⊆ H
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the graph of an isomorphism h : H1 → H2. Let us see that this is impossible. Take x = 1 in H1 and
y = h(x) ∈ H2 and choose z ∈ H2 which does not commute with y (H2 is centerless). If we conjugate
(x, y) by the elements (1, z) ∈ H1 × H2 then we get a new element (x, z−1 yz) in the graph of h, with
z−1 yz = y, contradiction. We therefore proved our claim about the Hi ’s and as a result showed that
f must permute the Hi ’s.
It is therefore suﬃcient to prove that any deﬁnable isomorphism between two deﬁnably simple
semialgebraic groups is itself semialgebraic. As above, this follows from [25, Proposition 4.8(2)].
Let G be a deﬁnably connected semisimple group. In case H is a group interpretable in G on which
f induces a well-deﬁned map we denote this map by f |H . Now, since f : G → G is an automorphism
it leaves Z(G) invariant and we denote the map induced on H = G/Z(G) by f |H . Because f |(G/Z(G))
is deﬁnable then, by the centerless case, f |(G/Z(G)) is semialgebraic (and clearly the ﬁnite map
f |Z(G) is also semialgebraic).
By Theorem 2.1, there is a surjection σc : Z(G)× (G/Z(G))2r → G which is deﬁnable in 〈G, ·〉, over
a tuple of parameters c from G . We let d = f (c). Then for every x ∈ G , if x = σc(a,b), for a ∈ Z(G)
and b ∈ (G/Z(G))2r then
f (x) = f (σc(a,b))= σd( f |Z(G)(a), f |(G/Z(G))(b)).
The map σd is semialgebraic and because f |(G/Z(G)) and f |Z(G) are semialgebraic so is f . 
The following lemma is general.
Lemma 9.3. Let G be an arbitrary group, A ⊆ G a central subgroup of G, such that for some number k, G/A =
[G/A,G/A]k.
Let f : G → G be a group automorphism of G such that f (A) = A. Then f is deﬁnable in the structure G=
〈G, ·, A, f |A, f |(G/A)〉.
Proof. We use Beth deﬁnability theorem: Namely, we take 〈G˜, A˜, f˜ |A, f˜ |(G/A)〉 elementarily equiv-
alent to G and show that there is a unique automorphism g : G˜ → G˜ leaving A invariant such that
g|A = f˜ |A and g|(G/A) = f˜ |(G/A). Note that the assumption on G implies that G˜ is still the prod-
uct of A˜ and [G˜, G˜] (this is true in G and because [G/A,G/A] is generated in ﬁnitely many steps, it
becomes a ﬁrst-order statement true in G˜ as well).
Assume that we have g,h : G˜ → G˜ automorphisms as above and consider gh−1. Then gh−1| A˜ = id
and gh−1|G˜/ A˜ = id. We may therefore assume that g| A˜ and g|(G˜/ A˜) are the identity maps and aim
to show that g = id.
Because g|(G˜/ A˜) = id, for every x ∈ G˜ , we have x−1g(x) ∈ A˜ and hence there exists a function
a : G˜ → A˜ such that g(x) = xa(x). We claim that a is a group homomorphism: For x, y ∈ G˜ we have
xya(xy) = g(xy) = g(x)g(y) = xa(x)ya(y) = xya(x)a(y)
(because a(x),a(y) are central elements). It follows that a(xy) = a(x)a(y).
For every x ∈ A we have g(x) = x, hence a(x) = 1. Also, if b = xyx−1 y−1 is a commutator in G˜
then g(b) = b · a([x, y]) = b[a(x),a(y)] = b, hence a(b) = 1. But then ker(a) contains both A and the
commutator subgroup of G˜ . Because G˜ is generated by these two groups, a(x) = 1 for all x ∈ G˜ and
therefore g = id. 
Theorem 9.4. If G is a deﬁnably compact group in an o-minimal expansion M of an ordered group (not
necessarily deﬁnably connected) then it is elementarily equivalent to a deﬁnably compact, semialgebraic (over
parameters) group H over a real closed ﬁeld, with dim H = dimG.
Proof. As we saw in Claim 9.1, G is bi-interpretable, over parameters from G0, with G0 together with
the action of ﬁnitely many automorphisms f1, . . . , fk . For simplicity, we denote G0 by H and Z(H)0
by A.
E. Hrushovski et al. / Journal of Algebra 327 (2011) 71–106 101We also saw, in Lemma 9.3, that the structure〈
H, ·, { f1, . . . , fk}, {c1, . . . , cr}
〉
(for constants c1, . . . , cr ∈ H) is deﬁnable in〈
H, ·, A, { f i |A: i = 1, . . . ,k},
{
f i|(H/A): i = 1, . . . ,k
}
, {c1, . . . , cr}
〉
.
We denote each f i |(H/A) by gi and each f i |A by hi .
By Theorem 6.1, the group H is interpretable, over parameters, in the two-sorted struc-
ture 〈H/A, A〉. Putting it all together, we see that G is interpretable, over parameters, in 〈H/A, {gi: i =
1, . . . ,k}, A, {hi: i = 1, . . . ,k}〉 (where H/A and A are endowed with their group structure).
By Theorem 4.4 the semisimple group H/A is deﬁnably isomorphic to a semialgebraic group G0
over Ralg ⊆ R , for a real closed ﬁeld R and by Claim 9.2, each gi is sent by this isomorphism to an
R-semialgebraic automorphism of G0, possibly deﬁned over parameters.
The structure 〈A,+, {h1, . . . ,hk}〉 is clearly a reduct of the structure Aab considered in Theorem 7.5
(since every automorphism of G gives rise to a subgroup of G × G). Therefore, it is elementarily
equivalent to an expansion of a connected, compact, abelian real Lie group Â (with dim Â = dim A),
by Lie group automorphisms ĥ1, . . . , ĥk . Finally, Â, as a compact Lie group, is isomorphic to a real
algebraic linear group L. This isomorphism takes each graph of ĥi to a Lie subgroup of L2, which
itself must be semialgebraic (indeed, this last fact follows for example from [24, 3.3], applied to the
o-minimal structure Ran , in which every deﬁnable compact linear group is deﬁnable).
Hence, by going to a suﬃciently saturated real closed ﬁeld R˜ , we can ﬁnd constants d1, . . . ,dr ∈ R˜
such that
M1 =
〈
A, {hi: i = 1, . . . ,k}, H/A, {gi: i = 1, . . . ,k}, {ci: i = 1, . . . , r}
〉
is elementarily equivalent to
M2 =
〈
L(R˜), {̂hi: i = 1, . . . ,k},G0(R˜), {̂gi: i = 1 . . . ,k}, {di: i = 1, . . . , r}
〉
,
with G0, L, and the automorphisms ĝi, ĥi all semialgebraic.
Because G is deﬁnable over parameters in M1, it is elementarily equivalent to a group deﬁnable
(over parameters) in M2, and this last group must be semialgebraic. 
Remark. By Lemma A.2, the parameters in A can be realized as tuples of real algebraic elements in an
elementarily equivalent real algebraic group over R. However, we do not know how to do the same
for the parameters in H/A.
10. Compact domination for deﬁnably compact groups
Here we give another application of Corollary 6.4. The “compact domination conjecture” for de-
ﬁnably compact, deﬁnably connected groups in (saturated) o-minimal expansions of real closed ﬁelds,
was introduced in [16]. The conjecture says that G is dominated by G/G00 equipped with its Haar
measure. Namely, writing π : G → G/G00 for the canonical surjective homomorphism, for any deﬁn-
able subset X of G in the structure M, the set of c ∈ G/G00 such that π−1(c) intersects both X and
its complement, has Haar measure 0. We sometimes just say “G is compactly dominated”. The con-
jecture was proved in [16] for G with “very good reduction”, and by part (ii) of Theorem 4.4 of the
current paper, this is the case for semisimple deﬁnably connected groups. In [17] compact domination
was proved for G commutative. With Corollary 6.4 we know that an arbitrary G (deﬁnably compact,
deﬁnably connected) almost splits into its semisimple and abelian parts, and one would expect that
this makes it easy to deduce compact domination of G from the two special cases.
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of a real closed ﬁeld, is compactly dominated.
Proof. We ﬁrst prove the result for a group G × H , with G commutative and H semisimple and
deﬁnably connected. It is clear that (G × H)00 = G00 × H00. It is suﬃcient to prove the result for
each deﬁnable set separately so we may assume that the language is countable. We ﬁx M0 ⊆ M a
countable model. We let
π : G × H → G/G00 × H/H00,
with π = (π1,π2) and π1 : G → G/G00, π2 : H → H/H00.
The following observation is true in greater generality (for any type-deﬁnable equivalence relation),
but we only observe it in the o-minimal setting: If K is a deﬁnably compact group in M, deﬁnable
over M0 and a1,a2 ∈ K realize the same type over M0 then they lie in the same K 00-coset.
Indeed, let σ be an automorphism of M which ﬁxes M0 and takes a1 to a2. The map σ induces
a continuous (with respect to the logic topology) automorphism of K/K 00 which ﬁxes all the torsion
points of K (since they belong to M0). But π(Tor(K )) is dense in K/K 00, therefore σ induces the
identity map on K/K 00. It follows that a1,a2 lie in the same K 00-coset.
Let X ⊆ G × H be a deﬁnable set over M0 and assume, towards contradiction, that the set
B = {(g′,h′) ∈ G/G00 × H/H00: π−1(g′,h′)∩ X = ∅ & π−1(g′,h′)∩ Xc = ∅}
has positive Haar measure.
At this point we have to refer to and draw some conclusions from the published paper [16] and the
preprint [17]. Let M∗ denote the expansion of M obtained by adjoining relations for all externally
deﬁnable sets, namely intersections of deﬁnable (with parameters) sets in an elementary extension
of M with the various Mn . As pointed out (with references) at the beginning of Section 8 of [17],
results of both Shelah and Baisalov–Poizat imply that M∗ is weakly o-minimal (but not o-minimal).
As H has “very good reduction” (i.e. by Theorem 4.4 of the current paper) we may assume that H is a
semialgebraic group deﬁned over a copy R of the real ﬁeld in M (and as such is already a topological
group). Then H00 is deﬁnable in M∗ as the usual inﬁnitesimals. By Lemma 8.2 of [17], G00 is also
deﬁnable in M∗ . Hence G/G00 × H/H00 is a deﬁnable group in (M∗)eq . For the sake of this part of
the paper we will be working in (M∗)eq so will talk about “deﬁnable in” rather than “interpretable
in”.
Claim. There is a set I and ordering < (piecewise dense), deﬁnable in, and o-minimal in, M∗ such that:
(i) G/G00×H/H00 is deﬁnably isomorphic (inM∗) to a subset of Im, and so is equippedwith an appropriate
o-minimal topology with respect to which the group operation is continuous.
(ii) This o-minimal topology on G/G00 × H/H00 coincides with the logic topology.
(iii) A deﬁnable subset of G/G00 × H/H00 has interior (in either topology) if and only if it has positive Haar
measure.
Proof. Firstly to say that (I,<) is o-minimal in M∗ means that any subset of I deﬁnable (with
parameters) in M∗ is a ﬁnite union of intervals and points, and moreover uniformly (namely holds
also in a saturated model).
Secondly we note that (i) and (ii) hold for each of G/G00 and H/H00 separately. In the case
of G/G00 this is 8.7 and 8.15 respectively of [17]. The case of H/H00 is more direct (although also
follows from these results in [17]). Namely we know generally that identifying H/H00 with H(R) via
the standard part map shows that the logic topology on H/H00 coincides with the Lie group topology
on H(R). Also we take here I to be Fin/Inf (ﬁnite elements of M quotiented by inﬁnitesimals) which
identiﬁes I with R. (See Section 10 of [17].)
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o-minimal in M∗ . Hence we obtain (i). As both the o-minimal and logic topologies on the product
G/G00 × H/H00 are the products of the respective topologies on G/G00, H/H00, we also obtain (ii).
For (iii): clearly any deﬁnable set X , being a Boolean combination of open sets, is Haar measurable.
By compactness of the group, if X has interior then ﬁnitely many translates cover the group, so X has
positive measure. The converse is contained in the proof of Lemma 8.9 of [17] for example. 
We now return to the main thread of the proof. As the set B is deﬁnable in M∗ and has positive
Haar measure, by (iii) of the Claim above, there are open (deﬁnable) sets U ⊆ G/G00 and V ⊆ H/H00
with U × V ⊆ B . We claim that there exists g′ ∈ U such that all elements of π−11 (g′) realize the same
type in M, over M0. Indeed, because G is compactly dominated, for every M0-deﬁnable subset X
of G , the set of all g′ ∈ G/G00 such that π−11 (g′) ∩ X = ∅ and π−11 (g′) ∩ Xc = ∅ has Haar measure
zero. So, after removing countably many such sets (each of measure zero), the pre-image of every
g′ ∈ U under π1 is contained in a complete M-type over M0.
We ﬁx one such g′ ∈ U as above, g ∈ π−11 (g′), and consider the set Xg = {h ∈ H: (g,h) ∈ X}.
We claim that for every h′ ∈ V , the sets π−12 (h′) ∩ Xg and π−12 (h′) ∩ Xcg are both nonempty, and
this will contradict the fact that H is compactly dominated, as V being open has positive measure.
Indeed, if h′ ∈ V then, by assumption on B , there are g1, g2 ∈ π−11 (g′) and h1,h2 ∈ π−12 (h′) with
(g1,h1) ∈ X and (g2,h2) ∈ Xc . Because g1, g2 and g all realize the same type over M0, there are
h3,h4 ∈ H conjugates over M0 of h1,h2, respectively, with (g,h3) ∈ X and (g,h4) ∈ Xc . By our earlier
observation, h3 and h4 belong to the pre-image of h′ , so π−12 (h′)∩ Xg and π−12 (h′)∩ Xcg are nonempty.
Contradiction. We thus showed that G × H is compactly dominated.
The result for an arbitrary deﬁnably compact group follows from the special case using Corol-
lary 6.4, noting that compact domination is preserved under quotients (using the fact that a deﬁnable
surjective homomorphism σ : G1 → G2 of deﬁnably compact groups sends G001 onto G002 , see [2, The-
orem 5.2]). 
Appendix A. On Abelian groups
Since all groups here are abelian we write them additively.
Lemma A.1. Let A, B be two divisible abelian groups such that B has unbounded exponent. Assume that
φ : B → A is a group embedding, with Tor(A) ⊆ φ(B). Then φ is an elementary map (in the language of
groups).
Proof. This is a well-known fact in the model theory of abelian groups. First by considering the
Szmielew invariants, B and A are elementarily equivalent. Secondly as B is divisible, φ(B) is pure in A,
hence an elementary substructure. See Appendix A.2 of [14] for an account of the background. 
We also need the following claim on deﬁnable abelian groups in o-minimal structures.
Lemma A.2. Let M be an o-minimal expansion of an ordered group. If G is a deﬁnable abelian group (possibly
not deﬁnably connected) and C is a ﬁnite subset of G then 〈G,+, {b ∈ C}〉 (namely, we add a constant to every
element of C ) is elementarily equivalent to a real algebraic group of the same dimension, with ﬁnitely many
real algebraic elements named. If G is deﬁnably compact then the real algebraic group can be chosen to be
compact.
Proof. Assume ﬁrst that G is deﬁnably connected. It follows that it is divisible.
By [28], there exists G0 ⊆ G a torsion-free deﬁnable subgroup of G with G/G0 deﬁnably compact.
Because G0 is divisible and torsion-free it is elementarily equivalent to RdimG0 . The group G1 = G/G0
is a deﬁnably compact, deﬁnably connected group and therefore by [10] (and, in the case that M
expands an ordered group also by [11] and [22]), Tor(G1) is isomorphic to the torsion group of the
real torus TdimG1 . It follows (say, by A.1) that G1 is elementarily equivalent to the semialgebraic
TdimG1 and G is elementarily equivalent to the group RdimG0 × TdimG1 .
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any divisible subgroup of an abelian group is a direct summand, it follows that H can be written
as the direct sum of Tor(G) and Qc1 ⊕ · · · ⊕ Qck , for some c1, . . . , ck ∈ C . By Lemma A.1, H is an
elementary subgroup of G . It can be realized also as an elementary subgroup of RdimG0 × TdimG1 .
Moreover, since all torsion elements are given as tuples of real algebraic numbers and we can also
choose real algebraic elements which are torsion-free and Q-independent (using the well-known fact
that the ﬁeld of real algebraic numbers is inﬁnite-dimensional as a Q-vector space), it follows that
〈G,+, {g: g ∈ C ∪ Tor(G)}〉 is elementarily equivalent to RdimG0 × TdimG1 , with names for all torsion
elements and ﬁnitely many other elements, all having real algebraic coordinates.
Assume now that G is not deﬁnably connected. Then it equals a direct sum of its connected
component G0 and a ﬁnite group and therefore, by the above, it is elementarily equivalent to a semi-
algebraic group H of the same dimension, which can be deﬁned over the real algebraic numbers. We
can handle similarly ﬁnitely many named elements in G . The last clause follows from the proof. 
Given an expansion A of an abelian group A, consider the sub-language Lab which has a predi-
cate RS for every ∅-deﬁnable (in A) subgroup S ⊆ An , n ∈ N, as well as symbols for + and 0. Let Aab
denote the reduct of A to Lab . Such a structure has been sometimes called an abelian structure. We call
the subgroups S above the basic ones in the structure Aab . If B is a subgroup of A then we denote by
Bab the Lab-induced structure on B , namely the interpretation of RS is just its intersection with Bn .
The next fact is a restatement of Fact 7.2, but we add a bit more information in item (1). The results
belong to the folklore around abelian structures but we give a few details.
Fact A.3. In the above setting (no o-minimality is assumed):
(1) (i) The theory of the structure Aab eliminates quantiﬁers (in the language Lab).
(ii) Moreover Th(Aab) is axiomatized as follows: (a) Axioms for abelian groups. (b) Each symbol R S de-
notes a subgroup. (c) Axioms for the deﬁning properties of R S : If S1 is a projection of S2 then RS1
denotes the corresponding projection of R S2 , and if S1 = {x ∈ An: S2(x,0)} then RS1 denotes the
corresponding ﬁber of R S2 . (d) Axioms about the index (a given ﬁnite number or ∞) of R S1 in RS2
whenever S1  S2  An are basic.
(2) Assume that B  A is a subgroup of A.
Then Bab ≺ Aab if and only if the following hold:
(i) For every ∅-deﬁnable (in Aab) subgroup S  An+k and b ∈ Bk,
S
(
Bn,b
) = ∅ ⇔ S(An,b) = ∅.
(ii) For all ∅-deﬁnable (in Aab) subgroups S1  S2  An,
[S2 : S1] =
[
S2 ∩ Bn : S1 ∩ Bn
]
,
with the meaning that if this index is inﬁnite on one side then it is inﬁnite on the other.
(3) Assume that Aab has DCC on ∅-deﬁnable subgroups. Then, for every Bab ≺ Aab there exists a surjective
group homomorphism φ : A → B which is the identity map on B and in addition sends every ∅-deﬁnable
S ⊆ An onto S ∩ Bn. (We call such a φ a homomorphic retract.)
Proof. (1)(i) is proved in [13].
(1)(ii) can be extracted from the proof of the quantiﬁer elimination result in [13], in exactly the
same way as the analogous statement for theories of modules is deduced from the proof of pp elimi-
nation for modules. See Theorem 1.1 and Corollary 1.5 of [32]. In fact in the statements on indices only
basic subgroups of A itself (rather than An) need be considered. A direct proof of (ii) would go as fol-
lows: let B,C be ω-saturated models of the given axioms. Then try to show that the collection of par-
tial isomorphisms between ﬁnitely generated substructures has the back-and-forth property. Namely
suppose that b¯ and c¯ are ﬁnite tuples from B, C respectively, which have the same quantiﬁer-free type,
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compactness, given some basic S and T1, . . . , Tk such that B | RS (b¯,d)∧¬RT1 (b¯,d)∧· · ·∧¬RTk (b¯,d),
we must show that C | ∃y(RS(c¯, y)∧¬RT1 (c¯, y)∧ · · ·∧¬RTk (c¯, y)). We can accomplish this by using
the Neumann Lemma together with the information about the indices of RS (0¯, y) ∧∧i∈I RTi (0¯, y)
in Rs(0¯, y) for all subsets I = {1, . . . ,k}, as well as formulas in the quantiﬁer-free type of b¯. Going
through the details would just be repeating the proof of pp-elimination in modules.
(2) follows from (1).
(3) Using the quantiﬁer elimination result above, the proof of (3) is basically identical to that of
Theorem 2.8, p. 28, in [30]. The mathematical content here is that a totally transcendental abelian
structure is algebraically compact, namely in the present set-up, that for any B as in the statement
of (iii), any positive quantiﬁer-free type over B in possibly inﬁnitely many variables (and which is
consistent with the complete diagram of B) is realized in B. A direct proof would go as follows:
Let Σ(x1, x2, . . .) be a set of atomic formulas with parameters from B which is consistent. We can
assume Σ to be closed under ﬁnite conjunctions (in the obvious sense). The DCC assumption implies
that the set of formulas ∃x2, x3, . . . (ψ(x1, x2, x3, . . .)) (with free variable x1) for ψ ranging over Σ , is
equivalent to a single formula, which we can realize in B. Continue. 
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