We study the on-line version of the maximum independent set problem, for the case of disk graphs which are graphs resulting from intersections of disks on the plane. In particular, we investigate whether randomization can be used to break known lower bounds for deterministic on-line independent set algorithms and present new upper and lower bounds.
Introduction
Given a graph G, the maximum independent set problem is to find an independent set (i.e., a set of nodes without edges between them) of maximum size. We study the maximum independent set problem in graphs modelling intersections of disks in the plane.
The intersection graph of a set of disks in the Euclidean plane is the graph having a node for each disk and an edge between two nodes if and only if the corresponding disks overlap. Each disk is defined by its radius and the coordinates of its center. Two disks overlap if the distance between their centers is strictly smaller than the sum of their radii. A graph G is called a disk graph if there exists a set of disks in the Euclidean plane whose intersection graph is G. The set of disks is called the disk representation of G. A disk graph is called unit disk graph if all disks in its disk representation have the same radius. A disk graph is -bounded if the ratio between the maximum and the minimum radius among all the disks in its disk representation is at most .
In disk graphs, the maximum independent set problem is important since it can model resource allocation problems in radio communication networks [8] . Consider a set of transmitters located in fixed positions within a geographical region. Each transmitter uses a specific frequency to transmit its messages. Two transmitters can successfully (i.e., without signal interference) transmit messages simultaneously either if they use different frequencies or if they use the same frequency and their ranges do not overlap. Given a set of transmitters in a radio network, in order to guarantee successful transmissions simultaneously, an important engineering problem that has to be solved is the call admission problem where the objective is to find a maximum-sized set of transmitters which can use the same frequency. Assuming that all transmitters have circular range, the graph reflecting possible interference between pairs of transmitters is a disk graph. The call admission problem is equivalent to the maximum independent set problem.
An instance of the maximum independent set problem may or may not include the disk representation (i.e., disk center coordinates and/or radii) of the disk graph as part of the input. Clearly, the latter case is more difficult. Information about the disk representation of a disk graph is not easy to extract. Actually, determining whether a graph is a disk graph is an NP-hard problem [10] .
The maximum independent set in disk graphs has been proved to be NP-hard even for unit disk graphs and even if the disk representation is given as part of the input [5] . A naive independent set algorithm is the algorithm First-Fit: starting from an empty set, it incrementally constructs an independent set by examining the nodes of the graph in an arbitrary order and including a node in the independent set only if none of its neighbors has been previously included. When applied to unit disk graphs, First-Fit has approximation ratio at most 5 and does not use the disk representation [14] (also implicit in [11] ). In [14] , a 3-approximation algorithm is obtained by computing a specific ordering of the nodes of a unit disk graph and running First-Fit according to this ordering. A similar idea leads to a 5-approximation algorithm in general disk graphs [14] . Furthermore, as it has been observed in [6] , a (2.5 + )-approximation algorithm for unit disk graphs follows by a more general result presented in [9] . None of the algorithms above use the disk representation. Polynomial-time approximation schemes have been presented for both unit disk graphs [12, 15] and general disk graphs [7, 4] when the disk representation is given while a polynomial-time approximation scheme for unit disk graphs presented in [16] does not use the disk representation.
In the on-line version of the problem, the disk graph is not given in advance but is revealed in steps. In each step, a node of the graph appears together with its edges incident to nodes appeared in previous steps (and possibly, together with the center coordinates and/or the radius of the corresponding disk). When a node appears, an on-line independent set algorithm decides either to accept the node by including it in the independent set or to reject it. The decisions of the algorithm cannot change in the future. The performance of an on-line algorithm is measured in terms of its competitive ratio (or competitiveness) defined as the maximum over all possible sequences of disks of the ratio of the size of the maximum independent set over the size of the independent set computed by the algorithm.
First-Fit is essentially an on-line algorithm. It has competitive ratio 5 in unit disk graphs [11, 14] and O(min{n, 2 }) in -bounded disk graphs with n nodes [6] . As it is observed in [6] , First-Fit is optimal within the class of deterministic on-line algorithms.
In this paper, we study the on-line version of the maximum independent set problem. We investigate whether randomization helps in improving the competitiveness of on-line algorithms. For randomized on-line independent set algorithms, the competitive ratio is defined as the maximum over all possible sequences of disks of the ratio of the size of the maximum independent set over the expected size of the independent set computed by the algorithm. We assume that the sequences of disks are selected by oblivious adversaries, i.e., adversaries that have no knowledge of the random choices of the algorithms (but may know the probability distribution used by the algorithm for making random choices). This is a typical assumption usually made in the study of randomized on-line algorithms [3] . Somewhat surprisingly, we show that, in general, randomization does not help against oblivious adversaries even if the disk representation is given, i.e., we construct sequences of disks for which no (possibly randomized) on-line algorithm can be better than (n)-competitive. In the case that the disk representation is not given, we prove a lower bound of (min{n, 2 }) on the competitiveness of on-line algorithms on -bounded disk graphs with n nodes meaning that algorithm First-Fit is optimal within a small constant factor. For on-line algorithms that use the disk representation, we present a lower bound of (min{n, log }).
For the case of -bounded disk graphs with given representation, we present the randomized algorithm Classify which achieves optimal competitive ratio O(min{n, log }). Classify is based on the well-known "classify-and-randomly select" paradigm introduced in [2] . Intuitively, the algorithm considers the sequence as the union of disjoint classes of disks, randomly selects one class and executes algorithm First-Fit on the disks belonging to that class. A drawback of algorithm Classify is that it uses the value of which is supposed to be known in advance. This limitation could be overcome by using a technique of [13] (also discussed in [2] in a context similar to that of the current paper) to obtain an on-line algorithm with competitive ratio O(min{n, (1/ log 1+ ) }), for any constant > 0. We present algorithm Guess which achieves an even better competitive ratio (and does not require the value of in advance). The ideas behind algorithm Guess could be applicable in other contexts as well. For unit disk graphs, we present a randomized algorithm (algorithm Filter) with competitive ratio 4.41. We also show lower bounds of 2.5 and 3 for randomized algorithms in unit disk graphs. Our results for the on-line independent set problem together with the previously known results on deterministic on-line algorithms are summarized in Table 1 . The rest of the paper is structured as follows. Section 2 is devoted to the on-line independent set problem in -bounded disk graphs. Our results for unit disk graphs are presented in Section 3. We conclude with extensions and open problems in Section 4.
Independent sets in -bounded disk graphs

Upper bounds
In this section we present the randomized on-line algorithm Classify for computing independent sets in disk graphs. Algorithm Classify has a competitive ratio of O(min{n, log }) against oblivious adversaries on -bounded disk graphs with n nodes. The algorithm uses the value of which is supposed to be known in advance and makes its random choices based on the disk representation. Despite these limitations, this is the first algorithm achieving a competitive ratio logarithmic in and (as we will prove in Section 2.2) is optimal among the on-line algorithms that use the disk representation.
Algorithm Classify works as follows. When the first disk is presented, the algorithm tosses a coin. On heads, it accepts the disk and executes algorithm First-Fit for disks having radii in the interval [R, 2R), where R is the radius of the first disk presented, ignoring (i.e., rejecting) all other disks. On tails, the algorithm selects equiprobably a number i from the set {− log , − log + 1, . . . , −1, 1, . . . , log } and executes algorithm First-Fit for disks of radius in the interval [R2 i , R2 i+1 ), ignoring (i.e., rejecting) all other disks.
We prove the following theorem. Proof. Since the first disk is accepted with probability 1 2 , the algorithm has competitive ratio O(n). In what follows, we show that the algorithm is O(log )-competitive as well. Denote by OPT the optimal independent set of the sequence. For i = − log , − log + 1, . . . , log , denote by S i the set of disks with radius in the interval [R2 i , R2 i+1 ) and by OPT i the maximum independent set among the disks belonging to set S i . Clearly, |OPT i | |OPT ∩ S i | since OPT ∩ S i is an independent set for S i . Assume that the algorithm selects set S i and executes algorithm First-Fit on the disks of that set. Observe that disks in S i form a 2-bounded disk graph. In such graphs, the following lemma gives a guarantee on the performance of algorithm First-Fit for computing independent sets. Proof. We will prove the lemma in a more general form. Actually, we provide an alternative proof that First-Fit is at most O( 2 )-competitive on -bounded disk graphs which allows to show that the hidden constant in the O( 2 ) notation is small.
Consider the application of algorithm First-Fit on a graph. The number of optimal nodes that may be blocked by a node accepted by First-Fit is at most the size of the maximum independent set in its neighborhood. We will show that no node of a -bounded disk graph has an independent set of size at least ( + 2) 2 in its neighborhood. Therefore, the competitive ratio of First-Fit on -bounded disk graphs is at most the largest integer strictly smaller than ( + 2)
2 . In the case of = 2, we obtain that First-Fit is at most 15-competitive.
Consider a disk D 0 centered at point C 0 with radius R and assume that there exists a set S of at least ( + 2) 2 mutually non-overlapping disks which overlap with
denote by C i its center, by r i its radius and by d i the distance of its center C i from point C 0 .
Set r min = min 0 i |S| {r i } and define R = 2r min + max 1 i |S| {d i − r i }. Let D be the disk centered at C 0 with radius R . Observe that S contains at most one disk D j which may contain point C 0 (i.e., d j < r j ), otherwise the disks in set S would not be non-overlapping. If such a disk D j exists then, certainly, the intersection of D j and D contains a disk of radius r min . For each disk D i not containing C 0 (i.e., d i r i ), consider the disk of radius r min centered at the point in the segment C 0 C i which is at distance d i − r i + r min from C 0 . This disk is completely contained in the intersection of D i and D (see Fig. 1 ).
So, the total area of the intersections of disks in S with D is at least
The strict inequality follows by the fact that all disks in S overlap with D 0 . We have obtained that the total area of the intersections of disks in S with disk D is larger than the area of D , which contradicts the assumption that the disks in S are mutually non-overlapping.
Denote by B the number of disks algorithm Classify accepts and by B i the number of disks it accepts assuming that it selects set S i and executes algorithm First-Fit on the disks of that set. Using the lemma, we obtain that in this case the algorithm accepts at least
. Now, the expected size of the independent set computed by algorithm Classify is
Hence, the competitive ratio of the algorithm is O(log ).
We now present algorithm Guess which achieves a slightly weaker competitive ratio but does not need to know neither n nor in advance.
Consider a sequence of n disks and let R be the radius of the first disk of the sequence. Then, define the following (possibly empty) disjoint sets of disks. For any j = 0, 1, . . . , 2 log − 1, define the set of disks S j with radii at least R/2 log −j and smaller than R/2 log −j −1 . We call such a set the ith set for some i 1 if when the first disk of the particular set appears in the sequence, disks from exactly i − 1 different sets have already appeared. When the first disk of a set is presented, the algorithm probabilistically determines whether it will consider disks from that specific set and ignore all disks from all other sets.
Define the function : [1, +∞) → R + as follows:
When the first disk from the ith set appears, the algorithm tosses a coin with
On heads, the algorithm decides to run First-Fit on the disks belonging to that set and ignores (i.e., rejects) disks from all other sets; on tails, it rejects all disks from the set.
Theorem 3.
Algorithm Guess is at most O(min{n,
log (j ) })-competitive against oblivious adversaries in -bounded disk graphs with n nodes.
Proof. First, observe that algorithm Guess accepts the first disk of the sequence with probability 1 2 . Hence, the competitive ratio is O(n). In the following, we will show that the competitive ratio is O( log * −1 j =1 log (j ) ) as well. The proof proceeds similarly to that of Theorem 1. Denote by OPT the optimal independent set of the sequence and let 1 + log be the number of different sets. For each i = 1, . . . , , denote by S i the ith set, by OPT i the maximum independent set among the disks belonging to set S i , and by E i the event denoting that algorithm Guess decides to run First-Fit on the disks of the ith set. Clearly, it holds that |OPT i | |OPT ∩ S i |, since OPT ∩ S i is an independent set for S i . Assume that the algorithm selects set S i and executes First-Fit for the disks of that set. Since, for each i = 1, . . . , , the disks of S i form a 2-bounded disk graph, assuming that the algorithm selects set S i and executes First-Fit for the disks of that set, by Lemma 2, we obtain that the algorithm accepts
. Now, the expected size of the independent set computed by algorithm Guess is
Hence, in order to prove that the competitive ratio of algorithm Guess is O(
log (j ) ), we will show in the following that for
log (j ) ). For each i = 1, . . . , , the probability that event E i happens equals the probability that disks from the first i − 1 sets (if any) are rejected times the probability that the ith set is selected. Clearly, Pr[
.
In order to lower bound this probability, we use the following three technical claims.
Claim 4. For any ∈ [1, +∞) and integers
Proof. We first show that, for any j 1, it is
Consider the function F : [1, +∞] → R defined as
Its first derivative is
The last inequality follows by the inequality x 1 + ln x, for any x 1. Since F (·) is non-decreasing and F (1) = 0, we obtain that F ( ) 0, for any ∈ [1, +∞), and, hence, (1) holds. Now, using (1) we obtain that
Proof. We will first show that
The lemma will immediately follow by applying inequality (2) recursively.
Using Claim 4 and the definition of function (·), we obtain
where the last inequality follows by the fact that e −x 1 − x, for any x 0. 
The inequality in the second line follows since function (·) is non-decreasing and by the observation that for any i 16, it is log i +1
5
Using Claims 5 and 6 and substituting (1) = 2 log e/(4 log e − 5), we obtain that
125(4 log e − 5) 2048 log 2 e(i − 1)
Since the number of different sets is at most 1 + log < 2 + log , we obtain that
which completes the proof of the theorem.
Lower bounds
The lower bounds presented in this section show that, in general, randomization does not help, i.e., there are sequences of n disks for which any on-line algorithm is (n)-competitive even if the disk representation is given. For -bounded disk graphs, the next lower bound states that when the disk representation is not given, on-line algorithms with competitive ratio logarithmic in do not exist. Hence, algorithm First-Fit is optimal within a small constant factor.
Theorem 7.
Any randomized on-line algorithm for computing independent sets in -bounded disk graphs with n nodes is (min{n, 2 })-competitive against oblivious adversaries, if the disk representation is not given.
Proof. Let be a positive integer. We will construct an adversary which generates a graph G with an independent set of size + 1 such that the expectation of the size of the independent set of G that any randomized on-line algorithm can find is at most 2.
The graph G generated by the adversary is defined as follows. The nodes of G are partitioned into levels 0, 1, . . . , − Consider the set of nodes consisting of the two nodes of level − 1 and, for i = 0, . . . , − 2, of the node of level i which is not connected to nodes of higher levels. This is an independent set of G . Hence, the optimal independent set of G has size at least + 1.
In what follows we show that the expected size of the independent set of G k any (possibly randomized) on-line algorithm can compute is at most 2. By Yao's Lemma (e.g., see [3] ), it suffices to prove this statement for deterministic algorithms (which may know the probability distribution according to which the adversary produces G k ). Then, as a corollary, we will obtain the bound for any randomized algorithm as well (see Fig. 2 ).
Consider a deterministic algorithm which is executed on the instances produced by the adversary. In general, such an algorithm will compute an independent set by attempting to include one (left or right) node of levels i 1 , i 2 , . . . , i t−1 and at most two nodes of level i t for some t such that 1 t k − 1 and i 1 < i 2 < · · · < i t . The case t = 1 is when the algorithm just attempts (and succeeds) to include in the independent set at most two nodes at level i 1 and, obviously, in this case the independent set computed has size at most 2. For t > 1, whether the algorithm will eventually succeed in including in the independent set a node from level i j depends on whether the inclusion of nodes of levels i 1 , . . . , i j −1 into the independent set constrains the nodes of level i j . Since the adversary selects equiprobably between the left and right-nodes of level i j and connects the nodes of larger levels to one of them, the probability that the algorithm will eventually succeed in including some node of level i j into the independent set is (1/2) j −1 . We obtain that the expected size of the independent set of G k computed by the algorithm is at most
We conclude that the competitive ratio of any (possibly randomized) algorithm is at least ( + 1)/2. It remains to show that graph G for = (min{n, 2 }) is a -bounded disk graph. This is stated in the following lemma.
Lemma 8. For any
2 and n 8, the graph G 4d 2 for
is a -bounded disk graph with at most n nodes.
Proof. Let 2 and integer n 8. Define
Clearly, the graph G 4d 2 has 8d 2 n nodes. We will also show that G 4d 2 is a -bounded disk graph. In each ring i, the jth planet (for j = 0, . . . , 8i − 5) has radius 4(i − 1) + 1 + j/(8i − 5). Observe that all planets have radii between 1 and 4d − 2 . Hence, the disk graph we construct is -bounded. We will also show that it is a disk representation of G 4d 2 .
For locating the satellites of ring i, pick 8i − 4 lines originating from the center of the planets which partition the plane into 8i − 4 equal sectors. The center of the jth satellite of ring i is located on the bisection of sector j and at distance 4(i − 1) + 2 + (2j + 1)/(16i − 10) from the center of the planets. The construction for d = 3 is depicted in Fig. 3 .
Consider the graph G 4d 2 and let v i p be the node of level i which is connected to nodes of higher levels. Denote by v i s the other node of level i. We will show that the set of disks we constructed is a disk representation of G 4d 2 . In particular, we will map each node of G 4d 2 to a disk and we will show that, for each pair of nodes connected with an edge in G 4d 2 , the corresponding disks overlap and that, for each pair of nodes not connected with an edge in G 4d 2 , the corresponding disks do not overlap. Consider the function (i, j ) which denotes the position of the jth planet of ring i in the descending ordering of the planets according to their radius. Since (i) each ring contains equal numbers of planets and satellites, (ii) the jth planet of ring i has larger radius than planets 0, . . . , j − 1 of ring i and all planets of rings 1, . . . , i − 1, and (iii) the jth satellite of ring i has larger distance from the center of the planets than satellites 0, . . . , j − 1 of ring i and all satellites of rings 1, . . . , i − 1, (i, j ) also denotes the position of the jth satellite of ring i in the descending ordering of the satellites according to their distance from the center of the planets. Clearly, if (i 1 , j 1 ) (i 2 , j 2 ), then it is either i 1 < i 2 or i 1 = i 2 and j 1 j 2 .
We map the jth planet of ring i to node v and (i 2 , j 2 ) = 2 . Since 1 < 2 , it is either i 1 > i 2 or i 1 = i 2 and j 1 > j 2 . In the first case (i 1 > i 2 ), the sum of the radii of the j 1 th planet of ring i 1 and the j 2 th satellite of ring i 2 is
which is the distance of the center of the j 2 th satellite of ring i 2 from the center of the planets. In the second case (i 1 = i 2 and j 1 > j 2 ), the sum of the radii of the j 1 th planet and the j 2 th satellite of ring i 1 is
which is the distance of the center of the j 2 th satellite of ring i 2 from the center of the planets. Hence, in both cases, the two disks overlap.
Consider a pair of nodes v , it is either i 1 < i 2 or i 1 = i 2 and j 1 j 2 . In the first case (i 1 < i 2 ), the sum of the radii of the j 1 th planet of ring i 1 and the j 2 th satellite of ring i 2 is
which is the distance of the center of the j 2 th satellite of ring i 2 from the center of the planets. In the second case (i 1 = i 2 and j 1 j 2 ), the sum of the radii of the j 1 th planet and the j 2 th satellite of ring i 1 is
which is the distance of the center of the j 2 th satellite of ring i 2 from the center of the planets. Hence, in both cases, the two disks do not overlap.
Finally, consider a pair of nodes v 1 s and v 2 s not connected with an edge in G 4d 2 . The corresponding disks are satellites; we will show that no two satellites overlap. Consider first the j 1 th satellite of ring i 1 and the j 2 th satellite of ring i 2 > i 1 . Then, the difference of the distances of the centers of the two satellites from the center of the planets is
meaning that the two satellites (which have unit radii) do not overlap. In order to show that no two satellites of the same ring overlap, we will show that no satellite crosses the boundaries of its sector (i.e., we will show that the distance of the center of the satellite from the boundaries of its sector is at least 1). Consider the jth satellite of ring i. The angle defined by the bisection of the sector i containing the satellite and one of its boundaries is /(8i − 4). Let be the distance of the center of the satellite from the boundary of sector j. Observe that the distance of the center of the satellite from the center of the planets is greater than 4i − 2. Hence,
where the last inequality follows since for any
This completes the proof of the theorem.
The lower bound stated in Theorem 7 clearly does not hold when the disk representation is given. In that case, a very simple deterministic on-line algorithm which would accept unit disks (whenever this is possible) and would reject all other disks would be optimal for the sequence of disks produced by the adversary of Theorem 7.
The next theorem provides a lower bound on the competitiveness of on-line independent set algorithms when the disk representation is given and essentially states that algorithm Classify is optimal within constant factors.
Theorem 9.
Any randomized on-line algorithm for computing independent sets in -bounded disk graphs with n nodes is (min{n, log })-competitive against oblivious adversaries.
Proof. Given 1 and integer n 2, we will construct an adversary producing a -bounded disk graph with at most n nodes. The proof is similar to the proof of Theorem 7 with the difference that, in each level, the adversary reveals the representation of the disks to the algorithm. So, an algorithm applied on a sequence generated by the adversary may use the disk representation in order to make its random choices. Let = min{n/2, 1 + log } . The adversary generates a sequence D of disks in levels 0, 1, . . . , − 1, each level having two disks. All disks are centered at points of a line so we use only one coordinate for locating their centers. + /2 i−2 + /2 i , respectively. By the definition of , it is clear that our construction gives a -bounded disk graph with at most n nodes. The construction is depicted in Fig. 4 .
Observe that the disks of the same level are non-overlapping and, for i = 0, . . . , − 2, all disks generated after the disks of level i overlap with exactly one of the two disks of level i. The intersection graph of D is the graph G used in the proof of Theorem 7 for = min{n/2, 1 + log } . Observe that, in each level, both disks have identical radii, they overlap with the same set of disks of smaller levels, and all disks that will appear in the next levels are selected equiprobably to be overlapping with exactly one of them. So, no extra information is actually obtained by the disk representation in each level and the proof completes similarly to the proof of Theorem 7 to obtain that no algorithm can be better than ( + 1)/2-competitive.
Independent sets in unit disk graphs
In this section, we present new upper and lower bounds on the competitiveness of on-line randomized independent set algorithms for unit disk graphs.
We first present algorithm Filter, an on-line randomized algorithm for computing independent sets in unit disk graphs. We show that the algorithm is 8 √ 3/ ≈ 4.41-competitive against oblivious adversaries. At the beginning, algorithm Filter selects and uniformly at random from the intervals [0, 4) and [0, 2 √ 3), respectively. When a new disk centered at point (x, y) appears, the algorithm does the following: if there are integers , such that the point (x + , y + ) has distance less than 1 from the point with coordinates (4 + 2( mod 2), 2 √ 3), then Filter executes algorithm First-Fit, else it ignores the disk. We first show that the probability that a disk is not ignored by the algorithm is /8 √ 3. Consider a disk D with center at point (x, y) and the rectangle defined by the diagonal points (x, y) and (x + 4, y + 2 √ 3). Also, consider the unit disks containing the points at distance less than 1 from points with coordinates (4 + 2( mod 2), 2 √ 3) for integer and , and observe that the total area of the intersection of these disks with the rectangle equals the area of a disk with radius 1 (see Fig. 5 ). Since point (x + , y + ) is uniformly distributed within the rectangle, the probability that the disk D is not ignored by algorithm Filter is equal to the area of a disk of radius 1 over the area of the rectangle, i.e., 
We now observe that each connected component of the intersection graph defined by the disks in D is a clique. In particular, consider the two points O 1 with coordinates (4 1 (x 1 , y 1 ), (x 2 , y 2 ), and (x 3 , y 3 ) , respectively. Also, denote by C 1 , C 2 , and C 3 the points with coordinates (x 1 + , y 1 + ), (x 2 + , y 2 + ), and (x 3 + , y 3 + ) 
we also have that |C 1 C 2 | > 2 meaning that disksD 1 and D 2 do not overlap. Now, since each connected component of the intersection graph of D is a clique, the maximum independent set in the neighborhood of a disk has size at most 1. So, any disk accepted by algorithm Filter may block at most one disk in A(D ). Hence, denoting by B(D ) the size of the independent set computed on the subsequence D of the disks not ignored by algorithm Filter, we obtain that
Using (4), we obtain that the competitive ratio of algorithm Filter is
We remark that algorithm Filter can solve the more general problem where the input is extended by an integer w and the objective is to accept the maximum number of disks which can be properly colored with at most w colors. The only modification in the algorithm is to use the obvious extension of First-Fit for this problem which assumes an ordering of the colors and, when a disk d appears, it accepts d and assigns it the smallest available color unless all the w colors have been previously assigned to disks which overlap with d (in this case, d is rejected). The competitiveness achieved is the one stated in Theorem 10. We give a short outline of the necessary modifications in the proof. First, using similar arguments with those in the proof of Theorem 10 we obtain that the expected size of the maximum w-colorable subset of disks among the disks which are not ignored by the algorithm is at least /8 √ 3 times the size of the optimal solution. Then, again using the arguments in the proof of Theorem 10, we can show that the execution of algorithm First-Fit on the disks which are not ignored actually yields a w-colorable subset of these disks of maximum size. Overall, we conclude that the algorithm computes a w-colorable subset of disks of expected size at most 8 √ 3/ times smaller than the size of the optimal solution.
By adapting the lower bound construction of Section 2.2 to the case of unit disk graphs, we obtain the following statement.
Theorem 11.
No on-line (randomized) algorithm for computing independent sets in unit disk graphs can be better than 3-competitive against oblivious adversaries if the disk representation is not given. Even if the disk representation is given, then no on-line (randomized) algorithm can be better than 2.5-competitive against oblivious adversaries.
Proof. The proof of the first part is similar to the proof of Theorem 7. We construct an adversary which generates the graph G 5 and show that G 5 is a unit disk graph. A disk representation of G 5 with unit disks is depicted in Fig. 6 .
The proof of the second part is similar to the proof of Theorem 9 and guarantees that the unit disks in each level but the last one are positioned in such a way (i.e., symmetrically) that no algorithm can gain anything from the representation. In the following, we show how the adversary produces a disk representation of G 4 with these properties. Initially, the adversary produces two unit disks at level 0 centered at points with coordinates (−2, 0) and (2, 0). Then, it tosses a coin.
• On heads, it produces two unit disks at level 1 centered at points with coordinates (−3.3, 0) and (−0.7, 0). Then, it tosses a coin.
• On heads, it produces two unit disks at level 2 centered at points with coordinates (−3, 1.7) and (−3, −1.7). Then, it tosses a coin. On heads, it produces two unit disks at level 3 centered at points with coordinates (−3.7, 0.2) and (−2.1, 1.5) and stops. On tails, it produces two unit disks at level 3 centered at points with coordinates (−3.7, −0.2) and (−2.1, −1.5) and stops.
• On tails, it produces two unit disks at level 2 centered at points with coordinates (−1, 1.7) and (−1, −1.7). Then, it tosses a coin. On heads, it produces two unit disks at level 3 centered at points with coordinates (−0.3, 0.2) and (−1.9, 1.5) and stops. On tails, it produces two unit disks at level 3 centered at points with coordinates (−0.3, −0.2) and (−1.9, −1.5) and stops.
• On tails, it produces two unit disks at level 1 centered at points with coordinates (0.7,0) and (3.3,0). Then, it tosses a coin.
• On heads, it produces two unit disks at level 2 centered at points with coordinates (1, 1.7) and (1, −1.7). Then, it tosses a coin. On heads, it produces two unit disks at level 3 centered at points with coordinates (0.3, 0.2) and (1.9, 1.5) and stops. On tails, it produces two unit disks at level 3 centered at points with coordinates (0.3, −0.2) and (1.9, −1.5) and stops.
• On tails, it produces two unit disks at level 2 centered at points with coordinates (3, 1.7) and (3, −1.7). Then, it tosses a coin. On heads, it produces two unit disks at level 3 centered at points with coordinates (3.7, 0.2) and (2.1, 1.5) and stops. On tails, it produces two unit disks at level 3 centered at points with coordinates (3.7, −0.2) and (2.1, −1.5) and stops. It is easy to see that in any case (depending on the outcome of the coin tosses) the resulting set of disks is a disk representation of graph G 4 . An example is depicted in Fig. 7 .
Extensions and open problems
The results for the independent set extend to the more general problem where we are given w 1 colors and the objective is to accept the maximum number of disks which can be properly colored with at most w colors (clearly, for w = 1, this is the independent set problem). Algorithms Classify and Guess can be extended to solve this problem with the competitiveness bounds we proved for the independent set problem increased by 1, using the techniques of [1] . As discussed in Section 3, algorithm Filter can be used to solve this problem with competitive ratio 8 √ 3/ as well. The most interesting open problem related to the independent set problem is perhaps to close the gap on the competitiveness of (randomized) on-line algorithms in unit disk graphs. It would be very interesting even to find an algorithm with competitive ratio smaller than 5 which does not require the disk representation.
