Abstract. We give some explicit formulae for the prices of two path-dependent options which combine Brownian averages and penalizations. Because these options are based on both the maximum and local time of Brownian motion, the obtention of their prices necessitates some involved study of homogeneous Brownian functionals, which may be of interest by themselves.
1. Motivation, introduction 1.1. To (B t , t ≥ 0), a one-dimensional Brownian motion, we associate its maximum, minimum and local time processes, which we denote respectively by: = E (A
Clearly, these are two path dependent options, involving a barrier which, in the case (A), penalizes too much time spent by the process (exp(B t )) in the neighborhood of 1, whereas in case (B), it penalizes high values of (exp(B t )). We believe that such combinations of averages and penalizations may be attractive from a practical viewpoint.
In Section 4, we answer these questions by finding the joint law of (M S θ , B S θ , L S θ ) and also (A + S θ , M S θ ) for S θ an exponential time, with parameter θ, independent of B, and then invert the corresponding Laplace transform.
1.2. Of course, the study of the law of (M S θ , I S θ , B S θ , L S θ ) and/or (A + S θ , B S θ ) has been done, at least partially, in a number of papers ( [18] , Chapter XII), but it seems worthwhile to gather some of these results, and indicate a number of connections with other Brownian studies. This has been a second motivation to write the present paper, and, in Section 2, we present a list of formulae involving the above Brownian functionals and their laws, which may be helpful for various purposes.
1.3. We now say a few words about the methods which we use in this paper. Thanks to the scaling property of Brownian motion (i.e. for c > 0, (B ct ; t ≥ 0) 
= (
√ cB t ; t ≥ 0)), it suffices to consider the case θ = 1 2 in our study. We then denote simply S for S 1 2 . We rely essentially upon the path decomposition of (B u , u ≤ S) into the two independent components (B u , u ≤ g S ) and (B S−u , u ≤ S − g S ), where g t = sup{s ≤ t; B s = 0}. We recall some further well-known facts:
where N is a standard Gaussian variable;
ander, independent of the σ-field σ{B u , u ≤ g S ; S}.
1.4. In our solution of (A) and (B), the joint law, on one hand, of
, and, on the other hand, of (σ + ≡ sup
plays an important role. These laws are "well-known", and given by, denoting N an independent standard Gaussian variable:
= exp(−l coth a) dl (where l 1 (b) is the local time of b at level 0 and time 1),
We devote Section 3 to a detailed discussion of (C) and (D). We consider Section 3 as a warm-up, which an expert reader might skip.
1.5. In Section 5, we present another approach to the joint law of (M t , L t ), whereas, in Section 6, we are naturally led to study the joint
).
Table of results
We first recall our notation:
Brownian motion with drift (B (δ)
The following Table guides the reader to the precise point in our paper where the law of the random variable in the first column is discussed.
Random variables
3. On the Brownian meander and its maximum 3.1. Before we discuss (D) in depth, we note that an elementary computation shows it is equivalent to: , of the sum:
where T a→c denotes the first hitting time of c for a three-dimensional Bessel process, starting from a, and in (3.2), the two hitting times on the right-hand side are assumed to be independent. We recall that, for 0 < a < c < ∞:
.
3.4.
With the help of the preceding remark, we are now able to rewrite the identity (3.1) in terms, on one hand, of the pair (m * , m 1 m * ), and on the other hand, ofT u (as defined in (3.2)). Indeed, the left-hand side of (3.1) may be rewritten as:
whereas the right-hand side of (3.1) may be rewritten as:
Equating these two expressions, which are valid for every positive Borel functions f and h, we easily obtain : for every pair of positive Borel functions f and k,
, leads to: Another ingredient we shall need to reinterpret (3.4) is the absolute continuity relationship
where, on the right-hand side, P (3) 0 denotes the law of the three-dimensional Bessel process (R u ; u ≥ 0) starting from 0, and γ 1 = sup{u; R u = 1}. Formula (3.5) follows easily from a combination of Imhof's relation:
and the "comeander's relation" (i.e. absolute continuity between the law of the "comeander" (
(for a discussion of these, see, e.g. Yor ([19] , Lecture 4)). We now transform (3.4) thanks to (3.5), and we obtain:
or, with the help of D. Williams' time reversal theorem:
and now, (3.4) 1 is clearly a consequence of (i) and (ii) above (modulo the relationship due to Brownian scaling) :
with the same notation as in (3.2). Note. Obviously, the subscripts 1 and 3 added to (3.4) refer to the dimensions 1 and 3.
3.6. We now present a slightly different derivation of (D) which does not hinge so directly on Imhof's type relations, but rather on the BianeYor integral representation:
(for these notations, see [4] . See also [1] and [13] ). For any positive Borel function f , we have:
T 0 ] da
where Q 3.7. In this section, we relate (C) and (D) with the theta series expansions:
(for instance, see [8] , [5] p. 74, [19] p. 86)
(see [10] and [2] ). We now compare (F) with formula (3.4): -we first deduce from (F) that
Thus, the left-hand side of (3.4) is equal to:
which, after elementary manipulations, and comparison with the righthand side, leads to:
As a thorough check on (3.9), let us recall that:
and we should (i) either recover (3.10) from (3.9); (ii) or, starting from (3.10), and developping sinh α, etc, then recover (3.9); (iii) or, using again another method, check that (3.9) is indeed obtained from convoluting the densities of T 0→1 and T u→1 .
To check (i), we write, from (3.9):
Checking (ii) is essentially the same as for (i).
For the point (iii), we first recall the well-known Poisson summation formula:
and the Fourier developments ( [9] )
From [5] page 74, we have:
Then we have (u ∈]0, 1[):
sin(nπu)) + 1 from (3.12) and (3.13)
using (3.11) again.
Deriving the preceding equality in y, we recover (3.9).
Computations at independent exponential time

The option problem (A) : the law of the triplet (M
Proposition 4.1. For every positive Borel function f , we have:
Proof. From excursion theory ( [19] , p. 73), we have, for every positive Borel functions f and h:
We now consider each of these expectations:
Consequently, we obtain the expected result thanks to Ray-Knight theorems.
Notice that, thanks to (D) and the scaling property of Brownian motion, we may also write directly: 
Hence,
Consequently, we obtain:
In particular, we have:
and a > 0, we have:
where 2 F 1 (α, β; γ; z) denotes the hypergeometric function (see [12] ).
Proof. Noticing that, for a > 0, we have
we may compute
and 
Inverting the Laplace transform, we obtain, for every t > 0:
where T k and P k are respectively the Tchebychev and Legendre polynomials.
Remark 4.5. Consequently, we may compute for instance:
where ψ(α, γ; z) is the confluent hypergeometric function of the second type ( [12] ).
Proof of Proposition 4.4.
Thanks to the Brownian scaling property and Ray-Knight theorem:
from P. Lévy's arcsine law.
To invert the Laplace transform, we have used the following identities ( [7] , [12] and [15] page 304):
where I ν denotes the modified Bessel function of the first kind of index ν.
Remark 4.6. Using the same method, we get:
from which we can deduce the following identity for Brownian motion with drift δ: [12] ):
Then, we have:
Proof. From (4.2), we have:
where L n is the Laguerre polynomial of degree n (see [12] , formula (4.17.3)). We recall that for every integer ν ≥ −1, we have:
Equation (5.1) immediately follows.
Remark 5.2. We note that:
Thus, we need to find the law of T m ∧ τ l .
and both the joint laws of (T m , L Tm ) on one hand, (τ l , M τ l ) are known. Thanks to excursion theory, we have ( [18] , Chapter XII, exercise 4.11):
(1 + coth(λm))). On the other hand, using the Brownian scaling property, the second Ray-Knight theorem, and classical results on squared Bessel processes ( [18] , Chapter XI):
Then, we recover (4.2), in the case δ = 0:
Remark 5.3. From (5.1), we may deduce the following moment formula:
Remark 5.4. In the same way, inverting the Laplace transform in (4.1), we may obtain the trivariate law:
) .
Local times at two different levels
As we have Proof. We consider the function:
By Feynman Kac's formula, we obtain: dx, from where we obtain:
>0)
= R e −λx θ e −θ|x| θ+
(1−e −2aθ )−(θ+ (1−e −2aθ ) +θ(θ+
dx.
Inverting the double Laplace transform (see [7] , p. 197), we obtain (6.2).
Remark 6.2.
Notice that we may recover (4.1) from (6.4), thanks to (6.1).
