In this paper we study existence and uniqueness of solutions for a system consisting from fractional differential equations of Riemann-Liouville type subject to nonlocal Erdélyi-Kober fractional integral conditions. The existence and uniqueness of solutions is established by Banach's contraction principle, while the existence of solutions is derived by using Leray-Schauder's alternative. Examples illustrating our results are also presented.
Introduction
The purpose of this paper is to study the sufficient conditions for existence and uniqueness of solutions for system of fractional differential equations subject to the nonlocal Erdélyi-Kober fractional integral conditions of the form are the Erdélyi-Kober fractional integrals of orders ı i > 0 with Á i > 0, i 2 R, i 2 OE0; T , i D 1; 2, and i 2 R, i D 1; 2 are given constants.
In recent years, considerable interest in fractional differential equations has been stimulated due to their numerous applications in many fields of science and engineering. Important phenomena in finance, electromagnetics, acoustics, viscoelasticity, electrochemistry and material science are well described by differential equations of fractional order. For examples and recent development of the topic, see [1] - [17] and the references cited therein. However, it has been observed that most of the work on the topic involves either Riemann-Liouville or Caputo type fractional derivative. Besides these derivatives, the so called Erdélyi-Kober fractional derivative, as a generalization of the Riemann-Liouville fractional derivative, is often used, too. An Erdélyi-Kober operator is a fractional integration operation introduced by Arthur Erdélyi and Hermann Kober in 1940 [18] . These operators have been used by many authors, in particular, to obtain solutions of the single, dual and triple integral equations possessing special functions of mathematical physics as their kernels. For the theory and applications of the Erdélyi-Kober fractional integrals see e.g. [19] , [11] , [20] - [31] and references cited therein.
The investigation of systems of fractional order differential equations is also very significant as such systems appear in a variety of problems of applied nature, especially in biosciences. For details and examples, the reader is referred to the papers [32] - [38] and the references cited therein.
The paper is organized as follows: In Section 2 we will present some useful preliminaries and lemmas. The main results are given in Section 3, where existence and uniqueness results are obtained by using Banach's contraction principle and Leray-Schauder's alternative. Examples illustrating our results are presented in Section 4.
Preliminaries
In this section, we introduce some notations and definitions of the Riemann-Liouville fractional calculus, Erdélyi-Kober fractional integral and also present preliminary results needed in our proofs later [11, 14] . 
.t s/ n q 1 f .s/ds; n 1 < q < n;
where n D OEq C 1; OEq denotes the integer part of a real number q; provided the right-hand side is point-wise defined on .0; 1/; where is the gamma function defined by .q/ D R 1 0 e s s q 1 ds:
Definition 2.2. The Riemann-Liouville fractional integral of order q > 0 of a continuous function f W .0; 1/ ! R is defined by
provided the right-hand side is point-wise defined on .0; 1/: Definition 2.3. The Erdélyi-Kober fractional integral of order ı > 0 with Á > 0 and 2 R of a continuous function f W .0; 1/ ! R is defined by
provided the right side is pointwise defined on R C . that was introduced for the first time by Kober in [21] . For D 0; the Kober operator is reduced to the RiemannLiouville fractional integral with a power weight:
From the definition of the Riemann-Liouville fractional calculus, we have the following lemmas. 
has a unique solution as
where c i 2 R, i D 1; 2; : : : ; n; and n 1 < q < n:
Lemma 2.7. Let ı; Á > 0 and ; q 2 R. Then we have
Proof. Recall the beta function and its property
for x; y > 0. From the Definition 2.3, we have
The proof is complete.
Lemma 2.8. Given the functions ; 2 C.OE0; T ; R/; the solutions of the problem
can be expressed by
and
where a non zero constant ƒ is defined by
Proof. Applying Lemmas 2.5-2.6, the fractional differential equations in (3) can be written as
for c 1 ; c 2 ;
Taking the Erdélyi-Kober fractional integral of orders ı 1 ; ı 2 > 0 to (7)- (8) (with c 2 D d 2 D 0), and applying the nonlocal conditions, we get the following system
from which we have
Substituting all values of constants in (7) and (8), we obtain the solutions in (4) and (5) as desired.
Main results
Throughout this paper, for convenience, we use the following expressions where v 2 ft; T; 1 ; 2 g, w 2 fq 1 ; q 2 g, 2 f 1 ; 2 g, ı 2 fı 1 ; ı 2 g, Á 2 fÁ 1 ; Á 2 g and h 2 ff; gg. Let C D C.OE0; T ; R/ denotes the Banach space of all continuous functions from OE0; T to R: Let us introduce the space X D fx.t/ W x.t / 2 Cg endowed with the norm kxk D supfjx.t / W t 2 OE0; T g: Obviously .X; k k/ is a Banach space. Also the product space .X X; k.x; y/k/ is a Banach space with norm k.x; y/k D kxk C kyk:
In view of Lemma 2.8, we define an operator V W X X ! X X by
where 
Let us introduce the following assumptions which are used hereafter.
.H 1 / Assume that f; g W OE0; T R 2 ! R are continuous functions and there exist constants K i ; L i ; i D 1; 2 such that for all t 2 OE0; T and u i ; v i 2 R; i D 1; 2;
.H 2 / Assume that there exist real constants
For the sake of convenience, we set
The first result is concerned with the existence and uniqueness of solutions for the problem (1) and is based on Banach's contraction mapping principle.
Theorem 3.1. Assume that .H 1 / holds. In addition, suppose that
where U i ; i D 1; 2; 3; 4 are given by (10)- (13), respectively. Then the system (1) has a unique solution.
Proof. Define sup t2OE0;T f .t; 0; 0/ D N 1 < 1 and sup t2OE0;T g.t; 0; 0/ D N 2 < 1 such that r max
We will show that VB r B r ; where B r D f.x; y/ 2 X X W k.x; y/k Ä rg; where V is defined in (9). For .x; y/ 2 B r ; we have 
In the same way, we have jV 2 .x; y/.t/j Ä J q 2 jg.s; x.s/; y.s//j.T / C T 
Consequently, we have kV.x; y/.t /k Ä r:
Now for .x 2 ; y 2 /; .x 1 ; y 1 / 2 X X; and for any t 2 OE0; T ; we get 
and consequently we obtain
Similarly,
It follows from (15) and (16) that kV.x 2 ; y 2 /.t / V.
therefore, V is a contraction operator. So, by Banach's fixed point theorem, the operator V has a unique fixed point, which is the unique solution of problem (1). This completes the proof.
In the next result, we prove the existence of solutions for the problem (1) by applying Leray-Schauder alternative.
Lemma 3.2 (Leray-Schauder alternative, [39] , page 4). Let F W E ! E be a completely continuous operator (i.e., a map that restricted to any bounded set in E is compact). Let
Then either the set E.F / is unbounded, or F has at least one fixed point.
Theorem 3.3. Assume that .H 2 / holds. In addition it is assumed that
where U 1 , U 2 , U 3 , U 4 are given by (10)- (13), respectively. Then there exists at least one solution for the system (1).
Proof. Firstly, we will show that the operator V W X X ! X X is completely continuous. By continuity of functions f and g; the operator V is continuous. Let ‚ X X be bounded. Then there exist positive constants P 1 and P 2 such that jf .t; x.t /; y.t //j Ä P 1 ; jg.t; x.t /; y.t //j Ä P 2 ; 8.x; y/ 2 ‚:
Then for any .x; y/ 2 ‚; we have
Similarly, we get
Thus, it follows from the above inequalities that the operator V is uniformly bounded. Next, we show that V is equicontinuous. 
Analogously, we can obtain
Therefore, the operator V.x; y/ is equicontinuous, and thus the operator V.x; y/ is completely continuous. Finally, it will be verified that the set E D f.x; y/ 2 X X W .x; y/ D V.x; y/; 0 Ä Ä 1g is bounded. Let .x; y/ 2 E; then .x; y/ D V.x; y/: For any t 2 OE0; T ; we have
Hence we have
which imply that
Consequently,
for any t 2 OE0; T ; where U 0 > 0 is defined by (14) , which proves that E is bounded. Thus, by Lemma 3.2, the operator V has at least one fixed point. Hence the system (1) has at least one solution. The proof is complete.
Examples
In this section we give examples illustrating our results. 
Thus all the conditions of Theorem 3.1 are satisfied. Therefore, by the conclusion of Theorem 3.1, the problem (17) has a unique solution on OE0; 3: Thus all the conditions of Theorem 3.3 hold true and consequently by the conclusion of Theorem 3.3, the problem (18) has at least one solution on OE0; 3:
