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ABSTRACT 
Author: Nicholas S. Spivey 
Title: Prediction of Fatigue Life in 7075-T6 Aluminum from Neural Network 
Analysis of Acoustic Emission Data 
Institution: Embry-Riddle Aeronautical University, Daytona Beach, FL 
Degree: Master of Science in Aerospace Engineering 
Year: 2007 
Through the use of an acoustic emission (AE) data acquisition system, a Kohonen 
self-organizing map, and a back-propagation neural network, AE data from 7075-T6 
aluminum specimens were used to classify failure mechanisms and predict the number of 
fatigue cycles to failure. AE waveforms were captured from 40 notched tensile 
specimens during the low-cycle fatiguing process. A Kohonen self-organizing map and 
initial data filters were used to classify the data into two distinct failure mechanisms, 
plane strain and plane stress fracture, plus a third less prevalent mechanism. These 
results were employed to construct a back-propagation neural network to predict the 
number of cycles to failure from the first 250 cycles of AE data. Due to a scarcity of AE 
data, optimal prediction results were not obtained on all 40 specimens. However, a 
smaller set of 18 specimens, 9 for training and 9 for testing, produced a worst case 
prediction error of-13.9%. 
4 
TABLE OF CONTENTS 
ACKNOWLEDGEMENTS 3 
ABSTRACT 4 
LIST OF EQUATIONS 6 
LIST OF TABLES 6 
LIST OF FIGURES 7 
1.0. INTRODUCTION 9 
1.1. Overview 9 
1.2. Artificial Neural Networks 10 
1.3. Self-Organizing Map 11. 
1.4. Back-Propagation Neural Networks 13 
1.5. Nondestructive Testing & Acoustic Emission 15 
2.0. EXPERIMENTAL SETUP 18 
2.1. Experiment Overview 18 
2.2. MTS Machine Setup 19 
2.3. AEWin Data Acquisition Software 19 
2.4. Specimen Manufacture 19 
2.5. Specimen Geometric Fatigue Properties 20 
3.0. DATA ANALYSIS 22 
3.1. Initial Data Filter 22 
3.2. SOM Architecture 32 
3.3. Back-Propagation Architecture 34 
4.0. RESULTS 36 
5.0. CONCLUSIONS/RECOMMENDATIONS 40 
5.1. Conclusions 40 
5.2. Recommendations 41 
6.0. REFERENCES 42 
7.0. APPENDLX A: MTS MACHINE OPERATION 43 
8.0. APPENDIXB: TUTORIAL: AEWINFORDISP El.51 45 
9.0. APPENDIX C: BACK-PROPAGATION TUTORIAL 62 
5 
LIST OF EQUATIONS 
Equation 2.5.1: Tensile/Compressive Stress Relationship 20 
Equation 2.5.2: Elastic Stress Concentration Factor Relationship 21 
Equation 2.5.3: Plastic Stress Concentration Factor Relationship 21 
LIST OF TABLES 
Table 3.2.1: SOM Architecture Inputs - 4 x 1 Network 33 
Table 3.2.2: SOM Architecture Inputs - 5 x 1 Network 33 
Table 3.2.3: Specimen Data 34 
Table 4.0.1: Percentage Error - No Categorical Variable 36 
Table 4.0.2: Percentage Error - Categorical Variable 38 
Table 4.0.3: Percentage Error - Outliers Discarded 39. 
Table 8.0.1: PDT, HDT, HLT for Common Materials 51 
Table 9.1.1: Brief Description of Commonly Used Options 67 
6 
LIST OF FIGURES 
Figure 1.3.1: SOM Architecture 12 
Figure 1.4.1: BPNN Architecture 14 
Figure 1.5.1: Acoustic Emission Instrumentation 16 
Figure 1.5.2: Acoustic Emission Parameters 17 
Figure 1.5.3: Commonly Used Acoustic Emission Plots 17 
Figure 2.4.1: Specimen Geometric Properties 20 
Figure 3.1.1: Duration (jus) vs. Counts Plot - Unfiltered Data 23 
Figure 3.1.2: Duration (|is) vs. Counts Plot - Filter #1 24 
Figure 3.1.3: Duration (|xs) vs. Counts Plot - Filter #2 25 
Figure 3.1.4: Duration (|xs) vs. Counts Plot - Filter #3 26 
Figure 3.1.5: Duration (p,s) vs. Counts Plot - Filter #4 27 
Figure 3.1.6: Duration (|is) vs. Counts Plot - Filter #5 28 
Figure 3.1.7: Duration (p,s) vs. Counts Plot - Multiple Hit Data 29 
Figure 3.1.8: Duration (|Js) vs. Counts - Fracture Modes 30 
Figure 3.1.9: Counts vs. Energy- Fracture Modes 31 
Figure 3.1.10: Physical Evidence of Fracture Modes 32 
Figure 3.3.1: Initial Back-propagation Neural Network Architecture 35 
Figure 4.0.1: Refined Back-propagation Neural Network Architecture 37 
Figure 7.0.1: MTS Machine 43 
Figure 8.0.1: AEWin Startup Interface 45 
Figure 8.0.2: AEWin Main Layout Screen 46 
Figure 8.0.3: AEWin Graph Setup Menu 47 
Figure 8.0.4: AEWin Activity Screen - Graphs 48 
Figure 8.0.5: AEWin Hardware Option 49 
Figure 8.0.6: AEWin Hardward Setup - Standard Channel Setup 50 
Figure 8.0.7: AEWin Hardware Setup - Advanced Channel Setup 51 
Figure 8.0.8: AEWin Hardware Setup - Data Sets/Parametrics 52 
Figure 8.0.9: AEWin Location Setup - Material 54 
Figure 8.0.10: AEWin Sensor Placement - Dimensions 55 
Figure 8.0.11: AEWin Line Listing Display 57 
Figure 8.0.12: AEWin Acquire/Replay - Acquire 58 
Figure 8.0.13: AEWin Acquire/Replay - Replay 58 
Figure 8.0.14: AEWin Graph Output - Data Summary 59 
Figure 8.0.15: AEWin Line Listing Display 60 
Figure 9.1.1: NeuralWorks Professional II/Plus Opening Dialog Box 62 
Figure 9.1.2: NeuralWorks Professional II/Plus Network Selections 63 
Figure 9.1.3: Input Parameters for Back-propagation Neural Network 64 
Figure 9.1.4: Learning Rule and Transfer Function Options 64 
Figure 9.1.5: Training and Testing Input Files 65 
Figure 9.1.6: Back-propagation Neural Network Epoch Size 66 
Figure 9.1.7: Overview of Back-propagation Neural Network Architecture 68 
Figure 9.2.1: Selection of Instruments Used 69 
Figure 9.2.2: Instrument Selection Dialog Box 69 
Figure 9.2.3: Instrument Parameters Dialog Box 70 
7 
Figure 9.2.4: Training the Network 71 
Figure 9.2.5: Network Training Dialog Box 72 
Figure 9.2.6: RMS Output after Training Network 72 
Figure 9.3.1: Testing Network Dialog Box 73 
Figure 9.3.2: RMS Error after Testing Network 74 
Figure 9.3.3: Testing Output File Selection 74 
Figure 9.3.4: Output Results from Network Testing File 75 
8 
1.0. INTRODUCTION 
1.1. Overview 
The purpose of this research was to determine the characteristics of acoustic 
emission (AE) data from a low-cycle fatigue test and apply an artificial neural network to 
the early cycle AE data to predict fatigue life. If successful, it is envisioned that this 
research will be developed into an operational nondestructive testing technique to reduce 
cost and increase safety in aerospace applications. 
The low-cycle fatigue tests conducted herein employed 7075-T6 aluminum which 
is a widely used material in the aerospace field. For this particular alloy aluminum is 
combined with nominally 5.6% zinc, 2.5% magnesium, 1.6% cooper, and 0.25% 
chromium, a composition that provides strength while keeping weight to a minimum. 
The -T6 suffix refers to a heat treatment process which includes a solution heat treatment 
(solutionizing) followed by a water quench and finally artificial aging at a temperature 
intermediate between room temperature and the solutionizing temperature. During 
solutionizing the principal intermetallic compound, MgZn2, supersaturates the aluminum 
matrix. Quenching the alloy in water then captures these molecules within the room 
temperature structure. Finally, the alloy is heated to an intermediate temperature for 
artificial aging. The solid state diffusion process then causes the MgZn2 to precipitate 
into clusters that migrate toward the grain boundaries and grow with aging time. These 
precipitate clusters serve to inhibit dislocation movements throughout the structure and 
thereby increase the alloy strength. 
Previous studies have shown that AE nondestructive testing in conjunction with 
neural network analysis has made it possible to classify different failure mechanisms in 
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various materials under loading [Rovik, 1998]. Fatigue cracking, rubbing noises, and 
plastic deformation were distinctly characterized failure mechanisms found in a strip of 
7075-T6 aluminum under similar loads experienced within the empennage of a T-303 
Cessna Crusader. 
That study involved fatigue testing of thin aluminum specimens to characterize 
fatigue crack growth signals and separate them from rubbing noises and plastic 
deformation signals. The object of the research conducted here was to not only monitor 
fatigue cracking signals but to use the early cycle AE signals to predict fatigue life. Thus, 
an experiment was conducted with 7075-T6 aluminum specimens low-cycle fatigue 
tested on an MTS machine. The data acquisition software, AEWin, was used to capture 
all AE data emitted from a stress concentration notch. AE waveform quantification 
parameters (duration, counts, amplitude, energy, and rise time) were used in constructing 
two types of artificial neural networks, a self-organizing map and back-propagation 
neural network, the former to classify the received AE signals into failure mechanisms 
and the latter to accurately predict the number of cycles to failure. 
1.2. Artificial Neural Networks 
Artificial neural networks (ANNs) are a set of mathematical tools used to classify 
data into clusters, recognize patterns, and accurately predict future outcomes. Through 
the use of artificial neurons, ANNs are capable of such tasks as memory and learning, 
similar to the human brain. These artificial neurons, also known as processing elements 
(PEs), allow large numbers of operations to be carried out in a brief period of time. For 
example, the human brain can perform approximately 300 billion calculations per second 
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due to its massively parallel structure. In the same manner, due to their structure or 
architecture, ANNs have the capability of learning from large data sets and, in turn, 
quickly and accurately forecasting desired results. 
The use of ANNs has become prevalent in many fields and has replaced many 
monotonous, error prone operations. Currently, there are a number of popular ANNs in 
existence that are used for a variety of solutions, however, the scope of this paper focuses 
on self-organizing maps and back-propagation neural networks only. Self-organizing 
maps (SOMs) are capable of clustering large amounts of data into similar categories, 
while back-propagation neural networks (BPNNs) predict future cases based off of 
previous results. 
1.3. Self-Organizing Map 
Self-organizing maps were developed by Teuvo Kohonen in the 1980s and, 
therefore, are more notably known as Kohonen SOMs. There first use was in converting 
the spoken word into computerized text. This learning and recognizing process is 
accomplished by a dual layer, unsupervised architecture consisting of an input layer and a 
processing layer. The input layer consists of data used to train the network, or in other 
words, the information that will allow it to learn. The processing or Kohonen layer acts 
to iteratively classify the data into clusters having similar attributes. The process requires 
a number of passes through the data set which are known as epochs. During this iterative 
process, the processing elements learn by minimizing the Euclidean distance between the 
input and weight vectors. At the end of each epoch, the weight vectors are updated and 
are selected to continue learning if they fall within a specified neighborhood factor. This 
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process continues until all data have been clustered into categories emphasizing similar 
characteristics in each cluster. Figure 1.3.1 is an example of a SOM architecture. 
Input Vector 
Processing Layer Output Vector 
Figure 1.3.1: SOM Architecture 
This network architecture structurally represents a generic version that can be 
altered to pertain to a specific case. Pertaining to the research of this paper, the input 
layer or vector consisted of the AE parameters rise time, counts, duration, energy, and 
amplitude. Therefore the network consisted of five inputs representing the five AE 
parameters just mentioned and a network size of 5 x 1 which categorized the data into 5 
clusters or failure modes. As will be discussed later, it is necessary to over-size the 
network, 5 x 1 instead of 3 x 1, in order to avoid neglecting certain clusters. In other 
words, it was expected that three failure modes would be present, but five were 
considered in order to determine if the network would decipher the other two as noise and 
not part of the three failure modes expected. 
The network will use these inputs along with the learning rule in order to train 
itself and iteratively begin clustering similar data points into their respective categories. 
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This process continues until all data have been clustered. The resulting output will consist 
of AE parameter ranges for each failure mechanism. All data points with similar ranges 
will fall into the same category. Usually the output of a SOM is most easily read by 
plotting the data points with their respective ranges making it easier to see clustering. 
1.4. Back-Propagation Neural Networks 
Back-propagation networks are different from SOMs in that they are supervised 
networks and they output a specific forecast value. In order for BPNNs to learn, there 
must be a previous result input to the network in order to produce a foreshadowing result. 
For instance, all aluminum specimens tested were taken to failure and the number of 
cycles to failure was recorded for each. These fatigue lives were used as inputs in the 
training file in order for the network to output future predictions on similar specimens. 
Oftentimes, SOMs are applied before BPNNs in order to determine the number of failure 
mechanism categories because clean categorization of the data is usually necessary for 
optimal predictions. In fact, the number of hidden layer neurons or PEs in a BPNN is a 
function of the number of clusters or categories present in the data. If the number of 
failure mechanism categories in a data set is not known, it will be quite hard for the 
BPNN to make an accurate prediction. To further understand the architecture of a BPNN 
look at Figure 1.4.1 below. 
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Material 
Variability 
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Histogram 
(71 Neurons) 
Output Layer 
(Number of Cycles to Failure) 
Hidden Layer 
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Input Layer 
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Figure 1.4.1: BPNN Architecture 
This BPNN architecture shown is specific to that used in this research. The 73 
neurons in the input layer are made up of 71 amplitude frequencies of occurrence from 
the amplitude histogram (30 dB to 100 dB) plus two categorical variables to represent the 
fracture type. The 9 neurons in the hidden layer correspond to the three failure 
mechanisms found in the data (2 neurons per failure mechanism), plus the two categorical 
variable neurons, and the final neuron for optimization. The single neuron in the output 
layer is representative of the number of cycles to failure. 
As mentioned earlier, these ANNs are quite useful when large data sets need to be 
evaluated. In the aerospace field, many areas of focus involve years of data accumulation 
on materials in order to most effectively determine characteristics such as ultimate and 
yield strength, brittle or ductile, etc. Understanding material properties allows proper 
material selection when designing and building aerospace structures. One method of 
evaluating these properties is acoustic emission nondestructive testing, which captures 
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how a material reacts internally when loaded. Incorporating this type of testing along 
with neural networks provides insight on how and when a material fails. 
1.5. Nondestructive Testing & Acoustic Emission 
Nondestructive testing (NDT) is defined as those test methods used to examine a 
specimen's integrity without inflicting excessive damage [Moore, 1999]. This type of 
testing began in the 1920's and has evolved into a number of methods that are widely 
accepted in industry today. Test methods used in NDT are characterized by two main 
categories: surface and volumetric. Surface tests comprise those methods used to locate 
surface discontinuities, while volumetric tests involve testing of a material's internal 
integrity. Examples include liquid penetrant, magnetic particle and visual testing for 
detecting surface defects and radiography, ultrasonic and acoustic emission (AE) testing 
for finding volumetric defects. However, AE is also good for detecting surface defects. 
Acoustic emission usually provides quick, reliable flaw detection, which can then be 
visualized using the other volumetric methods. Thus, while AE is a highly sensitive 
means of detecting growing flaws, it cannot visualize them. 
Acoustic emissions are the transient elastic stress waves generated by the rapid 
release of energy within a material under load. This stress wave can be generated from 
several phenomena including plastic deformation (dislocation movement, grain boundary 
slip, twinning), phase transformations, crack initiation, and crack growth. These 
phenomena are recorded on acoustic emission instrumentation. A single channel system 
is schematically depicted in Figure 1.5.1. 
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transducer preamplifier 
{>-D> threshold detector counter 
filter amplifier 
L. 
reset 
clock 
Figure 1.5.1: Acoustic Emission Instrumentation 
Here the transducer is a piezoelectric ceramic device that comes in contact with 
the structure and converts stress waves to low level, high impedance electrical signals. 
The preamplifier has two main functions which include amplifying the signals tq 
overcome the effect of environmental disturbances and converting the signal into low 
impedance for transmission over long distances. There are usually two filters ~ a high 
and a low pass filter ~ built in to the preamplifier and used to eliminate mechanical and 
electromagnetic noises. The amplifier is used to further amplify the signal so that the 
output can be recorded. 
During testing of a specimen, any waveforms that are stronger than a pre-set 
threshold value are recorded by the acoustic emission system. Each signal picked up by 
the transducer is called a "hit", and each hit can be defined by a combination of six 
quantification parameters. These AE parameters include rise time, energy, amplitude, 
duration, and counts, as depicted in Figure 1.5.2. They can be briefly defined as follows: 
amplitude (maximum waveform peak), duration (length of waveform), energy (total 
energy carried by the waveform), rise time (time it takes for the signal after crossing the 
threshold to reaching its peak), and counts (number of times the waveform crosses the 
threshold). 
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Figure 1.5.2: Acoustic Emission Parameters 
These parameters can be used to graphically present AE activity. Figure 1.5.3 
shows three separate plots as examples. The first plot is an amplitude histogram. It cart 
be used to distinguish different failure mechanisms occurring in the specimen by the 
number of humps present. The second graph is a duration (jas) versus amplitude (dB) 
plot, which is also used in classifying failure mechanisms by clusters of similar data. 
Finally, the duration (|is) vs. counts graph can be used to determine how well the AE data 
have been filtered. This plot should exhibit a linear relationship as shown. These graphs 
are quite helpful in manual filtering processes and in helping to understand the AE 
waveform characteristics of the various failure mechanisms/noises detected. 
Figure 1.5.3: Commonly Used Acoustic Emission Plots 
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2.0. EXPERIMENTAL SETUP 
2.1. Experiment Overview 
The acoustic emission data from the low-cycle fatigue test specimens were 
recorded and analyzed. The 7075-T6 aluminum specimens were sinusoidally cycled 
from 0 to 3000 lbs at a frequency of 1 Hz. The five AE parameters were recorded for 
each AE hit using AEWin's software data acquisition system. Two resonant frequency 
transducers were used and were located on the specimen seven inches apart from one 
another. One transducer was located 4.5 inches from the source, and the other transducer 
was located 2.5 inches from the source. 
Once the AE data were recorded, the capabilities of AEWin were explored. The 
first step in the data analysis was the application of several manual filters to the data. 
Initially, events were extracted from the overall hit data. Events are made up of two hits 
that reach separate transducers but emanate from the same source mechanism. This 
allows the user to distinguish between valuable and non-valuable hit data. This event 
data was further filtered by location. The notch was located at 6.5 inches on each 
specimen; all hits that were not within a range of ±0.5 inches of the notch were discarded. 
In order to separate desired data from outside noise interference, the AE parameters rise 
time, counts, and duration were used to apply a manual filter. Finally, the filtered data 
were input to a back-propagation neural network in hopes of predicting number of cycles 
to failure within a ±5% worst case error range. 
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2.2. MTS Machine Setup 
A servo-hydraulic MTS tensile testing machine was used to apply a consistent 
cyclic load on each of the specimens. After attaching the transducers to the specimen 
using hot melt glue as a coupling, the specimens were mounted in the MTS machine for 
testing. Proper operation of the MTS machine is discussed in detail in Appendix A. 
2.3. AEWin Data Acquisition Software 
All data for each specimen were collected using AEwin data acquisition software! 
This data acquisition software replaced the old DAS software (MISTRAS) and is capable 
of recording more parameters and making filter processes much less complicated. In 
Appendix B there is a brief tutorial on the basic capabilities of AEWin. For optimal use, 
it is recommended that the user vary the recommended settings and configurations to gain 
a more complete understanding of the software. 
2.4. Specimen Manufacture 
All specimens were cut from a sheet of 7075-T6 aluminum using a band saw. 
The specimens were made 15 inches in length and 1 inch in width with a 0.1 inch 
thickness. The notch for each specimen was cut at a 45° angle with a 0.01 inch radius of 
curvature and a depth of 0.2 inch using a circular-bladed saw tool. It should be noted that 
the effective length and actual location of the notch were 13 inches and 6.5 inches due to 
the outer 1 inch on both ends being the location of the MTS machine grips. 
19 
7.0" 
45° w/ 0.01" 
Radius of 
Curvature 
\ / 
V 
0.10" Thick 
0.80' 
15.00" 
Figure 2.4.1: Specimen Geometric Properties 
1.00' 
2.5. Specimen Geometric Fatigue Properties 
Before the low-cycle fatigue test was performed, the geometric properties of the 
specimens were evaluated to obtain an initial understanding of the stresses the specimens 
would undergo. For any specimen undergoing strictly tensile or compressive loading, the 
stress can be calculated using the relationship: 
rr
 = Load 
Equation 2.5.1: Tensile/Compressive Stress Relationship 
where P is the load being applied and A is the cross-sectional area of the specimen. The 
cross-sectional area for all the specimens was 0.080 in2. The average stress experienced 
throughout the entire specimen was calculated using the above equation to be 37.5 ksi. 
However, this stress is not representative of the stress experienced at the tip of the notch; 
it will be much higher. If the stress at the notch tip does not exceed yielding stress of 
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7075-T6 aluminum at room temperature, then an elastic stress concentration factor can be 
calculated using the following expression: 
Equation 2.5.2: Elastic Stress Concentration Factor Relationship 
where a is the depth of the notch and pt is the radius of curvature. However, with a 
maximum load of 3000 lbs the local stress at the tip of the notch did exceed yielding with 
an estimated value of 360 ksi. Localized yielding at the crack tip results in a 
redistribution of the stresses throughout the entire specimen, therefore, invalidates the use 
of the above stress concentration factor. The plastic stress concentration factor that has 
been developed for such cases is as follows: 
K =i + te - I ) ^ L 
P \ t j £ 
Equation 2.5.3: Plastic Stress Concentration Factor Relationship 
where Kt is the theoretical elastic stress concentration, Es is the secant modulus, and E is 
the Young's modulus. Although this equation would have given a more accurate stress 
concentration factor value, the strains experienced in relation to load were not recorded 
thus making the calculation of the secant modulus impossible. However, a close 
approximation to this value would be 9 based on the fact that the ratio of secant modulus 
to the Young's modulus would be close to one and Kt is equal to 9. After testing, it was 
realized that this value should have been lowered by altering the specimen's geometry, 
which in turn would have produced more acoustic emission data. 
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3.0. DATA ANALYSIS 
3.1. Initial Data Filter 
Forty 7075-T6 notched aluminum specimens were low-cycle fatigue tested using 
an MTS machine. Through the use of two piezoelectric transducers and AEWin 
software, the acoustic emission data from each of these specimens were collected and 
used to classify failure mechanisms and predict the number of cycles to failure. 
However, before any networks were constructed, the raw data output from the AEWin 
software were sorted and filtered in order to produce optimal results. A total of five 
filters were applied which are summarized below: 
1) Extract events from the raw hit data. 
2) Separate events by location. 
3) Discard any hits with a rise time of <50 (is, counts <60, and duration <400 
(IS. 
4) Discard any hits with a rise time of <25 |is and a duration <200 |is. 
5) Keep raw hit data up to 75% of lowest number of cycles to failure (250 
cycles; 4 minutes and 10 seconds); do not consider any specimens with 
less than 100 raw hits. 
Initially, it was thought that one of the first four manual filters would result in 
optimal results due to the fact that clean data normally help a BPNN network train more 
quickly and predict more accurately. However, after applying these filters and 
constructing multiple BPNNs, it was found that optimal results were only obtained by 
using the last manual filter. It should be noted, though, that this final result would not 
have been reached without exploring the previous four filters. For this reason, it is 
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necessary to discuss the findings of all five filters rather than just focusing on just the 
optimal result filter. 
Duration (us) vs Counts 
1600U 1 
0 100 200 300 400 500 600 700 800 900 
Counts 
Figure 3.1.1: Duration (us) vs. Counts Plot - Unfiltered Data 
As stated earlier, the duration ((is) vs. counts plot should have a strong linear 
relationship due to the fact that duration is approximately equal to some constant 
multiplied by counts. At first glance this plot shows little resemblance to a linear 
relationship. However, if one were to look closer at the line drawn through the data, then 
one possible linear relationship could be shown surrounded by a lot of unwanted noise. 
Due to such "messy' data, an initial filter was thought to be necessary, but before any 
manual filters were applied AEWin's software capability to distinguish hits from events 
was used. The relationship between hits and events is as follows: An event is made up of 
two hits that reach the two different sensors and allow for location of the source. AEWin 
records all hits, as well as events that occur during testing. When an event occurs, the 
system is properly locating the source in relationship to the transducers, making it 
accurate and desirable data. Hits, on the other hand, not including events, are oftentimes 
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unwanted data because the system is not locating accurately. Therefore, the AE data 
collected were initially separated into hits and events, where the events were kept and the 
hits discarded. 
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Figure 3.1.2: Duration (us) vs. Counts Plot - Filter #1 
Now, looking at the same duration (|LIS) vs. counts plot but this time consisting of 
events only, a stronger linear relationship is evidenced by the increased R2 value. The 
data presented here, however, still had quite a bit of scatter signifying that not all of the 
"undesirable" data had been removed. In order to further "clean up" the acoustic 
emission data, another filter was applied, which involved discarding any events that did 
not locate within the ±0.5 inches of the source location notch. 
24 
12000 
10000 
8000 
3. 
o 6000 
2 
3 
o 
4000 
2000 
0 
0 100 200 300 400 500 600 700 800 900 
Counts 
Figure 3.1.3: Duration (us) vs. Counts Plot - Filter #2 
Once again, a cleaner plot was produced, and a single dominant linear relationship 
became more clearly defined. This trend of decrease in scatter and increase in 
linearization can be most easily seen in the continuous increase in the R2 value for each 
succeeding plot. Initially, the duration (|is) vs. counts plot of the raw hit data had a R2 
value of 0.734, followed by the duration ((is) vs. counts plot of the event data with a R2 
value of 0.811, and finally the duration ([is) vs. counts plot of the event location data plot 
with a R2 value of 0.877. Statistically, the closer the R2 value is to 1.000, the more linear 
the data. In this last case, 87.7% of the variability in the location filtered data is 
accounted for by the linear fit. 
In order to optimize network training and prediction, the data must be as clean as 
possible. Therefore, in order to more finely tune the data, manual filters pertaining to the 
AE parameters rise time, counts, and duration were employed. The first of these 
involved discarding any event hits with rise times <50 (is, counts <60, and durations <400 
(is. In previous studies, it had been found that fatigue cracking AE hits usually resulted 
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R2 = 0 877^ 
in rise times <25 jas [Moore, 1999]. Before applying such a "strict" rise time range, an 
additional ±25 (is was added to this range in order to determine the effect on the data. 
The filters applied to the AE parameters of counts and duration were based on the fact 
that the data here began to exhibit more scatter above these ranges. 
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Figure 3.1.4: Duration (us) vs. Counts Plot - Filter #3 
As can be seen in the above duration ((is) vs. counts plot, the output result was not 
what was expected. With an R" of 0.799, the linearization of the data decreased after 
applying the AE parameter filter. For this reason, the filter was further refined to include 
any event hit data with rise times <25 |^ s and duration <200 (as. This filter combined the 
already proven acceptable rise time and decreased the duration range in order to cut out 
more of the data scatter. 
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Figure 3.1.5: Duration (us) vs. Counts Plot - Filter #4 
The newly refined filter did cut out quite a bit of scatter; however, the R2 value 
remained lower than that of the event location value. With an R2 value of 0.837, it can be 
assumed that the AE parameter filters being applied were cutting out some of the useful 
acoustic emission data. This assumption was further validated after predicting on the 
filtered data, which did not result in an optimal output. Because of the noise tolerance of 
artificial neural networks, it was thought that the BPNN might be able to predict on raw 
data rather than requiring manual filtering. 
Since the BPNN was to predict ultimate fatigue life, it was also thought that early 
cycle AE data from each specimen needed to be the focal point rather than considering 
the entire AE data set up to failure. In other words, a percentage of the data needed to be 
considered so that the network could predict on the same relative data set for each 
specimen. Because the lowest number of cycles to failure for any of the specimens was 
331 cycles, it was decided that the AE hit data up to 250 cycles (75% of the lowest cycles 
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to failure) would be included. This resulted in discarding any raw data taken at times 
greater than 4 minutes and 10 seconds of the beginning of fatigue cycling. 
Once all the raw data hits for each specimen had been cut down to 250 cycles or 
less, it was realized that the data left over to train and predict on were scarce. Therefore, 
any specimens with less than 100 hits were discarded from the testing, which resulted in 
only twenty specimens remaining. And because the manual filters cut out useful acoustic 
emission data, no AE parameter filters were applied to the hit data from these twenty 
remaining specimens. 
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Figure 3.1.6: Duration (us) vs. Counts Plot - Filter #5 
The duration ((is) vs. counts plot of this final filter proved to be very clean as can 
be seen in the above plot. Other than a few scattered data points, a majority of the data 
points follow a well defined linear pattern, emphasizing the fact that no manual filters 
were necessary. However, this linear trend was not the case in all twenty specimens. It 
was noticed that several of the specimens had duration ((is) vs. counts plots that at first 
appeared to have no linear relationship at all. This varying trend in number of cycles to 
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failure and duration ((is) vs. counts plot can be more clearly seen in the Figure 3.1.7. The 
significance behind this result was not realized until a BPNN was constructed and used to 
predict on the untrained data. This resulted in a significant amount of error, ranging from 
20% to 40%. After a number of variations to the network architecture were applied, 
optimal results were finally obtained with a network that included categorical variables. 
It has been shown in previous research that categorical variables are essential for 
specimen variability such as differences in material or manufacturing [Dion, Karl, and 
Spivey, 2006]. 
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Figure 3.1.7: Duration (us) vs. Counts Plot - Multiple Hit Data 
This duration ((is) vs. counts plot depicts a specimen that failed at more than 500 
cycles. If looked at closely, there is quite a bit of repetitive data in the sense that the 
same number of counts are occurring at varying durations. It appears as if the data are 
plotting a number of vertical lines, which suggests that multiple hit data may be present. 
Multiple hit data occur when more than one waveform reaches a single transducer closely 
spaced in time. This causes the system to superimpose one waveform over the other and 
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records it as a single waveform. This type of phenomenon can result in misclassitication 
of the data and ultimately inaccurate predictions. This issue was crucial because it only 
appeared in specimens with cycles to failure of greater than 500 hits, suggesting that 
there was some defining difference between specimens with cycles to failure less than 
500 and those with cycles to failure greater than 500. 
At first it was thought that some of the specimens may have been cut in the rolling 
direction of the aluminum sheet and others transverse to the rolling direction. However, 
four specimens - two with linear duration ((is) vs. counts plots and two with non-linear 
plots — were cut, polished, etched, and inspected under a microscope, and this was found 
not to be the case, as all four specimens had the same microstructure. Thus the 
hypothesis that there was some material difference was proven to be false. This led to 
further investigation. 
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Figure 3.1.8: Duration (|Js) vs. Counts - Fracture Modes 
When one of he previous manual filters was applied to the same specimen to try 
and clean up the large amount of scatter, the duration ((is) vs. counts plot revealed that 
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two types of fracture modes were probably occurring. As the plot above depicts, the 
specimen appeared to be experiencing both plane strain and plane stress (mixed mode) 
fracture. These two types of failure modes have two different wave speeds characteristic 
of the acoustic emission data. The plane stress failure mode AE data are flexural (anti-
symmetric Lamb) waves, while the plane strain failure mode acoustic emission data are 
extensional (symmetric Lamb) waves. These two failure modes can be seen more clearly 
in the counts vs. energy plot shown below. 
Counts vs Energy 
Figure 3.1.9: Counts vs. Energy - Fracture Modes 
Here two distinct fracture modes are evident with some additional activity located 
at three and five energy counts. This trend was evident in all the higher (^500) cycle 
specimens. It was therefore hypothesized that predicting on these two types of failure 
modes separately would produce optimal results. These two failure modes were also 
evident in the SOM output and will be discussed in more detail later. 
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Figure 3.1.10: Physical Evidence of Fracture Modes 
On a final note, the physical characteristics of the specimens were also observed, 
and two types of fractures were evident as shown in Figure 3.1.10. In both cases a small 
region of plane strain fracture begins at the base of the stress concentration notch and 
subsequently transitions into plane stress fracture as the fatigue crack progresses. In 
between these two is a region of mixed mode fracture having components of both plane 
strain and plane stress fracture. This mixed mode fracture is what the specimens that 
failed at cycle lives ^500 were exhibiting. 
3.2. SOM Architecture 
Due to the fact that manual filters were not able to produce optimal results in 
BPNN life cycle prediction, a number of SOM neural networks were employed to 
properly classify the failure modes experienced by the specimens. It was thought that the 
specimens would experience the three failure modes seen above. In order to prove or 
disprove this hypothesis, the first SOM constructed was a 4 x 1 network to determine if 
three failure modes would appear with one distinctly separating itself from the other 
three. Here all five AE waveform quantification parameters were used as the inputs (rise 
time, counts, duration, energy, and amplitude) with the following results. 
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Table 3.2.1: SOM Architecture Inputs - 4 x 1 Network 
Amplitude 
Category 
1 
2 
3 
! 4 
Min 
30 
43 
54 
33 
Max 
43 
56 
95 
74 
Mean 
38.1 
47.7 
62.5 
52.3 
SD 
3.2 
3.2 
7.3 
12.9 
Here three failure modes do appear; however, the fourth has an amplitude range 
that spreads across the other three. Even though the mean amplitude is much higher than 
the other three, it was not totally accurate to assume that the fourth category was noise, ft 
was then evident that another SOM had to be constructed with a 5 x 1 network to 
determine if the network would result in another category with such a wide spread range 
or a range not within the other three. With the same inputs, the 5 x 1 network output 
produced the following results: 
Table 3.2.2: SOM Architecture Inputs - 5 x 1 Network 
Amplitude 
Category 
1 
2 
3 
4 
5 
Min 
30 
41 
50 
59 
33 
Max 
40 
50 
63 
95 
74 
Mean 
36.6 
44.8 
55.4 
69.0 
50.5 
SD 
2.6 
2.7 
3.5 
7.8 
11.8 
In this case it is more evident that the SOM is distinctively categorizing three 
failure modes and two "noisy" data categories. This proved to be the optimal SOM 
output, but it did not correlate with the counts vs. energy plot that depicted two distinct 
failure modes. However, there were two data points on the counts vs. energy plot that 
were assumed to be scatter (noise). An explanation to this distinction can be found in the 
data itself. As mentioned previously, twenty specimens were discarded due to the fact 
33 
that not enough data were accumulated within the first 4 minutes and 10 seconds time of 
cycle time. The twenty specimens that were kept for analysis had a wide range of total 
number of hits. Some specimens produced just a little over 100 total hits, while others 
produced well over 500 total hits as can be seen in Table 3.2.3. 
Table 3.2.3: Specimen Data 
Specimen 3 
Specimen 5 
Specimen 7 
Specimen 9 
Specimen 12 
Specimen 13 
Specimen 14 
Specimen 15 
Specimen 16 
Specimen 17 
Specimen 18 
Specimen 19 
Specimen 23 
Specimen 26 
Specimen 27 
Specimen 28 
Specimen 31 
Specimen 32 
Specimen 38 
Specimen 40 
Total Hits 
461 
268 
836 
183 
138 
168 
113 
274 
124 
564 
1547 
621 
559 
116 
141 
369 
223 
445 
269 
769 
Max # of Hits 
156 
70 
172 
75 
20 
26 
25 
39 
21 
128 
256 
104 
90 
16 
46 
217 
39 
83 
57 
182 
Cycles to Failure 
727 
573 
394 
755 
733 
853 
447 
446 
393 
442 
396 
429 
394 
389 
606 
483 
447 
331 
446 
492 
Due to the variation in total number of hits amongst the specimens, it was hypothesized 
that one of the failure modes was discarded in some of the specimens when the data 
above 4 minutes and 10 seconds were cut off. In other words, it is possible that some of 
the specimens experienced this third failure mode faster than other specimens. 
3.3. Back-Propagation Architecture 
In order to assure optimal predictions, three failure modes were assumed to be the 
appropriate number due to the fact that the previous data filters and SOMs had conflicting 
results. It was evident that overlooking a failure mode would result in exceptionally large 
error and undesirable results. Initially, the BPNN for cycle life prediction was 
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constructed with 71 input layer neurons, 7 hidden layer neurons, and 1 output layer 
neuron. The 71 hidden layer neurons consisted of 1 neuron per amplitude from the set 
threshold of 30 dB to 100 dB. The hidden layer consisted of 2 neurons for each failure 
mode, proven in previous research, plus 1 additional hidden layer neuron for optimal 
training. The complete architecture of the network is shown below in Figure 3.3.1. 
InstaNet / Back Propagation 
ttPEs 
Input 
Hidl 
Hid 2 
Hid 3 
Output 
71 
7 
0 
0 
1 
LCoef 
0.003 
0.250 
0.200 
0.003 
Momentum 
Trans. Pt. 
LCoef Ratio 
P Offset 
0.400 
10000 
0.500 
0.100 
Learn Rule 
I Delta-Rule 
Transfer 
Linear 
ExtDBD 
QuickProp 
MaxProp 
Delta-Bar-Delta 
Sigmoid 
DNNA 
Sine 
r" Connect Prior 
F" Auto-Assoc. 
V Linear Output 
r SoftMax Output 
V Fast Learning 
r" Gaussian I nit. 
V Minimal Config. 
[7 MinMax Table 
V Bipolar Inputs 
P Cascade Learn 
r Logicon PROJECTION NETWORK (TM) 
-I/O Files 
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|Traintt4(20).txt 
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Figure 3.3.1: Initial Back-propagation Neural Network Architecture 
With the exception of the learning rule and learning coefficient, all other settings 
were left at the default settings. The learning coefficient was set at a lower value than the 
default in order to have the network train at a finer resolution and hopefully more closely 
fit the data. The Norm-Cum-Delta learning rule is a normalized learning function that 
adjusts the weights at the end of each epoch. The epoch size is based on the number of 
specimens used in the training set. For this particular network, 9 specimens were used to 
train on and 11 were tested. 
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4.0. RESULTS 
4.1. Percentage Error 
Even though the network appeared to have reasonable settings, the prediction 
result was not optimal as displayed in Table 4.0.1. The worst case error prediction 
reached 63.7% which is way above the desired ±5% error range. This exceptional high 
error suggested implementing the hypothesis that there was variability in the specimens. 
There appears to be a large number of specimens that fail between 300 and 500 cycles, as 
well as a few specimens failing with 500 or greater number of cycles. This noticeable 
distinction in number of cycles to failure agrees with the earlier findings in the duration 
(|is) vs. counts plots, thus forcing the introduction of a categorical variable to help the 
network decipher between low number of cycles to failure (<500) and high number of 
cycles to failure (^500) specimens. 
Table 4.0.1: Percentage Error - No Categorical Variable 
Specimen 3 
Specimen 5 
Cycles to Failure 
727 
573 
Specimen 7 394 
Specimen 9 
Specimen 12 
Specimen 13 
Specimen 15 
Specimen 16 
Specimen 17 
Specimen 18 
Specimen 19 
755 
733 
853 
446 
393 
442 
396 
429 
Specimen 23 394 
Specimen 26 
Specimen 27 
389 
606 
Specimen 28 483 
Specimen 31 
Specimen 32 
Specimen 38 
Specimen 40 
447 
331 
446 
492 
Predicted Cycles 
(7% Convergence) 
713 
577 
% Error 
-2.0 
0.7 
645 63.7 
692 
521 
816 
519 
409 
463 
406 
427 
A A A 
449 
631 
-8.3 
-29.0 
-4.3 
16.3 
4.0 
4.8 
2.5 
-0.4 
53.9 | 
15.4 
4.1 
748 54.9 
482 
293 
540 
504 
7.8 
-11.6 
21.1 
2.4 
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The more refined BPNN network consisted of 73 input layer neurons, 9 hidden 
layer neurons, and 1 output layer neuron. The 73 input layer neurons consisted of 1 
neuron per amplitude and 2 neurons for the categorical variables. The hidden layer 
neurons consisted of 2 neurons for each of the 3 failure modes, 2 neurons for the 
categorical variable, and one additional neuron for optimal training. The complete 
network structure is summarized in Figure 4.0.1. 
InstaNet / Back Propagation 
t*PEs 
Input 
Hidl 
Hid 2 
Hid 3 
Output 
73 
9 
0 
0 
1 
LCoef 
0.003 
0.250 
0.200 
0.003 
Momentum 
Trans. Pt. 
LCoef Ratio 
F Offset 
0.400 
10000 
0.500 
0.100 
Learn Rule 
ExtDBD 
QuickProp 
MaxProp 
Delta-Bar-Delta 
Transfer 
Sigmoid 
DNNA 
Sine 
P Connect Prior P Gaussian I nit. 
I"" Auto-Assoc. r Minimal Config. 
V Linear Output R MinMax Table 
V SoftMax Output V Bipolar Inputs 
V Fast Learning V Cascade Learn 
r Logicon PROJECTION NETWORK (TM) 
|9 Epoch Set Epoch From File J 
r l / 0 Files 1 
Learn Browse... 
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|Testtt4(20_revA).txt 
OK Cancel j Help 
Figure 4.0.1: Refined Back-propagation Neural Network Architecture 
This network reduced the worst case prediction error considerably with a high of 
42.8%. The desirable error percentage range of ±5% is still well out of range; however, 
if the two high percentage specimens (7 and 23) are removed, the maximum error 
percentage drops drastically to -12.3%. In order to determine if removing these two 
specimens from the testing file would result in an output with similar, reasonable 
percentage error, a third BPNN was constructed. The only difference between this 
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network and the previous one was the discarding of the two maximum error percentage 
specimens from the testing file. 
Table 4.0.2: Percentage Error - Categorical Variable 
Specimen 3 
Specimen 5 
Cycles to Failure 
727 
573 
Specimen 9 
Specimen 12 
Specimen 13 
Specimen 14 
Specimen 15 
Specimen 16 
Specimen 17 
Specimen 18 
Specimen 19 
755 
733 
853 
447 
446 
393 
442 
396 
429 
Specimen 26 
Specimen 27 
Specimen 28 
Specimen 31 
Specimen 32 
Specimen 38 
Specimen 40 
389 
606 
483 
447 
331 
446 
492 
Predicted Cycles 
(7% Convergence -
Categorical - LC -
0.003) 
711 
619 
% Error 
-2.1 
8.1 
519 31.7 
672 
660 
804 
439 
485 
372 
457 
399 
426 
563 
385 
665 
460 
392 
326 
404 
477 
-11.0 
-10.0 
-5.8 
-1.8 
8.7 
-5.3 
3.4 
0.7 
-0.7 
42.8 
-1.0 
9.7 
-4.8 
-12.3 
-1.5 
-9.3 
-3.0 
Here the percentage error remained low, inferring that the network was not 
dependent upon the discarded specimens. This also implied that the two specimens could 
be considered outliers in the testing set due to the network's capability to produce similar 
results for the remaining 18 specimens with or without those two specimens. The 
prediction results without the two outliers can be seen in Table 4.0.3. It can be seen that 
the worst case error percentage between predicted and actual is -13.9 %. 
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Table 4.0.3: Percentage Error - Outliers Discarded 
Specimen 3 
Specimen 5 
Specimen 9 
Specimen 12 
Specimen 13 
Specimen 14 
Specimen 15 
Specimen 16 
Specimen 17 
Specimen 18 
Specimen 19 
Specimen 26 
Specimen 27 
Specimen 28 
Specimen 31 
Specimen 32 
Specimen 38 
Specimen 40 
Cycles to Failure 
727 
573 
755 
733 
853 
447 
446 
393 
442 
396 
429 
389 
606 
483 
447 
331 
446 
492 
Predicted 
Cycles to 
Failure 
713 
616 
650 
639 
809 
456 
495 
361 
459 
400 
424 
386 
645 
507 
391 
326 
410 
472 
Error % 
-2.0 
7.5 
-13.9 
-12.8 
-5.1 
2.1 
11.0 
-8.1 
3.9 
1.1 
-1.1 
-0.7 
6.5 
4.9 
-12.5 
-1.5 
-8.1 
-4.0 
A final interesting observation is that the network could have been run with the 
two outlier specimens and the addition of a second hidden layer that would result in a 
similar output. The second hidden layer is useful in helping the network more easily 
categorize data. Thus both the categorical variable and the second hidden layer were 
necessary to obtain approximately the same worst case error as the network in which the 
two outliers were not considered. 
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5.0. CONCLUSIONS/RECOMMENDATIONS 
5.1. Conclusions 
Although the desired worst case error percentage range of ±5% was not achieved, 
a respectable range of less than ±15% was achieved and therefore accepted. It appears as 
if the SOM was able to distinctively categorize three failure modes with two being 
dominant. The initial data filters pin-pointed these two dominant failure modes, but the 
third was less evident. This could be due to the fact that the data accumulated were 
scarce in a number of specimens as a result of the significant amount of load applied and 
the extremely high stress concentration factor present at the tip of the notch. 
The BPNN was in agreement with the SOM output of three failure modes due to 
its ability to optimally predict when three failure modes were incorporated into the 
hidden layer. However, the original number of specimens was significantly reduced by 
the scarcity of AE data within the first 250 cycles. The final network only considered 18 
out of the 40 specimens. One major problem with the networks ability to predict was the 
inability to determine if there was material variation amongst the specimens. 
When the specimens were treated as a common material, the prediction results 
ranged well above 50%. However, when a categorical variable was added to the 
network, it appeared as if the network was identifying two distinct materials or material 
compositions. This was also evident in the wide variation of cycles to failure amongst 
the specimens. The two groups distinguished themselves from one another with one 
having cycles to failure between 300 and 500 cycles and the other with cycles to failure 
greater than or equal to 500. This observation was further validated when the duration 
(jas) vs. counts plots produced two different trends for the two groups. The 300 to 500 
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cycle group evidenced a single linear relationship as expected, but the greater than or 
equal to 500 cycles portrayed two linear relationships plus some extraneous data. This 
brought forth the hypothesis that there were two different failure modes, not two 
variations in material or manufacturing. 
Thus, it was finally concluded that the low number of cycles to failure was 
associated with the more brittle, plane strain fracture mode whereas the high 
number of cycles to failure was due to the more ductile, plane stress fracture mode. 
It was also observed that the plane strain fracture mode always preceded the plane stress 
fracture mode. This meant that the specimens that exhibited linear duration ((is) vs. 
counts plots were only experiencing plane stain fracture, while those that had non-linear 
plots were experiencing both plane strain and plane stress (mixed mode) fracture at the 
same time as evidenced by the fracture surfaces of the specimens themselves. 
5.2. Recommendations 
Future analysis of this data should be directed toward separating the plane strain 
and plane stress fracture data prior to BPNN analysis. It is not altogether improbable that 
the prediction of life cycle to failure could be made from the plain strain fracture data 
alone. This is because this is the first data "seen" by the AE system, and experience has 
shown that the first data seen - if it is not noise - serves as an excellent precursor of what 
is to follow. 
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7.0. APPENDIX A: MTS MACHINE OPERATION 
Figure 7.0.1: MTS Machine 
1. Turn power switch to the on position located at the back of the main control unit. 
2. Turn the hydraulic pump on by flipping switch to the on position. 
3. Using the 407 Controller Unit, enter the Interlock Status Menu and change all 
options that are tripped to warning or enabled. 
4. Return to the Main Menu by pressing the Home Button and enter the Controller 
Menu and change the Feedback option to AC1 Cond. This allows movement of 
the lower grip in units of inches. 
5. Once again, return to the Main Menu and enter the Function Generator Menu. 
Scroll down to set point option. Initialize low pressure in the pump and enable 
the 407 Controller Unit Dial. The lower grip location can now be adjusted by 
rotating the dial. Load 1" of one end of specimen into lower grip and grip. 
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Slowly adjust lower grip location until other end of specimen rests 1" into upper 
grip and grip. Record these location settings for future use. Note: After 
initializing upper grip to grip, be sure to turn off hydraulic pumps to prevent 
damaging specimen. 
6. Return to the Main Menu and re-enter the Controller Menu. Change the 
Feedback option to DC2 Cond. This setting will now allow the load to be 
applied in pounds. Adjust the set point to -1500 lbs (tension) and the span to 
1500 lbs. This programs the controller to initially pull the specimen 1500 lbs in 
tension and then cycle from ±1500 lbs (0 to 3000 lbs). 
7. Turn on the Low Pressure by pressing the Low Button on the 407 Controller 
Unit. Allow at least 5 seconds before placing into High Pressure. Begin cyclic 
loading by pressing Run. 
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8.0. APPENDIX B: TUTORIAL: AEWIN FOR DISP E1.51 
After locating and clicking the AEWin for DiSP El.51 desktop icon, a pop-up 
screen will appear resembling Figure 8.0.1. Once this screen appears, the software will 
automatically check for a DiSP board connection and open AEWin's home screen. If no 
DiSP board connection is found, an alert message will appear notifying the user. The 
data acquisition software can still be used without this connection to replay saved data, 
however, further testing cannot be done without proper connection to a DiSP board. 
AEWin's friendly user home screen is similar to much widely used software such 
as Microsoft Office, Paint, Notepad, etc. The menu bar consists of AEWin capabilities 
divided up into respective categories while the main toolbar conveniently helps those 
users who are not yet familiar with the function keys. Located at the bottom, left corner 
of the home screen are tab menus that allow the user to categorize similar data analyses 
into separate work screens. 
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Figure 8.0.2: AEWin Main Layout Screen 
The "Activity Screen" tab allows the user to setup graphical representations of the 
data collected. AEWin has a variety of options which makes it easy to hone in on graphs 
of significant importance. By right clicking in the activity screen, the user can select the 
option "Graph Setup" and choose the type of graph that needs to be constructed. Figure 
8.0.3 shows the Graph Setup screen and the available options. In this particular screen, 
the user would be constructing an Amplitude Histogram with events being plotted on the 
y-axis and amplitude being plotted on the x-axis. The user can also select which channels 
the software will use to construct each plot. If the user wants the data from every 
channel, the "All Active Channels" option should be selected. Once the x and y-axis 
have been defined, each scale needs to be specified. It has been found from previous 
studies that until the user knows about how many events, counts, duration, etc, have been 
collected, that the scale for each axis should be set from 0 to 1 and the "Compress" option 
selected. This option automatically creates a scale which will include all of the user's 
data. However, if the user does know the amount of each parameter collected, the scale 
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can be manually fixed by selecting the "Manual (Fixed)" option as is the case here. 
There are a number of other options available in this screen that can be selected, but for 
beginner users it is recommended that the default options be used until more familiarity 
with the software has been gained. Such options that have been left in their default 
settings include "Input Data", "Value Axis", "Bin Axis", and "Bin Display". 
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Figure 8.0.3: AEWin Graph Setup Menu 
After each graph has been setup, the software will automatically generate plot 
screens for each graph. For instance, in Figure 8.0.4 below generated graphs for events 
vs. amplitude (dB), events vs. x position and duration (JLLS) VS. counts are shown. Once 
the acoustic emission test starts the software will plot these graphs as each AE parameter 
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occurs. This allows the user to visually understand what is occurring at each moment 
during the test. 
Fie Test Setup Acqare/Reptay Graphug view utWesPaQe whdow Help 
"feem\m\mw® »#1 o W ^ i i W r ^ * ff 1 
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Figure 8.0.4: AEWin Activity Screen - Graphs 
Now that the user has setup the desired graphs, test options that control data 
collection need to be specified. This information can be located by clicking on the "Test 
Setup" menu tab and selecting the "Hardware" option. This option will allow the user to 
specify threshold, filters, the number of channels used, peak definition time, hit definition 
time, hit lockout time, and the parameters to be recorded. 
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Figure 8.0.5: AEWin Hardware Option 
The Hardware Setup screen offers a number of options to the user which makes 
acoustic emission testing simpler and much more accurate than previous data acquisition 
software. At the top of the screen there are six different tabs containing options that can 
be adjusted to best suit user specific acoustic emission tests. The "Standard Channel 
Setup" tab specifies the number of channels used to collect data, threshold, pre-
Amplifier, analog filters, and the waveform setup. In this particular AE test only two 
transducers were used, therefore channels 1 and 2 were the only channels selected. From 
previous studies, it has been shown that a threshold of 30 dB would record a sufficient 
amount of data. This threshold value signifies the limit that each acoustic emission hit 
much reach to be recorded. Anything amplitude lower than this limit will be discarded as 
noise. The pre-Amplifier is determined by the transducers used during the test, which 
was 40 dB for this particular setup. The analog filter also helps filter out any unwanted 
noise such as mechanical and electronic interferences. Here a low pass filter of 100 kHz 
and a high pass filter of 2 MHz proved to be sufficient. However, it should be noted that 
a value of 1 MHz for the high pass filter would be more accurate but this value was not 
an option from the drop down menu. The waveform setup menu was not used during this 
test because accurately setting each of the parameters listed was not perfected. 
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Hardware Setup: PCI-D5P4 
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Figure 8.0.6: AEWin Hardward Setup - Standard Channel Setup 
Once all of the options for the "Standard Channel Setup" tab have been selected 
the user will want to select the "Advanced Channel Setup" to specify the peak definition 
time, the hit definition time, and the hit lockout time. Once again the user must select the 
active channels so the software can determine which channels to apply these newly 
specified limits. These limits are necessary for clean, optimal data collection. PDT 
allows the system to accurately choose the highest peak in a signal. A signal will have 
many fluctuating peaks, but it is imperative that the highest peak be determined for 
correct correlation to amplitude. Therefore sufficient amount of time must be allowed for 
accurate identification of the signal peak. HDT defines each acoustic emission hit and 
makes sure each signal is recorded as only one hit. If this parameter is set too short 
multiple hit data can occur and if set too long multiple hits will be received by the system 
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as a single hit. If this occurs, manual filtering of the output data can become quite 
tedious. HLT is used to prevent the system from recording anymore hits for that 
particular signal. In other words once the actual signal has reached the transducer and the 
proper data recorded, the system cuts off any remaining spurious measurements from 
signal decay that could be a result of noise or test equipment which not only helps in 
filtering but also in increasing the data acquisition speed. Values for PDT, HDT, and 
HLT for some common materials are listed in Table 8.0.1. 
Table 8.0.1: PDT, HDT, HLT for Common Materials 
Material 
Composites, Non-Metals 
PDT (us) 
20 -50 
HDT (us) 
100-200 
HLT (fis) 
300 
Small Metal Specimens 300 600 1000 
Metal Structures (High Damping) 
Metal Structures (Low Damping) 
300 
1000 
600 
2000 
1000 
20000 
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Figure 8.0.7: AEWin Hardware Setup - Advanced Channel Setup 
The "Data Sets/Parametrics" tab allows the user to select which AE parameters 
the software will output. Under the "Hit Data Set" option there are a number of AE 
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parameters to choose from enabling the software to run at optimal performance for each 
AE test. For instance, if amplitude, energy, counts, duration, threshold, risetime, and 
average frequency are the only parameters of interest for a particular test, than selection 
of only these parameters will allow optimal output speed and reduction of data storage 
space. For a more detailed explanation of each of these parameters, refer back to the 
introduction section of this paper. The "Hit Parametics" option enables the user to 
include a maximum of two input parametrics such as external load signals. If this option 
is selected, than the "Time Driven Parametrics" must be selected for the corresponding 
number previously checked. 
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Figure 8.0.8: AEWin Hardware Setup - Data Sets/Parametrics 
It should be noted that there are a number of other options available on this screen 
such as 'Time Driven Parametrics", "Time Driven Channel Data", "Time Driven Rate", 
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and "Constants". "Time Driven Parametrics" and "Time Driven Channel Data" allow 
constant recording of RMS, ASL, threshold, absolute energy, cycle counter, and 
parametric inputs at regular time intervals in the absence of AE activity. This is useful 
for parameters such as the number of cycles that change even when there is no AE 
activity. The "Time Driven Rate" option can be used for leak monitoring and recording 
changes in background noise levels. This option also updates hit data graphs involving 
input parametric values when no new hits are occurring. Typical values for this option 
are 1- 60 seconds. These options should be experimented with for optimal results and left 
at the default values until full understanding of each has been gained. 
Proper "Location Setup" is essential because it allows AEWin to accurately 
decipher AE hits and events. The "Location Setup" menu can be easily entered by 
clicking on the "Test Setup" option located on the menu bar. Once the drop menu 
appears the "Location" menu will appear directly below the "Hardware" menu. 
Highlight "Location" and click the mouse once. A screen, as seen in Figure 8.0.9, will 
appear and a number of options pertaining to location will be accessible to the user. 
Initially, the group number of significance needs to be checked under the "Group #" 
category. This allows the software to determine which location group is under 
examination. Depending on the transducer positioning, the location type can be linear, 
zonal, cylindrical, etc. For this particular AE test, linear location was used because 
transducer positioning resembled that of a 1 dimensional line. The other columns located 
to the right of "Group #" and "Location Type" should be experimented with to determine 
what best suits the user's situation. 
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Figure 8.0.9: AEWin Location Setup - Material 
By clicking the "Material" option the user can setup the software to run off of 
specific material properties. The software already has a number of materials to choose 
from with their calculated longitudinal, shear, and surface velocities, as well as, acoustic 
impedance and mass density. However, if the user's particular material is not listed it can 
be manually inputted. Once the properties of the material have been calculated the new 
material can be stored in the software's database by pressing the "Add" button. Using the 
"Update" button allows the user to utilize the material being displayed in the display 
window for that AE test. 
The user can also setup the transducer placement visually by using this screen. 
Located under the zoomed in portion from Figure 8.0.9 there is a button titled "Location 
View". By clicking on this button, the user can use a y versus x gird to setup the 
transducer positioning. Using the "Sensors" box, x and y coordinates can be input for 
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each transducer. In turn, the software automatically outputs a visual representation of 
each coordinate in the y versus x gird. In this particular setup, the transducers are seven 
inches apart with one being at three inches and the other at ten inches. 
x [Til [Inches] Y |5F [Inches] Sensors j 
Y Position vs X Position <AH Channels> 
Free Setup 
Min Max 
Length, X Axis |o" 
Height, Y Axis |o" 
15 
OK ] Cancel 
Figure 8.0.10: AEWin Sensor Placement - Dimensions 
The dimensions of the specimen used can also be input by clicking on the 
"Dimensions" button located at the bottom right corner of the "Location View" menu. 
The specimen used in this test setup was 15 inches in length and one inch in width. It 
should be noted that linear locations do not need a width (height) value to accurately 
record results. It was shown that the same results were produced with and without a 
width (height) value. The user should also make sure that the "Group #" option matches 
that of the one checked on the main "Location Setup" menu. The "Structure" option can 
be altered between either a free structure or a plate structure. For this particular test 
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setup, the "Structure" option should probably be set at plate but it was also found that the 
same results were produced when using plate or free structure. This could possibly be a 
result of user error and further experimentation with the software is necessary in 
determining the significance behind this option. 
The final step in setting up the software is an optional task but can be useful to the 
user. AEWin allows the user to specify which AE parameters to display on the line 
display. This is useful for copying the numerical output for each parameter and pasting it 
into Excel or some other data analysis package for manual filtering processes. The "Line 
Display" menu can be located in the "Test Setup" drop down menu. Once the drop down 
menu appears, highlight the "Line Display" option and click on the mouse once. AEWin 
is capable of outputting a number of AE parameters in column formatting for easy user 
distinction. In order for line display to work, though, the "Enable Line Display" option 
must be checked. The AE parameters of importance for this particular setup, as seen in 
Figure 8.0.11, were rise time, counts, energy, duration, amplitude, and average frequency. 
Time was selected to time the entire test for cycle counting purposes and channel was 
selected to determine where each hit was recorded. The other options selected in this 
menu were already selected by the software's default. 
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Figure 8.0.11: AEWin Line Listing Display 
Now that the setup is complete, the user can start the test. Once the transducers 
have been physically placed on the specimen and the specimen has been loaded into the 
testing apparatus, the "Acquire/Replay" menu can be used to initiate the accumulation of 
AE data. After clicking the "Acquire/Replay" menu, the drop down menu will appear 
with a number of options to select. If the test has not been conducted yet, the user will 
want to highlight the "Acquire" option and click on the mouse once. This brings up a 
"Save As" dialog box asking the user to title and save the file. By clicking the "Save" 
button; the software will automatically begin recording AE data and saving it as a DTA 
file under the name specified by the user. Be careful doing this process because the load 
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being applied to the specimen to create acoustic emission must be started simultaneously 
with the data acquisition software. 
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Figure 8.0.12: AEWin Acquire/Replay - Acquire 
A unique characteristic of AEWin is that it can replay previously recorded AE 
data. If a test has already been conducted and the user wants to replay this data, select the 
"Acquire/Replay" menu and wait for the drop down menu to appear. Once the drop 
down menu appears, highlight and select the "Replay" option. This will prompt a 
"Replay" dialog box consisting of DTA files. Find and highlight the file of interest and 
press the "Start" button. This will generate the acoustic emission data selected. 
/?* AEwin for DiSP - 6061 T6 Aluminum (Trial) 
File Test Setup | Acquire/Replay Graphing View Utilities Pag 
G S H ^ l B * « ^ e - F9 1 1 1 ) 
300-r 
250-
200-
150-
100-
50-
Resume 
Pause 
Abort 
Time Mark 
Display Last Alarm... 
AST 
Pause Replay On Timemark 
Pause Replay On Pause 
.II Channe 
Figure 8.0.13: AEWin Acquire/Replay - Replay 
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Once a test has been conducted or AE data has been replayed, AEWin will output 
acoustic emission data in two ways: graphically and numerically. In the "Activity" 
screen the graphs the user previously setup will automatically begin to plot. This 
software has real-time capabilities and allows the user to watch the accumulation of AE 
data as it is occurring. In Figure 8.0.14, three distinct graphs have been plotted: events 
vs. amplitude (dB), events vs. x position, and duration (jas) vs. counts. The significance of 
these plots can be referenced in the Data Analysis section of this research paper. Also, at 
the bottom of this screen there is a tool bar that gives a brief summary of the amount of 
time the test took until completion, number of hits, events, counts, and total energy 
recorded. 
File Tost Setup Acqu're/Reolay Graohna View Utilities Paqe Whdow Holp 
Figure 8.0.14: AEWin Graph Output - Data Summary 
The graphs plotted in Figure 8.0.14 are representative of the numerical data 
collected by AEWin shown in Figure 8.0.15. The parameters that were previously 
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selected in the "Data Set/Parameters" tab of the "Hardware Setup" menu appear in the 
"Line Listing Display" dialog box neatly aligned in columns. As stated before if other 
parameters had been selected, then they would appear in their own columns as well. This 
"Line Listing Display" box is user friendly and can easily be converted into an Excel file. 
Another unique characteristic of this "Line Listing Display" box is the purple color font. 
This color coded font represents the events that occurred throughout the test. The time 
each transducer recorded the signal, as well as, the location of its source are recorded. 
This allows the user to easily filter out hits and events which was not possible on 
previous data acquisition software such as MISTRAS. This also helps the user determine 
if the "Location Setup" menu was configured correctly. If the user knows the stress 
concentrated area of the specimen as was the case in this setup, then most of the events 
should be occurring at or near that location. 
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Figure 8.0.15: AEWin Line Listing Display 
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This tutorial was just a brief introduction to AEWin's numerous capabilities. The 
software is very user friendly but entails much detail. Tutorials are helpful in grasping 
the fundamentals of the software, but the best way to fully understand all of a software's 
potential is experimentation. Further manipulation of certain options will help gain a 
more thorough understanding and a much more detailed analysis of the software's vast 
capacity. 
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9.0. APPENDIX C: BACK-PROPAGATION TUTORIAL 
9.1. Setup 
This section will provide a step-by-step process on the use of NeuralWorks 
Professional II/Plus using a back propagation neural network. Once the program is 
opened, a window as seen in Figure 9.1.1 will open. 
File InstaNet I/O Instrument Run Utilities UDND Help 
Figure 9.1.1: NeuralWorks Professional II/Plus Opening Dialog Box 
To begin the use of a neural network, the InstaNet menu must be selected. Once 
the InstaNet menu is selected a list of the most popular network types will be shown as 
can be seen in Figure 9.1.2. The network of interest for this tutorial is a back propagation 
neural network. This selection is the second from the top listed and can be opened by 
highlighting it and clicking once on the mouse. 
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Figure 9.1.2: NeuralWorks Professional II/Plus Network Selections 
After choosing the back propagation neural network, a menu window will open 
which allows the setup of the networks architecture. For easier understanding, this menu 
has been broken up to highlight the most significant areas of importance. As seen in 
Figure 9.1.3, the first step is to specify how many inputs, hidden layer neurons, and 
outputs are needed for the particular back propagation neural network. In this particular 
example, 41 inputs are necessary. This number is produced from the acoustic emission 
amplitude data. Events began at 60 dB and ended at 100 dB. Therefore, a total number 
of 41 inputs are necessary. The hidden layer neurons depend on the number of failure 
mechanisms occurring in the specimen being tested. It was previously found, from a self-
organizing map that 4 failure mechanisms were present in the pressure vessels. It has 
been shown that two neurons are necessary in order to model each failure mechanism 
correctly. Therefore, nine hidden layer neurons were chosen for optimum mapping. A 
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single output, the prediction of the burst pressures, is desired for this back propagation 
neural network; therefore the number one is specified in the output box. 
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Figure 9.1.3: Input Parameters for Back-propagation Neural Network 
The next step is to specify the learning rule and transfer function to be used in the 
back propagation neural network. As shown in Figure 9.1.4, NeuralWorks provides a 
number of learning rules and transfer functions to choose from. Experimentation with 
each type of learning rule and transfer function should be carried out by the user in order 
to determine which types provide the best result for each individual back propagation 
neural network. In this particular example, the NormCumDelta (normalized cumulative 
delta) learning rule and the sigmoid transfer function were found to produce the best 
results. 
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Figure 9.1.4: Learning Rule and Transfer Function Options 
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Once the learning rule and transfer function have been selected, the learning and 
testing file need to be selected. This is done by clicking the browse button located to the 
right of 'Learn' and 'Recall/Test' areas which are shown in Figure 9.1.5. The training 
and testing file are placed in the 'Learn' and 'Recall/Test' box, respectively. The file can 
be manually typed in the box for each area, but this can result in problems if the file name 
is not exactly how it appears where it is saved at. The learning file is different from the 
testing file in that it contains burst pressures at the end of the acoustic emission amplitude 
data. Also it is important to note, that the more bottles trained on usually results in better 
predictions. When coding learning and testing files it is important to remember to be 
specific so there is no uncertainty if the correct file is being trained and tested on. In this 
particular example, the code name represents bottle selections from each of the categories 
established based on initial damage noted for each bottle. 
I/O Files-
Learn Browse.. 
Jtrain_cat1 +cat2+cat3.txt 
Recall / Test Browse... 
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OK Cancel Help 
Figure 9.1.5: Training and Testing Input Files 
Finally, the epoch size for the network must be selected. Once again, the user has 
the option of manually or automatically selecting the epoch size. However, it is better to 
allow the program to set the epoch size. When the 'Set Epoch From File' button is 
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selected the program refers to the learning file and automatically specifies the epoch size 
in the box located to the left of the button. The epoch size specifies the number of input 
vectors to be used per cycle of training. NeuralWorks matches this number to the number 
of input vectors specified in the learning file. For this network, seven bottles were 
trained on; therefore the epoch size was automatically set to seven by NeuralWorks. 
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Figure 9.1.6: Back-propagation Neural Network Epoch Size 
It should be noted that a lot of options were not used or discussed in this section. 
From previous research, it has been shown that leaving these other options at the default 
settings specified by NeuralWorks is sufficient enough. However, altering these other 
options may result in slightly better results and therefore, experimentation is the best way 
to determine what specifics suit each network best. Table 9.1.1 discusses what some of 
these other options do for the network. 
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Table 9.1.1: Brief Description of Commonly Used Options 
Hidden and Output: This will add a mapping network at the output of the SOM. Hidden layers are sometimes 
useful in 'unwrapping' overlapped data sets produced by 2-D Kohonen layers. 
LCoef: 
Beta: 
Learning coefficient- sets learning rate for the Kohonen layer. 
Beta is used to update the estimate of how frequently a Kohonen layer neuron wins. Using 
the 'Set Epoch From File' button, the default value for Beta is set based on the number of 
training cases: Beta = 1 / (# training hits) 
Gamma: Gamma is used in conjunction the frequency estimation to determine a bias term which is 
added to the Euclidean distance function for the rth Kohonen neuron. This has the effect of 
favoring neurons that have not won recently, allowing all neurons to be utilized throughout 
the training. 
Coord. Layer: 
Output Network: 
This creates a layer above the two-dimensional Kohonen layer which outputs the feature 
map as a pair of coordinates. These coordinates are normalized to lie between -1.0 and 1.0. 
This creates a back-propagation layer above the two-dimensional coordinate layer or above 
the coordinate layer. Use this option if you have desired outputs to which you want to map. 
MinMax Table: If selected, NeuralWorks will compute the low and high values for each data field in the 
selected data files, and store these in a MinMax Table. 
Interpolate: If this is checked, the top three winners in the two-dimensional Kohonen layer are 
calculated at each Kohonen learn step. 
Recall/Test: Select a test file using the Recall/Test Browse button. Alternatively, you can type the filename into the text entry field. 
Connect Prior: If selected, and your network has a hidden layer, the output layer is fully connected from the Kohonen or coordinate layer as well as from the hidden layer. 
Connect Bias: If selected, this creates connections from the bias neuron to the mapping layers. 
Linear Output: If selected, this overrides the selected transfer function and forces a linear transfer function for the output layer. 
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Figure 9.1.7 shows all the setup options specified for the network of interest. 
Now, the network is ready to run. To start the network, click the 'OK' button located at 
the bottom right of the IstaNet/Back Propagation menu window. 
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Figure 9.1.7: Overview of Back-propagation Neural Network Architecture 
9.2. Network Training 
Once the 'OK' button is selected, NeuralWorks will display a screen such as the 
one shown in Figure 9.2.1 that shows the structure of the network. Along with this 
screen, a pop-up window will appear that allows the selection of the type of instruments 
to be used for the network. Multiple selections can be made by clicking on each 
instrument desired for use. 
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Figure 9.2.1: Selection of Instruments Used 
When using a back propagation neural network, the most widely used instrument 
is the RMS (root mean square) Error. Select this instrument, as well as any others if 
desired, and press the kOK' button located at the bottom left of the Instrument/Create 
menu window. This step can be seen below in Figure 9.2.2. 
[ . Instrument / Create 
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Figure 9.2.2: Instrument Selection Dialog Box 
Once this step has been performed, an additional box will appear in the window 
that houses the entire network titled RMS Error. If this additional box is double clicked, 
the Instrument Parameters window will pop up and allow certain parameters to be set for 
that instrument. A lot of different options are available in the Instrument Parameters 
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window and should be experimented with by the user. However, in this particular 
example, the only option of importance is the 'Convergence Criterion' and Threshold'. 
The Threshold' option tells NeuralWorks what percentage to train the RMS Error to. Be 
careful here to check the 'Convergence Criterion' box because if this is not done the 
network will continue to train past the percentage specified. It also important to set the 
threshold value carefully for it defines the sensitivity of the trained network. If the 
percentage is set to low the network will be over trained. On the other hand if the 
Threshold' is set too high, the network will be under trained. In both instances, the 
results will be undesirable. Therefore, a medium needs to be established and usually this 
medium can range between 5% and 10%. After setting the Threshold' to the desired 
percentage and checking the 'Convergence Criterion' box press the 'OK' button located 
at bottom right hand side of the Instrument Parameters menu window. 
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Figure 9.2.3: Instrument Parameters Dialog Box 
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Now that the RMS Error instrument parameters have been set, the network is 
ready to begin training. Located at the top of the window that houses the network are a 
number of options. Click cRun' and a pull down menu will appear with another set of 
options. Highlight wLearn' and click once on the mouse. 
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Figure 9.2.4: Training the Network 
Selecting 'Learn' will result in a pop-up menu window titled Run/Learn as can be seen in 
Figure 9.2.5. A number of options are available in this pop-up menu and choice depends 
network. However, for this particular network the 'UntiL option proved to be a 
reasonable choice. This option tells NeuralWorks to learn until the network has gone 
through all the data at least once. Once the 'UntiL option has been chosen click the kOK' 
button. Immediately the network will begin to train and will continue to train until the 
RMS Error instrument convergences to a number somewhat close to what the kThreshold' 
percentage was set to. Pay close attention to the RMS Error which will tell if the network 
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is being over or under trained. If the RMS Error continues to decrease to zero instead of 
the specified 'Threshold', then probably the 'Convergence Criterion' box was not set. 
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Figure 9.2.5: Network Training Dialog Box 
Figure 9.2.6 shows the RMS Error after this particular network was trained. The 
'Threshold' was set at 7% and the RMS Error finished its training around 5%. This is 
okay because the network will not always train to the exact percentage set as the 
'Threshold'. In this example, the network had trained through the data at least once and 
was only able to reach an RMS Error of about 5%. This means that the network was able 
to train within 5% of the burst pressures specified in the learning file. 
Figure 9.2.6: RMS Output after Training Network 
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9.3. Using the Trained Network 
Once the network has been trained, the RMS Error instrument will stop changing. 
Now the network is ready to run a test and make predictions. Once again, select the 
'Run' option at the top of the window and scroll down until the 'Test' option is 
highlighted. Click the mouse once and a pop-up menu window titled Run/Test will 
appear. Select the One Pass/All option and click the 'OK' button located at the bottom 
left-hand side of the pop-up menu window. 
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T One 
C Training File Pass 
OK ( Cancel | Help | 
Figure 9.3.1: Testing Network Dialog Box 
The RMS Error instrument will begin to change until the network is finished testing. 
However, the duration of the testing cycles should be shorter than that of the learning 
cycles. As can be seen in Figure 9.3.2, the RMS Error after the testing phase for this 
particular network is shown. This percentage represents how well the network tested for 
those bottles that were not trained on. With an error of 60% it appears the prediction of 
the network was not well at all. However, this number can be a little deceiving 
sometimes and that is why it is necessary to open the file containing the networks actual 
burst pressure predictions. For example, some bottles may have fell within a reasonable 
and accurate prediction range, but one bottle may have not. Therefore, explaining the 
reason for such a high RMS error. 
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Figure 9.3.2: RMS Error after Testing Network 
In order to view the networks actual burst pressure predictions, the file needs to 
be located. NeuralWorks will save the file in the same location as the learning and 
testing file. The file will have the same name as the testing file with .nnr located at the 
end of the file name. This represents the type of file. For easy viewing, open the file in 
Microsoft Excel. Microsoft Excel will offer some options before actually opening the 
file. Just make sure the tabs option is selected, which is usually already selected, and 
click the finish button. 
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Figure 9.3.3: Testing Output File Selection 
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Once the file is opened, the networks burst pressure predictions will be visible. 
As seen in Figure 9.3.4, the burst predictions for eleven pressure vessels are given. The 
column to the left of the burst predictions doesn't represent anything significant and 
therefore can be deleted. 
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Figure 9.3.4: Output Results from Network Testing File 
In order to determine how well the network's predictions were to that of the actual burst 
predictions of the bottles a percent difference needs to be calculated. Once this has been 
done, the user can determine if the network predicted within the desired 3% to 5% range. 
If not the network's structure and settings can be altered until that range is reached. 
However, it is important to remember that a network may not predict within the 
desired range depending on the input data. A lot of times acoustic emission data must be 
manually filtered before using ANN's in hopes of reaching a desirable solution. Many 
manual filtering techniques were encompassed in this research paper and can be 
referenced in the Data Analysis section. Remember if noisy data is input, then expect an 
undesirable output. 
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