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情報非対称とインセンティブ契約
一モラル・ハザード付きモデルの分析一
佐　藤　紘　光
　はじめに
　情報非対称性は一般に組織効率性を阻害する要因として働く。組織成員
のとる行動（努力）に関する情報が非対称的であるときに起こるモラル・
ハザード〈道徳障害）や，組織に生起する事象に関する知識が非対称的で
あるときに起こるアドバース・セレクション（逆選択）などはその典型的
な現象である。前者は行動隠蔽（hidden　actions）型，後者は知識隠蔽
（hidden　knowledge）型の問題として類別される1）。しかし，企業予算
の編成過程は，管理者の生産的行動を動機づけるとともに，管理者が所有
するローカル・インフォメーションを経営計画や業績評価に反映させる情
報伝達のプロセスでもあるから，それらの同時的解決が課題となる。
　このような観点から，　Demski　and　SapPington〔2〕は，情報非対称
性がインセンティブ契約の最適性にいかなる影響を与えるかを分析してい
る2）。しかし，彼らのモデルは収集されるローカル・インフォメーション
が真実でさえあれば，管理者が選択した行動は業績情報から誤りなく推定
されるという前提を採用している。そのため，モラル・ハザードが起こる
余地はなく，専らアドパース・セレクションに問題解決の焦点が絞られて
いる。したがって，そこでの分析結果がモラル・ハザード条件下でも成立
するかどうかを検討しておく必要があると思われる。このような主旨から，
彼らのモデルにモラル・ハザード条件を付加してインセンティブ契約を分
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析することが本稿の目的である。
　1．問題の状況と仮定
　プリンシパル（経営者）は経営資産を提供し，エイジェント（管理者）
はそれに努力α∈1～＋を投入して成果（利益）κ∈1～＋を生産する。契約が
終了する時点で，エイジェントは努力の対価として報酬7∈Rを受け取り，
プリンシパルは残余利益（κ一7）（residua1）を受け取る。報酬は最初に取
り決めたインセンティブ契約に従って支払われる。利益κは高低いずれか
2つの値（κ〃，メL）をとる（甜〉筋）。そのいずれが実現するか，契約時
点では不確実であり，両者はその確率分布しか知らない。当該確率は，エ
イジェントが行使する努力と契約締結後に生起する環境状態（θ∈R＋）に
よって影響を受け，これを，ノ（∫L／σ，θ），ア（∬π／α，θ）（＝1一ノ（丸／α，θ））
という条件付確率で表す。また，環境状態も高低いずれか2つの値だけが
生起する（θ2＞θ1）3）。
　以上の問題設定の下で，次の3つの仮定を設ける。
仮定1：御（κL／4，θ｛）／∂σ〈O　for　anyθ‘
仮定2：！（κL／α1，　θ1）〉∫（∫L／σ2，θ2）　for　anyσユ，α2
仮定3：∂ゲ（κ乙／σ1，θ1）／∂σ1〈み（κL／σ2，θ2）／∂σ2for　anyα1ナσ2
　それぞれの仮定は次のような意味をもつ。努力αを行使したときの状態
別θ‘（f＝1，2）の期待利益E∫」（すなわち，θ‘が生起するときの目標利
益）は次式に表される（以下，βは期待値の演算を表すものとする）。
　　翫‘＝κLrαL／a，θ∂＋κ〃（1一ノ（為／a，θ‘））
仮定1は，1次の確率優位（first　order　st㏄hastic　dominance）を意味し，
努力の限界生産力，すなわち，σに関する上式の偏導関数（二じし一劣〃）∂
／（篇／σ，θ）／∂αが，どの状態の下でも正であることを意味する。丸一畑
く0であるから，∂ノ（窺／σ，θの／∂4＜0となる。仮定2は，いかなる努力水
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準の下でも・θ2はθ1よりも高い期待利益をもたらすという意味において，
生産性が高い状態（好況）を表す。仮定3は，いかなる努力水準の下でも，
らの方が限界生産力が高いことを表す。つまり，努力が利益を増加させ
；る効率は不況時の方が高いと仮定する。
　また，モデルに情報非対称性を導入するために以下のように仮定する。
すなわち，利益κは会計システムを通じて入浜される共有情報（public
information）であるから，プリンシパルはこれを業績評価に活用するこ
とができる。しかし，αとθについては，エイジェント，つまり努力の
行使主体であり，環境に隣接する立場にある者しか知り得ないという状況
を想定する。より正確には，2人はいずれのθが生起するかに関して，
当初は同一の確率信念φ（θ‘）をもっているが，契約を締結する前に，エ
イジェントだけが完全情報を入手する。したがって，エイジェントは，ど
のθが生起するかを知った上で，報酬7に基づいて努力水準σを決定す
ることができる。
　また，両者の効用関数については，プリンシパルはリスク中立的であり，
エイジェントはリスク回避的かつ努力回避的であると想定して，それぞれ
を次のように定式化する。
　　G（∫，γ）＝κ一7
　　u（ちσ）＝σ（り一y（α）
ただし，　ひは報酬に対する効用，　yは努力に対する負効用を表す。　σ’
（・）＞0，ぴ’（・）＜0，y’（・）＞0，　y”（・）＞0である（プライムは微分を
表す）。また，効用が等しい無差別な選択肢については，エイジェントは
プリンシパルの選好に従った選択を行うものと仮定する。
2．情報対称解の分析
最初に，比較基準としてθに関する情報非対称性が存在しないときの
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インセンティブ契約の特徴を分析しておこう。プリンシパルがいずれかの
時点でθの実現値を観察できるとすると，んだけでなくこの情報も業績評
価に活用されるであろう。そのときに成立する解を，以下，次善解（second
best　solution）と呼ぶ。これは，プリソシパルがθだけでなくσも観察
できるときに成立する解を最善解（first　best　solution）と呼ぶことに対
応する。
次善解を求める決定モデルは次のように定式化される。
　　翅α∫　EC＝φ1〔（κL－71L）ん1＋（κπ一71〃）（1一ル1）コ
　7硫，αε　　　　　　＋φ2［（塩イ2L）∫。2＋（耀一72の（1イ・2）コ
　　s．f．（Z1～1）U（γ、・）∫。、＋び（7、の（1イ・・）一V（α・）≧び
　　　（〃～2）び（・、。）メ。2＋U（・，・）（1イ・2）一V（・・）≧σ
　　　（1C1）〔σ（71の一ひ（71のコ鵡＝レ（σ丈）
　　　σC2）［σ（γ2・）一ひ（ノ2の］蕩二y’（σ2）
7傭は，環境状態がθ‘（「ニ1，2），
（1）
　　　　　　　　　　　　　　　利益が毎（々＝H，L）であるときの報酬
を表し，φ｛はφ（θf），αざはθ‘が生起するときの努力水準，∫。‘は∫（κ4
α｛，θ‘），∫3，はα‘に関するメ。｛の1階微分，すなわち，毎（κL／α，θ）／∂α重，
σはエイジェントが要求する最低限の効用水準を表す。日一関数式は期
待残余利益を最大にする7傭とσ‘を求めるべきことを表し，制約式（11～‘）
と（1G）は，それぞれ，θ‘の下での個人的合理性（individual　rationality；
IR）4）とナッシュ均衡条件ないしは誘因両立（incentive　compatibility；
IC）条件である。
　7傭とσ‘の最適性条件を求めると，次式を得る。
　　φ、／び（γ‘L）＝λ汁μ、f£ノノ。・　　　fニ1，2　　（2）
　　φ‘／ぴ（7、の＝λ‘一μ‘ブ8、／（1一メ・‘）　　f＝1，2　　（3）
　　∂乙／∂α‘＝φf（∫L一κ〃一7‘L一←7P‘π）∫＆
　　　　　＋με（（乙r（ノ’‘L）一乙1（7‘」望））ノ巳望一1”’（σε））＝O　　f＝＝1，2　　　（4）
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λ‘と仰は，それぞれ，上記の（ZRのと（ICの条件に対応するラグラン
ジュ乗数であり，∫貿は碗に関するア。乞の2階微分を表す。Lは（1）に対
応するラグランジュ関数を表す。
　前述の仮定から，次の命題が導かれる（証明は付録Aを参照）5）。
命題1（a）ム＞0　　　　　仁1，2
　　　（b）　　μ名＞0　　　　　　　　　　　　　　　　　ゴ＝1，2
　　　（・）燈一ノ認〉κL一瓶　　仁1，2
　　　（d）　　Eκ2＞E∫1，　α1＞σ2
　（a）は，スラックの双補性により，エイジェントの期待効用がどの環境状
態の下でもびに一致するという事実を指摘している。また，（b）は，これ
を（2）（3）に当てはめると，どの状態の下でも，報酬の善し悪しは業績の善し
悪しに対応すべしとする結論を導く（7田〉γの。努力を観察できないとき
の一般的な動機づけ命題（ないしは業績評価ルール）がこれに他ならない。
（c）は，どの状態の下でも，努力の増加がもたらす業績改善効果（κπ一陣）
は，それに要する報酬支払の増加（γ乞H－7’乞L）を上回ることを示している。
それゆえに，プリンシパルはエイジェントが行使する努力の増加を歓迎す
るという事実が明かになる。（d）は，好況時の業績目標は不況時よりも高く
設定されるという事実と，それにもかかわらず，目標達成には不況時の方
が高い努力を要するという事実を表している6）。
　！。1≠∫。2は，必然的に，7エκ≠72産（た＝∬五　，）を導く。つまり，環境情報
θ乞が業績評価に反映されるのである。θ盛が碗の推定に有用であるからに
他ならない7）。言うまでもなく，どの環境状態が生起するかは，エイジェン
トには管理不能であるから，これを評価対象にするのは管理可能性原則に
反する印象を与える。しかし，本モデルではその点の問題は生じない。命
題1（a）が示すように，好不況にかかわらず同一水準の期待効用が補償され
ており，管理不能要因に対するリスク負担が回避されているからである8）。
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　次善解は，先に断ったように，　θが共有情報であるときに成立する効
率解である。この前提が崩れたとき，すなわち，情報非対称のもとでは次
善解はいかなる結果をもたらすであろうか。その場合には，プリンシパル
はθに関する情報伝達をエイジェントに要請しなけれぽならない。これ
に対するエイジェントの報告戦略には次の4つの選択肢がある。
　〈イ）つねに真実を報告する。
　㈲　つねに虚偽を報告する。
　（ハ）つねにθ1を報告する。
　◎　つねにθ2を報告する。
（イ〕を選んだときの期待効用はσにとどまるから，それを上回る期待効用
をもたらすものがあれば，（イ）以外の戦略が選択されるであろう。本モデル
では次の命題が成立する（証明は付録Bを参照）。
命題2　（a）次善解は，　θ1が生起するときは真実報告を動機づけるが，
　　　　　θ2が生起するときは虚偽報告を動機づけ，エイジェントにス
　　　　　ラック（ないし情報レソト）を享受する機会を与える。
　　　　〔b）虚偽報告は期待（ないし目標）残余利益を低下させる。
（a）は，生産性を実際よりも誇大に報告する誘因（upward　incentive）は
生じないが，実際よりも控めに報告する誘因（downward　incentive）カこ
生じ，結局，報告戦略のが選択されるという事実を明かにしている。θ1を
θ2と報告すると，命題1（d）で見たように，業績目標が厳しくなって，不
利益になることがわかる9》。しかし，θ2が生起するときは，虚偽報告が
業績目標を容易にして，エイジェントにはσを上回る効用が実現する
（その超過額をスラックないし情報レソトと呼ぶ）。将来の経営環境を実
際よりも控えめ（悲観的）に報告して，自己の業績目標を下方に誘導しよ
うとする情報操作は予算編成の実務でしばしぼ生じる現象である。
　（b｝は，虚偽報告は効率性の阻害要因になり，プリンシパルに負の影響を
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与えるという事実を記述し’ている。それゆえに，真実の情報伝達を誘導す
る業績評価システムを確立することがプリンシパルの課題となる。
　3．情報非対称解の分析
　伝達された情報の信愚性を検証する手段がない場合には，エイジェント
が自発的に真実を報告するように動機づけるシステムが必要になる。そこ
で，顕示原理（revelation　principle）に従って，．（1）に次の制約条件式を
追加しよう10）。これらを加えた制約式の全体からなる定式を（1）’と表し，
その最適解を情報非対称解と呼ぶことにする。
　　（Tz、）σ（γ、・）∫。、＋σ（γ、π）（1一ア。、）一y（α、）
　　　　　　　　　　　　　≧ひ（72・）メb1＋ひ（ア2の（1一∫δ1）一y（δ1）
　　（T12）　　σ（72L）／。2＋σ（7、の（1一∫・2）一γ（α、）
　　　　　　　　　　　　　≧ひ（γ1五）∫占2＋ひ（7、の（1イb2）一γ（62）
　　（∬C’正）［ひ（7、・）一σ（ア2の］∫1、＝γ’（み、）
　　（1C’2）［σ（7、・）一σ（7、H）］∫名2＝V’（δ2）
ここで（Tム）は，θ乞の下で真実（θのを報告するときの期待効用（左辺）
が虚偽θゴ（ゴ≠のを報告する期待効用（右辺）を下回らないことを要求し
ている。この条件が満足されれぽ，虚偽報告の誘因がなくなるから，これ
を真実報告の動機づけ（truth　inducing；T1）条件式と呼ぶ（ただし，
海＝ノ（勘／腕，θの，！1‘＝∂プ（κL／6乞，θの／∂δの。また，（1Cノのは，θごにおい
て虚偽報告をしたときに最適努力水準ゐ‘を自己選択させる条件式である。
　（Tのと（1C’のに対応するラグランジュ乗数を，それぞれ，競とγ盛
で表すと，γ乞については次の命題が導かれる（証明は付録Cを参照）11）。
命題3　γFO　　∫＝1，2
この結果，（1yにおけるγ魏とσ‘およびδごの最適性条件は次式のように
整理される。
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　　φ、／U’（71L）＝λ、＋μ、！袋、／ノ。、＋ω1一ω2メ・2／／・・
　　φ、／σ’（7、の＝え一μ、∫ま、／（1一／。、）＋ω一ω2（1イ・2）／（1イ・・）
　　φ2／ひ’（72・）＝22＋μ2／妾2／ア。2一ω、！・1／∫・2＋ω2
　　φ2／ぴ（7，のニλ2一μ2！匿2／（1イ。2）一ω・（1イの／（レ∫・2）＋ω2
　　∂・L／∂σFφε（κ乙一∫〃一7‘L十7‘亙）ノ象
　　　　　＋μ‘（（U（7εL）一σ（γごの）！’器一y”（αの）＝O　f＝1，2
　　∂L／∂b、＝ω・［（ひ（ηL）一U（触））塩一y’（δ・）コ＝Of＝1，2ノ≠ゴ
最適鰍こは，次の関係が成立する（証明は付録Dを参照）。
命題4（a）λ1＞0，λ2二〇
　　　（b）　με＞0　　　8＝1，2
　　　〔c）ω1＝0，ω2＞0
　　　（d）　　α1＜b1，　α2＞b2
　（a＞は，
が，θ2ではこれを上回る効用が得られ，
???
　　　θ1が生起するときは，エイジェントはL「の効用しか得られない
　　　　　　　　　　　　　　　　　　したがって，スラックないし情報
レソト（EU：。2一σ）が生じるという事実を指摘している（Eσ・蓄はθてにお
いて真実を報告したときの期待効用を表す）。（b）は，命題1（b）と同様に，
最適努力水準α｛を動機づける命題である。また，（c）は，θ1が生起すると
きは，次善解と同様に，誇大報告の誘因は生じないが（σ＞E跳1），θ2で
は，真実報告と虚偽報告の効用が等しくなる（ε砿2ニE仏2）という事実を
表している（E跳‘はθ純こおいて虚偽を報告したときの期待効用を表す）。
これが顕示原理の具体的な意味であって，両者が無差別になるから，虚偽
報告の誘因が消減するのである。㈲は，θ1のもとで虚偽を報告すると，
業績目標が厳しくなる結果，過剰労働が必要になるのに対し，θ2では逆
の現象が生じることを表している。
　情報非対称下ではθ2が生起するとき，次善解はスラック（E嚇一び）
を許容し，虚偽報告を動機づけた。しかし，情報非対称解は，その誘因を
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なくするためにも一定のスラック（Eσ・2－U）を許容しなければならない
という事実を明かにしている。つまり，好況時には留保賃金（reservation
wage）を上回る報酬（γ2のが必要になるのである。
　とすると，情報非対称解の意義は，スラックの節約（Eσ。2＜Eσ義）を通
じて目的関数値を改善するところに求められる。そのロジックは次のよう
に説明できるであろう。スラックを節約するには，（T12）条件式の右辺
（すなわち，E眺2）を減少させなければならない。・そうするには不況時の
報酬71彦を引き下げればよく，それによって費用が節約されるが，それは
同時に努力水準σ1（したがって業績目標Eκ1）の引き下げを要求するから，
収益の低下を招く。情報非対称解は，その最適トレードオフの結果として
得られるのである。仮定2より，（ん／∫・1）＜1，（1一五2）／（1一・一／、1）ン1であ
るから・（5）と（6）を比較すると，（Tち）の存在（つまり，ω2＞0）が，71π
と71ムの乖離を次善解のそれよりも縮小さぜる。それはリスク負担の軽減
を意味するから・α1を吋よりも低下させる12）。要するに，好況時の報酬
ないしはスラックを削減するために，不況時の業績目標を敢えて控えめな
水準に設定するのが合理的なのである。
　4．数値例
　ここで，数値例で解の存在を確かめ，以上の結論の妥当性を確認してお
こう。そこで・前述したすべての仮定を満足するように各記号に次の数値
および関数を当てはめる。
　　κ〃＝1000　　ユrL＝500　　φ1＝φ2＝0．5
　　∫αε＝1／（α‘＋0‘）　　　　　　　　θ1＝1　　θ2＝2
　　σ（7の＝2～／翫　　y（αε）＝α1　σ＝30
3つの情報条件のもとで各々の最適解を求めると，次の結果を得る。
〔ケース1〕最善解（情報対称解）
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　　θ1；σ1＝1．84673　　　ノ「α1＝0．3513　　　　1一アα1＝0．6487　　Eκ1＝824．3599
　　　　71＝279．0639　　　8Zアα1＝30　　　　　　EG1＝E劣1一γ1＝545．2960
　　θ2；α2＝1．37575　　　プrα2＝0．2962　　　　1一アα2＝0．7038　　Eκ2＝851．8847
　　　　プ2＝254．2859　　　E硯2＝30　　　　　　EG2＝・Eiκ2－72＝597．5988
　　E（；＝φ1EG1＋φ2EG2＝571．4474
　最善解は，前述したように，プリンシパルがθだけでなくαを観察で
きるときに成立する解である。プ乞およびEG¢は，それぞれ，仇における
報酬，報酬支払後の残余利益を表し，EOは期待（ないし目標）残余利益
を表す。この情報条件のもとでは動機づけの必要がないから，報酬γ乞は，
業績挽に関係なく，固定値である。
〔ケース2〕次善解（情報対称解）
　　θ1；σぞ＝1．37709　　　アα1＝0．4207　　　1一ノ「α1＝0．5793　　Eκ1＝：789，66
　　　　γ肇L＝130．8811　　　7rむ＝369．4720　　　E71＝269．1010
　　　　EG1：＝E∫1－E71＝・520．5578　　Eσ激：＝30
　　θ2；σ遷‘＝0．82987　　　ノ「α2＝0．3534　　　　1一ノ「α2＝＝0．6466　－Eメ2＝＝823．31
　　　　7旋＝122．0369　　　　ア姦7＝313．0340　　　　Z夢ア2＝245．5407
　　　　EG＝Eκ2一E72＝577．7727　　　　Eσ壽2＝30
　　EG＝φ1ZヨC1＋φ2EO2＝549．1653
E7葛はθ乞における期待報酬である。θ乞の下で虚偽を報告するときの努
力水準酵と期待効用Elひ轟は次の値になる。
　　θ1；　わ誉＝1．27925　　　　／b1＝0．4387　　　　1一プ「b1＝0．5613
　　　　Eσ轟＝こ1（γ査）∫b1＋乙ア（7西）（1一ノ01）＝＝27，917〈しr
　　θ2；　6芽＝0．91546　　　　∫δ2＝0．3430　　　　1一ノlb2＝0．6570
　　　　Eσ5i…＝疋ア（7並）ノb2＋σ（ノfヵ）（1一∫02）＝32．267＞Zア
ゆえに，θ1では真実報告が，θ2では虚偽報告が動機づけられる。命題
4（d）とは逆に，嫁〉醗，崎く碕となっていることに注意しよう。虚偽報
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告のもとでの残余利益は次の値になり，真実報告の値EG2を下回ること
がわかる。
　　（κムーア益）∫δ2＋（κ丑一7遊）（1－fδ2）＝540．8647
したがって，報告戦略㈲がとられるときの目的関数は次の値に低下する。
　　EG＝0．5（520．5578＋540．8647）＝530．7113
〔ケニス3〕情報非対称解
　　θ1；　α1＝1．23136　　　　　∫α1＝0．4482　　　　1一！α1．＝0．5518　　Eκ1＝775．921
　　　　71五＝153．1371　　　γ1丑＝342．4614　　E71＝257．6142　　Eひα1＝30
　　　　δ1＝1．26854　　　　Eσわ1＝29．9302＜Eσα1　　　λ1＝7．8791　ω1＝O
　　　　EG1＝Eκ1－E71＝518．3068
　　θ2；6z2＝0．82058　　　　　ノα2＝0．3545　　　　1一ノPα2＝0．6455　　Ex2＝822．732
　　　　γ2L＝146．8733　　72π＝347．7264　　E／2＝276．5166　　五1疋アα2＝31．9925
　　　　δ2＝0。78847　　　Eσδ2＝31．9925（＝Eσα2）　λ2＝0　ω2＝8．1665
　　　　EG2＝Eκ2－E／2＝546．2151
　　EG＝φ1E（；1＋φ2EG2＝532．2610　　　　　　　　　　　　　　　　　　　　　　　　　　　「
これらの結果はすべて命題4に合致する。情報非対称解の目的関数値は，
報告戦略㈲がとられるときの値を上回っていることが確認されるであろう。
他方，情報対称下の次善解の目的関数値との偏差（16．9043）は真実報告
を動機づけるコストと解される。
　5．固定予算契約との比較
　情報収集のコストがゼロでないとすると，そうした費用負担を必要とし
ないインセンティブ契約の有効性を検討しておかなけれぽならない。情報
伝達に依存しない場合には，経営環境の善し悪しは業績評価に反映されな
くなるから，契約はいわぽ固定予算型になる（それとの対比で言えば，上
記の情報非対称解は変動予算型インセンティブ契約と見ることができるで
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あろう）。したがって，（1）の7泌と7耀を，それぞれ，7しと触に置き換
えたものが固定予算契約を求める定式となる。ここで，毎は利益勘に対
応する報酬を表す＠＝L，丑）。
　仮定2より，∫。1＞ア。2，α1＞α2であるから，次式が成立する。
　　σ＝ひ（7L）∫α1＋σ（7の（1一！α1）一y（α1）
　　　＜σ（7Ly。2＋σ（7E）（1一ア。2）一y（σ2）
したがって，固定予算契約のもとでも，θ2が生起するときにスラックが
形成されることがわかる。また，2つの（1Cの条件が示すように，α1と
α2は，同一報酬に対する最適反応であるから，相互に独立ではなく，一
方が定まれば，他方はそれに従属し，かつ（ZRの条件を満足する値とし
て求まる。ゆえに，最適解の導出にあたっては，いずれを先決変数とする
かの選択が必要になる。スラックの許容量がそれに応じて変化するから，
これを最小にするものを選ぶのが合理的である。
　σ1を先決変数とする場合には，嫁が最適解になるのは自明である。し
かし，命題2（a）で見たように，それに対応する報酬（箆＝7並，γπ＝7詣）
は大きなスラック（σ義一ひ）を許容した。それゆえに，α2が先決変数の
有力候補となる。しかし，その最適値は崎には一致しない。いま見たよ
うに，スラックを許容しなければならないからである。われわれの仮定の
もとでは，固定予算契約には次の命題が成り立つ（証明は付録Eを参照）。
命題5　　固定予算契約がもたらす期待残余利益は情報非対称解よりも低
　　　　下する。
　したがって，プリンシパルは，固定予算契約よりも変動予算契約を選好
するという事実が明かになる。
　先の数値例で固定予算契約の最適解を求めると次の結果が得られる。上
記の命題が確認されるであろう。
　　アL＝147．776　　　　7E：＝348．964
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σ1＝1．2682
σ2；0．8206
Eズ1＝779．558
Eズ2＝822．712
ノα1＝0．4409
∫α2＝0．3546
Eプ1＝260．263
E72＝277．627
EG＝φ1Eσ1＋φ2EO2＝532．190
　　　情報非対称とインセンティブ契約
1一∫α1＝0．5591
1一．プα2＝0．6454
EG1＝519．295　　Eσ1＝30
E（；2＝545．084　　Eσ2＝32．061
　6．複数エイジェント・モデルへの拡張
　本節では，情報非対称解のパフォマンスを改善する情報手段を検討する。
そのためには，碗かθ貿こ関する何らかの追加情報が必要になるが，組織
が複数のエイジェントから構成されるというごく当たり前の前提を採用す
ると，後戸の可能性を検討する意義が大きいと思われる。そこで，Demski
alld　Sappington〔2〕のモデルに従って，エイジェントの数をもう1人増や
し，2人のエイジェント（〃z＝！1，β）から伝達される環境情報を各人の業
績評価に反映するインセンティブ契約を検討することにしよう（以下，前
節までの記号にエイジェント別の添字をつける）。
　エイジェント駕が産出する利益炉は，別のエイジェントπ（≠〃z）が
行使する努力αηに依存しないという意味において，相互に独立であるが，
酔とθ死は独立でなく，不完全ではあるが正の相関があると仮定しよう。
つまり，岬が生起するときは，θ2よりも碍が生起する確率が高く，
同様に，θ穿が生起するときは，碍よりもθ2が起る確率が高まるも
のとする。したがって，エイジェント辮が碓の生起を知ったときに硫
が生じると予測する条件付確率をρ野と表すと，どの〃3についても，
1＞ρ野〉ρ穿＞0という関係が成立する。プリンシパルと各エイジェントは，
当初は，砕（駕＝、4，、B）に関して同一の確率信念φ野をもっているが，エ
イジェント翅は契約を締結する前に完全情報を入手するから，自己の事
．前確率φ野は0か1の事後確率に修正され，φ？については事後確率ρ野こ
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修正される。つまり，自部門については環境状態に関する不確実性はなく
なるが，他部門の状態については，確実な知識は得られないから，自部門
の状況を基礎にして確率信念ρ7をもつに至るのである。なお，酵と愕
の同時確率を朔と表すと，φ籍＝φ¢1＋φ‘2，鯉＝φ1汁φ2ぽ，躍＝φ乞1／搾と
なる。
　エイジェントAに対する最適契約を求める基本モデル（後述するように
これをナッシュ均衡型モデルと呼ぶ）は，次のように定式化される（βにつ
いても同一の分析が可能である。自明でないとき以外は添字を省略する）。
　　脚κφ11｛（κL一γ11のノ。1＋（物一γuH）（1一∫・1）｝＋φ12｛（κr712L）ノ。1
　7琶ゴ㌃，α乞
　　　　　＋（紐一712の（1一プ・1）｝＋φ2エ｛（∫・一72、L）∫・2＋（畑一72、の（1一ア。2）｝
　　　　　＋φ22｛（∫L一ノ22のメ・2＋（畑一722π）（1一捻2）｝
　　s．ち（1R、）Eσ、＝ρ1｛（σ（ノ、、・）∫・、＋σ（ノ、、の（1一！。、）｝
　　　　　　　　　　　＋（1一ρf）｛（σ（712L）！・、＋σ（712冴）（1イ。1）｝
　　　　　　　　　　　一y（α1）≧σ
　　　　（1R2）左σ2＝酬（σ（〆2、・）ゐ2＋σ（勉、の（1イ。2）｝
　　　　　　　　　　　＋（1一ρ彦）｛（σ（プ22のメ・2＋こ1（722の（1一ア。2）｝
　　　　　　　　　　　一y（α2）≧び
　　　　（∫C、）｛ρf（σ（ノ、、L）一σ（7、、の）＋（1一ρf）（σ（γ、2・）一σ（7、2の）｝瑞
　　　　　　　　　＝γ’（α1）
　　　　（1C2）｛ρ6（ひ（72、L）一σ（72、π））＋（1一ρ2）（σ（722・）一σ（722の）｝∫32
　　　　　　　　　＝y’（α2）　　　　　　　　　　　⑪
　　　　（Tろ）Eσ1≧酬σ（721のノb1＋σ（721の（1イb1）｝
　　　　　　　　　　＋（1一ρ壬）｛σ（722L）ん、＋σ（722の（1一ん、）トγ（ゐ、）
　　　　（Tろ）即2≧酬び（711乙）∫b2＋ひ（f11の（1イb2）｝
　　　　　　　　　　＋（1一ρ2）｛ひ（7、2・）ゲ西2＋σ（7、2の（レん2）トy（δ2）
　　　　（∫C’、）｛ρf（σ（ノ2ψ）一σ（72、の）＋（1一ρ｛）（ひ（722・）一〇（勉2の）｝！1、
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　　　　　　　＝γ’（61）
　　（1C’、）鳳ひ（・…）一σ（・、・の）＋（1一ρ2）（σ（・・2・）一σ（・・2の）｝ア8、
　　　　　　　＝y’（62）
f噛は環境状態に関するAとβからの伝達情報がそれぞれ砕とθヨであり，
利益が魂＠＝旦乙）であったときに、4に支払う報酬を表す。各式の意味す
るところは（1）’と同一である。環境状態の生起が相互に独立であり，ρ野＝鰐
であるならぽ，上式は単一エイジェント・モデル（1）’に退化することを確
認しておこう。また，本モデルではBがいかなる環境清報を伝達するかの
確率予測を躍と評価している点に留意しておく必要がある。つまり，み
はβがつねに真実を報告すると確信しているのである。
　さて，この最適解にはどのような特徴が指摘できるであろうか。（κ’の
に対応するラグランジュ乗数は，これまでと同様の論理に従って，γド0
σ＝1，2）となる。また，命題4に示したすべての関係が成立する。それ
に加え，次の2つの特徴を導くことができる（証明は付録Fを参照）。
　　（e）γ11陀〉γ12κ　　尭＝H，L
　　（f）　　721彦＝γ22彦　　　　　1を＝17，L
（f）は，θ2を報告するときの報酬は他のエイジェントの報告内容に依存し
ないという事実を明かにしている13）。それに対し，（e）は，　θ1を報告する
ときは，相手の報告内容によって報酬が変化し，とくに，自分の報告が相
手よりも悪い（θ2）ときに報酬が低くなるという事実を明かにしている14）。
実は，この仕組みが虚偽報告の誘因を弱める。というのは，θ彦になるこ
とを知った．4が虚偽を報告すると，報酬は711κかγ搬になるが，囎が生
起するかぎり，理よりも確が起こりやすく，したがって，低報酬
712北が適用される確率が高まるからである。これによって，スラックが削
減され，目的関数値の改善が図られるのである。他部門の報告を業績評価
に含める意義はこの点にある。
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　ここで，2人のエイジェントがそれぞれ前節の数値例と同一の問題槻
に直面していると仮定して，⑪の最適解を求めよう。新たに，ρ釜＝0．55，
躍＝0．45と仮定する。ケース3よりも，スラヅクが削減され，目的関数在
が改善されていることが確認されるであろう。
〔ケース4〕2エイジェント・ナッシュ均衡解
θf；　σ1＝1．23434
　　711L＝214．7985
　　712L＝＝91．1688
　　Eγ1＝268．070
　　EO1＝30
ノ㌔1＝0．4476　　　　Eκ1＝776．221
／11E＝476．1387
712正r＝209．8278
λ1＝7．8809　　　ω1＝0
61＝1．27552　　Eσδ1＝28．6157〈こア
　　　　EO1＝Eκ1－E71＝508．151
　　θ2；σ2ニ0．82663　　　　　プ『α2＝0．3538　　Eκ2＝ニ823．111
　　　　721乙＝722L＝130．3978
　　　　721刀r＝勉2丑＝324．8578
　　　　E72＝256．062　　　　え2＝0　　　　　　ω2＝・7．84362
　　　　Eこ12＝30．6912　　　　62＝0．77262　　Zジσb2＝30．6912（＝Eσα2）
　　　　Z窒02＝翫2－E72＝567．049
　　EO＝φ1EG1十φ2石IG2＝537．6
　この解は，前述したように，他のエイジェントが真実を報告するならぽ
自分もそうするのが最適になるという条件のもとで導出されている。互い
にこの条件が成立するならば，真実報告が均衡解となる。ナッシュ均衡型
と呼ぶのはそのためである。
　しかし，この前提が崩れたときには，均衡はどのように変わるであろう
か。そこで，Bが報告戦略のをとるときの五の反応を検討しよう。θfが
生起するときには，次のように真実報告が最適反応になる。
　　Eσ・・＝σ（7…）ノ・・＋σ（7、、の（1イ。、）一γ（α、）
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　　　　〉ρ摂（σ（プ11五）∫α1＋σ（711π）（1一∫α1）｝
　　　　　＋（1一ρf）｛（σ（712・）ノ・、＋U（γ、2H）（1一∫・、）トV＝（α、）
　　　　　　　　　　　　　　　　　　　　　　　　　（プ11化〉ア12髭より）
　　　　≧ρf｛（σ（72、・）∫・、＋σ（72、の（1一∫・・）｝
　　　　　＋（1一ρ至）｛（ひ（722L）ノね、＋σ（722の（1一ん、）｝一γ（δ・）
　　　　　　　　　　　　　　　　　　　　　　　　（（Tろ）条件より）
　　　　＝σ（γ2、・）ゐ、＋σ（プ2、の（1一メ。、）一γ（δ1）　（ア2、配＝722准より）
　　　　＝Eσ01
しかし，θ彦が生起するときは，次のように虚偽報告が最適反応となる。
　　Eびδ2＝σ（7、1L）∫。2＋び（7、、の（1一九2）一V（δ2）
　　　　〉カ6｛（び（711の∫西2＋σ（711π）（1一∫b2）｝
　　　　　＋（1一ρの｛（σ（7、2・）ん＋σ（7、2の（1一ん2）トγ（δ2）
　　　　　　　　　　　　　　　　　　　　　　　　（γ11勘〉γ12㌃より）
　　　　＝酬（ひ（721L）ノ・2＋σ（721の（1一∫・2）｝
　　　　　＋（1一ρ6）｛（ひ（7、、・）メ・2＋ひ（72、E）（1一メ・2）｝一γ（σ・）
　　　　　　　　　　　　　　　　　　　　　　　　　　（ω2＞0より）
　　　　＝σ（721L）ア。2＋σ（プ2、の（1一∫。2）一y（α，）　（72・・＝722畠より）
　　　　＝E耽2
したがって，、4にとっては報告戦略のが最適反応になる。βにも同一の関
係が成立するから，結局，エイジェント間のサブ・ゲームでは報告戦略（・う
が均衡解となる。つまり，真実報告は戦略←うによって優越（dominate）さ
れるのである。したがって，このままでは両者は虚偽報告を動機づけられ
る15）。
　この問題を解決するために，Demski　and　SapPingtonはより強い解概
念を探求している。すなわち，他のエイジェントのメッセージ別に（7’ム）
条件を細分化して最適解が求められる。この解は真実報告をドミナントに
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するから，ドミナント戦略解と呼ばれる16）。しかし，ドミナント解はナッ
シュ解よりも厳しい条件下で解かれるから，目的関数値は低下する。つま
り，真実報告を確保するのに追加的コストが発生するのである。したがっ
て，この解を2人に適用するのは得策ではなく，どちらか1人に適用すれ
ぽ真実報告が確保されるから，もう一方にはナッシュ解が使用可能となる。
これが彼らの結論であった。
　それに対し，Ma，　Moore　and　Turnbu11〔5〕はもっと有力な解決策と
して，追加コストを必要とせずに，双方に真実報告を動機づけ，ナッシュ
均衡解を実行可能にするアルゴリズムが存在するという事実を証明してい
る17）。したがって，彼らの方法を使用すれぽ，両方のエイジェントにナヅ
シュ解を適用することが可能になる。
　まとめにかえて
　本稿では，Demski　and　Sappingtonカ；提示した知識隠蔽型モデルをモ
ラル・ハザード付きモデルに拡張して分析を行った。状態別の限界生産力
については逆の仮定を設けたが，ここで導いた殆どの分析結果は彼らの結
論に符合する。したがって，彼らの結論はモラル・ハザード条件下でも成
立することが確認された。ただし，2エイジェント・モデルのもとでは，
Ma，　MoQre　and　Tumbu11が提示したアルゴリズムを用いれば，強いて
ドミナγト解を求める必要はないが，モラル・バザート条件下でそれを導
出する課題は今後に残されている。
〔付録A〕
　（a）λ‘＜0とすると，ノ＝‘＞0であるから（2）と（3）のいずれかの右辺は，μ
の符号に応じて負になる。しかし，U’（7の＞0であるから，左辺はいず
れも正である。ゆえに，λ‘≧0。しからば，ゐ＝0とすると，（1R‘）条件
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式は強い意味の不等式になり，スラックの双補性により，（σ（γ岨）とσ
（汽L）の差を一定に保持すれぽ）最適努力水準α乞を動機づけながら，7認
と7砧を引き下げることができる。この節約は目的関数値を改善するから，
次善解は最適でなかったことになる。この矛盾のゆえに，λ‘＞0。
　（b）仰≦0とすると，ノ翫く0であるから，
　　　ゐ一μげ亀／（1一∫αの≦λ乞　　　　　　　　　　　　　　（A－1）
となる。（3）より，上式の左辺はφ¢／σ’（7掘）に等しい。一方，エイジェン
沙の効用に対する重み係数（welfare　weight）をムとする最善解の報酬
を7Fとすると，最善解は仰＝0のもとで成立する解であるから，φ4ぴ
（7F）＝λεとなる。ゆえに，（A－1）より次式を得る。
　　φε／σ’（7昭）≦φ4σ’（7F）　　　　　　　　　　　　　　　（A－2）
限界効用逓減の仮定により，（A－2）は，γ田≦7アを導き，次式を得る。
　　（鞍一7岨）（一！翫）≧（短一7F）（一／翫）
同様に，仰≦0とすると，λ汁仰塩が。¢≧みより，
（7F）となり，7犯≧触を導き，次式を得る。
　　（κL－7包L）（∫翫）≧（κL－7∂（器｛）
（A－3）と（A－4）を加えると，次式を得る。
　　（κゐ一7乞五一∫丑十7乞H）（鴛‘）≧（篇一惚）（！翫）
　　　（A－3）
φ4ひ’（7の≧φ‘／σ’
（A－4）
（A－5）
仮定1より，上式右辺は正（＞0）であるから，左辺も正となる。
　他方，（σ（7の一σ（γ岨））／二一y”（σのは，爾の最適性に関する十分条
件であるから，負である。したがって，（4）の第2項は正になるσしかし，
（A－5）より第1項も正であったから，（4）の最右辺（＝0）に矛盾する。
ゆえに，仰＞0。
　（c）仰＞0であれぽ，（4）の第2項は負になる。ゆえに，κ∬一7耀〉κL－7樋。
　（d）Eκ2＞Eκ1は仮定2より，α1＞α2は仮定3より，自明。
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〔付録B〕
　（a）最初に，θ1が生起する場合を検討する。虚偽（θ2）を報告するときの
最適な努力水準酵は次式で求められる（＊印は次善解を示す）。
　［：σ（嘘）一こ1（7勤）コア診1＝γ’（6f）　　　　　　　　　　　　　　（B－1）
上式と（1C2）を比較すると，傷〉∫島（仮定3）より，曜く礎となる。
ゆえに，γ（σ彦）＜γ（ゐf）。また，λ2＞0より，次の等式が成り立つ。
　　σ＝σ（7先）∫。2＋σ（噛）（レメ・2）一y（α芽）
　　　〉ひ（　＊72L）ノb1＋σ（7憂）（1一．光わ1）一y（酵）（仮定2とγ（σ芽）〈γ（酵）より）
　　　＝Eσあ
ゆえに，真実報告はσの期待効用をもたらすのに対し，虚偽報告はそれ
より低い期待効用左σ蒜をもたらすから，前者が動機づけられる。
　一方，θ2が生起するときに虚偽（θ1）を報告する場合の最適努力水準酵
は次式で求まる。
　　〔ひ（ノ並）一σ（f鎧）〕ア£2＝y’（ゐ蓼）　　　　　　　　　　　　　（B－2）
これと（IC1）を比較すると，　f象〉∫12（仮定3）より，酵〈αfとなる。
他方，λ1＞0より，次の等式が成り立つ。
　　σ＝ひ（7並）メ。1＋ひ（塩）（1一メ・1）一y（σf）
　　　＜ひ（7丘）f∂2＋σ（γi励（1一ゐ2）一γ（δ彦）（仮定2とy（ゐ芽）＜y（σf）より）
　　　＝Eσあ　　　　　　　　　　　　　　　　　　　　　　　　（B－3）
虚偽報告は真実報告を上回る期待効用Eσあをもたらすから，前者を動機
づける。（Eσ轟一σ）は，虚偽報告によってエイジェントが獲得するスラ
ック（ないし情報レソト）を表す。
　（b）以上から，θ2が生起するときは，｛嗜2，7痘｝ではなく，｛7赫塩｝を
適用すれば，エイジェントにσを上回る期待効用をもたらすことが確認
される。それが，同時に真実報告の目的関数値よりも高い残余利益をもた
らすとするならば，当初の解｛（7旋，ア洗），σ穿｝はパレート最適でなかっ
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たことになる（矛盾）。ゆえに，虚偽報告がもたらす目的関数値は次善解
のそれを下回る。
　〔付録C〕
C（1yについてラグランジュ関数Lを定義し，δ‘で偏微分すると，最適
性条件から次式を得る。
　　∂∠，／∂δε＝γε〔（乙1（7ごし）一こ1（γ‘κ））／客望一y”（δf）〕
　　　　　　一ω・〔（σ（り・）一ひ（ηの）∫8、一y’（δ‘）〕＝0浮ノf＝1，2
上式の（U（7‘の一び（γ沼））∫鍍一y”（δのと（σ（7ノの一U（7声））∫1‘一V’（の
は，それぞれ，δ‘の最適性に関する十分条件と必要条件であるから，前
者は負，後者はゼロである。したがって，上式が成立するには，γド0で
　なけれぽならない。
〔付録D〕
　最初にω1＝0，すなおち，（T∫1）は強い意味の不等式になると仮定する。
そうすると（5）～（8）は次式になる。
　　φ1！こ1’（71L）＝21十μ1／31／プ1α1一ω21「δ2／メα1　　　　　　　　　　　　　（5）’
　　φ1／こ1’（71H）＝え1一μ1ノ£1／（1一メα1）一ω2（1一∫ゆ2）／（1一∫α1）　　（6）’
　　φ2／｛ノ’（72乙）＝22十μ2∫32／’α2十ω2　　　　　　　　　　　　　　　　　（7）’
　　φ2／U’（γ2〃）＝22一μ2／82／（1一！α2）十ω2　　　　　　　　　　（8）’
（ステップ1）　λ1＞0
　そうでないとすると，（11～1）は強い意味の不等式になり，（ひ（プ1の　と
ひ（71L）の差を一定に保持すれぽ）α1を動機づけ，（11～1）と（T1』）条件
を維持しながら，71πと71Lを引き下げることがでぎる。この節約は目
的関数値を改善するから，当初の解は最適でなかったことになる。この矛
盾はλ1＝0に崩来する。ゆえに，λ1＞0。
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（ステップ2）　ω2＞0
　ω1＝0を仮定しているから，　ω2二〇とすると，2つの（7「ム）条件は制
約として働かず（redundant），（1）’は（1）に退化して次善解が実現可能にな
る。しかし，命題2（a）により，次善解には次の関係が成立している。
ひ（7痘）！・・＋σ（〆奮）（1一∫・∂一y（・夢）〈ひ（7轟）ん＋ひ（7遡）（1一∫・2）一y（δ芽）
これは（7ソ2）条件に矛盾する。ゆえに，ω2＞0
（ステップ3）　μ‘＞0
　（5）’のλrω2碗〃：・1を（2）（3）のλ1に置き換え，また，（7）’（8）’のλ2＋ω2
を（2）（3）のλ2に置き換えれば，命題1（b）と同じ論理に従って，μご＞0が
証明される。
（ステップ4）　λ2＝0
　λ1＞0であるから，次の等式が成立する。
　　σ＝ひ（プ1乙）∫α1＋ひ（ノ1の（1一∫α1）一γ（α1）
仮定2とμ1＞0より，θ2の下でσ1と同一の努力を行使すれば，次の不
等式が導かれる（ただし，！・12＝ノ（塩／σ1，θ2））。
　　σ〈ひ（ノ1z）メ・12＋ひ（71の（1一メ。12）一γ（σ1）
　　　≦σ（71L）∫02十ひ（71H）（1一メδ2）一γ（ウ2）　　　　（う2の最適性より）
　　　＝・こ1（7「2L）メα2＋σ（z2π）（1一アα2）一γ（α2）　　　　　　（ω2＞0より）
　　　＝Eひα2
したがって，（12～2）条件式は強い意味の不等式になる、ゆえに，λ2＝0。
（ステップ5）　α1〈わ1，σ2＞わ2
　ω2＞0より，（Tら）は等式が成立する。したがって，θ2の下では，
｛72κ，名2L｝だけでなく，　｛71κ，71L｝によっても，エイジェントに同一の
期待効用（1ヨひ。2＝Eσδ2＞ひ）を補償することができる。言うまでもなく，
前者は真実報告に，後者は虚偽報告に適用される報酬である。それぞれの
下で行使される努力水準σ2とみ2を比較したとき，後者が大であるとす
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るならぽ，（x8一γビ」f＼・κL一札εLより）プリンシパルはより大なる努力を歓
迎するから（つまり，後者がパレート優位となるから），敢えて虚偽報告
を忌避する理由が失われる。ゆえに，σ2＞δ2でなければならない。
　σ2＞δ2を（1C2）と（1C’2）条件に適用すると，ひ（728）一び（72L）〉σ（ア1H）
一こ1（71のが導かれる。これを（1C1）と（1C’1）に適用すれば，α1＜δ1を得る。
（ステップ6）　ω1＝0
　ω1＞0とすると，（T11）条件は等式になるから，θ1の下では虚偽報告
によって，真実報告と同一の期待効用が補償される、しかし，δ1＞α1であ
るから，｛（72κ，r2の，δ1｝は，　｛（71π，71L），α1｝よりも高い目的関数値を
もたらすことになる。これは，｛（71〃，71の，α1｝のそもそもの最適性を否
定する。この矛盾はω1ン0に由来する。ゆえに，ω1＝0。
〔付録E〕
　前述したように，α2が先決変数であるから，固定予算報酬7髭（々＝L，の
は情報非対称解勉と比較するのが有用である。筏二72配とすると，命題
4（c）で見たように，Eひδ1＜ひとなったので，（11～1）条件を満足するには，
E7＞E72が必要条件となる（E〆はθ2における7髭の期待値）。したがっ
て，スラックの許容量は情報非対称解よりも大きくなる。ゆえに，固定予
算契約｛（プ乙，　2ρκ），σ4が情報非対称解｛（7温，7‘〃），α4よりも高い〔的
弓数値をもたらすとするならば，後者のパレート最適性に矛盾する。
〔付録F〕
（e）711L＞712Lを証明しよう。α1）についてラグランジュ関数を定義し，711乙
と712乙の最適性条件を適用して整理すると，次式を得る（ω1＝0）。
　　ぴ（711L）＝φ、／（2、＋μ1！匿、／∫・、一ω2（ρ2／ρ、）（／・2／／。、））
　　び’（プ12・）＝φ1／（λ、＋μ、！匿、〃。一ω2（1一ρ2）／（1一ρ、）（／・2／メ。1））
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ω2＞0・ρ1＞ρ2・（1一ρ1）＜（1一ρ2）より，σ’（711L）〈σ’（712L）を得る。ゆ
えに，η1L＞触L。プ11π〉ア12Eの証明も同様である。
　（f1同様に，勉匙と買置の最適性条件を適用して整理すると，ω1＝0よ
り，次式を得る。ゆえに，　り1准＝勉L（ゐ＝耳L）。
　　（1一φ・）／σ’（筏・・）＝（1一φ、）／σ’（722・）一λ2＋μ2！匿、が。2＋ω，
　　（1一φ・）／ひ’（・、、の＝（1一φ、）ノσ’（・22の一λ、一μ，∫3、／（1一！。2）＋ω、
注
1）K．」．Arrow〔1〕を参照されたい。
2）Demski　and　Sappingto且〔2〕の研究に関する数値例による分析については
　佐藤〔8〕を参照せよ。
3）われわれのモデルは，∫が離散変数という点ではGrossman　and　Hart型で
　あり，σが連続変数という点ではHolmstrom型である。
4）個人的合理性条件がθ乞ごとに定義されるのは，エイジェントが契約締結前
　にθ乞に関する完全情報を入手し，この条件が満足されなければ契約を締結し
　ないからである。この点については，Sappington〔7〕を参照されたい。
5）∫が連続変数であるときはHolmstrom型になるので，証明はその特殊型
　といえる。
6）Demski　and　Sappingto且｝ま，限界生産力も好況時の方が高いと仮定してい
　るので，σ2＞σ、を導く。逆の仮定を設けたのは，不況時の方が目標達成によ
　り大きな努力が必要になると考えるのが現実的であろうとの理由による。
7）つまり，簸は碗に関する（鯛θのの十分情報ではないのである。
8）エイジェントが契約締結後に環境情報を入手する場合には，（択）の定式が
　変わり，θ盛に関するリスク負担を要求することになる。
9）所得税の申告にあたって所得を過大に申告する誘因が生じないのと同一であ
　る。
10）顕示原理とは，θ乞が生起するときに虚偽＠≠θのを動機づける報酬γ禰
　に対しては，すべてのθのもとで真実＠＝θのを報告するのが最適となり，
　　　　　　　　　　　　　　　　　　　　　　ムかつ虚偽報告と同一の効用をもたらす別の報酬7瀧が必ず存在するという事
　実をいう。効用が無差別であるならば，エイジェントは真実を報告すると仮定
　すれば，プリンシパルは真実を動機づける契約だけを考えればよいことになる。
　それによって，問題の単純化が図られる。
11）この証明は，Magee〔6〕と同一である。
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12）α1＜吋になる理由はこのように説明されるが，α2＜αξはEひα2＞σより導
　かれる。
13）前述したように，命題（f）が導かれるのは，θ2をθしと報告する誘因は生じな
　いからである。
14）碑と犀の相関を負と仮定すれば，命題（・）の不等号の向きは逆になる。
15）報告戦略㈲がもたらす目的関数値はケース3の単・一エイジェント・モデルの
値よりも低下する。
16）ただし，本モデルのもとでドミナント解を解析的に導出するのは困難である。
17）（11）式のナヅシュ解を前提にすると，このアルゴリズムの概要は次のように
　説明される。ofが生起する場合，、4は，βが真実を報告すれば，θfが報告さ
れる確率を〆と予測する。しかし，βが虚偽を報告する確率を遼がε（0＜ε≦
　1一ρ’）と予測するときには，θfが報告される確率は（ρf＋ε）となる。Aが
　このような確率信念を抱いているときには，プリンシパルはその事実を伝達す
　るよう促すべく，Eκfではなく，それよりも高い業績目標Eκ1（ε）を選択す
　ることができるオプションを用意しておく。
　　、4がそのような確率信念をもつときには，このオプションを選択するよう動
機づけるために，報酬をβの報告に応じて次のように定める。すなわち，躍
　のときには7振＋S（ε），謬のときには，ア振一‘（ε）とする（ただし，S（ε），
　」（ε）は正の速記関数である）。前者は，シグナルが予測に一致したという事実
　を報償するボーナスを表し，後者は，逆の事実に対するペナルティを表す。一
　方，βの報告が，みの予測どおり，ofであったときには，　Bに報酬イを支
払う。ここでぞは，次式のように，夢のもとで虚偽を報告したときの期待
　効用に対する確実性等価額である。
　　σ（あり∫ナ｛σ（イi乙）ノb、＋ひ（弗1）（1一メの｝
　　　　＋（1一ρξ3）｛び（7盈L）∫b、＋ひ（7昆，1）（1一メδ、）｝
　しかし，θタが報告されたときには，疑いをかけたお詫びとして（峨＋γ）を
　支払う（γ＞0）。
　　他方，、4が猷、または翫2を選んだときは，それぞれ，Oi墓またはのが
生起し，Bは真実を報告するであろうという、4の確率信念が伝達される。その
　場合には，両者に対して一一律にナッシュ均衡解の報酬ルールを適用する。
　　このメカニズムを採用すると，碍が生起するときは，E∫1（ε）ではなく，　Eぐ
　が、4の最適選択になり，βにとっても真実報告が最適になることが証明されて
　いる。
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