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G(t, s)f(x(s)) ds, t ∈ [T1, T2].
Under certain conditions on G, we show the existence of positive and positive
symmetric solutions. Examples are given where G is a convolution kernel
and where G is a Green’s function associated with different boundary-value
problem.
1. Introduction




G(t, s)f(x(s)) ds, t ∈ [T1, T2], (1.1)
where f ∈ C([0,∞), [0,∞)). We show that if G satisfies certain conditions, a fixed
point theorem due to Avery, Anderson, and Henderson can be applied to show the
existence of nonnegative solutions of (1.1).
In recent years, multiple researchers have applied various methods from fixed
point theory to general Hammerstein integral equations. In [17], Cabada, Cid, and
Infante apply fixed point index theory to a Hammerstein integral equation and then
give an example where the kernel is a Green’s function for a second-order system of
ordinary differential equations. Figueroa and Tojo [22] use general cones and fixed
point index theory to show the existence of concave solutions of a Hammerstein
integral equation. As an example, they show the existence of concave solutions of
a second-order boundary-value problem. This work is particularly motivated by
the recent work of Webb [32], in which he considers a general Hammerstein inte-
gral equation, assumes the kernel satisfies basic properties, and applies fixed point
index theory to obtain sufficient conditions for fixed points. He then applies these
results to many boundary-value problems. For more examples of recent work on
Hammerstein integral equations, see [16, 18, 23, 26, 31] and the references therein.
Recently, Avery et al. have been developing extensions of the Leggett-Williams
fixed point theorem [25] to allow for more flexibility in the conditions required for
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the existence of a fixed point of an operator. In [14], an extension was given that
does not require either of the functional boundaries to be invariant with respect to
the functional wedge. This fixed point theorem has been applied to several different
boundary-value problems [1, 2, 9, 15]. In this paper, the results from previous
applications are generalized and extended. The hypotheses on G match with the
properties of G when G is the Green’s function associated with the boundary-value
problems in the aforementioned papers. We also obtain new applications to integral
equations with convolution type kernels, a fractional boundary-value problem, and
an ordinary differential equation satisfying Lidstone boundary conditions.
While this article is concerned with integral equations on the real line, these
results could be extended to time scales. This extension would generalize the results
on time scales in [27] and on difference equations [3, 29]. Generally, applications
of Avery type fixed point theorems (see, for example, [4, 5, 6, 7, 8, 10, 11, 12, 13])
take advantage of the properties of G mentioned in this paper. Therefore, this work
could be extended to apply these Avery fixed point theorems.
1.1. Definitions. In this subsection, we present definitions that will be used through-
out the rest of this article.
Definition 1.1. Let E be a real Banach space. A nonempty closed convex set
P ⊂ E is called a cone provided:
(i) x ∈ P, λ ≥ 0 implies λx ∈ P;
(ii) x ∈ P, −x ∈ P implies x = 0.
Definition 1.2. A map α is said to be a nonnegative continuous concave functional
on a cone P of a real Banach space E if α : P → [0,∞) is continuous and
α(tx+ (1− t)y) ≥ tα(x) + (1− t)α(y)
for all x, y ∈ P and t ∈ [0, 1]. Similarly we say the map β is a nonnegative
continuous convex functional functional on a cone P of a real Banach space E if
β : P → [0,∞) is continuous and
β(tx+ (1− t)y) ≤ tβ(x) + (1− t)β(y)
for all x, y ∈ P and t ∈ [0, 1].
2. Fixed point theorem
We first define sets that are integral to the fixed point theorem. Let α and ψ be
nonnegative continuous concave functionals on P, and let δ and β be nonnegative
continuous convex functionals on P. We define the sets
A = A(α, β, a, d) = {x ∈ P : a ≤ α(x) and β(x) ≤ d},
B = B(δ, b) = {x ∈ A : δ(x) ≤ b},
C = C(ψ, c) = {x ∈ A : c ≤ ψ(x)}.
The following fixed point theorem is attributed to Anderson, Avery, and Henderson
[14] and is an extension of the original Leggett-Williams fixed point theorem [25].
Theorem 2.1. Suppose P is a cone in a real Banach space E, α and ψ are non-
negative continuous concave functionals on P, δ and β are nonnegative continuous
convex functionals on P, and for nonnegative real numbers a, b, c, and d, the sets
A, B, and C are defined as above. Furthermore, suppose A is a bounded subset of
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P, T : A→ P is a completely continuous operator, and that the following conditions
hold:
(A1) {x ∈ A : c < ψ(x) and δ(x) < b} 6= ∅, {x ∈ P : α(x) < a and d < β(x)} =
∅;
(A2) α(Tx) ≥ a for all x ∈ B;
(A3) α(Tx) ≥ a for all x ∈ A with δ(Tx) > b;
(A4) β(Tx) ≤ d for all x ∈ C; and
(A5) β(Tx) ≤ d for all x ∈ A with ψ(Tx) < c.
Then T has a fixed point x∗ ∈ A.
3. Positive solutions of the Hammerstein equation
We make the following assumptions on G.
(A6) G ∈ C([T1, T2]× [T1, T2], [0,∞)) and G(t, s) 6≡ 0.
(A7) For each s, if t1, t2 ∈ [T1, T2] with t1 ≤ t2, then G(t1, s) ≤ G(t2, s).
(A8) There exists a k > 0 such that for any y, w ∈ [T1, T2] with y ≤ w,
(y − T1)kG(w, s) ≤ (w − T1)kG(y, s).




G(w, s) ds ≤ (w − T1)k
∫ T2
T1
G(y, s) ds. (3.1)
Let B = C([T1, T2],R) be the Banach Space composed of continuous functions








G(t, s)f(x(s)) ds, t ∈ [T1, T2].
Then x is a solution of (1.1) if and only if x is a fixed point of T .
We define the cone P ⊂ B by
P =
{
x ∈ B : x is nonnegative, nondecreasing, and
(y − T1)kx(w) ≤ (w − T1)kx(y) for all y, w ∈ [T1, T2] with y ≤ w
}
.
Theorem 3.1. The operator T : P → P and is completely continuous.




G(t, s)f(x(s)) ds ≥ 0.










So T is nondecreasing.
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By (A8) and (3.1), if y, w ∈ [T1, T2] with y ≤ w, then








= (w − T1)kTx(y).
So T : P → P. A standard application of the Arzelà-Ascoli theorem shows T is
completely continuous. 




x(t) = x(τ), ψ(x) = min
t∈[µ,T2]
x(t) = x(µ),
and the nonnegative convex functionals δ and β to be
δ(x) = max
t∈[T1,ν]
x(t) = x(ν), β(x) = max
t∈[T1,T2]
x(t) = x(T2).
Notice by (A6), the values τ , µ, and ν can be chosen so that
∫ ν
τ
G(τ, s) ds > 0,∫ T2
T1
G(µ, s) ds > 0, and
∫ T2
T1
G(ν, s) ds > 0.
Theorem 3.2. Assume (A6)–(A8) hold. Choose τ, µ, ν ∈ [T1, T2] with T1 < τ ≤
µ < ν ≤ T2,
∫ ν
τ
G(τ, s) ds > 0,
∫ T2
T1
G(µ, s) ds > 0, and
∫ T2
T1
G(ν, s) ds > 0. Let d





d and suppose f : [0,∞) → [0,∞)
is continuous and satisfies the conditions:























































Notice that if x ∈ A ⊂ P, then ‖x‖ = x(T2) = β(x) ≤ d. So A is bounded.













































































































So xK ∈ {x ∈ A : c < ψ(x) and δ(x) < b}, and {x ∈ A : c < ψ(x) and δ(x) < b} 6=
∅. If x ∈ P and β(x) > d, then












So {x ∈ P : α(x) < a and d < β(x)} = ∅. Thus (A1) holds.





















































Here, we show that (A4) holds. Let x ∈ C. Then ψ(x) = x(µ) > c. So for
t ∈ [T1, µ],
x(t) ≥ (t− T1)
k
(µ− T1)k
x(µ) ≥ (t− T1)
k
(µ− T1)k



























G(T2, s)f(m) ds ≤ d.
So (A4) holds.



























Thus T has a fixed point x∗ ∈ A which is a positive solution of (1.1). 
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4. Positive solutions of integral equations and boundary-value
problems




K(t− s)f(x(s)) ds. (4.1)
If K ∈ C([T1 − T2, T2 − T1], [0,∞)), if K(t1) ≤ K(t2) for t1, t2 ∈ [T1 − T2, T2 − T1]
with t1 ≤ t2, and if there exists a k > 0 such that for any y, w ∈ [T1, T2] with y ≤ w,
(y − T1)kK(w − s) ≤ (w − T1)kK(y − s),
then Theorem 3.2 can be applied to show the existence of a positive solution of
(4.1).
Note when k = 1, (A8) is equivalent to concavity in the traditional sense. So if
K ∈ C(2)([T1 − T2, T2 − T1], [0,∞)) with K ′(t) ≥ 0 for t ∈ [T1 − T2, T2 − T1] and
K ′′(t) ≤ 0 for t ∈ [T1 − T2, T2 − T1], then Theorem 3.2 can be applied to show the
existence of a positive solution of (4.1).

































≤ 0 for t ∈ [−π4 ,
π
4 ]. So Theorem 3.2 can be applied to show the
existence of a positive solution of (4.2).
Example 4.2. The Green’s function associated with the boundary-value problem
x′′ + f(x) = 0, t ∈ (0, 1), (4.3)
x(0) = 0, x′(1) = 0, (4.4)
given by G(t, s) = min{t, s}, satisfies (A6)–(A8) with k = 1. Since solutions of




G(t, s)f(x(s)) ds, t ∈ [0, 1],
Theorem 3.2 can be used to show the existence of positive solutions of the boundary-
value problem (4.3), (4.4). In this case, Theorem 3.2 is equivalent to [15, Theorem
5].
Example 4.3. Consider the 2nth order differential equation
(−1)nx(2n) = f(x), t ∈ (0, 1), (4.5)
satisfying the boundary conditions
x(2i)(0) = 0, x(2i+1)(1) = 0, i = 0, 1, . . . , n (4.6)
If G(t, s) = min{t, s}, by letting G1(t, s) = G(t, s), we can recursively define, for




G(t, r)Gj−1(r, s) dr.
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As a result, Gn(t, s) is the Green’s function corresponding to (−1)nx(2n) = 0, (4.6).





Since G(t, s) ≥ 0, Gn(t, s) ≥ 0. So G satisfies (A6).








G(t2, r)Gn−1(r, s) dr
= G(t2, s).
So Gn satisfies (A7).








wG(y, r)Gn−1(r, s) dr
= wGn(y, s).
Thus (A8) is satisfied with k = 1.
Thus Gn satisfies (A6)–(A8) with k = 1. Since solutions of (4.5), (4.6) must





Theorem 3.2 can be applied to show the existence of a positive solution of (4.5),
(4.6).
Corollary 4.4. Let τ, µ, ν ∈ [0, 1] with 0 < τ ≤ µ < ν ≤ 1. Let d and m be positive
reals with 0 < m < µd and suppose f : [0,∞) → [0,∞) is continuous and satisfies
the conditions:
(i) f(w) ≥ τd∫ ν
τ
Gn(τ,r) dr
for w ∈ [τd, νd];










Then (4.5), (4.6) has at least one positive solution x∗ ∈ A(α, β, τd, d).
Example 4.5. Consider, for n ∈ N, n ≥ 3, n − 1 < α ≤ n, β ∈ [1, n − 1], the
fractional differential equation
Dα0+x+ f(x) = 0, t ∈ (0, 1), (4.7)
satisfying the boundary conditions
x(i)(0) = 0, i = 0, . . . , n− 2, Dβ0+x(1) = 0, (4.8)
where Dα0+ , D
β
0+ are the Riemann-Liouville fractional derivatives of order α and β.
For a detailed view of fractional calculus, see the books by Diethelm [19], Kilbas,
Srivastava, and Trujillo [24], Miller and Ross [28], or Podlubny [30].
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Γ(α) , 0 ≤ s < t ≤ 1,
tα−1(1−s)α−1−β
Γ(α) , 0 ≤ t ≤ s < 1.
(4.9)




G(t, s)f(x(s)) ds, t ∈ [0, 1].
In [20], it is shown that G satisfies (A6) and (A7). The argument used in [21] with
α > 2 shows G(t, s) has the property that
yα−1G(w, s) ≤ wα−1G(y, s)
for all y, w ∈ [0, 1] with y ≤ w. So (A8) holds with k = α − 1. Thus Theorem 3.2
can be applied to give the existence of a positive solution of (4.7), (4.8).
Corollary 4.6. Let τ, µ, ν ∈ [0, 1] with 0 < τ ≤ µ < ν ≤ 1. Let d and m be
positive reals with 0 < m < µα−1d and suppose f : [0,∞) → [0,∞) is continuous
and satisfies the conditions:




for w ∈ [τα−1d, να−1d];













Then (4.7), (4.8) has at least one positive solution x∗ ∈ A(α, β, τα−1d, d).
5. Positive symmetric solutions of the Hammerstein equation
Define T̄ = T1+T22 . Define the cone
K =
{
x ∈ B : x(T2 − t+ T1) = x(t) for all t ∈ [T1, T2],
x is nonnegative on [T1, T2], nondecreasing on [T1, T̄ ], and
(y − T1)kx(w) ≤ (w − T1)kx(y) for all y, w ∈ [T1, T2] with y ≤ w
}
.
We need the following additional assumptions.
(A9) Let t1, t2 ∈ [T1, T̄ ] with t1 ≤ t2.
(i) If t2 ≤ s ≤ T2 − t2 + T1, then G(t1, s) ≤ G(t2, s).
(ii) If s ≤ t2, then G(t1, s)+G(T2−t1+T1, s) ≤ G(t2, s)+G(T2−t2+T1, s).
(A10) For all t, s ∈ [T1, T2],
G(T2 − t+ T1, T2 − s+ T1) = G(t, s).
Lemma 5.1. Assume (A6), (A8)–(A10). Then the operator T : K → K and is
completely continuous.




G(t, s)f(x(s)) ds ≥ 0.
So T is nonnegative on [T1, T2].
By (A10), if t ∈ [T1, T2], then, by making the substitution σ = T2 − s+ T1,
Tx(T2 − t+ T1) =
∫ T2
T1
G(T2 − t+ T1, s)f(x(s)) ds


























By (A9) (i),∫ T2−t2+T1
t2
























































So Tx is nondecreasing on [T1, T̄ ].
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By (A8) and (3.1), if y, w ∈ [T1, T2] with y ≤ w, then








= (w − T1)kTx(y).
So T : K → K. A standard application of the Arzelà-Ascoli theorem shows T is
completely continuous. 




x(t) = x(τ), ψ(x) = min
t∈[µ,T̄ ]
x(t) = x(µ),
and the nonnegative convex functionals δ and β to be
δ(x) = max
t∈[T1,ν]
x(t) = x(ν), β(x) = max
t∈[T1,T̄ ]
x(t) = x(T̄ ).
Theorem 5.2. Assume (A6), (A8)–(A10) hold. Choose τ, µ, ν ∈ [T1, T̄ ] with T1 <
τ ≤ µ < ν ≤ T̄ ,
∫ ν
τ
G(τ, s) ds > 0,
∫ T2
T1
G(µ, s) ds > 0, and
∫ T2
T1
G(ν, s) ds > 0. Let





d and suppose f : [0,∞)→ [0,∞)
is continuous and satisfies the conditions:



























ds ≤ d− 2f(m)
∫ T̄
µ
G(T̄ , s) ds.
























Note that if x ∈ A ⊂ P, then ‖x‖ = x(T̄ ) = β(x) ≤ d. So A is bounded.





















































































































So xK ∈ {x ∈ A : c < ψ(x) and δ(x) < b}, and {x ∈ A : c < ψ(x) and δ(x) < b} 6=
∅.
If x ∈ P and β(x) > d, then












So {x ∈ P : α(x) < a and d < β(x)} = ∅. Thus (A1) holds.
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=































Penultimately, we show that (A4) holds. Let x ∈ C. Then ψ(x) = x(µ) > c. So
for t ∈ [T1, µ],
x(t) ≥ (t− T1)
k
(µ− T1)k
x(µ) ≥ (t− T1)
k
(µ− T1)k















































G(T̄ , s)f(m) ds ≤ d.
So (A4) holds.































Thus T has a fixed point x∗ ∈ A which is a positive solution of (1.1). 
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6. Positive symmetric solutions of boundary value problems
Example 6.1. In [2], the Green’s function corresponding to the Dirichlet problem
x′′ = f(x), t ∈ (0, 1), (6.1)




t(1− s), 0 ≤ t ≤ s ≤ 1,
s(1− t), 0 ≤ s ≤ t ≤ 1,
is shown to satisfy (A6) and (A8) with k = 1, and (A10).
We verify (A9). Let t1, t2 ∈ [0, 12 ] with t1 ≤ t2. Suppose t2 ≤ s ≤ 1− t2. Then
G(t1, s) = t1(1− s) < t2(1− s) = G(t2, s).
Next, suppose s ≤ t2. Notice 1− t1 ≥ 1− t2 ≥ 12 ≥ s. Notice
G(t2, s) +G(1− t2, s) = s(1− t2) + s (1− (1− t2)) = s.
First, suppose s ≤ t1. Then
G(t1, s) +G(1− t1, s) = s(1− t1) + s (1− (1− t1))
= s
= G(t2, s) +G(1− t2, s).
Next, suppose t1 ≤ s ≤ t2. Then
G(t1, s) +G(1− t1, s) = t1(1− s) + s (1− (1− t1))
= t1
≤ s
= G(t2, s) +G(1− t2, s).





Theorem 5.2 can be applied to show the existence of positive symmetric solutions
of the boundary-value problem (6.1), (6.2). In this case, Theorem 5.2 is equivalent
to [2, Theorem 3.5].
Example 6.2. In [9], it is shown that the Green’s function corresponding to the
two point problem
x(4) = f(x), t ∈ (0, 1), (6.3)






t2(1− s)2(3(s− t) + 2(1− s)t), 0 ≤ t ≤ s ≤ 1,
s2(1− t)2(3(t− s) + 2(1− t)s), 0 ≤ s ≤ t ≤ 1,
satisfies (A6) and (A8) with k = 2, and (A10).






t(1− s)2 (2s(1− t)− t)





















(G(t, s) +G(1− t, s)) = 3s2 − 6s2t
= 3s2(1− 2t) ≥ 0.








(G(t, s) +G(1− t, s)) = 6st− 6s2t− 3t2
= 3t(2s− 2s2 − t)
≥ 3t(2s− 2s2 − s)
= 3t(s(1− 2s)) ≥ 0.
Therefore, if t1 ≤ s ≤ t2 ≤ 12 , then
G(t1, s) +G(1− t1, s) ≤ G(s, s) +G(1− s, s) ≤ G(t2, s) +G(1− t2, s).
So (A9) is satisfied.





Thus, like in [9], Theorem 5.2 can be used to prove the existence of positive sym-
metric solutions of the given boundary-value problem. In fact, Theorem 5.2 is
equivalent to [9, Theorem 3.4] for the given Green’s function.
Example 6.3. Consider the 2nth order differential equation
(−1)nx(2n) = f(x), t ∈ (0, 1), (6.5)
satisfying the Lidstone boundary conditions




t(1− s), 0 ≤ t ≤ s ≤ 1,
s(1− t), 0 ≤ s ≤ t ≤ 1,




G(t, r)Gj−1(r, s) dr.
As a result, Gn(t, s) is the Green’s function corresponding to (−1)nx(2n) = 0, (6.6).





16 P. W. ELOE, J. T. NEUGEBAUER EJDE-2019/99
It is known that Gn(t, s) ≥ 0 and Gn(1 − t, 1 − s) = Gn(t, s). So G satisfies (A6)
and (A10).








wG(y, r)Gn−1(r, s) dr
= wGn(y, s).
Thus (A8) is satisfied with k = 1.








r(1− t)r(1− s) dr +
∫ s
t
t(1− r)r(1− s) dr +
∫ 1
s















(1− s)(1− (1− s)2 − 3t2)
≥ 1
6




(1− s)(2t(1− 2t)) ≥ 0.
So for t1, t2 ∈ [0, 12 ] with t2 ≤ s ≤ 1− t2, we have G2(t1, s) ≤ G(t2, s).
Now for t ∈ [0, 1/2], s ≤ t,
G2(t, s) +G2(1− t, s) =
∫ 1
0




[r(1− t) + rt]r(1− s) dr +
∫ t
s
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So if s ≤ t1 ≤ t2 ≤ 12 , then G2(t1, s) + G2(1 − t1, s) ≤ G2(t2, s) + G2(1 − t2, s). If
t1 ≤ s ≤ 1/2, then








[r(1− t) + rt]r(1− s) dr +
∫ s
t




















(G2(t, s) +G2(1− t, s)) =
1
2
(s− s2 − t2)
≥ 1
2




(s(1− 2s)) ≥ 0.
Therefore, if t1 ≤ s ≤ t2 ≤ 12 , then
G(t1, s) +G(1− t1, s) ≤ G(s, s) +G(1− s, s) ≤ G(t2, s) +G(1− t2, s).
So (A9) is satisfied.
Since G2 satisfies (A9), this implies for t1, t2 ∈ [0, 12 ] with t1 ≤ t2 and for
t2 ≤ s ≤ 1− t2, ∫ 1
0
G(t1, r)G(r, s) dr ≤
∫ 1
0
G(t2, r)G(r, s) dr,
and for s ≤ t2,∫ 1
0
[G(t1, r) +G(1− t1, r)]G(r, s) dr ≤
∫ 1
0
[G(t2, r) +G(1− t2, r)]G(r, s) dr.






































G(r, u)Gn−2(u, s) du
]
dr




G(t1, r)Gn−1(r, s) dr
= Gn(t2, s).
Also, for s ≤ t2,
Gn(t1, s) +Gn(1− t1, s) =
∫ 1
0




[G(t1, r) +G(1− t1, r)]
[ ∫ 1
0
























[G(t2, r) +G(1− t2, r)]
[ ∫ 1
0






[G(t2, r) +G(1− t2, r)]Gn−1(r, s) dr
= Gn(t2, r) +Gn(1− t2, r).
So Gn satisfies (A9).
Thus Gn satisfies (A6) and (A8) with k = 1, (A9), and (A10). Since solutions





Theorem 5.2 can be applied to show the existence of positive symmetric solutions
of (6.5), (6.6).
Corollary 6.4. Let τ, µ, ν ∈ [0, 1/2] with 0 < τ ≤ µ < ν ≤ 1/2. Let d and m be
positive reals with 0 < m < 2d and suppose f : [0,∞) → [0,∞) is continuous and
satisfies the conditions:
(i) f(w) ≥ 2τd∫ ν
τ
Gn(τ,r) dr
for w ∈ [2τd, 2νd];
















2 , s) ds.
Then (6.5), (6.6) has at least one positive symmetric solution x∗ ∈ A(α, β, 2τd, d).
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