Ultrasound vibroacoustography is a new medical imaging technique that relies on the nonlinear interaction of high-frequency fields to produce a low-frequency acoustic emission. Combining the resolution obtained by using a high-frequency focused source with the clean (free of artifacts from multiple scattering) images obtained with low-frequency fields yields a clearer image of abnormal tissue than does traditional ultrasound. A modeling strategy for this imaging modality is presented that overcomes the traditional difficulties in modeling over the range of frequencies present in these experiments. Through a combination of appropriate approximations and exact methods, it is possible to obtain images that capture the basic structure of experimental data despite the use of a simplified physical model.
INTRODUCTION
The objective of this work is to construct a complete simulation infrastructure to assist in the understanding and design of ultrasound vibroacoustography (UVA) systems such as those pioneered at the Mayo Clinic [1, 2] . A diagram of the experimental setup is shown in Fig. 2-1 ; this diagram also illustrates the length scales of interest in this problem. The experiment uses a spherical confocal transducer to focus two beams at slightly different frequencies on a small region within an object submerged in a water tank. The confocal transducer has two regions, which are driven at two different frequencies: the inner shell is driven at w 1 and the outer one at w 2 . The beams are focused (assuming the sound velocity to be constant within the beam region) so that they interact constructively only within a small neighborhood of the focal point. This (non-linear) interaction results in a low-frequency field that oscillates at the difference frequency, dw = w 2 -w 1 . This field is recorded by using a hydrophone, and an image is produced by plotting its amplitude as a function of the focus position of the source. Although there are a few studies that investigate the modeling of similar experiments (see, e.g., [3, 4] ), there does not, to the authors' knowledge, exist a comprehensive strategy for modeling UVA.
The lack of such comprehensive simulation models is largely due to the significant challenges that the experiment presents from a computational perspective. First, as illustrated in Fig. 2-1 , the field excited by the transducer is a high-frequency field in that it propagates on the order of a hundred wavelengths before focusing. However, asymptotic high-frequency models (e.g., ray acoustics) are not suitable for their representation, as the wavelength is not significantly smaller than the size of the object to be imaged. Modeling a field at this frequency scale with classical full-wave methods (finite differences, finite element, integral equation solvers), on the other hand, requires the resolution of the wavelength and, thus, would lead to inordinate computational costs. To avoid these limitations, a parabolic approximation [4] [5] [6] [7] is used, which significantly reduces the cost while preserving accuracy in the directions of interest. In this approximation only waves traveling in a particular (though arbitrarily defined) direction are propagated and the resulting one-way wave pseudodifferential equation is amenable to fast solution via fast Fourier transforms (FFTs). In the present case, the use of this approximation is justified by the focused nature of the source fields and the irrelevance of the reflected fields to the recorded data. To verify this justification, this field is also computed using an integral approach as this approach gives the exact wavefield at a higher computational cost.
In addition to the difficulties associated with the acoustic source as described above, the modeling of vibroacoustics is further complicated by the need to incorporate non-linear effects. Indeed, as discussed above, these effects constitute the core of the imaging technique, as it is their propagation that is recorded in the formation of the image. Here a simple non-linear model of this interaction is reviewed [8, 9] that explains the emergence of a field at the difference frequency and can be easily incorporated into the simulation framework.
Finally, the propagation of the low-frequency field excited by this non-linear interaction must also be computed accurately. Although it would be possible to do this with the parabolic approximation, this is not ideal as the field is truly omni-directional and the hydrophone is typically located far from the focal point. An additional complication to the propagation of the low-frequency field is that the size of the focal area is governed by the high-frequency field and so must be discretized on a grid appropriate for this frequency; this is a very fine Schematic of the experimental setup, as described in [14, 15] mesh at the difference frequency. Whichever method is chosen, it must be able to accommodate this additional length scale to obtain an accurate solution. The low-frequency nature of this field does, however, permit the use of a variety of methodologies designed to solve such problems. As detailed below, a numerical scheme based on integral equations bypasses the need for artificial absorbing boundaries and is also amenable to accelerated evaluations (e.g., via FFTs [10, 11] , fast multipole methods [12] , etc.). Two methods are discussed for computing this low-frequency field; the first is a surface integral formulation, suitable for the treatment of (an arbitrary number of ) piecewise homogeneous inclusions. The precise formulation is detailed below, as are the quadrature rules [13] and evaluation procedures used in this initial implementation. The second method is a Lippmann-Schwinger volume integral approach allowing for the computation of the scattered field from an arbitrary number of localized inclusions not assumed to be homogeneous. The implementation of this second approach in three dimensions is discussed and both the high-frequency and low-frequency fields are computed with this technique. Using this result allows investigation of the errors made when assuming two, rather than three-dimensional wave propagation. This chapter is organized as follows. Section 2.2 describes the mathematical model of the experiment and gives additional information about the experiment itself. The following section (Section 2.3) details the numerical procedures used to approximate the solutions to the equations derived in Section 2.2. Section 2.4 then presents some preliminary numerical results that improve the understanding of the underlying physics while also providing guidance on possible means to improve the quality of the overall technique. Finally, Section 2.5 provides some conclusions and a discussion of possible future directions of research along the lines presented here.
MATHEMATICAL MODEL
Ultrasound vibroacoustography relies on the radiation force, excited by the two coupled high-frequency ultrasound beams, to generate the low-frequency signal that is recorded by the hydrophone to form the image. A possible strategy for modeling the experiment is thus to first estimate the radiation force, as discussed in [14] [15] [16] , generated by the transducer and then calculate the field resulting from this force. The experiment is easily broken down into two coupled wave propagation problems, however, which allow the extensive machinery developed for the numerical solution of wave propagation problems to be applied. This section briefly outlines the appropriate theory for this approach. Further details can be found in, e.g., [8, 9] for the acoustic case, [17] for the elastic case, and [18] for the viscoelastic case.
The two wavefields excited by the transducer are standard ultrasound beams, which are assumed to propagate through a fluid. Thus, they obey the scalar wave equation
where f is the velocity potential (v ® = Ñf, where v ® is the velocity), c is the acoustic velocity of the background model (c = 1.5 mm/ms in water), j = 1, 2 is used to distinguish the beam at w 1 from that at w 2 and D denotes the Laplacian (see Table 2 -1 for a complete list of symbols). Although a single beam can generate a radiation force, for this force to have a frequency dependence, the beam must be somehow modulated. As discussed above, in ultrasound vibroacoustography the modulation comes from the non-linear interaction of the two high-frequency beams. Specifically (see, e.g., [8, 9] ), these interactions arise from higher-order terms in the Euler model, whose lowest-order term results in Eq. (2-1). More precisely, from the Euler equations
and the isentropic assumption
a perturbation expansion is made about a constant, quiescent state with pressure and density p º p 0 and r º r 0 . As is well-known, the first-order perturbations satisfy the wave equation (2-1). The second-order effects lead (upon substituting Eq. (2-4) for p into Eq. (2-2), solving for r / r 0 in the latter, and again substituting this into (2-3)) leads to the equation ¶ t 2 y -c
for a (second-order) velocity potential y, so that the overall velocity model takes the form
Further details of this derivation are given in [8, 9] (see Table 2 -1). Equation (2) (3) (4) (5) provides the means for the creation of the secondary field at the difference frequency. In the experiment modeled here, f in (2-5) is the sum of two fields at slightly different frequencies, cf. (2-1),
and, mathematically, the squared terms on the right-hand side of Eq. (2-5) generate lowfrequency components from the cross terms f 1 f 2 * and f 1 * f 2 , where * denotes complex conjugation. In this way, the right-hand side of Eq. (2-5) models the effective radiation force the system is subjected to. Together, Eqs. (2-1) and (2-5) provide a complete acoustic model of the experiment.
The complete acoustic model is only a starting point, however; a more accurate representation would incorporate elastic (or even viscoelastic) effects, as discussed in [18] . This is particularly important because of the interest in recovering shear moduli; because these moduli are typically several orders of magnitude smaller than the bulk modulus, their recovery (both physical and virtual) must be from shear waves. From a modeling perspective, the derivation of the elastic non-linear, second-order, low-frequency waves generated by the interaction of high-frequency forcings follows largely that described above for compressional waves. Indeed, while the continuity equation (2-3) is unchanged, the equation of motion (2-2) generalizes to
where T ® is the Cauchy stress tensor. The field now is no longer irrotational, but it can be decomposed into
with the aid of an additional vector potential F ® . Finally, the equation of state (2-4) can either be retained as in [18] or be replaced by a linear stress-strain relation holding in the (narrow) frequency band of operation. The second option leads to a forcing term that is analogous to that in (2-5) with g = 1.
NUMERICAL MODEL
This section describes the three stages of the numerical procedure. The first subsection describes the parabolic approximation in the context of this problem, showing examples of the fields modeled with this method. The parabolic approximation is used to propagate the high-frequency field (labeled 1 in Fig. 2-1 ). Following this, the second subsection develops the necessary structure to model the low-frequency wavefield (3 in Fig. 2-1 ) with an appropriate integral equation method. Finally, the third section briefly describes and illustrates the computation of the interaction/coupling term on the right-hand side of Eq. (2-5); this is labeled 2 in Fig. 2-1. 
High-Frequency Propagation -Parabolic Approximation
Several different types of parabolic approximations are used extensively in exploration seismology (e.g., [6, 19] ), ocean acoustics (e.g., [7, 20] ), ultrasound [4] as well many other applications in which a wavefield is propagated along a preferred direction. As noted above, this class of approximations defines a preferred axis of wave propagation, here denoted by z, and propagates waves in only one direction along this axis. A parabolic approximation is ideally suited for modeling the high-frequency field propagating from the transducer to the focus point because, quite generally, the aperture is not large, the field propagates only away from the transducer, and any reflected signal is not relevant to the final result (assuming relatively small velocity contrasts). Jensen et al [20] (Chapter 6) give an overview of several methods of deriving parabolic approximations; here, the chosen method is a diagonalization procedure as this method is comparatively intuitive and is amenable to generalization.
Letting w denote the time frequency, and denoting by x = (x 1 ,x 2 ) the directions orthogonal to z, Eq. (2-1) can be written as 
This system of equations is now split into two parts, through a diagonalization procedure; the two parts then govern waves propagating in the positive and negative z directions, respectively. This diagonalization procedure is discussed in general in [21] and for the wave equation specifically in [19, 22] ; only a summary of the basic ideas is given here without the mathematical details. The diagonalization procedure gives
where A is a pseudodifferential operator with
(see [23] for an introduction to the theory of pseudodifferential operators) and P is a matrix of pseudodifferential operators. Introducing the up-and down-going fields,
the original system (2-10) reduces to 
The parabolic approximation is obtained by assuming f -= 0 and that P
As in the diagonalization of a matrix in linear algebra the normalization of P can be freely chosen. The accuracy of the approximation P -1 ¶ z P » 0 depends on the choice of this normalization, however, and thus P is chosen to be
because in this normalization the largest contribution to the error is off-diagonal. This means that the approximation affects only the coupling of up-and down-going waves and not forward propagation (for details, see [19] ). The error caused by the assumption that f -= 0 depends on the velocity contrast as this determines the strength of the ignored back-scattered field.
Recalling that A is a pseudodifferential operator, the solution of Eq. (2-14) (see [23] , Chapter 1) is given by
Equation (2-16) can be considered as an operator acting on f + at a particular level z¢ that propagates this wavefield to a new level, z.
For a general velocity model, the application of (2-16) is not straightforward because the square-root in the first exponential depends on both the space, x, and Fourier, k x , variables. In the case where the velocity depends only on z, it simplifies to
where
denotes the spatial Fourier transform from x to k x . In this model, the velocity is not independent of x, but rather takes on only a few distinct values: c(x, z) = c e outside the inclusions and c(x, z) = c i inside the inclusions. A number of approaches have been developed to deal with lateral heterogeneity within the parabolic approximation (see, e.g., [5, 20, 24] ). For an initial implementation, the "phase-shift plus interpolation method" of Gazdag and Sguazzero [24] is used, which can be further simplified in this context due to the piecewise constant character of the velocity profile. Note that from (2-16) f + (z, x) depends on c(z, x) and not on c(z ¢, x ¢ ). In the case considered here, c(x, z) takes on only a few values (e.g. c e outside of an inclusion and c i inside). Combining these two properties, the field f + (z, x) can be estimated by propagating the entire field (via 2-17) with both c e and c i and then recombining these fields in the space domain by choosing at every point (z, x) the field propagated with the corresponding velocity c(z, x). The total field is then constructed in the space domain by taking, at each point, the field propagated with the appropriate velocity. The simplification of this method as compared with the phase-shift plus interpolation method is that interpolation is not needed to find the field at points with a velocity between the two propagation velocities as the velocity is piecewise constant.
The amplitude correction term, P, is derived in a manner similar to that used above to arrive at Eq. (2-16). These corrections are also applied to each of the two intermediate fields.
To simulate the field excited by the transducer using the parabolic approximation, the definition of an initial source distribution is needed. This is done by using a number of point sources arranged on a portion, defined by the aperture of the transducer, of a circle centered at the desired focus point. As the field is stepped forward in z with Eq. (2-17) the point sources at each z are added into the field propagated from previous z. This method of modeling the transducer ignores the interactions of different elements of the transducer as well as the fact that the transducer itself acts as a scatterer; a similar method of transducer modeling is discussed in [25] , while [26] gives an overview of various transducer types. Figure 2 -2 shows the fields simulated in this way. The focus point is within the obstacle, which has a moderate 10% velocity contrast with the surroundings. With the parabolic approximation, the back-scattered field is ignored, which is a source of error; for this velocity contrast, this error is less than 1%. As is apparent from the figure depicting the sum of the fields at w 1 and w 2 , the field is complicated by the inclusion resulting in several regions that contribute to the final image rather than a single point as would be the case for a full (360°) aperture transducer in a constant medium.
With the method described above, the dominant source of error in the parabolic approximation itself is that the back-scattered field is ignored. Figure 2-3 illustrates the effects of this approximation by contrasting it with accurate full-wave results derived from the application of the integral equation approach described in the next section. To this end, evaluations of the product f 1 f 2 * are compared, which mimics the behavior of the right hand side of Eq. (5) . (This product is chosen here in lieu of the full right-hand side to isolate inaccuracies that arise solely from the use of an approximate one-way wave model and to avoid additional errors that may result from numerical differentiation in evaluating the exact right-hand side.) For this velocity contrast, the parabolic approximation is indeed quite accurate.
Low-Frequency Wavefield -Surface Integral Method
As noted in the discussion in Section 2.2, the two high-frequency beams interact to generate a low-frequency field; it is this low-frequency field that is recorded at the hydrophone. The goal of UVA is to focus this source on as small a region of tissue as possible so that the resulting source of low-frequency energy is close to a point source. Because of the focused nature of this source, the resulting low-frequency field is essentially omni-directional, ruling out the application of the parabolic approximation. As discussed in the Introduction, the use of integral equation methods for the propagation of this field is proposed because they compute the field accurately in all directions without the need for absorbing boundary conditions. Specifically, the equations for a surface integral method are developed as such methods require discretization only on the boundary of the inclusions greatly reducing the number of points in the integrations. The idea behind integral equation methods is to take the differential equations describing the problem and reformulate them as (equivalent) integral equations through the use of Green's Theorem. In order to apply Green's Theorem, the background velocity model must be such that it can be divided into a background region with one or several inclusions, where the Green's function is known in each region. In the case discussed here, this is easily accomplished as the model consists of one (or more) inclusions or scatterers embedded in a background medium where both the background and inclusions have constant (though different) material parameters.
The derivation of these integral equations starts from the basic equations for the field in both the internal (within the inclusions, denoted D) and external (outside the inclusions, denoted D c ) domains (see Fig. 2-4) . The field in each of these domains is split into two parts: the known incident field, which is the field in the absence of a scatterer, and the unknown scattered field, which is the difference between the incident and total fields. In other words, a solution is sought for
with boundary conditions that require the continuity of the field and its normal derivative across the interface along with the Sommerfeld radiation conditions at infinity. In the above, subscript "e" indicates that a quantity is external to the inclusions and subscript "i" that it is inside the inclusions, the superscript "s" denotes the scattered field and superscript "inc" denotes the incident field. The total field is given by y = y inc + y s for both the internal In what follows, knowledge of y inc is assumed; this field is calculated using the relations
The numerical evaluation of these integrals, along with a discussion of how f is estimated from f 1,2 is the subject of the next subsection.
To derive an integral equation formulation of (2-18), Green's Theorem is used to obtain
for the interior field, where G i is the Green's function for the interior domain, D, defined by
with The above expressions allow for the calculation of the field either inside or outside the inclusions from knowledge of the field on the boundary. The scattered field is not known a priori, however, and in fact the goal is to recover this scattered field, requiring an expression linking the, known, incident field on the boundary to the, unknown, scattered field also on the boundary. This relationship is obtained from the limit as x ® ¶D of the above equations, resulting in
for the interior field and 
The coupled system of (surface) integral equations (2-29) to (2-30) provides a complete mathematical formulation of the propagation of the low-frequency emission. Indeed, once these are solved, the field at any point in space (and, in particular, at the hydrophone) can be recovered from Eqs. (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) to . The numerical solution of both the boundary system for the total field (2-29) to (2-30) and the integrals to determine the field (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) , , on the other hand, are complicated by the singular nature of the Green's functions (which demand a careful design of quadrature formulas for accurate evaluation) and their long-range effects (which translate into full matrices upon discretization, necessitating the use of acceleration techniques for efficiency). To overcome the former difficulty in solving Eqs. and , it is necessary to resort to spectral quadratures as defined in [13] (pp. 67-78), in the two-dimensional case shown here; an extension to three dimensions is given in [28] . Acceleration techniques that allow for fast matrix-vector multiplications are also available, for instance, with schemes based on fast multipole expansions [12, 29] or FFTs [10, 28] . For Eqs. (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) and , determining the value of y i,e s (x) is straightforward when x is far from the boundary ¶D because at these points, G, ¶ ¶n y G and y are all smooth. When x is near the boundary, however, the singularities in G and ¶ ¶n y G makes the accurate evaluation of these integrals difficult. To avoid this problem, a polynomial resampling is used as suggested in [13] (Eq. 3.81). The idea behind such a method is to evaluate
where G is singular at a and f is smooth through the change of variables y = p(s) giving
enforcing that p(a) = a and p(b) = b and that p¢(a), p¢¢(a), p (I) (a) = 0 for some order I.
The composite function G(x,p(s))p¢(s) is smoother in s than G(x,y)
is in y resulting in a more rapidly converging function. From a geometrical point of view, the effect of this change of variables is to increase the density of points in the vicinity of x = a; this effect is stronger for larger I. The function G is assumed to be known so its evaluation on the irregular grid is straightforward. By contrast, f is not known, but is smooth, allowing for its accurate interpolation with a combination of trigonometric interpolation (to a denser, still regular, grid) and spline interpolation (to the irregular grid defined by p(s)). The integrals in Eqs. (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) and are around closed domains, allowing a and b to be chosen in such that a is the closest point on ¶D to x. The integral is then properly sampled resulting in an accurate value of y s e,i (x).
Three-Dimensional Volume Integral Approach
To extend these ideas to the case where the obstacle is no longer piecewise homogeneous, the use of a method based on the solution of a suitable Lippman-Schwinger type integral equation is proposed. To investigate the errors made in assuming two-dimensional wave propagation, as was assumed previously, these integral equations are set up and solved in three dimensions. Lippmann-Schwinger type integral equations are derived by writing the basic (acoustic or elastic) differential model so that inhomogeneities are viewed as providing a source for a wave equation in a homogeneous background. Explicitly, Eq. (2-1) is written in the temporal frequency domain as
for the total field, fˆ j, in the frequency domain; the incident field, fˆ j inc satisfies
Differencing these two equations gives
where k j0 = w j c 0 ; from this, by analogy to Eq. (2-19) , the solution of Eq. (2-33) can be written as
defining G(x,y) as the Green's function for Eq. (2-34). To compute the incident field, fˆ j inc , Eq. (2-19) is solved where f (y) is replaced by the set of point sources used to model the transducer, as discussed in Section 2.3.1. Assuming that the total velocity c(x) consists of a background c 0 with a localized perturbation near the obstacle, it is noted that c 0 -c(x) is zero outside some region, B, surrounding the obstacle. Thus, it is necessary to solve Eq. (2-36) for fˆj only within B; from this solution, it is possible to calculate fˆj at any position by inserting the values of fˆj within the region B into the integral.
In the above derivation, it has been assumed that the background velocity, c 0 is constant, and also that c(x) is piecewise smooth and supported (non-zero) in a limited area. This opens up the possibility, excluded by the surface integral method of the previous subsection, of modeling inclusions with variable velocity. As with the surface integral method discussed in the previous case, this method generalizes easily to the elastic case. In particular, the elastic analog of Eq. (2-36) is
where, as above, a subscript 0 indicates a constant (background) quantity and quantities without subscript vary in space in a limited area. The notations l, m, are used for the Lamé constants, and U ® for the vector displacement. In this form, Eq. (2-37) can be solved using the Green's function for the background homogeneous medium resulting again in a (Lippmann-Schwinger) integral equation
where the incident field, U ® inc , is computed as for the acoustic case. As in the surface integral method of the previous subsection, the computation of the integral in Eq. (2-36) is complicated by the singularity in the Green's function when x = y and the full matrices resulting from the discretization of Eq. (2-36). To overcome the singularity issue, a so-called weakening procedure is used as proposed in [30] [31] [32] . The idea behind such a procedure is to replace the Green's function by its spherical average. In other words, we replace G with where y has been split into its Cartesian components. The advantage of this approach is that Eq. (2-39) has a closed form solution; this method has a second-order convergence rate, meaning that for large numbers of grid points, if the grid size Dy is reduced to Dy/2 the error, E, is reduced to E 4 .
To solve the linear system efficiently and accurately in three dimensions, use is made of the so-called conjugate gradient FFT (CGFFT). This technique is particularly appropriate for this problem as the Green's function G depends only on the difference x -y making the integral in Eq. (2-36) a convolution. In the CGFFT method, the FFT is used to evaluate this convolution at each iteration of the conjugate gradient method (see, e.g., [33] for details on conjugate gradient). Further improvements to this method can be made with appropriate pre-conditioners as discussed in [33] (Chapter 8) or [34] (Chapter 2); here, the adjoint of the Helmholtz operator is used as a pre-conditioner to make the system symmetric, which is known as the CGNR method.
By applying the above procedure at each of the two high frequencies, an estimate is obtained of both of the high-frequency fields, analogous to the results of propagating these fields with the parabolic approximation. The difference is that these solutions do not require the one-way assumption of the parabolic approximation and that the computations have been done in three dimensions. This gives a basis to both compare future three-dimensional implementations of the parabolic approximation (as in Fig. 2-3 for two-dimensional version) and to investigate the errors made in reducing the three-dimensional experimental problem to a two-dimensional model; of course, this additional knowledge comes with additional computational cost. From the two fields, fˆ1 ,2 the right-hand side of Eq. (2-5) is then computed, with f (y) as discussed in the following subsection. Equation (2-36) is then solved at the low frequency (k becomes dw c 0 ) using f (y) as the source distribution that generates the incident field as in Eq. (2-19).
Interaction Term -Direct Calculation
The interaction term, given on the right-hand side of Eq. (2-5), generates the source f (y), in Eq. (2-18); this interaction term is not particularly difficult to compute as it consists simply of the derivatives of known fields. Since the computations are performed in the temporal frequency domain, the time derivative is computed using a straightforward multiplication by iw. The spatial gradient is slightly more complicated to compute and there are several options. For the figures that follow, the (windowed) spatial Fourier transform of the field is taken and the gradient is computed by multiplication in the Fourier domain. Both this method of calculating the derivative and the propagation of the field using the parabolic approximation are computed on a rectangular grid to make use of the standard FFT.
In Fig. 2-5 , the imaginary part of f (y) is shown, filtered so that only contributions at the difference frequency contribute to the result. (In the actual experiment, the hydrophone performs this filtering as it is simply not sensitive to the high-frequency fields nor to the field at the sum frequency.) The focused nature of this field makes it similar to a point-source excitation at the difference frequency; however, the shape in the figure shows clearly that the field is not simply a point excitation. Thus, the simulation, provides an improvement on simply using a focused beam at dw; this is also an advantage of ultrasound vibroacoustography since the size of the focal area is governed by w 1,2 instead of by dw.
Although it is the goal to focus the high-frequency energy on a small circular region this is not possible and the focused field has, in general, a more complicated shape as is illustrated in Fig. 2-5 . As mentioned in the introduction, in order to accurately represent this distribution, denoted f (y) above, it must be discretized on the order of the high-frequency wavelength. In any method, the presence of this second length scale calls for the use of variable grid sizes in which the vicinity of the source is sampled more densely than other regions. In a surface integral method, the source is integrated to give an incident field y inc on the surface of the obstacle as in Eq. (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) . The normal derivative is computed from similar expressions where G and y inc are replaced by their normal derivatives. If the source is far from the obstacle, the calculation of these integrals is straightforward and so variable grids are not needed. When the source is near the obstacle, it is more difficult to calculate because y inc is evaluated on the boundary (i.e., x Î ¶D) and if f (y) is also supported there (i.e., if the focal area intersects ¶D), the integrand becomes singular. Doing this computation on a regularly spaced rectangular grid is not efficient because of this singularity; an extremely dense mesh would be necessary to adequately sample the function near the singularity, making the cost of propagating the high-frequency fields untenable. Because the singularity is along the boundary of the obstacle, it is possible to compute the integral accurately and efficiently with two changes of variables. The first step is to interpolate to a coordinate system in which one coordinate is tangent to the obstacle and the other normal to it; for the case of a circular obstacle, as in the examples shown here, this is a polar grid. Following this, the normal variable is resampled in such a way as to place many more points in the vicinity of the boundary, using the polynomial resampling function suggested in [13] (p. 75) and discussed in the previous subsection. This allows the accurate calculation of the integral without requiring the computation of the field at too many points. Further improvements are possible to improve the efficiency of this method, e.g., based on the ideas in [35] to constrain the resampling to the vicinity of the boundary; their analysis and implementation, however, is left for future work.
PRELIMINARY RESULTS
This section describes preliminary, primarily two-dimensional, results using the numerical models discussed above. Two two-dimensional cases are shown in which the obstacle is relatively small and circular with a diameter of 6l, where l = 0.5 mm is the wavelength (in water) of the high-frequency field. The background has an acoustic velocity of 1.5 mm/ms, that of water; the obstacle has an acoustic velocity of 1.65 mm/ms in the first case and 6 mm/ ms in the second case. The first case has a velocity contrast within the range of validity of the parabolic approximation, to explore the effects of different experimental configurations The one-dimensional images shown below are from z = 0, with a denser sampling in x than was used in the two-dimensional images above unless stated otherwise. A hydrophone has been placed along the x-axis directly across from the transducer to mirror the experimental configuration. The experimental setup is shown in Fig. 2-6 . For this configuration, with a small contrast, the images shown in Fig. 2-7 are obtained. The smearing visible in the image is characteristic of the small aperture used. An image below is a comparison of a slice of the image for fixed z = 0 in which we have used a much larger aperture of 120° is also shown (which is not possible in the laboratory), resulting in a notable improvement in the computed image. Figure 2-8 shows the results of using the three-dimensional volume integral method; similar to Fig. 2-5 , f 1 f 2 * computed with the three-dimensional method and with the two-dimensional method. The two results are quite similar, justifying the two-dimensional assumption for this experimental configuration.
In Fig. 2-9 , the simulated images are compared with real laboratory data. The experimental configuration is still that shown in Fig. 2-6 ; in the laboratory, the two-dimensional circular object was replaced with an aluminum cylinder long in the z (out of plane) direction, with velocity 6 mm/ms. There are, however, expected to be some departures from a truly two-dimensional geometry because the focus of the transducer used in the experiment is three dimensional. However, a general agreement is still seen with the main structures of the image being reproduced. Aluminum has a very high contrast with the surrounding water medium, meaning that back-scattered energy is more important in this case.
SUMMARY
The material presented here is designed to explore a possible approach to the modeling of UVA, using the properties of each step in the imaging procedure to design or select methods specific to each stage. This is essential to the modeling of UVA because of the different properties of the wavefields at different stages.
For the high-frequency field excited by the transducer the parabolic approximation is found to be both appropriate and efficient for the modeling of this field. This approximation introduces errors at large propagation angles; errors that are larger with larger velocity contrasts. Because the acoustic velocity contrast in tissue is relatively small and the aperture of the transducer is also small, these errors are not expected to be significant.
Once the interaction of the two high-frequency beams is understood from the higherorder correction to the wave equation, its numerical computation is straightforward. It is essential, however, that this non-linear coupling be taken into account as it is this interaction that is responsible for the improved resolution possible from UVA as compared to imaging techniques based solely on low-frequency excitations. Furthermore, the shape of the low-frequency source has a large influence on the resulting image, as illustrated with the comparison of different aperture images.
The field recorded at the hydrophone, which is the field resulting from this interaction, presents the modeling challenge of taking into account the distributed source and yet still modeling efficiently at the low frequency. Integral methods are the natural choice for this because they are particularly computationally efficient at low frequencies and also because these methods work directly from the incident field, allowing the complicated source pattern to be dealt with in a relatively straightforward manner.
The combination of these approaches allows numerical modeling of the fields excited with this novel imaging technique. Comparisons with experimental data show recovery of the general structure of the data, while the details are incorrectly modeled. There are several sources for these errors, the most likely of which are the large velocity contrast and the threedimensional nature of the focused beam, which has been modeled with two-dimensional propagation. Exploration is continuing of the implications of the preliminary modeling results with the hope of introducing improvements in UVA systems being developed at the Mayo Clinic. Improving the ability of the model to take into account the true structures of interest requires the extensions of the methods presented here to three dimensions (for the parabolic approximation and surface integral method) as well as to the elastic case.
Although a complete solution has been presented to the forward problem of predicting the response of a known medium, it is the inverse problem that is of most interest for medical diagnosis. In particular, the shear modulus is of most interest; this modulus can only be recovered reliably by employing shear waves in an elastic model. It is for this reason that the preliminary setup for the solution of the elastic model is discussed here, the further development of which is a subject of continuing research.
