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Abstract
Suppose G is a compact Lie group, H is a closed subgroup of G, and the homogeneous space G/H
is connected. The paper investigates the Ricci flow on a manifold M diffeomorphic to [0, 1] × G/H .
First, we prove a short-time existence and uniqueness theorem for a G-invariant solution g(t) satisfying
the boundary condition II(g(t)) = F (t, g∂M (t)) and the initial condition g(0) = gˆ. Here, II(g(t)) is the
second fundamental form of ∂M , g∂M is the metric induced on ∂M by g(t), F is a smooth map and gˆ is
a metric on M . Second, we study Perelman’s F-functional on M . Our results show, roughly speaking,
that F is non-decreasing on a G-invariant solution to the modified Ricci flow, provided that this solution
satisfies boundary conditions inspired by the 2012 paper of Gianniotis.
1 Introduction
Developing the theory of the Ricci flow on manifolds with boundary is a long-standing open problem with
numerous potential applications. The present paper addresses several aspects of this problem in the setting
of spaces with symmetries. We focus on the short-time existence and the uniqueness of solutions, as well as
the monotonicity of Perelman’s F -functional. Before we describe our results, let us review the history of the
subject.
Suppose M is a d-dimensional manifold with d ≥ 3. The Ricci flow on M is the partial differential
equation
∂
∂t
g(t) = −2Ric(g(t)) (1.1)
for a Riemannian metric g(t) depending on the parameter t ≥ 0. It is customary to interpret t as time. In
the right-hand side, Ric(g(t)) stands for the Ricci curvature of g(t). Given a Riemannian metric gˆ on M , we
supplement (1.1) with the initial condition
g(0) = gˆ. (1.2)
The Ricci flow on manifolds without boundary has been widely studied. The reader will find a wealth of
information about it in the books [6, 27, 21].
Assume the manifold M is compact and ∂M is nonempty. When trying to develop the theory of the
Ricci flow on M in this case, one faces a number of major roadblocks. For instance, it is necessary to find
boundary conditions for equation (1.1) that would allow tractable analysis and admit a meaningful geometric
interpretation. Doing so is difficult, as equation (1.1) is only weakly parabolic; see [27, Section 5.1], [13,
Introduction] and also [2, Secion 3]. Note that the Ricci flow on surfaces with boundary appears to be more
approachable. For results in this area, consult the references in [13]. However, the higher-dimensional setting
considered in the present paper encompasses a different set of difficulties and requires different techniques.
Initial progress regarding the Ricci flow onM under the above assumptions was made by Shen in [25, 26].
Let us briefly describe it. Suppose II(g(t)) is the second fundamental form of ∂M with respect to g(t), g∂M (t)
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is the metric induced on ∂M by g(t), and λ is a fixed real number. Shen considered equation (1.1) subject
to the boundary condition
II(g(t)) = λg∂M (t) (1.3)
and the initial condition (1.2). He outlined the proof of a short-time existence theorem. He also obtained a
formula for the t-derivative of II(g(t)). Despite this success, further investigation of problem (1.1)–(1.3)–(1.2)
turned out to be complicated. As of today, no uniqueness theorem for this problem is found in the literature.
The long-time behaviour of solutions was investigated in [25, 26, 5, 8], but it is not yet deeply understood.
In fact, the majority of available results concern the special case where λ = 0 (i.e., the boundary is totally
geodesic). We invite the reader to see [3] for a discussion about letting the parameter λ depend on t. Aside
from the discussion, that paper contains two gradient estimates for the heat equation under (1.1)–(1.3).
Further progress in the study of the Ricci flow on M was made by the author in [22]. More precisely,
suppose H(g(t)) is the mean curvature of ∂M with respect to g(t). Fix a function b : [0,∞)→ R. The main
result of [22] is a short-time existence theorem for solutions to (1.1) under the boundary condition
H(g(t)) = b(t) (1.4)
and the initial condition (1.2). This result was improved by Gianniotis in the paper [13]. More specifically,
choose a t-dependent Riemannian metric η(t) and a t-dependent real-valued function κ(t) on ∂M . Gianniotis
considered the Ricci flow subject to the boundary conditions
[g∂M (t)] = [η(t)], H(g(t)) = κ(t). (1.5)
The square brackets here denote the conformal class. We emphasize that, in contrast with (1.4), formu-
las (1.5) allow the mean curvature H(g(t)) to be nonconstant on ∂M . The reasoning in [13] yielded the
short-time existence and the uniqueness of solutions to (1.1)–(1.5)–(1.2) under natural assumptions. At the
same time, describing the behaviour of these solutions for large t remains a challenging open problem. In
the recent work [14], Gianniotis made progress towards the resolution of this problem by producing several
interesting estimates. However, a comprehensive long-time existence theorem is still out of reach. Note that
Gianniotis’s results were largely inspired by Anderson’s work on the Einstein equation; see [2].
Another direction in the study of the Ricci flow on manifolds with boundary is the analysis of Perelman’s
F -functional. The reader may consult, e.g., [27, Chapter 6] for the definition and the key properties of F .
Given a t-dependent Riemannian metric g(t) and a t-dependent real-valued function p(t) on M , it is well-
known that the expression
F(g(t), p(t)) =
∫
M
(R(g(t)) + |∇p(t)|2)e−p(t) dµ
would be non-decreasing in t if ∂M were empty and the pair (g(t), p(t)) satisfied
∂
∂t
g(t) = −2(Ric(g(t)) + Hess p(t)),
∂
∂t
p(t) = −∆p(t)−R(g(t)). (1.6)
(In the equalities above, R and µ denote the scalar curvature and the volume measure.) In fact, one would
be able to interpret system (1.6) as the gradient flow of F . The metric g(t) would be the pullback of a
solution to (1.1) by a t-dependent diffeomorphism. Monotonicity properties of F are substantially harder
to discover when ∂M 6= ∅. Lott’s paper [19] provides several formulas for ddtF(g(t), p(t)) assuming the pair
(g(t), p(t)) satisfies (1.6) and, after appropriate diffeomorphisms are performed, ∂M evolves under the mean
curvature flow. The works [7, 8, 9] contain related computations. However, none of the results in [7, 8, 9, 19]
asserts that F(g(t), p(t)) is non-decreasing.
The present paper focuses on boundary-value problems for the Ricci flow (1.1) under the assumption
M ≃ [0, 1]×G/H, (1.7)
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whereG is a compact Lie group,H is a closed subgroup of G, and G/H is connected. In a sense, equality (1.7)
means M possesses axial symmetry. The boundary of M has two connected components. Spaces of the
form (1.7) arise as (closures of) domains on cohomogeneity one manifolds. Recently, the author used them
in the study of the prescribed Ricci curvature equation; see [24] and also [23]. It is worth mentioning
that cohomogeneity one manifolds enjoy numerous applications in geometry and mathematical physics. In
particular, they have been used to construct important examples of Einstein metrics; see, e.g., [10] and
references therein. They were effectively employed in the paper [12] to investigate Ricci solitons. For more
information on the basic properties and applications of cohomogeneity one manifolds, consult [16].
The literature devoted to the Ricci flow on spaces with symmetries is rather extensive. The papers [18, 4]
are two examples of recent works on the subject. The introduction to [20] contains a survey of what is
known in three dimensions. The vast majority of existing works, however, only consider manifolds without
boundary.
Let us describe our results. In what follows, we assume M has the form (1.7) and the isotropy repre-
sentation of G/H splits into pairwise inequivalent irreducible summands. The latter assumption is quite
standard in the theory of cohomogeneity one manifolds; we will discuss it in detail before stating our first
theorem. Section 2 considers the Ricci flow (1.1) on M subject to the boundary condition
II(g(t)) = F (t, g∂M (t)). (1.8)
The letter F here denotes a map with values in the space of symmetric G-invariant (0,2)-tensor fields on ∂M .
When F (t, g∂M (t)) = λg∂M (t), formula (1.8) becomes Shen’s boundary condition (1.3). In Section 2, we
establish the short-time existence and the uniqueness of G-invariant solutions to problem (1.1)–(1.8)–(1.2)
assuming (1.8) holds at t = 0 and gˆ is G-invariant. The author intends to study the behaviour of these
solutions for large t in subsequent papers. Note that, until now, (1.5) has been the only boundary condition
known to guarantee both the short-time existence and the uniqueness for the Ricci flow with given initial
data in dimensions three or higher.
Section 3 studies the Perelman F -functional onM . We begin with an examination of system (1.6) subject
to the boundary conditions (1.5) on g(t) and the Neumann condition ∂∂ν p(t) = 0 on p(t). We first prove a
short-time existence theorem for G-invariant solutions. Next, we show that F(g(t), p(t)) is non-decreasing
if (g(t), p(t)) is such a solution, η(t) is independent of t, and κ(t) is identically 0. In the process, we obtain
a new formula for the t-derivative of F under (1.6). The section ends with a discussion of how our results
relate to those of [19].
2 Short-time existence and uniqueness
Consider a compact Lie group G and closed subgroup H of G. Suppose the homogeneous space G/H is
connected and (d − 1)-dimensional with d ≥ 3. The objective of this paper is to investigate the Ricci flow
on a smooth manifold M diffeomorphic to [0, 1]×G/H . It will be convenient for us to assume that
M = [0, 1]×G/H.
Such an assumption does not lead to any loss of generality. Obviously, the manifold M has nonempty
boundary ∂M consisting of two connected components, {0} × G/H and {1} × G/H . We will use the
notation M0 for the interior M \ ∂M . The group G acts naturally on M .
2.1 The existence and uniqueness theorem
The Ricci flow is the partial differential equation
∂
∂t
g(t) = −2Ric(g(t)) (2.1)
for a Riemannian metric g(t) on M depending on the parameter t ≥ 0. In the right-hand side, Ric(g(t))
stands for the Ricci curvature of g(t). As we explained in the introduction, one may learn about the history,
the intuitive meaning, the technical peculiarities and the geometric applications of equation (2.1) from many
books, such as [6, 27, 21].
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Suppose T ∗∂M⊗ˆT ∗∂M is the bundle of symmetric (0, 2)-tensors on ∂M . Consider a smooth map
F : [0,∞)× (T ∗∂M⊗ˆT ∗∂M)→ T ∗∂M⊗ˆT ∗∂M
such that F (t, ·) is fiber-preserving for all t ∈ [0,∞). We will use F to supplement equation (2.1) with
boundary conditions. Before we can do so, however, we need to make some preparations. Namely, suppose
Γ(T ∗∂M⊗ˆT ∗∂M) is the space of continuous sections of T ∗∂M⊗ˆT ∗∂M . Observe that F induces a map
from [0,∞)× Γ(T ∗∂M⊗ˆT ∗∂M) to Γ(T ∗∂M⊗ˆT ∗∂M). It will be convenient for us to use the same letter F
for this map. We assume the images of G-invariant sections of T ∗∂M⊗ˆT ∗∂M under F (t, ·) are themselves
G-invariant for all t.
Let II(g(t)) be the second fundamental form of ∂M computed in g(t) with respect to the outward unit
normal. Thus, II(g(t)) is a t-dependent (0,2)-tensor field on ∂M . Our sign convention is such that II(g(t))
is positive-definite when M is a closed ball in R3 and g(t) is Euclidean. Suppose g∂M (t) is the Riemmanian
metric induced on ∂M by g(t). In this section, we study the Ricci flow equation (2.1) under the boundary
condition
II(g(t)) = F (t, g∂M (t)). (2.2)
Note that Y. Shen’s works [25, 26] investigated the situation where F (t, g∂M (t)) = λg∂M (t) for some λ ∈ R.
The arguments from [25, 26] also apply when λ is allowed to depend on t.
Fix a smooth G-invariant Riemannian metric gˆ on M . We supplement the Ricci flow equation (2.1) with
the initial condition
g(0) = gˆ. (2.3)
Our objective in this section is to prove the short-time existence and the uniqueness of solutions to prob-
lem (2.1)–(2.2)–(2.3). Before we can state our result, however, we need to impose an assumption on the
homogeneous space G/H .
Let g be the Lie algebra of the group G. Pick an Ad(G)-invariant scalar product Q on g. Suppose p is
the orthogonal complement of the Lie algebra of H in g with respect to Q. We standardly identify p with the
tangent space of G/H at H . The isotropy representation of G/H then yields the structure of an H-module
on p. We assume the following property of p throughout the paper.
Hypothesis 2.1. The H-module p appears as an orthogonal sum
p = p1 ⊕ · · · ⊕ pn (2.4)
of pairwise non-isomorphic irreducible H-modules p1, . . . , pn.
Hypothesis 2.1 is rather standard. It has come up in a number of papers, such as [11, 12]. Roughly
speaking, it ensures that G-invariant (0,2)-tensor fields on G/H are diagonal. Indeed, every such tensor
field is determined by its restriction to p. Because the summands p1, . . . , pn in (2.4) are non-isomorphic and
irreducible, this restriction must be diagonal with respect to (2.4). For a slightly more detailed discussion
of Hypothesis 2.1, including a possible alternative to it, see the author’s work [24].
Theorem 2.2. Suppose
II(gˆ) = F (0, gˆ∂M ). (2.5)
For some number T > 0, there exists g :M × [0, T )→ T ∗M ⊗T ∗M such that the following statements hold:
1. The map g is smooth on M0× (0, T ) and continuous on M × [0, T ). Suppose X and Y are G-invariant
vector fields on M tangent to {r} × G/H for each r ∈ [0, 1]. If X and Y are smooth, then the
derivative of the map M × [0, T ) ∋ (x, t) 7→ g(x, t)(X,Y ) ∈ R in the variable x exits and is continuous
on M × [0, T ).
2. For every x ∈M and t ∈ [0, T ), the tensor g(x, t) is a symmetric positive-definite tensor at the point x.
Thus, g(·, t) is a Riemannian metric on M . We will use the notation g(t) for this metric.
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3. The equality g(t) = γ∗g(t) holds for all γ ∈ G and t ∈ [0, T ). In other words, g(t) is G-invariant.
4. The t-dependent Riemannian metric g(t) solves equation (2.1) on M0 × (0, T ). This metric satisfies
the boundary condition (2.2) on ∂M × (0, T ) and the initial condition (2.3) on M .
If, for some number T > 0, two smooth maps g1, g2 :M×[0, T )→ T ∗M⊗T ∗M possess the above properties 2,
3 and 4, then g1 = g2.
Remark 2.3. One may be able to improve the differentiability of g near ∂M× [0, T ) by imposing higher-order
compatibility conditions on F and gˆ; cf. [13, Section 5]. We will not discuss this further in the present paper.
Remark 2.4. It is convenient for us to assume that the maps g1 and g2 are smooth on M × [0, T ). However,
this assumption can be relaxed. It suffices to demand, for example, that the following two statements hold:
1. The maps g1 and g2 are smooth on M0 × (0, T ).
2. The derivatives ∂
i
∂ti ∇ˆ
jg1 and
∂i
∂ti ∇ˆ
jg2 exist and are continuous on M × [0, T ) when 2i+ j ≤ 3.
Here, ∇ˆ denotes covariant differentiation with respect to gˆ. The details are left to the reader; cf. [13,
Theorem 1.3].
2.2 Three lemmas
Before we can prove Theorem 2.2, we need to make some preparations and state three lemmas. Note that
the material laid out here will also be essential to the arguments in Section 3. Let us begin by fixing a
geodesic α : [0, 1] → M with respect to the metric gˆ. We choose α so that it intersects all the G-orbits on
M orthogonally and α(r) lies in {r} × G/H for all r ∈ [0, 1]. The map Θ : M → M given by the formula
Θ(r, γH) = γα(r) is a diffeomorphism. The equality
Θ∗gˆ = hˆ2(r) dr ⊗ dr + gˆr, r ∈ [0, 1],
holds true. In the right hand side, hˆ : [0, 1]→ (0,∞) is a smooth function, and gˆr is aG-invariant Riemannian
metric on G/H for every r ∈ [0, 1]. Note that gˆr is fully determined by its restriction to p. Hypothesis 2.1
implies the existence of smooth functions fˆ1, . . . , fˆn : [0, 1]→ (0,∞) such that
gˆr(X,Y ) = fˆ21 (r)Q(prp1X, prp1Y ) + · · ·+ fˆ
2
n(r)Q(prpnX, prpnY ), X, Y ∈ p.
The notation prpkX and prpkY here stands for the projection of X and Y onto pk for k = 1, . . . , n. In what
follows, we assume that the diffeomorphism Θ is the identity map on M . This assumption does not lead to
loss of generality. Thus, the equality
gˆ = hˆ2(r) dr ⊗ dr + gˆr, r ∈ [0, 1], (2.6)
holds true.
Our first lemma essentially shows that any G-invariant solution to (2.1), subject to the initial condi-
tion (2.3), must have the form (2.6). This fact is crucial to the proof of Theorem 2.2. It is also important to
the arguments in Section 3.
Lemma 2.5. Assume w : M0× [0, T )→ T ∗M⊗T ∗M is a smooth map satisfying the following requirements:
1. For every x ∈M and t ∈ [0, T ), the tensor w(x, t) is a symmetric positive-definite tensor at the point x.
2. Given γ ∈ G and t ∈ [0, T ), the Riemannian metric w(t) = w(·, t) satisfies the formula w(t) = γ∗w(t).
3. The equality
∂
∂t
w(t) = −2Ric(w(t))
holds on M0 × (0, T ), and the equality
w(0) = gˆ
holds on M0.
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Then
w(t) = z2(r, t) dr ⊗ dr + wr(t), r ∈ (0, 1), t ∈ [0, T ).
In the right-hand side, z is a function on (0, 1) × [0, T ) with positive values, and wr(t) is a G-invariant
Riemannian metric on G/H for each r ∈ (0, 1) and t ∈ [0, T ).
Remark 2.6. Let us emphasize that Lemma 2.5 does not require any boundary conditions on w(t).
Proof. Fix r0 ∈ (0, 1). Given t ∈ [0, T ), suppose v(t) is a unit normal to {r0}×G/H at (r0, H) with respect
to the metric w(t). We assume v(t) points in the direction of {1}×G/H . Our plan is to show that v(t) is a
scalar multiple of v(0). The assertion of the lemma will follow immediately.
Let (y1, . . . , yd) be a local coordinate system on M centred at (r0, H). Assume that, at (r0, H), the
vectors ∂∂yi are tangent to {r0} ×G/H for i = 1, . . . , d− 1, and
∂
∂yd
coincides with v(t). The formula
v(τ) =
d∑
i=1
wid(τ)
(wdd(τ))
1
2
∂
∂yi
, τ ∈ [0, T ),
holds true. In the right-hand side, wid(τ) are the components of the inverse of w(τ) at (r0, H) in the
coordinates (y1, . . . , yd). Taking advantage of assumption 3, we find
d
dτ
v(τ)|τ=t =
d∑
i,j,l=1
(
2Wjl(t)w
ji(t)wdl(t)
(wdd(t))
1
2
−
Wjl(t)w
jd(t)wdl(t)wid(t)
(wdd(t))
3
2
)
∂
∂yi
= −
d∑
i=1

Wdd(t)wid(t)(wdd(t)) 12 − 2 d∑
j=1
Wjd(t)w
ji(t)(wdd(t))
1
2

 ∂
∂yi
= Wdd(t)(w
dd(t))
3
2
∂
∂yd
=Wdd(t)w
dd(t)v(t)
= Ric(w(t))(v(t), v(t))v(t).
Here, we write Wjl(t) for the components of Ric(w(t)) at (r0, H). To pass from the second line to the
third, we used that fact that Wid(t) = 0 for all i = 1, . . . , d − 1. This follows from Hypothesis 2.1 (see [15,
Proposition 1.14]).
The above equalities imply
v(t) = v(0) exp
(∫ t
0
Ric(w(τ))(v(τ), v(τ)) dτ
)
.
Consequently, v(t) is a scalar multiple of v(0), and the assertion of the lemma becomes evident.
Given T > 0, suppose h, f1, . . . , fn are functions acting from [0, 1] × [0, T ) to (0,∞). Assume these
functions are smooth on (0, 1)× [0, T ), h is continuous on [0, 1]× [0, T ), and f1, . . . , fn have first derivatives
in r that are continuous on [0, 1] × [0, T ). For every t ∈ [0, T ), define a Riemannian metric g(t) on M by
setting
g(t) = h2(r, t) dr ⊗ dr + gr(t), r ∈ [0, 1]. (2.7)
This formula is analogous to (2.6). The notation gr(t) stands for the G-invariant Riemannian metric on
G/H such that
gr(X,Y ) = f21 (r, t)Q(prp1X, prp1Y ) + · · ·+ f
2
n(r, t)Q(prpnX, prpnY ), X, Y ∈ p. (2.8)
We will demonstrate that it is possible to choose T and h, f1, . . . , fn in such a way that g(t) solves the
initial-boundary-value problem (2.1)–(2.2)–(2.3). This will prove the existence portion of Theorem 2.2.
Our second lemma provides an expression of the Ricci curvature of the metric g(t) in terms of the
functions h, f1, . . . , fn. To formulate it, we need more notation. Let [·, ·] and P be the Lie bracket and the
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Killing form of the Lie algebra g. The irreducibility of the summands in the decomposition (2.4) implies the
existence of nonnegative numbers β1, . . . , βn such that
P (X,Y ) = −βkQ(X,Y ), k = 1, . . . , n, X, Y ∈ pk.
Because the group G is compact and Hypothesis 2.1 holds, at least one of these numbers must be strictly
positive. Let dk be the dimension of pk. We choose a Q-orthonormal basis (ej)
d−1
j=1 of the space p adapted
to (2.4). In addition to β1, . . . , βn, we define
γli,k =
1
di
∑
Q([eιi , eιk ], eιl)
2
for i, k, l = 1, . . . , n. The sum here is taken over all ιi, ιk and ιl such that ιi ∈ pi, ιk ∈ pk and ιl ∈ pl. Note
that γli,k is independent of the choice of (ej)
d−1
j=1 . One easily checks that diγ
l
i,k = dkγ
l
k,i = dlγ
k
l,i. For more
identities satisfied by (γli,k)
n
i,k,l=1, consult [15] and references therein.
Lemma 2.7. The Ricci curvature of the Riemannian metric g(t) given by (2.7)–(2.8) obeys the equality
Ric(g(t)) = −
n∑
k=1
dk
(
fkrr
fk
−
hrfkr
hfk
)
dr ⊗ dr +Ricr(g(t)), r ∈ (0, 1),
where Ricr(g(t)) is the G-invariant (0, 2)-tensor field on G/H such that
Ricr(g(t))(X,Y )
=
n∑
i=1

βi
2
+
n∑
k,l=1
γli,k
f4i − 2f
4
k
4f2kf
2
l
−
fifir
h
n∑
k=1
dk
fkr
hfk
+
f2ir
h2
−
fifirr
h2
+
fihrfir
h3

Q(prpiX, prpiY )
for X,Y ∈ p. The subscript r here means differentiation in r ∈ (0, 1).
The reader will find the proof of Lemma 2.7 in [24]. The computations were essentially made in [15].
Lastly, we need an existence and uniqueness result for parabolic systems of partial differential equations
on the interval [0, 1] under non-homogeneous Neumann boundary conditions. Given T > 0, we will deal with
the Sobolev-type space W 2,15 ((0, 1)× (0, T )). The reader may see [17, Section I.1] for its rigorous definition.
It will be convenient for us to abbreviate W 2,15 ((0, 1)× (0, T )) to W
2,1
5,T . Throughout the paper, we will also
encounter Ho¨lder-type spaces Hδ,
δ
2 ([0, 1]× [0, T ]) with δ > 0. We refer to [17, Sections I.1] for their precise
definition. To keep our notation short, we will abbreviate Hδ,
δ
2 ([0, 1]× [0, T ]) to H
δ, δ
2
T . Note that, according
to [17, Lemma 3.3 in Chapter II], every function in W 2,15,T must lie in H
6
5
, 3
5
T . In particular, the derivative of
such a function with respect to the first variable is continuous on [0, 1] × [0, T ]. This fact is crucial to our
further arguments.
Lemma 2.8. Fix m ∈ N and consider smooth functions
a : [0, 1]× [0,∞)× Rm → (0,∞),
Ai : [0, 1]× [0,∞)× R
m × Rm → R,
Bi : {0, 1} × [0,∞)× R
m → R,
vˆi : [0, 1]→ R, i = 1, . . . ,m.
Assume that
vˆir(j) = Bi(j, 0, vˆ(j)), j = 0, 1, i = 1, . . . ,m,
where vˆ = (vˆ1, . . . , vˆm). For some T > 0, there exist
vi : [0, 1]× [0, T ]→ R, i = 1, . . . ,m,
satisfying the following statements:
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1. Each vi is smooth on (0, 1)× [0, T ] and lies in the space W
2,1
5,T .
2. For every i = 1, . . . ,m, the function vi solves the equation
vit(r, t) = a(r, t, v(r, t))virr(r, t) +Ai(r, t, v(r, t), vr(r, t)), r ∈ (0, 1), t ∈ (0, T ), (2.9)
subject to the boundary conditions
vir(j, t) = Bi(j, t, v(j, t)), j = 0, 1, t ∈ (0, T ),
and the initial condition
vi(r, 0) = vˆi(r), r ∈ [0, 1].
Here, v stands for (v1, . . . , vm), subscript t denotes the derivative in t, and vr denotes the component-wise
derivative in r. If, for some T > 0, the arrays
v1,i : [0, 1]× [0, T ]→ R,
v2,i : [0, 1]× [0, T ]→ R, i = 1, . . . ,m,
possess the above properties 1 and 2, then
v1,i = v2,i, i = 1, . . . ,m.
One may establish Lemma 2.8 by repeating the reasoning from the proof of [22, Theorem 2.1] and
from [28, Remark 2.2 (i)] with minor adjustments. We will not discuss these adjustments here, as they are
fairly straightforward. The need for them arises primarily because the boundary of [0, 1] is 0-dimensional
and, as a consequence, the definitions of Sobolev-type spaces on ∂[0, 1]× [0, T ] require clarification.
The result in [22] is essentially the existence portion of Lemma 2.8 with the interval [0, 1] replaced by
a Riemannian manifold of dimension two or higher. The method of proof employed in [22] relies on a
fixed-point argument, as executed by Weidemaier in the proof of [28, Theorem 2.1]. A solution to the initial-
boundary-value problem is first constructed in a Sobolev-type space. Its regularity is then established via
a bootstrapping argument. Classical results from [17] are used in the process. The uniqueness portion of
Lemma 2.8 follows from the arguments in [28, Remark 2.2 (i)]. Note that the reader may find results closely
related to the lemma in Amann’s paper [1]; specifically, see the theorem in the introduction.
2.3 The argument for existence and uniqueness
According to Lemma 2.7, the Riemannian metric g(t) satisfies the Ricci flow equation (2.1) if
ht =
n∑
k=1
dk
(
fkrr
hfk
−
hrfkr
h2fk
)
,
fit = −
βi
2fi
−
n∑
k,l=1
γli,k
f4i − 2f
4
k
4fif2kf
2
l
+
fir
h
n∑
k=1
dk
fkr
hfk
−
f2ir
h2fi
+
firr
h2
−
hrfir
h3
,
r ∈ (0, 1), t ∈ (0, T ), i = 1, . . . , n. (2.10)
Let us now write the boundary condition (2.2) and the initial condition (2.3) in terms of h, f1, . . . , fn. Given
a G-invariant section u ∈ Γ(T ∗∂M⊗ˆT ∗∂M) and j = 0, 1, the restriction of u to {j}×G/H is fully determined
by how u acts on the tangent space T{j}×H({j} × G/H). Identifying this space with p in the natural way,
we define the numbers uj,1, . . . , uj,n ∈ R by the equality
u|{j}×G/H(X,Y ) = uj,1Q(prp1X, prp1Y ) + · · ·+ uj,nQ(prpnX, prpnY ), X, Y ∈ p.
There exist smooth functions Fj,1, . . . , Fj,n from [0,∞) × Rn to R such that, for all t ∈ [0,∞) and all
G-invariant u ∈ Γ(T ∗∂M⊗ˆT ∗∂M), we have
F (t, u)|{j}×G/H(X,Y ) = Fj,1(t, uj,1, . . . , uj,n)Q(prp1X, prp1Y )
+ · · ·+ Fj,n(t, uj,1, . . . , uj,n)Q(prpnX, prpnY ), X, Y ∈ p.
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A computation (cf. [23, Lemma 2]) shows that g(t) obeys (2.2) when
fir(j, t) = (−1)
j+1 h(j, t)Fj,i(t, f
2
1 (j, t), . . . , f
2
n(j, t))
fi(j, t)
, j = 0, 1, t ∈ (0, T ), i = 1, . . . , n. (2.11)
It is also easy to see that (2.3) holds when
h(r, 0) = hˆ(r), fi(r, 0) = fˆi(r), r ∈ [0, 1], i = 1, . . . , n. (2.12)
Proof of Theorem 2.2. We first prove the existence of a map g possessing the listed properties. The method
we use is an adaptation of the DeTurck trick (to be specific, the version of the DeTurck trick described in [6,
Section 2.6]). The main idea is to replace (2.10) with the more tractable system (2.13). Lemma 2.8 will
guarantee the short-time existence of a solution to (2.13) under appropriate boundary and initial conditions.
Modifying this solution, we will produce functions h, f1, . . . , fn which satisfy (2.10)–(2.11)–(2.12). The G-
invariant t-dependent metric given by (2.7) and (2.8) will define a mapping with the properties asserted in
the theorem. In particular, this metric will solve the Ricci flow.
Lemma 2.8 yields the existence, for some T > 0, of functions h¯, f¯1, . . . , f¯n : [0, 1] × [0, T ] → (0,∞)
satisfying the equations
h¯t =
h¯rr
h¯2
−
2h¯2r
h¯3
+
n∑
k=1
dk
f¯2kr
h¯f¯2k
−
(
hˆr
hˆ2
+
n∑
k=1
dk
fˆkr
hˆfˆk
)
r
,
f¯it =
f¯irr
h¯2
−
f¯2ir
h¯2f¯i
−
n∑
k,l=1
γli,k
f¯4i − 2f¯
4
k
4f¯if¯2k f¯
2
l
−
βi
2f¯i
−
hˆr f¯ir
h¯hˆ2
+
n∑
k=1
dk
f¯irfˆkr
h¯hˆfˆk
,
r ∈ (0, 1), t ∈ (0, T ), i = 1, . . . , n, (2.13)
the boundary conditions
h¯r(j, t) = (−1)
j+1
n∑
k=1
dk
h¯2(j, t)Fj,k(t, f¯
2
1 (j, t), . . . , f¯
2
n(j, t))
f¯2k (j, t)
+
h¯2(j, t)
hˆ(j)
(
hˆr(j)
hˆ(j)
−
n∑
k=1
dk
fˆkr(j)
fˆk(j)
)
,
f¯ir(j, t) = (−1)
j+1 h¯(j, t)Fj,i(t, f¯
2
1 (j, t), . . . , f¯
2
n(j, t))
f¯i(j, t)
, j = 0, 1, t ∈ (0, T ), i = 1, . . . , n, (2.14)
and the initial conditions
h¯(r, 0) = hˆ(r), f¯i(r, 0) = fˆi(r), r ∈ [0, 1], i = 1, . . . , n. (2.15)
These functions are smooth on (0, 1)× [0, T ]. They lie in the space W 2,15,T and, consequently, the space H
6
5
, 3
5
T .
Equality (2.5) and classical regularity results (see, e.g., [17, Theorem 5.3 in Chapter IV]) imply that the
derivatives h¯rr, f¯1rr, . . . , f¯nrr exist and are continuous on [0, 1]× [0, T ]. This enables us to define a function
φ : [0, 1]× [0, T )→ R by the formula
φt(r, t) = −
(
h¯ρ(ρ, t)
h¯3(ρ, t)
−
n∑
k=1
dk
f¯kρ(ρ, t)
h¯2(ρ, t)f¯k(ρ, t)
−
hˆρ(ρ)
h¯(ρ, t)hˆ2(ρ)
+
n∑
k=1
dk
fˆkρ(ρ)
h¯(ρ, t)hˆ(ρ)fˆk(ρ)
)∣∣∣∣∣
ρ=φ(r,t)
,
r ∈ [0, 1], t ∈ (0, T ), (2.16)
and the requirement that φ(r, 0) = r when r ∈ [0, 1]. Here, the subscript ρ denotes differentiation in ρ. We
will use φ to modify h¯, f¯1, . . . , f¯n and obtain a solution to (2.10)–(2.11)–(2.12). Remark 2.9 will explain the
thought process that lead us to considering system (2.13) and to (2.16).
The function φ is smooth on (0, 1)× [0, T ). Its derivative with respect to r exists and is continuous on
[0, 1]× [0, T ). Moreover, this derivative is strictly positive on [0, 1]× [0, T ). The boundary conditions (2.14)
imply that the right-hand side of (2.16) is 0 when φ(r, t) ∈ {0, 1} and t ∈ (0, T ). Consequently, the equality
φ(j, t) = j, j = 0, 1, t ∈ [0, T ), (2.17)
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holds true. Consider the real-valued functions h, f1, . . . , fn on [0, 1]× [0, T ) defined as
h(r, t) = φr(r, t)h¯(φ(r, t), t), fi(r, t) = f¯i(φ(r, t), t), r ∈ [0, 1], t ∈ [0, T ), i = 1, . . . , n. (2.18)
Remark 2.9 discusses the geometric meaning of (2.18). Keeping in mind that h¯, f¯1, . . . , f¯n satisfy (2.13), we
can verify by direct computation that h, f1, . . . , fn satisfy (2.10). One performs a computation of similar
nature when one carries out the DeTurck trick on closed manifolds; cf. [6, Section 2.6] and [27, Section 5.2].
The boundary conditions (2.14) and formulas (2.17) imply that
fir(j, t) = (−1)
j+1φr(j, t)
h¯(j, t)Fj,i(t, f¯
2
1 (j, t), . . . , f¯
2
n(j, t))
f¯i(j, t)
= (−1)j+1
h(j, t)Fj,i(t, f
2
1 (j, t), . . . , f
2
n(j, t))
fi(j, t)
, j = 0, 1, t ∈ (0, T ), i = 1, . . . , n.
Therefore, h, f1, . . . , fn satisfy (2.11). Finally, equality (2.12) holds for h, f1, . . . , fn because (2.15) holds for
h¯, f¯1, . . . , f¯n and φ(·, 0) is the identity map on [0, 1].
We define a G-invariant t-dependent metric g(t) on M through formulas (2.7) and (2.8). One may
interpret g(t) as a map fromM× [0, T ) to T ∗M⊗T ∗M . This map obviously possesses the desired properties.
Let us prove the uniqueness portion of the theorem. To do so, we first rewrite the Ricci flow equations for
g1 and g2 in the form (2.10). We then replace the obtained systems with more tractable systems analogous
to (2.13). The approach we take is rather classical; cf. [6, Section 2.6]. To make it work in our setting,
however, we need an auxiliary result (specifically, Lemma 2.5 above). The purpose of this result is to help
us demonstrate that g1 and g2 can be simultaneously diagonalized. Roughly speaking, it states that the
normals to G-orbits on M with respect to g1 and g2 point in the same direction.
We argue by contradiction. Suppose g1 and g2 do not coincide. Without loss of generality, assume that
sup{τ ∈ [0, T ) | g1 = g2 on M × [0, τ ]} = 0.
Lemma 2.5 and Hypothesis 2.1 imply the existence of smooth positive functions h1, f1,1, . . . , f1,n and h2,
f2,1, . . . , f2,n on [0, 1]× [0, T ) satisfying the formula
gm(t) = h
2
m(r, t) dr ⊗ dr + g
r
m(t), m = 1, 2, r ∈ [0, 1], t ∈ [0, T ).
Here, gm(t) is the t-dependent Riemannian metric given by the map gm, and g
r
m(t) is the G-invariant
Riemannian metric on G/H such that
grm(t)(X,Y ) = f
2
m,1(r, t)Q(prp1X, prp1Y ) + · · ·+ f
2
m,n(r, t)Q(prpnX, prpnY ), X, Y ∈ p.
It is clear that formulas (2.10)–(2.11)–(2.12) will still hold if we replace h, f1, . . . , fn in them by hm,
fm,1, . . . , fm,n for either m = 1 or m = 2.
According to classical existence results for parabolic problems (see, e.g., [17, Theorem 6.1 in Chapter V]),
for some S ∈
(
0, T2
)
, we can find φ1, φ2 : [0, 1]× [0, 2S)→ R obeying the equation
φmt(r, t) =
φmrr(r, t)
h2m(r, t)
−
φmr(r, t)hmr(r, t)
h3m(r, t)
+
n∑
k=1
dk
φmr(r, t)(fm,k)r(r, t)
h2m(r, t)fm,k(r, t)
+
φmr(r, t)
hm(r, t)
(
hˆmρ(ρ)
hˆ2m(ρ)
−
n∑
k=1
dk
(fˆm,k)ρ(ρ)
hˆm(ρ)fˆm,k(ρ)
)∣∣∣∣∣
ρ=φm(r,t)
, m = 1, 2, r ∈ (0, 1), t ∈ (0, 2S),
the boundary conditions
φm(j, t) = j, m = 1, 2, j = 0, 1, t ∈ (0, 2S),
and the initial condition
φm(r, 0) = r, m = 1, 2, r ∈ [0, 1].
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Given ǫ ∈ (0, 1), these φ1 and φ2 lie in H
2+ǫ,1+ ǫ
2
S . In fact, they have third derivatives in r that are continuous
on [0, 1]× [0, S], and they are smooth on (0, 1)× [0, S]. By choosing S sufficiently small, we ensure that φ1r
and φ2r are strictly positive on [0, 1]× [0, S]. The formula
φm([0, 1]× {t}) = [0, 1], m = 1, 2, t ∈ [0, S],
holds true. The thought process behind introducing φ1 and φ2 is explained in Remark 2.10.
Let φ−1m (·, t) denote the inverse of the map φm(·, t) : [0, 1] → [0, 1] for each t ∈ [0, S] and m = 1, 2.
Consider the real-valued functions h¯1, f¯1,1, . . . , f¯1,n and h¯2, f¯2,1, . . . , f¯2,n on [0, 1]× [0, S] defined as
h¯m(r, t) = (φ
−1
m )r(r, t)hm(φ
−1
m (r, t), t),
f¯m,i(r, t) = fm,i(φ
−1
m (r, t), t), m = 1, 2, r ∈ [0, 1], t ∈ [0, S], i = 1, . . . , n.
It is easy to verify that
φmt(r, t) =−
(
h¯mρ(ρ, t)
h¯3m(ρ, t)
−
n∑
k=1
dk
(f¯m,k)ρ(ρ, t)
h¯2m(ρ, t)f¯m,k(ρ, t)
)∣∣∣∣∣
ρ=φm(r,t)
+
(
hˆmρ(ρ)
h¯m(ρ, t)hˆ2m(ρ)
−
n∑
k=1
dk
(fˆm,k)ρ(ρ)
h¯m(ρ, t)hˆm(ρ)fˆm,k(ρ)
)∣∣∣∣∣
ρ=φm(r,t)
,
m = 1, 2, r ∈ [0, 1], t ∈ [0, S]. (2.19)
Formulas (2.13)–(2.14)–(2.15) will still hold if we replace T in them by S and h¯, f¯1, . . . , f¯n by h¯m, f¯m,1, . . . , f¯m,n
for either m = 1 or m = 2. Also, h¯1, f¯1,1, . . . , f¯1,n and h¯2, f¯2,1, . . . , f¯2,n have two derivatives in r and one in
t that are continuous on [0, 1] × [0, S]. Lemma 2.8 tells us that h¯1 = h¯2 and f¯1,i = f¯2,i when i = 1, . . . , n.
Furthermore, according to (2.19) and the standard uniqueness theorems for ordinary differential equations,
φ1 must coincide with φ2 on [0, 1]× [0, S]. Because
hm(r, t) = φmr(r, t)h¯m(φm(r, t), t),
fm,i(r, t) = f¯m,i(φm(r, t), t), m = 1, 2, r ∈ [0, 1], t ∈ [0, S], i = 1, . . . , n,
it becomes clear that h1 = h2 and f1,i = f2,i on [0, 1]× [0, S] when i = 1, . . . , n. This is a contradiction.
Remark 2.9. The following principle underlies the DeTurck trick: if the metric g(t) solves the Ricci flow
equation on M0 × (0, T ), then for a properly chosen t-dependent diffeomorphism Φ(·, t) of M0, the pullback
(Φ−1)∗(·, t)g(t) must solve a more tractable equation. The proof of the existence part of Theorem 2.2 is
based on this principle. To clarify, we need to make two observations.
1. The function φ defines a mapping Φ :M × [0, T )→M via the formula
Φ((r, γH), t) = (φ(r, t), γH), r ∈ [0, 1], γ ∈ G, t ∈ [0, T ).
Because the derivative of φ in the first variable is positive on [0, 1]× [0, T ), and because (2.17) holds,
Φ(·, t) must be a diffeomorphism of M for every t ∈ [0, T ). Assuming g(t) is given by (2.7) and (2.8),
we can easily check that
(Φ−1)∗(·, t)g(t) = h¯2(r, t) dr ⊗ dr + g¯r(t), r ∈ [0, 1], t ∈ [0, T ),
where g¯r(t) is the G-invariant metric on G/H with
g¯r(t)(X,Y ) = f¯21 (r, t)Q(prp1X, prp1Y ) + · · ·+ f¯
2
n(r, t)Q(prpnX, prpnY ), X, Y ∈ p.
Here, h¯, f¯1, . . . , f¯n obey (2.18).
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2. If the functions h, f1, . . . , fn are to satisfy (2.10), then h¯, f¯1, . . . , f¯n must satisfy
h¯t(r, t) =
n∑
k=1
dk
(
f¯krr(r, t)
h¯(r, t)f¯k(r, t)
−
h¯r(r, t)f¯kr(r, t)
h¯2(r, t)f¯k(r, t)
)
− h¯r(r, t)φt(φ
−1(r, t), t) − h¯(r, t)(φt(φ
−1(r, t), t))r ,
f¯it(r, t) =
f¯irr(r, t)
h¯2(r, t)
−
f¯2ir(r, t)
h¯2(r, t)f¯i(r, t)
−
n∑
k,l=1
γli,k
f¯4i (r, t)− 2f¯
4
k (r, t)
4f¯i(r, t)f¯2k (r, t)f¯
2
l (r, t)
−
βi
2f¯i(r, t)
−
h¯r(r, t)f¯ir(r, t)
h¯3(r, t)
+
n∑
k=1
dk
f¯ir(r, t)f¯kr(r, t)
h¯2(r, t)f¯k(r, t)
− f¯ir(r, t)φt(φ
−1(r, t), t),
r ∈ (0, 1), t ∈ (0, T ), i = 1, . . . , n.
We define φ by (2.16) to ensure that h¯rr
h¯2
is the only second-order term in the first equation. The above
system for h¯, f¯1, . . . , f¯n then takes the form (2.9) (in fact, it coincides with (2.13)), and Lemma 2.8
guarantees the existence of a solution. Formulas (2.18) enable us to obtain the functions h, f1, . . . , fn
from this solution.
Remark 2.10. A simple computation based on (2.16) and (2.18) yields
φt(r, t) =
φrr(r, t)
h2(r, t)
−
φr(r, t)hr(r, t)
h3(r, t)
+
n∑
k=1
dk
φr(r, t)fkr(r, t)
h2(r, t)fk(r, t)
+
φr(r, t)
h(r, t)
(
hˆρ(ρ)
hˆ2(ρ)
−
n∑
k=1
dk
fˆkρ(ρ)
hˆ(ρ)fˆk(ρ)
)∣∣∣∣∣
ρ=φ(r,t)
, r ∈ (0, 1), t ∈ (0, T ).
This equation motivates the definition of the maps φ1 and φ2 in the proof of the theorem.
3 Perelman’s F-functional
Suppose w is a smooth Riemannian metric onM and q is a smooth real-valued function onM . By definition,
the Perelman F -functional takes the pair (w, q) to the number
F(w, q) =
∫
M
(R(w) + |∇q|2)e−q dµ.
Here, R(w) is the scalar curvature of w. The absolute value and the gradient are taken with respect to w.
The letter µ denotes the w-volume measure onM . The purpose of this section is to relate the Ricci flow onM
to the functional F and its monotonicity properties. The main challenge, of course, lies in the nonemptiness
of ∂M .
3.1 The modified Ricci flow
Fix a smooth Riemannian metric η(t) and a smooth real-valued function κ(t) on ∂M depending on a pa-
rameter t ∈ [0,∞). For some T > 0 and δ > 0, suppose g˜(t) is a G-invariant solution to the equation
∂
∂t
g˜(t) = −2Ric(g˜(t)) (3.1)
on M0 × (0, T + δ) subject to the boundary conditions
[g˜∂M (t)] = [η(t)], H(g˜(t)) = κ(t), t ∈ (0, T + δ). (3.2)
The square brackets denote the conformal class. Thus, for example, [η(t)] is the set of smooth metrics of
the form θη(t), where θ is a positive function on ∂M . The notation H(g˜(t)) stands for the mean curvature
of ∂M with respect to g˜(t). By definition, H(g˜(t)) is the trace of II(g˜(t)). We impose the initial condition
g˜(0) = gˆ. (3.3)
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Here, gˆ is the G-invariant metric on M fixed in Section 2.1. Equality (2.6) holds true. It will be convenient
for us to assume that g˜(t) is smooth onM×[0, T+δ). Remark 3.2 below explains how this assumption can be
relaxed. Note that the paper [13] offers a comprehensive existence theorem for solutions to (3.1)–(3.2)–(3.3).
Corollary 5.1 in that paper provides a simple sufficient condition for the G-invariance of such solutions.
Let us consider the system of equations
∂
∂t
g(t) = −2(Ric(g(t)) + Hess p(t)),
∂
∂t
p(t) = −∆p(t)−R(g(t)). (3.4)
The unknowns here are the Riemannian metric g(t) and the real-valued function p(t) on M depending on t.
The notation Hess and ∆ refers to the Hessian and the Laplacian with respect to g(t). The relationship
between system (3.4) and the Ricci flow is well-understood on closed manifolds. It is explained in detail in,
e.g., [27, Chapter 6]. Essentially, solutions to the first equation of (3.4) are pullbacks of solutions to the
Ricci flow by t-dependent diffeomorphisms. If the pair (g(t), p(t)) satisfies system (3.4) on a closed manifold,
then the expression F(g(t), p(t)) is non-decreasing in t.
We supplement (3.4) with the boundary conditions
[g∂M (t)] = [η(t)], H(g(t)) = κ(t),
∂
∂ν
p(t) = 0. (3.5)
In the third equality, ∂∂ν denotes differentiation along the outward unit normal vector field on ∂M with
respect to g(t). Proposition 3.1 will explain how the boundary-value problem (3.4)–(3.5) relates to the Ricci
flow on M . For an analogous result on closed manifolds, see [27, Theorem 6.4.1]. In Section 3.2, we will
demonstrate that F is monotone on solutions to (3.4)–(3.5).
Proposition 3.1. There exist a smooth map g :M × [0, T )→ T ∗M⊗T ∗M , a smooth map Ψ :M × [0, T )→
M and a smooth function p : M × [0, T )→ R such that the following statements hold:
1. For every x ∈M and t ∈ (0, T ), the tensor g(x, t) is a symmetric positive-definite tensor at the point x.
Thus, g(t) = g(·, t) is a Riemannian metric on M .
2. Given γ ∈ G, x ∈M and t ∈ (0, T ), the equalities g(t) = γ∗g(t) and p(γx, t) = p(x, t) hold true.
3. For some h, f1, . . . , fn : [0, 1]× (0, T )→ (0,∞), the metric g(t) satisfies (2.7)–(2.8) on M × (0, T ).
4. The pair (g(t), p(t)), where p(t) denotes the function p(·, t), solves system (3.4) on M0 × (0, T ).
5. The boundary conditions (3.5) are satisfied on ∂M × (0, T ), and g(0) = gˆ on M .
6. The equality Ψ(x, t) = x holds when x ∈ ∂M and t ∈ (0, T ). The map Ψ(·, t) is a diffeomorphism
of M for each t ∈ (0, T ). The metric g(t) coincides with the pullback Ψ∗(·, t)g˜(t) of the solution g˜(t)
to problem (3.1)–(3.2)–(3.3).
Remark 3.2. We assumed above that g˜(t) was smooth on M × [0, T + δ). One may obtain results analogous
to Proposition 3.1 under weaker hypotheses. For example, take a natural number k greater than 3. Instead
of demanding that g˜ be smooth on M × [0, T + δ), assume it is only smooth on M0× [0, T + δ). In addition,
let ∂
i
∂ti ∇ˆ
j g˜ exist and be continuous on M × [0, T + δ) whenever 2i+ j ≤ k. The notation ∇ˆ here stands for
the covariant derivative with respect to gˆ. Proposition 3.1 will hold under these hypotheses if one modifies
the differentiability properties of g, Ψ and p in its formulation. Specifically, one may assert that g is smooth
on M0 × (0, T ), while
∂i
∂ti ∇ˆ
jg exists and is continuous on M × [0, T ) when 2i+ j ≤ k − 3. The adjustments
required for Ψ and p are of the same nature. We will not discuss them in the present paper.
Proof. Lemma 2.5 implies the equality
g˜(t) = h˜2(r, t) dr ⊗ dr + g˜r(t), r ∈ [0, 1], t ∈ [0, T + δ).
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Here, h˜ is a positive function, and g˜r(t) is a t-dependent G-invariant metric on G/H . Because Hypothesis 2.1
holds, there exist f˜1, . . . , f˜n : [0, 1]× [0, T + δ)→ (0,∞) such that
g˜r(t)(X,Y ) = f˜21 (r, t)Q(prp1X, prp1Y ) + · · ·+ f˜
2
n(r, t)Q(prpnX, prpnY ), X, Y ∈ p.
In order to construct g, Ψ and p, we need to introduce auxiliary functions p˜ : [0, 1] × [0, T ) → (0,∞) and
ψ : [0, 1]× [0, T )→ [0, 1]. The definitions of p˜ and ψ will involve h˜, f˜1, . . . , f˜n.
The scalar curvature of the metric g˜(t) at the point (r, γH) ∈M does not depend on γ ∈ G. Indeed, the
Ricci flow equation (2.1) implies
R(g˜(t))((r, γH)) = −
h˜t(r, t)
h˜(r, t)
−
n∑
k=1
dk
f˜kt(r, t)
f˜k(r, t)
.
In what follows, we will abbreviate R(g˜(t))((r, γH)) to R˜(r, t). We thus obtain a function R˜ : [0, 1]× [0, T +
δ) → R. The classical theory of linear parabolic problems (see, e.g., [17, Theorem 5.3 in Chapter IV and
Theorem 12.2 in Chapter III]) yields the existence of a continuous p˜ : [0, 1]× [0, T ]→ R, which is smooth on
[0, 1]× [0, T ), satisfying the equation
p˜t(r, t) = −
1
h˜2(r, t)
p˜rr(r, t) +
h˜r(r, t)
h˜3(r, t)
p˜r(r, t)−
n∑
k=1
dk
f˜kr(r, t)
h˜2(r, t)f˜k(r, t)
p˜r(r, t) + R˜(r, t)p˜(r, t),
r ∈ (0, 1), t ∈ (0, T ),
the boundary conditions
p˜r(j, t) = 0, j = 0, 1, t ∈ [0, T ),
and the terminal condition
p˜(r, T ) = 1, r ∈ [0, 1].
According to the Hopf Lemma, p˜ must be positive. We define ψ : [0, 1]× [0, T )→ R by the formula
ψt(r, t) =
p˜ρ(ρ, t)
h˜2(ρ, t)p˜(ρ, t)
∣∣∣∣
ρ=ψ(r,t)
, r ∈ [0, 1], t ∈ (0, T ),
and the requirement that ψ(r, 0) = r for r ∈ [0, 1]. Note that, because p˜r(j, t) = 0 when j = 0, 1 and
t ∈ [0, T ), the range of ψ is actually the interval [0, 1]. We will now use the functions p˜ and ψ to produce g,
Ψ and p. The properties listed in the theorem will be easy to verify.
Let us set
h(r, t) = ψr(r, t)h˜(ψ(r, t), t), fi(r, t) = f˜i(ψ(r, t), t), r ∈ [0, 1], t ∈ [0, T ), i = 1, . . . , n. (3.6)
Consider the t-dependent metric g(t) on M given by the formulas (2.7)–(2.8). This metric defines a map
g : M × [0, T ) → T ∗M ⊗ T ∗M in a natural way. Further, we introduce Ψ : M × [0, T ) → M and p :
M × [0, T )→ R through the equalities
Ψ((r, γH), t) = (ψ(r, t), γH),
p((r, γH), t) = − log p˜(ψ(r, t), t), γ ∈ G, r ∈ [0, 1], t ∈ [0, T ).
It is evident that g, Ψ and p possess the properties 1, 2, 3 and 6 listed in the proposition. A direct verification
demonstrates that the pair (g(t), p(t)) satisfies (3.4) on M0× (0, T ). One performs an analogous verification
when analysing (3.4) on closed manifolds; cf. [27, Section 6.4]. With the aid of (3.6), we find
[g∂M (t)] = [g˜∂M (t)] = [η(t)],
H(g(t))|{j}×G/H =
n∑
k=1
(−1)j+1dk
fkr(j, t)
h(j, t)fk(j, t)
=
n∑
k=1
(−1)j+1dk
f˜kr(j, t)
h˜(j, t)f˜k(j, t)
= H(g˜(t))|{j}×G/H = κ(t)|{j}×G/H , j = 0, 1, t ∈ (0, T ).
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Finally,
∂
∂ν
p(t)|{j}×G/H =
(−1)jψr(j, t)p˜r(j, t)
h(j, t)p˜(j, t)
= 0, j = 0, 1, t ∈ (0, T ),
and ψ(·, 0) is the identity map on [0, 1]. Thus, g and p satisfy statements 4 and 5 in the formulation of the
proposition.
3.2 Monotonicity of F
The following result demonstrates the connection between (3.4)–(3.5) and the monotonicity of the func-
tional F on M .
Theorem 3.3. Consider a smooth map g :M×(0, T )→ T ∗M⊗T ∗M and a smooth function p :M×(0, T )→
R satisfying statements 1 through 4 of Proposition 3.1. Suppose the boundary conditions (3.5) hold on
∂M × (0, T ) with η(t) independent of t and κ(t) identically equal to 0. Then
d
dt
F(g(t), p(t)) = 2
∫
M
|Ric(g(t)) + Hess p(t)|2e−p(t) dµ, t ∈ (0, T ),
where the absolute value, the Hessian and the volume measure µ are computed with respect to g(t). Conse-
quently, the quantity F(g(t), p(t)) is non-decreasing in t ∈ (0, T ).
Remark 3.4. While it is convenient for us to assume in Theorem 3.3 that g and p are smooth on M × (0, T ),
we can establish the result under weaker hypotheses. It suffices to demand that ∂
i
∂ti ∇ˆ
jg and ∂
i
∂ti ∇ˆ
jp exist
and be continuous on M × (0, T ) when 2i + j ≤ 4 and 2i+ j ≤ 3, respectively. We remind the reader that
∇ˆ denotes covariant differentiation with respect to gˆ.
Proof. A computation shows that
d
dt
F(g(t), p(t)) = 2
∫
M
|Ric(g(t)) + Hess p(t)|2e−p(t) dµ
+ 2
∫
∂M
(div Ric(g(t)))(ν)e−p(t) dσ
− 2
∫
∂M
(Ric(g(t)) + Hess p(t))(ν,∇p(t))e−p(t) dσ
+ 2
∫
∂M
∂
∂ν
R(g(t))e−p(t) dσ.
Here, div is the divergence with respect to g(t), and ν is the outward unit normal vector field on ∂M
with respect to g(t). The letter σ denotes the volume measure of the metric induced by g(t) on ∂M . The
above formula for ddtF(g(t), p(t)) is well-known (see, for example, [9] and the related computations in [27,
Section 6.2]). The author first learned of it from Xiaodong Cao’s unpublished notes in 2007.
Statement 2 of Proposition 3.1 implies that, given t ∈ (0, T ), the function p(t) is constant on {r}×G/H
for each r ∈ [0, 1]. Also, p(t) satisfies the boundary condition ∂∂ν p(t) = 0. Consequently, the gradient ∇p(t)
vanishes on ∂M . This means we can rewrite the above formula for ddtF(g(t), p(t)) as
d
dt
F(g(t), p(t)) = 2
∫
M
|Ric(g(t)) + Hess p(t)|2e−p(t) dµ+ 2
∫
∂M
F(g(t))e−p(t) dσ,
where
F(g(t)) = (div Ric(g(t)))(ν) +
∂
∂ν
R(g(t)). (3.7)
To prove the theorem, it suffices to show that F(g(t)) = 0 for all t ∈ (0, T ). Note that we could further
simplify the expression in the right-hand side of (3.7) by utilizing the contracted second Bianchi identity.
Such a simplification, however, would only hinder our proof.
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The metric g(t) is given by (2.7)–(2.8). Equalities (3.4) yield
Ric(g(t)) = ζ(r, t) dr ⊗ dr +Ricr(g(t)), r ∈ [0, 1], t ∈ (0, T ),
with ζ : [0, 1] × (0, T ) → R a smooth function and Ricr(g(t)) the G-invariant (0, 2)-tensor field on G/H
satisfying
Ricr(g(t))(X,Y ) =−
n∑
k=1
dk
(
fk(r, t)fkt(r, t) +
fk(r, t)fkr(r, t)p¯r(r, t)
h2(r, t)
)
Q(prpkX, prpkY ), X, Y ∈ p.
Here, p¯ : [0, 1]× (0, T )→ R is such that
p¯(r, t) = p((r, γH), t), γ ∈ G, r ∈ [0, 1], t ∈ (0, T ).
We compute (div Ric(g(t)))(ν) (cf. [24, Lemma 4.2]) and find
(div Ric(g(t)))(ν)|{j}×G/H = (−1)
j
(
ζr(j, t)
h3(j, t)
−
2ζ(j, t)hr(j, t)
h4(j, t)
)
+ (−1)j
n∑
k=1
dk
(
ζ(j, t)fkr(j, t)
h3(j, t)fk(j, t)
+
fkt(j, t)fkr(j, t)
h(j, t)f2k (j, t)
)
, j = 0, 1, t ∈ (0, T ).
Also, we have
∂
∂ν
R(g(t))|{j}×G/H =
(−1)j+1
h(j, t)
(
ζ(r, t)
h2(r, t)
−
n∑
k=1
dk
(
fkt(r, t)
fk(r, t)
+
fkr(r, t)p¯r(r, t)
h2(r, t)fk(r, t)
))
r
∣∣∣∣∣
r=j
=
(−1)j
h(j, t)
(
n∑
k=1
dk
fkr(j, t)
fk(j, t)
)
t
+ (−1)j
n∑
k=1
dk
fkr(j, t)p¯rr(j, t)
h3(j, t)fk(j, t)
+ (−1)j+1
(
ζr(j, t)
h3(j, t)
−
2ζ(j, t)hr(j, t)
h4(j, t)
)
, j = 0, 1, t ∈ (0, T ).
Therefore, the formula
F(g(t))|{j}×G/H = (−1)
j
n∑
k=1
dk
(
ζ(j, t)fkr(j, t)
h3(j, t)fk(j, t)
+
fkt(j, t)fkr(j, t)
h(j, t)f2k (j, t)
)
+
(−1)j
h(j, r)
(
n∑
k=1
dk
fkr(j, t)
fk(j, t)
)
t
+ (−1)j
n∑
k=1
dk
fkr(j, t)p¯rr(j, t)
h3(j, t)fk(j, t)
=−
ζ(j, t)
h2(j, t)
H(g(t))|{j}×G/H + (−1)
j
n∑
k=1
dk
fkt(j, t)
fk(j, t)
fkr(j, t)
h(j, t)fk(j, t)
−
1
h(j, t)
(h(j, t)H(g(t))|{j}×G/H )t −
p¯rr(j, t)
h2(j, t)
H(g(t))|{j}×G/H , j = 0, 1, t ∈ (0, T ),
(3.8)
must hold.
Because [g∂M (t)] is independent of t ∈ (0, T ), there exist positive functions ξ0 and ξ1 on (0, T ) such that
fk(j, t) = ξj(t)fk
(
j,
T
2
)
, j = 0, 1, t ∈ (0, T ), k = 1, . . . , n.
This implies
fkt(j, t)
fk(j, t)
=
ξjt(t)
ξj(t)
, j = 0, 1, t ∈ (0, T ), k = 1, . . . , n.
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Consequently,
F(g(t))|{j}×G/H =−
ζ(j, t)
h2(j, t)
H(g(t))|{j}×G/H −
ξjt(t)
ξj(t)
H(g(t))|{j}×G/H
−
1
h(j, t)
(h(j, t)H(g(t))|{j}×G/H )t −
p¯rr(j, t)
h2(j, t)
H(g(t))|{j}×G/H , j = 0, 1, t ∈ (0, T ).
The assumption that H(g(t)) = 0 now yields F(g(t)) = 0 for all t ∈ (0, T ).
The paper [19] conducts a detailed study of the weighted Gibbons-Hawking-York functional I∞ on man-
ifolds with boundary. Its Proposition 2 computes the variation of I∞. One can derive Theorem 3.3 from
that result instead of arguing as above. However, the calculations in the present paper are somewhat simpler
than those in [19] because they exploit the symmetries of M . Besides, they provide a new formula for the
derivative ddtF(g(t), p(t)) under the assumptions that g and p are smooth and satisfy statements 1 through 4
of Proposition 3.1: equality (3.8) implies
d
dt
F(g(t), p(t)) = 2
∫
M
|Ric(g(t)) + Hess p(t)|2e−p(t) dµ
+ 2
∫
∂M
(−Ric(g(t))(ν, ν)H(g(t)) + 〈(Ric(g(t)))∂M , II(g(t))〉) e
−p(t) dσ
− 2
∫
∂M
(
1
|νˆ|
(|νˆ|H(g(t)))t +∆p(t)H(g(t))
)
dσ
= 2
∫
M
|Ric(g(t)) + Hess p(t)|2 e−p(t) dµ
+ 2
∫
∂M
(〈(Ric(g(t)))∂M , II(g(t))〉 − (H(g(t)))t) e
−p(t) dσ, t ∈ (0, T ).
The angular brackets here mean the scalar product in the tensor bundle over ∂M induced by g∂M (t).
Interpreting Ric(g(t)) as a map from TM ⊗TM to R, we write (Ric(g(t)))∂M for the restriction of this map
to T∂M ⊗T∂M . The notation νˆ stands for the outward unit normal vector field on ∂M with respect to the
metric gˆ.
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