In this paper, we provide a detailed and explicit procedure of obtaining some Ž . regions of attraction for the positive steady state assumed to exist of a well known Lotka᎐Volterra type predator-prey system with a single discrete delay. Our procedure requires the delay length to be small. A detailed example is presented. The method used here is to construct a proper Liapunov functional in a restricted region. ᮊ
INTRODUCTION
We consider the following well-studied Lotka᎐Volterra type predatorw x Ž . Ž . prey system with a single discrete delay 5, 8 , where x t , y t stand for the population density of prey and predator at time t, respectively, U #s #r ,a ,b ,c ,d )0 such that if -#, then E is locally stable and if ) #, then E U is unstable. Indeed, it is also known that ) # together with some very reasonable conditions ensures the existence of a nonconstant positive periodic solution for some much more general kind Žw x w x. of delayed predator-prey systems 11, 9 and also in 5, p. 247 . Nevertheless, up to this date despite the efforts of many experienced researchers, Ž . there are no results obtained 1 for the global asymptotical stability of the U Ž . positive equilibrium E when is small enough, or 2 for the conver-U Ž gence results with respect to E when is small no results of any kind . exist .
The objective of this paper is to provide some relevant results to the above two questions.
Global stability results for delayed differential systems are numerous. However, most of them require the considered system to satisfy the so-called diagonal instantaneous negative feedback dominance conditions w x 5, p. 215 . Recently there are some results where such dominance requirew x ments can be significantly weakened 7, 6 ; however, these results need the existence of at least some delayed diagonal negative feedbacks. All these Ž . requirements are too luxurious for system 1.1 . It is fair to say that existing techniques do not work very well here.
Our approach is the theoretically simple but practically difficult and tedious Liapunov functional method. The construction of our Liapunov functional is divided into three essential parts, each serving some important roles. Even with this much work and luck, we must admit that our results are somewhat complicated and therefore not very satisfactory. Still, we are pleased that some meaningful convergence results are now avail-Ž . able for system 1.1 .
PRELIMINARIES

Ž .
Ž . We assume in the rest of this paper that 1.3 holds, that is, 1.1 has Ž . Indeed, it is easy to see that for large t, x t -ra when 1.3 holds.
The following two lemmas will be useful in the proof of our main results in the next section.
Consider an autonomous system of delay differential equation
where C s C y , 0 , R is the set of continuous functions defined on w x 5 5 < Ž .< < < y , 0 with the norm s max , and where и is any norm and V : C ª R is a continuously differentiable scalar functional that for a Ž . special set S of solutions of 2.6 , the following are satisfieḋ
Then x s 0 is asymptotically stable with respect to the set S. That is, solutions that stay in S con¨erge to x s 0.
In the process of the construction of a key Liapunov functional in the next section, we will need the solution of the following optimization problem: Let m, n, p, q, and be positive constants and w, ␤ be two positive variables satisfying
, then the solution to the abo¨e optimization problem is s 2 y1 .
Ž . Ž . Proof. By substituting w s r ␤ y into 2.9 , we arrive at
It is easy to see that for ␤ G , f is strictly increasing while g is strictly Ž . Ž . Ž . Ž . decreasing. f s 0 -g s 1r q . Hence the solution of 2.10 with respect to ␤ G is the unique solution of
which is the larger root ␤ of
Ž .
MAIN RESULTS
In this section we shall show by constructing a proper Liapunov functional, that for small enough delay length , we can find an explicitly defined region G in the neighborhood of the positive equilibrium E U which is a subset of the basin of attraction of E U . We would like to stress here that one should not equate this with the usual local asymptotic stability results, where basins of attraction for locally asymptotically stable steady states are guaranteed to exist only implicitly.
Ž . We shall use system 2.3 in our analysis below. Note that for t G 0,
Consider first the following scalar function V t , which is defined as
Here ␣ is a positive constant whose value is to be determined later. For convenience, we let
We then have V s z q ␣ z . It is easy to see that
Using the fact that
Ž . control of terms such as u u , z u , u z , and z z . In order to control will be accomplished by the following scalar function V ,
where ␤ is a positive constant to be determined later. We have
Hence we have Ž . 
Ž . In order to have some negative definite expression in the right-hand side of the above inequality, we need to find ways to control the last two integral terms. We consider
Ž . Žw VF y␣Bu y ␣ B u y wAu q w ␤ C y B u y Bu u Ž . Ž .
H H
Ž . Ž .
Notice that the first two terms and the fourth term have nothing to do with and and when u , u are very small, and are also very small. So, in order to have the above expression negative definite for at least small values of u and u , it is highly desirable that the coefficients of the 1 2 first two terms be as negative as possible. Recall that ␣ s AC y1 and ␤ and w are yet to be determined. An obvious choice is to eliminate the fourth term by suitable values of ␤ and w. This can be done easily by using values ␤, w such that ␤ ) BC y1 and y1 Ž y1 . w s BC r ␤ y BC . In order to have negative coefficients for the first two terms, we must have smaller than a threshold value which is defined as 2 ␣ B 2 wA s min , .
3.14 Ž .
Ž . Ž . Substituting the expressions P and Q in 3.6 into 3.14 , we have 2 ␣ B s min ,
Clearly, the ideal choice of ␤ and w is to maximize the value of , y1 y1 Ž y1 . provided that ␤ ) BC and w s BC r ␤ y BC . Hence Lemma 2.2 can be applied here and an explicit and unique choice of ␤ U , w U can be U made to realize the maximum value of , which we denote by in the following. In the rest of this paper, we assume ␤ s ␤ U and w s w U in the
. By taking advantage of the value , we have from 3.13 ,
Ž . We are now ready to state and prove our main result in a general form. As 5 5 Ä< Ž .< w x < Ž .<4 usual, u ' max u , g y, 0 , u 0 . Ž . Proof. Using the inequality 2 u u F u q u and 3.15 , we obtain
q Px 2 u q u u Ž .
where B 3
5 Ž .5 Then we see that u t -␦ for t G 0 implies that ⌬ ) 0 and ⌬ ) 0 5 Ž .5 from S, we must have u t -␦ for all t G 0. Otherwise, there is a 0 5 Ž . 5 5 Ž .5 w . t ) 0, such that u t s ␦ and u t -␦ for t g 0, t . Obviously,
By continuity of V, we must have This is a desired value for ␦ in our theorem, and hence the end of the proof.
The following result is essentially a corollary of Theorem 3.1 with an explicit expression of ␦. 
Hence, we have using the fact that Ž . We present below a simple example to illustrate the procedures of applying our results and to gain a better understanding of the magnitude of ␦.
Ž .
EXAMPLE. Consider a special case of 1.1 , 
where other terms consist of linear terms of other variables, with or without delays, we call ya x an instantaneous negative feedback term, Ž w x. helpful, provided that b ) 0 and s is nondecreasing see 6 . Similar i statements are true for other well-known systems, such as some delayed Ž w x chemostat equations and epidemic models see 1᎐4 and the references . Ž . cited therein . For the system 1.1 , we do not have any of these two terms in the y equations. This may well be the primary reason that the global stability of E U in this system is so troublesome. Problems of this kind are plenty and open for many well-studied delay systems. We would like to stress here that the solutions of such problems are important both in theory and in applications. After all, we study delayed systems because we acknowledge their universal existence and importance, which ultimately may prohibit us from assuming the existence of any instantaneous negative feedback terms and sometimes even the delayed negative feedback terms in these more realistic models.
