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Abstract 
Kogan, N. and A. Berman, Characterization of completely positive graphs, Discrete Mathematics 
114 (1993) 297-304. 
We complete the proof that a graph G is completely positive (every doubly nonnegative matrix A, 
with G(A) = G, is completely positive) if and only if it has no odd cycle of length greater than 4. 
1. Introduction 
Definition 1.1. An n x n matrix A is cornpIetely positive if it can be decomposed as 
A = BBT, where B is a nonnegative II x m matrix. 
Completely positive matrices are important in the study of block designs [7]. Other 
applications [S] include ‘a proposed mathematical model of energy demand for 
certain sector of the U.S. economy’ and statistics. 
Definition 1.2. A matrix which is both elementwise nonnegative and positive- 
semidefinite is called doubly nonnegative. 
It is obvious that every completely positive matrix is doubly nonnegative, but the 
converse is not always true [3, 5, 61. It depends, in some sense, on the zero pattern of 
the matrix. To describe this dependence, we associate with an n x n symmetric matrix 
A a graph G(A) defined by V(G(A))={l,...,n} and E(G(A))={(i,j); i#j, aij#O}. 
Definition 1.3. A graph G is completely positizje if every doubly nonnegative matrix 
A with G(A) = G is completely positive. 
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Without loss of generality, we may consider only connected graphs, i.e. only 
irreducible matrices, because if the graph G(A) is not connected, then the matrix A is 
permutationally similar to a direct sum of irreducible submatrices. 
The following results are known. 
Theorem 1.4. (a) A graph G with n vertices is completely positive if n < 5 [IS, 81. 
(b) Bipartite graphs (graphs which contain no odd cycle) are completely positive [2]. 
(c) If a graph G contains an odd cycle of length greater than 4, then G is not 
completely positive [3]_ 
(Observe that the result in [2] supplies a negative answer to Question 4.13 in [3].) 
In this paper we complete the characterization by proving that (c) is the only 
case when G is not completely positive. The proof is based on the observation that 
an n x n matrix A is completely positive if and only if it is the Gram matrix of 
II nonnegative m-dimensional vectors, where m may be greater than n. Using the fact 
that every doubly nonnegative matrix is the Gram matrix of a set of vectors with 
mutually nonnegative inner products, we find an m-dimensional space V with an 
orthonormal basis E such that the coordinate vectors of the set in this basis are 
nonnegative. 
2. The main result 
Theorem 2.1. A graph G is completely positive if and only if it does not have an odd 
cycle of length greater than 4. 
To prove this theorem, we need the following lemmas. 
Lemma 2.2. Let k be a cutpoint of a graph G, i.e. G = G1uG2 and G1 nGz = (k}. Then, if 
both G1 and Gz are completely positive, so is G. 
Proof. Without loss of generality, let V(G,)= { 1, . . . . k} and Y(G,)= { k. k+ 1, . . . . n}. 
Let A be a doubly nonnegative matrix, with G(A)=G,uGz, and suppose G1 and 
Gz are completely positive. A is a Gram matrix of some vectors ci, . . . . c, (not 
necessarily nonnegative). We have to show that there exists an m-dimensional vector 
space V with nonnegative vectors b,, . . . , b, such that Gram { b,, bz, . . , , b,} = A. 
Note that span{ci, . . . . ck_i )Ispan{ck+i, . . . . c,>. Let c; be the orthogonal projec- 
tion of ck on span (cl, . , ck _ 1} and let c: be the orthogonal projection of ck on 
span(ck+l, . . . . c,}. Also let cf’ = ck -c;- cr (ci’ may be equal to zero). Define 
A’=Gram(c, ,..., ck_l,ck}.IfA[l ,..., k] is the principal submatrix of A based on the 
first k rows and columns, then A’= A[l, . . . . k], except in the lower right entry (since 
(ci,c;) = (ci,ck); i= 1, . . . . k- 1). Thus, A’ is doubly nonnegative ((c;,c;) >0) and, 
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since Gr is completely positive, there exists an m,-dimensional vector space I/’ with 
nonnegative vectors dr, dz, . . . . d; such that A’= Gram{d,, ., d,_ 1, d;}. Similarly, if 
A”=Gram{c~,c,+,, . . . . cn} then there exists an m,-dimensional vector space V” with 
nonnegative vectors {di, d k+l ,..., d,} such that A”=Gram{d~,dk+l ,..., d,j. Finally, 
let dy’= /I CL’ 11, so that di’30. Now let V= V’ 0 Y” 0 R and let 
bi=di 0 {0} 0 {0} for i= 1, . . ..k- 1, 
bk=d;@d;:@d;‘, 
bi= lo} 0 di 0 {0} for i=k+ 1, . . ..n. 
The third summand is redundant if cf’=O. 
The vectors {b,, . . . . b,} belong to the nonnegative orthant of V and it is easy to 
check that A is their Gram matrix, which proves that A is indeed completely 
positive. 0 
Lemma 2.3. The graph T, consisting of n triangles with a common base (Fig. 1) is 
completely positive. 
Proof. The proof is by induction on n. For n= 1 the statement is true (by Theorem 
1.4(a)). Suppose that it holds for T, (k<n) and consider T,. 
Let A be a doubly nonnegative matrix, with G(A)= T,. There is a set of vectors 
(c1, . . ..c.+2 } such that A is its Gram matrix and we have to find an m-dimensional 
vector space V with an orthonormal basis E such that {b,, . , b,+,}ER”, , where 
bi=[ci]E, i= 1, . . . . n+2. 
Whether we can do it or not depends only on the angles between the vectors; so, we 
can assume that /lcill=l for all i=l,..., n+2. Then we get (ci,cj) d 1; 
i,j=l , . . ..n+2. 
Let 
(C,,Cq)=lTlin(Ci,Cj), i, j=l,..., n+2; (Ci,Cj)>O. 
n+2 
Fig. 1. Fig. 2. 
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We consider two cases. 
Case 1: {p,q}={l,2}. 
Define c; = c1 - (c,, c2 >cz and consider the new set 
So A’=Gramjc;,c2, . . ..c.+~ } is nonnegative and, thus, doubly nonnegative. G(A’) is 
obtained from G(A) by erasing the edge (1,2) (and, possibly, some other 
edges-Fig. 2); thus, it is bipartite and, as such, completely positive. So, there is 
a vector space R” with an orthonormal basis E so that if [ci]E=bi then 
{b;,b,,...,b,+,}~Rm+. 
But [cllE= [c;lE+ (c~,c~)[c~]~; so, [cllE is also nonnegative. 
Case 2: {p,q}#{1,2}. 
Without loss of generality, assume that {p, q} = { 1, n +2}. Defining c;’ =cl 
-<c1,c,+2)c,+2, we get (as in case 1) a set of vectors {c’~,c~, . .. . c,+~} 
with nonnegative Gram matrix A”, whose graph is obtained from G(A) by eras- 
ing the edge (1, n+2) and, possibly, some other edges (Fig. 3). The graph 
G(A”) consists of Tk (k <PI), of the edge (2, n+2) and, possibly, of some other edges 
(2, i), 2 < i<n+ 2. Vertex 2 is a cutpoint; so, by Lemma 2.2 and the induction 
hypothesis, G(A”) is completely positive and so is A”. Thus, there is a vector space 
R” with an orthonormal basis E such that {b;‘,b2,...,b,+z}ERm+, where 
bi= CCilE, but c~=c~+(c~,c,,+~)c,+~; so, bl=[clIEERm+ and A is completely 
positive.’ 0 
Fig. 3. 
1 The authors would like to thank Prof. T. Ando [l] for suggesting matrix-theoretic proofs, using Schur 
complements, of Lemmas 2.2 and 2.3. 
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Proof of Theorem 2.1. Suppose that a graph G does not contain an odd cycle of length 
greater than 4. Recall that a block of G is a maximal connected subgraph which has at 
least two vertices and no cutpoints. We show that then every block of G is either 
bipartite, or K4 (the complete graph of four vertices), or of the form 7’,‘,. Thus, each 
block is completely positive and, by Lemma 2.2, so is G. 
So, assume that G is a block. If G is not bipartite and does not contain an odd cycle 
of length greater than 4, then it contains a triangle, say, with vertices 1, 2 and 3. If 
G’# r, (one triangle), then it contains an edge incident to one of the three vertices. Let 
this edge be (1,4). Since G has no cutpoints, (1,4) must lie on a path P from 1 to, say, 2, 
of length s (s> 1). Then G contains two cycles (Fig. 4): (Pu(l,2)) of length s+ 1, and 
(Pu(l,3)u(3,2)) of length s+2. If s>2 then either s+ 1 or s+2 is an odd number 
greater than 4; so, s = 2. If G # T2 then there is at least one more vertex, say 5. G does 
not contain a cutpoint; so, vertex 5 lies on a path, connecting two of the vertices 
1,2,3,4. There is no path between 1 and 3 (or 1 and 4, or 2 and 3, or 2 and 4), because if 
there is such a path P of length s (s > 1) then there are cycles P u (1,2) u (2,3) of length 
s + 2 and P u (1,4) u (4,2) u (2,3) of length s + 3 and one of them, of length greater than 
4, is odd (Fig. 5). Suppose that there is a path P of length s connecting vertices 3 and 
4 (Fig. 6). Then there are also cycles P u(3,2) u(2,4) of length s + 2 and 
Pu(3,2)u(2, l)u(1,4) oflength s+3. Thus, the only allowed value of s is 1. In this case 
G = K, and every attempt to add an additional cycle yields an odd cycle of length 
greater than 4. 
Suppose now that there is no edge (3,4) (i.e. we are again in the situation G= Tz). 
The only possibility to add additional cycles is to draw paths between the vertices 
1 and 2. As before, their length can be only 2 and, in this way, we can get only graphs 
of the type T,. Connecting vertices 3, . . . , n by a path of any length yields an odd cycle 
of length greater than 4, and the proof is completed. 0 
We remark that a slightly different proof of the characterization of graphs which do 
not contain an odd cycle of length greater than 4 is given in [4]. 
Now we can restate Lemma 2.2a, follows. 
Corollary 2.4. A graph G is completely positive if and only if all its blocks are. 
oy:-, G2 
4 4 
Fig. 5. Fig. 6. 
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Example (the ‘butterfly’ graph). By Theorem 2.1, or even by Lemma 2.2, the ‘butterfly’ 
graph (Fig. 7) is completely positive. 
Let A be a doubly nonnegative matrix with G(A) = G, i.e. 
41 42 al3 0 0 
42 a22 a23 0 0 
A= al3 
i i 
a23 a33 a34 a35 
0 0 a34 a44 a45 
0 0 a35 a45 a55 
The factorization of A in this case is particularly simple. Let cl, . . ..c5 be a set of 
vectors such that A = Gram {cl, . . . , c5}. Using the notation of Lemma 2.2, we can 
choose an orthonormal basis for the plane spanned by cl and c2 so that cl, c2 and 
c; lie in the nonnegative orthant of this plane. In fact, the basis can be chosen so that 
either cl/ )I cl I/ or c2/ (1 c2 11 is one of the basis vectors. A similar observation for c4, c5 
and cy shows that B is of the form 
b12 0 0 0 
b22 0 0 0 
b32 b33 b34 b35 













Then B can be computed by 
b,2=b54=0, 
bll=&, b,, >O> 
bZ1 =a121bll =a12/&, bll >O, 
bJ1 =a131bll =ad&, b,,>O, 
bs=&, b,,>O, 
b45=a45/b55=a45/&, bbs>O, 




bn 3 0. 
If bz2 = 0, then ba2 =0 => the second column is redundant. 
If bz2 > 0, then 
b32=(a23-b21b31)lb22=(a23a11--al,a,,)l(a,,b22), kz30, (by(l)), 
b44 = JD = ds, b44 3 0. 
If bb4=0, then bj4 =0 + the fourth column is redundant. 
If bh4 > 0, then 
b34=(a34-b45b35)lb44=(a34a55-a45a35)l(a55b44), b4>0 (by (211, 
If bx3 = 0, then the fifth column is redundant. 
If (1) does not hold, then 
a22a13-a12a23a0 (1’) 
is true. This is so because if (1) and (1’) do not hold, then, multiplying 
0<a11a~3<a12a13 by 0<a22at3<a12a23 we get 0<alla22a13a23<at2at2a13a23, 
or a, 1 a,, -a:, < 0, but det A [ 1,2] > 0 since A is positive-semidefinite. 
In this case we change the roles of 1 and 2 in the formulas for bij. 
Similarly, if (2) does not hold then 
is true and we change the roles of 4 and 5. 
304 N. Kogan, A. Berman 
3. Root graphs of perfect line graphs 
This paper was presented at the Joint FrenchhIsraeli Binational Symposium on 
Combinatorics and Algorithms. In the talk [4] that followed our presentation, we 
learned of an interesting connection between our work and root graphs. 
Combining our results and a theorem of Trotter [9], referred to in [4], we can 
rephrase our main theorem as follows. 
Theorem 3.1. The following properties of a graph G are equivalent: 
(1) G is completely positive. 
(2) Each block of G is completely positive. 
(3) Each block of G is either bipartite, or K,, or of the form T,. 
(4) G has no odd cycle of length greater than 4. 
(5) G is the root graph of a perfect line graph. 
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