I. Introduction
Aeroacoustics research has benefited from improved numerical methods and more powerful computers, so that computation is increasingly valuable as a source of insight and as a design tool. 3, 19, 24, 30 Even with the best methods and computers, numerical simulations must have a finite computational domain. Closing and limiting a numerical domain with a boundary treatment is a critical element for Computational Aeroacoustics (CAA). A desirable boundary treatment limits the error in the numerical solution while using an affordable computational domain. Reviews of the ongoing work on this challenge include. 2, 7, 13, 16, 17, 25, 29 Artificial boundary treatments that use a bounding zone that surrounds a computational domain include Perfectly Matched Layers 4, 14, 18, 21 and a Sponge Zone or Damping Layer. 1, 20, 22, 23 Examples of widely used Artificial Boundary Conditions that do not require layers or zones are Hedstrom, 15 Thompson 26-28 and Giles.
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In this paper we present results from numerical experiments for propagating a continuous acoustic pressure signal in 2D with a uniform flow or with a steady parallel jet. Acoustic propagation is by means of the Linearized Euler Equations (LEE) in Cartesian coordinates. These computations use variations of Hermite/Cauchy-Kowaleskya/Taylor algorithms [8] [9] [10] [11] [12] to propagate the solution variables in the numerical domain and the damping layer. The algorithms in this paper use only data for the primitive variables, so they are not strictly Hermite methods which use data for derivatives, and are more precisely CenteredStaggered/Cauchy-Kowaleskya/Taylor algorithms. We present results for the c4o0, c6o0, c8o0 and c10o0 methods on staggered two dimensional stencils that are four, six, eight and ten points wide, and that are third, fifth, seventh and ninth order accurate in both space and time, respectively. The results for propagating an acoustic signal with a steady parallel jet flow are only from the seventh order c8o0 algorithm. The boundary treatment has a damping layer around the numerical domain, and damping is implemented with the full accuracy of the time propagation by including damping terms in the governing equations which are used for the Cauchy-Kowaleskya recursion. The combination of the interior numerical domain and the surrounding damping layer is closed by setting all propagating variables to zero on the outer boundary of the damping layer.
Our concern here is with the effect on the accuracy of the numerical solution of the complete boundary treatment with both damping layers and outer boundary conditions. We present results of numerical experiments in order to validate this complete boundary treatment when used with Centered-Staggered/CauchyKowaleskya/Taylor algorithms. The results reported here are comparable to what has been reported in 11 for the same acoustic simulation with similar grids, but with a third order Hermite/Cauchy-Kowaleskya/Taylor algorithm and a complex characteristic outer boundary condition. A particular question that arose from 11 is whether there is any reason to use a damping polynomial other than a quadratic. The numerical experiments that are reported here use damping profile polynomials of 2 nd , 4 th , 6 th and 8 th order, and the results show that any of the three higher order profiles will produce lower errors from the boundary treatment than the quadratic profile. Which of these three higher powers is optimal depends somewhat upon the algorithm, or its order, the damping layer width and the simulation time. In addition, the complexity of characteristic based outer boundary conditions has raised the question of whether a simpler boundary treatment could provide similar levels of accuracy. The results that we report here show that the essentially trivial outer boundary closer of the damping layer that we use actually provides comparable accuracy to the complex characteristic outer boundary condition as reported in.
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II. Governing Equations
We use Cartesian coordinates (x, y) in two space dimensions. As primitive variables, we use the specific volume σ = 1/ρ, velocity, and pressure, or V = (σ, u, v, p) T .
We have nondimensionalized the governing compressible Euler Equations with the reference speed of sound a R , density ρ R , and length L R . For consistency, the reference specific volume is σ R = 1/ρ R , and the reference time is t R = L R /a R . We assume a perfect gas, and have taken the reference pressure as
so that for both the dimensional and nondimensional variables
As a consequence of this choice of reference quantities, the form of the compressible Euler equations is the same for both the dimensional and nondimensional variables. We assume that the ratio of specific heats γ = 1.4, as in a standard atmosphere.
The compressible Euler equations in two space dimensions linearized about the steady base flow solution
T are:
where we have included an unsteady pressure source p S . These equations can be conveniently written as the succinct vector equation
where the terms of the coefficient matrices A b and B b are from the steady base flow V b , while the terms of the coefficient matrices A and B are from the propagating acoustic signal V , and where S = (0, 0, 0, p S ) T is the source vector. The only actual constraint on V b is that it is a solution to Euler's equations, and it can be constant, steady and dependent upon x and or y alone, or unsteady and dependent upon (x, y, t).
III. Propagation Method
We propagate the solution variables in the numerical domain and the damping layer with CenteredStaggered/Cauchy-Kowaleskya/Taylor algorithms for the LEE that are variations of the Hermite/CauchyKowaleskya/Taylor family of algorithms. [8] [9] [10] [11] [12] The Hermite methods use the primitive variables and some of their derivatives at each grid point, but the algorithms for this paper use only the primitive variables. The propagation algorithms use multidimensional spatial interpolation of the primitive variables at the cell centers of two staggered grid systems, local Cauchy-Kowaleskya recursion for computation of time derivatives, and Taylor series time advancement. We use a uniform spatial mesh with ∆x = ∆y on each of the two staggered grids. The first or base grid is used for the initial data and the solution at the end of each full time step. The points of the second or staggered grid are for an intermediate solution at each half time step, and are at the centers of the cells from the first grid. The spatial interpolation is by dimensional recursion using all the data on a square stencil, effectively computing a local fully multidimensional data surface over the stencil. If the stencil width is n, then the square two dimensional stencil has n 2 data points, all of the spatial derivatives {(∂ ) derivative is of order 2(n − 1). The Cauchy-Kowaleskya recursion uses the governing equations to recursively compute time derivatives from the interpolated space derivatives, with recursion on the order of the time derivative to as high an order as desired, where
and where A b , B b and V b can depend upon x, y and t. In the codes for the simulations reported here, the base flows are steady and do not depend upon t. If the Cauchy-Kowaleskya recursion is carried out to order m in time, then the algorithm uses a Taylor series of order m for time advancement. We typically take m = n − 1, so that the algorithms are the same order in time as in space. A complete time step for the algorithm interpolates data on the cells of the first grid in order to compute an intermediate half time step solution at the points of the second grid, then interpolates data on the cells of the second grid in order to finish the whole time step by computing a new solution back on the first grid. We present results for the c4o0, c6o0, c8o0 and c10o0 methods, on staggered two dimensional stencils that are n = 4, 6, 8 and 10 points squared, and that are 3 rd , 5 th , 7 th and 9 th order accurate in both space and time, respectively. Note that the interpolant simultaneously calculates all of the spatial derivatives for each of the variables, so that instead of separately and disparately calculating each of the spatial derivatives in the differential equation, the interpolant in effect computes a local initial data surface on each grid cell. The Cauchy-Kowaleskya recursion uses the full system of governing equations, so that the Taylor series time advance can be viewed as correctly evolving all of the local data surfaces locally in time, up to the algorithm order in time. This numerical process is essentially consistent with the differential equation, and up to the order of the recursion and time advancement, it inherently reproduces the fully multidimensional local propagation dynamics of the underlying system of partial differential equations. Note that for a constant coefficient system with a uniform mean flow, exact polynomial solutions are possible. In this case, if we take the order of time recursion to be m = 2(n − 1), then the algorithm in effect computes just such a local exact polynomial solution over each grid cell for each half time step, and the local multidimensional propagation would be exact. The complete algorithm is used in exactly the same way and performs similarly for computations in one, two and three space dimensions. Notice that since the algorithm orders are odd, the leading order error terms are diffusive.
IV. Damping Layers
We are interested in the accuracy of the propagated acoustic signal in the numerical domain
with the unsteady pressure source p S centered at the origin in this domain. The numerical domain Ω N is surrounded by damping layers of width w R , w L and w Y on the right, the left and the top and bottom, respectively. The results for this paper all assume w R = w L = w Y . The complete computational domain is
with the numerical domain Ω N ⊂ Ω C as the inner core of interest where accuracy is desired. The damping domain Ω D = Ω C \ Ω N is that part of the complete domain on all sides of the numerical domain where damping is done, and our concern with the damping domain is for how it effects the solution in the numerical domain Ω N . Damping is done with N th order polynomial damping profiles in x,
and in y,
In this paper we consider polynomials of order N = 2, 4, 6 and 8, and for simplicity we take
Damping is done by modifying the governing equations to include the damping terms. The modified equations that are actually used for the Cauchy-Kowaleskya recursion throughout the computational domain
Note that the damping terms are all zero in the numerical domain, and that the source terms are negligible in the damping domain. The damping profiles are both nonzero in the four corners where the damping layers in x and y overlap, so that the damping is additive in the corners. The damping functions are differentiated in the Cauchy-Kowaleskya recursion process, so that they are differentially applied to all of the various terms computed in the recursion, and the damping is implemented with the time accuracy of the propagation.
The outer boundary conditions that close the damping layers are just
uniformly in time on all four outer boundaries. Since these boundary conditions are uniform in time on the outer boundaries, there is no computation of time evolution on the outer boundary. The propagating solution on the grid points next to the boundary does vary in time, so that the time evolution algorithm must be applied. There are two choices for implementation at these points, either interior biased interpolation can be used with one layer of boundary points, or centered interpolation can be used next to the boundary with enough layers of boundary points or "ghost points" to complete the stencil, depending upon the stencil width required for the interpolant order. For the sake of simplicity, we have chosen to add sufficient layers of boundary points so that there is no need for special interpolants near the outer boundary, and we can use the same interpolant everywhere in the combined numerical and damping domains. Note that each layer of boundary points where V = 0 is equivalent to a boundary condition. By using one set of governing equations and one interpolant everywhere throughout the combined numerical and damping domain, the code structure is quite simple and very flexible. This code structure permits different interpolants to be swapped in and out to change the spatial order, and a simple change in the order of recursion and time advance easily changes the order of the algorithm as a whole. In addition, a simple replacement of the Cauchy-Kowaleskya recursion subroutine can adapt the algorithm to a different set of governing equations. The resulting code simplicity is particularly striking when compared with codes for characteristic based outer boundary treatments, such as were used in. 11 Characteristic based boundary conditions must be adapted to both the governing equations and the local flow conditions. The 2D characteristic based outer boundry conditions used in 11 require different boundary conditions on each outer boundary edge, plus combinations of two sets of boundary conditions in each corner, plus different interior biased interpolants along each edge and in each corner. In three space dimensions, characteristic based outer boundary conditions that are location dependent become significantly more complex. The results in 11 also used a Hermite algorithm that requires derivative data for all of the solution variables, with a concomitant requirement for additional boundary conditions.
V. The Computational Problem
The numerical experiments that we consider are either with the uniform 2D flow
or with the steady parallel 2D jet
in either case nondimensionalized by the reference speed of sound a R and specific volume σ R = 1/ρ R , with reference pressure
The initial state of the propagating variables is
and the impulsively started pressure source is
The scale of this pressure source produces propagating pressure wave maximum values that are O [10 −4 ]. The numerical domain is normalized by the wavelength of the source, which is taken as the product of the speed of sound of the base flow times the period of the signal source, and is
for the uniform flow with V b = V 1 , and
for the steady jet with V b = V 2 . Ω N is the domain in which accuracy is desired. The calculations with the uniform flow use damping layer widths
and their computational domains are
or
The calculations with the parallel jet use damping layer width
with the computational domain
The damping domain Ω D = Ω C \ Ω N is part of the boundary treatment, and solution accuracy is not sought in it. The solution time is normalized by the source period, and we compute out to the final simulation times T = 25, 50, 100, 200, or 300.
Spatial grid resolution is generally ∆x = ∆y = 1/h = 1/6 with corresponding temporal resolutions ∆t = 1/k = 1/18. The simulations with the third order c4o0 algorithm use ∆x = ∆y = 1/h = 1/8 and ∆t = 1/k = 1/24. We use the seventh order c8o0 algorithm with ∆x = ∆y = 1/h = 1/12 and ∆t = 1/k = 1/36 for comparing results for the uniform flow and the parallel jet. These grid resolutions fall well within the standard CFL constraint for explicit methods, which these methods satisfy, and they have been chosen so that the same grid resolution can be used for computations with mean flows that have faster peak velocities. The powers for the damping profile are N = 2, 4, 6 or 8, and the damping amplitude ranges from δ = 0 to δ = 50, simultaneously for both damping polynomials in either x or y. The issue that is being addressed is not the accuracy of the numerical solution when compared to a mathematical solution, which would be improved by grid refinement, but the effect of the boundary treatment on the numerical solution, and to what degree the error from the boundary treatment can be controlled. In order to obtain a comparison solution V * for computing errors from just the boundary treatment, we compute the comparison solution with the same code on a larger numerical domain Ω * N , with
The computational domain for computing the comparison solution is
where there is no damping in the auxiliary damping layer Ω * D , which is chosen large enough so that the comparison solution V * is not disturbed on Ω * N in any way by any aspect of the boundary treatment. For the simulations with the uniform flow V b = V 1 , the sizes of the comparison solution computational domains for damping layers Ω D with widths w = 5 and w = 10 are given in Table 1 for each of the simulation times. For the simulations with the parallel jet V b = V 2 , the sizes of the comparison solution computational domains are slightly larger on the right or downstream side. In either case, when we report an error, it is entirely due to the boundary treatment, since the numerical errors in Ω N that are solely from the propagation method will have already been incorporated into the comparison solution V * , which is uncontaminated in Ω N by any boundary treatment effect. The reported errors are the maximum absolute error relative to the maximum absolute solution
where both maximums are obtained at the final simulation time T from data on the grid for the numerical domain Ω N .
VI. Errors With No Explicit Damping
The computations discussed in this section are for the uniform base flow V b = V 1 . If δ = 0, then there is no explicit damping, and any boundary treatment error is from the zero boundary condition on the outside of the damping domain as propagated with the implicit damping provided by the diffusive errors of the algorithm. Table 2 presents the error data E R,∞ for each of the four algorithms from simulations with the uniform base flow V b = V 1 , damping amplitude δ = 0 and damping width w = 5, for simulation times T = 25, 50, 100, 200 and 300. Table 3 presents the data for each algorithm from simulations with the uniform base flow V b = V 1 , no damping and damping layer width w = 10, for simulation times T = 50, 100, 200 and 300. The simulations for the c4o0 algorithm are with ∆x = ∆y = 1/8 and ∆t = 1/24, while the simulations for the other three algorithms are with ∆x = ∆y = 1/6 and ∆t = 1/18. The slightly greater grid density for the c4o0 algorithm is because it is only third order. All of the errors are caused by uniformly setting the solution to V = 0 on the outer boundary of the damping layer. This error from the outer boundary is propagated from all sides back and forth across the computational domain, and in particular, into the numerical domain Ω N where E R,∞ is computed at the final simulation time T .
Note that the relative absolute error E R,∞ in both tables increases as the algorithm order is increased from the 3 rd order c4o0 algorithm to the 9 th order c10o0 algorithm, for each simulation time T , and with each damping zone width w. This is due to the greater diffusivity of the lower order algorithms, which is the other side of the greater resolution of the higher order algorithms. As the error from the outer boundary echoes across the domain it will be damped by the algorithmic diffusivity, so greater algorithmic diffusivity means lower relative error. It is quite remarkable that at this grid density and for T ≥ 50, the 3 rd order c4o0 algorithm with no explicit damping has errors E R,∞ = O [10 −5 ] to O[10 −7| . On the other hand, the relatively low order of the c4o0 algorithm and the coarse resolution means that the solutions are poorly resolved in these simulations, so that while the relative error is low with this grid, the absolute error can be expected to be high. If the grid density were to be increased for this algorithm, so that the propagated solution were , since the solution and the reflected error are both more accurately propagated by that algorithm at this grid density, with less dissipation from algorithmic damping. In general, if the solution is more accurately computed, either with a higher powered algorithm or with a greater grid density, then the outer boundary error will also be propagated with less error, and E R,∞ will be greater without explicit damping.
Note also that for each algorithm, and for each damping layer width w, the observed errors E R,∞ generally decrease with simulation time T , contrary to the ordinary pattern of error accumulation with simulation time. Recall that the pressure source p S is impulsively started, so a steep leading wave front is created and propagated. This impulsively started wave front can be expected to create a relatively large error when reflected by the outer boundary condition V | ∂ΩC = 0. These initial errors, like all errors, are damped by algorithmic diffusivity, and are convected downstream and out of the numerical domain by the mean velocity field. These simulations can be viewed as dissipitive dynamical systems with a periodic driving force, so that a transient from an impulsive start will decay, with overall convergence to a periodic solution. As the initial transient and its reverberations decay in these simulations, the remaining error can be attributed solely to the outer boundary treatment, and could be expected to decrease. Notice in both tables that the errors decrease more slowly with simulation time, and actually increase slightly in a couple of cases from T = 200 to T = 300. With w = 5, the initial error transients appear to have substantially decayed by T = 100 for the c4o0 algorithm, and by T = 50 for the other three. With w = 10, the initial error transients for the c4o0 and c6o0 algorithms have decayed by T = 200 or T = 300, and by T = 100 for the c8o0 and c10o0 algorithms. With no explicit damping in the damping layer, the lower order algorithms with greater dissipativity will end up with lower relative errors, and therefore more simulation time would be needed for the decay of the initial error transient to the levels of the persisting errors from the outer boundary.
VII. Damping With A Uniform Flow
Data for computations with explicit damping to simulation times T = 100 with w = 5 is reported in Tables 4, 6, 8 and 10 for the c4o0, c6o0, c8o0 and c10o0 algorithms, respectively. Data with explicit damping Table 4 . Maximum Relative Error E R,∞ at T = 100 for w = 5 using c4o0. Table 5 . Maximum Relative Error E R,∞ at T = 300 for w = 5 using c4o0. Table 6 . Maximum Relative Error E R,∞ at T = 100 for w = 5 using c6o0. Table 7 . Maximum Relative Error E R,∞ at T = 300 for w = 5 using c6o0. Table 9 . Maximum Relative Error E R,∞ at T = 300 for w = 5 using c8o0. Tables 5, 7 and 9 for the c4o0, c6o0 and c8o0 algorithms, respectively, and to T = 200 with w = 5 in Table 11 The maximum damping amplitude δ is in the first column of these tables, and in the second through fifth columns are the maximum relative errors E R,∞ in Ω N for the damping profile powers N = 2, 4, 6 and 8, respectively. The data in these four pairs of tables reflects the effect of damping profile power, damping amplitude, simulation time, algorithm and grid resolution, while the damping layer width is the same throughout. The first row in each of these tables is for δ = 0 with no active damping, as discussed above, and is included here for ease of reference. The remaining rows in these tables are from simulations with active damping δ > 0. Tables 4 and 5 are from computations with the c4o0 algorithm for simulation times T = 100 and 300, respectively. For every N in both Tables, the error levels for damping with δ = 1 are all very close to the error levels for no damping with δ = 0, differing by less than a factor of 5. For N = 2, the errors grow with damping amplitude from δ = 1 to δ = 50 until they are two orders of magnitude larger than the errors with no damping at δ = 0. The rightmost three columns in this pair of tables are for damping profile powers N = 4, 6 or 8. For each N = 2, the largest errors for δ > 0 are reported at δ = 1, and the error levels for δ ≥ 2 are all relatively stable at one or two orders of magnitude less than for δ = 0 with no damping. Note that the errors for T = 300 are smaller than the corresponding errors for T = 100, by up to as much as an order of magnitude, and relatively smaller for larger N . Tables 6 and 7 are from computations with the c6o0 algorithm for simulation times T = 100 and 300, respectively. The pattern and levels of error variation in these tables for the c6o0 algorithm are close to the pattern and levels in Tables 4 and 5 for the c4o0 algorithm. In both Tables, for every N , the error levels for damping with δ = 1 are all within an order of magnitude of the error levels for no damping with δ = 0. For N = 2, the error minimum at δ = 1 is a little less than one order of magnitude smaller then the error with no damping, and the error grows with δ until it is two orders of magnitude greater than the error minimum. For N = 2 in Table 6 at T = 100, the error declines with δ to a minimum that is about an order of magnitude smaller than the error at δ = 1, and then the error grows with δ, but it never gets larger than the error at δ = 1. For N = 2 in Table 7 at T = 300, the error declines with δ to a minimum that is up to two orders of magnitude smaller than the error at δ = 1, and then the error grows with δ, but at δ = 50 it is only up to about an order of magnitude smaller than the error at δ = 1. Notice that the errors from the c4o0 and c6o0 algorithms have a similar range for δ ≥ 1, but that the undamped errors from the c4o0 algorithm are about an order of magnitude smaller than from the c6o0 algorithm. Damping has a greater effect relative to no damping for the c6o0 algorithm than for the c4o0 algorithm, because the errors are more accurately propagated with the 5 th order c6o0 algorithm. Tables 8 and 9 are from computations with the c8o0 algorithm for simulation times T = 100 and 300, respectively. The data for the c8o0 algorithm show a more gradual transition with damping amplitude from δ = 0 than was observed in the data for the c4o0 and c6o0 algorithms. In Tables 8 and 9 for both T = 100 and 300, the errors for δ = 1 are less than an order of magnitude smaller than for δ = 0 for N = 4, 6 and 8, while the errors for δ = 2 are greater than an order of magnitude smaller than for δ = 0 for all N . In these two tables from the c8o0 algorithm the general error patterns for δ ≥ 2 are like the error patterns for δ ≥ 1 from the c4o0 and c6o0 algorithms. For each N = 2, the largest errors for δ > 1 are reported at δ = 2, and they are about an order of magnitude greater than for the c4o0 and c6o0 algorithms, but the smallest errors are within an order of magnitude of the smallest errors for the c6o0 algorithm. For N = 2, the largest errors for δ > 0 are reported at δ = 50. Tables 10 and 11 are from computations with the c10o0 algorithm for simulation times T = 100 and 200, respectively. Note that the longest simulation time for the c10o0 algorithm is T = 200 instead of T = 300 for the other three algorithms, simply due to the time required to compute the comparison solution for this algorithm at T = 300. The pattern in the data for the c10o0 algorithm is similar to the pattern for the c8o0 algorithm, with the general pattern of reported error levels becoming evident at about δ = 2 for the c10o0 algorithm instead of at δ = 1 for the more diffusive and lower order c4o0 and c6o0 algorithms. For each N = 2, the largest errors for δ > 1 are reported at δ = 2, and they are as much as two orders of magnitude smaller than for the errors with no damping. For N = 2, the largest errors for δ > 0 are reported at δ = 50. In both Tables, for N = 2, the error levels for damping with δ = 1 are about two orders of magnitude smaller than the error levels for no damping with δ = 0, while for N = 2, the error levels with δ = 1 are about an order of magnitude smaller than the error levels for no damping with δ = 0. The pattern and levels of error variation for δ ≥ 2 in these tables for the c10o0 algorithm are very close to the pattern and levels for δ ≥ 2 in Tables 8 and 9 for the c8o0 algorithm. Table 12 . Smallest observed error E R,∞ with w = 5 at T = 100.
2.1854D-05 6.4663D-06 6.5709D-06 6.2108D-06 c6o0 3.1538D-05 6.5983D-06 6.4781D-06 7.0472D-06 c8o0 5.4334D-05 8.2486D-06 6.3638D-06 7.2109D-06 c10o0
1.3842D-04 1.0321D-05 5.9463D-06 7.4360D-06 Table 13 . Smallest observed error E R,∞ with w = 5 at T = 300. Consider the difference in the error variation between the data for N = 2 and the data for N = 4, 6 and 8 in Tables 4 through 11 . For N = 2, the errors increase with damping amplitude from δ = 1 to δ = 50, for δ ≥ 2 they are all greater than the error with δ = 0, and for δ = 50 they are two orders of magnitude greater than with no damping. On the other hand, for each N = 4, 6 and 8, and for both T = 100 and T = 300, for δ ≥ 1 the errors initially decrease with damping amplitude until a local error minimum is observed for some value of δ ≤ 50. For each N = 2, the error levels for δ ≥ 2 are all one or two orders of magnitude less than for no damping with δ = 0. In these computations, damping with a quadratic polynomial is not nearly as accurate as damping with higher order polynomial profiles. A quadratic damping profile with N = 2 does not produce the smallest errors, but it does produce the largest, and damping with a quadratic polynomial can make the errors grow considerably larger than not damping at all. For a quadratic damping profile, there is a second derivative discontinuity at the interface between the damping layer and the numerical domain. Higher order damping profiles have weaker discontinuities at this interface. In addition, when compared to higher order damping profiles, quadratic damping more rapidly creates a distortion from the damping in the propagating solution surfaces as they enter the damping layer. Active damping can make a significant difference, but it can either help or hurt, depending upon how it is done.
In order to get a general idea of the data in Tables 4 through 11, Tables 12 and 13 give the smallest observed error for each of the four algorithms and for each damping profile power N . Each row in these tables is from one of Tables 4 through 11 , and is indexed by the algorithm in the far lefthand column. The entries in each row are ordered by the damping profile power N , and give the least error in each column from the originating table headed by that damping profile power. Both tables are for damping layer width w = 5. Table 12 presents the error data E R,∞ from each of the four algorithms with damping width w = 5 for simulation time T = 100. Table 13 presents the data from the three lower order algorithms with damping layer width w = 5 for simulation time T = 300, and for T = 200 from the c10o0 algorithm. Notice in these summary tables, that across the rows for each algorithm, damping with N = 2 always has the largest least error. Notice also that the upper right triangular section in each table generally has similar error levels, and that these are the lowest levels in each table. In Table 12 the least errors are O [10 −6 ] at T = 100, and in Table 13 the least errors are O [10 −7 ] at T = 300. For each algorithm, the lowest errors with the high values of N at T = 300 are about an order of magnitude lower than the comparable errors at T = 100. In order to reach these lowest error levels in each table, a higher order damping profile power N is used with the higher order algorithms. On the other hand, the lower left entries in these tables show that if a lower order damping profile power N is used with a higher order algorithm, then this combination will produce a smallest observed error that is larger by as much as two orders of magnitude than for the same higher order algorithm with higher order damping profiles. In other words, even though higher order damping profiles work better with all of the algorithms, the relative improvement with damping profile power is greater for the higher order algorithms, and is even needed by them to achieve the best performance possible. A damping profile with power N will have an N th derivative discontinuity at the interface between the numerical domain Ω N and the damping layer Ω D , and since the damping terms are included in the governing equations everywhare in the computational domain Ω C , this will create an N th order error at the interface. The data pattern in these two tables suggest the rule of thumb that the damping profile power should be at least as large as the algorithm order. It appears from these tables that the 9 th order c10o0 algorithm might need either a damping polynomial with N = 10 to reach the lowest error levels, or to be run longer than the simulation time T = 200, or both. Note that quadratic damping appears to be the least accurate with all of the algorithms. Tables 14 and 15 present data from simulations with the 7 th order c8o0 algorithm for w = 10 at T = 100 and T = 300, respectively, and with the uniform mean flow V 1 and the grid density ∆x = ∆y = 1/6 and ∆t = 1/18. The comparable c8o0 simulations that produced Tables 8 and 9 are for w = 5, but besides this, the simulations are exactly the same. As a summary comparison, Tables 16 and 17 present the smallest observed errors by damping profile power N for each width w at T = 100 and 300, respectively. The left most column in these tables gives the number of the Table from which the data in that row is obtained, the next left column gives the damping layer width w, and the rest of each row gives the smallest observed errors from the table for that width by the damping profile power N . At both simulation times we observe that the reduction in the smallest observed error by doubling the damping layer width w is greater for the lower order damping polynomial powers N . For N = 2, this error reduction ranges from a factor of 4.3 at T = 100 to 6.6 at T = 300, and for N = 8, the error reduction is 1.2 at T = 100 and 2.2 at T = 300. Similarly, for both damping layer widths, we observe that the reduction in the smallest observed error by tripling the simulation time T is greater for the higher order damping polynomial power N . For N = 2, this error reduction is 1.1 for w = 5 and 1.7 for w = 10, for N = 6 it is 8. Increasing the damping layer width increases the computational area and the effort at both times by a factor of 9/4 = 2.25, while increasing the time increases the effort by a factor 3 for either damping layer width. For N = 2, the error is decreased with more efficiency by widening the damping layer than by lengthening the simulation time. For N = 2, error decrease is more efficient by increasing the simulation time. The most effective error decrease is for N = 2 with both the wider damping layer w = 10 and the longer simulation time T = 300, with effort increasing by 6.75 while error decreases by factors of 8.4, 10.4 and 9.9 for N = 4, 6 and 8, respectively. For N = 2 the only efficient strategy is to increase the simulation time, and even then, the relative error is largest for quadratic damping if all else is the same. Table 15 . Maximum Relative Error E R,∞ at T = 300 for w = 10 using c8o0. Table 17 . Smallest observed error E R,∞ from c8o0 at T = 300. Table 18 presents data for simulations with the uniform mean flow Table 19 presents data for simulations with the steady parallel jet Tables 18 and 19 Table 19 . E R,∞ at T = 50 using c8o0 with a parallel jet. 
VIII. The Effect Of Damping Layer Width
they are with damping layer width w = 5, and they are for simulation time T = 50. When comparing the errors in Tables 18 and 19 from the uniform and jet flow calculations, it is seen that they differ by a factor of up to approximately 2, indicating that the complete boundary treatment performs very much the same for both a uniform base flow and a steady parallel jet. Note that this data is for the relatively short simulation time T = 50 when compared to the prior data for T = 100 and T = 300, and recall that the boundary treatment errors are still relatively large for T ≤ 100. Note also that the grid resolution here is double what was used for the prior simulations, and that the previous data has suggested that errors from the boundary treatment will be larger if the solution is better resolved. In light of these considerations, the errors with the uniform flow reported in Table 18 are reasonably close to those reported for the c8o0 algorithm in Table  8 at T = 100 with half the grid resolution, differing by up to a factor of approximately 5. Consequently, this data indicates that all of the previous discussion of the effects of damping profile power, damping layer width, simulation time and algorithm order should apply to variable coefficient parallel jet simulations with these algorithms just as they did to constant coefficient uniform flow simulations.
X. Conclusion
This paper reports numerical experiments with the Linearized Euler Equations in two space dimensions for propagating a continuous acoustic signal through a steady mean flow, primarily with a uniform flow, but a parallel jet has been considered. We have used the specific volume σ = 1/ρ, the Cartesian velocity components (u, v) , and the pressure p as primitive variables. The acoustic signal is from an impulsively started continuous pressure source. Explicit and local Centered-Staggered/Cauchy-Kowaleskya/Taylor algorithms have been used for these computational experiments, with 3 rd , 5 th , 7 th and 10 th order accuracy in time and space. The main purpose of these numerical experiments has been to gain insight into how to control the simulation error when using a boundary treatment that combines a damping layer with an outer boundary condition. For these numerical experiments we have foregone a location dependent characteristic based outer boundary condition, but have chosen the very simple expedient of setting the data uniformly to zero on the outer boundary of the damping layer. We observe relative absolute errors that range from O [10 −2 ] to O [10 −7 ] . The relative effect on simulation error of algorithm order, grid resolution, simulation time, damping layer width, damping profile power and damping amplitude is considered, and the boundary treatment with a uniform flow and with a parallel jet is compared. The damping profiles that have been used are polynomials of order N = 2, 4, 6 and 8.
• Errors from just a damping layer with no explicit damping originate with the zero boundary condition on the outer boundary of the damping layer. Errors with no explicit damping from the dissipative 3 rd order c4o0 algorithm are O [10 −5 ] or less for simulation times T ≥ 50, while errors with no damping from the 9 th order c10o0 algorithm are all O[10 −2 ].
• For explicit damping, a quadratic damping profile with N = 2 does not produce the smallest errors, but it does produce the largest. Damping with a quadratic polynomial can make the errors grow considerably larger than not damping at all. Active damping can make a significant difference, but it can either help or hurt, depending upon how it is done.
• Higher order damping profiles work better with all of the algorithms, but the relative improvement with damping profile power is greater for the higher order algorithms, and is even needed by them to achieve the best performance possible. As a rule of thumb, the damping profile power should be at least as large as the algorithm order.
• In general, if the solution is more accurately computed, either with a higher order algorithm or with a greater grid density, then the error from the outer boundary will also be propagated more accurately, and the reported boundary treatment error E R,∞ will be greater, irrespective of explicit damping.
• For each algorithm, and for each damping layer width w, the observed errors decrease with simulation time T .
• Error tends to decrease as the damping layer width increases.
• Error tends to decrease as the damping profile exponent increases.
• The relative decrease in error from increasing damping layer width is greater for smaller profile powers N , and the relative decrease in error from increasing simulation time is greater for larger N .
• Damping with a parallel jet behaves very much like damping with a uniform base flow.
One set of governing equations with both source and damping terms has been used throughout the complete simulation domain. Simple changes of spatial interpolant, the order of recursion and the order of time advance easily changes the order of the algorithm as a whole. These algorithms generally have the same order in space and time, and results in 2D have been shown from algorithms that are 3 rd to 9 th order accurate in both space and time. Except for the multidimensional interpolants, which use dimensional recursion, the algorithms are intrinsically independent of dimension, and they capture the multidimensional propagation of the governing equations up to the order of the algorithm. Compared to characteristic based outer boundary treatments, the resulting code simplicity and flexibility is particularly striking. The code simplicity and flexibility of these algorithms with this boundary treatment is particularly suitable for 3D simulations. A simple replacement of the Cauchy-Kowaleskya recursion subroutine can adapt the algorithm to a different set of governing equations.
