Abstract-Theoretical and semi-empirical methods to calculate electron impact ionization cross sections for atomic shells are subject to validation tests with respect to a wide collection of experimental measurements to identify the state of the art for Monte Carlo particle transport. The validation process applies rigorous statistical analysis methods. Cross sections based on the EEDL Evaluated Electron Data Library, widely used by Monte Carlo codes, and on calculations by Bote and Salvat, used in the Penelope code, are generally equivalent in compatibility with experiment. Results are also reported for various formulations of the Binary-Encounter-Bethe and Deutsch-Märk models.
I. INTRODUCTION
T HE study reported in this paper complements a previous investigation [1] of ionization cross sections for electron transport with respect to experimental data: the previous publication examined total cross sections, with special emphasis on the low energy range up to a few keV, while the present study concerns the ionization of atomic inner shells by electron impact. Both studies aim to identify the state of the art for the calculation of electron ionization cross sections in Monte Carlo transport codes.
Modeling electron interactions with matter is a fundamental task of any particle transport code. The ability to calculate cross sections for the ionization of individual shells, along with the capability to simulate the subsequent atomic relaxation [2] , [3] , is required in a variety of experimental environments: in materials analysis performed by electronprobe microanalysis, in surface analysis performed through Auger electron spectroscopy and more generally in experimental scenarios where the simulation of characteristic X-ray or Auger electron emission is important.
Theoretical and semi-empirical models have been developed over several decades to calculate electron impact ionization cross sections for atomic shells; nevertheless, despite the experimental relevance of these cross sections, limited documentation is available in the literature about quantitative validation of their calculations. Comparisons with experimental data, such as those concerning the Deutsch-Märk model [4] , often rest on the visual appraisal of plots only. A recent publication [5] illustrates comparisons between some theoretical calculations and experimental data published up to May 2013; however, it is limited to the domain of descriptive statistics, lacking statistical inference. Objective quantification is also missing in the assessment of the relative merits of the various calculation methods: their relative ability to reproduce experimental measurements has not been estimated with statistical methods yet.
This paper evaluates quantitatively and objectively the capabilities of several calculation methods of electron impact ionization cross sections that are relevant for general purpose Monte Carlo transport codes. The evaluation concerns K shell, L and M subshell ionization cross sections, for which experimental measurements are reported in the literature. Statistical inference is applied both to validate cross section calculations with respect to experimental measurements and to detect significant differences in the ability of the various calculations to reproduce experiment. The outcome of this process identifies the state of the art in modeling electron impact ionization cross sections for K, L and M shells in Monte Carlo particle transport codes.
II. ELECTRON IMPACT IONIZATION CROSS SECTIONS
The validation study reported in this paper addresses the calculation of electron impact ionization cross sections in a pragmatic way, i.e. considering calculation methods that are sustainable within the computational constraints of particle transport codes, either by implementing simple analytical formulations or by interpolating available tabulations of theoretical cross section calculations. Since the focus is on general-purpose Monte Carlo codes, only methods able to calculate electron impact ionization for any shell, and covering an extended electron energy range, are considered in the validation tests. The cross sections evaluated in this paper include two sets of tabulations derived from theoretical calculations, EEDL (Evaluated Electron Data Library) [6] and the data tables based on [7] , and two analytical models that especially address the low energy range (below a few keV), which were included in the previous validation test of total electron ionization cross sections [1] : the Binary Encounter Bethe (BEB) model [10] and the Deutsch-Märk (DM) model [11] . Various versions of the data libraries and variants of the analytical models are examined. The cross sections subject to test are summarized in Table I .
Several other empirical or semi-empirical formulae have been documented in the literature for the calculation of electron impact ionization cross sections, such as the classical model developed by Gryzinski [12] and the formulae developed by Casnati [13] and Kolbenstvedt [14] for K shell ionization. Due to the limitations of their applicability, either concerning the incident electron energy or the ionized shell, these analytical formulae are not well suited to modern, general-purpose Monte Carlo simulation codes, which require physics models able to address a large variety of experimental scenarios. Models with limited scope are not considered in this validation test.
A. EEDL Evaluated Electron Data Library
The EEDL data library, originally distributed by Lawrence Livermore National Laboratory (LLNL), is widely used by Monte Carlo particle transport codes. The cross sections tabulated in EEDL [6] are based on Seltzer's calculation method [15] , which distinguishes close and distant collisions. For close collisions, EEDL uses Seltzer's modification of the Møller [17] binary collision cross section, which takes into consideration the binding of the atomic electron in a given subshell; for distant collisions it uses Seltzer's modification of the Weizsäcker-Williams [16] , [18] method. The atomic parameters required in these calculations were taken from EADL (Evaluated Atomic Data Library) [19] , while the subshell photoelectric cross sections required for the distant-collision component were derived from the 1989 version of EPDL (Evaluated Photon Data Library) [20] , [21] . EEDL tabulations cover the energy range from 5 eV to 100 GeV.
The latest release of EEDL by LLNL, identified in this paper as EEDL, dates back to 1991. Since 2014 the IAEA (International Atomic Energy Agency) has distributed a collection of data libraries named EPICS, which includes EEDL along with EADL and EPDL. The cross sections for shell ionization by electron impact included in EPICS2014 [22] are identical to those originally released in EEDL in 1991; therefore, they are not considered in the validation process documented in this paper.
Modified cross sections for shell ionization by electron impact were released in January 2018 in the EEDL library [23] of EPICS2017; they are identified in the following sections as EPICS2017. The values of the cross sections tabulated in EPICS2017 are the same as in the original EEDL, but they are associated with different electron energies to account for modified atomic binding energies in the EADL [24] library of EPICS2017. The documentation of EPICS2017 [23] states that the EEDL cross section tabulations have been extended to include about three times as many data to be suitable for linear interpolation; nevertheless, the same number of cross section data for shell ionization by electron impact is tabulated in EPICS2017, EPICS2014 and EEDL1991. Cross sections calculated from linear interpolation of EPICS2017 tabulations are identified in this validation test as EPICS2017lin; otherwise, cross sections identified as EPICS2017 derive from logarithmic interpolation.
EEDL is also distributed within other nuclear data libraries, such as ENDF/B-VII.1 [25] and JENDL-4.0 [26] . The same ionization cross sections as in EPICS2017 are included in the electro-atomic data library of ENDF/B-VIII.0 [27] .
EEDL ionization cross sections are distributed in the Geant4 [28] - [30] toolkit in a modified format; until Geant4 version 4.0 the cross sections for shell ionization by electron impact are the same as in the original EEDL 1991 [6] , while different tabulations are associated with Geant4 versions from 4.1 to 10.4 (the most recent one at the time of writing this paper). These tabulations, whose origin does not appear to be documented, are identified in the following as EEDLG4.
B. Bote and Salvat Calculations
Theoretical calculations by Bote and Salvat [7] combine the relativistic plane wave Born approximation (PWBA) with a semi-relativistic version of the distorted wave Born approximation (DWBA).
Tabulations based on these calculations can be produced through a Java code available as "NIST Standard Reference Database 164" [31] from NIST (National Institute of Standard and Technology). Data tables based on [7] , which cover the energy range from approximately 10 eV to 1 GeV, are also distributed with the Penelope 2014 [32] Monte Carlo code. Cross section calculations based on Penelope 2014 and NIST Standard Reference Database 164 are identified in this paper as Bote and NIST164, respectively.
An analytical parameterization of Bote and Salvat calculations is documented in [8] , followed two years later by an erratum [9] describing empirical corrections to account for the effects of theoretically derived ionization energies, which differ from experimental values. Although a parameterization may be useful in cases where an analytical approximation is preferred to a large numerical database, the involved correction documented in [9] , which is left to the user's responsibility, discourages its use in experimental practice; therefore, it is not considered in the validation process. 
C. Binary-Encounter-Bethe Model
The Binary-Encounter-Bethe (BEB) model is a simplified version of the Binary-Encounter-Dipole model [10] of electron impact ionization cross sections, which combines a modified form of the Mott cross section with the Bethe theory. It is especially intended for low energy electrons.
Modified versions of this model, such as the relativistic BEB model (BEBR) [33] and the average BEB formula (BEBav) [33] , [34] , have been proposed to describe single ionization of tightly bound inner shells.
D. Deutsch-Märk Model
The Deutsch-Märk (DM) model has a phenomenological character: it originates from a classical binary encounter approximation and incorporates parameters determined from a fit to experimental data. It was subject to several evolutions; the latest formulation and associated parameters available at the time of writing this paper are documented in [35] - [37] .
The validation test also includes cross sections calculated according to an earlier formulation of the Deutsch-Märk model reported in [4] , with associated parameters documented in [38] . These cross sections are identified in the following as DM2000.
A modified version of the DM model [39] was specifically formulated for the K shell; it is identified as DMMR in the following analysis.
III. REFERENCE DATA SOURCES

A. Ionization Cross Section Measurements
Experimental data were gathered from the literature; the data collection [40] - [158] includes measurements published by the end of 2017. Tables II-VI summarize the main features of the collected experimental data samples for the K shell, the L 1 , L 2 , L 3 and M subshells, respectively; they list the atomic number (Z) and the symbol of the measured element, the energy range (E min , E max ) of the data and the number (N data ) of experimental measurements.
Experimental ionization cross sections are mainly derived by measuring the cross section for the production of X-rays or Auger electrons, which are emitted when bound electrons fill the vacancy created by electron impact. However, these measurements may not truly represent electron impact ionization, unless experimental measurements have explicitly excluded the contribution from vacancies created by excitation: for instance, K-shell vacancies can be created not only by direct ionization, but also by excitations of K electrons to unoccupied bound states. Since the cross section models considered in this validation test account only for direct ionization, there may be an intrinsic discrepancy between theory and experiment due to neglecting excitation.
Additional systematic effects may derive from the conversion of measured cross sections for the production of X-rays or Auger electrons into ionization cross sections: this procedure involves atomic parameters, which are affected by uncertainties and could introduce systematic effects in the calculation. A discussion of this subject is summarized in Section III-B.
Experimental data were evaluated for correctness and consistency prior to their use in the validation process. They were visually inspected to identify factual errors (e.g. typographic errors in the published values), manifest inconsistencies and systematic effects, such as experimental cross sections that are systematically larger or smaller than those measured by other experiments. The Wald-Wolfowitz test [159] was applied when visual appraisal was not sufficient to ascertain the systematic nature of apparent inconsistencies.
Experimental uncertainties are not documented in some publications, or are partially documented, e.g. limited to statistical errors; uncertainties equivalent to those reported by experiments operating in similar conditions were associated with these data. To mitigate the risk of incorrect estimates of experimental uncertainties, the validation process involved different type of tests for statistical inference: the χ 2 test [160] , which takes into account experimental uncertainties explicitly in the formulation of the test statistic, and goodness-offit tests based on the empirical distribution function, whose formulation does not involve experimental errors explicitly. The analysis strategy is documented in detail in Section V.
Experimental cross sections published only in graphs were digitized by means of the Engauge [161] and PlotDigitizer [162] software. The digitization process represents an additional source of errors, which can be especially significant at energies where rapid variations of the cross section are observed. Data close to threshold were not digitized due to the difficulty of reliably reproducing their values and realistic uncertainties. Apart from these critical cases, the error associated with the digitization process was estimated by digitizing data published both in graphical and numerical form.
Measurements near threshold were also discarded from the analysis when their uncertainties appeared underestimated (e.g. comparable to those of less sensitive measurements), presumably due to the absence of sensitivity analysis related to the primary electron energy. 
B. Fluorescence Yields
Fluorescence yields represent the probability of a core hole in an atomic shell being filled by a radiative process, in competition with non-radiative processes (Auger and Coster-Kronig transitions). The K shell ionization cross section σ I is related to the K shell X-ray production cross section σ X by the K shell fluorescence yield ω K as
More complex equations, which involve additional atomic parameters, relate the X-ray production and ionization cross sections of outer shells. Several compilations of fluorescence yields are available in the literature; some of them simply assemble existing experimental data on the basis of some quality evaluation, while others provide semi-empirical calculations as a function of the atomic number, usually derived from fits to experimental data; other compilations are based on theoretical calculations. The most common sources of fluorescence yields in experimental practice are the compilations by Bambynek (1972 version) [163] , Krause [164] and Hubbell [165] , [166] . Some modern compilations (e.g. [167] - [170] ), which adopted a similar semi-empirical approach, are based on more extensive experimental collections including recent measurements. Fluorescence yields are also distributed in EADL and in XOP (X-ray Oriented Programs) [171] .
The sources of fluorescence yields considered in this study are summarized in Table VII . The values reported in [172] appear to be identical to those previously published in [173] ; therefore the results based on this compilation are not discussed in Section VI. Several semi-empirical formulations to calculate fluorescence yields are documented in [169] ; they appear in the following analysis as Kahoul F 1 , F 3 , F 4 , F 5 , where the subscript identifies the number of the corresponding equation in the publication.
IV. CROSS SECTION CALCULATION
All the cross section models included in the validation test have been implemented in a consistent software design, compatible with the Geant4 toolkit. The software adopts a policy-based class design [174] , as this technique enables the development of a wide variety of calculation methods with minimal dependencies, thus facilitating the configuration of validation tests. The software design and the implementation of BEB, DM and EEDL cross section calculations are described in detail in [1] .
Additional analytical calculations corresponding to variants of the BEB and DM models (BEBav, BEBR, DM2000, DMMR) have been implemented in dedicated policy classes. The correctness of the software implementation has been verified through comparison with published values. The concepts and actions pertaining to the verification and validation processes are documented in [175] .
The same policy class is used to calculate cross sections based on the interpolation of tabulated values: Bote, EEDL, EEDLG4, EPICS2017 and NIST164. Logarithmic interpolation is applied, as recommended in [6] , unless otherwise specified.
V. DATA ANALYSIS
The analysis is articulated over three stages, which apply pertinent methods of statistical inference.
The first stage consists of validation tests, which evaluate the compatibility between the cross sections calculated by the various models and experimental measurements by means of two-sample goodness-of-fit tests. Validation test cases are defined by grouping the measurements performed by each experiment in well identified configurations: with a fixed target element as a function of energy, or with fixed primary electron energy as a function of the atomic number of the target.
For convenience, the outcome of goodness-of-fit (GoF) tests is summarized over all test cases by a variable denoted as "efficiency," which is defined as the fraction of test cases in which a given test does not reject the null hypothesis (i.e. the hypothesis of equivalence of calculated and measured cross section distributions). The uncertainties on the efficiencies are calculated both with the conventional method involving the binomial distribution [176] and with a method based on Bayes' theorem [177] , [178] . The latter delivers meaningful results in extreme cases, i.e. for efficiencies very close to 0 or to 1, where the conventional method produces unreasonable values; otherwise both methods deliver identical results within the number of significant digits reported in this paper. The uncertainties reported in this paper are calculated according to [177] , [178] .
In the second stage, categorical data analysis determines whether significant differences in compatibility with experiment are present among the cross section models. Contingency tables, reporting the number of test cases where the null hypothesis is rejected or not rejected by goodness-of-fit tests, are built to compare the performance of the various cross section calculations with respect to that of the most recent theoretical approach of Bote. Due to the small number of experimental measurements concerning M subshells available in the literature, this analysis is meaningful only for K and L shell cross sections.
A variety of statistical tests is applied at each stage of the analysis to mitigate the risk of introducing systematic effects related to the mathematical formulation of the test statistic: the χ 2 [160] , Anderson-Darling [179] , [180] (identified in [10] (black squares), the average BEB formula [33] , [34] (red circles) and the relativistic BEB model (BEBR) [33] (blue triangles).
the following tables as AD), Cramer-von Mises [181] , [182] and Kolmogorov-Smirnov [183] , [184] goodness-of-fit tests are used to evaluate the compatibility of calculated cross sections with experimental measurements; Pearson's χ 2 test [185] , Fisher exact test [186] , Barnard test (using the Z-pooled statistic [187] and the CSM formulation [188] ) and Boschloo test [189] are used to analyze contingency tables. The significance level of the tests is set at 0.01, unless otherwise specified.
The third stage of the analysis addresses the investigation of possible systematic effects in the validation process related to the derivation of ionization cross sections from measurements of X-ray production cross sections. It is performed only for K shell cross sections, for which a sufficiently large experimental data sample allows refined statistical investigations; moreover, the relation between ionization and X-ray production cross section for the K shell involves a single atomic parameter, i.e. the fluorescence yield ω K , while the larger number of parameters relating ionization and X-ray production cross sections for outer shells would complicate the identification of possible systematic effects.
For this purpose the whole analysis chain is repeated with cross sections data recalculated from experimental X-ray production cross sections via equation (1), using the fluorescence yields reported in each of the compilations listed in Table VII ; this operation is necessarily limited to the data for which the fluorescence yields originally used by the experimental authors are documented in the respective publications. The presence of systematic effects is assessed by means of categorical data tests, as in the previous analysis stage, which evaluate whether there are any statistically significant The R system [190] (version 3.4.4) and the Statistical Toolkit [191] , [192] are used in the data analysis. Further details about the data analysis method are documented in previous publications concerning validation tests, e.g. [193] , [194] .
VI. RESULTS
The various aspects addressed in the data analysis are detailed in the following sections.
The performance of goodness-of-fit tests to compare calculated and measured cross sections is evaluated in Section VI-A to identify possible sources of systematic effects in the validation process related to specific characteristics of the tests.
The different compatibility with experimental data associated with variants of the analytical formulations or tabulations of the cross section models is discussed in Section VI-B. The outcome of this evaluation is the identification of a subset of cross section models that best represent each modeling approach, over which in-depth analysis is carried out.
The physics results of the validation process concerning the K, L and M shell are reported in Sections VI-C, VI-D, VI-E, respectively. They supersede preliminary results presented at conferences [195] . Finally, the investigation of possible systematic effects related to fluorescence yields is discussed in Section VI-F.
A. Choice of Goodness-of-Fit Tests
The effects of applying different goodness-of-fit tests are illustrated in Fig. 1 for the K shell and in Fig. 2 for the L subshells. Although these plots concern a selection of representative cross section calculation methods (EEDL, BEB, DM and Bote) in the energy range between 1 keV and 1 MeV, the following considerations can be generalized to the other models and energies examined in the validation process.
The tests based on the empirical distribution function (Anderson-Darling, Cramer-von-Mises and KolmogorovSmirnov) yield consistent results; therefore, only one of them (Anderson-Darling) is retained in the following steps of the analysis. In general, the χ 2 test rejects the hypothesis of compatibility between calculated and experimental cross sections in a larger fraction of test cases; nevertheless, in this analysis scenario it is not possible to ascertain whether the lower efficiencies associated with the χ 2 test could be a consequence of different statistical power of this test or an artifact of underestimated experimental uncertainties, as discussed in Section III, or a combination of both.
Given the observed differences between the results of the χ 2 and Anderson-Darling tests, categorical data analysis is performed on the basis of the outcome of both tests.
B. Model Variants 1) EEDL Versions:
Cross section calculations based on different EEDL data library versions and interpolation methods considered in the validation process yield statistically consistent results in the tests of compatibility with experiment. An example is illustrated in Fig. 3 , which shows the efficiencies derived from the Anderson-Darling test using the original EEDL released in 1991, the modified EEDL used in Geant4 and the EEDL included in EPICS2017 released in January 2018. The EPICS2017 tabulations are interpolated logarithmically and linearly: the latter interpolation method is recommended in [23] assuming that the number of tabulated data has been extended with respect to the 1991 version, but the size of the tabulations is actually the same as in the original EEDL, for which logarithmic interpolation was recommended.
The apparent lack of sensitivity of the efficiency to the interpolation method of EPICS2017 is linked to the characteristics of the experimental data as well as to features of EEDL tabulations. Inadequate granularity appears to be an issue in all EEDL versions: for example, an effect is visible in Fig. 4 , where the cross sections interpolated between approximately 15 and 30 keV exhibit an apparently linear behaviour. It is worth noting that the same interpolation algorithm is applied to Bote tabulations, which are tabulated with higher granularity. 
2) Variants of Bote and Salvat Tabulated Cross Sections:
Cross sections based on different tabulations derived from Bote and Salvat's calculations produce statistically consistent results in the comparisons with experimental data, although the efficiencies based on Penelope 2014 tabulations are generally larger than those obtained from NIST Standard Database 164. An example is illustrated in Fig. 5 , which shows the efficiencies resulting from the χ 2 test. Therefore the subsequent steps of the analysis are limited to Penelope 2014 tabulations.
3) Formulations of the Binary-Encounter-Bethe Model:
The efficiency of the formulations of the Binary-Encounter-Bethe documented in Section II-C is summarized in Fig. 6 for the K shell.
The relativistic version of the model exhibits better consistency with experiment at higher energies, as expected. This qualitative observation is confirmed by categorical data analysis for the K and L shell data above 1 MeV, with the rejection of the hypothesis of equivalent compatibility with The original BEB model is better at describing experimental data at lower energies, while no significant differences are observed at intermediate energies between the original and the relativistic version of the model regarding their compatibility with measurements.
4) Formulations of the Deutsch-Märk Model:
The formulations of the Deutsch-Märk model documented in Section II-D exhibit differences in their compatibility with experiment. Fig. 7 summarizes their behaviour for the K shell, reporting the results of comparisons with experimental data derived from the Anderson-Darling goodness-of-fit test.
The earlier version of the model appears to describe experimental K shell cross sections better than the most recent version documented in the literature at the time of writing this paper. All the tests over the corresponding contingency tables for the K shell confirm that the difference in The relativistic version of the model exhibits better consistency with experiment at higher energies, as expected; nevertheless, above 1 MeV the difference in compatibility with experimental data with respect to the earlier version is not statistically significant.
C. K Shell
A selection of experimental and calculated K shell ionization cross sections is illustrated in Figs. 8-33 . The purpose of these figures, as well of the following ones concerning L and M shell ionization cross sections, is to illustrate qualitatively the problem domain: they address the general features rather than the details of the models and of the experimental measurements, providing an overview of the characteristics of the data involved in the validation process. They are not intended as an instrument to evaluate the agreement or disagreement between models and experimental data: this is the task of the statistical analysis.
The efficiencies resulting from the tests comparing calculated and experimental K shell cross sections are listed in Table VIII along with the number of test cases from which they derive. The results are reported for two energy ranges: starting from 100 eV and from 1 keV. The latter corresponds to the domain of applicability of most general purpose Monte Carlo transport codes; the former is the limit of use of EEDL recommended in [23] , which is reflected on the Monte Carlo codes that use this evaluated data library as the basis for electron transport.
The p-values resulting from categorical data analysis based on the outcome of goodness-of-fit tests are reported in Table IX , for electron energies equal or above 100 eV. They concern the comparison of the compatibility with experiment of the Bote model, evaluated by two goodness-offit tests (χ 2 and Anderson-Darling), with that of the other models.
The null hypothesis of equivalent compatibility with experiment between Bote and other models is not rejected by any of the tests applied to the respective contingency tables. The same conclusion is reached by using the outcome of the χ 2 and Anderson-Darling tests as input to the categorical data analysis: this means that, even if the two goodnessof-fit tests produce different results in the comparison of calculated and measured K shell cross sections, as is discussed in Section VI-A, the identification of the state of the art in cross section modeling is not affected by the choice of the goodness-of-fit test used to determine the incompatibility between calculations and experiment. The same conclusion also holds for the Cramer-von Mises and KolmogorovSmirnov tests, whose results are not reported in detail here. The analysis for electron energies equal or above 1 keV leads to the same conclusions.
D. L Shell
A selection of experimental and calculated L subshell ionization cross sections is illustrated in Figs. 34-39 .
The validation process concerns the calculation of cross sections for the L 1 , L 2 and L 3 subshells, which are the quantities of interest for Monte Carlo transport codes; since the experimental data sample for the single subshells is relatively small, the results are also reported collectively for the whole L shell. Nevertheless, even grouping the data the number of tests cases in the validation of L shell cross sections remains substantially smaller than in the analysis for the K shell.
The tests encompass the whole energy range covered by the experimental data. The efficiencies resulting from the goodness-of-fit tests comparing calculated and experimental L subshell cross sections are listed in Table X along with the number of test cases on which they are based.
The results of the categorical data analysis based on the outcome of the χ 2 and Anderson-Darling goodness-of-fit tests are summarized in Table XI. The hypothesis of equivalent compatibility with experiment for EEDL and Bote cross sections is not rejected for the L 1 and L 2 subshells. The results regarding the L 3 subshell and the grouped L shell data are somewhat controversial: the null hypothesis is not rejected on the basis of the outcome of the Anderson-Darling test, while it is rejected on the basis of the outcome of the χ 2 goodness-of-fit test by all the tests applied to the contingency tables, with the exception of Fisher's exact test, which is known to be more conservative over 2 × 2 tables [196] . The hypothesis of equivalent compatibility with experiment between Bote and relativistic Binary-Encounter-Bethe cross sections is not rejected for any of the test configurations considered in the analysis. The results concerning the earlier version of the Deutsch-Märk model appear similar to those previously discussed regarding the comparison of the capabilities of EEDL and Bote cross sections.
Caution should be exercised in drawing conclusions from these results, as the rejection of the null hypothesis of compatibility between calculated and experimental cross sections in the χ 2 test could be biased in some cases by underestimated experimental uncertainties, which are explicitly involved in the calculation of the χ 2 test statistic. The scarcity of experimental data for the L shell prevents a thorough investigation of the reported experimental errors and of the possible presence of systematic effects, which is feasible only when an extensive data sample allows a critical assessment of measurements reported by different experiments.
E. M Shell
The extreme scarcity of experimental data for M subshells prevents a proper statistical analysis for the validation of the various cross section calculation methods. Only a qualitative appraisal of their ability to reproduce experimental measurements is possible in Figs. 40-43 ; no general conclusion can be drawn from such an unrepresentative data sample.
F. Influence of Fluorescence Yield Variations
The investigation of possible systematic effects in the validation process due to the values of fluorescence yields used to extract K shell ionization cross sections from measured X-ray production cross sections is summarized in Table XII.  The table reports Table VII . The p-values identified as "default" are those corresponding to the original analysis, reported in Table IX .
From these results one can infer that the analysis reaches the same conclusions regarding the hypothesis of equivalent compatibility with experiment of Bote, EEDL and the earlier Deutsch-Märk models, irrespective of the fluorescence yields that are used to determine the experimental cross sections involved in the validation tests. Controversial results are obtained regarding the hypothesis of equivalent capability of Bote and BEBR models to reproduce experimental data: the null hypothesis is rejected or not rejected with 0.01 significance, depending on which fluorescence yields are used, in the analysis of contingency tables based on the outcome of the χ 2 goodness-of-fit test.
It is notable that the null hypothesis is often rejected in association with more modern compilations of fluorescence yields, which benefit from a more extensive experimental database. It is also worth noting that in some cases where the null hypothesis is not rejected the p-value is close to the critical region; with the exception of the data related to Bambynek1984 compilation, the null hypothesis would be rejected at 0.05 significance level.
Although only the results of Boschloo test are discussed in detail here, similar considerations can also be made on the results of the other tests applied to contingency tables.
This analysis shows that the conclusions of the validation process are robust with respect to the use of different fluorescence yields for the two models of electron impact ionization cross sections currently used in Monte Carlo transport codes, EEDL and Bote, and the Deutsch-Märk model. Nevertheless, it also highlights that the role of these atomic parameters should not be neglected in the determination of ionization cross sections from X-ray production measurements, since they are liable to introduce systematic effects depending on which source is used for their values.
VII. CONCLUSION
The study documented in this paper evaluated several calculation methods for electron impact ionization cross sections with respect to a wide collection of experimental measurements. The results are objectively quantified by means of statistical analysis methods.
All cross section models are available in a variety of formulations and tabulations; statistical validation tests have highlighted their respective strengths and problems. No substantial dissimilarity regarding compatibility with experiment is observed between the cross sections derived from the EEDL version currently used by Monte Carlo codes, dating back to 1991, and those based on the version released in early 2018 within EPICS2017 and ENDF/B-VIII.0. Issues related to inadequate granularity of EEDL tabulations have not been addressed in the new version. No significantly different behaviour with respect to experimental data is observed between the tabulations of Bote and Salvat calculations distributed in Penelope 2014 and in the NIST Database 164. The earlier version of the Deutsch-Märk model performs better than the current one with respect to experimental data for the K shell, while no significant discrepancy in compatibility with experiment between the two versions is observed for the L subshells. No single formulation of the Binary-EncounterBethe model can reproduce the experimental measurements documented in the literature over the whole energy range: the original model and its relativistic formulation are suitable for the lower and higher ends, respectively.
The results of the validation process are especially meaningful for K shell ionization cross sections, which are the most interesting in the experimental application context, thanks to the extensive experimental data sample available for validation tests. The statistical analysis has not identified any substantial difference between the capability of EEDL and the more recent calculations by Bote and Salvat to accurately describe K shell ionization cross sections. No significant differences in compatibility with experiment are identified either between the earlier version of the Deutsch-Märk model and Bote and Salvat calculations.
Possible systematic effects associated with deriving ionization cross sections from measurements of X-ray production cross sections have been studied, considering several compilations of K-shell fluorescence yields. The conclusions concerning EEDL, Bote and Salvat calculations, and the Deutsch-Märk model are robust, i.e. they are insensitive to which fluorescence yields are used in the experimental conversion.
The results concerning L subshells are controversial: the statistical analysis gives some indication of the Bote model as superior to EEDL at reproducing experimental L 3 subshell ionization cross sections, while no significant differences are identified in the analysis concerning the L 1 and L 2 subshells. Moreover, the results concerning the L 3 subshell are not unequivocal, since different goodness-of-fit tests used in the validation process lead to different conclusions. Furthermore, no substantial discrepancy is identified between the capabilities of the relativistic Binary-Encounter-Bethe and Bote models. More measurements of L subshell ionization cross sections, preferably originating from several independent experiments, would be needed to unambiguously discriminate the capabilities of the models.
The very limited availability of experimental M subshell ionization cross sections prevents a meaningful validation analysis.
As a result of the validation process, both EEDL and Bote and Salvat tabulations can be recommended for use in Monte Carlo particle transport.
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