The diffractive process ep → eXY , where Y denotes a proton or its low mass excitation with M Y < 1.6 GeV, is studied with the H1 experiment at HERA. The analysis is restricted to the phase space region of the photon virtuality 3 ≤ Q 2 ≤ 1600 GeV 2 , the square of the four-momentum transfer at the proton vertex |t| < 1.0 GeV 2 and the longitudinal momentum fraction of the incident proton carried by the colourless exchange x IP < 0.05. Triple differential cross sections are measured as a function of x IP , Q 2 and β = x/x IP where x is the Bjorken scaling variable. These measurements are made after selecting diffractive events by demanding a large empty rapidity interval separating the final state hadronic systems X and Y . High statistics measurements covering the data taking periods 1999-2000 and 2004-2007 are combined with previously published results in order to provide a single set of diffractive cross sections from the H1 experiment using the large rapidity gap selection method. The combined data represent a factor between three and thirty increase in statistics with respect to the previously published results. The measurements are compared with predictions from NLO QCD calculations based on diffractive parton densities and from a dipole model. The proton vertex factorisation hypothesis is tested.
Introduction
At HERA a substantial fraction of up to 10% of ep interactions proceed via the diffractive scattering process initiated by a highly virtual photon [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . In contrast to the standard deep inelastic scattering (DIS) process ep → eX (figure 1a), the diffractive reaction ep → eXY contains two distinct final state systems (figure 1b), where X is a high-mass hadronic state and Y is the elastically scattered proton or its low-mass excitation, emerging from the interaction with almost the full energy of the incident proton. The study and interpretation of diffraction at HERA provides essential inputs for the understanding of quantum chromodynamics (QCD) at high parton densities. The sensitivity of the diffractive cross section to the gluon density at low values of Bjorken x can explain the high rate of diffractive events. Diffractive reactions may therefore be well suited to search for saturation effects in the proton structure when x reaches sufficiently small values [16] .
Several theoretical QCD approaches have been proposed to interpret the dynamics of diffractive DIS. A general theoretical framework is provided by the QCD collinear factorisation theorem for semi-inclusive DIS cross sections such as that for ep → eXp [17, 18] . This implies that the concept of diffractive parton distribution functions (DPDFs) may be introduced, representing conditional proton parton probability distributions under the constraint of a leading final state proton with a particular four-momentum. Empirically, an additional factorisation has been found to apply to good approximation, whereby the variables which describe the proton vertex factorise from those describing the hard interaction (proton vertex factorisation) [19, 20] . The dependence of the DPDFs on the kinematic variables related to the proton vertex can be parametrised conveniently using Regge formalism, which amounts to a description of diffraction in terms of the exchange of a factorisable Pomeron (IP ) [21] with universal parton densities. Several authors have analysed diffractive DIS data to extract DPDFs [4, 8, 10, [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] , with the conclusion that the data are compatible with proton vertex factorisation at low fractional proton energy losses, x IP , and for photon virtualities Q 2 above ∼ 5 GeV 2 . The DPDFs extracted in these publications consistently find a dominant gluon contribution. At larger x IP (x IP > 0.1), a separately factorisable sub-leading Reggeon exchange (IR), with a different x IP dependence and partonic composition, is usually included to maintain a good description.
The diffractive cross section can also be interpreted within the dipole model. In this picture, the virtual photon fluctuates into a colour singletpair (or dipole) of transverse size r ∼ 1/Q, which subsequently undergoes a hard scattering with the proton [34] [35] [36] [37] [38] [39] . In the low β domain, it is expected that qq-g dipoles also contribute to inclusive diffraction [40] . In a recent unified saturation description of diffractive DIS good agreement with data has been obtained in the full Q 2 range down to ∼ 3 GeV 2 [16] . This dipole model uses the parametrisation for the dipole scattering amplitude obtained in [41] , which is an extension of the saturation model presented in [36] containing in addition heavy-quark contributions. This approach is interesting because it relates the diffractive process, in the regime x IP < 0.01 in which saturation is expected to be relevant, to the DIS inclusive process. The description of the diffractive process is obtained without extra parameter by considering the dipole cross section σ 0 and the diffractive slope B D being directly related.
In this paper, a new measurement of the diffractive neutral current DIS cross section is presented. This is based upon H1 data for which there is an absence of hadronic activity in a large rapidity region extending close to the outgoing proton beam direction. The data were recorded with the H1 detector in the years 1999-2000 and 2004-2007 , when HERA collided protons of 920 GeV energy with 27.6 GeV electrons and positrons. The analysed data cover the low and medium Q 2 region from 3 to 105 GeV 2 . A combination with previous measurements obtained by H1, also using Large Rapidity Gap (LRG) events and based on low and medium Q 2 data from 1997 and high Q 2 data from 1999-2000 [10] , is performed in order to provide a single set of diffractive cross sections for Q 2 up to 1600 GeV 2 . The results are compared with QCD calculations based on DPDFs extracted from previous H1 data [10] and with recent dipole model predictions [16] .
Diffractive DIS Kinematics Variables and Observables
The kinematics of the inclusive DIS process can be described by the Lorentz invariants
where P and k are the 4-momenta of the incident proton and electron 1 respectively and q is the 4-momentum of the exchanged virtual photon. The kinematics of the diffractive process can be described in addition by the invariant masses M X and M Y of the systems X and Y , and
where P Y is the 4-momentum of system Y , W 2 = (q + P ) 2 is the squared centre of mass energy of the virtual photon-proton system and m P is the proton mass. The variable x IP is the 1 In this paper the term "electron" is used generically to refer to both electrons and positrons. 5 fractional momentum loss of the incident proton. The quantity β has the form of a Bjorken variable defined with respect to the momentum P − P Y lost by the initial proton.
In analogy to the inclusive DIS cross section, the inclusive diffractive cross section integrated over t for ep → eXY in the one-photon exchange approximation can be written in terms of diffractive structure functions F
2 em
where
corresponds to longitudinal polarisation of the virtual photon. The reduced diffractive cross section is defined by
3 Experimental Procedure
H1 Detector
A detailed description of the H1 detector can be found elsewhere [42] [43] [44] . Here, only the detector components relevant for the present analysis are briefly described. H1 uses a righthanded coordinate system with the z axis along the beam direction and the +z or "forward" direction being that of the outgoing proton beam. The polar angle θ is defined with respect to the z axis and the pseudorapidity is given by η = − ln tan θ/2.
The liquid argon (LAr) calorimeter (4
is situated inside a solenoidal magnet. The energy resolutions for electromagnetic and hadronic showers are σ(E)/E ≃ 11%/ E/GeV ⊕ 1% and σ(E)/E ≃ 50%/ E/GeV ⊕ 2%, respectively, as obtained from test beam measurements [45, 46] . The backward region (153
is covered by a lead scintillating fibre calorimeter, the SpaCal [44] , which has both electromagnetic and hadronic sections. Its energy resolution for electromagnetic showers is σ(E)/E ≃ 7.1%/ E/GeV ⊕ 1%. A tracking chamber placed in front of the SpaCal, the backward drift chamber (BDC) for the period 1999-2000 and the backward proportional chamber (BPC) for the period 2004-2007, is used to identify the scattered electron and to determine its position.
The main component of the central tracking detector is the central jet chamber CJC (20 • < θ < 160
• ) which consists of two coaxial cylindrical drift chambers with wires parallel to the beam direction. The measurement of charged particle transverse momenta is performed in a magnetic field of 1.16 T, which is uniform over the full tracker volume. The forward tracking detector, (θ < 30
• ) is used to determine the vertex position for events where no CJC track is reconstructed.
The forward components of the H1 detector, used here to tag hadronic activity at large pseudorapidity (3.5 < η < 7), are the Plug forward calorimeter, the forward muon detector (FMD), the proton remnant tagger (PRT) and the forward tagging system (FTS). The Plug enables energy measurements to be made in the pseudorapidity range 3.5 < η < 5.5. It is positioned around the beam-pipe at z = 4.9 m. The FMD consists of a series of drift chambers covering the range 1.9 < η < 3.7. Primary particles produced at larger η can be detected indirectly in the FMD if they undergo a secondary scattering with the beam pipe or other adjacent material. For the period 1999-2000, secondary particles, or the scattered proton at very high |t|, can also be detected by the PRT, covering the range 6.5 < η < 7.5, which is located at 24 m from the interaction point and consists of layers of scintillator surrounding the beam pipe. In the period 2004-2007, the PRT is replaced by the FTS which consists of four stations of scintillators arranged around the proton beam pipe at z = 26 m, z = 28 m, z = 53 m and z = 92 m. Only the stations at 26 m and 28 m are used to tag proton dissociation, since further downstream elastically scattered protons often hit the beam-pipe.
The luminosity is determined from the rate of Bethe-Heitler processes measured using a calorimeter located close to the beam pipe at z = −103 m in the backward direction. 
Data Samples

Event Selection and Kinematic Reconstruction
DIS events are selected by requiring a localised energy deposit (cluster) in the SpaCal calorimeter with an energy greater than 10 GeV, ensuring a trigger efficiency close to 100%. The cluster radius of the electron candidate is required to be less than 4 cm, as expected for an electromagnetic shower. In order to avoid losses of energy into the beam-pipe, the radial distance between the beam axis and the cluster barycentre is required to be larger than 11 cm. For the data recorded in 1999-2000, a track segment was required in the BDC, matching the cluster in the SpaCal calorimeter within 3 cm.
Cosmic ray and beam induced backgrounds are reduced to negligible levels by requiring a vertex reconstructed within 35 cm of the nominal interaction point and the timing of the signals from the tracking detector to be within the interval expected for ep collisions. Radiative events and photoproduction events in which a hadron is misidentified as the scattered electron are suppressed by requiring i (E i − p i z ) > 37 GeV, where E i and p i z are the energy and longitudinal momentum of all detected particles i, including the scattered electron.
The inclusive DIS kinematic variables, x, Q 2 and the inelasticity y, are reconstructed using the techniques introduced in [4] . In order to optimise the resolution throughout the measured y range, information is exploited from both the scattered electron and the hadronic final state according to
Here, y e and y d denote the values of y obtained from the scattered electron only ('electron method') and from the angles of the electron and the hadronic final state ('double angle method'), respectively [10] . E e is the electron beam energy and θ ′ e is the polar angle of the scattered electron. In order to ensure a reasonable containment of the hadronic final state in the central detectors only events with y > 0.04 are selected.
A sub-sample of events where a diffractive exchange dominates is selected by requiring that no signal is recorded above noise levels in a number of forward components of the H1 detector. The pseudorapidity η max of the most forward energy deposit in the LAr calorimeter above a noise threshold of 800 MeV is required to be less than 3.3. At most one hit pair should be present in the first two layers of the FMD. The energy measured in the Plug calorimeter is required to be smaller than 7 GeV. For the period 1999-2000, it is required that there is no signal in the first five layers of the PRT. For the period 2004-2007, it is required that there are no hits in the 26 m and 28 m stations of the FTS. After these selection criteria are applied, the systems X and Y are well separated by an LRG. The system X is fully contained in the main part of the H1 detector and the system Y goes unobserved into the beam pipe.
The large rapidity gap selection yields a sample which is dominated by the elastic 2 process ep → eXp, with the outgoing proton transverse momentum p t,p , and hence |t| ≃ p 2 t,p , being relatively small. However, there is an admixture of proton dissociative events, ep → eXY , where the proton dissociation system has a small mass M Y . The ranges of sensitivity of the measurement in M Y and t are determined by the acceptances of the forward detectors which are used to identify the large rapidity gap. In order to keep the uncertainties arising from proton dissociation small and to ease comparisons with previous data [10] , the measurement is integrated over the region M Y < 1.6 GeV, |t| < 1 GeV 2 . The correction factors applied to account for the net migrations about these limits are determined by evaluation of the forward detector response to elastic proton and proton dissociative processes, using the Monte Carlo program DIFFVM [47] . This correction is 9% for the 1999 MB and 1999-2000 samples and 13% in [2004] [2005] [2006] [2007] . Noise in the forward detector components results in some events being wrongly rejected from the samples. These losses are determined using randomly triggered events which are overlaid with simulated events.
The reconstruction of hadrons combines information from the calorimeters and vertex-fitted tracks in the central tracker without double counting [48] . The reconstructed hadronic final state four vector P H is then defined as the vector sum of all reconstructed hadrons. The invariant mass M X of the final state system X is obtained by
with
e , where the sum runs over all reconstructed hadrons. The factor y/y h is included to improve the resolution at large y, where losses in the backward direction become large. The kinematic reconstruction method used here leads to a resolution in M X varying from 13 to 22% in the measured kinematic range. In this analysis, M X is required to be above 1 GeV. According to equation (2) and neglecting t, the diffractive variables β and x IP are obtained from:
Monte Carlo Simulations
Corrections for detector inefficiencies and acceptance losses due to the event selection cuts are evaluated bin-by-bin directly from the data or by using a Monte Carlo (MC) simulation of the detectors. Corrections for migrations in the kinematic variables due to the finite resolution are determined using MC programs. All generated MC events are passed through a detailed, GEANT [49] based, simulation of the H1 detector, which takes into account the running conditions of the different data taking periods, and are subject to the same reconstruction and analysis chain as used for data.
Diffractive DIS is modelled using the RAPGAP Monte Carlo generator [50] . The RAPGAP event generator implements the exchange of a partonic Pomeron or meson with leading order QCD matrix elements. The Pomeron and meson fluxes and the parton distributions used in the event simulation are based on the DPDF fit to previous H1 data (H1 2006 DPDF Fit B) [10] . At low Q 2 , H1 2006 DPDF Fit B undershoots the data, as observed previously [10] . For Q 2 < 7 GeV 2 , RAPGAP is therefore reweighted by a parametrisation, depending on Q 2 and β, to describe the present data. Higher order QCD radiation is modelled using initial and final state parton showers in the approximation of leading logarithms [51] . Hadronisation is simulated using the Lund string model [52] as implemented in JETSET [53] . QED radiative effects, including virtual loop corrections, are taken into account via an interface to the HERACLES program [54] . Migrations into the sample from the region M Y > 5 GeV are studied by using RAPGAP in the inclusive DIS mode. At low M X , where the presence of the meson resonances ρ, ω, φ becomes important, the DIFFVM MC [47] is used in addition. The Monte Carlo program COMPTON [55] is used to simulate single dissociation and inelastic Bethe-Heitler events.
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Background from ep interactions may arise from photoproduction events (Q 2 ∼ 0) in which the scattered lepton signal is faked by a hadron detected in the SpaCal calorimeter. It is estimated using the PHOJET Monte Carlo model [56] and found to be negligible in this analysis. Other backgrounds, such as those due to interactions of the beams with the remaining gas in the beam pipe or with beam line elements upstream of the H1 detector, are also found to be negligible.
Systematic Uncertainties
A detailed systematic error analysis has been performed, in which the sensitivity of the measurements to variations in the efficiencies and energy scales of the detector components and to the details of the correction procedure is tested. The systematic error sources leading to uncertainties which are correlated between data points are determined from the agreement of the simulation with data in this analysis and are listed below.
• The uncertainty on the SpaCal electromagnetic energy scale is evaluated to be 0. • The hadronic energy scale of the LAr calorimeter is known to 2% for the 1999 MB sample and to 1.5% for all other samples.
• Imperfect treatment of calorimeter noise can result in a bias in the reconstruction of M X . The corresponding uncertainty is evaluated by varying the amount of calorimeter energy classified as noise by 10%. This level of precision is determined by comparing the calorimeter noise subtracted in the data with that in the Monte Carlo model, which includes a simulation of noise based on randomly triggered events.
• The efficiency with which the FMD registers activity when there is hadronic energy flow in its acceptance region is varied in the simulation by 5% for 1999-2000 and 4% for 2004-2007. For the PRT and FTS, this efficiency is varied by 20% and 7%, respectively. The Plug energy scale is varied by 10%. These levels of uncertainty are obtained by comparison of the present data with the Monte Carlo simulation for samples in which forward detector activity is required.
• The model dependences of the acceptance and migration corrections and of the background subtractions are estimated by varying the details of the Monte Carlo simulation within the limits permitted by the present data. In the RAPGAP simulation of diffraction, the x IP distribution is reweighted by (1/x IP ) ±0.05 , the β distribution by β ±0.05 and (1 − β) ±0.05 , the t distribution by e ±t [12] and the Q 2 distribution by (log Q 2 ) ±0.2 . The reweighting in t and (1 − β) are found to have a negligible effect on the measured cross sections. For Q 2 < 7 GeV 2 , an additional uncertainty on the shape of the β distribution is introduced to account for the poor description of the data by RAPGAP in this phase space region. This results in an additional uncertainty below 1% on the measured cross sections. The normalisation of the sub-leading meson exchange in RAPGAP is varied by ±25% and that of the vector meson production simulation (DIFFVM) is varied by ±50%. The uncertainty in the background from high M Y , as simulated by the inclusive RAPGAP MC, is taken to be 100%.
• The model dependence of the bin centre corrections is estimated by comparing the results obtained using the H1 2006 DPDF Fit A and Fit B sets. It results in a sizeable correlated uncertainty of up to 3% only at the largest β values.
Several further uncertainties, listed below, affect all data points in an identical manner and are thus considered as normalisation uncertainties.
• The uncertainty on the factor correcting the measured cross section to the kinematic range
The dominant contribution to this uncertainty arises from variations in the assumed ratio of proton dissociation to elastic proton cross sections in the range 0.5 to 2.0. Fluctuations of the noise level in the forward detector components are also taken into account.
• The normalisation uncertainty arising from the luminosity measurement is 1.5% for the 1999 MB and 1999-2000 data samples and 3.5% for 2004-2007 data.
A third class of systematic errors leads to uncertainties which are considered not to be correlated between data points.
• The calculated acceptance of the η max cut depends on the modelling of the hadronic final state topology. The associated uncertainty is estimated from the effect of using an alternative model for higher order QCD processes (the colour dipole approach [57] as implemented in ARIADNE [58] in place of parton showers). This results in an uncertainty which depends to good approximation on x IP only and varies between 1.2% at x IP = 0.0003 and 4% at x IP = 0.01.
• The uncertainty on the trigger efficiency is 1%.
• The uncertainty on radiative corrections is 1%.
The total systematic uncertainty on each data point is formed by adding the individual contributions in quadrature. A full decomposition of the systematic errors on the measured cross sections is available elsewhere [59] . Away from the boundaries of the kinematic region, the systematic error excluding the normalisation uncertainty ranges from 3% to 9% (4% to 10% for 1999 MB data), with no single source of uncertainty dominating. These systematic uncertainties are to be compared with statistical errors of the order of 1% in the intermediate Q (Q 2 , β, x IP ). The bins in Q 2 , β and x IP are chosen to have a width always larger than twice the experimental resolution. The cross section measurements are corrected to fixed values of Q 2 , β and x IP for each bin using predictions from the H1 2006 DPDF Fit B. These corrections are of the order of 5% in average. The details of this procedure including bin definitions are the same as for the previous H1 measurement [10] . The measurements are quoted at the Born level after correcting for QED radiative effects. Radiative corrections are calculated bin by bin using the HERACLES program [54] interfaced to RAPGAP. They are smaller than 5% for all measured data points. The results are corrected to the region M Y < 1.6 GeV, and
The new data sets of this analysis are combined with the previously published H1 measurements from the 1997 data [10] using the χ 2 minimisation method developed for the combination of inclusive DIS cross sections [60] [61] [62] . In the year 1997, the data were taken at a centre-ofmass energy of √ s = 300 GeV whilst all the other data samples were taken at √ s = 319 GeV.
The 1997 measurements are therefore corrected to √ s = 319 GeV using H1 2006 DPDF Fit
. This correction is always below 1% in the kinematic domain covered. The error associated to this correction is estimated by varying the F The combination is performed taking into account correlated systematic uncertainties. Systematic uncertainties associated with detector modelling are treated as uncorrelated between data sets. Model systematic uncertainties on the acceptance and migration corrections are considered to be completely correlated between data sets. An overall normalisation uncertainty of 4% is also considered as correlated between data sets. It corresponds to the fraction of the correction factor accounting for smearing about the M Y and t boundaries (see section 3.3), whose determination method is common to all data sets. There are 597 data points averaged to 277 cross section measurements. The data show a reasonable consistency, with the total χ 2 per degree of freedom (n dof ) of χ 2 /n dof = 371/320. The adjustments of the relative normalisations are small, with the normalisation of the 1999 MB data set staying constant and the other data samples shifting by at most 1.3%. The distribution of pulls [62] of each data point relative to the combined cross section measurements is shown in figure 2 and does not exhibit large tensions. The largest deviations are observed in the lowest Q 2 bins at x IP = 0.01.
The β dependence of the combined reduced cross section measurements, multiplied by x IP , is shown in figures 3 to 6 for fixed values of x IP = 0.0003, 0.001, 0.003 and 0.01 and is compared with the previously published cross section measurements [10] and with the prediction from the H1 2006 DPDF Fit B. The Q 2 dependence is presented in figure 7 . A significant reduction of statistical errors is observed. The new combined data have a total uncertainty between 4% and 7% whereas they were typically of the order of 7% and 10% in the previously published results.
For x IP = 0.03 only the previous measurements [10] exist. They are only slightly modified by the combination procedure. The resulting β and Q 2 dependences are shown in figure 8 . The results for all x IP bins are also provided in numerical form in tables 2 to 7 and in [59] . Statistical together with uncorrelated and point-to-point correlated systematic uncertainties are shown.
Comparisons with other measurements
The combined reduced cross section σ
can be compared with other H1 measurements obtained by a direct measurement of the outgoing proton using the H1 Forward Proton Spectrometer (FPS) [12] . The cross section ep → eXY measured here with the LRG data includes proton dissociation to any system Y with a mass in the range M Y < 1.6 GeV, whereas in the cross section measured with the FPS the system Y is defined to be a proton. Since the LRG and FPS data sets are statistically independent to a large extent and the dominant sources of systematic errors are different, correlations between the uncertainties on the FPS and LRG data are ne- 
where the experimental uncertainty is a combination of statistical and uncorrelated systematic uncertainties on the measurements. In figure 9 the combined LRG cross section measurements as a function of Q 2 are compared with the interpolated FPS data rescaled by a factor 1.2, following the above determination. A good agreement between the two measurements is observed.
The combined H1 LRG cross section are also compared with the most recent measurements by the ZEUS experiment using a similar LRG selection [14] . These ZEUS diffractive data have been determined for identical β and x IP values, but at different Q 2 values to H1. In order to match the M Y < 1.6 GeV range of the H1 data, a global factor of 0.91 ± 0.07 [14] is applied to the ZEUS LRG data. The comparison for M Y < 1.6 GeV between the H1 data and the rescaled ZEUS data is shown in figure 10 . The ZEUS data tend to remain higher than those of H1 by ∼ 10% on average. This difference in normalisation is consistent with the 8% uncertainty on the proton-dissociation correction factor of 0.91 ± 0.07 applied to ZEUS data combined with the normalisation uncertainties of the two data sets of 4% (H1) and 2.25% (ZEUS). This normalisation difference is also similar to that of 0.85 ± 0.01(stat.) ± 0.03(sys.)
+0.09
−0.12 (norm.) between the H1 FPS and the ZEUS LPS tagged-proton data sets [12] . Deviations are observed between the β dependences of the two measurements at the highest and lowest β values. However a good agreement of the Q 2 dependence is observed throughout most of the phase space. 
Comparison with Models
Figures 3 to 10 show the measurements compared to predictions based on the H1 2006 DPDF Fit B. The DPDF fit assuming proton vertex factorisation used in the previous H1 analysis [10] became unstable when data points with Q 2 < 8.5 GeV 2 were included. Therefore, only an extrapolation of the DPDFs predictions to this kinematic domain is indicated as dashed lines in these figures. In figure 10 the data are compared also with predictions of the dipole model [16] . As the dipole model predictions correspond to the process ep → eXp, they are rescaled by a factor of 1.20 according to equation (9) . Both approaches give a good overall description of the measurements. In the low Q 2 range, for Q 2 < 8.5 GeV 2 , the dipole model, which includes saturation effects, seems to better describe the data, whereas for larger β and for x IP = 0.01 it tends to underestimate the measured cross section.
Ratio to Inclusive DIS
In analogy to hadronic scattering, the diffractive and the total cross sections can be related via the generalisation of the optical theorem to virtual photon scattering [63] . Many models of low x DIS [64] [65] [66] [67] [68] [69] assume links between these quantities. Comparing the Q 2 and x dynamics of the diffractive with the inclusive cross section is therefore a powerful means of comparing the properties of the DPDFs with their inclusive counterparts and of testing models. The evolution of the diffractive reduced cross section with Q 2 can be compared with that of the inclusive DIS reduced cross section σ r by forming the ratio
at fixed Q 2 , β = x/x IP and x IP . A parametrisation of σ r from [70] is used. This quantity is equivalent to the ratio of diffractive to γ * p cross sections,
studied in [8, 9, 13] as a function of W and Q 2 in ranges of M X . Assuming proton vertex factorization in the DPDF approach, this ratio is expected to be independent of Q 2 and depends only weakly on β and x ≃ Q 2 /W 2 for sufficiently large M X . A remaining weak x dependence of the ratio may arise due to deviations from unity of the intercept of the Pomeron trajectory, which are studied in the next section. The ratio (10) is shown in figure 11 as a function of x at fixed x IP and Q 2 values. The ratio of the diffractive to the inclusive cross section is found to be approximately constant with x at fixed Q 2 and x IP except towards larger x values which correspond to large β values. This indicates that the ratio of quark to gluon distributions is similar in the diffractive and inclusive process when considered at the same low x value. The ratio is also larger at high values of x IP , x IP = 0.03, where the sub-leading exchange contribution of the diffractive cross section is not negligible, but it remains approximately constant with x. These observations are in agreement with previous similar studies [12] . The general behaviour of the ratio, and especially its decrease towards larger x, is reproduced by both the DPDF [10] and dipole model [16] predictions.
Extraction of the Pomeron Trajectory
The diffractive structure function F [15] . The diffractive structure function can be investigated in the framework of Regge phenomenology and is usually expressed as a sum of two factorised contributions corresponding to Pomeron and secondary Reggeon trajectories
In this parametrisation, F 
In this formula, |t min | is the minimum kinematically allowed value of |t| and t cut = −1 GeV 2 is the limit of the measurement.
In equation (12), the values of F +0. 4 GeV −2 are obtained from a parametrisation of previously published H1 FPS data [11] . Since the sub-leading exchange is poorly constrained by the data, values of F IR 2 (Q 2 , β) are taken from a parametrisation of the pion structure function [71] , with a single free normalisation n IR . Choosing a different parametrisation for the pion structure function [72] does not affect the results significantly.
In previous publications [4, 11, 12, 14] , it has already been shown that fits of this form provide a good description of the data. This supports the proton vertex factorisation hypothesis whereby the x IP and t dependences are decoupled from the Q 2 and β dependences for each of the Pomeron and sub-leading contributions. This global conclusion can be refined using the advantage of the improved statistical precision of the present analysis. In the following, the full range in Q 2 is divided into six intervals:
i ] is introduced. Thus the factorisation assumption can be tested differentially in Q 2 by allowing for a Q 2 dependence of the Pomeron intercept in the fit procedure. In the minimisation procedure the error of each data points is obtained by adding in quadrature the statistical and uncorrelated systematic uncertainties. The effect of correlated uncertainties is taken into account by repeating the fit multiple times with each correlated systematic error shifted by one standard deviation. The kinematic domain of the fit procedure is defined as M X > 2 GeV and β < 0.8, in order to avoid resonances and potential higher-twist effects. This leads to 175 diffractive structure function values. The fit provides a good description of the data (χ 2 = 201). The results on the Pomeron intercept are presented in figure 12 . No significant Q 2 dependence of the Pomeron intercept is observed, which supports the proton vertex factorisation hypothesis.The average value is found to be α IP (0) = 1.113 ± 0.002 (exp.)
where the first error is the full experimental uncertainty and the second error expresses the model dependent uncertainty arising dominantly from the variation of α contribution. The number of data points is then reduced to 138 and the results are found to be the same as those of figure 12 within the statistical precision.
As illustrated in figure 12 , the average α IP (0) value obtained in this analysis together with the absence of a Q 2 dependence within the statistical precision of the measurement is in very good agreement with previous determinations in diffractive DIS [10] [11] [12] 14] . It also agrees within errors with a result obtained in diffractive photoproduction [74] .
Conclusions
A measurement of the reduced inclusive diffractive cross section σ D(3) r (Q 2 , β, x IP ) for the process ep → eXY with M Y < 1.6 GeV and |t| < 1 GeV 2 is presented. New results are obtained using high statistics data taken from 1999 to 2007 by the H1 detector at HERA. These measurements are combined with previous H1 results obtained using the same technique for the selection of large rapidity gap events. The combined data span more than two orders of magnitude in Q 2 from 3.5 GeV 2 to 1600 GeV 2 and cover the range 0.0017 ≤ β ≤ 0.8 for five fixed values of x IP in the range 0.0003 ≤ x IP ≤ 0.03. In the best measured region for Q 2 ≥ 12 GeV 2 , the statistical and systematic uncertainties are at the level of 1% and 5%, respectively, with an additional overall normalisation uncertainty of 4%. By comparing to the proton-tagged cross section measurements, a contribution of 20% of proton dissociation is found to be present in large rapidity gap data.
The combined H1 diffractive cross section measurements are compared with predictions from dipole and DPDF approaches. A reasonable description of the data is achieved by both models. The predictions of the dipole model, including saturation, can describe the low Q 2 kinematic domain of the measurements better than the previous H1 DPDF fits.
The ratio of the diffractive to the inclusive ep cross section is measured as a function of x, Q 2 and x IP . At fixed x IP the ratio depends only weakly on x, except at the highest x values. Proton PDF and dipole model predictions reproduce the behaviour of the ratio. This result implies that the ratio of quark to gluon distributions is similar in the diffractive and inclusive process when considered at the same low x value.
is described using a model motivated by Regge phenomenology, in which a leading Pomeron and a sub-leading exchange contribute. With the high statistics of the present analysis, it is possible to test for a possible Q 2 dependence of the Pomeron intercept with increased sensitivity. The results do not exhibit any dependence on Q
2 . An average value of the effective Pomeron intercept over the full range in Q 2 can thus be obtained, which leads to α IP (0) = 1.113 ± 0.002 (exp.)
+0.029
−0.015 (model). This result is compatible with previous determinations and supports the proton vertex factorisation hypothesis. The present data are compared with the results of the ZEUS Collaboration [14] , corrected to M Y < 1.6 GeV (see text). The 8% overall uncertainty on this correction for ZEUS data is not shown. The overall normalisation uncertainties of 4% and 2.25% for the H1 and ZEUS data, respectively, are also not shown. Predictions from the H1 2006 DPDF Fit B [10] and dipole model [16] are displayed. More details are explained in the captions of figures 3 and 7. 
