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1. Introduction
Recently there have been intensive studies on the existence of traveling waves to delayed reaction–
diffusion equations arising from biological and physical applications since the pioneer work of Schaaf
[13]. For delayed systems with monotone nonlinearity, monotone-convergence scheme coupled with
the standard upper–lower solution technique is widely used to establish the existence of monotone
waves. See, for example, [10,15,16]. However, for non-monotone systems, the diﬃculty in seeking the
existence of wavefronts has now become well known and not much work has been done except for
the recent work of Faria, Huang, and Wu [2] in the large wave-speed case or the work of Ou and Wu
[11,12] in the small delay case.
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ut(t, x) = uxx(t, x) + u(t, x)
(
1− u(t − τ , x)), (1.1)
due to its non-monotone nature, a systematic study of the existence and nonexistence of monotone
traveling waves has been absent for a long time. Here, by a traveling wave, we mean the particular
form of solution φ(x − ct), where φ(ξ) is a monotonically increasing function which satisﬁes the
functional differential equation
L[φ](ξ) := φ′′(ξ) + cφ′(ξ) + φ(ξ)(1− φ(ξ + cτ ))= 0, (1.2)
and the asymptotic conditions
φ(−∞) = 1, φ(∞) = 0. (1.3)
In the above, c is the wave speed and ξ = x− ct . We deﬁne the functional differential operator L for
the purpose of simplifying some expressions.
Mathematically, Eq. (1.1) can be seen as a modiﬁed Fisher–KPP equation [3,9] with delay in the
removal term, or it can also be regarded as a Hutchinson model [8] with diffusion. Another related
equation is
ut(t, x) = uxx(t, x) + u(t − τ , x)
(
1− u(t, x)), (1.4)
where the delay occurs in the ﬁrst factor of the nonlinear term instead of the second factor. This
equation satisﬁes the so-called quasimonotonicity property and the existence of traveling waves, for
any given τ > 0, can be established using the general theory developed by Schaaf [13].
However, Eq. (1.1) does not satisfy the quasimonotonicity property. Wu and Zou [16] modiﬁed the
quasimonotonicity technique (also called non-standard ordering) to prove that for any given c > 2,
and τ suﬃciently small (depending on c), a monotone traveling wave exists. Their method does not
yield a simple explicit estimate on how small τ has to be, nor does it furnish any information when
τ is large. Therefore, for Eq. (1.1), a natural question to ask is:
• What is the necessary and suﬃcient condition for (1.1) to have monotone traveling wavefronts?
The other reason why Eq. (1.1) is so hard to handle is that it may not be justiﬁed as a good bio-
logical model (see, e.g., [1,7,6]), even though mathematically, it possesses rich dynamical phenomena
in the solution behavior. A “nicer” equation would be
ut(t, x) = uxx(t, x) + u(t − τ , x) − u2(t, x)
or
ut(t, x) = uxx(t, x) + u(t − τ , x)e−u(t−τ ,x) − du(t, x),
both of which are called the blowﬂy-type equations, see [4]. Recently a natural extension of spatial
blowﬂy model to a nonlocal model can be seen in [14].
The purpose of this paper is to answer the above question. A new approach involving a shooting
method in a half line coupled with the upper–lower solution technique is used. We extend the result
of Wu and Zou by proving the following theorem.
Theorem 1. For every c  2, there exists a critical τ ∗ = τ ∗(c) ∈ (0,∞) determined by
τ ∗ = sup{τ > 0: λ2 + cλ − ecλτ = 0 has a positive root λ}, (1.5)
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wave exists if τ > τ ∗ .
The function τ ∗(c) is monotonically decreasing in c and
τ ∗(c) > τ ∗(∞) = 1
e
. (1.6)
As a corollary, if τ  1/e, then (1.1) has a monotone traveling wave for all c  2.
Remark 1. The equation λ2 + cλ − ecλτ = 0, λ > 0, in (1.5) can be re-written as
τ = ln(λ
2 + cλ)
cλ
, λ > 0. (1.7)
Therefore, ﬁnding the maximal τ in (1.5) is equivalent to ﬁnding the maximal value for the simple
function (ln(λ2 + cλ))/(cλ) for λ > 0 when c is given. Unfortunately, an explicit formula cannot be
given.
The method of proof consists of a shooting argument from a point (φ,φ′) = (1,−α), α > 0, which
is close to the stationary point (1,0). Existence of the desired solution is established with the help
of a new monotone iterative scheme. We then let α → 0 to obtain the traveling wave as a limit,
provided that it exists.
Our monotone iteration differs from the conventional one used, for example, by Wu and Zou, in
that we solve an initial value problem instead of a boundary value problem.
In order to start a monotone iterative scheme, one has to ﬁnd a lower solution and/or an upper
solution. This is true for both the conventional and our new approach. However, we wish to eliminate
a possible confusion by pointing out emphatically that due to the difference in the deﬁnition of
the schemes, a function that serves as a lower solution in the conventional scheme turns out to be
an upper solution in our scheme and vice versa. The inequalities used in the deﬁnitions of these
functions have opposite directions in the two approaches.
In what follows for the purpose of simplicity, when we mention a traveling wave, we always mean
a monotone wave.
2. Existence of solution for the IVP
We seek a solution φα(ξ) of Eq. (1.2) with the initial conditions
φα(0) = 1, φ′α(0) = −α, (2.1)
with α > 0.
Let λ2  λ1 < 0 be the two negative real roots of the auxiliary equation
λ2 + cλ + 1= 0. (2.2)
Lemma 1. Suppose 0 < α < |λ1|. The IVP (initial value problem) (1.2), (2.1) has a solution φα(ξ) with the
following properties:
(1) φα(ξ) is decreasing.
(2) limξ→∞ φα(ξ) = 0.
Proof. We prove this by means of the following monotone iterative scheme. Let us rewrite (1.2) as
φ′′(ξ) + cφ′(ξ) + φ(ξ) = φ(ξ)φ(ξ + cτ ). (2.3)
The right-hand side is a nonlinear function of the unknown solution.
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the equation then becomes a simple nonhomogeneous linear equation, the solution of which can be
readily written down in explicit form. The new solution can now be substituted for φ on the right-
hand side again in the next step of iteration.
Let us start out with the initial guess ϕ0(ξ) ≡ 0, and deﬁne ϕn(ξ) recursively as the solution of
ϕ′′n (ξ) + cϕ′n(ξ) + ϕn(ξ) = ϕn−1(ξ)ϕn−1(ξ + cτ ) (2.4)
which satisﬁes the initial conditions (2.1). For the sake of convenience, we have omitted the explicit
mention of α in the notation.
For c > 2, the explicit formulas for ϕn(ξ) are given by
ϕ1(ξ) = − (λ2 + α)e
λ1ξ − (λ1 + α)eλ2ξ
λ1 − λ2 (2.5)
and for n > 1,
ϕn(ξ) = T (ϕn−1) := ϕ1(ξ) + 1
λ1 − λ2
ξ∫
0
w(ξ − η)gn−1(η)dη, (2.6)
where
w(ξ) = eλ1ξ − eλ2ξ > 0 (2.7)
for ξ > 0, and
gn−1(η) = ϕn−1(η)ϕn−1(η + cτ ). (2.8)
For c = 2, λ1 = λ2 = −1, with the fundamental solutions e−ξ and ξe−ξ , and the formulas (2.5)–
(2.7) have to be modiﬁed accordingly. We omit the details since the modiﬁcations are routine and
elementary.
The operator T maps bounded continuous functions on [0,∞) to bounded continuous functions
on [0,∞), with smoother properties. Note that T depends on α. Although we are only concerned
with α > 0 in this lemma, T is deﬁned even for α = 0. A function φα is a solution of (1.2), (2.1) if
and only if it satisﬁes the operator equation
T (φα) = φα. (2.9)
One can verify directly that when α < |λ1|, ϕ1(ξ) is a positive decreasing function of ξ tending to
0 as ξ → ∞. This is also an elementary fact in the oscillation theory of second order linear differential
equations.
The positiveness of w , i.e. (2.7), implies that T is a monotone operator in the sense that
ψ ψ ⇒ T (ψ) T (ψ), (2.10)
where ordering between functions is deﬁned as point-wise ordering. We also use the notation ψ < φ
to mean ψ(ξ) < φ(ξ) for all ξ > 0.
It then follows that
ϕ0  ϕ1  ϕ2  · · · (2.11)
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decreasing function, which will be proved below. Then ϕn(ξ)  ϕn(0) = 1. Hence, for each ﬁxed ξ ,
{ϕn(ξ)} is a monotone increasing sequence of real numbers bounded above by 1. Therefore, a limit
exists. Let the limit be
φα(ξ) = lim
n→∞ϕn(ξ). (2.12)
Using a standard argument, by converting the differential equation (2.4) into an equivalent integral
equation and taking limit as n → ∞, we can show that the limiting function φα satisﬁes the limiting
operator equation (2.9), and hence it is a solution of the initial value problem (1.2), (2.1).
We now prove our earlier claim that each ϕn is a decreasing function. Conclusion (1) also follows
from this claim. We use induction on n. Suppose we know that ϕn−1 is a decreasing function. We
have to show that ϕn is also decreasing. Suppose the contrary. Then there exists a point η > 0 at
which ϕn(η) is a local minimum. Then ϕ′n(η) = 0. From (2.4),
ϕ′′n (η) = −
(
ϕn(η) − ϕn−1(η)ϕn−1(η + cτ )
)
. (2.13)
The assumption that ϕn−1 is decreasing implies that ϕn−1(η + cτ ) < ϕn−1(0) = 1. Also we know that
ϕn  ϕn−1. Applying these facts to (2.13) gives ϕ′′n (η) < 0, which contradicts the assumption that
ϕn(η) is a local minimum.
Since φα is a decreasing positive function, limξ→∞ φα(ξ) exists. If the limit is > 0, then from (1.2),
limξ→∞(φ′′α(ξ) + cφ′α(ξ)) > 0, which is impossible. This proves (2). 
The same arguments can be used to obtain a solution of the IVP when α = 0. However, we can
no longer guarantee property (2). In fact, φ ≡ 1 is a solution to the IVP and property (2) fails. In
this case, depending on the value of τ , the monotone iterative scheme in the above proof may lead
to a solution that satisﬁes (2) (which necessarily must be different from φ ≡ 1), or the sequence of
functions ϕn simply converges to φ ≡ 1.
Lemma 1, as well as the uniqueness result of Section 3, can be extended to the more general IVP
with the ﬁrst initial condition in (2.1) replaced by φα(0) = β  1. In case β < 1, α can be allowed to
be 0. Since we will not need this more general result in the sequel, we will not delve into the details.
Uniqueness of the solution turns out to be more elusive. We will give the non-obvious though
elementary proof in the next section.
The operator T actually has a stronger monotonicity property than that stated above. If, besides
ψ ψ , there exists σ > 0 such that
ψ(σ ) < ψ(σ ), (2.14)
then
T (ψ)(ξ) < T (ψ)(ξ) for all ξ > σ . (2.15)
Furthermore, if we know that ψ  ψ , but ψ /≡ ψ in any right neighborhood of ξ = 0, then we know
that T (ψ) < T (ψ).
We call a function φ deﬁned on [0,∞) a lower T-solution of the operator equation (2.9) if T (φ)
φ, and call φ deﬁned on [0,∞) an upper T-solution if T (φ)  φ . All the functions ϕn in the proof
of Lemma 1 are lower T-solutions. The technique of establishing the existence of a solution from the
existence of a lower solution, as carried out in the proof of Lemma 1, is standard. In fact, the solution
φ obtained this way is a minimal solution among the set of all solutions that dominate the lower
solution. In the same way, from the existence of an upper solution, we can deduce the existence of
a maximal solution among the set of all solutions that are dominated by the upper solution. The
function φ ≡ 1 is an upper T-solution and leads to a maximal solution φ∗ . If it happens that φ = φ∗ ,
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= φ∗ , then there may or may not be
more solutions sandwiched between these two solutions.
We call a C2 function ψ deﬁned on [0,∞) a lower L-solution of the IVP (1.2), (2.1) if
L[ψ](ξ) 0, (2.16)
and
ψ(0) 1, ψ ′(0)−α, (2.17)
and call ψ deﬁned on [0,∞) an upper L-solution of the IVP (1.2), (2.1) if
L[ψ](ξ) 0, (2.18)
and
ψ(0) = 1, 0ψ ′(0)−α. (2.19)
Finally, we give one more deﬁnition needed in the statement of an existence criterion of a traveling
wave. We call a decreasing function ρ : (−∞,∞) → (0,1), deﬁned on the entire real line with range
in (0,1), a lower L-solution if
L[ρ ](ξ) 0. (2.20)
Note that such a function is not associated with an IVP or a particular value of α. However, when we
restrict ρ , or any translate of it, to [0,∞), then we obtain a lower L-solution for α = 0.
Lemma 2. A lower (upper) L-solution on [0,∞) is a lower (upper) T-solution.
Proof. We only give the proof for lower solutions, that for upper solutions being similar. Let u =
T (ψ) − ψ , where ψ is an L-solution. Then
u(0) 0, u′(0) 0 (2.21)
and
u′′(ξ) + cu′(ξ) + u(ξ) 0. (2.22)
It follows that u(ξ) 0 and so u is a lower T-solution. 
On the other hand, a lower (upper) T-solution may not be a lower (upper) L-solution. The former
may not even be continuous or differentiable. However, if ψ is a lower (upper) T-solution, then T 2(ψ)
is a lower (upper) L-solution. We need to use T 2 instead of T because if ψ is not continuous, then
T (ψ) is not in C2.
Our next lemma shows that upper L-solutions are, in some sense, closed under convex combina-
tions.
Lemma 3. Suppose φ and ψ are upper L-solutions such that
ψ  φ. (2.23)
Then for any a ∈ [0,1], the convex combination κ = aψ + (1− a)φ is an upper L-solution.
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κ(ξ)′′ + cκ ′(ξ) + κ(ξ)(1− κ(η))
 aψ(ξ)ψ(η) + bφ(ξ)φ(η) − (aψ(ξ) + bφ(ξ))(aψ(η) + bφ(η))
= ab(φ(ξ) − ψ(ξ))(φ(η) − ψ(η))
 0 (2.24)
which is the deﬁnition of an upper L-solution. 
3. Uniqueness of the solution for the IVP
Lemma 4. Let φ and φ be, respectively, an upper and a lower T-solution. If α = 0, we assume furthermore that
either φ(0) < 1 or φ′(0) < 0. Then φ  φ .
Proof. Suppose the conclusion is false and there exists a point σ at which φ(σ ) > φ(σ ).
Without loss of generality, we may assume that φ is actually an upper L-solution. If this is not
true, we simply replace φ by T (φ). By Lemma 3, for any a ∈ (0,1), the convex combination of the
solution φ and the upper L-solution ψ ≡ 1
κ = aφ + (1− a) (3.1)
is an upper L-solution, and hence, an upper T-solution.
We choose a so close to 1 that κ(σ ) < φ(σ ). In the case α > 0, we have κ ′(0) = −aα > −α 
φ′(0). It follows that in a neighborhood of ξ = 0, not including the original, κ(ξ) > φ∗(ξ). This same
inequality holds in the case α = 0, due to the hypothesis φ(0) < 1. Since limξ→∞ κ(ξ) = 1 − a, for
large ξ , κ(ξ) > φ(ξ). Geometrically, this means that the graph of κ lies above that of φ except in a
ﬁnite subinterval that contains the point σ .
As we decrease α, the graph of κ is progressively raised, until when α = 0, the graph of κ is
strictly above that of φ∗ in (0,∞). It is intuitively obvious that there exists a suitable a such that
κ  φ but κ touches φ at one or more points not including ξ = 0. We can make the above arguments
rigorous by choosing the said a to be the inﬁmum of the set of values of a for which κ  φ.
Let σ1 
= 0 be one of the points at which κ touches φ. Using the strong monotonicity property of
T and the fact that κ is an upper T-solution, we see that T (κ) < κ . In particular, T (κ)(σ1) < κ(σ1) =
φ(σ1). On the other hand, κ  φ implies that T (κ) T (φ) φ, contradicting the above inequality at
the point σ1. 
We remark that the above proof fails if φ(0) = 1 and φ′(0) = α = 0 because one can no longer
guarantee that κ > φ in a neighborhood of ξ = 0, for a > 0.
Lemma 5. The solution φα of the IVP asserted in Lemma 1 is unique.
Proof. Suppose that the IVP has multiple solutions with φ and φ∗ denoting, respectively, the minimal
and maximal solutions mentioned in Section 2. Then φ∗ , being a solution, is also a lower D-solution.
Likewise, φ, being a solution, is also an upper L-solution. By applying Lemma 4, we see that φ must
dominate φ∗ , contradicting the assumption that the latter is the maximal solution. 
Referring to the remark before this lemma, that shows why for α = 0, the IVP may have multiple
solutions, namely, φ ≡ 1 and possibly another one obtained by the monotone iterative scheme. We
suspect, although we cannot prove it, that if that happens, there will not be a third solution.
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We will construct, whenever possible, a traveling wave from the family of solutions φα by letting
α → 0. When α is very small, φα starts out with the initial value 1 at ξ = 0 and decreases slowly.
Depending on whether |φ′′α | remains small or not, it may take longer and longer for φα(ξ) to decrease
to a prescribed value.
Let α and αˆ be two values close to each other. Intuitively, φα and φαˆ should also be close to each
other. However, instead of interpreting the closeness in terms of merely vertical displacement, we will
see that φαˆ becomes even closer to φα after a horizontal translation.
Our next lemma shows that we can improve (1) of Lemma 1 by giving a lower bound on φ′α(ξ) in
terms of φα(ξ). Note that this lower bound is independent of α.
Lemma 6. Choose h ∈ (0,1) and let σ be the point at which φα(σ ) = h. Suppose that σ > cτ . Then
φ′α(σ )−
cτh(1− h)
c2τ + 1 < 0. (4.1)
Proof. For convenience, in the proof we omit the subscript α and just write φ. First observe that
φ′(ξ) cannot vanish at any ξ > 0, for otherwise, φ′′(ξ) < 0, implying that φ′ is strictly negative in a
left neighborhood of ξ and this contradicts (1) of Lemma 1.
We shall prove (4.1) by contradiction. Suppose that it is false, i.e. we have instead
φ′α(σ ) > −
cτh(1− h)
c2τ + 1 . (4.2)
Let us estimate φ′′(σ ). From (1.2) and (4.2)
φ′′(σ ) = −cφ′(σ ) − h(1− φ(σ + cτ ))
−cφ′(σ ) − h(1− h)
 c
2τh(1− h)
c2τ + 1 − h(1− h)
< 0. (4.3)
Thus φ′ is a decreasing function in a left neighborhood of the point σ .
We claim that φ′(ξ) is indeed decreasing for all ξ ∈ [σ − cτ ,σ ]. Suppose that this is not true. Then
there exists a point σ1 ∈ (σ −cτ ,σ ) such that φ′′(σ1) = 0 and φ′′(ξ) < 0 for ξ ∈ (σ1, σ ). The derivative
φ′(ξ) is, therefore, a decreasing function of ξ in (σ1, σ ). As a consequence, 0 > φ′(ξ) > φ′(σ ) for
ξ ∈ (σ1, σ ). For ξ ∈ [σ − cτ ,σ ], ξ + cτ  σ , and so φ(ξ + cτ ) h.
From (1.2) and (4.2) again, we can estimate φ′′(ξ)
φ′′(ξ) = −cφ′(ξ) − φ(ξ)(1− φ(ξ + cτ ))
<
c2τh(1− h)
c2τ + 1 − φ(ξ)(1− h)
 c
2τh(1− h)
c2τ + 1 − h(1− h)
−h(1− h)
2
. (4.4)
c τ + 1
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that φ′′(ξ) < 0 for x ∈ [σ − cτ ,σ ], and, indeed, (4.4) holds in the same interval. From
φ′(σ − cτ ) = φ′(σ ) −
σ∫
σcτ
φ′′(ξ)dξ, (4.5)
(4.2) and (4.4), we can deduce easily that
φ′(σ − cτ ) φ′(σ ) − cτ
(
h(1− h)
c2τ + 1
)
 0. (4.6)
This contradicts our earlier assertion that φ′(ξ) cannot vanish at any ξ and completes the proof of
the lemma. 
Since for each α < |λ1|, the solution φα(ξ) is a decreasing function from 1 to 0, it has an inverse
ξ = θα(η) (4.7)
which deﬁnes a map mapping a point η = φα(ξ) ∈ (0,1] to a point ξ ∈ [0,∞). Given an η > 0, we
determine ξ from (4.7) and then |φ′α(ξ)|2. Let us consider the latter as a function of η and deﬁne
yα(η) =
∣∣φ′α(θα(η))∣∣2, 0< η 1. (4.8)
In other words, we switch the independent variable from ξ to η. This is a frequently used trick in
the study of second order differential equations in which the independent variable does not appear
explicitly in the equation. From the inverse relationship of φα and θα , we see that
θ ′α(η) = −
1√
yα(η)
. (4.9)
The minus sign occurs because θα is a decreasing function of η. The function yα satisﬁes the differ-
ential equation
dyα
dη
+ 2c√yα + 2η = 2hφα
(
θα(η) + cτ
)
, (4.10)
in the interval [0,1], and takes the “terminal value”
yα(1) = α2. (4.11)
Lemma 7. For each ﬁxed η, yα(η) is an increasing function of α.
Proof. We make use of the same iterative scheme devised earlier to construct φα . Recall that each φα
is the limit of a sequence of decreasing functions ϕn . For each n, we can deﬁne its inverse function
ξ = ϑn(η) (4.12)
and the corresponding
zn(η) =
∣∣ϕ′n(ϑn(η))∣∣2, (4.13)
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dzn
dη
+ 2c√zn + 2η = 2hϕn−1
(
ϑn−1(η) + cτ
)
(4.14)
and the terminal condition
zn(1) = α2. (4.15)
Again, for convenience, we have omitted the mention of α in the various functions associated with
the iterative scheme. It is easy to see that for ﬁxed η, ϕn(η) → φα(η) when n → ∞.
Let αˆ > α, and φαˆ be the solution of the IVP (1.2), (2.1). We can construct the corresponding set
of functions: ϕˆn → φαˆ , θˆα (the inverse of φαˆ ), ϑˆn (the inverse of ϕˆn), and zˆn . Corresponding to (4.14),
we have
dzˆn
dη
+ 2c
√
zˆn + 2η = 2hϕˆn−1
(
ϑˆn−1(η) + cτ
)
. (4.16)
We use induction to show that zn  zˆn for all n. For n = 0 or 1, this inequality can be veriﬁed directly.
Suppose that the inequality is true for n− 1 and we have to show that it is also true for n.
We assert that an inequality can be established between the right-hand sides of (4.10) and (4.14).
More precisely, we claim that
ϕn−1
(
ϑn−1(η) + cτ
)
 ϕˆn−1
(
ϑˆn−1(η) + cτ
)
. (4.17)
Suppose this is true. Then
dzn
dη
+ 2c√zn + 2η dzˆn
dη
+ 2c
√
zˆn + 2η. (4.18)
At the terminal point η = 1, we have
zˆn(1) = αˆ2 > zn(1). (4.19)
Using the theory of differential inequalities, (4.18) and (4.19) imply that zn  zˆn , as desired.
Taking the limit of zn  zˆn as n → ∞ yields yα  yαˆ .
Let us now prove (4.17). Let η1 = ϕn−1(ϑn−1(η) + cτ ). Then ϑn−1(η1) = ϑn−1(η) + cτ ,
cτ = ϑn−1(η1) − ϑn−1(η)
= −
h∫
h1
ϑ ′n−1(s)ds
=
h∫
h1
ds√
zn−1(s)

h∫
h1
ds√
zˆn−1(s)
= ϑˆn−1(η1) − ϑˆn−1(η). (4.20)
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ϕˆn−1
(
ϑˆn−1(η) + γ
)= η1 = ϕn−1(ϑn−1(η) + cτ ). (4.21)
Since ϕˆn−1 is a decreasing function,
ϕˆn−1
(
ϑˆn−1(η) + cτ
)
 ϕˆn−1
(
ϑˆn−1(η) + γ
)
(4.22)
which is (4.17). This completes the proof of the lemma. 
Combining Lemma 7 with Lemma 6, we have thus proved
Lemma 8. For a ﬁxed η ∈ (0,1), φ′α(θα(η)) is an increasing function of α and
lim
α→0φ
′
α
(
θα(η)
)
−cτη(1− η)
c2τ + 1 < 0. (4.23)
Now let us ﬁx an η = h ∈ (0,1). The value θα(h) is a decreasing function of α. We translate each
φα to the left by a distance of θα(h) to get the function
ρα(ξ) = φα
(
ξ + θα(h)
)
. (4.24)
Then each ρα satisﬁes the traveling wave equation (1.2) and the initial condition
ρα(0) = h, ρ ′α(0) = φ′α
(
θα(h)
)
. (4.25)
As we let α decrease to 0, ρa is deﬁned on a progressively larger domain that includes the interval
[−θα(h),0]. The limiting function ρ(ξ) = limα→0 ρ(ξ) is thus deﬁned over the union of all these
intervals. It is easy to see that ρ satisﬁes the traveling wave equation (1.2) in its domain of deﬁnition
and ρ(∞) = 0.
We have now two situations. If the value θα(h) is unbounded as α → 0, then ρ is deﬁned on the
entire real line (−∞,∞) and ρ(−∞) = 1. In other words, ρ is a traveling wave front. In the contrary
case, limα→0 θα(h) = A 
= ∞. Then ρ is only deﬁned on [−A,∞) and ρ(−A) = 1, ρ ′(A) = 0, and it is
not a traveling wave. In fact, in this case, we can show that a traveling wave cannot exist.
Theorem 2. The following conditions are equivalent.
(1) A traveling wave for (1.1) exists.
(2) φ ≡ 1 is the only upper T-solution for α = 0.
(3) There exists a lower L-solution deﬁned on (−∞,∞).
Proof. (2) ⇒ (1) We prove this by contradiction. Suppose (1) is false, namely that no traveling wave
exists. As explained in the discussion on the construction of ρ before the statement of the theorem,
there are two situations. The ﬁrst one implies the existence of a traveling wave and is thus ruled
out by our assumption. Therefore, the second situation prevails. If we translate ρ to the right by a
distance of A, we obtain a solution, and hence an upper T-solution for α = 0, contradicting (2).
(1) ⇒ (3) This is obvious since a traveling wave is a lower L-solution.
(3) ⇒ (2) This is also proved by contradiction. Assume that there exist both a lower L-solution ρ
and an upper T-solution φ /≡ 1. Since the lower L-solution property is translation invariant, we may
assume that ρ has been translated suﬃciently far to the right so that ρ(σ ) > φ(σ ) for some point
σ > 0. This obviously contradicts Lemma 4. 
We have two comparison results.
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by τ in (1.1).
Proof. Let φ be a traveling wave for the delay τ . It is easy to deduce from the monotonicity of φ that
φ is a lower L-solution for the delay τ . 
Corollary 2. If a traveling wave exists for a given speed c and delay τ , then a traveling wave also exists for any
c > c, provided that τ is replaced by any number less than cτ/c.
Proof. Similar to the proof of Corollary 1, we can easily show that the traveling wave for the original
equation is a lower L-solution for the modiﬁed equation. 
In order to complete the proof of Theorem 1, we have to determine τ ∗ which is the focus of the
next section.
5. Proof of Theorem 1 and determination of τ ∗
5.1. τ < τ ∗
Observe that the equation involving τ inside (1.5) is the auxiliary equation for the functional dif-
ferential equation
w ′′(ξ) + cw ′(ξ) − w(ξ + cτ ) = 0. (5.1)
Let λ be one of the positive roots of (1.5), then w(ξ) = eλξ is a solution of (5.1). For any  > 0, the
function y(ξ) = 1− w(ξ) is then a solution of
y′′(ξ) + cy′(ξ) + 1− y(ξ + cτ ) = 0. (5.2)
Let us prove Theorem 1 by contradiction. Suppose that (2) of Theorem 2 is false and there exists
an upper T-solution φ /≡ 1. Choose σ > 0 and then a suitable  so small that
y(σ ) > φ(σ ). (5.3)
Note that y(ξ) becomes negative for large ξ . Let σ1 > 0 be the point at which y(σ1) = 0. By choosing
a smaller  if necessary, we may assume without loss of generality that σ1 > cτ . Deﬁne the function
φ by
φ(ξ) =max{y(ξ),0}. (5.4)
Due to the discontinuity of φ′ at the point σ1, φ is not a C2 function and so does not qualify to be
a lower L-solution. However, its restriction to [0,∞) is a lower T-solution. To prove this, we need to
show that T (φ)  φ. In [σ1,∞), this is obviously true since φ ≡ 0 in the interval. Over the interval
[0, σ1), φ is C2, and the initial condition at ξ = 0 is favorable. We only need to show that L[φ]  0
over this interval to conclude that T (φ) φ in the same interval. At any point ξ ∈ [0, σ1 − cτ ],
L[φ](ξ) = L[y](ξ) = −(1− y(ξ))(1− y(ξ + cτ )) 0. (5.5)
At any point ξ ∈ [σ1 − cτ ,σ1],
L[φ](ξ) = y′′(ξ) + cy′(ξ) + y(ξ) = y(ξ) − 1+ y(ξ + cτ ) < 0 (5.6)
since y(ξ) < 1 and y(ξ + cτ ) y(σ1) 0. It follows that φ is a lower T-solution. However, inequality
(5.3) contradicts Lemma 5.
740 M.K. Kwong, C. Ou / J. Differential Equations 249 (2010) 728–7455.2. τ > τ ∗
In this subsection, we assume that τ > τ ∗ . From the deﬁnition of τ ∗ , there exists a positive lower
bound, say, for some m > 0,
ecλτ − λ2 − cλ 2m for all τ > 0. (5.7)
The nonexistence of a traveling wave follows from Theorem 2, if we can construct an upper T-
solution φ /≡ 1 for α = 0. The following lemma gives a criterion for the existence of an upper T-
solution.
Lemma 9. Let ξ1 > 0. Suppose we have a decreasing function z deﬁned on [0, ξ1 + cτ ], which is C2 on [0, ξ1]
and satisﬁes the inequalities
L[z](ξ) 0 (5.8)
for ξ ∈ [0, ξ1] and
T (z)(ξ1) z(ξ1 + cτ ). (5.9)
Then the function
ψ(ξ) =
{
z(ξ), ξ ∈ [0, ξ1],
z(ξ1), ξ ∈ (ξ1,∞), (5.10)
is an upper T-solution.
Proof. In the interval [0, ξ1], the function f = T (ψ) − ψ = T (z) − z satisﬁes the inequality
f ′′(ξ) + cf ′(ξ) + f (ξ) 0. (5.11)
Hence, f (ξ)  0 in [0, ξ1]. In (ξ1,∞), T (ψ) is decreasing and so T (ψ)(ξ)  T (ψ)(ξ1)  ψ(ξ). It fol-
lows that ψ is an upper T-solution. 
We look for an upper T-solution of the form as described in Lemma 9, and associated with the
function z = 1− ξn , where  (a suitably small positive number), n (a large integer), and ξ1 (a large
positive number) are constants to be chosen below. Denote ω0 = ξn . We would like to estimate L[z]:
L[z](ξ) = (ω0(ξ + cτ ) − ω′′0(ξ) − cω′0(ξ) − ω0(ξ)ω0(ξ + cτ )). (5.12)
Lemma 10.When n is suﬃciently large,
ω0(ξ + cτ ) − ω′′0(ξ) − cω′0(ξ)mξn. (5.13)
Proof. Direct computation shows that
ω0(ξ + cτ ) − ω′′0(ξ) − cω′0(ξ)
ξn
=
(
1+ cτλ
n
)n
− λ2 − cλ + n
ξ2

(
1+ cλτ
n
)n
− λ2 − cλ, (5.14)
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hand side of (5.14) is uniformly greater than m for all λ > λ0. Within the compact interval [0, λ0], the
right-hand side of (5.14) converges uniformly to ecλτ as n → ∞. From (5.7), we see that the right-
hand of (5.14) can be made uniformly greater than m for all λ > 0. The desired inequality (5.13) then
follows. 
By applying Lemma 10 to (5.12), we see that for any ﬁxed ξ1 > 0, one can choose  > 0 suﬃciently
small so that L[z](ξ)  mξn/2 > 0, for ξ ∈ [0, ξ1]. In other words, (5.8) of Lemma 9 is satisﬁed. In
the following, we will have to adjust  further to achieve other inequalities, but as long as we make
the new choice always smaller than the current choice, we can preserve (5.8).
Our next step is to choose ξ1 in such a way that (5.9) is also satisﬁed. Let
T (z) = z1 = 1− ω1. (5.15)
Then ω1 satisﬁes
ω′′1(ξ) + cω′1(ξ) + ω1(ξ) = ω0(ξ) + ω0(ξ + cτ ) − ω0(ξ)ω0(ξ + cτ )
 2ξn − (ξ + cτ )2n. (5.16)
It is easy to see that this differential inequality leads to the estimate
ω1 ω1, (5.17)
where ω1 is the solution of the differential equation
ω′′1(ξ) + cω′1(ξ) + ω1(ξ) = 2ξn − (ξ + cτ )2n, (5.18)
with initial conditions ω1(0) = ω′1(0) = 0. Eq. (5.18) can be regarded as a perturbation, with the small
parameter  , of the equation
ω′′(ξ) + cω′(ξ) + ω(ξ) = 2ξn. (5.19)
From the elementary theory of linear differential equations, ω can be represented explicitly as the
sum of a term coming from the general solution of the homogeneous equation and a particular solu-
tion. The former is an exponential function that decays to 0 as ξ → ∞. A particular solution can be
obtained in the form 2ξn + (lower order terms). When ξ is suﬃciently large, the dominating term in
ω is 2ξn . Hence, we can choose ξ1 so large that
ω(ξ1) >
7ξn1
4
>
3(ξ1 + cτ )n
2
. (5.20)
As  → 0, the solution ω1 converges uniformly to ω in [0, ξ1]. Hence, we can choose  so small
that
ω1(ξ1)
2ω(ξ1)
3
> (ξ1 + cτ )n = ω0(ξ1 + cτ ). (5.21)
Now (5.9) follows from (5.21), (5.15), and the deﬁnition of f . This completes the proof of Theorem 1.
It is interesting to note that in the case of Eq. (1.1), the existence and nonexistence of traveling
waves are determined by the behavior of the nonlinear term near the two stationary solutions. More
speciﬁcally, the linearized equation near φ ≡ 0 determines the smallest wave speed c = 2 and that
near φ ≡ 1 determines the critical delay τ ∗ .
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Numerical values of τ ∗ .
c τ ∗ c τ ∗
2.0 0.5607711600 3.6 0.4379789919
2.1 0.5461565553 3.7 0.4345529592
2.2 0.5330970524 3.8 0.4313664716
2.3 0.5213812393 3.9 0.4283981327
2.4 0.5108328277 4.0 0.4256288464
2.5 0.5013037165 4.1 0.4230415288
2.6 0.4926686441 4.2 0.4206208639
2.7 0.4848210178 4.3 0.4183530887
2.8 0.4776696292 4.4 0.4162258121
2.9 0.4711360323 4.5 0.4142278544
3.0 0.4651524485 4.6 0.4123491108
3.1 0.4596600604 4.7 0.4105804302
3.2 0.4546076245 4.8 0.4089135109
3.3 0.4499503317 4.9 0.4073408086
3.4 0.4456488631 5.0 0.4058554568
Remark 2. We conjecture that if the IVP (1.2), (2.1) with α = 0 has a solution φ /≡ 1, then it is unique.
5.3. Computing τ ∗
The values of τ ∗ for various values of c can be computed as follows. By solving the equation inside
(1.5) for τ , we get τ as a function of λ
τ = ln(λ
2 + cλ)
cλ
, (5.22)
the graph of which is a curve that has a unique local maximum in (0,∞). Obviously,
τ ∗ = max
λ∈(0,∞)
ln(λ2 + cλ)
cλ
, (5.23)
which can be computed by numerically solving
d
dλ
(
ln(λ2 + cλ)
cλ
)
= 0 (5.24)
for the stationary point and then substituting the solution into the right-hand side of (1.5).
By letting cλ = μ in (5.23), we see that τ ∗ can be found alternatively using
τ ∗ = max
μ∈(0,∞)
ln((μ/c)2 + μ)
μ
. (5.25)
Now it is easy to verify that τ ∗ is a decreasing function of c, and (1.6) holds. From (5.25), we know
that limc→∞ τ ∗ = 1e . This agrees with our numerical computations presented in Table 1.
Table 1 is obtained with the help of MAPLE.
6. Discussions
In this paper we study the existence of monotone traveling waves for the delayed Fisher equa-
tion (1.1). Via a new idea based on a shooting method in a half line coupled with upper–lower solution
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lutions. Actually, this method is not only valid for the delayed Fisher equation, it can be extended to
handle the more general equation
ut(t, x) = uxx(t, x) + u(t, x)
[
1− g(u(t),u(t − τ , x))], (6.1)
where g(u, v) is any nondecreasing continuous function of u and v ∈ [0,1] satisfying g(0,0) = 0 and
g(1,1) = 1. A necessary and suﬃcient condition for the existence of traveling waves of this equation
can be given by the theorem.
Theorem 3. For every c  2, Eq. (6.1) has a monotone traveling wave if and only if τ  τ ∗ where τ ∗ is deﬁned
by
τ ∗ = sup{τ > 0: λ2 + λc − gu(1,1) − gv(1,1)ecλτ = 0 has a positive root λ}.
Also the same proof works for the equation with nonlocal delay effects
ut(t, x) = uxx(t, x) + u(t, x)
(
1−
0∫
−∞
Gτ (η)u(t − η, x)dη
)
, (6.2)
where the nonlocal kernel function satisﬁes the normalization condition
0∫
−∞
Gτ (η)dη = 1, Gτ (η) > 0.
For particular choices of Gτ , say Gτ (t) = 1τ e−t/τ or Gτ (t) = tτ 2 e−t/τ , we refer to formula (1.9) in the
recent work [12] and the related references therein. Similar to Theorem 3, we have
Theorem 4. For every c  2, Eq. (6.2) has a monotone traveling wave if and only if τ  τ ∗ where τ ∗ is deﬁned
by
τ ∗ = sup
{
τ > 0: λ2 + λc −
0∫
−∞
Gτ (η)e
cλη dη = 0 has a positive root λ
}
.
Here we only list the main theorems and leave the similar proofs to interested readers.
The nonlocal Fisher equation
ut(t, x) = uxx(t, x) + u(t, x)
(
1−
∞∫
−∞
g(x− y)u(t − τ , y)dy
)
(6.3)
has been studied by S.A. Gourley [5] in the case τ = 0. Here the nonlocal term is an integral with
averaging effect in the whole space and the kernel function satisﬁes
g  0 and
∞∫
g(y)dy = 1.
−∞
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g(y) = 1
2
λe−λ|y|, λ > 0, (6.4)
or the Gaussian distribution
g(y) = 1√
4πτ
e−
y2
4τ . (6.5)
In [5], Gourley investigated the existence of wavefronts with λ = 1ε where ε is suﬃciently small. Via
the method of geometrical singular perturbation, he proved that if the nonlocality is suﬃciently weak
(namely, ε → 0), then traveling fronts exist. For suﬃciently strong nonlocality (ε is not small), his
simulations showed that the wavefront is non-monotone and has a very prominent hump. However,
a necessary and/or suﬃcient condition to ensure the existence of monotone wavefronts has been
open and further study can be quite interesting. We expect the method in this paper can be modiﬁed
and developed to work on this problem. Since the nonlocal term is an integral over the whole space
from −∞ to ∞, the application of the idea in this paper to (6.3) is obviously non-trivial and some
signiﬁcant changes should be made. This will be a subject of a future study.
For Eq. (1.1), another question we should ask is whether we still have wavefronts (which must be
non-monotone) when τ > τ ∗ . If so, what do the wavefronts look like? To answer this question, let’s
do the linear stability analysis around φ = 1 for Eq. (1.2), namely
φ′′(ξ) + cφ′(ξ) + φ(ξ)(1− φ(ξ + cτ ))= 0.
The characteristic equation is given by
λ2 + cλ − ecλτ = 0. (6.6)
When τ > τ ∗ , Eq. (6.6) may have complex roots with positive real parts. This could still give rise to
the existence of wavefronts which are not monotone. In a critical case, Eq. (6.6) may begin to have
purely imaginary roots and the wavefronts become periodic when it is near φ = 1. To ﬁnd the critical
value τ in this situation, we incorporate the following Hopf-bifurcation analysis. Let λ = ±yi, y > 0.
This gives
{
y2 + cos cτ y = 0,
cy − sin cτ y = 0.
It is easy to know that
τ = τ ∗∗ := π − arcsin x
x
,
where x is the positive solution of the equation
x2 + x
4
c4
= 1.
Obviously, we have limc→∞ x = 1 and limc→∞ τ ∗∗ = π/2 which is greater than the constant τ ∗(∞) =
1/e in our Theorem 1. We conjecture that, for c  2, Eq. (1.1) has non-monotone traveling waves
satisfying the bounded condition (1.3) if τ ∗ < τ < τ ∗∗ , and has waves connecting zero and some
periodic solutions if τ  τ ∗∗ .
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