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ABSTRACT 
Regression analysis is used to model relationships between variables and to detennine the magnitude of the relationships. 
Then the models can be used to make predictions. Franc Anscombe, statistician gave case examples of regression analysis, 
which hyphothetics data were in the fonns of some independent variables and dependent variables. Interesting phenomenon 
from Anscombe 's data were the result of data processing would produce the same statistical values although the data were 
different one from the other. Pursuant from regression resuls in the study of Frank Anscom be's data, this research compared 
the correct regression models between life expectancy with Gross National Income (GNI) among some countries in Asia. 
Results of scaHer plots showed that the data paHem was not be obvious, if tending to be linear or quadratic. Therefore, both 
approaches were used in regresision analysis to be compared. Analysis results showed that the linear regression model 
for Live Expectancy is= 63.46 + 0.00069 GNI with R2 = 68.27% and the quadratic regression model for Live Expectancy 
is= 60.62 + 0.0015 GNI- 2.94E-08 GNI2 with R2 = 73.51%. If R2 as determinant to choose the best model, so the model 
of quadratic regression is choosen because it has bigger R2 than the R2 in the linear regression. 
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PENDAHULUAN 
lstilah regresi pertama kali justru diperkenalkan 
oleh seorang antropolog dan ahli meteorologi dari 
lnggris, Francis Galton (1822-1911) pada penelitian 
tentang sifat-sifat keturunan dan masalah biologi. 
Selama ini analisis regresi merupakan salah satu 
dari metode statistika yang cukup populer untuk 
menganalisis data. Proses analisis data pad a dasamya 
meliputi upaya penelusuran dan pengungkapan 
informasi yang relevan yang terkandung dalam data. 
Pada tahap awal , suatu analisis data diusahakan 
tanpa terlalu terikat pada asumsi-asumsi yang ketat 
agar pengung kapan informasi dapat dilakukan 
dengan fleksibel dan lebih merangsang imajinasi 
tanpa melupakan kaidah-kaidah teori yang dikenal 
(Aunuddin, 1989). Hal ini dimungkinkan karena kita 
dihadapkan pada hal-hal yang tak terduga yang 
mung kin jauh lebih menarik dibandingkan persoalan 
semula. 
Kecenderungan yang kurang tepat terjadi dalam 
penerapan metode statistika secara umum. bahwa 
penelitian yang sebenarnya dapat dibahas lebih 
menarik ternyata cukup diakhiri dengan kesimpulan 
yang menyatakan hasilnya bermakna (signifikan) 
atau tidak bermakna secara statistik. llustrasi Tabel1 
mung kin dapat dijadikan contoh output analisis regresi 
linier sederhana dari suatu data dengan variabel 
bebas X dan variabel tak bebas Y2. 
Diperlukan sedikit 'pengetahuan' tentang analisis 
statistik terutama persamaan regresi untuk membaca 
output di atas. Bila diperhatikan model persamaan 
regresi di atas Y2 = 3,00 + 0,500X, sudah bermakna 
beserta dengan dugaan koefisien regresinya . 
Kesimpulan ini diambil di mana salah satu cara 
yang paling mudah dengan membandingkan p-value 
dengan tingkat signifikansi a = 0,05. Jika p-value 
< a , maka persamaan regresi atau koefisien regresi 
dianggap cukup signifikan. Sementara itu koefisien 
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