Abstract-In order to better understand the mechanics of the heart and its disorders, engineers increasingly make use of the finite element method (FEM) to investigate healthy and diseased cardiac tissue. However, FEM is only as good as the underlying constitutive model, which remains a major challenge to the biomechanics community. In this study, a recently developed structurally based constitutive model was implemented to model healthy left ventricular myocardium during passive diastolic filling. This model takes into account the orthotropic response of the heart under loading. In-vivo strains were measured from magnetic resonance images (MRI) of porcine hearts, along with synchronous catheterization pressure data, and used for parameter identification of the passive constitutive model. Optimization was performed by minimizing the difference between MRI measured and FE predicted strains and cavity volumes. A similar approach was followed for the parameter identification of a widely used phenomenological constitutive law, which is based on a transversely isotropic material response. Results indicate that the parameter identification with the structurally based constitutive law is more sensitive to the assigned fiber architecture and the fit between the measured and predicted strains is improved with more realistic sheet angles. In addition, the structurally based model is capable of generating a more physiological end-diastolic pressure-volume relationship in the ventricle.
INTRODUCTION
Understanding the complex structure of myocardium has been the subject of many studies. For example, several investigations were conducted to develop imaging techniques to obtain quantitative information about the 3D architecture of the myofiber and collagen network in ventricular myocardium. 25, 36 Accordingly, different models of cardiac structure have been proposed to better understand its performance. In particular, Gilbert et al. 7 compared seven different models that are used to describe the architecture of the heart. A common approach in the engineering community is to consider the myocardium as layered sheets of myofibers, which have orientation angles that vary transmurally and depend on species. Some of the first quantitative measurements of myofiber orientations were collected from canine ventricles. 28 Subsequent investigations showed that myocardial microstructure is composed of discrete layers which run transmurally across the ventricular wall. 9, 27 LeGrice et al. provided a more detailed and systematic account of the architecture of these sheets. 21 After obtaining descriptions of the geometry and structure of the myocardium, the next step in understanding myocardial mechanics is the constitutive equations that characterize the material properties of myocardium. There are several proposed models for describing the elasticity of myocardium, which are generally classified as: isotropic, transversely isotropic and orthotropic models. Isotropic models are not appropriate in view of the morphology and structure of passive myocardium. 12 Most of the previous analyzes of cardiac function were based on the assumption that the material properties of the heart are highly dependent on muscle fiber orientation, but independent of the direction in the plane transverse to the muscle fiber axis. 16 This is to say that the material properties of myocardium are symmetric about the myofiber axis, which is referred to as transversely isotropic. Several constitutive models have been developed, which assume the myocardium is a transversely isotropic material, 3, 13, 14, 17 Of particular interest to the current study is the model by Guccione et al., 10 which we will refer to as the Guccione model. While transversely isotropic models are based on biaxial tension tests of myocardium, the results from shear experiments have showed that the resistance of myocardial tissue to simple shear loading in different planes is noticeably different. This suggests that myocardial tissue in diastole is an orthotropic material with distinct material properties in orthonormal planes of symmetry. 4 Although transversely isotropic models have been used extensively in computational simulations of myocardium, which have led to great insights to the mechanics of the heart, they do not capture the distinct response of myocardium in the three mutually orthogonal planes. Therefore more recently, orthotropic models of passive myocardium have been proposed, which take into account for the distinct material response in the mutually orthogonal planes. The polezero model 15 and the modified Fung type models presented in Refs. 3 and 26 are among some of the proposed orthotropic models, which can account for differences in material response with respect to multiple planes. These models are partly structurally based (relating the fiber, sheet, and normal directions) and are partly phenomenological, since they are based on biaxial data rather than shear data. 12 The most recent orthotropic model for passive myocardium was proposed by Holzapfel and Ogden. 12 We will refer to this as the H-O model. Holzapfel and Ogden treated the left ventricular myocardium as a non-homogeneous, thick-walled, nonlinearly elastic, and incompressible material. This model takes into account the muscle fiber, myocyte sheet, and sheet normal directions. Additionally, this model describes the general characteristics of the available biaxial and shear experimental data, as examined in detail in their study. The H-O model is invariant based and well suited for use within the finite element (FE) method. 11 Furthermore, it is consistent with standard inequalities required for considerations of convexity, strong ellipticity, and material stability. 12 The H-O model has been implemented in order to perform a FE analysis of a generic biventricular heart model subjected to physiological ventricular pressure. 8 Wang et al. 31 made use of the H-O model in a FE simulation of a human left ventricle (LV), where the geometry was determined from magnetic resonance imaging (MRI) data. Additionally, they investigated the sensitivity of the H-O model to parameterizing errors and compared the results with other constitutive models and experimental results from canine hearts. In a follow up study, a modified H-O model was introduced, which takes into account the effect of residual stresses in the myocardium. 32 In both of these studies, the material parameters that were used in the ventricular FE simulations were obtained by fitting the H-O model to previously published simple shear test data from porcine myocardium. 4 Holzapfel and Ogden 12 also reported a set of material parameters by fitting their model to this experimental data.
Other studies have also used the same set of material parameters to implement the H-O model in their simulations. For example, Baillargeon et al.
2 used the parameters of Goktepe et al. 8 to implement the H-O model in order to represent a proof-of-concept simulator for a four-chamber human heart model created from computed tomography and MRI. Some studies have used modified forms of the H-O model that have less material parameters. In a sense, these models have made limited use of the structurally based constitutive model by using less material parameters from the original form. For example, Krishnamurthy et al. 19 used a transversely isotropic variation of the H-O model, which has only four material parameters, to build LV models. That study incorporated myofiber and sheet architecture obtained from diffusion tensor MRI of an isolated and fixed human organ-donor heart, and then transformed it to a patient specific geometric model.
Most recently, Gao et al. 5 investigated the feasibility of identifying parameters of the H-O model from noninvasive clinical measurements for healthy myocardium. They introduced an optimization scheme to first identify known parameters of a LV model by generating a set of synthetic strain data and then extended their optimization method to in vivo models with clinical data. In this study in vivo strain data from cine MRI, along with a set of population based pressure data rather than measured pressure, were used to identify material parameters.
To our knowledge, parameter identification of the H-O material law using animal-specific strain data from spatial modulation of magnetization (SPAMM) MRI and synchronous pressure catheterization data has not yet been implemented. In this study we make use of FE models, which employ the H-O material law, and the optimization scheme proposed by Gao et al. 5 to estimate the eight material parameters of the H-O model using in vivo MRI and pressure data from four healthy porcine LVs. Additionally, the resulting enddiastolic pressure-volume relationship (EDPVR) of each LV is examined to further explore the influence of the H-O model. Finally, the results obtained from the H-O models are compared with FE models that employed the widely used Guccione constitutive model, which were also determined by optimization. The longterm goal of this work is to develop techniques that can be used to build validated patient-specific models of the heart in order to improve the diagnosis and treatment of heart disease.
MATERIALS AND METHODS

Animal Model and MRI Acquisition
The data used in the current study is from same animal cohort that was used in the study of Mojsejenko et al. 22 The animals used in this work received care in compliance with the protocols approved by the Institutional Animal Care and Use Committee at the University of Pennsylvania in accordance with the guidelines for humane care (National Institutes of Health Publication 85-23, revised 1996). Detail regarding the MRI sequence parameters and optical flow technique used to calculate the experimental strains can be found in Refs. 22 and 35 . Briefly, 3D SPAMM MRI ( Fig. 1 ) was performed in order to assess regional wall deformation in four healthy adult male pigs weighing approximately 40 kg. The endocardium and epicardium of the LV were contoured from the 3D SPAMM images. The reference contours were generated at early-diastolic filling and the endocardium was also contoured at end-diastole in order to calculate LV volume. Diastolic strain was calculated from the 3D SPAMM images using a custom optical flow plug-in for ImageJ to derive 3D displacement flow fields. 35 The LV strain, volume, and contour data were all generated from the 3D SPAMM images and matched with the simultaneous pressure measurements. This ensures that the data used in this study is consistent in terms of space and time.
Finite Element Model
The FE model generation procedure is also explained in detail previously. 22 The primary difference between the previous study and the current study is the focus on healthy left ventricular myocardium and the use of the H-O model, whereas the previous study evaluated infarcted myocardium with the Guccione model. Briefly, the unloaded reference configuration of the FE model was taken to be early diastole since it represents a relatively stress-free state as a result of minimal LV pressure. The endocardial wall of the LV model was loaded with a pressure boundary condition, which was increased from zero to the end-diastolic value taken from the animal-specific pressure catheter measurements (Fig. 2) . FE models were generated by fitting the endocardial and epicardial contours derived from MRI with 3D surfaces (Rapidform; INUS Technology, Inc., Sunnyvale, CA). Hexahedral trilinear elements (TrueGrid; XYZ Scientific, Inc., Livermore, CA, USA) were used to generate the FE mesh of the myocardium (Fig. 3a) . After performing a mesh convergence study, the wall of each FE model consisted of approximately 1500 elements. A transmural thickness of three elements deep was found to be sufficient for accurate calculations while maintaining computational efficiency. A custom MATLAB code was used to assign a linear distribution of myofiber orientation and myocyte sheet angles to each hexahedral element (Figs. 3b and 3c). For myofiber orientation angles, a distribution of 237°(at epicardium) to +83°(at endocardium) with respect to the circumferential direction was used based on the study of Lee et al., 20 which evaluated porcine myocardium. The myocyte sheet angles varied from 245°(at epicardium) to +45°(at endocardium) with respect to radial direction following LeGrice et al. 21 A homogeneous distribution of the fiber and sheet angles was assumed over the entire LV. The constitutive models outlined in the next section were coded as user defined material subroutines that were implemented in the nonlinear FE solver LS-DYNA (Livermore Software Technology Corporation, Livermore, CA). An explicit time integration scheme is employed, which is based on the central difference method and is second-order accurate in time. An adaptive time stepping method, which is based on the sub-cycling technique, is used to guarantee solution stability throughout each simulation.
Constitutive Model
The strain energy function per unit reference volume proposed for the H-O model is given by Holzapfel and Ogden 12 :
where a; b; a f ; b f ; a s ; b s ; a fs and b fs are the eight positive material constants (a parameters have dimensions of stress while b parameters are dimensionless). The contribution of isotropic terms is included in I 1 , transversely isotropic terms in I 4f , I 4s and orthotropic terms in I 8fs . The four invariants used in the strain energy function are defined as follows:
where f 0 and s 0 are unit vectors that define the myofiber direction and myocyte sheet direction, respectively ( Fig. 3 ), and C is the right Cauchy-Green deformation tensor defined as:
where F is the deformation gradient tensor. In order to avoid numerical complications in the FE analysis of myocardium, which is assumed to be a nearly incompressible or slightly compressible material, the concept of multiplicative decomposition of the deformation gradient tensor F is used. Consequently, the strain energy function and second Piola-Kirchohff stress tensor were also decomposed into volumetric (volume-changing) and isochoric (volume preserving) parts 11 :
where J ¼ detðFÞ and the tensors F and C are the modified deformation gradient and modified right Cauchy-Green tensors, respectively. In the same way, modified invariants (shown with over bar) can be defined using C instead of C in their original definition. The unique decoupled representation of the strain energy function is defined in the form 11 :
or when the strain energy is written as a function of the invariants: The first part of Eq. (7) is the purely volumetric contribution to w and in the case of incompressibility it denotes a Lagrange contribution and enforces the associated kinematical constraint. 6 In the current computational implementation, the volumetric contribution is defined by:
where K is the bulk modulus and J is the jacobian of the deformation gradient tensor. 33 A penalty method was used to enforce the near incompressibility condition.
The second part of Eq. (7) is the purely isochoric contribution to w and its representation is the same as Eq. (1), but with the invariants replaced with their corresponding modified invariants. The second PiolaKirchoff stress tensor is defined as the sum of the purely volumetric and purely isochoric parts:
Using the well-known relation S ¼ 2 @wðCÞ @C we have:
The widely used transversely isotropic Guccione constitutive law 10 was chosen to compare to the results of the H-O model. 10 In this model, the Fung-type exponential relation of strain energy for passive myocardium is as follows:
with transverse isotropy given by:
where the constants C, b f , b t and b fs are material parameters, E 11 is the Green-Lagrange strain in the fiber direction, E 22 is the sheet normal strain, E 33 is the strain in the sheet direction and the rest are shear strains. For this model again we make use of decoupling the strain energy function into volumetric and isochoric parts. The final form of the Second PiolaKirchoff stress is derived by taking the derivative of the strain energy function with respect to the deformation:
where near incompressibility is also enforced with a penalty method and Dev is deviatoric projection operator:
The user defined material subroutine for the Guccione model was previously developed and implemented by Sun et al.
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Single Element Verification Test
In order to initially validate the implementation of the H-O model into our FE framework, the results of the simple shear experiments of Dokos et al. 4 were replicated using the H-O model in a FE simulation of a single element. Previous independent studies have used this same shear data to estimate sets of the eight material parameters. 8, 12, 31 Here we used the H-O parameters from Goktepe et al. 8 to simulate the simple shear FE model. As in the previous studies, a maximum shear of 50% was imparted on the top surface of the element, while the bottom surface remained fixed.
Parameter Estimation Scheme Using In-Vivo LV Data
The multi-step optimization scheme proposed by Gao et al.
5 was used to estimate the eight material parameters of the H-O model. Optimization was performed in three steps by minimizing the two following objective functions in a specific sequence:
where n is the strain point within the myocardium, N is the total number of strain points, E ij;n and V are the FE predicted end-diastolic strain and end-diastolic LV cavity volume, respectively, and the corresponding over bar variables represent in vivo values. A total of N ¼ 252 points in the mid-wall of the LV FE model, along with 252 of the nearest LV points measured from MRI data, were chosen for generation of each objective function. Details of the multi-step optimization scheme are presented in the study of Gao et al. 5 Briefly, in the first step all of the parameters are updated by minimizing the objective function f O1 (Eq. (16)) in order to determine the two scaling factors C a and C b , which are defined as: are an initial set of available H-O parameters. In the current study, we chose the parameters fit by Wang et al. 31 to simple shear tests of porcine heart samples as a (Table 1) . The proposed objective function in this step is volume dominated in order to handle the difficulties caused by the correlation of the parameters. 5 Since the volume term in f O1 is not normalized, it essentially acts as a weight factor, which is meant to increase the influence of the volume fitting during the optimization. This step is a rough estimation of the parameters based on the available H-O parameters which takes much less computational effort compared to the second and third steps. This is because the parameter space is merely swept over during the first step. In the second step, a f and b f are optimized using f O2 as the objective function while enforcing the following two constraints:
The second step is the most computationally intensive step where four of the eight parameters are estimated more precisely by minimizing (f O2 ). Finally, in the third step, a and a fs are updated by optimizing the scaling factor C 3 defined as follows and using f O1 as the objective function
In this step, the objective function f O1 is used once more to ensure that the volume matching is still satisfied.
A single step optimization scheme using the objective function f O2 (Eq. (17)) was used to determine the four material parameters of the transversely isotropic Guccione model. To minimize the objective function in each step of the multi-step scheme and single step scheme, a genetic algorithm (GA) technique was chosen as the optimization method using LS-OPT software (Livermore Software Technology Corporation, Livermore, CA). Nair et al. 23 have shown that GAs are robust for the optimization of cardiac material parameters in 3D models. Details of the GA used in this study, along with a flow chart of the optimization procedure, are presented in the study of Mojsejenko et al. 22 Briefly, for the multi-step scheme, the design variables are C a and C b in first step, a f , a s , b f and b s in second step, and C 3 in third step. In the single step scheme the design variables are the four material parameters (C, b f , b t and b fs ). Within each iteration of the optimization, the software LS-DYNA runs 100 FE simulations corresponding to each set of design variables, after which LS-OPT begins the optimization using Eq. (16) and Eq. (17) as objective functions. Each optimization was run on a single compute node (16 CPUs) and convergence was reached after less than 30 iterations which took around 20 h of clock time.
In order to compare the optimization results of the two constitutive models more directly, the optimized parameters were used to run FE simulations corresponding to each of the four LV cases. Then, the mean squared error (MSE) between the FE predicted strains and MRI measured strains were computed using:
Generation of EDPVR Curves
After running the optimization with data from the four porcine cases, the final optimized material parameters from both constitutive models were used to generate EDPVR curves for each case. To do this, the FE model of the LV was loaded with different enddiastolic pressures above and below the measured enddiastolic pressure to obtain the corresponding end-diastolic volumes. The method proposed by Klotz et al., 18 to estimate the EDPVR curve from a measured end-diastolic pressure and volume point, was used to generate a physiological benchmark for comparison with the FE predicted EDPVR curves. The Klotz relation for end-diastolic pressure in mmHg vs. enddiastolic volume in mL is
where a and b are defined as 
where A n ¼ 28:2, B n ¼ 2:79 and V 0 is the unloaded LV cavity volume or end-diastolic volume at pressure of 0 mmHg. In this study, instead of using an empirical identity that Klotz et al. developed to estimate LV volume at zero pressure, 18 we used measured volume at early diastole, which is the closest to a zero pressure state as can be measured in vivo. Additionally, the same value was used as the reference volume to build the FE models, which allows a more direct comparison to the Klotz et al. results.
RESULTS
As stated above, in order to validate the implementation of the H-O model into our FE framework, the results of simple shear experiments 4 were replicated using the H-O model in a FE simulation of a single element. As shown in Fig. 4 , there is very good agreement over the entire strain range between our FE results and the experimental data. Additionally, the sensitivity of the H-O model to different orientations of myocyte sheets was tested by calculating different components of stress for one of the simple shear cases shown in Fig. 4 (fs shear) . To do this, a single element was rotated about the fiber direction from 245°to +45°and a fixed amount of shear (maximum amount of shear shown in the plot of Fig. 4) was applied to the element in each orientation angle. The results indicate changes in different components of stress as the sample is rotated (Fig. 5) . Obviously, transversely isotropic models of myocardium would not predict such changes. Table 2 shows the final results of the multi-step optimization, yielding eight material parameters of the H-O model for each case under investigation. It should be noted that between steps 1 and 3, the objective function f O1 reduced by an average of 20% (ranging from a 10 to 35% reduction). Thus, there was a significant improvement in the parameter fitting by the end of the multi-step scheme. The individual values for each case are reported in Table 3 . The corresponding material parameters using the Guccione model are listed in Table 4 . In order to compare the optimization results of the two constitutive models, the optimized parameters in Tables 2 and 4 were used to run FE simulations and then the MSE corresponding to each of the four LV cases was calculated (Table 5 ). The MSE values for the H-O models ranged from 7.55 to 15.37, while the Guccione models ranged from 7.11 to 14.87. When comparing the results from the H-O and Guccione models, it can be seen that the MSE values for cases 1 through 3 are in close agreement, differing by 3-7% from each other, whereas case 4 showed more deviation with a difference of 14%. The reason for the differences between the two constitutive models is discussed in the next section.
To further explore the compatibility of the model results with the experimental data, the MRI-based strain was analyzed at a time point between early diastole and end-diastole. This experimentally calculated strain field was then compared with the strain field generated from the FE models at the same time point. The model simulations were conducted with the H-O and Guccione constitutive parameters given in Tables 2 and 4 , which are from the optimization procedure that only fit end-diastolic strain. Guccione, respectively. This indicates that the models were able to fit the experimental data at time points that were not explicitly used in the fitting procedure. In order to better understand the influence of the sheet angles on the fit of the H-O models, all of the LV simulations were rerun with sheet angles that aligned with the radial direction, rather than varying by ±45°. As expected, the MSE values for the cases with the Guccione material law were unchanged, due to the transversely isotropic nature of the law. However, the MSE values for the cases with the H-O material law increased by 6%, meaning that the difference between the FE predicted and MRI measured strain increased, leading to a worse fit of the experimental data. This indicates that the H-O model is sensitive to the orthonormal basis that is used to describe the fiber, normal, and sheet directions and that more realistic sheet angles lead to a better fit between the model and experimental data.
As an additional step to qualitatively compare the results of the two constitutive models, the EDPVR curve was used, which is a powerful tool in both the medical and biomechanics communities since it characterizes the passive properties of the ventricles. Furthermore, the parameter estimation in this study is based on measured strains, cavity volume and pressure at the end of diastole, which justifies the use of the EDPVR curve to have a qualitative understanding of the two different constitutive models. As a benchmark for the EDPVR curve, we used the method developed by Klotz et al. 18 They proposed a single-beat approach to estimate the whole EDPVR from one measured volume-pressure point. Figures 6, 7, 8, and 9 show the EDPVR curves obtained using the H-O model, the Guccione model, and the physiological benchmark curve using the Klotz method. These figures clearly show that the H-O model gives better agreement with the Klotz curve. In order to further explore the accuracy of the model, the pressure and volume during diastolic filling were compared between the experimentally measured data and the model results. Figure 10 shows the results from case 1 as a representative example. It can be seen that the H-O model yields closer agreement to the measured data, as compared to the Guccione model, over the entire time course. These represent in vivo healthy myocardium for the four cases under investigation.
TABLE 3. Objective function (f O1 ) values for the first and last step of the multi-step optimization scheme for the H-O model.
Step 1 (f O1 )
Step 3 (f O1 ) The reference state, deformed state, and maximum principal strains for case 1 are shown in Fig. 11 . It should be noted that these results are representative of the trends seen in the other cases analyzed in this study. The dilation in the short axis slice of the FE model (Fig. 11a) is comparable to that seen in vivo from the contoured MR images. In order to quantify the deformation more directly, the maximum principal strain distributions are given in Figs. 11c and 11d . It can be seen that the strain is highest at the endocardial wall, with a decreasing transmural gradient towards the epicardial wall. This is also consistent with the strain fields measured from the MRI data.
DISCUSSION
The goal of this study was to quantify the eight material parameters of the structurally based H-O constitutive model using in vivo strain and synchronous pressure data from four healthy porcine LV cases. The parameter estimation was achieved by using a combination of FE simulations and a recently developed optimization scheme specifically for the H-O model. 5 Additionally, four material parameters for the widely used Guccione model 10 were obtained and the corresponding results compared.
Based on the results of our study, the H-O model was shown to produce a more realistic estimate of the ventricular mechanics, by generating a more physiological EDPVR curve. Figures 6, 7, 8 , and 9 show the EDPVR curves obtained using both constitutive models, as well as a physiological benchmark curve using the method by Klotz et al. 18 A common trend in all four cases is that the EDPVR curve predicted by the H-O model is closer to the Klotz curve, indicating a physiological EDPVR. The slope of the EDPVR curve is an indicator of the overall stiffness of the myocardium during the passive phase of the cardiac cycle. A closer look at Figs. 6, 7, 8, and 9 reveals that the H-O model also predicts the myocardial stiffness more exactly than the Guccione model over a broader range of volumes. In addition, the H-O model appears to capture the nonlinearity more accurately (Fig. 10 ) without using extra volumes from diastolic filling during the optimization process. This is very advantageous, since our results were achieved by fitting the constitutive model to measured data only from end-diastole.
Considering that the identical fiber orientation angles were used in both models, one reason the results of the H-O model is more realistic is that the mathematical formulation takes into account the myocyte sheet angles, which leads to more realistic description of the morphology of the myocardium. The final results in the form of MSE values for the two constitutive laws (Table 5) indicate that MSEs are very close, but the H-O model has MSE values that are slightly higher than the Guccione model. One explanation is that in this study we are assigning assumed distributions of myofiber orientation and myocyte sheet angles to a structurally based model. Structurally based models sense the material only from its assigned architecture, unlike phenomenological models that follow the general behavior of material. This was also observed when the simulations that used the H-O model were assigned more realistic sheet architecture. Specifically, when assigning the assumed variation in sheet angles vs. the case when the sheet angles were assumed to be directed radially toward the center of LV, the MSE values decreased indicating a better fit. Obviously, improvement in the sheet angle distribution does not affect the results of transversely isotropic models. Based on the results of four LV cases in this study, the best way to incorporate myocardium architecture when using the H-O model (or any other structurally based constitutive law) is by mapping animal-specific, real fiber and sheet angles (e.g., from DTMRI) to the FE model. This is the subject of future investigations for the authors.
In some studies, the material parameters were obtained by fitting the H-O model to simple shear or biaxial experimental data of ex vivo heart tissues and then used to simulate beating LVs, (for example see 8, 19, 31 ). However, in the current study the parameters of the H-O model were quantified using in vivo strain data from MRI. Despite some studies that used reduced forms of the H-O model with less material parameters (for example see 19 ), in the current study the proposed optimization scheme of Gao et al.
5 was used to quantify all eight material parameters. In addition, by using a larger number of 3-D strain data points (252 points, all 6 components of the strain tensor at each point) in the optimization procedure, this adds to the reliability of the optimization results in this study. In the work by Gao et al.,
5 a smaller number of strain points were used in the optimization, and radial strains were not used to quantify the material parameters of the H-O model. In addition to the quantity of experimental data, the 3D SPAMM MRI data used in this study are more accurate at capturing myocardial deformation than the cine MRI data used in previous studies. Furthermore, in this study synchronous pressure catheterization data was used to load the FE model, while in other implementations of the H-O model average or population based pressure data was used.
5,31
The material parameters determined in the current study, using either the Guccione or H-O constitutive model, showed variability from case to case (Tables 2,  4 ). It should be noted, this type of variability was seen in several previous studies of normal myocardium, where the values of C, b f , b t , and b fs (from the Guccione model) varied by as much as a factor of 5 within the same group of animals. 1, 22, 24, 30 As the stiffness of the ventricle changes, this will directly impact how the LV deforms in response to pressure load. This is evidenced by the variation seem in the EDPVR curves (Figs. 6, 7, 8, and 9 ). Given the results of the current study, as well as previous studies, there appears to be natural variability in ventricular stiffness within an animal group. There are some limitations associated with this implementation of the constitutive models. One limitation is that the FE models lack the pericardium and RV. The absence of the RV decreases the accuracy of the estimated parameters as discussed previously by Mojsejenko et al. 22 Namely, the local error between the FE predicted strain and MRI measured strain is highest at the RV insertion point (Fig. 12) , which was consistent in all of the cases. This will be accounted for in future studies by using a bi-ventricular model. Another limitation is using early diastole, where LV is under minor loading, as the reference state of the FE models. Additionally, the residual active tension in the myocardium is not taken into account, which could be a source of error in the parameter estimation. The techniques proposed by Krishnamurthy et al. 19 and Xi et al. 34 will be used in future investigations to incorporate these effect to the FE model used to estimate parameters. Finally, the use of the multi-step optimization 5 scheme for the H-O parameter estimation could produce issues with local minima during the process. Moreover, the accuracy of this scheme is partly dependent on the availability of experimentally obtained parameters for the H-O model, which is not always the case. Finally, a more desirable optimization scheme would result in a single metric of goodness of fit. Despite these limitations, the implementation of the H-O model in the current study demonstrates enhanced capabilities for fitting constitutive models using in vivo data.
CONCLUSIONS
In this study, material parameters for recently developed structurally based constitutive model, as well as a widely used phenomenological constitutive model, were quantified. The final results indicate that given the rule-based and homogeneous fiber and sheet architecture used for the cases under investigation, the phenomenological model is able to predict a slightly better strain field within the ventricle at end-diastole, but the structurally based model results in a more realistic estimate of the ventricular mechanics in terms of generating a more physiological EDPVR curve. In future studies, animal-specific, real fiber and sheet angles from DTMRI will be used in order to fully utilize this structurally based constitutive model for healthy and diseased myocardium.
