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One of the central issues in the recent study of cuprate superconductors is the interplay of charge
order with superconductivity. Here the interplay of charge order with superconductivity in cuprate
superconductors is studied based on the kinetic-energy-driven superconducting (SC) mechanism by
taking into account the intertwining between the pseudogap and SC gap. It is shown that the
appearance of the Fermi pockets is closely associated with the emergence of the pseudogap. How-
ever, the distribution of the spectral weight of the SC-state quasiparticle spectrum on the Fermi
arc, or equivalently the front side of the Fermi pocket, and back side of Fermi pocket is extremely
anisotropic, where the most part of the spectral weight is located around the tips of the Fermi arcs,
which in this case coincide with the hot spots on the electron Fermi surface (EFS). In particular, as
charge order in the normal-state, this EFS instability drives charge order in the SC-state, with the
charge-order wave vector that is well consistent with the wave vector connecting the hot spots on
the straight Fermi arcs. Furthermore, this charge-order state is doping dependent, with the charge-
order wave vector that decreases in magnitude with the increase of doping. Although there is a
coexistence of charge order and superconductivity, this charge order antagonizes superconductivity.
The results from the SC-state dynamical charge structure factor indicate the existence of a quanti-
tative connection between the low-energy electronic structure and collective response of the electron
density. The theory also shows that the pseudogap and charge order have a root in common, they
and superconductivity are a natural consequence of the strong electron correlation.
PACS numbers: 74.72.Kf, 74.25.Jb, 74.20.Mn,71.45.Lr, 71.18.+y
I. INTRODUCTION
The understanding of the mechanism of superconduc-
tivity in cuprate superconductors remains one of the
most intriguing problems in condensed matter physics.
The parent compound of cuprate superconductors is a
half-filled Mott insulator1,2, which occurs to be due to
the strong electron correlation3,4. Superconductivity
is derived from doping this parent Mott insulator1,2,
indicating that superconductivity and the related ex-
otic physics in the doped regime are also dominated by
the same strong electron correlation. In conventional
superconductors5,6, an energy gap exists in the electronic
energy spectrum only below the superconducing (SC)
transition temperature Tc, which is corresponding to the
energy for breaking a Cooper pair of the electrons and
creating two excited states. However, in cuprate super-
conductors above Tc but below a characteristic tempera-
ture T ∗, an energy gap called the pseudogap exists7,8. In
particular, this pseudogap is most notorious in the un-
derdoped regime, where the charge carrier concentration
is too low for the optimal superconductivity7,8.
However, the strong electron correlation also induces
the system to find new way to lower its total energy, of-
ten by spontaneous breaking of the native symmetries
of the lattice9. This tendency leads to that the pseu-
dogap regime harbours diverse manifestations of the or-
dered electronic phases, and then a characteristic fea-
ture in the complicated phase diagram of cuprate su-
perconductors is the interplay between different ordered
electronic states and superconductivity7–9. In partic-
ular, by virtue of systematic studies using the scan-
ning tunneling microscopy (STM), resonant X-ray scat-
tering (RXS), angle-resolved photoemission spectroscopy
(ARPES), and many other measurement technique9–22,
it has been found recently that charge order is a univer-
sal phenomenon in cuprate superconductors, which ex-
ists within the pseudogap phase, appearing below a tem-
perature TCO well above Tc in the underdoped regime,
and coexists with superconductivity below Tc. TCO is
the temperature where charge order develops, and is of
the order of the pseudogap crossover temperature T ∗.
This near coincidence of T ∗ and TCO, as well as the co-
existence of charge order and superconductivity below
Tc, suggests that a crucial role in the pseodogap phase
is played by charge order9. These experimental obser-
vations also identified that charge order in the pseudo-
gap phase of cuprate superconductors emergences con-
sistently in surface and bulk, and in momentum and real
space. Furthermore, the combination of the RXS data
and electron Fermi surface (EFS) measured results using
ARPES revealed a quantitative link between the charge-
order wave vector QCO and the momentum vector con-
necting the tips of the straight Fermi arcs9,10,14, which
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2in this case coincide with the hot spots on EFS, indi-
cating that the hot spots play an important role in the
charge-order formation. This correspondence also shows
the existence of a quantitative connection between the
collective response of the electron density and the low-
energy electronic structure. As a natural consequence of
a doped Mott insulator, the charge-order state is also
doping dependent, with the magnitude of the charge-
order wave vector QCO that decreases upon the increase
of doping, in the analogy of the unusual behavior of the
doping dependence of the pseudogap9–22. These experi-
mental results observed on cuprate superconductors9–22
therefore show that charge order more intrinsically inter-
twines with superconductivity. In this case, some crucial
questions are raised: (i) does the strong electron correla-
tion play a role in the charge-order state and its interplay
with superconductivity? (ii) is charge order also the re-
sult of the emergence of the pseudogap? (iii) do charge
order and the SC order compete?
Since the discovery of charge order and its evolution
with doping and temperature in the pseudogap phase of
cuprate superconductors, the intense efforts at the ex-
perimental and theoretical levels have been put forth in
order to understand the physical origin of charge order
and of its interplay with superconductivity9. On the
one hand, the possible special role played by the tips
of the Fermi arcs has been discussed phenomenologi-
cally within the context of a magnetically-driven charge-
order instability23–28, where the charge-order wave vec-
tors spanning the hot spots are a manifestation of the
pseudogap formation due to charge order, rather than
being suggestive of pre-existing Fermi arcs that are un-
stable to charge order. However, a different proposal at-
tributes the pesudogap phase to the pair-density-wave
state29,30, while charge order only appears in the pesu-
dogap phase as a subsidiary order parameter, and the
tips of the Fermi arcs themselves result from an EFS
instability around the antinodal region that is distinct
from charge order. In particular, the physical origin of
charge order has been studied based on the t-J model
by taking into account the pseudogap effect31, where the
charge-order state is driven by the pseudogap-induced
EFS instability, with the charge-order wave vector corre-
sponding to the straight hot spots on EFS. This study31
also indicates that charge order is intimately related to
pseudogap, and they are a natural consequence of the
strong electron correlation in cuprate superconductors.
On the other hand, it has been argued that the emer-
gence of charge order in the SC-state is consistent with
the picture of the anticorrelation between charge order
and superconductivity9,22,32, i.e., these two order param-
eters are related, as opposed to simply coexisting and
competing. Moreover, a possible common origin of the
main instabilities in cuprate superconductors has been
suggested, namely, the possibility that the sequence of
ordering tendencies (Q = 0 order precedes charge or-
der, which in turn precedes the SC order) and the phase
diagram as a whole are driven by the strong electron
correlation9,32. However, up to now, the finial consen-
sus on the physical origin of charge order and of its in-
terplay with superconductivity has not reached. In this
paper, we study the physical origin of charge order and
of its interplay with superconductivity in cuprate super-
conductors within the framework of the kinetic-energy-
driven SC mechanism, where the SC-state quasiparti-
cle excitation spectrum is obtained explicitly by taking
into account the intertwining between the SC gap and
pseudogap. Based on this SC-state quasiparticle exci-
tation spectrum, the main features of charge order in
the SC-state of cuprate superconductors are qualitatively
reproduced9–22, including the doping dependence of the
charge-order wave vector. In particular, we show that as
charge order in the normal-state31, charge order in the
SC-state is also driven by the pseudogap-induced EFS
instability, with the charge-order wave vector that is well
consistent with the wave vector connecting the straight
hot spots on EFS. Although there is a coexistence of
charge order and superconductivity below Tc, this charge
order antagonizes superconductivity.
This paper is organized as follows. In Sec. II, we briefly
introduces the general formalism of the SC-state quasi-
particle spectral function of the t-J model in the charge-
spin separation fermion-spin representation obtained in
terms of the full charge-spin recombination scheme. The
quantitative characteristics of the interplay of charge or-
der with superconductivity are discussed in Sec. III,
where we show that the physical origin of charge order
can be interpreted in terms of the formation of the pseu-
dogap by which it means a reconstruction of EFS to form
the Fermi pockets, while the intimate interplay between
charge order and superconductivity is similar to the in-
trinsical intertwining between the SC gap and pseuogap.
In other words, the pseudogap and charge order have a
root in common, they and superconductivity are a nat-
ural consequence of the strong electron correlation. Fi-
nally, we give a summary and discussions in Sec. IV.
II. FORMALISM
Superconductivity in cuprate superconductors is a phe-
nomenon in which an assembly of electrons goes into the
electron pair-condensed phase as a consequence of the
dominance of the interaction between electrons by the ex-
change of a collective-mode33. This exchanged collective-
mode acts like a bosonic glue to hold the electron pairs
together, and is closely related to the SC-state quasipar-
ticle excitations determined by the low-energy electronic
structure34–36. On the other hand, the charge-order
state is defined as a broken-symmetry state occurring
when electrons self-organize into the periodic structures9.
Therefore charge order and its interplay with supercon-
ductivity should be reflected in the low-energy electronic
structure. The electronic structure of cuprate supercon-
ductors in the SC-state is manifested itself by the energy
and momentum dependence of the SC-state quasiparti-
3cle excitation spectrum I(k, ω), which is closely related
to the SC-state quasiparticle spectral function as34–36,
I(k, ω) = |M(k, ω)|2nF(ω)A(k, ω), (1)
where M(k, ω) is a matrix element between the initial
and final electronic states, and therefore depends on the
electron momentum, on the energy and polarization of
the income photon. However, following the common
practice, the magnitude of M(k, ω) has been rescaled to
the unit in this paper. nF(ω) is the fermion distribu-
tion, while A(k, ω) is the SC-state quasiparticle spectral
function, and is related directly with the imaginary part
of the single-electron diagonal Green’s function G(k, ω)
as A(k, ω) = −2ImG(k, ω). This SC-state quasiparti-
cle excitation spectrum in Eq. (1) is measurable via the
ARPES technique and can provide the crucial informa-
tion on EFS, the quasiparticle dispersions, and even the
momentum-resolved magnitude of the SC gap34–36.
The quasiparticle excitation spectrum I(k, ω) in Eq.
(1) also shows that the microscopic understanding of the
physical origin of charge order and of its interplay with
superconductivity regains a central role in the context
of the essential physics of cuprate superconductors, since
the calculation of I(k, ω) must be performed within the
microscopic mechanism of superconductivity. After in-
tensive investigations over more than three decades, now
it is widely believed that the t-J model on a square lat-
tice contains the essential ingredients to describe super-
conductivity and the related exotic physics in cuprate
superconductors3. Its Hamiltonian is given by,
H = −
∑
〈laˆ〉σ
tlaˆC
†
lσCl+aˆσ + µ
∑
lσ
C†lσClσ + J
∑
〈lηˆ〉
Sl · Sl+ηˆ, (2)
supplemented by the local constraint
∑
σ C
†
lσClσ ≤ 1 to
exclude double occupancy, where C†lσ (Clσ) is creation
(annihilation) operator for electrons with spin orienta-
tion σ =↑, ↓ on lattice site l, Sl = (Sxl , Syl , Szl ) is spin
operator, µ is the chemical potential, and J is the ex-
change interaction between the nearest-neighbor (NN)
sites ηˆ. In this paper, we restrict the hopping of elec-
trons tlaˆ to the NN sites ηˆ and next NN sites τˆ with
the amplitudes tlηˆ = t and tlτˆ = −t′, respectively, while
〈laˆ〉 means that l runs over all sites, and for each l, over
its NN sites aˆ = ηˆ or next NN sites aˆ = τˆ . Hereafter,
the parameters are chosen as t/J = 2.5 and t′/t = 0.3
as in our previous discussions31. The magnitude of J
and the lattice constant of the square lattice are the en-
ergy and length units, respectively. This t-J model (2)
therefore is characterised by a competition between the
kinetic energy, which makes electrons itinerant, and the
magnetic energy, which makes electrons localized. The
strong electron correlation manifests itself by the local
constraint of no double electron occupancy, and therefore
the crucial requirement is to impose this local constraint
properly37–42. In order to satisfy this local constraint,
we employ the fermion-spin formalism43,44, in which the
electron operators Cl↑ and Cl↓ in the t-J model (2) are
replaced by Cl↑ = h
†
l↑S
−
l and Cl↓ = h
†
l↓S
+
l , where the
spinful fermion operator hlσ = e
−iΦlσhl keeps track of the
charge degree of freedom of the constrained electron to-
gether with some effects of spin configuration rearrange-
ments due to the presence of the doped hole itself (charge
carrier), while the spin operator Sl represents the spin
degree of freedom of the constrained electron, and then
the local constraint of no double occupancy is satisfied at
each site. In this fermion-spin representation, the origi-
nal t-J model (2) can be rewritten as,
H =
∑
〈laˆ〉
tlaˆ(h
†
l+aˆ↑hl↑S
+
l S
−
l+aˆ + h
†
l+aˆ↓hl↓S
−
l S
+
l+aˆ)
− µ
∑
lσ
h†lσhlσ + Jeff
∑
〈lηˆ〉
Sl · Sl+ηˆ, (3)
where S−l = S
x
l − iSyl and S+l = Sxl + iSyl are the spin-
lowering and spin-raising operators for the spin S = 1/2,
respectively, Jeff = (1− δ)2J , and δ = 〈h†lσhlσ〉 = 〈h†lhl〉
is the charge-carrier doping concentration. As an im-
portant consequence, the kinetic-energy terms in the t-J
model (2) have been transferred as the interaction be-
tween charge carriers and spins, and therefore dominates
the essential physics of cuprate superconductors.
For a microscopic description of the SC-state of cuprate
superconductors, the kinetic-energy-driven SC mecha-
nism has been established based on the t-J model (3)
in the fermion-spin representation44–46, where the inter-
action between charge carriers and spins directly from
the kinetic energy by the exchange of spin excitations
generates the SC-state in the particle-particle channel
and pseudogap state in the particle-hole channel, and
therefore there is a coexistence of the SC gap and pseu-
dogap below Tc. However, for the discussions of the
electronic state properties, the exact knowledge of the
single-electron Green’s function (then the quasiparticle
spectral function) is of crucial importance34–36. Within
the framework of the charge-spin separation37–42, this
single-electron Green’s function can be evaluated in
terms of the charge-spin recombination. In the conven-
tional charge-spin recombination scheme37–42, the single-
electron Green’s function in space-time is a product of
the charge-carrier and spin Green’s functions, and the
resulting Fourier transform is a convolution of the charge-
carrier and spin Green’s functions. However, in the early
days of superconductivity, it has been formally demon-
strated that a microscopic theory based on the charge-
spin separation can not give a consistent description of
EFS and the related quasiparticle excitations in terms
of the conventional charge-spin recombination38–40. In
this case, within the kinetic-energy-driven SC mecha-
nism, we47 have developed recently a full charge-spin
recombination scheme to fully recombine a charge car-
rier and a localized spin into an electron, where it has
been realized that the coupling form between the elec-
tron quasiparticle and spin excitation is the same as that
between the charge-carrier quasiparticle and spin excita-
tion. Based on this full charge-spin recombination, the
4obtained single-electron Green’s function in the normal-
state can produce a large EFS with the area that fulfills
Luttinger’s theorem31. Following these discussions, the
single-electron diagonal and off-diagonal Green’s func-
tions G(k, ω) and =†(k, ω) of the t-J model (3) in the
fermion-spin representation have been obtained as47,
G(k, ω) =
1
ω − εk − Σ1(k, ω)− [Σ2(k, ω)]2/[ω + εk + Σ1(k,−ω)] , (4a)
=†(k, ω) = − Σ2(k, ω)
[ω − εk − Σ1(k, ω)][ω + εk + Σ1(k,−ω)]− [Σ2(k, ω)]2 , (4b)
where the bare electron excitation spectrum εk =
−Ztγk + Zt′γ′k + µ, with γk = (coskx + cosky)/2, γ′k =
coskxcosky, and Z is the number of the NN or next NN
sites on a square lattice, while the electron self-energies
Σ1(k, ω) in the particle-hole channel and Σ2(k, ω) in the
particle-particle channel have been evaluated in terms
of the full charge-spin recombination, and are given ex-
plicitly in Ref. 47. In particular, both the electron
self-energies Σ1(k, ω) in the particle-hole channel and
Σ2(k, ω) in the particle-particle channel are generated by
the same interaction of electrons with spin excitations.
Since the electron self-energy Σ2(k, ω) in the particle-
particle channel is a coupling of the energy and momen-
tum dependence of the electron pair interaction strength
and electron pair order parameter, it is defined as the
energy and momentum dependence of the SC gap48,49,
∆¯s(k, ω) = Σ2(k, ω), where following the common prac-
tice, the imaginary part of Σ2(k, ω) has been ignored.
On the other hand, the electron self-energy Σ1(k, ω) in
the particle-hole channel can be divided into two parts:
Σ1(k, ω) = ReΣ1(k, ω) + iImΣ1(k, ω), where ReΣ1(k, ω)
and ImΣ1(k, ω) are the real and imaginary parts, respec-
tively. With the above single-electron diagonal Green’s
function (4a), the SC-state quasiparticle spectral func-
tion A(k, ω) now can be obtained explicitly as,
A(k, ω) =
2Γ(k, ω)
[ω − εk − ReΣ¯(k, ω)]2 + Γ2(k, ω) , (5)
and then the dispersion of the quasiparticle state as a
function of momentum and therefore EFS itself can be
probed by ARPES measurements, where the SC-state
quasiparticle scattering rate Γ(k, ω) and the real part of
the modified electron self-energy ReΣ¯(k, ω) are given by,
Γ(k, ω) = |ImΣ1(k, ω)
− ∆¯
2
s (k, ω)ImΣ1(k,−ω)
[ω + εk + ReΣ1(k,−ω)]2 + [ImΣ1(k,−ω)]2
∣∣∣∣ ,
(6a)
ReΣ¯(k, ω) = ReΣ1(k, ω)
+
∆¯2s (k, ω)[ω + εk + ReΣ1(k,−ω)]
[ω + εk + ReΣ1(k,−ω)]2 + [ImΣ1(k,−ω)]2 .
(6b)
Substituting this SC-state quasiparticle spectral function
A(k, ω) in Eq. (5) into Eq. (1), we therefore can obtained
the SC-state quasiparticle excitation spectrum I(k, ω).
In comparison with the normal-state quasiparticle scat-
tering rate31 ΓN(k, ω), it is thus shown that there is a
additional suppression of the spectral weight below Tc
due to the SC gap opening.
III. INTERPLAY BETWEEN CHARGE ORDER
AND SUPERCONDUCTIVITY
Superconductivity in cuprate superconductors is an in-
stability of the normal-state, and this normal-state from
which it emerges over much of the phase diagram is the
pseudogap phase7,8. In this section, we show that the
charge-order formation is a natural result of the emer-
gence of the pseudogap, and then in analogy to the in-
terplay between the pseudogap and SC gap, the charge-
order correlation is more intimately entangled with su-
perconductivity in cuprate superconductors9.
A. Fermi pockets induced by a reconstruction of
electron Fermi surface
EFS of cuprate superconductors can be measured via
the ARPES technique34–36 and its shape can have deep
consequences for the anomalous properties50. The nature
and topology of EFS in the pseudogap phase of cuprate
superconductors has been debated for many years. The
early ARPES experimental studies found a large EFS
consistent with the band structure calculations51–53.
Later, the ARPES measurements with the enhancement
of the resolution revealed that the large EFS in the pseu-
dogap phase does not remain intact, but breaks up into
the disconnected Fermi arcs54–56. Recently, the great im-
provements in the resolution of the ARPES experimental
measurements allowed to resolve additional features in
the ARPES spectrum. Among these new achievements
is the observation of the Fermi pockets in the pseudogap
phase of cuprate superconductors57–59, with the area of
the Fermi pockets that is strongly dependent on the dop-
ing concentration58. In particular, these Fermi pockets
5(b)(a)
FIG. 1: (Color online) (a) The map of the quasiparticle excitation spectral intensity I(k, 0) and (b) the quasiparticle excitation
spectrum I(k, 0) in the [kx, ky] plane at δ = 0.12 with T = 0.002J for t/J = 2.5 and t
′/t = 0.3. The pairing of electrons and
holes at k and k + QHS [red lines in (a)] drives the charge-order formation, whereas the electron pairing at k and −k states
[yellow lines in (a)] is responsible for superconductivity.
can persist into the SC-state58. On the other hand, the
charge-order state in cuprate superconductors is closely
related to the EFS reconstruction9,10,14. This is why the
determination of the shape of EFS and the related dis-
tribution of the SC-state quasiparticle excitations in the
pseudogap phase of cuprate superconductors is believed
to be key issue for the understanding of the physical ori-
gin of charge order and of its intimate interplay with
superconductivity.
The intensity of the SC-state quasiparticle excitation
spectrum I(k, ω) in Eq. (1) at zero energy is used to
map out the underlying EFS, i.e., the locations of EFS
in momentum space is determined directly by34–36,
εk + ReΣ¯1(k, 0) = 0, (7)
and then the lifetime of the SC-state quasiparticles at
EFS is dominated by the inverse of the SC-state quasi-
particle scattering rate Γ(k, 0) in Eq. (6a). For a su-
perconductor, EFS is defined just above Tc. However, a
straightforward calculation shows that εk+ReΣ¯1(k, 0) =
0 in Eq. (7) is also equivalent to,
εk + ReΣ1(k, 0) = 0, (8)
which shows that the locations of EFS in momentum
space in the SC-state is almost the same as that in the
normal-state. This is why we can define operationally
EFS of cuprate superconductors in the SC-state as the
contours in momentum space determined from the low-
energy spectral weight34–36. However, the SC quasipar-
ticle scattering rate (then the lifetime of the SC quasi-
particle) at EFS has been modified by the SC gap as,
Γ(k, 0) =
∣∣∣∣ImΣ1(k, 0)− ∆¯2s (k)ImΣ1(k, 0)
∣∣∣∣ . (9)
In Fig. 1, we plot (a) the map of the SC-state quasi-
particle excitation spectral intensity I(k, 0) in Eq. (1)
and (b) the SC-state quasiparticle excitation spectrum
I(k, 0) in the [kx, ky] plane at doping δ = 0.12 with tem-
perature T = 0.002J . In the d-wave type SC-state, if
the single-particle coherence from the electron self-energy
Σ1(k, 0) in the particle-hole channel is neglected, EFS as
the single contour in momentum space is gapped, lead-
ing to the four isolated gapless points at the nodes in the
momentum space50. However, when the single-particle
coherence from Σ1(k, 0) is included as shown in Fig. 1,
some unconventional features emerge: (i) the original
single-contour EFS in momentum space is split by the
electron self-energy Σ1(k, 0) into two contours kF and
kBS, respectively, where the redistribution of the low-
energy spectral weight of the SC-state quasiparticle ex-
citation spectrum leads to a reconstruction of EFS; (ii)
the low-energy spectral weight at the contours kF and
kBS are suppressed by the SC-state quasiparticle scatter-
ing rate Γ(k, 0). However, this suppression is extremely
anisotropic. In particular, the low-energy spectral weight
around the antinodal region is suppressed heavily, while
the low-energy spectral weight around the nodal region
is reduced moderately, which leads to that the contours
kF and kBS break up into the disconnected segments
around the nodal region; (iii) the contour kF intersects
the contour kBS at the tips of these disconnected seg-
ments to form a Fermi pocket, where following the com-
mon practice57–59, the disconnected segment around the
nodal region at the contour kF is referred to the Fermi
arc, and is also defined as the front side of the Fermi
pocket, while the other at the contour kBS around the
nodal region is associated with the back side of the Fermi
pocket. Moreover, this Fermi pocket is not symmetrically
6located in the Brillouin zone (BZ), i.e., it is not centered
around [pi/2, pi/2]. In comparison with the corresponding
results of cuprate superconductors in the normal-state60,
it is thus shown that the Fermi pockets in cuprate su-
perconductors appeared in the SC-state can persist into
the normal-state, and the location, shape and area of the
Fermi pockets in the SC-state are almost the same as
that in the normal-state. These results are in qualita-
tive agreement with the experimental data obtained by
means of the ARPES experimental measurements57–59
and magnetoresistance quantum oscillation61–65, where
the definitive Fermi pockets in both the SC- and normal-
states have been observed.
B. Coexistence of charge order and
superconductivity
In Fig. 1, it is also shown clearly that the part of the
spectral weight of the SC-state quasiparticle excitation
spectrum at the Fermi arc has been transferred to the
back side of the Fermi pocket by the self-energy Σ1(k, 0),
which leads to that although the Fermi arc and back
side of the Fermi pocket possess finite spectral weight58,
the most part of the spectral weight is located around
the tips of the Fermi arcs, which in this case coincide
with the hot spots on EFS, where the spectral weight
has a largest value (see Fig. 1b), reflecting a fact that
the most of the SC quasiparticles occupies region around
the eight isolated hot spots on EFS, and then these SC
quasiparticles around the hot spots contribute effectively
to the SC-state quasiparticle scattering process9. How-
ever, charge order in cuprate superconductors is char-
acterized by the charge-order wave vector, which is just
determined by the wave vector connecting the straight
hot spots on EFS9,10,14. In the present study based on
the kinetic-energy-driven SC mechanism, we find that the
theoretical result of the SC quasiparticle scattering wave
vector between the hot spots on the straight Fermi arcs
shown in Fig. 1a at the doping δ = 0.12 is QHS = 0.270
(hereafter we use the reciprocal units), which is in good
agreement with the experimental average value9–22 of the
charge-order wave vector QCO ≈ 0.265 oberved in the
underdoped cuprate superconductors, indicating that as
charge order in the normal-state31, charge order in the
SC-state is also driven by the EFS instability. More-
over, these results also show that (i) the charge-order-
induced reconstruction of EFS into the Fermi pockets is
caused by a finite charge-order wave vector QHS
61–65; (ii)
the charge-order correlation is developed in the normal-
state31, and can persists into the SC-state, leading to a
coexistence of charge order and superconductivity below
Tc. These results are also well consistent with the exper-
imental observations9–22. Furthermore, we66 have shown
that the magnitude of the charge-order wave vector QHS
is also related to the next NN hopping t′ of electrons,
i.e., it increases with the increase of t′, and therefore the
experimentally observed differences of the magnitudes of
the charge-order wave vector QCO among the different
families of cuprate superconductors at the same doping
concentration can be attributed to the different values of
t′.
In the conventional superconductors5,6, the SC quasi-
particles are the phase-coherent linear superpositions of
electrons and holes, while the SC condensate is made up
of electron pairs, which are bound-states of two electrons
with opposite momenta and spins. However, the charge-
order quasiparticles are superpositions of electrons (or
holes), and then the charge-order state is likewise a pair
condensate, but of electrons and holes, whose net mo-
mentum determines the wave-length of charge order22,67.
Within the framework of the kinetic-energy-driven SC
mechanism, the structure of the coexistence of supercon-
ductivity and charge order in cuprate superconductors
is also shown in Fig. 1a, where the pairing of electrons
and holes at k and k+QHS (red lines) separated by the
charge-order wave vectorQHS drives the charge-order for-
mation, whereas the electron pairing at k and −k (yel-
low lines) states induces superconductivity. In this SC-
state with coexisting charge order, the quasiparticles be-
come superpositions of four, rather just two quasiparticle
eigenstates22.
C. Doping dependence of charge-order wave vector
FIG. 2: (Color online) The map of the quasiparticle excitation
spectral intensity I(k, 0) at δ = 0.15 with T = 0.002J for
t/J = 2.5 and t′/t = 0.3.
The above result in Fig. 1 indicates that the charge-
order wave vector is just corresponding to the straight
hot spots on EFS, however, the position of the hot
spots is doping dependent. In this case, the charge-
order state in cuprate superconductors is characterized
not only by the charge-order wave vector, but also by
its doping dependence9. To address the evolution of the
7charge-order wave vector with doping, we plot the map
of the SC-state quasiparticle excitation spectral inten-
sity I(k, 0) at the doping δ = 0.15 with T = 0.002J
in Fig. 2. Comparing it with Fig. 1a for the same
set of parameters except for the doping δ = 0.15, it is
thus shown that with the increase of doping, the po-
sition of the hot spots shifts towards to the antinodes,
which leads to that the magnitude of the charge-order
wave vector decreases with the increase of doping. To see
this doping dependence of the charge-order wave vector
more clearly, we have performed a series of calculations
for the SC-state quasiparticle excitation spectrum I(k, 0)
at different doping concentrations, and the result for the
extracted charge-order wave vector QHS (blue line) as a
function of doping with T = 0.002J is plotted in Fig.
3. For comparison, the result44,46,47 of Tc (black line)
as a function of doping is also replotted in Fig. 3. It is
shown clearly that Tc has a distinct dome-shaped doping
dependence, i.e., it increases with the increase of doping
in the underdoped regime, and reaches a maximum in
the optimal doping, then decreases with the increase of
doping in the overdoped regime. However, in contrast to
the case of Tc in the underdoped regime, the magnitude
of QHS smoothly decreases with the increase of doping in
the underdoped regime, in qualitative agreement with the
experimental data9–22. Furthermore, in comparison with
the corresponding results of the doping dependence of the
pseudogap7,8,44,46, it is thus shown that the behavior of
the doping dependence of the charge-order wave vector is
very similar to that of the doping dependence of the pseu-
dogap, indicating that the appearance of charge order is
closely related to the emergence of the pseudogap.
FIG. 3: (Color online) The charge-order wave vector (blue
line) in T = 0.002J and superconducting transition tempera-
ture Tc (black line) for t/J = 2.5 and t
′/t = 0.3 as a function
of doping.
In spite of a coexistence of charge order and super-
conductivity below Tc, above obtained results also show
a change in the EFS topology from a single contour in
momentum space, where the SC-state quasiparticle ex-
citation spectrum is gapless at the nodes and therefore
the SC quasiparticle lifetime on the nodes is infinitely
long, to the Fermi pockets, where the SC quasiparticle
energies have been heavily renormalized by the electron
self-energy Σ1(k, ω) in the particle-hole channel and then
they acquire a finite lifetime τ(k, 0) = Γ−1(k, 0) on the
Fermi arc and back side of the Fermi pocket, thereby in-
dicating a reconstruction of EFS caused by the onset of
charge order. In this case, the essential physics of the in-
timate interplay of charge order with superconductivity
is closely related to the coexistence and competition be-
tween the SC gap and pseudogap below Tc. This follows
a fact44,46,47 that within the framework of the kinetic-
energy-driven SC mechanism, the pseudogap state in the
particle-hole channel is generated by the same electron
interaction that also generates SC-state in the article-
particle channel. In particular, as we have shown in
the previous discussions44,46,47, the electron self-energy
Σ1(k, ω) in the particle-hole channel in Eq. (4) can be
also rewritten as,
Σ1(k, ω) ≈ [∆¯PG(k)]
2
ω + ε0k
, (10)
with the corresponding energy spectrum ε0k and
the momentum dependence of the pseudogap ∆¯PG(k)
can be obtained directly from the electron self-
energy Σ1(k, ω) and its antisymmetric part Σ1o(k, ω)
as ε0k = −Σ1(k, 0)/Σ1o(k, 0) and ∆¯PG(k) =
Σ1(k, 0)/
√−Σ1o(k, 0), respectively, and have been given
explicitly in Ref. 47. In the present case, this pseudogap
∆¯PG(k) is identified as being a role of the single-particle
coherence by which it means a reconstruction of EFS to
form the Fermi pockets. In particular, the corresponding
imaginary part of Σ1(k, ω) can be also expressed explic-
itly in terms of the pseudogap ∆¯PG(k) as,
ImΣ1(k, ω) ≈ 2pi[∆¯PG(k)]2δ(ω + ε0k), (11)
which therefore reflects an intimate relation between the
SC-state quasiparticle scattering rate in Eq. (6a) and
pseudogap20 ∆¯PG(k).
Substituting this electron self-energy Σ1(k, ω) in Eq.
(10) into Eq. (4), the single-electron diagonal and off-
diagonal Green’s functions in Eq. (4) can be rewritten
explicitly as,
G(k, ω) =
(
U21k
ω − E1k +
V 21k
ω + E1k
)
+
(
U22k
ω − E2k +
V 22k
ω + E2k
)
, (12a)
=†(k, ω) = −a1k∆¯s(k)
2E1k
(
1
ω − E1k −
1
ω + E1k
)
+
a2k∆¯s(k)
2E2k
(
1
ω − E2k −
1
ω + E2k
)
, (12b)
where a1k = (E
2
1k − ε20k)/(E21k − E22k), a2k = (E22k −
ε20k)/(E
2
1k − E22k), and as a natural consequence of the
8coexistence of the pseudogap and SC gap, the quasi-
particles become superpositions of four eigenstates with
the corresponding energy eigenvalues E1k, −E1k, E2k,
and −E2k, respectively, where E1k =
√
[K1k +K2k]/2,
E2k =
√
[K1k −K2k]/2, and the kernel functions,
K1k = ε
2
k + ε
2
0k + 2∆¯
2
PG(k) + ∆¯
2
s (k), (13a)
K2k =
√
(ε2k − ε20k)b1k + 4∆¯2PG(k)b2k + ∆¯4s (k), (13b)
with b1k = ε
2
k − ε20k + 2∆¯2s (k), and b2k = (εk − ε0k)2 +
∆¯2s (k), while the coherence factors of the SC-state with
the coexisting pseudogap state are given by,
U21k =
1
2
[
a1k
(
1 +
εk
E1k
)
− a3k
(
1 +
ε0k
E1k
)]
, (14a)
V 21k =
1
2
[
a1k
(
1− εk
E1k
)
− a3k
(
1− ε0k
E1k
)]
, (14b)
U22k = −
1
2
[
a2k
(
1 +
εk
E2k
)
− a3k
(
1 +
ε0k
E2k
)]
, (14c)
V 22k = −
1
2
[
a2k
(
1− εk
E2k
)
− a3k
(
1− ε0k
E2k
)]
, (14d)
and satisfy the sum rule for any wave vector k: U21k +
V 21k + U
2
2k + V
2
2k = 1, where a3k = [∆¯PG(k)]
2/(E21k −
E22k). In analogy to the normal-state case
60, this energy
band splitting induced by the pseudogap therefore leads
to form two contours kF and kBS in momentum space as
shown in Fig. 1.
FIG. 4: (Color online) The map of the quasiparticle scattering
rate at δ = 0.12 with T = 0.002J for t/J = 2.5 and t′/t = 0.3.
On the other hand, the contribution to the SC-state
quasiparticle excitation spectrum comes from two typical
excitations: the electron-hole and the electron pair exci-
tations. In this case, the result in Eq. (9) also shows that
the contribution to the SC-state quasiparticle scattering
rate Γ(k, 0) from the first term ImΣ1(k, 0) of the right-
hand side in Eq. (9) mainly comes from the electron-hole
excitations, and is intimately related to the emergence of
the pseudogap. This process can therefore persist into
the normal-state pseudogap phase, and leads to a num-
ber of the anomalous properties7,8. In particular, the
sharp peak structure of the energy and momentum de-
pendence of ImΣ1(k, ω) is directly responsible for the
remarkable peak-dip-hump structure in the quasiparti-
cle excitation spectrum of cuprate superconductors68,69.
However, the additional contribution to the SC-state
quasiparticle scattering rate Γ(k, 0) from the second term
∆¯2s (k)/ImΣ1(k, 0) of the right-hand side in Eq. (9) origi-
nates from the electron pair excitations. This additional
process is caused by the SC gap opening, and vanishes in
the normal-state. In Fig. 4, we plot the map of the inten-
sity of the SC-state quasiparticle scattering rate Γ(k, 0)
at the doping δ = 0.12 with T = 0.002J . Apparently,
Γ(k, 0) is strong dependence of momentum, reflecting a
fact that both the pseudogap ∆¯PG(k) and SC gap ∆¯s(k)
are extremely anisotropic in momentum space. To see
this fact more clearly, we plot the angular dependence
of (a) |ImΣ1(kF, 0)| and (b) ∆¯s(kF, 0) along EFS from
the antinode to the node at the doping δ = 0.12 with
T = 0.002J in Fig. 5. For comparison, the corresponding
result (dash-dotted line) of the monotonic d-wave form
(coskx − cosky)/2 along EFS is also presented in Fig.
5b. These results in Fig. 5 show that both |ImΣ1(kF, 0)|
[then the pseudogap ∆¯PG(kF)] and ∆¯s(kF) have a strong
angular dependence. On the one hand, |ImΣ1(kF, 0)| ex-
hibits the largest value around the antinode kAN. How-
ever, the actual minimum of |ImΣ1(kF, 0)| does not ap-
pear around the node kN, but locates exactly at the hot
spot kHS, where |ImΣ1(kHS, 0)| ∼ 0. In particular, the
magnitude of |ImΣ1(kF, 0)| around the antinode is larger
than that around the node. On the other hand, although
the SC gap ∆¯s(kF) has a dominated d-wave symmetry
with the actual maximum at the antinode and the actual
minimum [∆¯s(kN) = 0] at the node, it exhibits an un-
usual momentum dependence around the hot spot region
with the anomalously small value, which leads to that the
angular variation of ∆¯s(kF) on EFS can not be described
by a monotonic d-wave SC gap form (coskx − cosky)/2,
i.e., it cannot be fit by a simple (coskx − cosky)/2 form
except for the the nodal and antinodal regions70 as shown
in Fig. 5b.
The combination of both the results of |ImΣ1(kF, 0)|
and ∆¯s(kF) shown in Fig. 5, the angular dependence
of the SC-state quasiparticle scattering rate Γ(kF, 0) on
EFS can therefore be obtained, and the result is plotted
in Fig. 6. Moreover, we have also calculated the angu-
lar dependence of the SC-state quasiparticle scattering
rate Γ(kBS, 0) along the back side of the Fermi pocket
from the antinode to the node, and found that its be-
havior is very similar to that of Γ(kF, 0). The result in
Fig. 6 therefore shows clearly that the essential property
of the angular dependence of Γ(kF, 0) is mainly domi-
nated by the pseudogap, i.e., the SC-state quasiparticle
9(a) (b)
FIG. 5: The angular dependence of (a) the imaginary part of the electron self-energy in the particle-hole channel and (b)
superconducting gap along kF from the antinode to the node at δ = 0.12 with T = 0.002J for t/J = 2.5 and t
′/t = 0.3. The
position of the hot spot is indicated by the dashed vertical line. The dash-dotted line in (b) is obtained from a numerical fit
(coskx − cosky)/2.
FIG. 6: The angular dependence of the quasiparticle scatter-
ing rate along kF from the antinode to the node at δ = 0.12
with T = 0.002J for t/J = 2.5 and t′/t = 0.3.
scattering rate Γ(kF, 0) has almost the same momentum
dependence as |ImΣ1(kF, 0)|. In particular, Γ(kF, 0) ex-
hibits the strongest scattering at the antinodes, which is
consistent with the experimental results10,14,71–74, where
the strongest quasiparticle scattering appeared at the
antinodes has been also widely observed in cuprate su-
perconductors. However, the weakest quasiparticle scat-
tering does not take place at the nodes, but occurs ex-
actly at the hot spots kHS, where the energy spectra
ε0kHS ≈ −εkHS , ∆¯PG(kHS), and ∆¯s(kHS) have anoma-
lously small values, and then all the energy bands for
the SC-state quasiparticle excitation spectra on the con-
tours kF and kBS converge on the hot spots of EFS. This
extremely anisotropic momentum dependence of the SC-
state quasiparticle scattering rates (then the pseudogap)
on kF and kBS therefore suppresses heavily the spectral
weight of the SC-state quasiparticle excitation spectrum
on the contours kF and kBS in the antinodal region, and
reduces modestly the spectral weight around the nodal
region. This is also why the tips of these disconnected
segments on kF and kBS assemble on the hot spots to
form a Fermi pocket in the SC-state around the nodal
region. At the same time, this EFS instability there-
fore drives charge order with the charge-order wave vec-
tor connecting the parallel hot spots on EFS, as charge
order driven by the EFS instability in the normal-state
case31. In other words, the formation of the Fermi pock-
ets (then the charge-order state) is a natural consequence
of the extremely anisotropic momentum dependence of
the pseudogap (then the quasiparticle scattering rates)
originated from the electron self-energy due to the in-
teraction between electrons by the exchange of spin ex-
citations. Furthermore, the position of the hot spots is
doping dependent, and shifts towards to the antinodes
when doping is increased, which therefore leads to that
the charge-order wave vector decreases with the increase
of doping9,10. In the normal-state [∆¯s(k, ω) = 0], the SC-
state quasiparticle scattering rate Γ(k, ω) in Eq. (6a) is
reduced as the normal-state quasiparticle scattering rate
ΓNS(k, ω) = |ImΣ1(k, ω)|. Since the essential properties
of the angular dependence of Γ(kF, 0) is dominated by
the pseudogap ∆¯PG(k), these Fermi pockets persist into
the normal-state58,60, and then charge order driven by
the EFS instability emerges in the normal-state31.
In our previous studies44,46,47, we have shown that
(i) there is a coexistence of the SC gap and pseudogap
below Tc; (ii) the pseudogap is directly related to the
single-particle coherent weight, and then the SC-state
in the kinetic-energy-driven SC mechanism is controlled
by both the SC gap and single-particle coherence; (iii)
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however, this single-particle coherence competes strongly
with the electron pairing state, which leads Tc in cuprate
superconductors to be reduced to lower temperatures, in-
dicating that the pseudogap has a competitive role in en-
gendering superconductivity. With these previous stud-
ies of the intertwining between the pseudogap and SC
gap, our present results of the connection of charge order
and pseudogap therefore show that (i) the reconstruction
of EFS and the related charge-order state in the pseu-
dogap phase can be attributed to the emergence of the
pseudogap; (ii) as the role played by the pseudogap, al-
though charge order coexists with superconductivity be-
low Tc, this charge order displays the analogous com-
petition with superconductivity; (iii) the Fermi pocket,
charge order, and pseudogap are intimately related, i.e.,
there is a common origin for the Fermi pocket, charge
order, and pseudogap, they and superconductivity are a
natural consequence of the strong electron correlation in
cuprate superconductors.
D. Quantitative connection between electronic
structure and collective response of electron density
Now we turn our attention to the quantitative con-
nection between the collective response of the electron
density and low-energy electronic structure. The collec-
tive response of the electron density, as manifested by
the SC-state dynamical charge structure factor C(k, ω),
is closely related to the imaginary part of the SC-state
quasiparticle density-density correlation function,
C(k, ω) = − 1
ω
ImΠ˜c(k, ω), (15)
with the SC-state quasiparticle density-density correla-
tion function Π˜c(k, ω) that is defined as,
Π˜c(Rl −Rl′ , t− t′) = 〈〈Tρ(Rl, t)ρ(Rl′ , t′)〉〉, (16)
where the ρ(Rl, t) is the density operator, and can be
expressed explicitly as,
ρ(Rl) = e
∑
σ
C†lσClσ. (17)
Substituting this density operator (17) into Eqs. (16)
and (15), the SC-state dynamical charge structure factor
C(k, ω) thus can be obtained explicitly in terms of the
SC-state quasiparticle spectral functions as,
C(k, ω) = 2e2
1
N
∑
q
∫ ∞
−∞
dω′
2pi
[A(q+ k, ω′ + ω)A(q, ω′)−A=(q+ k, ω′ + ω)A=(q, ω′)]nF(ω
′ + ω)− nF(ω′)
ω
, (18)
where A=(k, ω) = −2Im=†(k, ω). It should be noted
that in the calculation of the above SC-state dynamical
charge structure factor, the vertex correction has been
dropped, since it has been shown that the vertex correc-
tion is negligibly small in the calculation of the density-
density correlation of cuprate superconductors75,76.
To explore the global feature of charge order in the SC-
state, we have mapped the SC-state dynamical charge
structure factor (18) in the [kx, ky] plane, and find that
there are four resonance peaks, where the charge-order
propagates only along the parallel directions [±QHS, 0]
and [0,±QHS] of BZ, in good agreement with the exper-
imental observations9–22. To see the parallel resonance
peaks around the wave vector QHS clearly, we plot the
result of C(k, ω) along the k = [0, 0] to k = [pi, 0] di-
rection of BZ at the energy ω = 6.8J and the doping
δ = 0.12 with T = 0.002J in Fig. 7, where a resonance
peak emerges in the wave vector QCO ≈ 0.27. In partic-
ular, this characteristic wave vector QCO ≈ 0.27 is the
exactly same with the charge-order wave QHS = 0.270
determined from the corresponding to the straight hot
spots on EFS in Sec. III B, indicating a quantitative
connection between the electronic structure and collec-
tive response of electron density. Since the intensity of
the resonance peak is determined by damping, it is thus
fully understandable that the intensity of the resonance
peak is suppressed as the temperature is increased9–22.
To further verify this resonance peak that can be identi-
fied as the presence of charge ordering, we plot C(QCO, ω)
as a function of energy in the wave vector QCO = 0.27
at the doping δ = 0.12 with T = 0.002J in Fig. 8, where
the energy is tuned away from the resonance energy, the
sharp peak in the wave vector QCO = 0.27 is suppressed
heavily, and then eventually disappears, also in qualita-
tive agreement with the experimental observation from
the RXS measurements9–22. This suppression of the res-
onance peak by tuning energy away from the resonance
energy therefore verifies the presence of charge order as
the collective response of the electron density in the SC-
state of cuprate superconductors.
The above obtained results therefore confirm a quan-
titative connection between the low-energy electronic
structure and the collective response of electron density
in cuprate superconductors9,10,14. The SC-state dynami-
cal charge structure factor C(k, ω) in Eq. (18) is obtained
in terms of the SC-state quasiparticle spectral functions,
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FIG. 7: Dynamical charge structure factor along the k = [0, 0]
to k = [pi, 0] direction of the Brillouin zone at ω = 6.8J and
δ = 0.12 with T = 0.002J for t/J = 2.5 and t′/t = 0.3.
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FIG. 8: Dynamical charge structure factor as a function of
energy in the charge-order wave vector QCD = 0.27 at δ =
0.12 with T = 0.002J for t/J = 2.5 and t′/t = 0.3.
in other words, the essential behavior of the collective re-
sponse of the electron density in the SC-state of cuprate
superconductors is mainly determined by the SC-state
quasiparticle spectral functions [then the single-electron
diagonal and off-diagonal Green’s functions in Eq. (12)
and the related pesudogap in Eq. (10)]. However, the
single-electron diagonal and off-diagonal Green’s func-
tions (12) and the related dispersions of the SC-state
quasiparticle excitation energies E1k and E2k can be also
reproduced qualitatively by a phenomenological Hamil-
tonian,
HCO =
∑
kσ
εkC
†
kσCkσ −
∑
k
∆¯s(k)(C
†
k↑C
†
−k↓ + C−k↓Ck↑)
−
∑
kσ
ε0kC
†
k+QHSσ
Ck+QHSσ
+
∑
kσ
∆¯PG(k)(C
†
k+QHSσ
Ckσ + C
†
kσCk+QHSσ), (19)
while such type Hamiltonian has been usually employed
to phenomenologically discuss the physical origin of
charge order and of its interplay with superconductiv-
ity in cuprate superconductors23–27, where charge or-
der induces a reconstruction of EFS to form the Fermi
pockets, in qualitative agreement with the experimen-
tal data. This is why our present study based on the
kinetic-energy-driven SC mechanism can give a consis-
tent description of the interplay between charge order
and superconductivity in cuprate superconductors.
IV. CONCLUSIONS
In conclusion, within the framework of the kinetic-
energy-driven SC mechanism, we have discussed the
physical origin of charge order and of its interplay with
superconductivity in cuprate superconductors by taking
into account the intertwining between the pseudogap and
SC gap. In particular, we show that the pseudogap-
induced EFS reconstruction generates the formation of
the Fermi pockets around the nodal region. However, the
distribution of the spectral weight of the SC-state quasi-
particle excitation spectrum on the Fermi arc and back
side of the Fermi pocket is extremely anisotropic, where
the most of the SC quasiparticles occupies region around
the hot spots on EFS. As charge order in the normal-
state, this EFS instability drives the charge-order corre-
lation in the SC-state, with the charge-order wave vector
connecting the straight hot spots on EFS. As a natural
consequence of a doped Mott insulator, this charge-order
state is doping dependent, with the magnitude of the
charge-order wave vector that decreases with the increase
of doping. Although charge order appears to be a phe-
nomenon that coexists with superconductivity below Tc,
this charge order strongly competes with superconduc-
tivity. The results from the SC-state dynamical charge
structure factor indicate the existence of a quantitative
connection between the low-energy electronic structure
and collective response of the electron density. Com-
bined with the previous results in the normal-state31,60,
the theory also shows that the pseudogap and charge or-
der are both consequences of the same physics, they and
superconductivity are a natural result of the strong elec-
tron correlation in cuprate superconductors.
12
Acknowledgements
The authors would like to thank Professor Yongjun
Wang for helpful discussions. DG, YL, YM, and
SF are supported by the National Key Research
and Development Program of China under Grant No.
2016YFA0300304, and the National Natural Science
Foundation of China (NSFC) under Grant Nos. 11574032
and 11734002. HZ is supported by NSFC under Grant
No.11547034.
∗ Electronic address: spfeng@bnu.edu.cn
1 J. G. Bednorz and K. A. Mu¨ller, Z. Phys. B 64, 189 (1986).
2 See, e.g., the review, M. A. Kastner, R. J. Birgeneau, G.
Shirane, and Y. Endoh, Rev. Mod. Phys. 70, 897 (1998).
3 P. W. Anderson, Science 235, 1196 (1987).
4 See, e.g., the review, Philip Phillips, Rev. Mod. Phys. 82,
1719 (2010).
5 J. Bardeen, L. N. Cooper, and J. R. Schrieffer, Phys. Rev.
108, 1175 (1957).
6 J. R. Schrieffer, Theory of Superconductivity, Benjamin,
New York, 1964.
7 See, e.g., the review, Tom Timusk and Bryan Statt, Rep.
Prog. Phys. 62, 61 (1999).
8 See, e.g., the review, S. Hu¨fner, M. A. Hossain, A. Dam-
ascelli, and G. A. Sawatzky, Rep. Prog. Phys. 71, 062501
(2008).
9 See, e.g., the review, Riccardo Comin and Andrea Dama-
scelli, Annu. Rev. Condens. Matter Phys. 7, 369 (2016).
10 R. Comin, A. Frano, M. M. Yee, Y. Yoshida, H. Eisaki,
E. Schierle, E. Weschke, R. Sutarto, F. He, A. Soumya-
narayanan, Yang He, M. Le Tacon, I. S. Elfimov, Jennifer
E. Hoffman, G. A. Sawatzky, B. Keimer and A. Damascelli,
Science 343, 390 (2014).
11 Tao Wu, Hadrien Mayaffre, Steffen Kra¨mer, Mladen Hor-
vatic´, Claude Berthier, W. N. Hardy, Ruixing Liang, D. A.
Bonn, and Marc-Henri Julien, Nature 477, 191 (2011).
12 J. Chang, E. Blackburn, A. T. Holmes, N. B. Christensen,
J. Larsen, J. Mesot, Ruixing Liang, D. A. Bonn, W. N.
Hardy, A. Watenphul, M. v. Zimmermann, E. M. Forgan,
and S. M. Hayden, Nat. Phys. 8, 871 (2012).
13 G. Ghiringhelli, M. Le Tacon, M. Minola, S. Blanco-
Canosa, C. Mazzoli, N. B. Brookes, G. M. De Luca, A.
Frano, D. G. Hawthorn, F. He, T. Loew, M. Moretti Sala,
D. C. Peets, M. Salluzzo, E. Schierle, R. Sutarto, G. A.
Sawatzky, E. Weschke, B. Keimer, and L. Braicovich, Sci-
ence 337, 821 (2012).
14 Eduardo H. da Silva Neto, Pegor Aynajian, Alex Frano,
Riccardo Comin, Enrico Schierle, Eugen Weschke, Andra´s
Gyenis, Jinsheng Wen, John Schneeloch, Zhijun Xu, Shim-
pei Ono, Genda Gu, Mathieu Le Tacon, and Ali Yazdani,
Science 343, 393 (2014).
15 K. Fujita, Chung Koo Kim, Inhee Lee, Jinho Lee, M. H.
Hamidian, I. A. Firmo, S. Mukhopadhyay, H. Eisaki, S.
Uchida, M. J. Lawler, E.-A. Kim, J. C. Davis, Science
344, 612 (2014).
16 T. P. Croft, C. Lester, M. S. Senn, A. Bombardi, and S.
M. Hayden, Phys. Rev. B 89, 224513 (2014).
17 M. Hu¨cker, N. B. Christensen, A. T. Holmes, E. Blackburn,
E. M. Forgan, Ruixing Liang, D. A. Bonn, W. N. Hardy,
O. Gutowski, M. v. Zimmermann, S. M. Hayden, and J.
Chang, Phys. Rev. B 90, 054514 (2014).
18 G. Campi, A. Bianconi, N. Poccia, G. Bianconi, L. Barba,
G. Arrighetti, D. Innocenti, J. Karpinski, N. D. Zhigadlo,
S. M. Kazakov, M. Burghammer, M. v. Zimmermann, M.
Sprung and A. Ricci, Nature 525, 359 (2015).
19 R. Comin, R. Sutarto, F. He, E. H. da Silva Neto, L.
Chauviere, A. Fran˜o, R. Liang, W. N. Hardy, D. A. Bonn,
Y. Yoshida, H. Eisaki, A. J. Achkar, D. G. Hawthorn, B.
Keimer, G. A. Sawatzky, and A. Damascelli, Nat. Mater.
14, 796 (2015).
20 Makoto Hashimoto, Elizabeth A. Nowadnick, Rui-Hua He,
Inna M. Vishik, Brian Moritz, Yu He, Kiyohisa Tanaka,
Robert G. Moore, Donghui Lu, Yoshiyuki Yoshida,
Motoyuki Ishikado, Takao Sasagawa, Kazuhiro Fujita,
Shigeyuki Ishida, Shinichi Uchida, Hiroshi Eisaki, Zahid
Hussain, Thomas P. Devereaux, and Zhi-Xun Shen, Nat.
Mater. 14, 37 (2015).
21 Y. Y. Peng, M. Salluzzo, X. Sun, A. Ponti, D. Betto, A.
M. Ferretti, F. Fumagalli, K. Kummer, M. Le Tacon, X. J.
Zhou, N. B. Brookes, L. Braicovich, and G. Ghiringhelli,
Phys. Rev. B 94, 184511 (2016).
22 J. P. Hinton, E. Thewalt, Z. Alpichshev, F. Mahmood,
J. D. Koralek, M. K. Chan, M. J. Veit, C. J. Dorow, N.
Bariˇsic´, A. F. Kemper, D. A. Bonn, W. N. Hardy, Ruixing
Liang, N. Gedik, M. Greven, A. Lanzara, and J. Orenstein,
Sci. Rep. 6, 23610 (2016).
23 J. C. Se´amus Davis, and Dung-Hai Lee, Proc. Natl. Acad.
Sci. 110, 17623 (2013).
24 K. B. Efetov, H. Meier, and C. Pe´pin, Nat. Phys. 9, 442
(2013).
25 Subir Sachdev and Rolando La Placa, Phys. Rev. Lett.
111, 027202 (2013).
26 H. Meier, M. Einenkel, C. Pe´pin, and K. B. Efetov, Phys.
Rev. B 88, 020506(R) (2013).
27 N. Harrison and S. E. Sebastian, New J. Phys. 16, 063025
(2014).
28 W. A. Atkinson, A. P. Kampf, and S. Bulut, New J. Phys.
17, 013025 (2015).
29 Patrick A. Lee, Phys. Rev. X 4, 031017 (2014).
30 See, e.g., the review, Eduardo Fradkin, Steven A. Kivelson,
and John M. Tranquada, Rev. Mod. Phys. 87, 457 (2015).
31 Shiping Feng, Deheng Gao and Huaisong Zhao, Phil. Mag.
96, 1245 (2016); Yingping Mou and Shiping Feng, Phil.
Mag. 97, 3361 (2017).
32 W. Tabis, Y. Li, M. Le Tacon, L. Braicovich, A. Kreyssig,
M. Minola, G. Dellea, E. Weschke, M. J. Veit, M. Ra-
mazanoglu, A. I. Goldman, T. Schmitt, G. Ghiringhelli,
N. Bariˇsic´, M. K. Chan, C. J. Dorow, G. Yu, X. Zhao, B.
Keimer, and M. Greven, Nat. Commun. 5, 5875 (2014).
33 See, e.g., the review, Jules P. Carbotte, Thomas Timusk,
and Jungseek Hwang, Rep. Prog. Phys. 74, 066501 (2011).
34 See, e.g., the review, A. Damascelli, Z. Hussain, and Z.-X.
Shen, Rev. Mod. Phys. 75, 473 (2003).
35 See, e.g., the review, J. C. Campuzano, M. R. Norman, M.
Randeira, in Physics of Superconductors, vol. II, edited by
K. H. Bennemann and J. B. Ketterson (Springer, Berlin
Heidelberg New York, 2004), p. 167.
36 See, e.g., the review, X. J. Zhou, T. Cuk, T. Devereaux,
13
N. Nagaosa, and Z. -X. Shen, in Handbook of High-
Temperature Superconductivity: Theory and Experiment,
edited by J. R. Schrieffer (Springer, New York, 2007), p.
87.
37 See, e.g., the review, L. Yu, in Recent Progress in Many-
Body Theories, edited by T. L. Ainsworth, C. E. Campbell,
B. E. Clements, and E. Krotscheck (Plenum, New York,
1992), Vol. 3, p. 157.
38 Shiping Feng, J. B. Wu, Z. B. Su, and L. Yu, Phys. Rev.
B 47, 15192 (1993).
39 L. Zhang, J. K. Jain, and V. J. Emery, Phys. Rev. B 47,
3368 (1993).
40 J. C. Le Guillou and E. Ragoucy, Phys. Rev. B 52, 2403
(1995).
41 Patrick A. Lee, Physica C 317-318, 194 (1999).
42 P. W. Anderson, Science 288, 480 (2000).
43 Shiping Feng, Jihong Qin, and Tianxing Ma, J. Phys.:
Condens. Matter 16, 343 (2004); Shiping Feng, Z. B. Su,
and L. Yu, Phys. Rev. B 49, 2368 (1994).
44 See, e.g., the review, Shiping Feng, Yu Lan, Huaisong
Zhao, Lu¨lin Kuang, Ling Qin, and Xixiao Ma, Int. J. Mod.
Phys. B 29, 1530009 (2015).
45 Shiping Feng, Phys. Rev. B 68, 184501 (2003); Shiping
Feng, Tianxing Ma, and Huaiming Guo, Physica C 436,
14 (2006).
46 Shiping Feng, Huaisong Zhao, and Zheyu Huang, Phys.
Rev. B. 85, 054509 (2012); Phys. Rev. B. 85, 099902(E)
(2012).
47 Shiping Feng, Lu¨lin Kuang, and Huaisong Zhao, Physica
C 517, 5 (2015).
48 G. M. Eliashberg, Sov. Phys. JETP 11, 696 (1960); D. J.
Scalapino, J. R. Schrieffer, and J. W. Wilkins, Phys. Rev.
148, 263 (1966).
49 See, e.g., G. D. Mahan, Many-Particle Physics, (Plenum
Press, New York, 1981).
50 Claudius Gros, Bernhard Edegger, V. N. Muthukumar,
and P. W. Anderson, Proc. Natl. Acad. Sci. 103, 14298
(2006).
51 T. Takahashi, H. Matsuyama, H. Katayama-Yoshida, Y.
Okabe, S. Hosoya, K. Seki, H. Fujimoto, M. Sato, and H.
Inokuchi, Phys. Rev. B 39, 6636 (1989).
52 J. C. Campuzano, G. Jennings, M. Faiz, L. Beaulaigue,
B. W. Veal, J. Z. Liu, A. P. Paulikas, K. Vandervoort, H.
Claus, R. S. List, A. J. Arko, and R. J. Bartlett, Phys.
Rev. Lett. 64, 2308 (1990).
53 D. S. Marshall, D. S. Dessau, A. G. Loeser, C-H. Park,
A. Y. Matsuura, J. N. Eckstein, I. Bozovic, P. Fournier,
A. Kapitulnik, W. E. Spicer, and Z.-X. Shen, Phys. Rev.
Lett. 76, 4841 (1996).
54 M. R. Norman, H. Ding, M. Randeria, J. C. Campuzano,
T. Yokoya, T. Takeuchi, T. Takahashi, T. Mochiku, K.
Kadowaki, P. Guptasarma, and D. G. Hinks, Nature 392,
157 (1998).
55 T. Yoshida, X. J. Zhou, K. Tanaka, W. L. Yang, Z. Hus-
sain, Z.-X. Shen, A. Fujimori, S. Sahrakorpi, M. Lindroos,
R. S. Markiewicz, A. Bansil, Seiki Komiya, Yoichi Ando,
H. Eisaki, T. Kakeshita, and S. Uchida, Phys. Rev. B 74,
224510 (2006).
56 A. Kanigel, U. Chatterjee, M. Randeria, M. R. Norman, S.
Souma, M. Shi, Z. Z. Li, H. Raffy, and J. C. Campuzano,
Phys. Rev. Lett. 99, 157001 (2007).
57 H.-B. Yang, J. D. Rameau, P. D. Johnson, T. Valla, A.
Tsvelik, and G. D. Gu, Nature 456, 77 (2008).
58 Jianqiao Meng, Guodong Liu, Wentao Zhang, Lin Zhao,
Haiyun Liu, Xiaowen Jia, Daixiang Mu, Shanyu Liu, Xi-
aoli Dong, Jun Zhang, Wei Lu, Guiling Wang, Yong Zhou,
Yong Zhu, Xiaoyang Wang, Zuyan Xu, Chuangtian Chen,
and X. J. Zhou, Nature 462, 335 (2009).
59 H.-B. Yang, J. D. Rameau, Z.-H. Pan, G. D. Gu, P. D.
Johnson, H. Claus, D. G. Hinks, and T. E. Kidd, Phys.
Rev. Lett. 107, 047003 (2011).
60 Huaisong Zhao, Deheng Gao, and Shiping Feng, Physica
C 534, 1 (2017).
61 Nicolas Doiron-Leyraud, Cyril Proust, David LeBoeuf,
Julien Levallois, Jean-Baptiste Bonnemaison, Ruixing
Liang, D. A. Bonn, W. N. Hardy, Louis Taillefer, Nature
447, 565 (2007).
62 David LeBoeuf, Nicolas Doiron-Leyraud, Julien Levallois,
R. Daou, J.-B. Bonnemaison, N. E. Hussey, L. Balicas, B.
J. Ramshaw, Ruixing Liang, D. A. Bonn, W. N. Hardy,
S. Adachi, Cyril Proust, Louis Taillefer, Nature 450, 533
(2007).
63 Suchitra E. Sebastian, N. Harrison, E. Palm, T. P. Murphy,
C. H. Mielke, Ruixing Liang, D. A. Bonn, W. N. Hardy,
G. G. Lonzarich, Nature 454, 200 (2008).
64 Neven Bariˇsic´, Sven Badoux, Mun K. Chan, Chelsey
Dorow, Wojciech Tabis, Baptiste Vignolle, Guichuan Yu,
Je´roˆme Be´ard, Xudong Zhao, Cyril Proust, and Martin
Greven, Nat. Phys. 9, 761 (2013).
65 M. K. Chan, N. Harrison, R. D. McDonald, B. J.
Ramshaw, K. A. Modic, N. Bariˇsic´, and M. Greven, Nat.
Commun. 7, 12244 (2016).
66 Huaisong Zhao, Yingping Mou, and Shiping Feng, J. Su-
percond. Nov. Magn. 31, 683 (2018).
67 W. Kohn and D. Sherrington, Rev. Mod. Phys. 42, 1
(1970).
68 Daixiang Mou, Adam Kaminski, and Genda Gu, Phys.
Rev. B 95, 174501 (2017).
69 Deheng Gao, Yingping Mou, and Shiping Feng, J. Low
Temp. Phys. (2018). https://doi.org/10.1007/s10909-018-
1870-y
70 J. Mesot, M. R. Norman, H. Ding, M. Randeria, J. C. Cam-
puzano, A. Paramekanti, H. M. Fretwell, A. Kaminski, T.
Takeuchi, T. Yokoya, T. Sato, T. Takahashi, T. Mochiku,
and K. Kadowaki, Phys. Rev. Lett. 83, 840 (1999); S. V.
Borisenko, A. A. Kordyuk, T. K. Kim, S. Legner, K. A.
Nenkov, M. Knupfer, M. S. Golden, J. Fink, H. Berger,
and R. Follath, Phys. Rev. B 66, 140509(R) (2002).
71 T. Valla, A. V. Fedorov, P. D. Johnson, Q. Li, G. D. Gu
and N. Koshizuka, Phys. Rev. Lett. 85, 828 (2000).
72 A. Kaminski, H. M. Fretwell, M. R. Norman, M. Randeria,
S. Rosenkranz, U. Chatterjee, J. C. Campuzano, J. Mesot,
T. Sato, T. Takahashi, T. Terashima, M. Takano, K. Kad-
owaki, Z. Z. Li and H. Raffy, Phys. Rev. B 71, 014517
(2005).
73 M. Shi, J. Chang, S. Pailhe´s, M. R. Norman, J. C. Cam-
puzano, M. Ma˚nsson, T. Claesson, O. Tjernberg, A. Ben-
dounan, L. Patthey, N. Momono, M. Oda, M. Ido, C.
Mudry and J. Mesot, Phys. Rev. Lett. 101, 047002 (2008).
74 Y. Sassa, M. Radovic´, M. Ma˚nsson, E. Razzoli, X. Y. Cui,
S. Pailhe´s, S. Guerrero, M. Shi, P. R. Willmott, F. Miletto
Granozio, J. Mesot, M. R. Norman and L. Patthey, Phys.
Rev. B 83, 140511(R) (2011).
75 N. Lin, E. Gull and A. J. Millis, Phys. Rev. Lett. 109,
106401 (2012).
76 Pengfei Jing, Yiqun Liu, Huaisong Zhao, Lulin Kuang, and
Shiping Feng, Phil. Mag. Lett. 97, 206 (2017).
