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Abstract. Cell detection in histopathology images is of great value in
clinical practice. Convolutional neural networks (CNNs) have been ap-
plied to cell detection to improve the detection accuracy, where cell an-
notations are required for network training. However, due to the variety
and large number of cells, complete annotations that include every cell
of interest in the training images can be challenging. Usually, incomplete
annotations can be achieved, where positive labeling results are carefully
examined to ensure their reliability but there can be other positive in-
stances, i.e., cells of interest, that are not included in the annotations.
This annotation strategy leads to a lack of knowledge about true neg-
ative samples. Most existing methods simply treat instances that are
not labeled as positive as truly negative during network training, which
can adversely affect the network performance. In this work, to address
the problem of incomplete annotations, we formulate the training of de-
tection networks as a positive-unlabeled learning problem. Specifically,
the classification loss in network training is revised to take into account
incomplete annotations, where the terms corresponding to negative sam-
ples are approximated with the true positive samples and the other sam-
ples of which the labels are unknown. To evaluate the proposed method,
experiments were performed on a publicly available dataset for mitosis
detection in breast cancer cells, and the experimental results show that
our method improves the performance of cell detection given incomplete
annotations for training.
Keywords: Cell detection · positive-unlabeled learning · incomplete an-
notation
1 Introduction
Clinical medicine relies largely on cell detection and counting in histopathology
images to assess the degree of tissue damage. However, conventional detection
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methods [18] are complicated and inefficient, and they cannot cope with the
large amount of image data. In recent years, the application of convolutional
neural networks (CNNs) to object detection has shown unparalleled advantages,
and CNN-based algorithms are increasingly used in the cell detection task with
remarkable results [2, 14,17,19].
For training CNN-based detectors, high-quality annotations (bounding boxes
in most cases) of the cells of interest are needed. Ideally, every cell of interest in
the training images should be annotated by experts. However, due to the large
number and diverse morphology of cells in histopathology images, completely
annotating all instances becomes very challenging. In practice, experts can pre-
fer to only ensure that all instances labeled as positive are correct [10], and the
annotation may even be sparse in the image if a large number of images are
to be annotated [9]. In this case, the rest of the instances may not be all true
negatives, and there still exist unannotated positive instances with high proba-
bility. In other words, the annotations are incomplete and only include a subset
of the cells of interest. Most existing methods simply treat unannotated areas as
negative instances during network training [16]. Although this training strategy
may still achieve promising results given a relatively large number of annotated
positive instances, it neglects the existence of false negative training data due to
incomplete annotations and is thus suboptimal.
Very recently, the problem of incomplete annotations for training CNN-based
cell detectors draws attention [9]. In [9], motivated by the significant density dif-
ference between the regression boxes of positive and negative instances, Boxes
Density Energy (BDE) is proposed to calibrate the training loss. The assump-
tion of BDE is that negative samples are inclined to possess a lower density of
regression boxes. Therefore, among the instances that are not annotated as pos-
itive, the regions with a higher density of regression boxes are less likely to be
truly negative, and their losses as negative samples are calibrated to be smaller.
Compared with methods that neglect the problem of incomplete annotations,
the detection performance is improved with BDE. To the best of our knowledge,
this is the only existing work that addresses the problem of incomplete anno-
tations for cell detection1, and the development of cell detection methods with
incomplete annotations is still an open problem.
In this work, we continue to explore the problem of incomplete annotations
for CNN-based cell detection in histopathology images. Since the regions without
annotated instances may include both positive and negative samples, we treat
the instances in these regions as unlabeled data and propose to reformulate the
classification part of the detection problem as a positive-unlabeled (PU) learning
problem [1,4]. In particular, the classification loss for network training is revised,
where the terms about negative samples are approximated with the annotated
positive instances and unlabeled instances. The revised classification loss is then
integrated with the localization loss to train the detection network. To evaluate
the proposed method, we performed experiments on a publicly available dataset
1 The work in [10] requires the annotated mask of each instance in addition to the
bounding box, and thus it addresses a different problem.
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for mitosis detection in breast cancer histopathology images. For demonstration,
Faster R-CNN [13] was used as our backbone detection network, which has
been previously applied to various cell detection tasks [16, 21]. Experimental
results show that our method leads to improved cell detection performance given
incomplete annotations for training.
2 Methods
2.1 Background: cell detection with complete annotations for
training
In typical deep learning based methods of object detection, e.g., Faster R-
CNN [13], the network generates a bounding box to indicate the position of
each instance and the corresponding class probability, i.e., the likelihood of the
instance belonging to a certain category. In this work, we are interested in cell
detection, which usually aims at the detection of a certain type of cells, e.g., cells
related to cancer [2,15,19]. Thus, we assume that the classification is binary, i.e.,
the ground truth label z of the bounding box x is binary: z ∈ {0, 1}. Note that
x is generally initially produced by a region proposal module, such as a region
proposal network [13]. The localization of the bounding box x given by the net-
work is denoted by v = {X,Y,W,H}, where X, Y , W , and H represent the
x-coordinate, y-coordinate, width, and height of the bounding box, respectively.
The probability of a bounding box being positive—i.e., z = 1—predicted by the
network is denoted by c ∈ [0, 1].
Conventionally, to train a detection network, all positive instances should be
annotated for the training images, and the loss comprising both localization and
classification error is minimized. The localization loss Lloc is computed from the
predicted location v and the ground truth location b = {Xb, Yb,Wb, Hb} of the
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i − bi) (1)
with smoothL1(a) =
{
a2/2, if |a| ≤ 1
|a| − 0.5, otherwise . (2)
Here, i and Np are the index and the total number of positive training sam-
ples, respectively. The classification loss Lcls is computed from the predicted











Here, j and Nn are the index and the total number of negative training samples
(samples that have no overlap or do not have a sufficiently large overlap with
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the labeled positive instances), respectively; cip and c
j
n represent the predicted
probability of the positive sample xip and the negative sample x
j
n being positive,
respectively; and most commonly H(·, ·) is a cross-entropy loss function that
measures the difference between the prediction and ground truth [12]. With the
complete annotations where every positive instance in the training images is
labeled, the sum of the two losses Lloc and Lcls is minimized to learn the weights
of the detection network.
2.2 PU learning for cell detection with incomplete annotations
For cell annotations on histopathology images, because there are usually a huge
number of cells with various appearances, it is challenging to annotate every
positive instance. Experts may only ensure that the annotated cells are truly
positive, and the annotated cells may even appear sparse in the image to reduce
the annotation load [9]. In this case, the training set only contains a subset of
the positive instances and misses other positive instances. In other words, in this
incompletely annotated dataset, the regions with no instances labeled as positive
are not necessarily all truly negative. Therefore, given incomplete annotations,
training the detection network with the classification loss described in Eq. (3) is
no longer accurate and could cause performance degradation.
Since the regions that are not labeled as positive may comprise both positive
and negative samples, the instances in these regions can be considered unlabeled.
This means that the incompletely annotated training dataset contains both pos-
itively labeled and unlabeled training samples (xp and xu, respectively). Thus,
to address the problem of incomplete annotations for cell detection, we propose
to exploit PU learning, so that the classification loss that is originally computed
with complete annotations can be approximated with incomplete annotations.
To derive the approximation of the classification loss, we notice that Lcls
is an approximation (empirical mean) of the expectation E(x,z)[H(c, z)] that
measures the difference between the predicted probability c of x being a positive
sample and the ground truth label z. The computation of E(x,z)[H(c, z)] can be
reformulated as
E(x,z)[H(c, z)]
= Pr(z = 0)
∫
p(x|z = 0)H(c, 0)dx+ Pr(z = 1)
∫
p(x|z = 1)H(c, 1)dx (4)
= (1− π)Ex|z=0[H(c, 0)] + πEx|z=1[H(c, 1)]. (5)
Here, p(·) represents a probability density function, and π = Pr(z = 1) is the
positive class prior.
Since positive training samples are available yet negative training samples
are unavailable, we can directly compute the second term in Eq. (5) with the
training samples but not the first term. However, it is possible to approximate
the first term with both positive and unlabeled training samples [8]. Because
p(x) = Pr(z = 0)p(x|z = 0) + Pr(z = 1)p(x|z = 1), we have
Pr(z = 0)p(x|z = 0) = p(x)− Pr(z = 1)p(x|z = 1), (6)
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and the first term (1− π)Ex|z=0[H(c, 0)] in Eq. (5) becomes
Pr(z = 0)
∫
p(x|z = 0)H(c, 0)dx
=
∫
p(x)H(c, 0)dx− Pr(z = 1)
∫
p(x|z = 1)H(c, 0)dx (7)
= Ex[H(c, 0)]− πEx|z=1[H(c, 0)]. (8)
Then, based on Eq. (5), E(x,z)[H(c, z)] becomes
E(x,z)[H(c, z)] = Ex[H(c, 0)]− πEx|z=1[H(c, 0)] + πEx|z=1[H(c, 1)]. (9)
Now, the second and third terms on the right hand side of Eq. (9) can be
computed with positive samples, and the first term Ex[H(c, 0)] still needs to
be determined.
In PU learning for classification problems, it is assumed that the distribution
of the unlabeled data xu is the same as the distribution of x, so that Ex[H(c, 0)]
can be approximated by Exu [H(c, 0)]. Previous work has directly applied such
approximation to an object detection problem [20]. However, simply applying
the PU learning strategy developed for classification to the detection problem
can be problematic, because in detection problems the unlabeled samples and
positively labeled samples originate from the same images. Some positive samples
are excluded from the distribution of xu, and thus the approximation is biased.
Instead, if we combine the positively labeled and unlabeled samples in the same
images, they provide samples drawn from the distribution of x, and Ex[H(c, 0)]











where k and Nu are the index and the total number of unlabeled training sam-
ples, respectively, and cku represents the predicted probability of the unlabeled
sample xku. In this way, all terms on the right hand side of Eq. (9) can be
approximated with the training samples. Note that in practice an expressive
CNN may overfit the data and produce negative values for the approximation
of (1 − π)Ex|z=0[H(c, 0)] in Eq. (8). Thus, we follow [8] and use a nonnegative
approximation of (1− π)Ex|z=0[H(c, 0)], which leads to
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Then, we have the revised classification loss that approximates E(x,z)[H(c, z)]





















Note that the class prior π in Lpucls is assumed to be known. Since it is difficult
to directly estimate π using incompletely annotated training samples, π can be
considered a hyperparameter and determined with a validation set (see Sect. 3.2).
With the revised classification loss, the complete loss function for training
the detection network with incomplete annotations is
L = Lloc + Lpucls. (13)
This loss function can be integrated with different state-of-the-art backbone
detection networks that are based on the combination of localization and classi-
fication losses, e.g., Faster R-CNN [13] that is widely applied to object detection
problems including cell detection.
3 Results
3.1 Dataset description and experimental settings
To evaluate the proposed method, we performed experiments on the publicly
available MITOS-ATYPIA-14 dataset2, which aims to detect mitosis in breast
cancer cells. The dataset comprises 393 images, and the image size is 1600×1600.
In this dataset, experienced pathologists have annotated each mitosis with a key
point, and like [9] for each key point we generated a 32×32 bounding box centered
around it.
The images were split into a training, validation, and test set with a ratio
of about 4:1:1, and we performed 5-fold cross-validation for evaluation, where
the validation set was fixed and the training and test sets were regrouped in
each fold. Since the size of the original image is large, we cropped the images
into 500× 500 patches with an overlap of 100 pixels horizontally and vertically
between adjacent patches. In addition, to simulate the scenario where incomplete
annotations are performed, like [9] for each image in the training or validation
set, we randomly deleted the annotations until there was only one annotation
per image patch. The annotations in the test set were intact.
For demonstration, we used Faster R-CNN [13] as the baseline network to de-
tect the mitosis, as it has been previously used for similar detection tasks [16,21].
2 https://mitos-atypia-14.grand-challenge.org/
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The Faster R-CNN had been pretrained on ImageNet [3] for a better initializa-
tion of network weights.3 For each patch, at most 100 prediction boxes were
generated according to the confidence score (greater than 0.5) in descending
order [13]. For test images, the detection result on each patch was merged to
produce the final prediction. Specifically, we generated prediction boxes for each
500×500 patch, mapped the coordinates of these boxes back into the image, and
performed non-maximum suppression [11] to merge duplicate bounding boxes.
The Adam optimizer [7] was used for minimizing the loss function, where
the initial learning rate was set to 10−3. To ensure training convergence, the
detection network was trained with 20 epochs, and the training procedure took
about 4 hours on an NVIDIA GeForce GTX 1080 Ti GPU.
3.2 Detection accuracy
As described in Sect. 2.2, the class prior π was determined based on the validation
set. The candidate values of π ranged from 0.02 to 0.06 with an increment of
0.01. Because there were only incompletely annotated images in the validation
set, precision could not be used to evaluate the performance on the validation
set [16]. Thus, we selected π according to the best average recall computed from
the validation set. Note that π was selected for each fold independently, and the
selected value was consistent (0.04 or 0.05) across the folds.
We compared the proposed method with two competing methods, which,
for fair comparison, used the same backbone Faster R-CNN detection network.
In the first competing method, the Faster R-CNN model (initialized with the
pretraining on ImageNet) was trained using the incomplete annotations, where
the unlabeled regions were simply considered negative. This Faster R-CNN is
referred to as the baseline method. In the second competing method, we in-
tegrated the BDE method [9] with the baseline Faster R-CNN, so that weights
were added to the unlabeled samples to calibrate the classification loss according
to the density of regression boxes. Note that in the BDE method, the samples in
the unlabeled areas are still considered negative, but their weights are adjusted
based on how likely they are to be really negative, whereas in our method the
samples in the unlabeled areas are considered to have unknown classes, and they
are used together with positively labeled samples to approximate the classifica-
tion loss in a principled framework.
We first qualitatively evaluated the proposed method. Examples of the de-
tection results of each method on test patches are shown in Fig. 1, together with
the full annotations. The numbers of true positive (TP) and false positive (FP)
detection results are also indicated in the figure for each case. In these cases, our
method compares favorably with the competing methods by either producing
more TP boxes than the competing methods without increasing the number of
FP boxes or reducing the number of FP boxes with preserved TP boxes.
3 The VGG16 [6] backbone was selected here, but similar results (not reported) were
achieved with the ResNet50 and ResNet101 [5] backbones.
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Fig. 1. Examples of detection results on test patches shown together with the full
annotations. The numbers of TP and FP detection results and the number of mitoses
in the annotation are also indicated for each case.
Table 1. The average recall and average precision on the test set for each fold. The
results of the proposed method are highlighted in bold.
Method
Fold 1 Fold 2 Fold 3 Fold 4 Fold 5
Recall Precision Recall Precision Recall Precision Recall Precision Recall Precision
Baseline 0.778 0.533 0.733 0.506 0.753 0.543 0.710 0.510 0.649 0.412
BDE 0.821 0.552 0.792 0.529 0.789 0.557 0.725 0.528 0.670 0.415
Proposed 0.842 0.567 0.802 0.547 0.801 0.559 0.738 0.541 0.670 0.435
Next, we quantitatively compared the proposed method with the competing
methods. We computed the average recall and average precision of the detection
results on the test set for each fold, and they are shown in Table 1. Compared
with the competing methods, the proposed method has higher recall and preci-
sion values, which indicate the better detection accuracy of the proposed method.
We also computed the means and standard deviations of the average recall
and average precision of the five folds, and compared the proposed method with
the competing methods using paired Student’s t-tests. These results are shown
in Table 2. Consistent with Table 1, the proposed method has higher recall and
precision. In addition, the improvement of our method is statistically significant.
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Table 2. The means and standard deviations (stds) of the average recall and average
precision of the five folds. The results of the proposed method are highlighted in bold.
Asterisks indicate that the difference between the proposed method and the competing
method is significant using a paired Student’s t-test. (∗p < 0.05, ∗∗p < 0.01)
Recall Precision
Baseline BDE Proposed Baseline BDE Proposed
mean 0.725 0.759 0.771 0.501 0.516 0.530
std 0.044 0.055 0.060 0.047 0.052 0.048
p ** * - ** * -
Finally, to confirm the benefit of the approximation developed in Eq. (10)
for detection problems, we performed experiments with the original PU learning
strategy for classification problems as in [20] for comparison. The means of the
average recall and average precision of the five folds were computed, which are
0.770 and 0.503, respectively. Although the recall is comparable to the result
(0.771) of the proposed method, the mean precision is much worse than the
result (0.530) of the proposed method (see Table 2). The mean precision is
even worse than the BDE result (0.516) and close to the baseline result (0.501)
reported in Table 2. These comparisons confirm that directly applying the PU
learning strategy developed for classification problems may not be suitable for
cell detection in histopathology images.
4 Conclusion
In this work, we seek to address the problem of network training with incomplete
annotations for cell detection in histopathology images. We propose to apply PU
learning to cell detection, so that the classification loss is more appropriately
computed from the incompletely annotated data during network training. The
experimental results on a publicly available dataset show that our method can
improve the performance of cell detection given incomplete annotations.
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