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MiniSeg: An Extremely Minimum Network for
Efficient COVID-19 Segmentation
Yu Qiu, Yun Liu, and Jing Xu
Abstract—The rapid spread of the new pandemic, coronavirus
disease 2019 (COVID-19), has seriously threatened global health.
The gold standard for COVID-19 diagnosis is the tried-and-
true polymerase chain reaction (PCR), but PCR is a laborious,
time-consuming and complicated manual process that is in
short supply. Deep learning based computer-aided screening,
e.g., infection segmentation, is thus viewed as an alternative due
to its great successes in medical imaging. However, the publicly
available COVID-19 training data are limited, which would
easily cause overfitting of traditional deep learning methods
that are usually data-hungry with millions of parameters. On
the other hand, fast training/testing and low computational cost
are also important for quick deployment and development of
computer-aided COVID-19 screening systems, but traditional
deep learning methods, especially for image segmentation, are
usually computationally intensive. To address the above problems,
we propose MiniSeg, a lightweight deep learning model for
efficient COVID-19 segmentation. Compared with traditional
segmentation methods, MiniSeg has several significant strengths:
i) it only has 472K parameters and is thus not easy to overfit;
ii) it has high computational efficiency and is thus convenient
for practical deployment; iii) it can be fast retrained by other
users using their private COVID-19 data for further improving
performance. In addition, we build a comprehensive COVID-19
segmentation benchmark for comparing MiniSeg with traditional
methods. Code and models will be released to promote the
research and practical deployment for computer-aided COVID-
19 screening.
Index Terms—COVID-19 segmentation, efficient segmentation,
COVID-19 screening, lightweight segmentation.
I. INTRODUCTION
AS one of the most serious pandemics in human his-tory, coronavirus disease 2019 (COVID-19) continues
to threaten global health with thousands of newly infected
patients every day. Since the end of 2019, COVID-19 has
infected more than 2.0M people and caused 130K deaths.
COVID-19 is caused by the infection of severe acute res-
piratory syndrome coronavirus 2 (SARS-CoV-2) which can
be spread by breathing, coughing, sneezing, or other means
of excreting infectious viruses. Effective screening of infected
patients is of high importance to the fight against COVID-
19 because i) early diagnosis of COVID-19 can help mitigate
the spread of viruses by isolating the infected patients early;
ii) imposing treatment early greatly improves the chances
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of survival; iii) confirmed patients should also be repeatedly
diagnosed in order to confirm whether the virus is cleared. The
gold standard for COVID-19 diagnosis is the tried-and-true
polymerase chain reaction (PCR) [1] which detects nucleic
acid (e.g., RNA) of SARS-CoV-2 from respiratory specimens
(e.g., nasopharyngeal swabs, oropharyngeal swabs, nasal mid-
turbinate swabs, and anterior nares swabs) in laboratories of
Biosafety Level 2 (BSL-2). As a laborious, time-consuming
and complicated manual process, PCR testing is in short sup-
ply, although many countries are racing to increase supplies.
Another COVID-19 screening method is radiography ex-
amination by analyzing chest radiography images, e.g., X-ray
and computed tomography (CT). As found in recent studies
[2], [3], there exist characteristic abnormalities in the chest
radiography images of infected patients. Some researchers
suggest that chest CT should be considered as a primary
tool for COVID-19 screening in epidemic areas [4]. Since
chest radiography imaging can be easily conducted in modern
hospitals, radiography examination is faster and cheaper than
PCR testing, in some cases, even showing higher sensitivity
[5]. However, the bottleneck is that radiography examination
needs expert radiologists to interpret radiography images,
while human eyes are not sensitive enough to subtle visual
indicators especially in the exhausted state of overwork [6],
[7]. Therefore, computer-aided systems are expected for auto-
matic and accurate radiography interpretation. Computer-aided
systems could learn to capture subtle details and will never feel
tired like human beings.
When it comes to computer-aided COVID-19 screening,
deep learning based technology is a good choice due to its
uncountable successful stories in computer vision and medical
imaging. In some cases, deep learning can even outperform
human beings [6], [8]–[10]. However, directly applying tra-
ditional deep learning models for COVID-19 screening is
suboptimal. On one hand, these models usually have millions
of parameters and thus require a large amount of labeled data
for training. The problem is that the publicly available COVID-
19 data are limited and thus easy to cause overfitting of
traditional data-hungry models. On the other hand, traditional
deep learning methods, especially the ones for image segmen-
tation, are usually computationally intensive. Considering the
current severe pandemic situation, fast training/testing and low
computational load are essential for quick deployment and
development of computer-aided COVID-19 screening systems.
It is a widely accepted concept that overfitting is easier to
happen when a model has more parameters and less training
data. To solve the above problems of COVID-19 segmentation,
we observe that lightweight networks are not only uneasy to
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overfit owing to their small number of parameters but also
likely to be efficient, making them suitable for computer-aided
COVID-19 screening systems. Therefore, we think lightweight
COVID-19 segmentation should be the technical solution of
this paper. The key is how to achieve accurate segmentation
under the constraints of the number of network parameters
and high efficiency. Although replacing the vanilla convolution
with the combination of depthwise separable convolution
(DSConv) and pointwise convolution [11], [12] can reduce the
number of network parameters, the accuracy usually decreases
as the network shrinks [11]–[15]. To achieve our goal, we
find the accuracy of image segmentation can be improved
with better multi-scale learning. Many multi-scale learning
strategies have significantly pushed forward the state of the
arts of segmentation [16]–[24]. Hence a proper multi-scale
learning strategy has the potential to ensure the segmentation
accuracy of lightweight networks.
With the above analyses, our effort starts with the design of
an Attentive Hierarchical Spatial Pyramid (AHSP) module for
effective lightweight multi-scale learning. AHSP first builds a
spatial pyramid of dilated depthwise separable convolutions
and feature pooling for learning multi-scale semantic features.
Then, the learned multi-scale features are fused hierarchically
to enhance the capacity of multi-scale representation. Finally,
the multi-scale features are merged under the guidance of
the attention mechanism which learns to highlight essential
information and filter out noisy information in radiography
images. With the AHSP module incorporated, we propose
an extremely minimum network for efficient segmentation of
COVID-19 infected areas in chest CT images. Our method,
namely MiniSeg, only has 472K parameters, two orders of
magnitude less than traditional image segmentation methods,
so that current limited COVID-19 data can be adopted for
training MiniSeg. We build a comprehensive COVID-19 seg-
mentation benchmark, including the well-known methods for
both medical image segmentation and semantic image segmen-
tation, for extensively comparing MiniSeg with previous state-
of-the-art methods. Experiments demonstrate that MiniSeg
performs favorably against previous state-of-the-art segmen-
tation methods with high efficiency and limited COVID-19
training data. Code and models will be released to promote the
future research and deployment of computer-aided COVID-19
screening.
In summary, our contributions are threefold:
• We propose an Attentive Hierarchical Spatial Pyramid
(AHSP) module for effective lightweight multi-scale
learning which plays an essential role in image segmen-
tation.
• With the AHSP module incorporated, we present an
extremely minimum network, MiniSeg, for accurate and
efficient COVID-19 segmentation with limited training
data.
• For extensive comparison of MiniSeg with previous state-
of-the-art segmentation methods, we build a comprehen-
sive COVID-19 segmentation benchmark where MiniSeg
performs favorably against previous competitors with
high efficiency.
II. RELATED WORK
In this section, we briefly review recent development in
image segmentation and the techniques for designing efficient
networks. We also discuss some recent studies for computer-
aided COVID-19 screening.
Image segmentation is a hot topic due to its wide range
of applications. Since the invention of fully convolutional
networks (FCNs) [25], FCNs based methods have dominated
this field. Objects in images usually exhibit very large scale
changes, so multi-scale learning plays an essential role in
image segmentation. Hence most of the current state-of-the-
art methods aim at designing FCNs to learn effective multi-
scale representations from input images. For example, Ron-
neberger et al. [26] proposed the well-known U-Net architec-
ture that is actually an encoder-decoder network for fusing the
deep features from the top to bottom layers. DeconvNet [27]
and SegNet [28] make careful designs to improve the U-Net
architecture. U-Net++ [29] improves U-Net by introducing a
series of nested, dense skip connections between the encoder
and decoder sub-networks. Attention U-Net [30] improves U-
Net by using the attention mechanism to learn to focus on
target structures. Some studies [31]–[34] also aggregate multi-
scale deep features from multi-level layers for final dense
prediction. DeepLab [16] and its variants [17], [18], [35]
design ASPP modules using dilated convolutions with different
dilation rates to learn multi-scale features. Based on ASPP,
DenseASPP [19] connects a set of dilated convolutional layers
densely, such that it generates multi-scale features that cover
a larger scale range densely.
Besides the multi-scale learning, some studies focus on
exploiting the global context information through pyramid
pooling [20], context encoding [36], or non-local operations
[37], [38]. Moreover, DFN [24] introduces a smooth network
to handle the intra-class inconsistency problem and a border
network to make the bilateral features of boundary distinguish-
able. Wu et al. [39] tried to find a good compromise between
network depth and width to improve segmentation accuracy.
Some methods [35], [40], [41] use conditional random fields
(CRF) or Markov random fields (MRF) to model the spatial
relationship in semantic segmentation. The above models aim
at improving the segmentation accuracy without consideration
of model size and inference speed, so they are impractical for
COVID-19 segmentation which only has limited training data
and requires high efficiency. In the experiment section, we will
show that the limited COVID-19 training data cannot optimize
these large models well.
Lightweight networks aim at reducing the parameters and
improving the efficiency of deep networks. Convolutional
factorization is an intuitive way to reduce the computational
complexity of convolution operations. Specifically, many well-
known network architectures decompose the standard convo-
lution into multiple steps to reduce the computational com-
plexity, including Flattened Model [42], Inception networks
[43]–[45], Xception [11], ResNeXt [46], and MobileNets [12],
[13]. Among them, Xception [11] and MobileNets [12], [13]
factorize a convolution operation into a pointwise convolution
and a DSConv. The pointwise convolution is actually a 1× 1
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convolution, which is used for interaction among channels.
The depthwise convolution is a grouped convolution with the
number of groups equaling to the number of output channels,
so that it can process each feature channel separably. Shuf-
fleNets [14], [15] further factorize a pointwise convolution into
a channel shuffle operation and a grouped pointwise convolu-
tion for reducing the parameters and complexity. A standard
2D convolution can also be factorized into two asymmetric 1D
convolutions [43]–[45], [47]. There are some studies focusing
on designing efficient semantic segmentation networks [21],
[22], [43], [48]–[50]. ESPNet [21] decomposes the standard
convolution into a pointwise convolution and a spatial pyramid
of dilated convolutions. ESPNetv2 [22] extends ESPNet [21]
using grouped pointwise and dilated DSConv. Considering
COVID-19 segmentation, our proposed MiniSeg should have
a small number of parameters for training with limited data.
Our observation of the essential role of multi-scale learning
in image segmentation helps MiniSeg achieve higher accuracy
while running at a fast speed.
Another way to build efficient networks is network compres-
sion. Previous studies have adopted various techniques, such
as shrinking [51], parameter quantization [52], pruning [53]
and hashing [54], to compress networks. Some research [55]–
[57] also quantizes the network weights into low bits to reduce
the model size and computational complexity. In this paper, we
must avoid the training of large networks owing to the shortage
of COVID-19 data. Therefore, these methods are unsuitable
for our goal, because they aim at compressing pretrained large
networks rather than directly train a lightweight model.
Computer-aided COVID-19 screening has already at-
tracted the attention of medical imaging researchers to alleviate
the shortage of PCR supply. Some studies [58]–[60] design
deep neural networks to classify chest CT images for COVID-
19 screening, but their code is not released. Inspired by
the open-source efforts by the research community, a chest
X-ray classification network [7] is proposed for COVID-19
screening and its code has been available. There are also
some other X-ray classification based COVID-19 screening
networks [61], [62]. In this paper, we focus on segmenting
COVID-19 infected areas from chest CT images, because
segmentation can provide more useful information than image
classification and chest CT has been demonstrated to be a very
useful tool for COVID-19 screening [4], [5].
III. METHODOLOGY
In this section, we first introduce our Attentive Hierarchical
Spatial Pyramid (AHSP) module for effective and lightweight
multi-scale learning. Then, we present the network architecture
of MiniSeg for the segmentation of COVID-19 infected lung
areas. At last, we provide the training strategies of MiniSeg.
A. Attentive Hierarchical Spatial Pyramid Module
Although the factorization of a convolution operation into a
pointwise convolution and a depthwise separable convolution
(DSConv) can significantly reduce the number of network
parameters and computational complexity, it usually comes
with the decrease of accuracy [11]–[15]. Inspired by the
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Fig. 1. Illustration of the proposed AHSP module.
fact that effective multi-scale learning plays an essential role
in improving segmentation accuracy [16]–[24], we propose
the AHSP module for effective multi-scale learning in a
lightweight and efficient setting. Besides some common con-
volution operations such as vanilla convolution, pointwise
convolution, and DSConv, we introduce the dilated DSConv
convolution which adopts a dilated convolution kernel for each
input channel. Suppose Fk×kr denotes a vanilla convolution,
where k × k is the size of convolution kernel and r is the
dilation rate. Suppose Fˆk×kr denotes a depthwise separable
convolution, where k × k and r have the same meaning as
Fk×kr . The subscript r will be omitted without ambiguity if
we have a dilation rate of 1, i.e., r = 1. For example, F1×1
represents a pointwise convolution (i.e., 1 × 1 convolution).
Fˆ3×32 represents a dilated DSConv with a dilation rate of 2.
With the above definitions of basic operations, we continue
by introducing the proposed AHSP module which is illustrated
in Fig. 1. Let X ∈ RC×H×W be the input feature map, so
that the output feature map is H(X) ∈ RC′×H′×W ′ , where H
denotes the transformation function of AHSP for its input. C,
H , and W are the number of channels, height, and width of
input feature map X, respectively; similar definitions hold for
C ′, H ′, and W ′. The input feature map X is first processed by
a pointwise convolution to shrink the number of channels into
C ′/K, in which K is the number of parallel dilated branches
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which will be described later. This operation can be written
as
S = F1×1(X). (1)
Then, the generated feature map S is fed into K parallel
dilated DSConv, i.e.,
Fk = Fˆ3×32k−1(S), k = 1, 2, · · · ,K, (2)
where the dilation rate is increased exponentially for enlarging
the receptive field. Equation (2) is the basis for multi-scale
learning with large dilation rates capturing large-scale infor-
mation and small dilation rates capturing local information.
We also add an average pooling operation for S to enrich the
multi-scale information, i.e.,
F0 = AvgPool
3×3(S), (3)
where AvgPool3×3 represents the average pooling with kernel
size of 3 × 3. Note that we have Fk ∈ RC
′
K ×H′×W ′ for k =
0, 1, · · · ,K. If we have H 6= H ′ or W 6=W ′, the convolution
and pooling operations in (2) and (3) will have a stride of 2
to downsample the feature map by a scale of 2; otherwise, the
stride will be 1.
These multi-scale feature maps produced by (2) and (3) are
merged in an attentive hierarchical manner. We first add them
up hierarchically as
F˙1 = F0 + F1,
F˙2 = F˙1 + F2,
· · ·
F˙K = F˙K−1 + FK ,
(4)
where feature maps are gradually fused from small scales to
large scales to enhance the representation capability of multi-
scale learning. We further adopt a spatial attention mechanism
to make the AHSP module automatically learn to focus on
target structures of varying scales. On the other hand, the
attention mechanism can also learn to suppress irrelevant
information at some feature scales and emphasize essential
information at other scales. Such self-attention make each
scale speak for itself to decide how important it is in the multi-
scale learning process. The transformation of F˙ by spatial
attention can be formulated as
F¨k = F˙k + F˙k ⊗ σ(F1×1(F˙k)), k = 1, 2, · · · ,K, (5)
in which σ is a sigmoid activation function and ⊗ indicates
element-wise multiplication. The pointwise convolution in (5)
outputs a single-channel feature map which is then trans-
formed to a spatial attention map by the sigmoid function.
This attention map is replicated to the same size as F˙k,
i.e., C
′
K ×H ′ ×W ′, before element-wise multiplication. Con-
sidering the efficiency, we can compute the attention map for
all K branches together, like
A = σ(F1×1(Concat(F˙1, F˙2, · · · , F˙K))), (6)
where Concat(·) means to concatenate a series of feature
maps along the channel dimension. The pointwise convolution
in (6) is a K-grouped convolution with K output channels, so
we have A ∈ RK×H′×W ′ . Hence we can rewrite (5) as
F¨k = F˙k + F˙k ⊗A[k], k = 1, 2, · · · ,K, (7)
in which A[k] means the k-th channel of A. Note that (5) is
equivalent to (6) and (7).
Finally, we merge and fuse the above hierarchical feature
maps as
F¨ = Concat(F¨1, F¨2, · · · , F¨K),
H(X) = PReLU(BatchNorm(F1×1(F¨))), (8)
where BatchNorm(·) denotes the batch normalization [63] and
PReLU(·) indicates PReLU (i.e., Parametric ReLU) activation
function [9]. The pointwise convolution in (8) is a K-grouped
convolution with C ′ output channels, so that this pointwise
convolution aims at fusing F¨k (k = 1, 2, · · · ,K) separately,
i.e., adding connection to channels for depthwise convolutions
in (2). The fusion among hierarchical scales is conducted using
the first pointwise convolution in the next AHSP module of
MiniSeg, which means (1) also serves to fuse features of
various scales in the previous AHSP module. Such a design
can reduce the number of convolution parameters in (8) by
K times when compared with that using a vanilla pointwise
convolution, i.e., C ′2/K vs. C ′2.
Given an input feature map X ∈ RC×H×W , we can
compute the output feature map H(X) ∈ RC′×H′×W ′ of an
AHSP module using (1)-(8). We can easily find that increasing
K will reduce the number of AHSP parameters. Considering
the balance between segmentation accuracy and efficiency, we
set K = 4 in our experiments. The proposed AHSP module
not only significantly reduces the number of parameters but
also enables to learn effective multi-scale features, so that we
can adopt the limited COVID-19 data to train a high-quality
segmenter.
B. Network Architecture
Here, we describe in detail the network architecture of
the proposed lightweight COVID-19 segmenter, i.e., MiniSeg.
MiniSeg has an encoder-decoder structure where the encoder
sub-network focuses on learning effective multi-scale repre-
sentations for the input image, while the decoder sub-network
gradually aggregates the representations at different levels of
the encoder to predict COVID-19 infected areas. The network
architecture of MiniSeg is displayed in Fig. 2.
The encoder sub-network uses AHSP as the basic module,
consisting of two paths that are connected through a series
of nested skip pathways. Suppose I ∈ R3×H×W denotes
an input chest CT image, where a grayscale CT image is
replicated three times to make its number of channels the same
as color images. The input I is downsampled four times in
the encoder sub-network, resulting in four scales of 1/2, 1/4,
1/8, and 1/16, with four stages processing such four scales,
respectively. Downsampling happens in the first block of each
stage. Previous semantic image segmentation models usually
only downsample images into 1/8 scale [16], [19]–[21], [23],
[24], [36]–[38], [47]–[49], [64], [65], however, in this paper,
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Fig. 2. Network architecture of the proposed MiniSeg.
we downsample until the 1/16 scale for enlarging the receptive
field and reducing the computational complexity.
Suppose in the encoder sub-network we denote the output
feature map of the i-th stage and the j-th block as Eij , w.r.t.
i ∈ {1, 2, 3, 4} and j ∈ {1, 2, · · · , Ni}, where Ni indicates
the number of blocks in the i-th stage. Therefore, we have
Eij ∈ RCi×
H
2i
×W
2i , in which Ci is the number of feature
channels at the i-th stage. The abovementioned block refers to
the proposed AHSP module except for the first stage whose
basic block is the vanilla Convolution Block (CB). Since
the number of feature channels at the first stage (i.e., C1)
is small, the vanilla convolution will not introduce too many
parameters. Without ambiguity, let Hij(·) be the transforma-
tion function of the i-th stage and the j-th block without
distinguishing whether this block is a vanilla convolution
or an AHSP module. For the another path, we propose a
Downsampler Block (DB) block. The transformation function
of a DB block is denoted as H′i(·) (i ∈ {1, 2, 3, 4}):
H′i(X) = PReLU(BatchNorm(Fˆ5×5(F1×1(X)))), (9)
where Fˆ5×5(·) has a stride of 2 for downsampling. Suppose
the output of H′i(·) is E′i.
Therefore, for the first block of the first stage, we have
E11 = H11(I). (10)
For the first block of other stages, we compute the output
feature map as
Ei1 = Hi1(Ei−1Ni−1), i = 2, 3, 4. (11)
Here, Hi1(·) (i ∈ {1, 2, 3, 4}) has a stride of 2 for feature
downsampling by a scale of 2. For other blocks, the output
feature map is computed as
Eij = Hij(Eij−1 +E′i) +Eij−1,
i = 1, 2, 3, 4, and j = 2, 3, · · · , Ni,
(12)
where Hij(·) has a stride of 1 and a residual connection is
included for better optimization. As shown in (12), the output
of another path H′i(·) is connected to the main path. The
computation of E′i can be formulated as
E′i = H′i(E′i−1 +Ei−1Ni−1), i = 2, 3, 4, (13)
except for i = 1:
E′1 = H′1(I). (14)
Through (12) and (13), the two paths of the encoder sub-
network build nested skip connections. Such a design benefits
the multi-scale learning of the encoder. Considering the bal-
ance among the number of network parameters, segmentation
accuracy, and efficiency, we set Ci to 16, 64, 128, and 256,
and set Ni to 3, 4, 9, and 7, for i = 1, 2, 3, 4, respectively.
The decoder sub-network is simple for efficient multi-
scale feature decoding. Since the top feature map of the en-
coder has a scale of 1/16 of the original input, it is suboptimal
to predict COVID-19 infected areas directly owing to the loss
of fine details. We instead utilize a simple decoder sub-network
to gradually upsample and fuse the learned feature map at
each scale of the encoder sub-network. A Feature Fusion
Module (FFM) is proposed for feature aggregation. Let H′′i (·)
represent the function of FFM:
S′i = F1×1(X),
H′′i (X) = BatchNorm(Fˆ3×3(S′i) + Fˆ3×32 (S′i)),
(15)
in which H′′i (X) (i = 1, 2, 3) has Ci channels and the
pointwise convolution is utilized to adjust such number of
channels. We denote the feature map in the decoder as
Di ∈ RCi×
H
2i
×W
2i , and we have D4 = E4N4 . We compute
other Di (i = 3, 2, 1) as
S′′i = H′′i (Upsample(Di+1, 2)),
Di = PReLU(S′′i + BatchNorm(F1×1(EiNi))),
(16)
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where Upsample(·, t) means to upsample a feature map by
a scale of t using bilinear interpolation. In this way, the
decoder sub-network enhance the high-level semantic features
with low-level fine details, so that MiniSeg can make accurate
predictions for COVID-19 infected areas.
With Di (i = 1, 2, 3, 4) computed, we can make dense
prediction using a pointwise convolution, i.e.,
Pi = Softmax(Upsample(F1×1(Di), 2i)), (17)
where Softmax(·) is a standard softmax function and this
pointwise convolution has two output channels representing
two classes of background and COVID-19 infected areas,
respectively. Pi ∈ R1×H×W is the predicted class label
map. We utilize P1 as the final output prediction. In the
training, we impose deep supervision [66] by replacing the
softmax function in (17) with the well-known cross-entropy
loss function, i.e.,
Li = CEL(Upsample(F1×1(Di), 2i),G), (18)
in which CEL(·) indicates the standard cross-entropy loss
function and G is the ground-truth label map. The total loss
is calculated as
L = L1 + λ ·
4∑
i=2
Li, (19)
where λ is a weight to balance the losses at different stages.
In this paper, we follow previous studies [20], [36], [51] to
empirically set λ as 0.4.
IV. EXPERIMENTS
A. Experimental Setup
Implementation details. We implement the proposed
MiniSeg network using the well-known PyTorch [67] frame-
work. Adam optimization [68] is used for training with the
weight decay of 1e-4. We adopt the learning policy of poly
where the initial learning rate is 1e-3 and we train 100 epochs
on the training set. A batch size of 5 is used. Note that we train
all previous state-of-the-art segmentation methods using the
same training settings as our MiniSeg for a fair comparison.
All experiments are performed on a TITAN RTX GPU.
Dataset. We utilize an open-access COVID-19 CT segmen-
tation dataset [69] to evaluate MiniSeg. Due to the constraints
of personal privacy and government policy, this dataset is
the only publicly available COVID-19 segmentation dataset.
It consists of 100 axial CT images from ∼60 patients with
COVID-19, so that this is a small but diverse dataset with
each patient contributing ∼1.6 axial CT images. Each CT
image is carefully annotated by a radiologist to provide the
segmentation mask of COVID-19 infected areas. We randomly
choose 60 CT images for training models, and another 40 CT
images are used for performance evaluation. In the training, we
resize the image into multiple scales, i.e., 0.5, 0.75, 1.0, 1.25,
and 1.5. We also utilize the standard cropping and random
flipping for data augmentation. Thanks to the high diversity
of this dataset, the evaluation results of models on this dataset
are representative.
Evaluation metrics. In this paper, we evaluate the COVID-
19 segmentation accuracy using five widely used evaluation
metrics in medical imaging analysis, i.e., mean intersection
over union (mIoU), sensitivity (SEN), specificity (SPC), Dice
similarity coefficient (DSC), and the Hausdorff distance (HD).
The metric of mIoU is a typical measure for semantic seg-
mentation by computing the overlap rate between prediction
and ground truth for each class and then averaging across all
classes. Here, sensitivity represents the ability of the COVID-
19 infected area of ground truth to be predicted as it is.
Specificity represents the ability of the background region of
ground truth to be predicted as background. Dice similarity
coefficient is an overlap index that can represent the degree
of similarity between predicted COVID-19 area and labeled
COVID-19 area of ground truth. Hausdorff distance (HD)
measures the structural differences among two given objects
and is the minimum distance between the ground truth and
segmented region. These metrics are defined as follows:
SEN =
TP
TP + FN
, (20)
SPC =
TN
TN + FP
, (21)
DSC =
2× TP
2× TP× FP + FN , (22)
HD = max(h(Sm, Sa), h(Sa, Sm)), (23)
where TP, FP, TN, FN indicate the number of pixels in the
true positive, false positive, true negative, and false nega-
tive regions, respectively. Sm = {sm1, sm2, . . . , smi} is the
curve generated from ground truth of the COVID-19 infected
area, and Sa = {sa1, sa2, . . . , sai} is the curve formed
by segmentation methods. Suppose we have h(Sm, Sa) =
maxsm∈Sm minsa∈Sa ||sm − sa|| where || · || is Euclidean
distance; h(Sa, Sm) can be similarly defined. Specifically,
SEN, SPC, and DSC range between 0 and 1; The larger these
values, the better the model. Note that the lower value of HD
indicates better segmentation accuracy.
B. Ablation Studies
Before comparing with state-of-the-art competitors, we
conduct ablation studies to demonstrate the effectiveness of
our model components. The effect of the main components
is summarized in Table I. We start with a single-branch
module that only has the DSConv with a dilation rate of 1.
Replacing all AHSP modules in MiniSeg with such single-
branch modules and removing the two-path design of the
MiniSeg encoder, we achieve an mIoU of 78.10%. Then, we
extend such a single-branch module to a multi-branch module
using the spatial pyramid as in the AHSP module, such a
multi-branch module improves the mIoU to 78.79%, which
demonstrates the importance of multi-scale learning. Next, we
add our attentive hierarchical fusion strategy to get our AHSP
module, so we can improve the mIoU to 80.30%, which proves
the superiority of the attentive hierarchical fusion. We continue
by adding the two-path design to the encoder sub-network
to recover MiniSeg, and we achieve an mIoU of 81.27%,
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TABLE I
EFFECTS OF MAIN COMPONENTS IN MINISEG. A METRIC MARKED BY ↑ MEANS THAT A MODEL IS BETTER IF IT ACHIEVES HIGHER RESULTS IN TERMS
OF THIS METRIC, WHILE ↑ MEANS THE LOWER THE RESULTS, THE BETTER THE MODEL. NOTE THAT THE METRIC HD DOES NOT HAVE THE UNIT OF %.
Single Branch Multiple Branches Attentive Hierarchy Two-path Encoder ImageNet Pretraining Metrics (%)mIoU ↑ SEN ↑ SPE ↑ DSC ↑ HD ↓
4 78.10 84.22 95.85 71.50 90.97
4 78.79 84.14 96.17 72.38 71.43
4 4 80.30 84.66 96.80 74.43 73.68
4 4 4 81.27 85.18 96.96 75.63 72.18
4 4 4 4 82.12 83.62 97.42 77.28 68.07
TABLE II
EFFECTS OF SOME DESIGN CHOICES IN MINISEG. EACH DESIGN CHOICE IS REPLACED WITH THE OPERATION IN THE TABLE OR DIRECTLY REMOVED (7).
A METRIC MARKED BY ↑ MEANS THAT A MODEL IS BETTER IF IT ACHIEVES HIGHER RESULTS IN TERMS OF THIS METRIC, WHILE ↑ MEANS THE LOWER
THE RESULTS, THE BETTER THE MODEL. NOTE THAT THE METRIC HD DOES NOT HAVE THE UNIT OF %.
PReLU Decoder Deep Supervision CB in 1st Stage 5× 5 DSConv in DB FFM in Decoder Metrics (%)mIoU ↑ SEN ↑ SPE ↑ DSC ↑ HD ↓
ReLU 80.77 83.28 97.06 75.49 75.03
7 80.34 84.37 96.77 74.70 70.52
7 80.19 81.94 97.09 74.15 72.19
AHSP module 80.61 83.15 97.02 74.95 66.00
3× 3 DSConv 80.75 83.94 97.02 75.48 70.75
AHSP module 80.74 85.36 96.77 75.01 71.90
81.27 85.18 96.96 75.63 72.18
which validates that such a two-path design can benefit the
network optimization. At last, pretraining the MiniSeg encoder
sub-network on the ImageNet dataset [70] further pushes the
mIoU to 82.12. These ablation studies demonstrate that the
main components in MiniSeg are all effective in COVID-19
segmentation.
Besides the above main components, we also conduct abla-
tion studies for some design choices of MiniSeg. The results
are shown in Table II. We first replace the PReLU activation
function [9] with the ReLU function [71]. Then, we remove
the decoder sub-network and change the stride of the last stage
from 2 to 1, so we can directly make predictions at the scale of
1/8 and upsample to the original size, as in previous studies
[16], [19]–[21], [23], [24], [36]–[38], [47]–[49], [64], [65].
Next, we remove the deep supervision in the training, which
means that only L1 in (19) is used. Furthermore, we replace
the Convolution Blocks (CB) in the first stage with the AHSP
modules. Besides, we also replace the 5 × 5 DSConv in the
Downsampler Blocks (DB) with 3 × 3 DSConv. At last, we
replace the Feature Fusion Modules (FFM) in the decoder sub-
network with AHSP modules. We can see that the default
setting achieves the best overall performance, especially in
terms of the most important and best-known mIoU metric.
C. Comparison with State-of-the-art Methods
To compare MiniSeg with previous state-of-the-art competi-
tors and promote the research for COVID-19 segmentation,
we build a comprehensive benchmark. This benchmark con-
tain 26 previous state-of-the-art image segmentation methods,
including U-Net [26], FCN-8s [25], FRRN [23], SegNet [28],
PSPNet [20], DeepLabv3 [17], DeepLabv3+ [18], UNet++
[29], Attention U-Net [30], BiSeNet [72], DenseASPP [19],
DFN [24], EncNet [36], OCNet [73], DANet [74], MobileNet
[12], MobileNetv2 [13], MobileNetv3 [75], ShuffleNet [14],
ShuffleNetv2 [15], ENet [64], CGNet [48], EDANet [49],
LEDNet [50], ESPNet [21], and ESPNetv2 [22], Among
them, MobileNet, MobileNetv2, MobileNetv3, ShuffleNet, and
ShuffleNetv2 are designed for lightweight image classification,
we view them as the encoder and add the decoder of MiniSeg
to them, so that they are reformed as image segmentation mod-
els. Besides, ENet, CGNet, EDANet, LEDNet, ESPNet, and
ESPNetv2, are well-known lightweight segmentation models.
We not only evaluate these methods using five widely used
metrics for medical imaging segmentation but also report their
numbers of parameters, numbers of FLOPs, and speed, where
FLOPs and speed are tested using a 512 × 512 input image
and a TITAN RTX GPU. We think this benchmark would be
useful for future research on COVID-19 segmentation.
The evaluation results of MiniSeg and other competitors
are displayed in Table III. We can see that lightweight models
seem to outperform traditional segmentation networks, which
proves our conjecture that networks with a small number
of parameters are more suitable for COVID-19 segmentation
due to the limited training data. Among traditional large
networks, FCN-8s [25] achieves the best performance. We
think it is because the simplest FCN-8s is easy to training than
other carefully designed networks, which further demonstrates
that previous state-of-the-art segmentation networks with too
many parameters are not suitable for COVID-19 segmentation.
Lightweight models, including Mobilenets [12], [13], [75],
ShuffleNets [14], [15], and lightweight segmentation mod-
els, achieve very competitive performance, but the proposed
MiniSeg are more stable across various evaluation metrics. In
terms of the best-known metric of mIoU, MiniSeg achieves
the best performance when training with or without ImageNet
pretraining [70]. This demonstrates the superiority of MiniSeg
in COVID-19 infected area segmentation.
Compared with other methods, MiniSeg consistently
achieves the best performance in terms of four metrics,
including mIoU, SPE, DSC, and HD. For the metric of
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TABLE III
COMPARISON OF MINISEG WITH PREVIOUS STATE-OF-THE-ART SEGMENTATION MODELS. A METRIC MARKED BY ↑ MEANS THAT A MODEL IS BETTER IF
IT ACHIEVES HIGHER RESULTS IN TERMS OF THIS METRIC, WHILE ↑ MEANS THE LOWER THE RESULTS, THE BETTER THE MODEL. NOTE THAT THE
METRIC HD DOES NOT HAVE THE UNIT OF %. FLOPS AND SPEED ARE TESTED USING A 512× 512 INPUT IMAGE.
Method ImageNet Parameters ↓ FLOPs ↓ Speed ↑ Metrics (%)mIoU ↑ SEN ↑ SPC ↑ DSC ↑ HD ↓
U-Net [26] No 33.72M 261.92G 19.8fps 78.34 85.29 95.86 71.67 87.18
FCN-8s [25] Yes 15.53M 105.97G 4.5fps 80.81 80.34 97.14 74.81 77.71
FRRN [23] Yes 17.30M 237.70G 15.8fps 78.43 76.52 97.06 71.48 70.02
SegNet [28] Yes 28.75M 160.44G 3.0fps 77.46 85.23 95.47 70.52 92.64
PSPNet [20] Yes 64.03M 257.79G 17.1fps 80.08 78.54 97.27 73.28 81.11
DeepLabv3 [17] Yes 38.71M 163.83GG 25.3fps 81.02 82.11 97.05 75.52 72.53
DeepLabv3+ [18] Yes 53.33M 82.87G 3.4fps 78.38 82.33 96.44 72.11 83.38
UNet++ [29] No 35.77M 552.16G 9.5fps 58.29 23.36 91.29 31.08 154.21
Attention U-Net [30] No 34.06M 266.31G 18.66fps 76.62 83.27 95.39 70.19 91.50
BiSeNet [72] Yes 12.5M 13.01G 172.4fps 77.46 85.27 95.49 70.67 87.24
DenseASPP [19] Yes 27.93M 122.28G 19.3fps 80.00 77.78 97.25 72.93 77.02
DFN [24] Yes 43.53M 81.88G 56.2fps 79.70 84.91 96.30 73.99 84.97
EncNet [36] Yes 51.25M 217.46G 18.1fps 80.11 76.71 97.38 72.46 71.70
OCNet [73] Yes 51.6M 220.69G 19.3fps 80.47 79.16 97.22 73.73 68.70
DANet [74] Yes 64.87M 275.72G 16.4fps 80.46 80.34 97.09 74.18 68.49
MobileNet [12] Yes 3.13M 3.02G 416.7fps 80.41 81.91 96.93 74.63 76.00
MobileNetv2 [13] Yes 2.17M 1.60G 137.0fps 79.50 84.74 96.35 73.70 75.72
MobileNetv3 [75] No 1.90M 0.36G 142.9fps 78.49 82.82 96.40 72.24 87.31
ShuffleNet [14] Yes 916.92K 0.75G 116.3fps 81.39 82.87 97.25 76.65 76.94
ShuffleNetv2 [15] Yes 1.22M 0.77G 142.9fps 79.68 82.55 96.61 73.43 81.51
ENet [64] No 363.2K 1.92G 71.4fps 80.84 82.48 97.16 75.26 77.51
CGNet [48] No 491.95K 3.40G 73.0fps 79.71 81.47 96.96 73.48 71.23
EDANet [49] No 681.82K 4.43G 147.1fps 79.23 82.29 96.59 72.77 72.94
LEDNet [50] No 2.26M 6.32G 94.3fps 79.53 81.10 96.99 73.55 71.22
ESPNet [21] No 345.57K 1.76G 125.0fps 77.22 85.92 95.44 70.64 68.07
ESPNetv2 [22] No 335.85K 0.77G 73.0fps 79.05 81.03 96.72 72.56 77.60
MiniSeg No 472.44K 2.27G 232.6fps 81.27 85.18 96.96 75.63 72.18
MiniSeg Yes 472.44K 2.27G 232.6fps 82.12 83.62 97.42 77.28 68.07
SEN, MiniSeg performs slightly worse than the best method.
Furthermore, we note that no competitors can consistently
perform well on all metrics. The fact that MiniSeg consistently
outperforms other competitors demonstrates its effectiveness.
MiniSeg also has a low computational load (i.e., fewer FLOPs)
and fast speed, making it convenient for practical deployment
which is of high importance in the current serious situation
of COVID-19. Fig. 3 provide some examples for segment-
ing COVID-19 infected areas from chest CT images using
MiniSeg. We can observe that the results of MiniSeg are very
close to the ground truth segmentation.
V. CONCLUSION
In this paper, we focus on segmenting COVID-19 infected
areas from chest CT images. To address the lack of COVID-
19 training data and meet the efficiency requirement for the
deployment of computer-aided COVID-19 screening systems,
we propose an extremely minimum network, i.e., MiniSeg,
for accurate and efficient COVID-19 segmentation. MiniSeg
adopts a novel multi-scale learning module, i.e., the Attentive
Hierarchical Spatial Pyramid (AHSP) module, to ensure its
accuracy under the constraints of the extremely minimum
network size. To extensive compare MiniSeg with previous
state-of-the-art image segmentation methods and promote the
research on COVID-19 segmentation, we build a comprehen-
sive benchmark that would be useful for future research. The
comparison of MiniSeg with state-of-the-art image segmenta-
tion methods demonstrates that MiniSeg not only achieves the
best performance but also has high efficiency. The code and
models of this paper will be released.
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