This paper studies a projection technique based on block Krylov subspaces for the computation of reduced-order models of multiport RLC circuits. We show that these models are always passive, yet they still match at least half as many moments as the corresponding reduced-order models based on matrix-Padé approximation. For RC, RL, and LC circuits, the reduced-order models obtained by projection and matrix-Padé approximation are identical. For general RLC circuits, we show how the projection technique can easily be incorporated into the SyMPVL algorithm to obtain passive reduced-order models, in addition to the high-accuracy matrix-Padé approximations that characterize SyMPVL, at essentially no extra computational costs. Connections between SyMPVL and the recently proposed reduced-order modeling algorithm PRIMA are also discussed. Numerical results for interconnect simulation problems are reported.
Introduction
Electronic circuits often contain large linear subnetworks of passive components. Such subnetworks may represent interconnect automatically extracted from layout as large RLC networks, models of IC packages, or models of wireless propagation channels. Often these subnetworks are so large that they need to be replaced by much smaller reduced-order models, before any numerical simulation becomes feasible. Ideally, these models would produce a good approximation of the input-output behavior of the original subnetwork, at least in a limited domain of interest, e.g., a frequency range.
In recent years, reduced-order modeling techniques based on Padé approximation have been recognized to be powerful tools for various circuit simulation tasks. The first such technique was asymptotic waveform evaluation (AWE) [18] , which uses explicit moment matching. More recently, the attention has moved to reduced-order models generated by means of Krylov-subspace algorithms, which avoids the typical numerical instabilities of explicit moment matching.
PVL [7] and its multi-port version MPVL [8] use variants of the Lanczos process [15] to stably compute reduced-order models that represent Padé or matrix-Padé approximations [5] of the circuit transfer function. SyPVL [12] and its multi-port version SyMPVL [9, 13, 14] are versions of PVL and MPVL, respectively, that are tailored to RLC circuits. By exploiting the symmetry of RLC transfer functions, the computational costs of SyPVL and SyMPVL are only half of those of general PVL and MPVL. The Arnoldi process [3] is another popular Krylov-subspace algorithm. Arnoldi-based reduced-order model techniques were recently proposed in [19, 16, 6, 17] . These models are not defined by Padé approximation, and as a result, in general, they are not as accurate as a Padé-based model of the same size. In fact, Arnoldi-based models are known to match only half as many moments as Lanczosbased models; see [19, 16, 17] .
In many applications, in particular those related to VLSI interconnect, the reduced-order model is used as a substitute for the full-blown original model in higher-level simulations. In such applications, it is very important for the reduced-order model to maintain the passivity properties of the original circuit. In [13, 14, 4] , it is shown that SyMPVL is passive for RC, RL, and LC circuits. However, the Padé-based reduced-order model that characterizes SyM-PVL cannot be guaranteed to be passive for general RLC circuits. On the other hand, in [16, 17] , it was proved that the Arnoldibased reduction technique PRIMA produces passive reduced-order for general RLC circuits. PRIMA employs a block version of the Arnoldi process and then obtains reduced-order models by projecting the matrices defining the RLC transfer function onto the Arnoldi basis vectors.
In this paper, motivated by PRIMA, we introduce a general projection technique for computing reduced-order models based on block Krylov subspaces. We show that the resulting reduced-order models only depend on the underlying block Krylov subspaces, but not on the particular choice of basis vectors for these subspaces. We prove that, for RLC circuits, the reduced-order models are always passive, yet they still match at least half as many moments as the corresponding reduced-order models based on matrix-Padé approximation. We also show that for the special cases of RC, RL, and LC circuits, the reduced-order models obtained by projection and by matrix-Padé approximation are identical. For general RLC circuits, the projection technique can easily be incorporated into the SyMPVL algorithm to obtain passive reduced-order models, in addition to the high-accuracy matrix-Padé approximations that characterize SyMPVL.
Formulation of RLC Circuit Equations
The connectivity of a circuit can be captured using a directional graph. The nodes of the graph correspond to the nodes of the circuit, and the edges of the graph correspond to each of the circuit elements. An arbitrary direction is assigned to graph edges, so one can distinguish between the source and destination nodes. The adjacency matrix, A, of the directional graph describes the connectivity of a circuit. Each row of A corresponds to a graph edge and, therefore, to a circuit element. Each column of A corresponds to a graph or circuit node. The column corresponding to the datum (ground) node of the circuit is omitted in order to remove redundancy. By convention, a row of A contains +1 in the column corresponding to the source node, ,1 in the column corresponding to the destination node, and 0 everywhere else. Kirchhoff's laws, which depend only on connectivity, can be expressed in terms of A as follows: KCL:
Here, the vectors i b and v b contain the branch currents and voltages, respectively, and vn the non-datum node voltages.
We are interested in analyzing RLC circuits, and for simplicity, we assume that the circuit is excited just by current sources. In this Here, the subscripts i, g, c, and l stand for branches containing current sources, resistors, capacitors, and inductors, respectively.
The set of circuit equations is completed by adding the socalled branch constitutive relationships (BCR's), which describe the physical behavior of the circuit elements. In the case of RLC circuits, the BCR's are as follows: Here, G and C are real symmetric N N matrices, and B is a real N m matrix. Note that G and C are symmetric, but indefinite for general RLC circuits.
We view the RLC circuit as an m-terminal component, and next, we determine its network functions. Since we allowed only current sources, it is natural to determine the matrix Zs of Z-parameters. where I denotes the identity matrix and the sizes of the blocks in 6 are the same as in the partitioning of G and C in 3. Note that, by 3 and 6, we have B = J B . Using this relation, we can rewrite the formula 5 as follows:
7 By 3 and 6, the matrices J G and J C are of the form
In this formulation, the matrix J G is no longer symmetric, however, the matrix J C is symmetric positive semi-definite.
Reduced-Order Models via Projection
In this section, we consider general m-input p-output transfer functions of the form
where the matrices G and C are N N, B is N m, and L is N p. We assume that G+sC is a regular matrix pencil, i.e., the matrix G + s C is singular only for finitely many values of s 2 C .
Clearly, RLC transfer functions of the form 5 are a special case of 9 with L = B.
Block Krylov Subspaces
Let s0 2 C be an arbitrarily chosen expansion point such that the matrix G+s0 C is nonsingular. We can then rewrite 9 as follows: 10 We will use block Krylov subspaces induced by the matrices A and Rin10togeneratereduced-ordermodelsfor9. Next 
Thus both matrix triplets result in the same matrices A and R and the associated block Krylov subspaces are identical.
In the following, we always assume that 1max is arbitrary, and we set n = m1 + m2 + + m q :
13
Note that, by 12, n m q with n = m q if no deflation has occurred. For n in 13, the n-th block Krylov subspace is given by KnA; R = colspanfR1; A R 2 ; : : : ; A q , 1 R q g : 14 
Reduced-Order Models
By projecting the matrices G; C; B; L onto KnA; R, one obtains a reduced-order model, Zn, of the transfer function 9 
Mi for all i = 0; 1; : : : ; q , 1 : 
Passivity
We now return to the RLC transfer functions Z described in Section 2. Recall that Z is defined by 5 with G, C, B given by 3, and that 7 is an equivalent representation of Z. From now on, we assume that s0 2 R .
It is well known (see, e.g., [2, 20] ) that Z is passive if, and only if, the following three conditions are satisfied: In particular, RLC transfer functions Z are passive. Next, we show that the reduced-order transfer function Zn obtained by projecting Z onto the n-th block Krylov subspace KnA; R inherits the passivity of Z. Here, the projection is done based on the representation 7 of Z. Let Vn be the matrix of basis vectors as defined in 16 . Applying the projection procedure 17 to the representation 7 of Z, we obtain the reduced-order transfer function Zns = B T n ( G n + s C n ) , 1 B n ; where Gn = V T n J G V n ;C n = V T n J C V n ; B n = V T n B : for which Gn + s Cn is singular; see [11] . Therefore, 26 hold for all s 2 C + , and this concludes the proof of (iii).
It remains to verify condition (i). By 22, if s is a pole of Zn, then the matrix Gn + sCn is necessarily singular. However, as we just stated, this cannot occur for s 2 C + , and thus Zn cannot have poles in C + .
Reduced-Order Models generated from SyMPVL
SyMPVL is applied to the "symmetric" representation 5 of the RLC transfer function Z. Recall that the matrices GandCin5are symmetric. SyMPVL exploits this symmetry by using a symmetric Lanczos-type algorithm to generate basis vectors 15 for the n-th block Krylov subspace KnA; R. By exploiting this symmetry, the computational cost of of SyMPVL is half of that of the more general MPVL method.
The Lanczos-type algorithm constructs the basis vectors 15 to be orthogonal with respect to the symmetric matrix G + s0 C, i.e., V T n (G + s0 C) Vn = n = diag 1; 2 ; : : : ; n : 27
The recurrence coefficients used to generate the basis vectors 15 define an nnmatrixTn. The entries of Tn can either be computed directly [13, 14] , or by generating Tn in factored form [4] . The matrix Tn can be interpreted as a certain projection of the matrix A in 10 onto the subspace KnA; B. This projection property implies that
The first m1 vectors in 15 are obtained by orthogonalizing (with respect to G+s0 C) the columns of R. We denote by the m1m matrix whose entries are the recurrence coefficients used in this orthogonalization process. We thus have the relation Vm 1 = R, which, for n m1, implies the identity The model given by Z Padé n is passive for RC, RL, and LC circuits (see [13, 14, 4] ), however, for RLC circuits, it is not passive in general. On the other hand, by applying the projection process described in Section 3, one can easily use the SyMPVL basis matrix 
Special Cases of RC, RL, and LC Circuits
For RC and RL circuits, the matrices G and C are symmetric positive semi-definite, and as a result, J = I in 22. By 27 and 28, it follows that Gn + s0 Cn = n and Tn = ,1 n Cn. Using these relations, together with 29, one readily verifies that 22 and 30 define the same function. Therefore, for RC and RL circuits, the models Zn and Z Padé n are identical. In particular, this shows that PRIMA applied to RC circuits actually generates models that match 2q moments, and not only q as stated in [17] . Finally, for LC circuits, one can show similarly that Zn and Z Padé n are identical. involves n matrix-vector products with Gandnmatrix-vectorproducts with C. 6 
Two Circuit Examples
The first example is a 64-pin package model used for an RF integrated circuit. Only eight of the package pins carry signal, the rest being either unused or carrying supply voltages. The package the bigger one generated without deflation.
Concluding Remarks
The results in this paper show that passive reduced-order models of RLC multi-ports can be obtained via a general projection technique based on block Krylov subspaces. The resulting models are independent of the particular choice of basis vectors for the block Krylov subspaces, and thus they can be obtained via any algorithm that generates basis vectors for these subspaces. In particular, the projection technique can easily be incorporated into the SyMPVL algorithm to obtain guaranteed passive reduced-order models, in addition to the high-accuracy Padé-based reduced-order models, which may not be passive for general RLC circuits.
