We describe a new approach to imaging neuronal currents from measurements of the magnetoencephalogram (MEG) associated with sensory, motor, or cognitive brain activation. Previous approaches to this problem have concentrated on the use of weighted minimum norm inverse methods. While these methods ensure a unique solution, they do not introduce information specific to the MEG inverse problem, often producing overly smoothed solutions and exhibiting severe sensitivity to noise. We describe a Bayesian formulation of the inverse problem in which a Gibbs prior is constructed to reflect the sparse focal nature of the current sources. We demonstrate the method with simulated and experimental phantom data, comparing its performance with several weighted minimum norm methods.
INTRODUCTION
An array of biomagnetometers may be used to measure the spatio-temporal magnetoencephalogram (MEG) produced by the brain. We are interested in producing an image of neural activity from these measurements. This image should specify the three-dimensional distribution of current sources that produced the observed field. This inverse problem is highly illposed due to the ambiguities inherent in determining the current distribution within an object from measurements of the external magnetic field. The problem is exacerbated by the limited number of sensor measurements available.
Physiological models for the MEG assume primary sources are constrained to the cortex with current flow oriented normal to the local surface. By tessellating the cortex with N disjoint regions and representing the sources in each region by an equivalent constrained current dipole with amplitude y , , the inverse problem can be expressed in terms of a linear model. The linear forward model relating the N sources y (Nxl) and the M recording measurements b (Mxl) can be written,
where the i'th row of the M x N system matrix G specifies the lead field (sensitivity) of the i'th sensor. The j'th column of G specifies the gain vector for the j'th dipole component. The Mxl vector n represents noise generated within the sensor and by unwanted electromagnetic sources (power lines, the heart, background brain activity, etc.). This We assume a quasistatic approximation since the timederivatives of the electric and magnetic field are small compared to the ohmic current. If the head is modeled as a spherically symmetric conductor, the radial component of the magnetic field outside the head is entirely due to the primary current; volume or return currents can be neglected. In this case, the relationship between the j'th source dipole and the radial magnetometer measurement at the i'th sensor is [7] , where po is the permittivity of free space, r, and r, are the locations of the dipole j and sensor i respectively, e, is a unit magnitude radially oriented vector at the i'th sensor location, and q, is the dipole moment at locationj with amplitude y , .
The forward model can be modified to include gradiometer effects, non-radial sensors, and more realistic head models. While the forward model in these cases becomes increasingly complex (i.e., requiring boundary or finite element methods to solve the forward problem for realistic head geometries), the inverse problem remains linear and the reconstruction methods described below require only minor modifications.
Weighted minimum norm inverse methods [6, 7, 8 ] typically find solutions which match the data while minimizing a weighted 12-norm on the solution vector. These techniques tend to smear sources over the entire reconstruction region and are generally unstable due to ill-conditioning of the system matrix. The instability can be overcome using Tikhonov regularization [4] but the reconstructions remain smeared. The iteratively reweighted minimum norm method 123 is a nonlinear approach to overcoming the problem of smeared sources in which the norm weighting is updated at each iteration based on the result of the previous iteration. This method uses a weighting matrix which, as the iterations proceed, reinforces strong sources and reduces weak ones. This results in very sparse solutions, but again the method is extremely sensitive to noise and highly dependent on the initial estimate.
Here we propose an alternative approach to the inverse problem based on a Bayesian formulation. Rather than use an arbitrary weighted I2-norm to select the solution, we introduce a prior distribution on the source which is used to resolve the ambiguities inherent in the inverse problem. This prior is constructed to favor the reconstruction of physiologically plausible solutions. Basic studies of functional activation, such as somatotopic or retinotopic mapping using fMRI or PET, reveal the sparse and highly localized nature of activation in the cerebral cortex. Our prior is therefore specifically designed to reflect the expectation that current sources tend to be sparse and focal.
This prior is combined with a Gaussian likelihood model for the data, based on the linear model (1) and an assumption of additive white Gaussian noise. Maximization over the resulting posterior probability results in a maximum a posteriori (MAP) estimate of the primary current sources.
In the following, we briefly describe the weighted minimum norm and MAP inverse methods. We then compare the performance of the different methods for simulated and experimental phantom data from a clinical 122 channel MEG system.
MINIMUM NORM APPROACHES
The weighted minimum I2-norm approach to linear inverse problems is to solve the constrained optimization problem:
where Cy is an arbitrary symmetric positive definite matrix. Writing C, = WW , we can form the solution as, where the filter parameters f i = s?/ (s? + h) . Note that the filter coefficients decrease as si decreases. Therefore, the contributions of (uTb/si) v i to the solution from the smaller si are effectively filtered out. In our implementation of the regularized weighted minimum norm methods we use a regularization toolbox [4] which selects an optimal value for h using the L-curve method.
The iteratively reweighted minimum norm approach [2] is a novel inverse method which iteratively updates a weight matrix until a convergence is met. The algorithm first provides an initial estimate of y(0) using (4) For any starting point y(0) asymptotic convergence to a fixed point is guaranteed 121. The fixed points are, however, unknown and highly dependent on the initial estimate. Also, the final error in fitting the data may be large, even for the noiseless case. In our implementation we use Tikhonov regularization and the L-curve method at each iteration to avoid illconditioning.
THE BAYESIAN FORMULATION
Since the primary sources of the MEG are widely accepted to be sparse and focal, we suggest that this information be used in reconstructing the image. This information can be naturally introduced into the problem using the Bayesian paradigm in which the source is modeled as a random process. Since we assume that sources are sparse, the large majority of source pixels will have zero amplitude. We therefore use a binary indicator process x to model whether each source dipole is on (xi =1) or off(x, =0). Those sites that arc active are assumed to have a Gaussian amplitude, zi. We can then write the source image vector y as, y = x."z = xz (9) where ".*" signifies the Schur product (element by element pair-wise multiplication) and X = diag(x) . Assuming independence of the indicator and amplitude processes, we can write the posterior probability for x and z given the MEG data b as, We find a MAP estimate y' of y as y* = x*.* z* . where, x *
x , z = argmax p(x,zlb).
The joint probability p(x> is chosen to reflect the expectation that the sources are sparse and focal. To achieve this goal, we use a Markov Random Field (MRF) model for which sparse focal sources have a higher probability of occurring than more distributed sources.We define p(x) to be a Gibbs distribution in which the energy function V(x) is given by, where a i and pi determine the relative weights of the sparseness and clustering terms, the latter of which is included to encourage the formation of focal sources. The potential function C{ xi, xj j E e;} is defined in terms of each pixel and its nearest neighbors 5; as, dipoles were constrained in orientation perpendicular to the x-y plane. The source images were chosen using stochastic sampling from p(x) and p(z) with Q = 3, ai = 1.15, pi = 0.075, and oj = 10 nAm i =1 ... N.
We set C , to v*.I, where v2 is the added noise variance which This clustering term is low if neighboring pixels are of the same magnitude. The exponential parameter Q determines the strength of the clustering. As Q increases, the size of the clusters tends to increase. The source amplitude process, z, is assumed to be a set of zero mean Gaussian random variables with covariance C,.
Using the definitions above and assuming the noise process in (1) is zero mean Gaussian with covariance C,, we write,
1 Z where Z is the posterior partition function. energy function is given by:
The posterior
2 2 (15) The MAP estimate is found by maximizing over the log-posterior, or equivalently,
12-
The solution to the optimization problem (16) provides our estimate of the neural current sources. The solution is clearly a function of the parameters of the likelihood function and the prior probabilities. Methods for selecting these parameters will be addressed in a future publication. However, we note that since the parameters al represent the relative probabilities that each source pixel is active, it is straightforward to include pixel-wise probability weightings determined from fMRI or PET activation studies to influence the formation of these sparse images.
IV. MEAN FIELD ANNEALING
Minimization of U(x, zl b) is difficult since the optimization must be performed over a mixture of discrete and continuous variables. Since this function is quadratic in the continuous variables, z, we can derive a closed form expression for the optimal z as a function of any particular indicator process x, i.e. the vector z*(x) which minimizes (IS) given the binary vector x is given by Substitutingz"(x) into U(x, zI b) results in a new energy function U(x) , a function of x only. We can therefore first find the optimal indicator process by minimizing U(x) , then substitute this result in (17) to obtain the optimal amplitude process.
Coordinate-wise optimization with respect to a collection of binary variables using, for example, iterated conditional modes (ICM), tends to produce rapid convergence to an undesirable local minimum. Here we use, instead, a continuation method based on mean field annealing(MFA) [ 11. We visit each pixel in turn using the following update strategy:
where the conditional expectation is computed with respect to the modified joint probability, The temperature parameter Tis slowly reduced as the iterations proceed. As T + 0 the iteration will converge to a binary solution which is a local minimum of V(x). MFA typically results in a better local minimum than is achieved using ICM. We will address the convergence behavior and the basis for the mean field approach in a future extended publication.
V. SIMULATIONS
We have conducted extensive simulations based on a simplified 2D source model with a ID array of 64 sensors. All sources are constrained to the annular segment of the x-y plane shown in Fig. 1 . The distance between source locations was set to 2.8 mm providing an image grid of 560 pixels. All Gaussian noise added to the data to achieve a SNR of 20 dB (c) White Gaussian noise added to the data to achieve a SNR of 8 dB.
VI. PHANTOM EXPERIMENTS
We have applied the same techniques used in Section V to experimental phantom data collected with a Neuromag-122 system [3] using the 26 dipole phantom supplied by the manufacturer. The Neuromag-122 system employs 6 1 dual-channel planar first-order gradiometer units in a helmet-shaped configuration at a radius of 10-1 1 cm, measuring the magnetic field gradient in two orthogonal tangential directions, for a total of 122 individual sensor measurements.
The phantom consists of two half circles with a 7 cm radius in the x-z plane and y-z plane, with dipoles in fixed positions in these planes oriented tangential to the outer edge. The image grid consisted of 768 locations spaced 4 mm apart on these two half circles, with an inner radius of 3 cm and an outer radius of 7 cm. An example of the imaging surface with the surrounding sensor elements is located in Fig. 3 . The phantom data was scaled to reflect a reasonable evoked ficld response. We then added data collected in the same system from a passive human subject (100 averages,eyes closed. and no external stimulus present). This background was added to the phantom data to obtain a SNR of 15 dB. Fig. 4 shows the true configuration and the MAP solution plotted in three dimensions. The minimum norm techniques tested on phantom data performed comparably to the simulations in Section V. 
VII. DISCUSSION AND CONCLUSIONS
In the simulations and phantom studies we have conducted, our MAP solution was generally superior to those obtained using minimum norm methods. However, this is true only when the sources exhibit the sparse focal characteristics on which our method is based. We stress that all of the methods provide good fits to the data, and hence are physically (if not physiologically) plausible. This ambiguity is inherent in attempting to infer spatial information from on the order of 100 sensor measurements. Specific prior information is essential if useful spatial information is to be extracted from the data.
In this work we have developed a Bayesian framework for image estimation from MEG data. This approach can be extended to include information from other modalities (MRI or PET) as well as using anatomical MR images to constrain sources to the cortex. The method can also be combined with more accurate forward models as discussed above, and also used for combined MEGEEG data. We can also directly extend the model for dynamic imaging by replacing each zi in our model with a time series model, zi(t). Other viable methods exist for source localization that were not discussed here, such as non-linear multiple dipole techniques [5] .
The results that we have presented assume sources are constrained to 2D planes. In the future the methods described here must be applied to sources constrained to a realistic cortical surface. Only then can be we begin to establish realistic limits on the ability of MEG to usefully image neural activity. We would like to thank Dr. Jeffrey Lewine of the New Mexico Institute of Neuroimaging, Albuquerque, for providing access to the Neuromag-122 system and data.
