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Abstract
In this paper we present the first stage of a
new approach to improve the precision and re-
call of the content-based image retrieval task.
To do this, we aim to combine three colour fea-
tures, RGB and HSV histograms, and MPEG-
7 Colour Layout Descriptor. To perform the
combination, we propose to use an approxima-
tion based on Borda Voting-Schemes. Under
that the Borda Voting-Schemes needs at least
three votes to perform the combination, we
intend to use the K-Nearest Neighbors meth-
ods to select the candidate images, given a
query image. In the second stage, we’ll imple-
ment our approach using at least three image
databases.
Keywords: HSV histogram, RGB his-
togram, Colour layout fescriptor, Borda Vot-
ing Schemes, KNN.
Resumen
En este artículo se presenta la primera fase de
experimentación de una nueva propuesta para
mejorar la precisión y cobertura de la recu-
peración de imágenes basada en contenidos.
Para realizar esta tarea, se propone combinar
tres características de color, como son los his-
togramas RGB y HSV y el Descriptor de Dis-
tribución de Color del estándar MPEG-7. A
fin de llevar a cabo la combinación, se plantea
emplear una aproximación basada en Esque-
mas de Votación Borda. En virtud de que di-
chos esquemas requieren al menos tres votos,
se propone usar la técnica de los K - Vecinos
más cercanos, con el objetivo de seleccionar
las imágenes candidatas a partir de imagen de
consulta. En la segunda etapa se implemen-
tará nuestra propuesta empleando al menos
tres bases de datos de imágenes.
Palabras clave: Histograma HSV, Histogra-
ma RGB, Colour Layout Descriptor, Borda
Voting Schemes, KNN.
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1. Introduction
Nowadays, the Content-Based Image Retrieval
(CBIR) is a technique that has several areas
of application. For example, in the medical
area, the CBIR applications help to detect
non-melanoma skin lesions [1], breast cancer
[2], while in forensics area it is possible to de-
tect altered images [3]. Another application
that successfully uses CBIR is a device that
tries to help in navigation, and object loca-
tion for blind people [4]. These successfully
developed applications are a real example that
CBIR techniques have a broad scope of appli-
cations.
The constant growth of the visual informa-
tion, like pictures and videos, makes necessary
to have efficient methods to retrievethis kind
of information in a proper way [5].
The MPEG-7 standard defines a set of vis-
ual descriptors to extract several image fea-
tures. An example of these features is: image
edges and color distribution [6], the shape of
objects in the image [7], the texture charac-
teristics [8], etc.
With this approach, we try to improve the
level of precision or recall in the images re-
trieval task, using the combination of three
colour features: RGB and HSV’s histograms,
and MPEG-7 Colour Layout Descriptor. To
conduct the combination, we use a new alter-
native, the Borda Voting-Schemes.
The rest of the paper is organized as fol-
lows. In the Section 2 we review the funda-
mentals of the colour features like RGB and
HSV histograms and MPEG-7 Colour Layout
Descriptor (CLD). The K - Nearest Neighbors
method is described in Section 3. In Section 4
we review the Borda Voting-Schemes. In Sec-
tion 5 we describe our approach to combine
the RGB, HSV and CLD features to perform
the image retrieval task. Conclusions and fu-
ture work are reviewed in the Section 6.
2. Colour features fundamentals
2.1 RGB histogram
RGB is the acronym for Red, Blue and Green.
This histogram is the most used histogram in
computer graphics and it uses its red, green
and blue components to create a new color
[5]. This color histogram combines red, green
and blue colors to form a new color. To form a
new color it is necessary to increase the values
of one or more of the components of the RGB
components [9].
The RGB color histogram can be repre-
sented on the Cartesian coordinate system,
which is illustrated in Figure 1. As it shows
a new color can be formed by changing the
values of the RGB component. For example,
if the magenta color is needed, it is necessary
to combine green and blue to create it [9].
Figure 1. RGB coordinate system where the “x” axis rep-
resents red colors, “y” axis represents green colors and “z”
represents blue colors [10]. As this figure shows changing
the values of RGB component can form a new color.
2.2 HSV histogram
HSV color histogram is the acronym of Hue,
Saturation and Value; this color histogram is
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the closest perception of the human eye. As
[11] explains, the human eye perceives col-
ors by the excitation of two cells of the eye,
which are rods and cones. “Excitation of the
cone cells leads to perception of color, while
rod cells help in perception of various shades
of gray. [...] The HSV color histogram sepa-
rates the luminance component (Intensity) of
a pixel color form its chrominance components
(Hue and saturation).” This representation
works as the human eye because it works like
the separation of the rods and cones.
On the representation of the components
for this histogram Hue represents the chro-
matic component, saturation represents the
predominance value of a hue a color and Value
represents the intensity of the color [10].
The generation of colors of the HSV color
space is represented in the next way. Accord-
ing to [12], Hue defines the color by changing
its angle; hue is defined as an angle in the
range [0, 2pi]. Saturation is the depth or pu-
rity of the color and is measured as a radial
distance from the central axis with value be-
tween 0 at the center to 1 at the outer space.
Finally, value is represented by the vertical
central axis.
In Figure 2 is illustrated how we represent
an HSV color histogram.
2.3 Colour layout descriptor
This MPEG-7 visual descriptor represents the
spatial layout of color images in a very com-
pact form [6]. To extract the CLD descriptor,
we assume the original image is represented in
RGB color space, and the necessary steps to
perform this task are the next:
– CLD block calculation. In this step the
image is divided in 64 blocks of pixels. The
width and height of each block are calculated
Figure 2. Representation of a HSV color descriptor. The
value V is represented by the main axis orthogonal of the
plane. The angle represents the Hue value, while radius
represents the level of Saturation (purity of colour) [13].
by dividing the width and height of the image
for 8, respectively. This process is performed
for the three components of RGB colour space
and we obtain 3 matrices of 64 blocks.
– Representative colour selection. Each block
must have only one colour. To select the repre-
sentative colour, the values of all pixels in the
block are averaged (Figure 3). After that, each
8x8 matrix is transformed to YCbCr colour
space 1
(a) Original image (b) Image with represen-
tative colour selected
Figure 3. Result to applying representative colour selec-
tion in image in RGB colour space.
1The YCbCr is a family of color spaces used in digital video
and image transmission. The component Y represents the lumi-
nance and Cb and Cr are the blue-difference and red-difference
chrominance components.
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– DCT (Discrete Cosine Transform). In
this step the three colour components of im-
age (Y, Cb and Cr) are transformed by 8x8
DCT to obtain three 8x8 DCT matrices of
coefficients [6]. To calculate the DCT in a 2D
matrix, the following formula is used:
Bpq = αpαq
M−1∑
m=0
N−1∑
n=0
Amn cos
pi(2m+ 1)p
2M
cos pi(2n+ 1)q2N (1)
Where:
• Bpq is the coefficient for p,q position of
the DCT matrix.
• M is the number of rows of the matrix.
• N is the number of columns of the ma-
trix.
• αp and αq are constants which value are
calculated as follows:
αp

1√
M
, p = 0√
2
M
, 1 ≤ p ≤M − 1
αq

1√
N
, p = 0√
2
N
, 1 ≤ p ≤ N − 1
– Zigzag reordering. The final step consists
on zigzag reading of the DCT coefficients (Fi-
gure 4). This should be done in this way be-
cause the nonzero coefficients always appear
in the top-left corner of the coefficients ma-
trix. Usually, the CLD employs the firs 6 co-
efficients of the Y colour component, and 3
coefficients of Cb and Cr colour components.
3. K - Nearest Neighbors
K-Nearest Neighbors, also known as KNN, is
a supervised machine learning method, which
Figure 4. Zigzag scanning applied to Y, Cb and Cr com-
ponents of the representative colour image.
classifies the data of a corpus. With this clas-
sifier a set of data can be classified in order
to discover which elements are from the set of
data.
To solve the classification problem the al-
gorithm uses a series of clusters of data, which
each one represent a category. When a new
kind of data appears, the KNN algorithm tries
to recognize which category the data belongs.
Figure 5 is illustrated how the KNN algo-
rithm works [14].
Figure 5. Representation of a KNN algorithm which main
goal is to discover if the data, which we are seeking, is from
Monthy-Sal or Amount.
To find to which set of elements the new
data belongs to, a distance formula is used,
which permits the calculation of the distance
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of one element to another, to calculate we use
equation 2 [14].
Da−b =
√√√√ N∑
i=1
(ai − bi)2 (2)
Equation 2. Euclidean distance to calculate the distance
between two elements, where bi represents the position
of the first element and ai represents the position of the
second element [15].
4. Borda voting scheme
Borda voting - scheme is a technique, which
can help to classify the data of a corpus; this
method has its origins in France it the 18th
century. It was proposed by Charles Borda be-
cause the voters did bad decisions in the pro-
cess of voting; for this reason Borda proposed
a method by which the voters must vote for
the candidates by its merits [16].
Following the Borda scheme this method
consists in a group of candidates, which vote
for the elements of a set of data by its relevan-
ce. For this method we have a set of candida-
tes X={x1, x2, x3 , . . . , xn} where n ≥ 32 is
and m voters, where m ≥ 3 [13]. To calculate
the voting results it is necessary to follow the
next steps:
Firstly, we choose a photograph and we
have three categories, which gives us 3 options
per each candidate. In the Table 1 shows the
options and the candidates of each element.
Table 1. Voters with its different options
Candidate 1 Candidate 2 Candidate 3
Option 1 2 2 3
Option 2 3 3 1
Option 3 1 3 2
Secondly, we represent the data taken by
the candidates to form a square matrix, which
is formed by the number of options we have;
in this case we have a 3 x 3 matrix. We fill the
matrix with 1 in each row that the candidates
have preference and 0 in the rest of positions
[17].
0 0 0
1 0 1
1 0 0


0 0 1
1 0 1
0 0 0


0 1 0
0 0 0
1 1 0

Finally, we sum all the elements of each
row and we get an array of data, which shows
us the order of classification of the image [18].
2
4
3


c1
c2
c3

5. Experiment desing
The process for this experiment is divided in
two parts. The first part of this experiment is
the extraction of features of the images, quan-
tization of the images features, shuﬄe of the
images features and getting the train and test
sets for experimentation. In the second part
we use the KNN algorithm and the Borda vot-
ing - schemes to get the image candidate for
classification.
The first part goes as follows:
–Features Extraction: It helps to extract
the bins of all images, apply a conversion
method to transform images to three descrip-
tors, in this case HSV and CLD, and RGB
descriptors, so that we have three descriptors
to start our work.
– Quantization: The quantization method
reduces the dimensionality of the image fea-
tures. This method is used to improve the cal-
culation process of the distance between two
features set.
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– Shuﬄe: The objective of this process is
to mix the image set of features as a necessary
stage for the experiment, because the system
must not learn the image features in the same
order each time.
– Test and Train for experimentation: This
process is used for dividing the image feature
set in two subsets to do experimentation. This
two set of images features are the training set
and the testing set. The training set has 70%
of the features, which is used as the base to
compare the features to find a new one, and
the testing set which is going to be compared
with the training set of images to find to which
category it fits in. In Figure 6 is explained the
first part of the process.
Figure 6. Representation of the extraction of features of
the image corpus, quantization, shuffle of the images and
get the test and train sets of images features.
The second part goes as follows:
– KNN Algorithm: It is used for performing
the classification process based on each fea-
ture set. To do this process we take each im-
age features of the test set and compare them
to each image features of the training set. As
a result the system returns a set of votes and
candidates for each descriptor.
– Borda voting - schemes: This ensemble
method is used to classify the image, to do
this step we use the votes we obtained on the
earlier step. We use the candidates and votes
that we obtained of the KNN process and gen-
erate a matrix with each result we had in the
previous process, then we sum the matrixes
and we get an array of data which results in
the classification order of the candidate. As a
result the system can classify the image in a
category. Figure 7 explains the second part of
the experimentation design.
Figure 7. The second stage of the experiment process.
6. Conclusions and future work
The main goal of this project is to improve
the precision and recall of the system, so that
we can get best results at discovering and rec-
ognizing the patterns of the image.
Given that MPEG-7 standard defines a com-
plete set of visual and audio descriptors, is
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important to analyze if is possible to combine
other visual descriptors like Edge Histogram,
Dominant Color, etc. In the same way, it is
important to study more combination meth-
ods like AdaBoost, Decision Trees, etc.
For future work we will start the experi-
ments we designed in this paper with different
image databases of different themes in order
to improve the system.
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