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HODGE CLASSES AND THE JACQUET-LANGLANDS CORRESPONDENCE
ATSUSHI ICHINO AND KARTIK PRASANNA
Abstract. We prove that the Jacquet-Langlands correspondence for cohomological automorphic
forms on quaternionic Shimura varieties is realized by a Hodge class whose image in ℓ-adic cohomology
is Galois invariant for all ℓ.
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1. Introduction
This article is motivated by the following question: is Langlands functoriality in the case of co-
homological automorphic forms on Shimura varieties induced by algebraic cycle classes? When the
forms in question contribute to H1, this follows from Faltings’ theorem [15] on the Tate conjecture
for divisors on abelian varieties, but for higher Hi it seems completely open even in the simplest of
cases. Since constructing algebraic cycle classes seems extremely difficult, one can ask for the next
best thing, namely to construct either absolute Hodge classes [13] or better still, motivated cycles [3].
We study this problem in the most classical example of functoriality, namely the Jacquet-Langlands
correspondence for GL2 and its inner forms.
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1.1. The main theorem. Let F be a totally real field, [F : Q] = n. Denote by Σ∞ the set of infinite
places of F , and for v ∈ Σ∞, let σv : F →֒ R ⊂ C denote the corresponding embedding of F in C. Let
F c ⊂ Q ⊂ C be the compositum of σv(F ) as v varies over Σ∞. Thus F c is the Galois closure of the
image of σ(F ) for any σ ∈ Σ∞.
Let π = ⊗vπv be an automorphic representation of GL2(AF ) corresponding to a (cohomological)
holomorphic Hilbert modular newform of weight (k, r) where k = (k1, . . . , kn) and k1 ≡ k2 ≡ · · · ≡
kn ≡ r mod 2. For simplicity, we will assume that π has trivial Nebentypus character so that it
is self-dual up to a (Tate) twist. (See Remark 1.3.1 for the non self-dual case.) Moreover, in the
introduction alone, we assume that π has parallel weight two and that the Hecke eigenvalues av(π)
(suitably normalized) are rational; thus π (at least conjecturally) corresponds to an elliptic curve A/F .
In any case, it is known that to such a π and every rational prime ℓ one can attach an ℓ-adic Galois
representation ρπ,ℓ of the Galois group Gal(Q/F ). The representations ρπ,ℓ (for varying ℓ) form a
compatible system in the sense that for all finite primes v of F not dividing N, we have
tr ρπ,ℓ(Frobv) = av(π),
where Frobv denotes a geometric Frobenius element attached to v; in particular, this trace is indepen-
dent of ℓ.
Let B1 and B2 be two (non-isomorphic) quaternion algebras over F such that π admits Jacquet-
Langlands transfers to the algebraic groups G1 = ResF/QB
×
1 and G2 = ResF/QB
×
2 ; we denote the
corresponding automorphic representations of G1(A) and G2(A) by π1 and π2 respectively. We assume
that the set of infinite places of F where B1 is split agrees with the set of infinite places where B2 is
split, and denote this common set of infinite places by Σ ⊆ Σ∞. Let FΣ be the subfield of C given by:
FΣ := Q
{σ∈Gal(Q/Q),σ(Σ)=Σ}
= (F c){σ∈Gal(F
c/Q),σΣ=Σ}.
Then FΣ is also characterized as the subfield of Q generated (over Q) by the elements∑
v∈Σ
σv(x), x ∈ F
and is called the reflex field of the pair (F,Σ).
Let X1 and X2 denote the quaternionic Shimura varieties associated with G1 and G2. Then X1
and X2 are of dimension d := |Σ| and have canonical models over the same reflex field FΣ ⊂ Q ⊂ C.
The Langlands-Kottwitz method can be used to study the ℓ-adic cohomology of the varieties X1 and
X2. Following the work of several authors ([43], [10], [12], [53], [49]), we have the following theorem:
for i = 1, 2, the πi-isotypic part of H
∗
et(Xi,Q,Qℓ) is concentrated entirely in the middle degree d and
moreover is isomorphic to the tensor induction
(1.1)
⊗
v∈Σ
′
ρvπ,ℓ
where ρvπ,ℓ denotes the representation of Gal(Q/σv(F )) given by g 7→ ρπ,ℓ(σvgσ−1v ). As a consequence,
for all rational primes ℓ, we have isomorphisms
(1.2) Hd(X1,Qℓ)π ≃ Hd(X2,Qℓ)π
as representations of Gal(Q/FΣ). Here and henceforth we write H
∗(X,Qℓ) for the Qℓ-vector space
H∗et(XQ,Qℓ).
The isomorphisms (1.2) above may be viewed as giving a collection of Tate classes in
H2d(X1 ×X2,Qℓ(d)),
3and it is natural to ask if there is a single algebraic cycle Z ∈ CHd(X1 ×X2) that gives rise to this
collection of Tate classes. If p1 and p2 are the two projections below,
X1 ×X2
p1
zz✉✉
✉✉
✉✉
✉✉
✉
p2
$$■
■■
■■
■■
■■
X1 X2
the class of such a putative algebraic cycle Z gives rise to a map
cl(Z)∗ : Hd(X1)→ Hd(X2), x 7→ p2,∗(cl(Z) ∪ p∗1(x))
for any Weil cohomology theory, which induces isomorphisms
(1.3) Hd(X1)π ≃ Hd(X2)π2 .
Moreover, these isomorphisms for different Weil cohomology theories would be compatible with the
usual comparison theorems.
With this motivation, we state our main theorem:
Theorem 1. Suppose that there is at least one infinite place of F at which B1 and B2 are ramified.
Then there is a non-zero Hodge class
ξ ∈ H2d(X1 ×X2,Q)π1⊠π2
such that for all rational primes ℓ, the image ξℓ(d) of (the Tate twist) ξ(d) in the ℓ-adic etale realization
H2d(X1 ×X2,Qℓ)π1⊠π2(d)
is Gal(Q/FΣ) invariant. Moreover,
(i) The induced map
(1.4) ξ(d)∗ : Hd(X1,Q)π1 → Hd(X2,Q)π2 , x 7→ p2,∗(ξ(d) ∪ p∗1(x))
is an isomorphism of Q-Hodge structures. (i.e., is an isomorphism of Q-vector spaces, that after
extending scalars to C, preserves the Hodge filtration.)
(ii) The induced map
(1.5) ξ(d)∗ℓ : H
d(X1,Qℓ)π1 ≃ Hd(X2,Qℓ)π2 , x 7→ p2,∗(ξ(d) ∪ p∗1(x))
is an isomorphism of Gal(Q/FΣ)-modules. (Here we view ξ(d) as an etale class via the Betti-etale
comparison theorems.)
Remark 1. Before outlining the proof, we make some remarks on the statement of the theorem.
(i) The assumption that B1 and B2 are ramified at some infinite place is made for technical reasons;
it ensures that a certain auxiliary Shimura variety used in the proof is compact. We believe that with
some extra work (e.g., working with intersection cohomology), this assumption could be relaxed.
(ii) Our proof of Theorem 1 is actually conditional on some ongoing developments in the theory of
automorphic forms. Namely, we need
(a) The classification of non-tempered automorphic representations on unitary groups (associated to
hermitian spaces over a CM field) in terms of local and global A-packets. The expected results
that we need are stated carefully in §11.1 and §11.4, and are the subject of work in progress of
Kaletha, Minguez, Shin and White [32].
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(b) The characterization of Galois representations associated with non-tempered automorphic rep-
resentations on unitary groups (associated to hermitian spaces over a CM field) in terms of
A-parameters. The expected results here are stated in §11.6. The proofs of these are expected
to be fairly standard generalizations of existing results in the tempered case. These will appear
elsewhere since the methods are quite different from those in the main argument of this paper
and since they also depend on ongoing work [33] extending the work of Kottwitz ([36], [37], [38])
to the case of Shimura varieties of abelian type. (See also §1.3.2 below.)
The cautious reader may therefore take the main theorem as tentative until these results appear in
print.
(iii) While we have stated the main result for trivial coefficients, it works equally well for local systems.
In the main text, this more general case is treated.
(iv) Our proof does not use the previously known isomorphisms (1.2). Rather, it provides an alternative
verification of these isomorphisms which may be of independent interest.
(v) The assumption that π has trivial central character forces π to be self-dual, and is just made for
simplicity. The non-self-dual case can also be treated similarly. See §1.3.1 below.
(vi) The main theorem above is close to saying that the class ξ is an absolute Hodge class in the sense
of Deligne [13]. However, what is missing is the de Rham piece of the story, i.e., in order to show that
ξ is absolutely Hodge, we would need to show in addition to the above that it is also de Rham rational
and that for every embedding τ of FΣ in C, the class τ(ξ) is a Hodge class, whose image in ℓ-adic
cohomology is Galois invariant for all ℓ. While it seems difficult to show this directly, it seems likely
that we can build on the results of this paper to show something even stronger than being absolutely
Hodge, namely that ξ is a motivated cycle in the sense of Andre´. See §1.3.2 and §1.3.3 below.
(vii) Finally, it seems possible to give an independent proof of the existence of an isomorphism (1.4) of
Hodge structures, for instance by relating the periods of modular forms on B×1 and B
×
2 to the fourier
coefficients of half-integral weight modular forms. (See [50], [51], [48].) However, it seems very unlikely
that such methods can show that the isomorphism is also Galois equivariant.
1.2. Outline of the proof. We now explain the strategy of the proof of Theorem 1. In fact, the proof
in the general case is very similar to that for F = Q, n = d = 1, and so we first describe this case, even
though formally speaking this case is excluded from the theorem on account of the assumption that
B1 and B2 be ramified at at least one infinite place. To be precise, one should work with intersection
cohomology in this case, but for simplicity we just use usual cohomology with the understanding that
the proof given below is only correct once generalized to the setting where F is a totally real field and
there is some infinite place where B1 and B2 are both ramified.
The basic idea of the proof is to embed X1 ×X2 in a larger Shimura variety X , construct a Hodge
class ξ on X and then show that its pullback to X1 ×X2 has the right property. The implementation
of this idea is a bit involved and breaks up as follows:
(i) Unitary Shimura varieties. We first replace X1 and X2 by closely related unitary Shimura
varieties. Pick an imaginary quadratic field E that embeds in both B1 and B2. Let V1 = B1 and
V2 = B2, viewed as (right) E-vector spaces. These are equipped with natural hermitian forms that
are of signature (1, 1) at the infinite place. The corresponding unitary similitude groups are given by
(1.6) GU(V1) ≃ (B×1 × E×)/F×, GU(V2) ≃ (B×2 × E×)/F×.
Let V = V1 ⊕V2. Thus V has signature (2, 2) at the infinite place. Consider the maps of algebraic
groups
(1.7) B×1 ×B×2 → PB×1 × PB×2 ← G(UE(V1)×UE(V2))/E× → GUE(V)/E×.
5These induce maps of Shimura varieties
X1 ×X2 → X˜1 × X˜2 ← Y → X
which may be viewed as giving a correspondence on (X1 ×X2) ×X . This correspondence induces a
map on cohomology:
ι∗ : H∗(X)→ H∗(X1 ×X2).
As such, since the kernel of the map
G(UE(V1)×UE(V2))/E× → PB×1 × PB×2
is isomorphic to
G(E× × E×)/E× ≃ E(1) ≃ E×/F×,
one can introduce a character η of E×/F× in the construction of the correspondence; this gives a map
ι∗η : H
∗(X)→ H∗(X1 ×X2).
that depends on the choice of η.
(ii) Cohomological representations and Vogan-Zuckerman theory. Since the cohomology of
X is given by automorphic forms [9], it is natural to first look for a non-tempered automorphic rep-
resentation Π of GU(V) (or say of U(V) for simplicity) which contributes to H2(X) but only to the
(1, 1)-part. The paper of Vogan-Zuckerman [61] classifies cohomological representations; one finds that
there is a unique non-trivial (non-tempered) representation Π1∞ of U(VR) = U(2, 2)R with the property
that
H1,1(g,K; Π1∞) 6= 0.
The representation Π1∞ can be realized as a cohomologically induced representation Aq where q is a
θ-stable parabolic subalgebra of g with Levi component u(1, 1)⊕ u(1, 1). In order to construct Π, it is
first natural to look for an explicit construction of Π1∞ which is what is accomplished in the next step.
(iii) An exceptional isogeny: archimedean theta correspondence and Kudla-Millson the-
ory. The representation Π1∞ can be constructed as a theta lift of the trivial representation of U(1, 1)
with appropriate choices of splitting characters. However, for rather subtle reasons, this fact does not
seem to be useful in our construction. Instead, we use the fact that there is an exceptional isogeny
(1.8) SU(2, 2)R → SO(4, 2)R.
Ignoring for the moment the difference between U and SU, and between O and SO, we may view Π1∞
as a representation of O(4, 2)R, and viewed this way, the representation Π
1
∞ is in fact a theta lift from
SL2. This fact may appear somewhat familiar to connoisseurs of Kudla-Millson theory. Indeed, Kudla-
Millson theory studies certain explicit closed forms that are Poincare dual to geodesic cycles coming
from embedded O(3, 2)s in O(4, 2), and shows that the corresponding automorphic representations of
O(4, 2) (which contribute to H1,1) can be constructed as theta lifts of forms of weight 3 on SL2.
(iv) Inner forms. For our purposes we need inner form versions both of the isogeny (1.8) and of the
theta lift. Moreover, we need to work with similitude groups rather than isometry groups. First the
theta lift: let B be the quaternion algebra given by B = B1 · B2 in the Brauer group of Q. Since B1
and B2 are assumed to be non-isomorphic, B is a non-split quaternion algebra. Then there is a theta
lift
Θ : A (GUB(W )) −→ A (GUB(V˜ )0)
where V˜ = V ⊕V0 (with V0 a one dimensional skew-hermitianB-space) is a certain three dimensional B-
vector space equipped with a B-skew-hermitian form, W is a one dimensional B-vector space equipped
with a B-hermitian form and A (G) denotes the space of automorphic forms on G. (To be precise,
the theta lift depends on a choice of Schwartz function.) Note that the groups UB(W ) and UB(V˜ )
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are respectively inner forms of SL2 and O(4, 2). As for the isogeny, we construct (in §5) an explicit
isomorphism
(1.9) δ : PGUE(V)
≃−→ PGUB(V˜ )0
which is an inner form version of (1.8) above for (projectivized) similitude groups.
(v)The global theta lift: Schwartz forms. With this preparation, we can describe the construction
of a (1, 1)-class on X . Let h be a modular form of weight 3 and central character ξE , the quadratic
character associated with the extension E/Q, chosen such that it admits a Jacquet-Langlands transfer
to B×. Let τ˜h be the corresponding representation of GL2(A). Let JL denote the Jacquet-Langlands
correspondence. Consider the composite maps of automorphic forms
A (GL2)
JL−→ A (B×) = A (GUB(W )) Θ−→ A (GUB(V˜ )0)
and
A (PGUB(V˜ )
0)
δ−1−−→ A (PGUE(V))→ A (GUE(V)).
We show that Θ ◦ JL(τ˜h) has trivial central character, and so may be viewed as an automorphic
representation of the group PGUB(V˜ )
0. Thus we can consider the composite
Π := δ−1 ◦Θ ◦ JL(τ˜h),
which we may view as an automorphic representation of the group GUE(V)(A). This representation
has the property that Π∞ ≃ Π˜1∞, where Π˜1∞ denotes the unique representation of GU(2, 2)R with
trivial central character whose restriction to U(2, 2)R is isomorphic to Π
1
∞. Further, one can check
that:
dimHp,q(g,K; Π∞) =
{
1 if (p, q) = (1, 1) or (3, 3);
2 if (p, q) = (2, 2).
Explicity, we construct following the ideas of Kudla-Millson (and Millson-Funke in the higher weight
case), a Schwartz form ϕ∞ (rather than a Schwartz function) such that with ϕ = ϕfin ⊗ ϕ∞ for any
choice of a Schwartz funtion ϕfin, the theta lift
θϕ(φ)
may be viewed as giving a (1, 1)-class onX , for φ in the space of JL(τ˜h). To be precise, the construction
only depends on the restriction of JL(τ˜h) to the subgroup GL2(A)
+ (consisting of elements in GL2(A)
with positive determinant at infinity) and the vector φ must be chosen to lie in the antiholomorphic
component of this restriction.
(vi) Nonvanishing of the restriction. Next we show that for suitable choice of η, h, ϕfin and φ, the
(1, 1)-form ι∗η(θϕ(φ)) is non-vanishing, when projected to the π1 ⊠ π2-isotypic component. Let us now
explain the main idea to prove this non-vanishing. Let ωfB1 and ωfB2 denote holomorphic one-forms
in H1(XB1 ,C) and H
1(XB2 ,C) respectively. The strategy is to compute the integral∫
XB1×XB2
ι∗ηθϕ(φ) · (p∗1ωfB1 ∧ p∗2ωfB2 )
and show it is non-zero. Using the isomorphism δ from (1.9), we can reduce the integral to a period
on the left-hand side of the seesaw diagram below, which again involves quaternionic unitary groups:
GUB(V˜ )
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚
G(UB(W )×UB(W ))
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥
G(UB(V )×UB(V0)) GUB(W ).
7The seesaw then implies that the period can be computed on the right where it becomes a triple
product period of the form ∫
[GUB(W )]=[B×]
φ · θ(η)fB .
We then show that η, h, ϕfin and φ can be chosen so as to make this triple product integral nonzero.
A similar argument also shows that∫
XB1×XB2
ι∗ηθϕ(φ) · (p∗1ωfB1 ∧ p∗2ωfB2 )
is nonzero, and in fact the induced map
ι∗ηθϕ(φ) : H
1(XB1 ,C)→ H1(XB2 ,C)
is an isomorphism.
(vii)Hodge classes. As yet we do not know that θϕ(φ) is a Hodge class. In fact, strictly speaking it is
not likely to be a rational cohomology class, but we show that it lies in the C-span of the Hodge classes in
H2(X). The key point here is that the (expected) classification of automorphic representations implies
that any automorphic representation that is nearly equivalent to Π must have archimedean component
lying in the (unique) A-packet containing Π˜1∞. Moreover, this archimedean A-packet consists of two
representations Π˜1∞, Π˜
2
∞ and the latter contributes only to H
4(X) and not H2(X). From this we
deduce that H2(X,C)[Πfin] is entirely of type (1, 1). (The notation H
2(X,C)[Πfin] stands for the
subspace of H2(X,C) on which the unramified Hecke algebra at some finite level acts by the same
Hecke eigenvalues as on Πfin.)
Suppose for the moment that Π has coefficients in Q. Then
H2(X,Q)[Πfin]⊗Q C = H2(X,C)[Πfin],
henceH2(X,Q)[Πfin] is a rational Hodge structure, pure of type (1, 1). Since θϕ(φ) lies inH
2(X,C)[Πfin],
we see that it lies in the C-span of H2(X,Q)[Πfin] and in particular is a C-linear combination of Hodge
classes ξ. We have already seen that θϕ(φ) 6= 0 and moreover that its restriction to the π1 ⊠ π2-
component of to X1 ×X2 is nonzero. From this and a simple continuity argument one deduces that
there is a Hodge class ξ ∈ H2(X,Q)[Πfin] such that the induced map
ιη(ξ(1))
∗ : H1(XB1 ,Q)π1 → H1(XB2 ,Q)π2
given by
x 7→ p2,∗(p∗1(x) · ι∗ηξ(1))
is an isomorphism of rational Hodge structures.
(viii) Galois representations. For this we need to understand the Galois representation on H∗(X)
associated to the A-packet containing Π. Again, for simplicity let us suppose F = Q, d = 1, the general
case being similar. Then the expected relation between the Galois representation and the A-parameter
gives:
H2(X,Qℓ)Π = Qℓ(−1),
H4(X,Qℓ)Π = Qℓ(−2)⊕ Sym2ρh,ℓ,
H6(X,Qℓ)Π = Qℓ(−3),
where ρh,ℓ is the two dimensional ℓ-adic representation attached to h. From this one deduces that
as a Galois module, H2(X,Qℓ)[Πfin] ≃ Qℓ(−1)m for some integer m. For every rational prime ℓ, the
action of Gal(Q/Q) on ξ(1) is then trivial and thus ξ(1)∗ (viewed as acting on ℓ-adic cohomology via
the Betti-etale comparison) is a Galois equivariant isomorphism.
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(ix) Descending coefficients. The argument above needs a bit more care, since Π may not have
coefficients in Q. Thus one needs some care to ensure that the Hodge class constructed has coefficients
in Q. This argument needed to achieve this is explained in detail in §12. Roughly, the point is to
replace H2(X,Q)[Πfin] by H
2(X,Q)[I], where I is the kernel of the action of the unramified Hecke
algebra (with Q-coefficients) on Πfin. Another possible source of extra coefficients is the character η,
and this needs to be handled separately.
This completes the outline of the proof of Theorem 1 in the case F = Q, n = d = 1, k = 2. The
general case (assuming still that k = (2, . . . , 2)) is only slightly more complicated. In general we have
UE(V)(R) ≃ U(2, 2)d ×U(4)n−d,
where the U(2, 2) factors correspond to the places in Σ and the U(4) factors to the infinite places not
in Σ. At the infinite places in Σ, i.e., where B1 and B2 are both split, we just imitate the constructions
above. However, we need to deal as well with the infinite places where B1 and B2 are both ramified.
At such places the representation Π∞ is trivial and the local A-packet is a singleton, consisting of just
the trivial representation. This is consistent with the fact that at such places v, we have
UE(V)v ≃ U(4), UB(V˜ )v ≃ O(6), UB(W )v ≃ SL2
and the theta lift of the weight 3 holomorphic discrete series representation on SL2 is the trivial
representation of O(6). The conclusion then is that H2d(X,C)[Πfin] consists entirely of (d, d)-classes
and one can find a Hodge class ξ ∈ H2d(X,Q)[Πfin] such that the induced map
ξ(d)∗ : Hd(XB1 ,Q)→ Hd(XB2 ,Q)
given by
x 7→ p2,∗(p∗1(x) · ι∗ηξ(d))
is an isomorphism of rational Hodge structures, that is also Galois invariant.
Remark 1.1. We note the following conceptual reason why we work with the group UB(V˜ ) which at
archimedean places looks like a product O(4, 2)d × O(0, 6)n−d. After all, in principle, one could also
construct Kudla-Millson classes directly on the group UB(V ), which at archimedean places looks like
a product O(2, 2)d × O(0, 4)n−d, by taking a lift of a form of parallel weight two. However, the issue
is that on this smaller group, the Hodge classes are mixed up with other classes of the same degree,
and therefore it is difficult to see that the Kudla-Millson class is in the C-span of the Hodge classes,
except in the “trivial” situation when B1 = B2; in that case the group UB(V ) is quasi-split and there
are obvious “diagonal” cycles in the correct degree. On the larger group however, the Hodge classes
in degree (d, d) can be separated out using Hecke operators.
Remark 1.2. (Local systems and normalizations) We briefly mention the numerology in the case of
general local systems. Suppose that the form π has weights k = (k1, . . . , kn). Then (in the classical
normalization) the Hodge structure of H∗(Xi)πi is a tensor product over the places v in Σ of a Hodge
structure of type
(kv − 1, 0) + (0, kv − 1).
Thus H∗(X1)π1 ⊗H∗(X2)π2 is a tensor product over the places v in Σ of a Hodge structure of type
(1.10) (2kv − 2, 0) + 2(kv − 1, kv − 1) + (0, 2kv − 2).
The Hodge class in H∗(X1)π1 ⊗ H∗(X2)π2 should come from the tensor product over the places v
in Σ of a class of type (kv − 1, kv − 1). In our construction, we pick an auxiliary form τ˜ of weights
k + 1 = (k1 + 1, . . . , kn + 1). Then JL(τ˜ ) corresponds to a Hodge structure which is a tensor product
over the places v in Σ of a Hodge structure of type
(kv, 0) + (0, kv).
9Its lift Π to UB(V˜ ) contributes to different cohomological degrees; so there is an associated Hodge
diamond which is the tensor product over the places v in Σ of a Hodge diamond of the form:
(1.11) (kv + 1, kv + 1)
(2kv, 0) 2(kv, kv) (0, 2kv)
(kv − 1, kv − 1)
The Hodge class in H∗(X)Π comes from the tensor product over the places v in Σ of the class of
type (kv − 1, kv − 1). The “rest” of the Hodge structure at any place v consists of Tate twists of this
(kv − 1, kv − 1) class and Sym2 of the Hodge structure attached to τ˜ .
In the main text, we use the “automorphic normalization” instead of the classical normalization.
This amounts to twisting the Hodge structures in (1.10) and (1.11) above by (2 − kv, 2 − kv). This
twist is therefore not visible in parallel weight 2.
In the next section, we discuss some possible extensions and generalizations of the main theorem.
1.3. Extensions and generalizations.
1.3.1. The non-self-dual case. Let us denote the contragredient of π by π∨ and let χ be the central
character of π so that π ≃ π∨ ⊗ χ. The method described above extends to this case, except that we
must choose η such that η|
A
×
F
= χ−1 to compensate for the central character of π. We remark on one
unusual feature. Namely, it seems that the method outlined here naturally produces a Hodge class
ξ ∈ H2d(X,Q(χ2))Π such that:
(i) The induced map
ξ(d)∗ : Hd(XB1 ,Q(χ
−1))π∨
1
→ Hd(XB2 ,Q(χ))π2
is an isomorphism of Q(χ) = Q(χ−1)-vector spaces and preserves the Hodge filtration (on ten-
soring with C).
(ii) The Galois module H2d(X,Qℓ(χ
2)) is isomorphic to (a sum of copies of) Qℓ(−d)(χ2) and the
induced map
ξ(d)∗ : Hd(XB1 ,Qℓ(χ
−1))π∨
1
→ Hd(XB2 ,Qℓ(χ))π2
satisfies the following Galois equivariance:
σ(ξ∗(x)) = χ2(σ) · ξ∗(σ(x)).
We note that Q(χ−1) = Q(χ) and Qℓ(χ
−1) = Qℓ(χ).
The reason this is unusual is that one might expect to have a natural construction producing a ra-
tional Hodge class in H∗(XB1 ,Q(χ))π∨1 ⊗ H∗(XB2 ,Q(χ))π2 , since after all the Galois representation
H∗(XB1 ,Qℓ(χ))π∨1 ⊗ H∗(XB2 ,Qℓ(χ))π2 always contains the trivial representation as a direct sum-
mand. Instead, our construction naturally produces a Hodge class (with coefficients in a number field)
in H∗(XB1 ,Q(χ))π1⊗H∗(XB2 ,Q(χ))π2 and then one has to “untwist” it to produce the rational Hodge
class that one expects to exist.
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1.3.2. Motivated cycles. It is natural to ask if the Hodge class we have constructed on X may be
obtained by a simple modification of the class of an algebraic cycle of an embedded Shimura variety.
This is unlikely in general, since any cycle constructed in such a fashion would have a dense set of
CM points, and then by the Andre´-Oort conjecture (see [34], for example), the pull-back of this cycle
to X1 ×X2 would be a sub-Shimura variety. However, if B1 6= B2, the product variety X1 ×X2 has
no interesting sub-Shimura varieties. On the other hand, it seems likely that one can build on the
methods of this paper to show that the Hodge class we have constructed on X1 ×X2 is the class of a
motivated cycle in the sense of Andre´ [3], i.e., it is the class of an algebraic cycle up to inverting the
Lefschetz operator L on some auxiliary variety. In our case, we expect the auxiliary variety is simply
the Shimura variety X . We have constructed in this paper a Hodge class ξ on X of type (d, d), and
(L2d)−1(ξ) is a Hodge class of type (3d, 3d). The basic idea is to show that this Hodge class is the
class of a rather explicit algebraic cycle, namely coming from an embedded unitary Shimura variety
associated to a group H such that H(R) = U(1, 1)d × U(2)n−d. This extension will be treated in a
forthcoming paper [30]. It seems likely that this extension will obviate the need for the results on
Galois representations in Remark 1,(ii)(b), namely the characterization of the Galois representations
associated to non-tempered forms on the cohomology of unitary Shimura varieties.
1.3.3. Functoriality for unitary groups. We expect that the picture described above can be generalized
to other instances of functoriality, especially when the varieties X1 and X2 have the same dimension
and the automorphic representation in question contributes to the same (middle) cohomological degree.
Namely, there should exist a Shimura variety X of dimension m say, a subvariety Y ⊂ X ,
X
X1 ×X2
i
::✈✈✈✈✈✈✈✈✈
Y
j
__❅❅❅❅❅❅❅❅
with dim(Y ) = dim(X1) = dim(X2) = d, such that
i∗ ◦ (Lm−2d)−1(clX(Y ))
is a (motivated) cycle which realizes the Jacquet-Langlands correspondence (for a fixed automorphic
representation). For example, suppose that X1 and X2 correspond to U(V1) and U(V2) respectively,
where Vi is a hermitian space over an imaginary quadratic extension of Q, with U(Vi)(R) ≃ U(p, q).
One might speculate that in this case one could take X attached to the unitary group of V1⊕V2 and
Y attached to U(W) whereW ⊂ V is an auxiliary hermitian space of signature (p, q); this corresponds
to the following picture of real groups:
U(2p, 2q)
U(p, q)×U(p, q)
66♥♥♥♥♥♥♥♥♥♥♥♥
U(p, q)
ee❑❑❑❑❑❑❑❑❑❑
with d = pq and m = 4pq. There are several issues that need to be resolved to determine if this
does indeed realize functoriality, the most subtle of which seems to be establishing nonvanishing of the
relevant periods. The prediction above should be viewed as complementary to the Tate conjecture,
which by itself gives no indication of where to find the relevant cycle; moreover, knowing that the
cohomology class realizing functoriality is related in an explicit fashion via the Lefschetz operator to
the class of a Shimura sub-variety on an auxiliary Shimura variety may have useful applications. It
would also be interesting to compare this with the recent work on Tate cycles in finite characteristic,
e.g., [58], [59], [25], [65].
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2. Shimura varieties, local systems and motives
2.1. Realizations of motives. Some of our definitions below may be somewhat nonstandard.
2.1.1. Hodge structures. Let L be a number field given with a fixed embedding in C. An L-Hodge
structure pure of weight n will be an L-vector space V equipped with a descending filtration F ·VC on
VC = V ⊗L C such that for p+ q = n+ 1, we have
VC = F
pVC ⊕ F qVC.
For any pair (p, q) with p+ q = n, we set V p,q = F pVC ∩ F qVC.
2.1.2. Realizations of motives with coefficients. Let k and L be number fields. Let MotLk denote the
category of motives over k with coefficients in L. (For the moment it is not very important what
equivalence relation we use on algebraic cycles.) We are particularly interested in certain realization
functors on MotLk , assuming we are given embeddings k →֒ Q ⊂ C and L ⊂ C.
• The Betti realization. The Betti realization HB(M) which is an L-Hodge structure.
• The ℓ-adic realizations. For each rational prime ℓ, Hℓ(M) is a free L⊗Qℓ-module, equipped with
a continuous (L⊗Qℓ-linear) action of Gk := Gal(Q/k).
We also have a natural comparison isomorphism
HB(M)⊗Q Qℓ ≃ Hℓ(M)
of (free) L⊗Qℓ-modules.
There are other realizations which will not concern us in this paper. Thus we define a categoryMLk
as follows. The objects in this category are collections
(V, Vℓ)
as ℓ varies over the primes, where V is an L-vector space equipped with an L-Hodge structure and Vℓ
is a free L⊗Qℓ-module with a continuous (L⊗Qℓ-linear) action of Gk, along with isomorphisms
iℓ : V ⊗Qℓ ≃ Vℓ.
A morphism between two such objects (V, Vℓ, iℓ) and (V
′, V ′ℓ , i
′
ℓ) is an L-linear map j : V → V ′ that
is a morphism of L-Hodge structures such that the L ⊗ Qℓ-linear maps jℓ : Vℓ → V ′ℓ defined by the
commutative diagram below
V ⊗Qℓ j⊗1 //
iℓ

V ′ ⊗Qℓ
i′ℓ

Vℓ
jℓ // V ′ℓ
are Gk-equivariant.
If L = Q, we omit the superscript and simply write Mk. Note that to any proper smooth variety
X over k, we can attach objects
Hn(X) =
(
Hn(X(C),Q), Hnet(XQ,Qℓ), iℓ
)
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in the categoryMk.
If L ⊆ L′ ⊂ C, there is a natural functor MLk → ML
′
k , sending (V, Vℓ) to (V ⊗L L′, Vℓ ⊗L L′ =
Vℓ ⊗L⊗Qℓ (L′ ⊗Qℓ)).
2.2. Shimura varieties and local systems.
2.2.1. Shimura varieties. Let S = ResC/RGm denote the Deligne torus. As usual, a Shimura datum
is a pair (G,X) consisting of a reductive algebraic group G over Q and a G(R)-conjugacy class X of
homomorphisms h : S→ GR satisfying the following conditions:
(i) For h in X , the Hodge structure on the Lie algebra g of GR given by Ad ◦h is of type (0, 0) +
(−1, 1) + (1,−1). (In particular, the restriction of such an h to Gm,R ⊂ S is trivial.)
(ii) For h in X , Ad h(i) is a Cartan involution on GadR , where G
ad is the adjoint group of G.
(iii) Gad has no factor defined over Q whose real points form a compact group.
These conditions imply that X has the natural structure of a disjoint union of Hermitian symmetric
domains. The group G(R) acts on X on the left by
(g · h)(z) = g · h(z) · g−1.
Let A and Af denote respectively the ring of ade`les and finite ade`les of Q. Let K be an open
compact subgroup of G(Af ). The Shimura variety associated to (G,X,K) is the quotient
ShK(G,X) = G(Q)\X ×G(Af )/K.
For K small enough, this has the natural structure of a smooth variety over C. The inverse limit
Sh(G,X) = lim←−K ShK(G,X)
is a pro-algebraic variety that has a canonical model over a number field E(G,X), the reflex field of
the Shimura datum (G,X). In particular, each ShK(G,X) has a canonical model over E(G,X). For
brevity of notation, we will often write simply ShG or ShG,K since X will be understood from context.
We recall the definition of E(G,X). This field is defined to be the field of definition of the conjugacy
class of co-characters
µh : Gm,C → SC → GC,
where the first map is z 7→ (z, 1) and the second is the one induced by h.
Remark 2.1. The field E(G,X) is given as a subfield of C, and as such has by definition a canonical
embedding into C. When not specified below, any embedding of E(G,X) in C will always be this
canonical embedding. Indeed, we will not have use for any other embedding.
All Shimura varieties occurring in this paper will be compact, so we will assume this to be the case
in the rest of this chapter.
2.2.2. Local systems and cohomology. Let (ρ, V ) be a finite-dimensional representation of G defined
over a number field L ⊂ C. To the data (G,X, ρ), we can associate the following:
(i) A local system V of L-vector spaces on ShG.
(ii) For each prime ℓ, an ℓ-adic local system Vℓ (of L⊗Qℓ-vector spaces) on ShG.
Then Hi(ShG,K(C),V) is an L-vector space (in fact, an L-Hodge structure) and there are natural
isomorphisms of free L⊗Qℓ-modules:
(2.1) Hi(ShG,K(C),V)⊗Q Qℓ ≃ Hiet(ShG,K ⊗E(G,X) Q,Vℓ).
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Note that we are using the given embedding E(G,X) →֒ Q ⊂ C on both sides of the isomorphism
above. The Hecke algebra H(G(Af ),K) acts on both sides of (2.1) and the isomorphism is Hecke
equivariant. Taking the direct limit over K, we get an isomorphism:
Hi(ShG(C),V)⊗Q Qℓ ≃ Hiet(ShG ⊗E(G,X) Q,Vℓ).
Let Π be an irreducible cohomological automorphic representation of G(A). The Π-isotypic compo-
nent of Hi(ShG(C),VC) is defined to be
Hi(ShG(C),VC)Π := HomH(G(Af ),K)(Π
K
f , H
i(ShG(C),VC)
K)
= HomH(G(Af ),K)(Π
K
f , H
i(ShG,K(C),VC))
for K small enough, this being independent of the choice of K. By Matsushima’s formula [9],
Hi(ShG,K(C),VC) ≃
⊕
π
m(π)Hi(g,K;π∞ ⊗ VC)⊗ πKf
where the sum is over automorphic representations π = π∞ ⊗ πf of G(A) and m(π) is the multiplicity
of π in the discrete spectrum of G. It follows that
Hi(ShG(C),VC)Π ≃
⊕
π,πK
f
≃ΠK
f
m(π)Hi(g,K;π∞ ⊗ VC),
where the sum is over those π such that πKf ≃ ΠKf as H(G(Af ),K)-modules.
2.2.3. Pullback and pushforward. Let f : (h1, G) → (h2, H) be a morphism of Shimura data. We
assume that the reflex fields of (h1, G) and (h2, H) are the same subfield E of C. Let ρ be a finite-
dimensional representation of H defined over a number field L ⊂ C (which we can also view as a
representation of G via the map G→ H) and denote by V the associated local systems on ShH , ShG.
(Thus the local system on ShG is just obtained by pull back from ShH .) Then there are functorial
maps
f∗ : Hi(ShH ,V)→ Hi(ShG,V),
defined both in Betti and ℓ-adic cohomology, which may be viewed as giving a morphism in the category
MLE. Suppose in addition that:
(i) G→ H is surjective with kernel Z contained in the center of G.
(ii) Z is cohomologically trivial so that G(A)→ H(A) is surjective as well.
Then there is a bijection between automorphic representations ΠH of H(A) and ΠG of G(A) on which
Z acts trivially. Assuming that L contains the (common) field of definition of ΠH and ΠG, the map
f∗ induces an isomorphism
Hi(ShH ,V)ΠH ≃ Hi(ShG,V)ΠG
in MLE.
We will also need to consider the case when the map G → H satisfies (i) but not (ii). Typically,
in such cases, we will be interested in maps in the opposite direction. Indeed, there is a natural
pushforward map
f∗ : H
i(ShG,V)→ Hi(ShH ,V).
If K1 and K2 are (small enough) open compact subgroups of G(Af ) and H(Af ) respectively, the
induced map
ShG,K1 → ShH,K2
is finite etale onto its image which is a union of components of ShH,K2 . Thus f∗ can be defined by
taking the trace to the image, and then extending by zero outside the image.
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Remark 2.2. To make the definition of f∗ independent of the choice of K1 and K2, we need to normalize
it by multiplying by the factor vol(K1)/ vol(K2) for some choice of Haar measure on G(Af ) and H(Af ).
In our application, we will impicitly make such a choice in §10.4 and §12, but the exact choice is
unimportant.
3. Quaternionic Shimura varieties and the main theorem
3.1. Quaternionic Shimura varieties. Let F be a totally real field. Let B be a non-split quaternion
algebra over F and Σ the set of infinite places of F where B is split. We fix an isomorphism
B ⊗F R ≃ M2(R)d ×Hn−d,
which gives an identification
GB(R) ≃ GL2(R)d × (H×)n−d,
where GB := ResF/QB
×. For v ∈ Σ, let τv denote the composite
B ⊗F,σv R ≃ M2(R) →֒ M2(C),
and for v ∈ Σ∞ r Σ, the composite map
B ⊗F,σv R ≃ H →֒ M2(C)
Then τv may be viewed as giving a two-dimensional complex representation of GB . We identify C
×
with a subgroup of GL2(R) via
(3.1) z = a+ bi 7→ ι(z) :=
[
a b
−b a
]
.
Let X denote the GB(R)-conjugacy class of
h : S→ GB,R, h(z) = (ι(z), · · · , ι(z), 1, · · · , 1) ,
so that hv(z) := h(z)v = ι(z) for v ∈ Σ and hv(z) = 1 for the infinite places not in Σ. We write
either ShGB (or for ease of notation, simply ShB) for the associated Shimura variety. The variety ShB
admits a canonical model over the reflex field FΣ. The Hecke algebra H(GB(Af ),K) acts on ShB,K
via correspondences. Moreover, the inverse limit
ShB = lim←−
K
ShB,K
admits a right GB(Af )-action. We refer the reader to [28], §1 for a more detailed discussion of the
Shimura varieties ShB.
3.2. Local systems. Let π be an automorphic representation of GL2(AF ) attached to a holomorphic
Hilbert modular form of weight (k, r), where k = (k1, . . . , kd) is a collection of integers of the same
parity and r is an integer with ki ≡ r mod 2. (If v is the ith place in the ordering, we will often denote
ki by kv.) We suppose that π admits a Jacquet-Langlands transfer πB to GB(A). We also assume that
ki ≥ 2 for all i. This implies that the representation πB,∞ is cohomological, namely πB contributes to
the cohomology of a local system on Sh(GB). The local system is attached to the representation τ
∨
k,r,
where
τk,r :=
⊗
v
(τv ◦ ν)(r−kv+2)/2Symki−2(τv)
=
⊗
v
(det ◦ τv)(r−kv+2)/2Symkv−2(τv)
15
of GB(C). By [62] (Prop. I.3 and §II.2) the restriction of the representation τ to the group GB is
defined over (any field L containing) Q(k), where Q(k) is the fixed field of the subgroup
{σ ∈ Aut(C/Q) : σ ◦ (
∑
v
kvτv) =
∑
v
kvτv}.
More precisely, this representation contains an L-structure invariant by GB and that is unique up to
homothety.
Remark 3.1. In this paper, we are only concerned with the case when π has trivial central character
up to twisting by a power of the reduced norm. This implies that the weights ki must all be even.
Then, by twisting π by a power of the norm character, we may assume that r = 0. For simplicity, we
will thus make this assumption for the rest of the paper and drop r from the notation. Thus we will
just write τk below. (For the more general case of nontrivial central characters, see §1.3.1.)
Let L = Q(π) be the field of rationality of π, as defined in [62], §1.8. By loc. cit. Cor. I.8.3 and
Lemma I.2.3, this field contains Q(k) and also agrees with the field generated by (all but finitely many,
in particular the unramified) Hecke eigenvalues of π. Thus we may view τk as being defined over L,
and then we get an associated local system of L-vector spaces Vk(L) on ShB(C) and for every finite
prime ℓ, an e´tale L⊗Qℓ-sheaf Vk(L)ℓ on ShB. (See also [12], §2.1.) Let
V KB (L) := H
∗(ShB,K(C),Vk(L)),
V KB (C) := H
∗(ShB,K(C),Vk(C)),
V KB (L)ℓ := H
∗
et(ShB,K ⊗FΣ Q,Vk,ℓ),
so that there are canonical isomorphisms
V KB (L)⊗L C ≃ V KB (C)
and
V KB (L)⊗Q Qℓ ≃ V KB (L)ℓ.
We fix an isomorphism
B ⊗ ASF ≃M2(ASF ),
where ASF denotes the adeles of F outside a finite set of places S ⊃ Σ∞. This gives an isomorphism
(3.2) B×(ASF ) ≃ GL2(ASF ).
We assume that π transfers to B×(AF ), i.e., there exists an automorphic representation πB = π
f
B ⊗
πB,∞ of B
×(AF ) (necessarily unique by strong multiplicity one) such that π
S
B ≃ πS via the identifica-
tion (3.2) above.
For the cohomology with complex coefficients, we can define the πB-isotypic component by
VB,πB (C) := HomHC(GB(Af ),K)((π
f
B)
K, V KB (C)),
for K small enough. This is concentrated in degree 2d and is independent of the choice of K. To work
over the field of rationality, we note that by [62], Lemma 1.2.2 and Sec. II.1, the Hecke module (πfB)
K
is also defined over L. More precisely, it contains an L-structure (πfB)
K(L) that is invariant by the
Hecke algebra with Q-coefficients, HQ(GB(Af ),K), and that is unique up to homothety. This allows
us to define the πB-isotypic components
VB,πB := HomHQ(GB(Af ),K)((π
f
B)
K(L), V KB (L)),
VB,πB ,ℓ := HomHQ(GB(Af ),K)((π
f
B)
K(L), V KB (L)ℓ),
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for K small enough, these being independent of the choice of K. Moreover, there are canonical isomor-
phisms of free L⊗Qℓ-modules:
VB,πB ⊗Q Qℓ ≃ VB,πB ,ℓ.
3.3. The main theorem in the general case. We can now state the main theorem in the case of
general local systems. Let B1 and B2 be two quaternion algebras that are split at the same set of
archimedean places Σ ⊂ Σ∞, such that π transfers to both B×1 (AF ) and B×2 (AF ). For ease of notation
we write the transfers as π1 and π2 instead of πB1 and πB2 respectively.
Theorem 3.2. Let L be the coefficient field of π. There is an isomorphism of L-Hodge structures
ι : VB1,π1 ≃ VB2,π2 ,
such that for all finite primes ℓ, the maps ιℓ, defined by requiring the diagram
(3.3) VB1,π1 ⊗Q Qℓ
ι⊗1
//
≃

VB2,π2 ⊗Q Qℓ
≃

VB1,π2,ℓ
ιℓ // VB2,π2,ℓ
be commutative, are Gal(Q/FΣ)-isomorphisms.
This theorem will be proved in §12.
4. Unitary and quaternionic unitary Shimura varieties
The proof of the main theorem will require working with several different auxiliary Shimura varieties,
some that are associated with unitary groups and some with quaternionic unitary groups. In this
section, we introduce the main actors and the relations between them. Many of the claims below will
only be justified in the following section; however we believe it is more transparent to introduce all the
different groups up front, and relegate the details of various isomorphisms and maps to Sec. 5. The
reader may want to read these sections in parallel.
4.1. Unitary and quaternionic unitary groups. Let E be a CM extension of F that embeds in
both B1 and B2. We fix such embeddings E →֒ B1, E →֒ B2 and write
B1 = E + Ej1, B2 = E + Ej2,
where j2i = Ji ∈ F×. We write pri for the projection Bi → E onto the “first coordinate” and ∗i for
the main involution on Bi. Then Vi := Bi is a right Hermitian E-space, the form being given by:
(x, y)i = pri(x
∗iy).
If x = a+ jib, y = c+ jid, then
(x, y)i = (a+ jib, c+ jid)i = a
ρc− Jibρd.
This form satisfies the relations
(xα, yβ)i = α
ρ(x, y)iβ, for α, β ∈ E,
and
(x, y)i = (y, x)
ρ
i .
Then
G1 := GUE(V1) ≃ (B×1 × E×)/F×, G2 := GUE(V2) ≃ (B×2 × E×)/F×,
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where the (inverses of these) isomorphisms are given by: (β, α) 7→ (x 7→ βxα−1). Let
G = G(UE(V1)×UE(V2))/E× = G
(
(B×1 × E×)/F× × (B×2 × E×)/F×
)
/E×,
where E× embeds as α 7→ ([1, α], [1, α]). We define groups G˜ and G0 that are closely related to G as
follows:
G˜ = G(UE(V1)×UE(V2)), G0 = B×1 /F× ×B×2 /F×.
Let V = V1⊕V2, which is a four dimensional E-hermitian space. Also let V˜ = ∧2(V). In Sec. 5.2
we will show that V˜ is naturally equipped with the structure of a right B-space where B := B1 ·B2 is
the quaternion algebra over F whose class in the Brauer group of F equals the product of the classes
of B1 and B2. (Note that B is split at all the infinite places of F .) When we want to think of V˜ as a
B-space, we will write instead V˜ for it. Moreover, we show that V˜ is equipped with a B-skew-hermitian
form such that there is a canonical isomorphism
GUE(V)/E
× = PGUE(V) ≃ PGUB(V˜ )0 = GUB(V˜ )0/F×.
There is also a canonical decomposition V˜ = V ♯ ⊕ V ♯0 of B-skew-hermitian spaces. Let
G˜ = GUE(V),
G = GUE(V)/E
×,
GB = GUB(V˜ )
0/F×,
G˜B = GUB(V˜ )
0,
GB = G(UB(V ♯)×UB(V ♯0 ))0/F×
G˜B = G(UB(V ♯)×UB(V ♯0 ))0.
We then have the following diagram, which we also write out in gory detail below. (Here the dual
notation in the right most column indicates also the notation used (locally) in §10.)
G˜ // G
≃ // GB G˜B = G˜oo
G˜ //
i
OO
pr

❂❂
❂❂
❂❂
❂❂
G
i
OO
pr

≃ // GB
i
OO
pr
zz✉✉
✉✉
✉✉
✉✉
✉✉
✉
G˜B =Goo
i
OO
p

pr
ss❣❣❣
❣❣❣
❣❣❣
❣❣❣
❣❣❣
❣❣❣
❣❣❣
❣❣❣
❣❣❣
G0 (B×1 ×B×2 )/F× = Gqoo
GB1 ×GB2
dd■■■■■■■■■■
55❧❧❧❧❧❧❧❧❧❧❧❧❧❧
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A
T
S
U
S
H
I
IC
H
IN
O
A
N
D
K
A
R
T
IK
P
R
A
S
A
N
N
A
GUE(V) // PGUE(V) = GUE(V)/E
× ≃ // PGUB(V˜ )
0 = GUB(V˜ )
0/F× GUB(V˜ )
0oo
G(UE(V1)×UE(V2))
i
OO
// G(UE(V1)×UE(V2))/E×
i
OO
≃ // G(UB(V )×UE(V0))0/F×
i
OO
G(UB(V )×UE(V0))0
i
OO
oo
G((B×1 × E×)/F× × (B×2 × E×)/F×)
≃
OO
//
pr
''❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖
G((B×1 × E×)/F× × (B×2 × E×)/F×)/F×
≃
OO
≃
φ
//
pr

G((B×1 ×B×2 )/F× × E×)/F×
≃
OO
pr
xx♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣
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We write down formulas for some of the maps as well:
F× ⊂ (B×i × E×), t 7→ (t, t)
E× ⊂ G((B×1 × E×)/F× × (B×2 × E×)/F×), α 7→ ([1, α], [1, α])
F× ⊂ (B×1 ×B×2 ), t 7→ (t, t−1)
F× ⊂ G((B×1 ×B×2 )/F× × E×), t 7→ ([t, 1], t) = ([1, t], t)
φ ([[b1, α1], [b2, α2]]) = [[b1, b2], ν(b1)α
−1
1 α2)]
The map pr, p and q are the obvious projection maps.
4.2. Shimura data. All the groups in the diagram have associated Shimura varieties, defined such
that the maps in the diagram induce morphisms of Shimura data. It suffices to describe the Shimura
datum for G˜ and G˜B , since the Shimura data for all the other groups are defined by composing with
the maps above . For G˜, this is given by
hv(z) = ([ι(z), 1], [ι(z), 1])
at the infinite places v ∈ Σ and
hv(z) = ([1, 1], [1, 1])
at the other infinite places. For G˜B, this is given by
hv(z) = ([z, z], zz¯)
at the infinite places v ∈ Σ and
hv(z) = ([1, 1], 1)
at the other infinite places. In §12.2.2, we will write out the Shimura data more explicitly for some of
the other groups in the diagram.
4.3. Components. Later (in §12) we will need to use the structure of the components of ShG˜B . Let
G1 := G˜B and G2 := (B×1 ×B×2 )/F×. We may consider the canonical sequences
1→ Gderi → Gi → Ti → 1
where Gderi denotes the derived group and Ti the maximal commutative quotient of Gi. The map p
induces a map of exact sequences as below.
1 // (B
(1)
1 ×B(1)2 )/{±1} //

G
(
(B×1 ×B×2 )/F× × E×
)([ν,ν],id)
//
p

G((F× × F×)/F× × E×) //

1
1 // (B
(1)
1 ×B(1)2 )/{±1} // (B×1 ×B×2 )/F×
[ν,ν]
// (F× × F×)/F× // 1
The set of components of ShG˜B is in bijection with the Shimura variety attached to (T1, h1) where
T1 = G
(
(F× × F×)/F× × E×) , h1(z) = ([zz¯, zz¯], zz¯).
Now
Z(G1) ≃ {(t, α) ∈ F× × E× : t2 = N(α)},
the inverse of this isomorphism being given by (t, α) 7→ ([t, 1], α) = ([1, t], α). The natural map
Z(G1)→ T1 is given by
(t, α) 7→ ([t2, 1], α) = ([t, t], α) = ([1, t2], α)
and induces an isomorphism
Z(G1)/〈(−1, 1)〉 ≃ T1.
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Note that any finite order character η of T1(Q)\T1(A) gives rise to a class in H0(ShG˜B ,Q(η)), where
Q(η) is the field generated by the values of η. We will denote this class cη. Of particular interest to
us are the characters obtained as follows: we fix a finite order character η of E(1)\A(1)E and define a
character of T1 by
η([t1, t2], α) = η((t1t2)
−1α).
The pull back of this character to Z(G1) is given by
η(t, α) = η(t−1α).
4.4. Automorphic forms and cohomology of local systems. Recall that we have the following
relation between unitary and quaternionic unitary groups given by the top line of the diagram above:
G˜ = GUE(V)→ GUE(V)/E× = G ≃ GB = GUB(V˜ )0/F× ← GUB(V˜ )0 = G˜B .
Since E× and F× are cohomologically trivial, the maps G˜B(A) → GB(A) and G˜(A) → G(A) are
surjective. Hence the isomorphism in the middle induces a natural bijection between automorphic
representations of G˜B with trivial central character and those of G˜ with trivial central character. Thus
if Π is an automorphic representation of any of the groups at the ends with trivial central character,
it may be viewed as an automorphic representation of any of the other groups above; we denote all
such representations by the same symbol Π. Moreover, if (ρ,Vρ) is a finite dimensional representation
(again of one of the groups at the end, but trivial on the center) defined over a field L containing the
reflex field FΣ and Π is defined over L, then we get a local system also denoted Vρ on each of the
associated Shimura varieties and there are natural isomorphisms
Hi(Sh
G˜
,Vρ)Π ≃ Hi(ShG,Vρ)Π ≃ Hi(ShGB ,Vρ)Π ≃ Hi(ShG˜B ,Vρ)Π
in the categoryMLFΣ . Note that in general, the field of definition of Π contains the field of rationality,
but it is not clear if these are equal. See [11] and [56] for a discussion of these issues, which are not
so important for us, since we will need instead a version of the above isomorphism for eigenvectors of
the unramified Hecke algebra at finite level.
Let K be an open compact subgroup of G(AF,f ) for G each of the end groups such that the images
of the two K under the quotient map are identified by the isomorphism in the middle; we write K
for this image, which is an open compact subgroup of (G/Z)(Af ) = G(Af )/Z(Af ). (There will be no
confusion since we will always identify what the ambient group is.) Let S be a finite set of places of F
including all archimedean places such that for all the groups G above:
• Gv is unramified over Fv;
• Kv is a hyperspecial maximal compact subgroup of Gv;
• Πv has a nonzero Kv-fixed vector.
Let H SG = H (G(A
S),KS) be the Hecke algebra of compactly supported KS-bi-invariant functions on
G(AS), where AS =
∏′
v/∈SFv and KS =
∏
v/∈S Kv. Then H SG acts onHi(ShK,Vρ). Put ΠS =
⊗′
v/∈S Πv
and
Hi(ShK,Vρ)[Π
S ] = {x ∈ Hi(ShK,Vρ) |Tx = χ(T )x for all T ∈ H SG },
where χ is the character of H SG associated to Π
S . Let L be a number field such that (ρ,Vρ) is defined
over L and such that L contains the values of χ. Then there are canonical isomorphisms
Hi(Sh
G˜,K,Vρ)[Π
S ] ≃ Hi(ShG,K,Vρ)[ΠS ] ≃ Hi(ShGB ,K,Vρ)[ΠS ] ≃ Hi(ShG˜B ,K,Vρ)[ΠS ]
in the categoryMLFΣ .
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5. The global exceptional isomorphism
In this section, we construct the global exceptional isomorphism between a (projectivized) uni-
tary group attached to a hermitian (or skew-hermitian) space V and the identity component of a
(projectivized) quaternionic unitary group attached to a quaternionic skew-hermitian space V˜ . More-
over, we study the restriction of this isomorphism to certain natural subgroups corresponding to the
decomposition of V into the direct sum of two subspaces.
5.1. Hermitian spaces and unitary groups. Let E/F be a quadratic extension and V an E-
hermitian space. Thus V is equipped with a non-degenerate form
(·, ·) : V×V→ E
satisfying
(vα,wβ) = αρ(v, w)β, (v, w) = (w, v)ρ.
Proposition 5.1. Let V be a hermitian space over E of dimension n and let g ∈ GUE(V). Then
N(det(g)) = ν(g)n,
where N denotes the norm map E× → F×.
Proof. This is obviously well known but the proof will serve to establish some notation. Let V∗ be
the E-dual of V. First, the form (·, ·) induces an E-conjugate linear isomorphism
ϕ : V ≃ V∗,
given by
ϕ(x)(y) = (x, y).
Then for r a positive integer,
(5.1) ∧r ϕ : ∧rV→ ∧rV∗
is also E-conjugate linear. Let ι be the E-linear isomorphism
(5.2) ι : ∧r(V∗) ≃ (∧rV)∗,
induced by the multilinear map
(5.3) (V∗)r ×Vr → E, (λ1, . . . , λr,v1, . . . ,vr) 7→ det(λi(vj)).
Now any g ∈ GLE(V) acts on V∗ via gλ(v) = λ(g−1v) and ι is equivariant for this action since (5.3)
is equivariant for the diagonal action of GLE(V ). The composite
ι ◦ ∧rϕ : ∧rV→ (∧rV)∗
is an E-conjugate linear isomorphism and may be viewed as giving a hermitian form on ∧rV, denoted
(·, ·)∧rV. (That this form is conjugate symmetric follows for instance by computing it in matrix form
in terms of the matrix of the form on V with respect to an orthogonal basis. If the matrix of the
original form is the diagonal matrix with entries a1, . . . , an, then the entries ai lie in F and the form
on ∧rV is represented by the diagonal matrix whose entries are products of the form ai1 · · · air with
1 ≤ i1 < · · · < ir ≤ n. )
Now suppose g ∈ GUE(V). Then
ϕ(gv)(w) = (gv,w) = ν(g)−1(v, g−1w) = ν(g)−1(gϕ)(w)
so that
ϕ ◦ g = ν(g)−1g ◦ ϕ
and
∧rϕ ◦ g = ν(g)−r · g ◦ ∧rϕ,
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so that for x,y ∈ ∧rV, we have
(gx, gy)∧rV = ν(g)
r(x,y)∧rV.
Now take r = n. Then g acts on ∧nV as the scalar det(g), so that (gx, gy)∧nV = N(det(g))(x, y)∧nV,
from which it follows that N(det(g)) = ν(g)n. 
5.2. Construction of the (global) exceptional isomorphism. Let V be a four dimensional
(right) E-hermitian space. Such a V is classified at archimedean places by its signature and at non-
archimedean places by its determinant δv ∈ F×/NE×, which equals the discriminant (since dimV = 4.)
(For an archimedean place, δv = 1 if the signature is either (4, 0), (2, 2) or (0, 4) and is nontrivial if
the signature is (3, 1) or (1, 3). ) Let B be the unique quaternion algebra over F which is ramified
exactly at those places v of F at which δv is nontrivial. We will construct
• A three dimensional right B-space V˜ .
• A skew-hermitian B-form 〈·, ·〉 on V˜ .
such that there is a natural isogeny
GSUE(V)→ GUB(V˜ )0,
where
GSUE(V) = {g ∈ GUE(V) : det(g) = ν(g)2}
with ν being the similitude norm, as well as a natural isomorphism
PGUE(V) ≃ PGUB(V˜ )0.
Let V˜ = ∧2V. This is a right E-space and we will extend the E-action to a right B-action. To do
so, we must construct an element L ∈ EndF (V˜) which is conjugate linear for the E-action:
L(xα) = (Lx)αρ
for x ∈ V˜, α ∈ E.
The map L will be a composite of three maps:
(i) The map
∧2ϕ : ∧2V→ ∧2(V∗)
obtained by specializing (5.1) to d = 2, which is an E-conjugate linear isomorphism.
(ii) The map
ι : ∧2(V∗) ≃ (∧2V)∗.
obtained by specializing (5.2) to d = 2, which is an E-linear isomorphism.
(iii) Here we use that dimV = 4. Fix an isomorphism
d : ∧4V ≃ E.
This is well defined up to scaling. The natural map
(5.4) ∧2 V × ∧2V→ ∧4V ≃ E
is symmetric and induces an E-linear isomorphism
ψ : ∧2V ≃ (∧2V)∗.
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Let
L = ψ−1 ◦ ι ◦ ∧2ϕ.
Clearly L depends on the choice of d. If d is scaled by α, then ψ is scaled by α as well and L is scaled
by α−1. However L2 changes to
(α−1L)(α−1L) = (αρα)−1L2 = N(α)−1L2.
Thus L2 is well defined up to norms from E× to F×. In fact, L2 turns out to be a scalar operator. To
identify this scalar, we recall the following invariant attached to a hermitian space V of dimension n
and an isomorphism d : ∧nV ≃ E.
Definition 5.2. Let V be a hermitian space of dimension n with form H and let d : ∧nV ≃ E be an
isomorphism. The form H induces a map
Vn ×Vn → E, (v1, . . . ,vn,w1, . . . ,wn) 7→ det[H(vi,wj)],
which factors through ∧nV × ∧nV and gives a hermitian form
h : ∧nV × ∧nV→ E.
Let v ∈ ∧nV be such that d(v) = 1. Then define
vol(H, d) = h(v, v).
Note that h is a hermitian form, so vol(H, d) lies in F× and its class in F×/NE× equals the class of
the determinant of H .
Proposition 5.3. The map L2 is multiplication by vol((·, ·)V, d).
Proof. We will pick a suitable basis and compute. Since L2 and vol((·, ·)V, d) scale in exactly the same
way as a function of d, we can choose any convenient d as well. Let v1, . . . ,v4 be a basis of V with
respect to which the form (·, ·)V is diagonal with entries a1, . . . , a4 ∈ F . Let e1, . . . , e4 be the dual
basis of V∗. Then
ϕ(vi) = aiei
and
∧2(ϕ)(vi ∧ vj) = aiajei ∧ ej .
For 1 ≤ i < j ≤ 4, let vij denote the element vi ∧ vj ∈ ∧2V. This collection gives a basis of ∧2V. We
let {eij} ⊂ (∧2V)∗ be the dual basis. Then
ι(ei ∧ ej) = eij .
For any pair (i, j) as above let (i′, j′) be the unique pair of elements such that {i, j, i′, j′} = {1, 2, 3, 4}
and such that i′ < j′. Define sign(i, j) = ±1 by
vij ∧ vi′j′ = sign(i, j)v1 ∧ v2 ∧ v3 ∧ v4.
Now choose d such that
(5.5) d(v1 ∧ v2 ∧ v3 ∧ v4) = −1.
(This choice may seem surprising but it is made so as to agree with some conventions in periods1.)
Then
ψ−1(eij) = − sign(i, j) · vi′j′ .
(The − sign here occurs because of the choice made in (5.5).) Now we can write down L explicitly in
the basis vij . It is given by:
v12 7→ −a1a2v34
v13 7→ a1a3v24
v14 7→ −a1a4v23
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v23 7→ −a2a3v14
v24 7→ a2a4v13
v34 7→ −a3a4v12
The proposition follows from this explicit description. 
Now let us define a quaternion algebra B as follows. Let
J := vol((·, ·)V, d)
and define B by
B := E + Ej, j2 = J, αj = jαρ
for all α ∈ E. Then we can define a right action of B on V˜ by
x · j = L(x).
We will denote this space by V˜ when we want to regard it as a B-space rather than an E-space.
As in the proof of Prop. 5.1, the composite map ι ◦ ∧2ϕ is a conjugate linear isomorphism
∧2V ≃ (∧2V)∗
that gives rise to a hermitian form (·, ·)V˜ on V˜ = ∧2V. Multiplying this form by the trace zero element
i gives a skew-hermitian form on V˜, which we denote simply by (·, ·).
Lemma 5.4. The form (·, ·) on V˜ satisfies: for all x, y ∈ V˜.
(i) (xj, y) = (yj, x).
(ii) (xj, yj)ρ = −J(x, y).
Proof. Firstly,
(xj, y) = i · [ι ◦ ∧2(ϕ)(xj)](y)
= i · [ψ ◦ L ◦ L(x)](y)
= J i · [ψ(x)](y).
Since (5.4) is symmetric, we have
[ψ(x)](y) = [ψ(y)](x),
from which it follows that (xj, y) = (yj, x).
Secondly, we have
(xj, yj) = J i · [ψ(x)](yj)
= J i · [ψ(yj)](x)
= J i · [ψ ◦ ψ−1 ◦ ι ◦ ∧2(ϕ)(y)](x)
= J · (y, x),
so that
(xj, yj)ρ = J · (y, x)ρ = −J(x, y).

Remark 5.5. In fact (ii) above follows from (i). Indeed, assuming (i), we have
(xj, yj) = (yj · j, x) = J(y, x) = −J(x, y)ρ.
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Now we can define a B-skew-hermitian form on V˜ by
(5.6) 〈x, y〉 = (x, y)− 1
J
· j · (xj, y).
Proposition 5.6. The map
GLE(V)→ GLE(V˜), g 7→ ∧2g
induces an isogeny
GSUE(V)
ξ˜−→ GUB(V˜ )0
with kernel {±1}.
Proof. Let g ∈ GUE(V). We first compute the commutator of L and ∧2g. Recall that
L = ψ ◦ ι ◦ ∧2(ϕ).
Now for any g ∈ GLE(V), we have
(5.7) ι ◦ ∧2(g) = ∧2(g) ◦ ι
and
(5.8) ψ ◦ ∧2g = det(g) ∧2 g ◦ ψ.
If further g ∈ GUE(V), then
(gx, gy)V = ν(g)(x, y)V
which implies that (gx, y)V = ν(g)(x, g
−1y)V and
ϕ ◦ g = ν(g)g ◦ ϕ.
Thus
(5.9) ∧2 ϕ ◦ ∧2g = ν(g)2 ∧2 g ◦ ∧2ϕ.
It follows from (5.7), (5.8) and (5.9) that
(5.10) L ◦ ∧2g = ν(g)2 det(g)−1 ∧2 g ◦ L
for g ∈ GUE(V). Thus for g ∈ GSUE(V ), the endomorphism ∧2(g) lies in GUB(V˜ ). This gives a map
GSUE(V )→ GUB(V˜ )
whose kernel is easily checked to be {±1}. From this it follows for dimension reasons (and since
GSUE(V ) is connected) that the image is the identity component of GUB(V˜ ). 
Proposition 5.7. There is a natural isomorphism
ξ : PGUE(V)
∼=−→ PGUB(V˜ )0,
where
PGUE(V) = GUE(V)/E
×, PGUB(V˜ )
0 = GUB(V˜ )
0/F×.
Proof. Let g ∈ GUE(V). Put f = ∧2g and α = ν(g)2/ det g. By (5.10), we have
Lf = αfL.
By Prop. 5.1, we have N(det g) = ν(g)4, so N(α) = 1 and we can choose β ∈ E× (unique up to
multiplication by F×) such that α = β/βρ. Then
Lβf = βρLf = βραfL = βfL,
so that βf ∈ GUB(V˜ ). The assignment g 7→ βf gives a homomorphism
GUE(V) −→ GUB(V˜ )/F×.
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It is easy to see that its kernel is the center of GUE(V) and its image is the identity component of
GUB(V˜ )/F
×. 
Remark 5.8. The reader may note that the notation is mildly confusing here. Namely, βf is the map
given by βf(x) := f(x)β, since the action of E is on the right.
Remark 5.9. For g ∈ GSUE(V), we have α = 1, so we may take β = 1 as well. This implies that the
maps constructed in the previous two propositions fit into the commutative diagram below, where the
vertical maps are the natural homomorphisms:
GSUE(V)

ξ˜
// GUB(V˜ )
0

GUE(V)

PGUE(V)
ξ
// PGUB(V˜ )
0.
5.3. Subgroups. In this section we discuss the effect of the isogeny/isomorphism of the previous sec-
tion on certain natural subgroups of the unitary group obtained from a decomposition of the hermitian
space into a sum of two hermitian spaces.
5.3.1. The sum of two 2-dimensional spaces. We first discuss the caseV = V1⊕V2, where dimEV1 =
dimEV2 = 2. Then
(5.11) V˜ = ∧2(V1 ⊕V2) = ∧2(V1)⊕ ∧2(V2)⊕ (V1 ⊗V2),
where we identify V1⊗V2 with its image under the natural map to ∧2V (which sends v⊗w to v∧w.)
We may assume that the basis (v1,v2,v3,v4) of V is chosen such that (v1,v2) forms a basis of V1
and (v3,v4) a basis of V2. From the explicit formulas for L, it is clear that L preserves the subspaces
V♯0 = ∧2(V1)⊕ ∧2(V2) and V♯ = V1 ⊗V2,
so these areB-spaces that we denote by V ♯0 and V
♯ respectively. Since the collection (vij , 1 ≤ i < j ≤ 4)
forms an orthogonal basis for the form (·, ·), the decomposition V˜ = V♯⊕V♯0 is one of skew-hermitian
E-spaces. Moreover, the formula (5.6) shows that the decomposition V˜ = V ♯ ⊕ V ♯0 is one of skew-
hermitian B-spaces.
Proposition 5.10. Let H be the subgroup of GSUE(V) given by
H = GSUE(V) ∩G(UE(V1)×UE(V2)).
Then ξ˜ restricts to an isogeny
(5.12) H → G(UB(V ♯)×UB(V ♯0 ))0,
with kernel {±1}.
Proof. Let g1 ∈ GUE(V1), g2 ∈ GUE(V2) be such that g = (g1, g2) ∈ H . Then ∧2g acts as right
multiplication by det(gi) on ∧2Vi and by g1 ⊗ g2 on V1 ⊗V2. This shows that ξ˜ maps H into the
subgroup G(UB(V
♯)×UB(V ♯0 ))0 of GUB(V˜ )0. By counting dimensions, we see that the restriction of
ξ˜ is an isogeny with kernel {±1}. 
Likewise, one has an analogous result for subgroups in the context of Prop. 5.7.
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Proposition 5.11. The map ξ restricts to give an isomorphism
(5.13) G(UE(V1)×UE(V2))/E× ≃ G(UB(V ♯)×UB(V ♯0 ))0/F×.
Proof. Let g = (g1, g2) ∈ G(UE(V1)×UE(V2)). As in the previous proposition, the map ∧2g clearly
preserves the decomposition V˜ = V♯ ⊕V♯0, hence so does β · ∧2g. Since β · ∧2g lies in GUB(V˜ ), it
must in fact lie in G(UB(V
♯) × UB(V ♯0 )). This gives the map (5.13), which must be injective since ξ
is injective. From dimension considerations, it must be an isomorphism. 
It is useful to write down explicitly the maps in (5.12) and (5.13). First for i = 1, 2, we define a
quaternion algebra Bi such that Vi is naturally a right-Bi module and is equipped with a Bi-hermitian
form whose projection to E recovers the hermitian form. Let us outline for i = 1, the case i = 2 being
exactly similar. The hermitian form on V1 gives an E-conjugate linear isomorphism
ϕ1 : V1 ≃ V∗1 ,
where V∗1 as usual is the E-linear dual of V1. Let us fix an isomorphism
d1 : ∧2V1 ≃ E.
For definiteness, we let d1(v1 ∧ v2) = 1. This gives a bilinear pairing
V1 ×V1 → E, (x, y) 7→ d1(x ∧ y)
and thus gives an E-linear isomorphism
ψ1 : V1 ≃ V∗1, ψ1(x)(y) = d1(x ∧ y).
Define L1 ∈ EndF (V1) by
L1 = ψ
−1
1 ◦ ϕ1.
Explicitly, we see that L1 acts on V1 by:
v1 7→ −a1v2(5.14)
v2 7→ a2v1,(5.15)
so that L21 = −a1a2 = − vol(V1, d1). Let
J1 = − vol(V1, d1)
and define B1 by
B1 = E + Ej1, j
2
1 = J1, αj1 = j1α
ρ
for all α ∈ E. Then the right E-action on V1 extends to a right B1-action defined by
x · j1 = L1(x).
When we want to think of V1 as a B1-space we simply denote it V1.
Lemma 5.12. For x, y ∈ V1, we have
(i) (xj1, y) = −(yj1, x).
(ii) (xj1, yj1)
ρ = −J(x, y).
Proof. We have for x, y ∈ V1,
(xj1, y) = ϕ1(xj1)(y) = ψ1L1(xj1)(y) = ψ1L
2
1(x)(y) = J1ψ1(x)(y) = J1d1(x ∧ y),
and likewise (yj1, x) = J1d1(y∧x). It follows from this that (xj1, y) = −(yj1, x) which proves (i). Now
(ii) follows from (i) since
(xj1, yj1) = −(yj1 · j1, x) = −J1(y, x) = −J1(x, y)ρ.

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Using the lemma, we find that
〈x, y〉 := (x, y)− 1
J1
j1(xj1, y)
defines a B-hermitian form on V1 such that pr ◦〈·, ·〉 = (·, ·). Thus there is a natural embedding
GUB1(V1) →֒ GUE(V1)
which we can make explicit as follows. Pick a B1-basis x1 for V1. Then V1 = x1B1 and for g ∈
GUB1(V1), let βg be defined by
gx1 = x1βg.
The assignment g 7→ βg gives an identification GUB1(V1) ≃ B×1 . Indeed, this map is injective; it is
also surjective since for any β ∈ B×1 and α, α′ ∈ B1, we have
〈x1βα,x1βα′〉 = (βα)ρ〈x1,x1〉βα′ = αρβρ〈x1,x1〉βα′ = ν(β)αρ〈x1,x1〉α′ = ν(β)〈x1α,x1α′〉.
Here we have used that 〈x1,x1〉 lies in F , the form 〈·, ·〉 being B-hermitian. Then
GUE(V1) ≃ (B×1 × E×)/F×
where the B×1 corresponds to the GUB1(V1) action described above, the E
×-action is given by α 7→
(right)-multiplication by α−1 for α ∈ E× and the embedding of F× in B×1 × E× is just the diagonal
embedding t 7→ (t, t). All of the above discussion carries over verbatim to the case i = 2, so that after
picking a B2-basis x2 of V2, the map GUB2(V2) →֒ GUE(V2) is identified with the embedding
B×2 →֒ (B×2 × E×)/F×.
Next, we explicate the groups on the right of the map (5.12). First we note that
GUB(V
♯
0 )
0 ≃ E×.
Indeed, let x be any non-zero vector in ∧2V1, so that V ♯0 = xB. Then for α ∈ E×, the map
xβ 7→ xαβ
gives an element of GUB(V
♯
0 ). By dimension considerations, this gives an isomorphismE
× ≃ GUB(V ♯0 )0.
More precisely, it is easy to see that for any g ∈ GUB(V ♯0 ), we have g · x = xγg for a unique γg ∈ B×
and the assignment g 7→ γg gives an isomorphism of GUB(V ♯0 ) with the semi-direct product E× ⋊ 〈j〉,
where j acts on E× by conjugation in B×. Note that these isomorphisms are independent of the choice
of x ∈ ∧2V1.
As for V ♯, we have the following proposition.
Proposition 5.13. There is an isomorphism
GUB(V
♯)0 ≃ (B×1 ×B×2 )/F×,
depending on the choice of a basis vector for V1 (as B1-space) and for V2 (as B2-space).
Proof. First note that the restriction of the hermitian form (·, ·)V˜ to V1⊗V2 is just the tensor product
of the hermitian forms on V1 and V2. Also, from (5.14) and (5.15), right multiplication by j1 and j2
on V1 and V2 is given explicitly by
v1j1 = −a1v2, v2j1 = a2v1, v3j2 = −a3v4, v4j2 = a4v3.
From this and the explicit formula for the action of L = j on V˜, we see that (right)-multiplication by
j on V1 ⊗ V2 is the same as (right)-multiplication by j1 ⊗ j2.
Choose a B1-basis x1 for V1 and a B2-basis x2 for V2. Then there is an action of B
×
1 × B×2 on
V1 ⊗E V2 which on pure tensors is given by
(β1, β2) · (x1α1 ⊗ x2α2) = x1β1α1 ⊗ x2β2α2,
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for any α1 ∈ B1, α2 ∈ B2. This action is clearly E-linear and also j-linear since j acts as right
multiplication by j1 ⊗ j2, hence is in fact B-linear.
Now,
(x1β1α1 ⊗ x2β2α2,x1β1α′1 ⊗ x2β2α′2) = i · (x1β1α1,x1β1α′1)V1 (x2β2α2,x2β2α′2)V2
= i · ν(β1)ν(β2) · (x1α1,x1α′1)V1(x2α2,x2α′2)V2
= ν(β1)ν(β2)(x1α1 ⊗ x2α2,x1α′1 ⊗ x2α′2),
which shows that (β1, β2) gives an element in GUE(V
♯). Since the action of (β1, β2) commutes with
j, we see from the formula (5.6) that it in fact defines an element of GUB(V
♯). This gives a map
B×1 ×B×2 → GUB(V ♯)
whose kernel is the diagonal F× in B×1 ×B×2 , embedded as t 7→ (t, t−1). By dimension considerations,
we see that this gives an isomorphism (B×1 ×B×2 )/F× ≃ GUB(V ♯)0. 
Now we can write down the map (5.12) explicitly. Let h = (h1, h2) ∈ H with h1 ∈ GUE(V1) and
h2 ∈ GUE(V2). Then
ν(h1) = ν(h2)
and
det(h1) det(h2) = ν(h1)
2 = ν(h2)
2.
Moreover, N(det hi) = ν(hi)
2 by Prop. 5.1, so that det(h1) = det(h2)
ρ. Now ∧2h acts as (right)-
multiplication by det(h1) on ∧2V1 and by det(h2) on ∧2V2, and thus acts on V ♯0 as the element
det(h1) ∈ E× = GUB(V ♯0 )0.
Fix a basis vector x1 for V1 and x2 for V2 as above. This gives identifications
GUB1(V1) = (B
×
1 × E×)/F×, GUB2(V2) = (B×2 × E×)/F×.
Let g1 = [(b1, α1)] ∈ GUE(V1) and g2 = [(b2, α2)] ∈ GUE(V2). Then
ν(g1) = ν(b1)N(α1)
−1, det(g1) = ν(b1) · α−21 ,
and
ν(g2) = ν(b2)N(α2)
−1, det(g2) = ν(b2) · α−22 .
Let g = (g1, g2) ∈ G(UE(V1)×UE(V2)) viewed as an element in GUE(V). Then
ν(g) = ν(g1) = ν(g2) = ν(b1)N(α1)
−1 = ν(b2)N(α2)
−1
while
det(g) = ν(b1) · α−21 · ν(b2) · α−22 .
Thus
g ∈ GSUE(V) ⇐⇒ det(g) = ν(g)2
⇐⇒ ν(b1) · α−21 · ν(b2) · α−22 = ν(b1)N(α1)−1 · ν(b2)N(α2)−1
⇐⇒ α1α2 = αρ1αρ2
⇐⇒ α1α2 ∈ F×.
We conclude that
H =
{
([(b1, α1)], [(b2, α2]) : ν(b1)N(α1)
−1 = ν(b2)N(α2)
−1, α1α2 ∈ F×
}
The action of h = ([(b1, α1)], [(b2, α2]) on V1 ⊗E V2 is then given by
x1β1 ⊗ x2β2 7→ x1b1β1α−11 ⊗ x2b2β2α−12 = x1b1β1α−11 α−12 ⊗ x2b2β2 = x1b1(α1α2)−1β1 ⊗ x2b2β2,
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so that the map (5.12) is given explicitly by:
h 7→ ([(b1(α1α2)−1, b2)], ν(b1)α−21 ) ∈ G((B×1 ×B×2 )/F×)× E×).
Likewise, we can make (5.13) explicit. Let g = (g1, g2) ∈ G(UE(V1)×UE(V2)), with g1 = [(b1, α1)]
and g2 = [(b2, α2)]. Then
ν(g)2
det(g)
=
ν(b1)N(α1)
−1ν(b2)N(α2)
−1
ν(b1)ν(b2)α
−2
1 α
−2
2
=
α1α2
(α1α2)ρ
,
so we may take β = α1α2 in the definition of ξ(g). Then the action of ξ on g is given by
g 7→ ([(b1, b2)], det(g1)(α1α2)).
Example 5.14. This is the case that is of most interest to us. Instead of starting with the spaces V or
V1 or V2, we start with two quaternion algebras B1 and B2 over F containing E. Suppose that
B1 = E + Ej1, B2 = E + Ej2,
with j21 = J1 and j
2
2 = J2. Let Vi = Bi considered as a (right)-E-hermitian space with the same form
as in periods1, i.e.,
(a+ jib, c+ jid)i = a
ρc− Jibρd.
We specialize the setup above to the case:
V = V1 ⊕V2,
with hermitian form (·, ·)V given by the direct sum of (·, ·)1 and (·, ·)2. In the basis
v1 = (1, 0), v2 = (j1, 0), v3 = (0, 1), v4 = (0, j2),
this form is diagonal with matrix
a1
a2
a3
a4
 =

1
−J1
1
−J2
 .
Let us pick d : ∧4V ≃ E such that
d(v1 ∧ v2 ∧ v3 ∧ v4) = −1
as in the proof of Prop. 5.3.
With respect to the bases (v1 ∧ v2,v3 ∧ v4) of V♯0 and (v1 ⊗ v3,v2 ⊗ v3,v1 ⊗ v4,v2 ⊗ v4) of V♯,
the matrices of these hermitian forms are given by
[−J1
−J2
]
, and

1
−J1
−J2
J

respectively. Thus V♯ is the tensor product of V1 and V2 as hermitian spaces. The action of j on V
♯
can be read off from the formulas in the proof of Prop. 5.3 and is given by:
(v1 ⊗ v3) · j = v2 ⊗ v4,
(v2 ⊗ v3) · j = J1 · v1 ⊗ v4,
(v1 ⊗ v4) · j = J2 · v2 ⊗ v3,
(v2 ⊗ v4) · j = J · v1 ⊗ v3.
This shows that V ♯ with its B-action and B-skew-hermitian form is exactly the same as the space V
occurring in periods1.
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5.3.2. The sum of a 3-dimensional and a 1-dimensional space. In this section (which will only be used
in a later paper) we suppose that V = V3 ⊕V4, where dimV3 = 3 while dimV4 = 1. Then there is
an inclusion
G(UE(V3)×UE(V4)) →֒ GUE(V)
and so we can ask for a description of how this relates to the maps ξ˜, ξ.
Note that
∧2V = ∧2V3 ⊕ (V3 ⊗V4)
as a sum of (skew)-hermitian spaces. We may assume that the basis vectors vi are chosen such that
(v1,v2,v3) forms a basis for V3 while v4 is a basis for V4. The explicit formula for L shows that L
interchanges ∧2V3 and V3 ⊗V4. Thus letting W := V3 ⊗V4, we have
(5.16) V˜ =W ⊗E B,
at least as B-spaces. The formula (5.6) shows that the restriction of the B-skew-hermitian form 〈·, ·〉
toW is the same as the restriction of the E-skew-hermitian (·, ·) (from V˜) toW, from which it follows
that the form 〈·, ·〉 on V˜ is just the B-linear extension of (·, ·) via the isomorphism (5.16). Thus there
is a canonical inclusion
GUE(W)→ GUB(V˜ ),
which must land inside GUB(V˜ )
0, since GUE(W) is connected.
Proposition 5.15. The map ξ restricts to an isomorphism
G(UE(V3)×UE(V4))/E× ≃ GUE(W)/F×.
Proof. It is clear that ξ restricts to an injective map between the given source and target. That it is
an isomorphism follows from dimension considerations and since the target is connected. 
6. The local exceptional isomorphism
In this section, we study the local exceptional isomorphism between the (projectivized) unitary group
attached to the 4-dimensional hermitian space V and the identity component of the (projectivized)
quaternionic unitary group attached to the 3-dimensional quaternionic skew-hermitian space V˜ . For
later use, we need to consider the localizations at almost all (finite) places and at real places.
6.1. Setup. Let F be a local field of characteristic zero and E an e´tale quadratic algebra over F . We
denote by ρ the nontrivial automorphism of E over F and by N = NE/F the norm map from E to F .
Fix a trace zero element i ∈ E× and put u = i2 ∈ F×.
We recall the construction in §5. Let V be a 4-dimensional E-space equipped with a hermitian form
(·, ·)V. Fix an E-linear isomorphism d : ∧4V → E. Then we have a 6-dimensional E-space V˜ = ∧2V
equipped with a skew-hermitian form
(x1 ∧ x2, y1 ∧ y2) = i · det
(
(x1, y1)V (x1, y2)V
(x2, y1)V (x2, y2)V
)
and a conjugate E-linear automorphism
L = ψ−1 ◦ ι ◦ ∧2ϕ,
where
• ϕ : V→ V∗ is the conjugate E-linear isomorphism induced by (·, ·)V;
• ι : ∧2(V∗)→ (∧2V)∗ is the natural E-linear isomorphism;
• ψ : ∧2V→ (∧2V)∗ is the E-linear isomorphism relative to d.
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Note that L2 is the scalar multiplication by some J ∈ F×. This gives rise to a quaternion F -algebra
B = E + Ej with a trace zero element j ∈ B× such that j2 = J and a 3-dimensional right B-space
V˜ = V˜ equipped with a skew-hermitian form
〈x, y〉 = (x, y)− j−1 · (L(x), y).
Moreover, we have a natural isomorphism
ξ : PGUE(V)
∼=−→ PGUB(V˜ )0
by Proposition 5.7. Since B and V˜ do not depend on the choice of d, we can make a convenient choice
in the following computation.
6.2. The split case. In this section, we assume that V is split. Fix a basis v1, . . . ,v4 of V such that
(vi,vj)V =
{
1 if (i, j) = (1, 3), (2, 4), (3, 1), (4, 2),
0 otherwise.
Let e1, . . . , e4 be its dual basis of V
∗. We take an isomorphism d : ∧4V→ E such that
d(v1 ∧ v2 ∧ v3 ∧ v4) = 1.
Let T be the maximal torus of GUE(V) consisting of elements t such that
tv1 = t1v1, tv2 = t2v2, tv3 = ν(t
ρ
1)
−1v3, tv4 = ν(t
ρ
2)
−1v4
for some ti ∈ E× and ν ∈ F×. We identify T with (E×)2 × F× via the map t 7→ (t1, t2, ν). Then the
center of GUE(V) is equal to E
× embedded into T by z 7→ (z, z,N(z)).
We take a basis {vij | 1 ≤ i < j ≤ 4} of V˜ given by vij = vi ∧ vj . Let {eij | 1 ≤ i < j ≤ 4} be its
dual basis of V˜∗. Since
ϕ(v1) = e3, ϕ(v2) = e4, ϕ(v3) = e1, ϕ(v4) = e2,
we have
(ι ◦ ∧2ϕ)(v12) = e34, (ι ◦ ∧2ϕ)(v34) = e12,
(ι ◦ ∧2ϕ)(v13) = −e13, (ι ◦ ∧2ϕ)(v24) = −e24,
(ι ◦ ∧2ϕ)(v14) = −e23, (ι ◦ ∧2ϕ)(v23) = −e14.
Also, we have
ψ(v12) = e34, ψ(v34) = e12,
ψ(v13) = −e24, ψ(v24) = −e13,
ψ(v14) = e23, ψ(v23) = e14.
Hence we have
L(v12) = v12, L(v34) = v34,
L(v13) = v24, L(v24) = v13,
L(v14) = −v14, L(v23) = −v23.
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In particular, J = 1. Moreover, (vij ,vi′j′ ) and 〈vij ,vi′j′ 〉 are given by the following tables:
(·, ·) v12 v34 v13 v24 v14 v23
v12 0 i 0 0 0 0
v34 i 0 0 0 0 0
v13 0 0 −i 0 0 0
v24 0 0 0 −i 0 0
v14 0 0 0 0 0 −i
v23 0 0 0 0 −i 0
〈·, ·〉 v12 v34 v13 v24 v14 v23
v12 0 i+ ij 0 0 0 0
v34 i+ ij 0 0 0 0 0
v13 0 0 −i −ij 0 0
v24 0 0 −ij −i 0 0
v14 0 0 0 0 0 −i+ ij
v23 0 0 0 0 −i+ ij 0
We take a basis v˜1, v˜2, v˜3 of V˜ over B given by
v˜1 = v12 + v14, v˜2 = v34 + v23, v˜3 = v13,
so that
(〈v˜i, v˜j〉) =
 0 2ij 02ij 0 0
0 0 −i
 .
Let i : B → M2(F ) be an isomorphism defined by
i(a+ bi+ cj+ dij) =
(
a+ c b− d
(b+ d)u a− c
)
.
Put
e =
1
2
(1 + j), e′ =
1
2
(i − ij), e′′ = 1
2u
(i + ij), e∗ =
1
2
(1 − j),
so that
i(e) =
(
1 0
0 0
)
, i(e′) =
(
0 1
0 0
)
, i(e′′) =
(
0 0
1 0
)
, i(e∗) =
(
0 0
0 1
)
.
As in [28, Appendix C], let V˜ † = V˜ e be a 6-dimensional F -space equipped with a symmetric bilinear
form 〈·, ·〉† such that
〈x, y〉† · e′′ = 1
2
〈x, y〉.
We take a basis v1, . . . , v6 of V˜
† over F given by
v1 = v˜1e = v12, v2 = v˜1e
′′ =
i
u
· v14,
v3 = v˜2e = v34, v4 = v˜2e
′′ =
i
u
· v23,
v5 = v˜3e =
1
2
(v13 + v24), v6 = v˜3e
′′ =
i
2u
(v13 − v24),
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so that
(〈vi, vj〉†) =

0 0 u 0 0 0
0 0 0 1 0 0
u 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 −u2 0
0 0 0 0 0 12
 .
Let T˜ be the maximal torus of GUB(V˜ )
0 ∼= GSO(V˜ †) consisting of elements t˜ such that
t˜v1 = t˜1v1, t˜v2 = t˜2v2,
t˜v3 = ν˜ t˜
−1
1 v3, t˜v4 = ν˜t˜
−1
2 v4,
t˜v5 = av5 + buv6, t˜v6 = bv5 + av6
for some t˜i ∈ F× and a, b ∈ F such that ν˜ = a2 − b2u 6= 0. We identify T˜ with (F×)2 × E× via the
map t˜ 7→ (t˜1, t˜2, a+ bi). Then the center of GSO(V˜ †) is equal to F× embedded into T˜ by z 7→ (z, z, z).
Lemma 6.1. The isomorphism ξ restricts to an isomorphism
T/E×
∼=−→ T˜ /F×
given by
(t1, t2, ν) 7−→ (N(t1t2), νN(t1), νt1tρ2).
Proof. Let t = (t1, t2, ν) ∈ T ∼= (E×)2 × F×. Since
ν(t) = ν, det t =
ν2t1t2
tρ1t
ρ
2
,
ν(t)2
det t
=
tρ1t
ρ
2
t1t2
,
the image of t under the homomorphism GUE(V)→ PGUB(V˜ ) in the proof of Proposition 5.7 is equal
to the image of
t˜ = tρ1t
ρ
2 · ∧2t
in PGUB(V˜ ). Put
t˜1 = N(t1t2), t˜2 = νN(t1), a+ bi = νt1t
ρ
2, ν˜ = a
2 − b2u = ν2N(t1t2).
Then
t˜v1 = t˜v12 = N(t1t2)v12 = t˜1v1,
t˜v2 =
i
u
· t˜v14 = i
u
· νN(t1)v14 = t˜2v2,
t˜v3 = t˜v34 = ν
2v34 = ν˜t˜
−1
1 v3,
t˜v4 =
i
u
· t˜v23 = i
u
· νN(t2)v23 = ν˜ t˜−12 v4,
t˜v5 =
1
2
(t˜v13 + t˜v24) =
1
2
(νt1t
ρ
2v13 + νt
ρ
1t2v24)
=
a
2
(v13 + v24) +
bi
2
(v13 − v24) = av5 + buv6,
t˜v6 =
i
2u
(t˜v13 − t˜v24) = i
2u
(νt1t
ρ
2v13 − νtρ1t2v24)
=
b
2
(v13 + v24) +
ai
2u
(v13 − v24) = bv5 + av6.
Hence the assertion follows. 
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6.3. The real case. In this section, we assume that F = R and E = C. Write
i = u0 · i
with u0 ∈ R×, so that u = −u20. We further assume that the signature of V is either (2, 2) or (4, 0).
Fix a basis v1, . . . ,v4 of V such that
(vi,vj)V =

1 if (i, j) = (1, 1), (2, 2),
ζ if (i, j) = (3, 3), (4, 4),
0 otherwise,
where ζ = ±1. Let e1, . . . , e4 be its dual basis of V∗. We take an isomorphism d : ∧4V→ E such that
d(v1 ∧ v2 ∧ v3 ∧ v4) = 1.
Let T be the maximal torus of GUE(V) consisting of elements t such that
tv1 = rz1v1, tv2 = rz2v2, tv3 = rz3v3, tv4 = rz4v4
for some r ∈ R×+ and zi ∈ C1. We identify T with (C1)4 ×R×+ via the map t 7→ (z1, z2, z3, z4, r). Then
the center of GUE(V) is equal to
{(z, z, z, z, r) | z ∈ C1, r ∈ R×+} ∼= C×.
We take a basis {vij | 1 ≤ i < j ≤ 4} of V˜ given by vij = vi ∧ vj . Let {eij | 1 ≤ i < j ≤ 4} be its
dual basis of V˜∗. Since
ϕ(v1) = e1, ϕ(v2) = e2, ϕ(v3) = ζe3, ϕ(v4) = ζe4,
we have
(ι ◦ ∧2ϕ)(v12) = e12, (ι ◦ ∧2ϕ)(v34) = e34,
(ι ◦ ∧2ϕ)(v13) = ζe13, (ι ◦ ∧2ϕ)(v24) = ζe24,
(ι ◦ ∧2ϕ)(v14) = ζe14, (ι ◦ ∧2ϕ)(v23) = ζe23.
Also, we have
ψ(v12) = e34, ψ(v34) = e12,
ψ(v13) = −e24, ψ(v24) = −e13,
ψ(v14) = e23, ψ(v23) = e14.
Hence we have
L(v12) = v34, L(v34) = v12,
L(v13) = −ζv24, L(v24) = −ζv13,
L(v14) = ζv23, L(v23) = ζv14.
In particular, J = 1. Moreover, (vij ,vi′j′ ) and 〈vij ,vi′j′ 〉 are given by the following tables:
(·, ·) v12 v34 v13 v24 v14 v23
v12 i 0 0 0 0 0
v34 0 i 0 0 0 0
v13 0 0 ζi 0 0 0
v24 0 0 0 ζi 0 0
v14 0 0 0 0 ζi 0
v23 0 0 0 0 0 ζi
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〈·, ·〉 v12 v34 v13 v24 v14 v23
v12 i ij 0 0 0 0
v34 ij i 0 0 0 0
v13 0 0 ζi −ij 0 0
v24 0 0 −ij ζi 0 0
v14 0 0 0 0 ζi ij
v23 0 0 0 0 ij ζi
We take a basis v˜1, v˜2, v˜3 of V˜ over B given by
v˜1 = v13, v˜2 = v14, v˜3 = v12,
so that
(〈v˜i, v˜j〉) =
ζi 0 00 ζi 0
0 0 i
 .
Let i : B → M2(F ) be an isomorphism defined by
i(a+ bi+ cj+ dij) =
(
a+ c b− d
(b+ d)u a− c
)
.
Put
e =
1
2
(1 + j), e′ =
1
2
(i − ij), e′′ = 1
2u
(i + ij), e∗ =
1
2
(1 − j),
so that
i(e) =
(
1 0
0 0
)
, i(e′) =
(
0 1
0 0
)
, i(e′′) =
(
0 0
1 0
)
, i(e∗) =
(
0 0
0 1
)
.
As in [28, Appendix C], let V˜ † = V˜ e be a 6-dimensional F -space equipped with a symmetric bilinear
form 〈·, ·〉† such that
〈x, y〉† · e′′ = 1
2
〈x, y〉.
We take a basis v1, . . . , v6 of V˜
† over F given by
v1 =
√
2
u0
· v˜1e = 1√
2u0
(v13 − ζv24), v2 =
√
2 · v˜1e′′ = − i√
2u0
(v13 + ζv24),
v3 =
√
2
u0
· v˜2e = 1√
2u0
(v14 + ζv23), v4 =
√
2 · v˜2e′′ = − i√
2u0
(v14 − ζv23),
v5 =
√
2
u0
· v˜3e = 1√
2u0
(v12 + v34), v6 =
√
2 · v˜3e′′ = − i√
2u0
(v12 − v34),
so that
(〈vi, vj〉†) =

−ζ 0 0 0 0 0
0 −ζ 0 0 0 0
0 0 −ζ 0 0 0
0 0 0 −ζ 0 0
0 0 0 0 −1 0
0 0 0 0 0 −1
 .
Let T˜ be the maximal torus of GUB(V˜ )
0 ∼= GSO(V˜ †) consisting of elements t˜ such that
t˜v1 = r˜(a1v1 − b1v2), t˜v2 = r˜(b1v1 + a1v2),
t˜v3 = r˜(a2v3 − b2v4), t˜v4 = r˜(b2v3 + a2v4),
t˜v5 = r˜(a3v5 − b3v6), t˜v6 = r˜(b3v5 + a3v6)
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for some r˜ ∈ R×+ and ai, bi ∈ R such that z˜i = ai + bii ∈ C1. We identify T˜ with (C1)3 × R×+ via the
map t˜ 7→ (z˜1, z˜2, z˜3, r˜). Then the center of GSO(V˜ †) is equal to
{(z˜, z˜, z˜, r˜) | z˜ = ±1, r˜ ∈ R×+} ∼= R×.
Lemma 6.2. The isomorphism ξ restricts to an isomorphism
T/C×
∼=−→ T˜ /R×
given by
(z1, z2, z3, z4, r) 7−→
(
y1y3
y2y4
,
y1y4
y2y3
,
y1y2
y3y4
, r2
)
,
where we choose yi ∈ C1 such that zi = y2i .
Proof. Let t = (z1, z2, z3, z4, r) ∈ T ∼= (C1)4 × R×+ and choose yi ∈ C1 such that zi = y2i . Since
ν(t) = r2, det t = r4z1z2z3z4,
ν(t)2
det t
=
1
z1z2z3z4
,
the image of t under the homomorphism GUE(V)→ PGUB(V˜ ) in the proof of Proposition 5.7 is equal
to the image of
t˜ =
1
y1y2y3y4
· ∧2t
in PGUB(V˜ ). Put v
′
i =
√
2u0 · vi and write
y1y3
y2y4
= a1 + b1i,
y1y4
y2y3
= a2 + b2i,
y1y2
y3y4
= a3 + b3i
with ai, bi ∈ R. Then
1
r2
· t˜v′1 =
1
r2
(t˜v13 − ζt˜v24) = y1y3
y2y4
· v13 − y2y4
y1y3
· ζv24
= a1(v13 − ζv24) + b1i(v13 + ζv24) = a1v′1 − b1v′2,
1
r2
· t˜v′2 = −
i
r2
(t˜v13 + ζt˜v24) = −y1y3
y2y4
· iv13 − y2y4
y1y3
· ζiv24
= b1(v13 − ζv24)− a1i(v13 + ζv24) = b1v′1 + a1v′2,
1
r2
· t˜v′3 =
1
r2
(t˜v14 + ζt˜v23) =
y1y4
y2y3
· v14 + y2y3
y1y4
· ζv23
= a2(v14 + ζv23) + b2i(v14 − ζv23) = a2v′3 − b2v′4,
1
r2
· t˜v′4 = −
i
r2
(t˜v14 − ζt˜v23) = −y1y4
y2y3
· iv14 + y2y3
y1y4
· ζiv23
= b2(v14 + ζv23)− a2i(v14 − ζv23) = b2v′3 + a2v′4,
1
r2
· t˜v′5 =
1
r2
(t˜v12 + t˜v34) =
y1y2
y3y4
· v12 + y3y4
y1y2
· v34
= a3(v12 + v34) + b3i(v12 − v34) = a3v′5 − b3v′6,
1
r2
· t˜v′6 = −
i
r2
(t˜v12 − t˜v34) = −y1y2
y3y4
· iv12 + y3y4
y1y2
· iv34
= b3(v12 + v34)− a3i(v12 − v34) = b3v′5 + a3v′6.
Hence the assertion follows. 
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Let X∗(T/C×) and X∗(T˜ /R×) be the weight lattices of T/C× and T˜ /R×, respectively. Then we
have
X∗(T/C×) ∼= {(k1, k2, k3, k4) ∈ Z4 | k1 + k2 + k3 + k4 = 0},
X∗(T˜ /R×) ∼= {(l1, l2, l3) ∈ Z3 | l1 + l2 + l3 ≡ 0 mod 2},
where (k1, k2, k3, k4) and (l1, l2, l3) on the right-hand sides correspond to the characters
(z1, z2, z3, z4, r) 7−→ zk11 zk22 zk33 zk44 and (z˜1, z˜2, z˜3, r˜) 7−→ z˜l11 z˜l22 z˜l33 ,
respectively. As an immediate consequence of Lemma 6.2, we have:
Corollary 6.3. The isomorphism ξ induces an isomorphism
X∗(T˜ /R×)
∼=−→ X∗(T/C×)
given by
(l1, l2, l3) 7−→
(
l1 + l2 + l3
2
,
−l1 − l2 + l3
2
,
l1 − l2 − l3
2
,
−l1 + l2 − l3
2
)
under the above identifications.
7. Cohomological representations
In this section we recall various facts about cohomological representations for real groups, with the
goal of constructing cohomology classes on the Shimura variety attached to the group G˜B = GUB(V˜ )
of the previous section. Since
G˜B(R) ≃
∏
v∈Σ
GSO(4, 2)×
∏
v 6∈Σ
GSO(0, 6),
we will be particularly interested in the orthogonal groups O(4, 2) and O(0, 6).
7.1. Cohomological representations. Let G be a connected real reductive group and K a maximal
compact subgroup of G. We assume that rankG = rankK and that G/K is a Hermitian symmetric
domain. Let g0 and k0 be the Lie algebras of G and K, respectively. Let θ be the Cartan involution
of G associated to K. Then we have a Cartan decomposition
g0 = k0 ⊕ p0,
where p0 is the (−1)-eigenspace of θ. Fix a Cartan subalgebra t0 of k0. Let g, k, p, t be the complex-
ifications of g0, k0, p0, t0, respectively. Let p
± be the (±i)-eigenspace of the complex structure on p,
so that
g = k⊕ p+ ⊕ p−.
For any subspace f of g stable under the adjoint action of t, we denote by ∆(f) the set of roots of t in
f.
We consider an irreducible unitary (g,K)-module π such that the relative Lie algebra cohomology
H∗(g,K;π ⊗ F )
is non-zero for some irreducible finite-dimensional representation F of G. Such (g,K)-modules are
called cohomological and classified by Vogan–Zuckerman [61]. We also consider each piece of the
Hodge decomposition
Hi(g,K;π ⊗ F ) =
⊕
p+q=i
Hp,q(g,K;π ⊗ F ).
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Let q be a θ-stable parabolic subalgebra of g, i.e. q is the sum of non-negative eigenspaces of ad(x)
for some x ∈ it0. Then we have a Levi decomposition
q = l⊕ u,
where l is the centralizer of x and u is the unipotent radical of q. Note that l is the complexification
of l0 = q ∩ g0 and contains t. Fix a positive system ∆+(l ∩ k) of ∆(l ∩ k) and choose a positive system
∆+(l) of ∆(l) containing ∆+(l ∩ k). Then
∆+(k) = ∆+(l ∩ k) ∪∆(u ∩ k) and ∆+(g) = ∆+(l) ∪∆(u)
are positive systems of ∆(k) and ∆(g), respectively. Put
ρ =
1
2
∑
α∈∆+(g)
α, ρ(u ∩ p) = 1
2
∑
α∈∆(u∩p)
α.
Let L be the centralizer of x in G, so that its Lie algebra is l0. Let λ ∈ l∗ be the differential of a
unitary character of L such that 〈α, λ|t〉 ≥ 0 for all α ∈ ∆(u). Then, by [61, Theorem 5.3] (see also
[35]), there exists a unique irreducible unitary (g,K)-module Aq(λ) such that
• Aq(λ) has infinitesimal character λ|t + ρ;
• Aq(λ) contains the K-type with highest weight λ|t + 2ρ(u ∩ p);
• any K-type contained in Aq(λ) has highest weight of the form
λ|t + 2ρ(u ∩ p) +
∑
α∈∆(u∩p)
nαα
for some non-negative integers nα.
Let F be an irreducible finite-dimensional representation of G with highest weight γ. Then
Hi(g,K;Aq(λ) ⊗ F ∗) ≃ HomK(∧ip, Aq(λ) ⊗ F ∗)
if γ = λ|t and
Hi(g,K;Aq(λ) ⊗ F ∗) = 0
otherwise (see [9]). Now suppose that γ = λ|t. Then, by [61, Proposition 6.19], we have
Hi+R
+,i+R−(g,K;Aq(λ)⊗ F ∗) ≃ HomL∩K(∧2i(l ∩ p),C),
where R± = dim(u ∩ p±), and
Hp,q(g,K;Aq(λ)⊗ F ∗) = 0
if p− q 6= R+ −R−.
7.2. Local theta lifts. Let the notation be as in §8 below. In particular, G ≃ O(p, q) and G′ ≃
SL2(R). Let G
0 be the topological identity component of G. Let ω be the Weil representation of
G×G′ (relative to the character x 7→ e2πix of R). For any irreducible (g′,K ′)-module π, the maximal
π∨-isotypic quotient of ω is of the form
Θ(π)⊠ π∨
for some admissible (g,K)-module Θ(π). If Θ(π) is nonzero, then it has a unique irreducible quotient
θ(π) by the Howe duality [26].
Now suppose that π is a holomorphic discrete series representation of G′ of weight k + 1 (i.e. with
Harish-Chandra parameter k), where k is an integer with
k ≥ 2.
For our applications, we consider the theta lifts θ(π) and θ(π∨) when
(p, q) = (4, 2) or (0, 6).
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7.2.1. The case (p, q) = (4, 2). In this case, by the result of J. S. Li [45, Theorem 6.2], θ(π)|G0 is a
holomorphic discrete series representation of G0 and
θ(π∨)|G0 = Aq(λ),
where q = l⊕ u is the θ-stable parabolic subalgebra of g with
l ≃ so(2)× so(2, 2), u = CXε1+ε2 + CXε1−ε2 + CXε1+ε3 + CXε1−ε3
(where Xεi±εj is a root vector for εi ± εj), and
λ = (k − 2, 0, 0).
Since 2ρ(u ∩ p) = 2ε1, the minimal K0-type of Aq(λ) has highest weight
(k, 0, 0).
Moreover, we have
dimHp,q(g,K0;Aq(λ)⊗ F ) =

1 if (p, q) = (1, 1), (3, 3),
2 if (p, q) = (2, 2),
0 otherwise,
where F is the irreducible finite-dimensional representation of G0 with highest weight λ.
7.2.2. The case (p, q) = (0, 6). In this case, θ(π)|G0 is the irreducible finite-dimensional representation
of G0 with highest weight λ and θ(π∨) is zero (see e.g. [1, Proposition 6.5]).
8. Kudla-Millson theory
In the previous section, we studied certain cohomological representations for G = O(p, q) with
(p, q) = (4, 2) or (0, 6). In this section, we recall the explicit construction of (g,K)-cohomology classes
attached to these representations using the Weil representation a` la Kudla-Millson. While the original
papers of Kudla and Millson considered the case of the trivial local system, the case of more general
local systems was discussed in Funke-Millson. We also study the restriction of these explicit (g,K)-
cohomology classes to the subgroup O(2, 2) × O(2, 0) and O(0, 4) × O(0, 2) of O(4, 2) and O(0, 6)
respectively.
8.1. Groups and Lie algebras. Let V be an m-dimensional quadratic space over R of signature
(p, q), where p and q are non-negative integers such that p + q = m. Namely, V is equipped with a
non-degenerate symmetric bilinear form 〈·, ·〉 : V × V → R and an orthogonal basis {ei | 1 ≤ i ≤ m}
such that
〈ei, ei〉 =
{
+1 if 1 ≤ i ≤ p,
−1 if p+ 1 ≤ i ≤ m.
We assume that p and q are even. Let G = O(V ) ≃ O(p, q) be the orthogonal group of V . Put
V+ = Re1 + · · ·+ Rep, V− = Rep+1 + · · ·+ Rem,
so that V = V+ ⊕ V−. We define a Cartan involution θ of G by
θ(g) = IV · g · IV ,
where IV = idV+ ⊕ (−idV−). Let K be the maximal compact subgroup of G with respect to θ. Then
K = O(V+)×O(V−) ≃ O(p)×O(q). We define a maximal torus T of G by
T = SO(V1)× · · · × SO(Vr) ≃ SO(2)r,
where Vi = Re2i−1 + Re2i and r =
m
2 .
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Let g0 be the Lie algebra of G. Then we have a G-equivariant isomorphism ρ : ∧2V → g0 given by
ρ(u ∧ v)(w) = 〈u,w〉v − 〈v, w〉u.
We take a basis {Xij | 1 ≤ i < j ≤ m} of g0 given by Xij = ρ(ei ∧ ej). Let {ωij | 1 ≤ i < j ≤ m} be its
dual basis of g∗0. We have a Cartan decomposition
g0 = k0 ⊕ p0,
where k0 and p0 are the (+1)-eigenspace and (−1)-eigenspace of θ, respectively. Note that k0 is the
Lie algebra of K. Via the isomorphism ρ, we have
k0 ≃ ∧2V+ ⊕ ∧2V−, p0 ≃ V+ ⊗ V−.
Let t0 be the Lie algebra of T . Let g, k, p, t be the complexifications of g0, k0, p0, t0, respectively. If
q = 2, then we have a complex structure idV+ ⊗ JV− on p0, where JV− is defined by
JV−(em−1) = −em, JV−(em) = em−1.
Let p+ and p− be the (+i)-eigenspace and (−i)-eigenspace of this complex structure in p, respectively.
Then
g = k⊕ p+ ⊕ p−.
Let W be a 2-dimensional symplectic space over R. Namely, W is equipped with a non-degenerate
skew-symmetric bilinear form 〈·, ·〉 :W ×W → R and a basis {e, f} such that
〈e, e〉 = 〈f, f〉 = 0, 〈e, f〉 = 1.
Let G′ = Sp(W ) ≃ SL2(R) be the symplectic group of W . Let K ′ ≃ U(1) be the standard maximal
compact subgroup of G′, where U(1) is embedded into SL2(R) by a+ bi 7→
(
a b
−b a
)
. Let g′0 be the Lie
algebra of G′ and g′ its complexification.
8.2. Finite-dimensional representations of G. Let {εi | 1 ≤ i ≤ r} be the basis of t∗0 given by
εi(t) = ti for
t =
((
t1
−t1
)
, . . . ,
(
tr
−tr
))
.
We identify t∗ with Cr via this basis. Under this identification, the weight lattice is given by Zr. We
take
{εi − εi+1 | 1 ≤ i < r} ∪ {εr−1 + εr}
as a set of simple roots. Then λ = (λ1, . . . , λr) ∈ Zr is dominant if and only if
λ1 ≥ · · · ≥ λr−1 ≥ |λr|.
Now assume that r ≥ 2. We only consider dominant weights λ of the form
λ = (ℓ, 0, . . . , 0)
for some non-negative integer ℓ. In particular, we have SλV = Sym
ℓV , where Sλ is the Schur functor
associated to λ. Put SℓV = SymℓV ⊗C and equip it with a non-degenerate G-invariant bilinear pairing
〈·, ·〉 : SℓV × SℓV → C given by
〈v1 · · · vℓ, w1 · · ·wℓ〉 =
∑
σ∈Sℓ
〈v1, wσ(1)〉 · · · 〈vℓ, wσ(ℓ)〉,
where Sℓ is the symmetric group of degree ℓ. We denote by H
ℓV the kernel of the contraction
SℓV → Sℓ−2V given by
v1 · · · vℓ 7−→
∑
i<j
〈vi, vj〉 · v1 · · · vˆi · · · vˆj · · · vℓ.
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Then, by [16, §19.5], HℓV is the irreducible finite-dimensional representation of G with highest weight
λ. Moreover, its highest weight vector is given by
(e1 + ie2)
ℓ.
8.3. Weil representations. We recall the Schro¨dinger model S(V ) of the Weil representation ω of
G ×G′ (relative to the character x 7→ e2πix of R), where S(V ) is the space of Schwartz functions on
V . By [39, §5], the action of G is given by
ω(g)ϕ(x) = ϕ(g−1x),
and the action of G′ is given by
ω
(
a
a−1
)
ϕ(x) = a
m
2 ϕ(ax),
ω
(
1 b
1
)
ϕ(x) = ϕ(v)eπib〈x,x〉,
ω
( −1
1
)
ϕ(x) = i
q−p
2
∫
V
ϕ(y)e−2πi〈x,y〉 dy.
Let x1, . . . , xm be the coordinates on V with respect to the basis {e1, . . . , em}. We denote by S(V )
the subspace of S(V ) consisting of functions of the form p · ϕ0, where p is a polynomial function and
ϕ0 is the Gaussian defined by
ϕ0(x1, . . . , xm) = e
−π(x21+···+x
2
m).
We also recall the Fock model P(Cm) of the Weil representation ω of g × g′ (relative to λ = 2πi),
where P(Cm) is the space of polynomial functions on Cm. We refer the reader to [41, §7], [17, Appendix
A] for details. Let z1, . . . , zm be the coordinates on C
m. Then, by [17, Lemma A.3], we have a g× g′-
equivariant isomorphism ι : S(V ) ≃ P(Cm) such that ι(ϕ0) = 1 and such that
(8.1)
ι
(
xα − 1
2π
∂
∂xα
)
ι−1 =
1
2πi
zα, ι
(
xα +
1
2π
∂
∂xα
)
ι−1 = 2i
∂
∂zα
,
ι
(
xµ − 1
2π
∂
∂xµ
)
ι−1 = − 1
2πi
zµ, ι
(
xµ +
1
2π
∂
∂xµ
)
ι−1 = −2i ∂
∂zµ
for 1 ≤ α ≤ p and p+ 1 ≤ µ ≤ m.
8.4. Schwartz forms. We now recall the Schwartz forms constructed by Kudla–Millson [40] in the
case of trivial coefficients and Funke–Millson [17] in general. Let ℓ be a non-negative integer. If p ≥ 1,
then as in [17, §6.2], we define
ϕq,ℓ ∈ P(Cm)⊗ ∧qp∗ ⊗ SℓV
by
ϕq,ℓ =
(
1
4πi
)ℓ+q∑
α
∑
β
zαzβ ⊗ ωα ⊗ eβ,
where the sums run over α = (α1, . . . , αq) ∈ {1, . . . , p}q and β = (β1, . . . , βℓ) ∈ {1, . . . , p}ℓ, and
zα = zα1 · · · zαq , zβ = zβ1 · · · zβℓ ,
ωα = ωα1p+1 ∧ · · · ∧ ωαqp+q, eβ = eβ1 · · · eβℓ .
(Note that we scale the Schwartz form given in [17, §6.2] by 2− q2 and take its image under the projection
V ⊗ℓ ⊗ C→ SℓV .) Then we define
ϕ′q,ℓ ∈ P(Cm)⊗ ∧qp∗ ⊗HℓV
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as the image of ϕq,ℓ under the G-equivariant projection S
ℓV → HℓV . Via the isomorphism ι, we also
regard ϕ′q,ℓ as an element in S(V ) ⊗ ∧qp∗ ⊗HℓV . By [17, Theorem 5.6], ϕ′q,ℓ is invariant under the
diagonal action of K and
(ω(t)⊗ 1⊗ 1)ϕ′q,ℓ = tℓ+
m
2 ϕ′q,ℓ
for t ∈ K ′ ≃ U(1). By [17, Theorem 5.7], ϕ′q,ℓ defines a closed differential form on G/K.
Similarly, if p = 0, then we define
ϕℓ ∈ P(Cm)⊗ SℓV
by
ϕℓ =
(
1
4πi
)ℓ∑
β
zβ ⊗ eβ,
where the sum runs over β = (β1, . . . , βℓ) ∈ {1, . . . ,m}ℓ. Then we define
ϕ′ℓ ∈ P(Cm)⊗HℓV
as the image of ϕℓ under the G-equivariant projection S
ℓV → HℓV . Via the isomorphism ι, we also
regard ϕ′ℓ as an element in S(V )⊗HℓV . Then ϕ′ℓ is invariant under the diagonal action of G and
(ω(t)⊗ 1)ϕ′ℓ = t−ℓ−
m
2 ϕ′ℓ
for t ∈ K ′ ≃ U(1).
8.5. Restrictions and contractions. For our applications, we consider a 6-dimensional quadratic
space V˜ over R of signature (p, q), where
(p, q) = (4, 2) or (0, 6).
Let G˜ = O(V˜ ) be the orthogonal group of V˜ . As in §8.1, we take a basis {e1, . . . , e6} of V˜ and define
a Cartan involution θ of G˜. Let K˜ be the maximal compact subgroup of G˜ with respect to θ. Let
g˜ = k˜⊕ p˜ be the complexified Lie algebra of G˜, where k˜ and p˜ are (+1)-eigenspace and (−1)-eigenspace
of θ, respectively.
Put
V = Re1 + Re2 + Re5 + Re6, V0 = Re3 + Re4,
so that V˜ = V ⊕ V0. Then we have a natural inclusion G →֒ G˜. Also, the natural projection V˜ ։ V
induces a projection SℓV˜ ։ SℓV . Composing this with the inclusion HℓV˜ →֒ SℓV˜ and the projection
SℓV ։ HℓV , we obtain a G-equivariant projection
(8.2) HℓV˜ ։ HℓV.
8.5.1. The case (p, q) = (4, 2). In this case, p˜∗ is equipped with a basis {ωij | 1 ≤ i ≤ 4, 5 ≤ j ≤ 6} as
in §8.1. Let p˜∗ ։ p∗ be the K-equivariant projection induced by the natural inclusion p →֒ p˜. This
together with (8.2) gives rise to a K ×G′-equivariant map
Res : S(V˜ )⊗ ∧2p˜∗ ⊗HℓV˜ −→ S(V˜ )⊗ ∧2p∗ ⊗HℓV.
Choose an isomorphism ∧4p∗ ≃ C so that ω15 ∧ ω25 ∧ ω16 ∧ ω26 7→ 1. This induces a non-degenerate
K-invariant bilinear pairing · ∧ · : ∧2p∗ × ∧2p∗ → ∧4p∗ ≃ C. For ω ∈ ∧2p∗ and v ∈ SℓV , we define a
contraction
Cω,v : S(V˜ )⊗ ∧2p∗ ⊗ SℓV −→ S(V˜ )
by Cω,v = 1⊗ (· ∧ω)⊗ 〈·,v〉.
Let ϕ′2,ℓ ∈ S(V˜ )⊗∧2p˜∗ ⊗HℓV˜ be the Schwartz form as in §8.4. We shall compute Cω,v(Res(ϕ′2,ℓ))
for ω and v given as follows. Put
ω++ = ω15 + iω25 + iω16 − ω26,
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ω+− = ω15 + iω25 − iω16 + ω26,
ω−+ = ω15 − iω25 + iω16 + ω26,
ω−− = ω15 − iω25 − iω16 − ω26.
Then for t = (t1, t2) ∈ T ≃ U(1)2 (where we identify U(1) with SO(2) by a+ bi 7→
(
a b
−b a
)
), we have
t · ωǫ1ǫ2 = tǫ11 tǫ22 ωǫ1ǫ2 .
In particular,
(p+)∗ = Cω++ + Cω−+, (p−)∗ = Cω+− + Cω−−.
Hence we obtain a basis of ∧2p∗ given by
ω++ ∧ ω−+ ∈ ∧2(p+)∗, ω++ ∧ ω−−, ω−+ ∧ ω+− ∈ (p+)∗ ∧ (p−)∗,
ω+− ∧ ω−− ∈ ∧2(p−)∗, ω++ ∧ ω+−, ω−+ ∧ ω−− ∈ (p+)∗ ∧ (p−)∗.
Note that the above elements in ∧2(p+)∗, (p+)∗ ∧ (p−)∗, ∧2(p−)∗ lie in
H2,0(X1 ×X2), H1,1(X1 ×X2), H0,2(X1 ×X2),
respectively. Also, the elements in (p+)∗ ∧ (p−)∗ in the first row lie in
H1,1(X1)⊗H0,0(X2), H0,0(X1)⊗H1,1(X2),
respectively, whereas the elements in (p+)∗ ∧ (p−)∗ in the second row (which are the most relevant for
us) lie in
H1,0(X1)⊗H0,1(X2), H0,1(X1)⊗H1,0(X2),
respectively. From the representation-theoretic viewpoint, the former corresponds to the contribution
of the trivial representation, whereas the latter corresponds to the contribution of holomorphic and
anti-holomorphic vectors in the discrete series representation. Put
ω+ = − 1
2i
· ω++ ∧ ω+− = (ω15 + iω25) ∧ (ω16 + iω26),
ω− = − 1
2i
· ω−+ ∧ ω−− = (ω15 − iω25) ∧ (ω16 − iω26),
and
v+ =
1
ℓ!
· (e1 + ie2)ℓ, v− = 1
ℓ!
· (e1 − ie2)ℓ.
Proposition 8.1. For ǫ = ±, we have
Cωǫ,vǫ(Res(ϕ
′
2,ℓ))(x) = (x1 + ǫix2)
ℓ+2 · ϕ0(x).
Proof. Consider the diagram
SℓV˜
p

r // SℓV
q

HℓV˜ s
// HℓV
,
where p, q, r, s are the projections. By [16, §19.5], we have
SℓV˜ ≃ τ(ℓ,0,0) ⊕ τ(ℓ−2,0,0) ⊕ · · · ⊕ τ(ℓ−2k,0,0), SℓV ≃ τ(ℓ,0) ⊕ τ(ℓ−2,0) ⊕ · · · ⊕ τ(ℓ−2k,0),
H
ℓV˜ ≃ τ(ℓ,0,0), HℓV ≃ τ(ℓ,0),
where τλ denotes the irreducible representation with highest weight λ and k = [
ℓ
2 ]. Also, by [16, §25.3],
we have
τ(j,0,0)|G ≃ τ(j,0) ⊕ τ⊕2(j−1,0) ⊕ · · · ⊕ τ⊕j+1(0,0) .
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Hence if p(x) = 0 for x ∈ SℓV˜ , then (q◦r)(x) = 0. This implies that the above diagram is commutative.
Since vǫ ∈ HℓV , we have
〈(s ◦ p)(x),vǫ〉 = 〈(q ◦ r)(x),vǫ〉 = 〈r(x),vǫ〉
and hence
Cωǫ,vǫ(Res(ϕ
′
2,ℓ)) = Cωǫ,vǫ(R˜es(ϕ2,ℓ)),
where
R˜es : S(V˜ )⊗ ∧2p˜∗ ⊗ SℓV˜ −→ S(V˜ )⊗ ∧2p∗ ⊗ SℓV
is the natural projection. By definition, we have
Cωǫ,vǫ(R˜es(ϕ2,ℓ)) =
(
1
4πi
)ℓ+2∑
α
∑
β
zαzβ(ωα ∧ ωǫ)〈eβ ,vǫ〉
in P(C6), where the sums run over α = (α1, α2) ∈ {1, 2}2 and β = (β1, . . . , βℓ) ∈ {1, 2}ℓ. It is easy to
see that ∑
α
zα(ωα ∧ ωǫ) = (z1 + ǫiz2)2,
∑
β
zβ〈eβ,vǫ〉 = (z1 + ǫiz2)ℓ,
so that
Cωǫ,vǫ(R˜es(ϕ2,ℓ)) =
(
1
4πi
)ℓ+2
(z1 + ǫiz2)
ℓ+2.
This combined with (8.1) gives the desired formula. 
8.5.2. The case (p, q) = (0, 6). In this case, we have G˜ = K˜ and p˜∗ = {0}. As above, (8.2) gives rise
to a G×G′-equivariant map
Res : S(V˜ )⊗HℓV˜ −→ S(V˜ )⊗HℓV.
For v ∈ SℓV , we define a contraction
Cv : S(V˜ )⊗ SℓV −→ S(V˜ )
by Cv = 1⊗ 〈·,v〉.
Let ϕ′ℓ ∈ S(V˜ )⊗HℓV˜ be the Schwartz form as in §8.4. Then, as in Proposition 8.1, we have:
Proposition 8.2. For ǫ = ±, we have
Cvǫ(Res(ϕ
′
ℓ))(x) = (−1)ℓ · (x1 + ǫix2)ℓ · ϕ0(x),
where vǫ = 1ℓ! · (e1 + ǫie2)ℓ.
9. Theta lifting
In this section, we study global theta lifts for some quaternionic dual pairs. The material in this
section will be needed in Sec. 10 to globalize the construction of the Kudla-Millson cohomology
classes from the previous section to the group G˜B = GUB(V˜ )
0 and to show the non-vanishing of their
restriction to a suitable subgroup. Moreover, we will also use it in Sec. 11 to study their associated
Galois representations and to show that they lie in the C-span of the Hodge classes.
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9.1. Setup. Let F be a number field. Let B be a quaternion division algebra over F and ∗ the main
involution on B. Let E be a quadratic extension of F which embeds into B. Fix a trace zero element
i ∈ E× and write N = NE/F for the norm map from E to F . Let ξE be the quadratic character of
A×/F× associated to E/F by class field theory.
Let V be an m-dimensional right B-space equipped with a skew-hermitian form 〈·, ·〉 : V × V → B.
Let W = B be a 1-dimensional left B-space equipped with a hermitian form 〈·, ·〉 :W ×W → B given
by
〈x, y〉 = x · y∗.
Then GU(W ) ∼= B×. Put
G = GU(V )0, G1 = U(V )
0,
H = GU(W ), H1 = U(W ),
and
R = {(g, h) ∈ G×H | ν(g) = ν(h)},
where ν denotes the similitude character. Let ZG ∼= F× and ZH ∼= F× be the centers of GU(V ) and
GU(W ), respectively. Put
(A×)+ = ν(G(A)) ∩ ν(H(A))
and
G(A)+ = {g ∈ G(A) | ν(g) ∈ (A×)+}, G(F )+ = G(F ) ∩G(A)+,
H(A)+ = {h ∈ H(A) | ν(h) ∈ (A×)+}, H(F )+ = H(F ) ∩H(A)+.
Let V = V ⊗B W be a 4m-dimensional F -space equipped with a symplectic form
〈·, ·〉 = 1
2
trB/F (〈·, ·〉 ⊗ 〈·, ·〉∗) .
Let Mp(W)A be the metaplectic group:
1 −→ C1 −→ Mp(W)A −→ Sp(W)(A) −→ 1.
Fix a complete polarization V = X⊕ Y. Then we can realize the Weil representation ωψ of Mp(W)A
(relative to a nontrivial additive character ψ of A/F ) on the Schwartz space S(X(A)). Assume that
there exists a homomorphism ι : R(A)→ Mp(W)A such that the diagram
R(F ) 

//

R(A)
ι

Sp(W)(F )
i // Mp(W)A
is commutative, where i is the canonical splitting. Then for any ϕ ∈ S(X(A)), we may form a theta
function on R(A):
Θϕ(g, h) =
∑
x∈X(F )
ωψ(ι(g, h))ϕ(x).
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9.2. Theta lifts from E× to B×. Let V = B be a 1-dimensional right B-space equipped with a
skew-hermitian form
〈x, y〉 = x∗ · κi · y
for some κ ∈ F×. Then GU(V )0 ∼= E×. In Appendix A, we define a splitting ι : R(A) → Mp(W)A
as above. Let η be a character of A×E/E
×. We regard η as an automorphic character of G(A). For
ϕ ∈ S(X(A)) and h ∈ H(A)+, put
θϕ(η)(h) =
∫
G1(F )\G1(A)
Θϕ(g1g, h)η(g1g) dg1,
where we choose g ∈ G(A)+ such that ν(g) = ν(h). Since (A×)+ = N(A×E) and F×∩N(A×E) = N(E×),
this integral defines an automorphic form θϕ(η) on H(A)
+. We may extend θϕ(η) to an automorphic
form on H(A) by the natural embedding
H(F )+\H(A)+ →֒ H(F )\H(A)
and extension by zero. Let θ(η) be the automorphic representation of H(A) generated by θϕ(η) for all
ϕ ∈ S(X(A)).
Lemma 9.1. Assume that:
• Bv is split for all archimedean places v of F ;
• ηv does not factor through the norm map for any place v of F such that Bv is ramified.
Then we have
θ(η) = π(η)B ,
where π(η) is the automorphic induction of η to GL2(A) and π(η)B is its Jacquet–Langlands transfer
to B×(A).
Proof. Suppose that θ(η) is nonzero. Let v be a place of F . If Bv is split, then by §A.13, the splitting
ι : R(Fv) → Mp(Wv) agrees with the standard one for symplectic-orthogonal dual pairs. Hence it
follows from the local theta correspondence for unramified representations that the local component
θ(η)v is isomorphic to the automorphic induction π(ηv) of ηv to GL2(Fv) for almost all v. By the
strong multiplicity one theorem, we have θ(η) = π(η)B .
Thus it remains to show that θ(η) is nonzero. Let V andW be the 1-dimensional hermitian E-space
and the 2-dimensional skew-hermitian E-space, respectively, as in §A.4. Then GU(V )0 = GU(V) and
GU(W ) →֒ GU(W). By §A.9, the splitting ι : R(A) → Mp(W)A agrees with the restriction of the
standard one G(U(V) × U(W))(A) → Mp(W)A for unitary dual pairs. Hence it suffices to show that
the global theta lift of χ := η|A1
E
(regarded as an automorphic character of U(V)(A)) to U(W)(A)
is nonzero. By assumption, we have χ 6= 1, so that the standard L-function L(s, χ) is nonzero and
holomorphic at s = 1. This together with the Rallis inner product formula [27, 19, 66] implies that
the non-vanishing of the global theta lift θ(χ) to U(W)(A) is equivalent to the non-vanishing of the
local theta lift θ(χv) to U(Wv) for all v. If Bv is split, then θ(χv) is nonzero since the dual pair
(U(Vv),U(Wv)) is in the stable range [44]. Suppose that Bv is ramified, so that v is non-archimedean.
Let r+(χv) and r
−(χv) be the first occurrence indices:
r+(χv) = min{r | the theta lift of χv to U(H⊕rv ) is nonzero},
r−(χv) = min{r | the theta lift of χv to U(Wv ⊕H⊕r−1v ) is nonzero},
where Hv is the hyperbolic plane over Ev. Since χv 6= 1 by assumption, we have r+(χv) = 1. On the
other hand, we have
r+(χv) + r
−(χv
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by the conservation relation [57]. Hence we have r−(χv) = 1, so that θ(χv) is nonzero. This completes
the proof. 
9.3. Theta lifts from B×1 ×B×2 to B×. Let V = B1⊗EB2 be the 2-dimensional skew-hermitian right
B-space as in [28, §2.2], where B1 and B2 are quaternion algebras over F such that E embeds into B1
and B2, and such that B1 · B2 = B in the Brauer group. Then GU(V )0 ∼= (B×1 × B×2 )/F×. In [28,
Appendix C], we have defined a splitting ι : R(A)→ Mp(W)A as above. Let σ1 and σ2 be irreducible
unitary cuspidal automorphic representations of B×1 (A) and B
×
2 (A), respectively. We assume that
they have the same central character, so that we may regard σ1⊠σ2 as an automorphic representation
of G(A). For ϕ ∈ S(X(A)), f ∈ σ1 ⊠ σ2, and h ∈ H(A)+, put
θϕ(f)(h) =
∫
G1(F )\G1(A)
Θϕ(g1g, h)f(g1g) dg1,
where we choose g ∈ G(A)+ such that ν(g) = ν(h). By Eichler’s norm theorem, this integral defines
an automorphic form θϕ(f) on H(A)
+. Since H(F )H(A)+ = H(A), we may extend θϕ(f) to an
automorphic form on H(A). Let θ(σ1 ⊠ σ2) be the automorphic representation of H(A) generated by
θϕ(f) for all ϕ ∈ S(X(A)) and f ∈ σ1 ⊠ σ2.
Lemma 9.2. Let πi be the Jacquet–Langlands transfer of σi to GL2(A).
(i) If π1 6= π2, then θ(σ1 ⊠ σ2) = 0.
(ii) If π1 = π2, then θ(σ1 ⊠ σ2) is the Jacquet–Langlands transfer of πi to B
×(A) (which exists).
Proof. Let σ be an irreducible unitary cuspidal automorphic representation of B×(A) and π its
Jacquet–Langlands transfer to GL2(A). For ϕ ∈ S(X(A)), f ∈ σ1 ⊠ σ2, and f ′ ∈ σ¯ (where σ¯ is
the complex conjugate of σ), we have a seesaw identity∫
ZH (A)H(F )\H(A)
θϕ(f)(h) · f ′(h) dh =
∫
ZG(A)G(F )\G(A)
f(g) · θϕ(f ′)(g) dg,
where θϕ(f
′) is the theta lift of f ′ to G(A) as in [28, §4]. Since the theta lift of σ¯ to G(A) is π¯B1 ⊠ π¯B2
by [28, Proposition 4.4], where πBi is the Jacquet–Langlands transfer of π to B
×
i (A) (if it exists), this
integral vanishes unless σi = πBi . In particular, (i) follows. Moreover, if σi = πBi , then we can find
ϕ, f , and f ′ such that the integral is nonzero. This implies that
θ(σ1 ⊠ σ2) = σ,
so that (ii) follows. 
9.4. Theta lifts from B× to GSO∗(4, 2). Let V be the 3-dimensional skew-hermitian right B-space
as in §5.2. Then (A×)+ = N(A×E) and G(A)+ = G(A). In Appendix A, we define a splitting ι :
R(A) → Mp(W)A as above. Let τ be an irreducible unitary automorphic representation of H(A)+.
For ϕ ∈ S(X(A)), f ∈ τ , and g ∈ G(A), put
θϕ(f)(g) =
∫
H1(F )\H1(A)
Θϕ(g, h1h)f(h1h) dh1,
where we choose h ∈ H(A)+ such that ν(h) = ν(g). This integral defines an automorphic form θϕ(f)
on G(A). Let θ(τ) be the automorphic representation of G(A) generated by θϕ(f) for all ϕ ∈ S(X(A))
and f ∈ τ .
In the rest of this section, we assume that θ(τ) is nonzero and cuspidal. Note that θ(τ) is automat-
ically cuspidal if U(V ) is anisotropic. Then:
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Lemma 9.3. The global theta lift θ(τ) is irreducible and
θ(τ) ∼= ⊗vθ(τv),
where θ(τv) is the local theta lift of τv (see the proof for its definition).
Proof. As in [42, Corollary 7.1.3], the assertion follows from the Howe duality, which we describe below.
For this, we fix a place v of F and suppress the subscript v from the notation. Also, we work with the
category of Harish-Chandra modules if F is archimedean.
Consider the compact induction
Ω = indG×H
+
R ω,
where ω is the Weil representation of R (relative to a fixed nontrivial character of F and a fixed
splitting over R). For any irreducible representation τ of H+, the maximal τ∨-isotypic quotient of Ω
is of the form
Θ(τ)⊠ τ∨
for some representation Θ(τ) of G. Then the Howe duality asserts that
(i) Θ(τ) is of finite length;
(ii) Θ(τ) is zero or has a unique irreducible quotient θ(τ);
(iii) for any irreducible representations τ and τ ′ of H+ which occur as quotients of Ω, we have
θ(τ) ∼= θ(τ ′) =⇒ τ ∼= τ ′.
This can be deduced from the Howe duality [26, 64, 21, 20] for (U(V ),U(W )) as follows.
We first show that the Howe duality for (U(V )0,U(W )) follows from the Howe duality for (U(V ),U(W )).
If B is ramified, then there is nothing to prove since U(V )0(F ) = U(V )(F ). If B is split, then we
have U(V ) ∼= O(V †) and U(W ) ∼= Sp(W †), where V † and W † are the 6-dimensional quadratic F -space
and the 2-dimensional symplectic F -space, respectively, associated to V and W by Morita theory. For
brevity, we write G = O(V †) and G0 = SO(V †). Let σ0 be an irreducible representation of G
0. Then
σ0 is an irreducible component of σ|G0 for some irreducible representation σ of G. Note that σ is not
necessarily uniquely determined. Namely, σ0 is also an irreducible component of (σ⊗sgn)|G0 , where sgn
denotes the unique nontrivial character of G trivial on G0. Fix ε ∈ Gr G0 and put σε0(g) = σ0(εgε−1)
for g ∈ G0. We have
σ0 ∼= σε0 ⇐⇒ σ ≇ σ ⊗ sgn,
and
• if σ ≇ σ ⊗ sgn, then
σ|G0 = σ0, IndGG0 σ0 = σ ⊕ (σ ⊗ sgn);
• if σ ∼= σ ⊗ sgn, then
σ|G0 = σ0 ⊕ σε0, IndGG0 σ0 = σ.
Then, by the conservation relation [57], we have
• if σ ≇ σ ⊗ sgn, then at most one of σ and σ ⊗ sgn occurs as a quotient of ω;
• if σ ∼= σ ⊗ sgn, then σ does not occur as a quotient of ω.
This reduces the Howe duality for (U(V )0,U(W )) to the Howe duality for (U(V ),U(W )).
Finally, as in [55], [22, §3] (noting that the projections R → G and R → H+ are surjective),
the Howe duality for (GU(V )0,GU(W )+) follows from the Howe duality for (U(V )0,U(W )). This
completes the proof. 
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Now we explicate the local theta lift θ(τv) in the unramified case. Fix a non-archimedean place v
of F such that:
• Fv is of odd residual characteristic;
• Ev is unramified over Fv;
• Bv is split over Fv;
• detVv ∈ O×Fv ;• ψv is of order zero;
• τv is unramified.
From now on, we suppress the subscript v from the notation. We may identify G with the group
{g ∈ GL6(F ) | tgQg = ν(g) · Q, det g = ν(g)3},
where
Q =

1
1
1
−u
1
1
 .
Let B be a Borel subgroup of G and T a maximal torus of G given by
B =


∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗
∗


⊃ T =


∗
∗
∗ ∗
∗ ∗
∗
∗


.
Then we have an isomorphism T ∼= (F×)2 × E× defined by
(t1, t2, a+ bi) 7−→

t1
t2
a bu
b a
νt−12
νt−11
 ,
where ν = a2 − b2u. Also, we may identify H with GL2(F ), so that
H+ = {h ∈ GL2(F ) | det h ∈ N(E×)}.
Let B′ be the Borel subgroup of H consisting of upper triangular matrices. Recall that τ is an
irreducible unramified representation of H+. Then τ is an irreducible component of
IndHB′(χ1 ⊗ χ2)|H+
for some unramified characters χ1, χ2 of F
×. Note that χ1, χ2 are not necessarily uniquely determined.
Namely, τ is also an irreducible component of IndHB′(χ1ξE ⊗ χ2ξE)|H+ . Then:
Lemma 9.4. The local theta lift θ(τ) is an irreducible component of
IndGB(χ1χ
−1
2 ξE ⊗ | · | ⊗ (χ2| · |−
1
2 ) ◦N).
Proof. By §A.13, the splitting ι : R→ Mp(W) agrees with the standard one for symplectic-orthogonal
dual pairs. Hence the assertion follows from the standard unramified computation. We omit the
details. 
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10. Construction of the cohomology class and non-vanishing of its restriction
Notation. For any reductive algebraic group G over a number field F , we denote by A (G) the space
of automorphic forms on G(A).
10.1. Groups. Let F be a totally real number field and B a quaternion division algebra over F . We
assume that Bv is split for all real places v of F . Let V˜ = V ⊕V0 be the 3-dimensional skew-hermitian
right B-space as in §5.2, where V = V ♯ and V0 = V ♯0 are the 2- and 1-dimensional subspaces as in
§5.3.1, respectively. Put
G˜ = GU(V˜ )0, G = GU(V )0 ∼= (B×1 ×B×2 )/F×, G0 = GU(V0)0 ∼= E×,
where B1 and B2 quaternion algebras over F such that B1 · B2 = B in the Brauer group, and E is a
totally imaginary quadratic extension of F which embeds into B1 and B2. Let Z˜ ∼= F× and Z ∼= F×
be the centers of G˜ and G, respectively. We define a subgroup G of G×G0 by
G = G(U(V )×U(V0))0 = {(g, α) | ν(g) = N(α)},
where ν is the similitude character and N = NE/F is the norm map. We also regard G as a subgroup
of G˜ via the natural embedding. Let Z ⊂ Z ×G0 be the center of G:
Z ∼= {(z, α) | z2 = N(α)}.
Then we have a natural embedding Z˜ →֒ Z and an exact sequence
1 −→ Z˜ −→ Z p−→ E1 −→ 1,
where p(z, α) = z−1α.
Let W be the 1-dimensional hermitian left B-space as in §9.1. Put
H = GU(W ) ∼= B×.
Let ZH ∼= F× be the center of H .
10.2. Weil representations. Let V˜ = V⊕ V0 be the 12-dimensional symplectic F -space given by
V˜ = V˜ ⊗B W, V = V ⊗B W, V0 = V0 ⊗B W.
As in §A.1, we take complete polarizations
V˜ = X˜⊕ Y˜, V = X⊕ Y, V0 = X0 ⊕ Y0
such that
X˜ = X⊕ X0, Y˜ = Y⊕ Y0.
By Appendix A and [28, Appendix C], we may define Weil representations ω (relative to the standard
additive character ψ of A/F ) of
G(U(V˜ )×U(W ))0(A), G(U(V )×U(W ))0(A), G(U(V0)×U(W ))0(A)
on
S(X˜(A)), S(X(A)), S(X0(A)),
respectively, satisfying various compatibilities.
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10.3. Let Σ∞ be the set of real places of F and Σ the subset of v ∈ Σ∞ such that B1,v and B2,v are
split. We assume that Σ 6= Σ∞. Put d = |Σ|. For any v ∈ Σ∞, we may write J = t2v for some tv ∈ F×v
since Bv is split. We define an isomorphism iv : Bv → M2(Fv) of quaternion Fv-algebras by
iv(a+ bi+ cj+ dij) =
(
a+ ctv b− dtv
(b+ dtv)u a− ctv
)
.
Put
ev =
1
2
+
tv
2J
j, e′v =
1
2
i− tv
2J
ij, e′′v =
1
2u
i+
tv
2uJ
ij, e∗v =
1
2
− tv
2J
j,
so that
iv(ev) =
(
1 0
0 0
)
, iv(e
′
v) =
(
0 1
0 0
)
, iv(e
′′
v) =
(
0 0
1 0
)
, iv(e
∗
v) =
(
0 0
0 1
)
.
Note that [
ev · x
e′v · x
]
= iv(x) ·
[
ev
e′v
]
for x ∈ Bv.
Let v ∈ Σ∞. Let V˜ †v = V †v ⊕ V †0,v be the 6-dimensional quadratic Fv-space as in [28, Appendix C]
associated to the Bv-space V˜v = Vv ⊕ V0,v. By §6.3, the signature of V˜ †v is equal to{
(4, 2) if v ∈ Σ;
(0, 6) if v ∈ Σ∞ r Σ.
As in §8.1, we take a basis of V˜ †v so that we have identifications
G˜v = GSO(4, 2), Gv = GSO(2, 2), G0,v = GSO(2, 0)
if v ∈ Σ and
G˜v = GSO(0, 6), Gv = GSO(0, 4), G0,v = GSO(0, 2)
if v ∈ Σ∞ r Σ. Here
GSO(p, q) = {g ∈ GLp+q(R) | tgIp,qg = ν(g) · Ip,q, det g = ν(g)
p+q
2 }
with
Ip,q =
(
1p
−1q
)
if p + q is even. Let g˜v = k˜v ⊕ p˜v and gv = kv ⊕ pv be the complexified Lie algebra of G˜v and Gv,
respectively, where k˜v and kv (resp. p˜v and pv) are the (+1)-eigenspaces (resp. the (−1)-eigenspaces)
of the Cartan involutions as in §8.1. Put
p˜ =
∏
v∈Σ
p˜v, p =
∏
v∈Σ
pv.
Let
ιv : C
× × C× ∼= E×v × E×v −→ (B×1,v ×B×2,v)/F×v ∼= Gv
be a map induced by the isomorphism Ev ∼= C given by a+ bi 7→ a+ b|u|
1
2
Fv
i for a, b ∈ Fv = R and the
fixed embeddings ι1 : E →֒ B1 and ι2 : E →֒ B2. We explicate ιv below. Recall that V = e1B + e2B
is equipped with a skew-hermitian form
〈e1x1 + e2x2, e1y1 + e2y2〉 = x∗1 · i · y1 − x∗2 · J1i · y2,
where e1 = 1⊗ 1 and e2 = j1 ⊗ 1. We take a basis
e1,v =
√
2 · |uJ1|−
1
2
Fv
· e2ev, e2,v =
√
2 · |J1|−
1
2
Fv
· e2e′′v ,
e3,v =
√
2 · |u|−
1
2
Fv
· e1ev, e4,v =
√
2 · e1e′′v
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of V †v , so that
(〈ei,v, ej,v〉†) =
{
I2,2 if v ∈ Σ;
I0,4 if v ∈ Σ∞ r Σ.
Since
ι1(i)e1 = e1i, ι1(i)e2 = −e2i,
ι2(i)e1 = e1i, ι2(i)e2 = e2i,
and
iev = ue
′′
v , ie
′′
v = ev,
we have
(10.1)
ι1(i)e1,v = e2,v, ι1(i)e2,v = −e1,v, ι1(i)e3,v = −e4,v, ι1(i)e4,v = e3,v,
ι2(i)e1,v = −e2,v, ι2(i)e2,v = e1,v, ι2(i)e3,v = −e4,v, ι2(i)e4,v = e3,v,
where i = |u|−
1
2
Fv
· i. Hence
ιv(a1 + b1i, a2 + b2i) =

a1 −b1
b1 a1
a1 b1
−b1 a1


a2 b2
−b2 a2
a2 b2
−b2 a2
 .
Also, let W †v be the 2-dimensional symplectic Fv-space as in [28, Appendix C] associated to the Bv-
space Wv. Using a basis ev, e
′
v of W
†
v , we identify Hv with GL2(R). We embed C
× into Hv = GL2(R)
by
a+ bi 7−→
(
a b
−b a
)
.
Since V˜v = V˜
†
v ⊗Fv W †v , etc., we have identifications
X˜v = V˜
†
v , Xv = V
†
v , X0,v = V
†
0,v.
For any v ∈ Σ∞ and any non-negative integer ℓ, we put SℓV˜v = SymℓV˜ †v ⊗Fv F¯v and denote by HℓV˜v
the kernel of the contraction SℓV˜v → Sℓ−2V˜v (see §8.2). We define SℓVv and HℓVv similarly.
10.4. Construction. For v ∈ Σ∞, let kv ≥ 2 be a positive even integer and put ℓv = kv − 2. Put
ℓ = (ℓv)v∈Σ∞ and
HℓV˜ =
⊗
v∈Σ∞
Hℓv V˜v, H
ℓV =
⊗
v∈Σ∞
HℓvVv.
We consider a Schwartz form
ϕ˜ = ⊗vϕ˜v ∈ S(X˜(A)) ⊗ ∧2dp˜∗ ⊗HℓV˜
such that
ϕ˜v =
{
ϕ′2,ℓv if v ∈ Σ;
ϕ′ℓv if v ∈ Σ∞ r Σ
(see §8.4; note that ⊗v∈Σ ∧2p˜∗v ⊂ ∧2dp˜∗). Then we have a theta form
Θϕ˜(g˜, h) =
∑
x∈X˜(F )
(ω(g˜, h)⊗ 1⊗ 1)ϕ˜(x)
on G(U(V˜ )×U(W ))0(A), where we regard ϕ˜ as a ∧2dp˜∗⊗HℓV˜ -valued function on X˜(A). Let τ be an
irreducible unitary automorphic representation of H(A)+ with central character ξE such that:
• τv is the anti-holomorphic discrete series representation of GL2(R)+ of weight −kv − 1 if v ∈ Σ;
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• τv is the holomorphic discrete series representation of GL2(R)+ of weight kv + 1 if v ∈ Σ∞ r Σ,
where
H(A)+ = {h ∈ H(A) | ν(h) ∈ N(A×E)},
GL2(R)
+ = {h ∈ GL2(R) | deth > 0}.
Let φ = ⊗vφv ∈ τ be a nonzero vector such that
τv(z)φv =
{
z−kv−1 · φv if v ∈ Σ;
zkv+1 · φv if v ∈ Σ∞ r Σ
for z ∈ C1, where we embed C× into GL2(R) as in §10.3. We define a theta lift
θϕ˜(φ) ∈ A (G˜)⊗ ∧2dp˜∗ ⊗HℓV˜
by
θϕ˜(φ)(g˜) =
∫
U(W )(F )\U(W )(A)
Θϕ˜(g˜, h1h)φ(h1h) dh1
for g˜ ∈ G˜(A), where we choose h ∈ H(A)+ such that ν(h) = ν(g˜) but the integral is independent of
the choice of h. By Proposition A.1, θϕ˜(φ) has trivial central character.
Next we take the image Ξ˜ := res(θϕ˜(φ)) of θϕ˜(φ) under the map
res : A (G˜)⊗ ∧2dp˜∗ ⊗HℓV˜ −→ A (G)⊗ ∧2dp∗ ⊗HℓV
induced by the restriction A (G˜)→ A (G) and the projections ∧2dp˜∗ → ∧2dp∗ and HℓV˜ → HℓV (see
§8.5). For any character η of A×E/E× such that η|A× = 1, we define the η-component
Ξ˜η ∈ A (G)⊗ ∧2dp∗ ⊗HℓV
of Ξ˜ by
Ξ˜η(g) =
∫
Z˜(A)Z(F )\Z(A)
Ξ˜(zg) · (η ◦ p)(z) dz,
where the Haar measure dz is normalized so that vol(Z˜(A)Z(F )\Z(A)) = 1. Furthermore, we define
its push-forward
pr∗(Ξ˜η) ∈ A (G)⊗ ∧2dp∗ ⊗HℓV
by the first projection pr : G(A)→ G(A) as follows. Let G(A)+ be the image of pr, i.e.,
G(A)+ = {g ∈ G(A) | ν(g) ∈ N(A×E)}.
Note that Z(A) ⊂ G(A)+ and [G(A) : G(F )G(A)+] = 2. For g ∈ G(A)+, choose αg ∈ A×E such that
ν(g) = N(αg) and put
pr∗(Ξ˜η)(g) = Ξ˜η(g, αg) · η(αg),
which is independent of the choice of αg. Then we extend pr∗(Ξ˜η) to a ∧2dp∗⊗HℓV -valued automorphic
form on G(A) by the natural embedding
G(F )+\G(A)+ →֒ G(F )\G(A)
and extension by zero, where G(F )+ = G(F )∩G(A)+. Note that pr∗(Ξ˜η) has trivial central character.
Finally, for any open compact subgroup K of Z(Af )\G(Af ), we define the K-invariant projection
ΞK ∈ A (G)⊗ ∧2dp∗ ⊗HℓV
of Ξ := pr∗(Ξ˜η) by
ΞK(g) =
∫
K
Ξ(gk) dk,
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where the Haar measure dk is normalized so that vol(K) = 1.
10.5. Non-vanishing. Let π be an irreducible unitary cuspidal automorphic representation of GL2(A)
with trivial central character such that:
• πv is the discrete series representation of GL2(R) of even weight kv if v ∈ Σ∞.
We assume that π has the Jacquet–Langlands transfers πB1 and πB2 to B
×
1 (A) and B
×
2 (A), respectively.
We regard πB1 ⊠πB2 as an irreducible unitary automorphic representation of G(A) with trivial central
character.
For ǫ = (ǫv)v∈Σ∞ with ǫv = ±, let
f ǫ1 =
( ⊗
v∈Σ∞
f ǫv1,v
)
⊗
( ⊗
v/∈Σ∞
f1,v
)
∈ πB1 , f ǫ2 =
( ⊗
v∈Σ∞
f ǫv2,v
)
⊗
( ⊗
v/∈Σ∞
f2,v
)
∈ πB2
be nonzero vectors such that:
• if v ∈ Σ, then
πB1,v(z)f
ǫv
1,v = z
ǫvkv · f ǫv1,v, πB2,v(z)f ǫv2,v = z−ǫvkv · f ǫv2,v
for z ∈ C1 (such f ǫvi,v is unique up to scalars);
• if v ∈ Σ∞ r Σ, then
πB1,v(z)f
ǫv
1,v = z
ǫv(kv−2) · f ǫv1,v, πB2,v(z)f ǫv2,v = z−ǫv(kv−2) · f ǫv2,v
for z ∈ C1 (such f ǫvi,v is unique up to scalars);
• if v /∈ Σ∞, then fi,v does not depend on ǫ.
Here, for v ∈ Σ∞, we embed C× into B×i,v via the isomorphism C ∼= Ev as in §10.3 and the fixed
embedding E →֒ Bi. We regard f ǫ := f ǫ1 ⊠ f ǫ2 as an automorphic form on G(A) with trivial central
character. Put
f ǫ = f ǫ ⊗ ωǫ ⊗ vǫ ∈ A (G)⊗ ∧2dp∗ ⊗HℓV
with
ωǫ =
⊗
v∈Σ
ωǫvv , v
ǫ =
⊗
v∈Σ∞
vǫvv ,
where ℓ = (ℓv)v∈Σ∞ with ℓv = kv − 2, and ωǫvv ∈ ∧2p∗v and vǫvv ∈ HℓvVv are as in §8.5.
Finally, let (·, ·) be the non-degenerate bilinear pairing on ∧2dp∗ ⊗HℓV induced by
• the bilinear pairing · ∧ · : ∧2p∗v × ∧2p∗v → ∧4p∗v ≃ C as in §8.5;
• the bilinear pairing 〈·, ·〉 : SℓvVv × SℓvVv → C as in §8.2.
Proposition 10.1. Suppose that f ǫ1 and f
ǫ
2 as above are given. Let K =
∏
v Kv be an open compact
subgroup of Z(Af )\G(Af ) such that f1,v ⊠ f2,v is Kv-fixed for all v /∈ Σ∞. Assume further that there
exists a finite place v0 of F such that
(i) Ev0/Fv0 is ramified;
(ii) B1,v0 and B2,v0 are split;
(iii) Kv0 is a hyperspecial maximal compact subgroup of Zv\Gv.
Then there exist ϕ˜, τ, φ, η as in §10.4 such that
(ΞK,f
ǫ) :=
∫
Z(A)G(F )\G(A)
(ΞK(g),f
ǫ(g)) dg 6= 0
for all ǫ, where Ξ = pr∗(Ξ˜η) with Ξ˜ = res(θϕ˜(φ)) and f
ǫ = f ǫ ⊗ ωǫ ⊗ vǫ with f ǫ = f ǫ1 ⊠ f ǫ2.
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The rest of this section is devoted to the proof of Proposition 10.1.
10.6. Reduction to triple product integrals. Let ϕ˜ = ⊗vϕ˜v be a Schwartz form as in §10.4. For
any finite place v of F , we assume that ϕ˜v ∈ S(X˜v) is a Schwartz function of the form
ϕ˜v = ϕv ⊗ ϕ0,v
for some ϕv ∈ S(Xv) and ϕ0,v ∈ S(X0,v). For any real place v of F , we define Schwartz functions
ϕǫvv ∈ S(Xv) and ϕ0,v ∈ S(X0,v) by
ϕǫvv (x1, x2, x5, x6) =
{
(x1 + ǫvix2)
kv · e−π(x21+x22+x25+x26) if v ∈ Σ;
(x1 + ǫvix2)
kv−2 · e−π(x21+x22+x25+x26) if v ∈ Σ∞ r Σ,
(10.2)
ϕ0,v(x3, x4) = e
−π(x23+x
2
4),(10.3)
where x1, . . . , x6 are the coordinates on X˜v = V˜
†
v as in §8.5. Put
ϕǫ =
( ⊗
v∈Σ∞
ϕǫvv
)
⊗
( ⊗
v/∈Σ∞
ϕv
)
∈ S(X(A)), ϕ0 =
⊗
v
ϕ0,v ∈ S(X0(A)),
so that ϕǫ ⊗ ϕ0 ∈ S(X˜(A)).
Lemma 10.2. We have
(10.4) (ΞK,f
ǫ) =
∫
Z˜(A)G(F )\G(A)
θϕǫ⊗ϕ0(φ)(g) · (f ǫ ⊠ η)(g) dg,
where θϕǫ⊗ϕ0(φ) is the theta lift as defined in §9.4 and f ǫ ⊠ η is regarded as an automorphic form on
G(A).
Proof. If v ∈ Σ, then by Proposition 8.1, we have
Cv,ωǫvv ,vǫvv (Resv(ϕ˜v)) = ϕ
ǫv
v ⊗ ϕ0,v,
where
Resv : S(X˜v)⊗ ∧2p˜∗v ⊗HℓV˜v −→ S(X˜v)⊗ ∧2p∗v ⊗HℓVv,
Cv,ωǫvv ,vǫvv : S(X˜v)⊗ ∧2p∗v ⊗ SℓVv −→ S(X˜v)
are the restriction and the contraction as in §8.5.1. Also, if v ∈ Σ∞ r Σ, then by Proposition 8.2, we
have
Cv,vǫvv (Resv(ϕ˜v)) = ϕ
ǫv
v ⊗ ϕ0,v,
where
Resv : S(X˜v)⊗HℓV˜v −→ S(X˜v)⊗HℓVv,
Cv,vǫvv : S(X˜v)⊗ SℓVv −→ S(X˜v)
are the restriction and the contraction as in §8.5.2. This implies that
(Res(Θϕ˜(g˜, h)),ω
ǫ ⊗ vǫ) = Θϕǫ⊗ϕ0(g˜, h),
where
Res : ∧2dp˜∗ ⊗HℓV˜ −→ ∧2dp∗ ⊗HℓV
is the projection. Hence we have
(Res(θϕ˜(φ)(g˜)),ω
ǫ ⊗ vǫ) = θϕǫ⊗ϕ0(φ)(g˜),
so that the right-hand side of (10.4) is equal to∫
Z˜(A)G(F )\G(A)
(Ξ˜(g),ωǫ ⊗ vǫ) · (f ǫ ⊠ η)(g) dg.
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This integral is equal to∫
Z(A)G(F )\G(A)
∫
Z˜(A)Z(F )\Z(A)
(Ξ˜(zg),ωǫ ⊗ vǫ) · (f ǫ ⊠ η)(zg) dz dg
=
∫
Z(A)G(F )\G(A)
(Ξ˜η(g),ω
ǫ ⊗ vǫ) · (f ǫ ⊠ η)(g) dg
=
∫
Z(A)G(F )+\G(A)+
(pr∗(Ξ˜η)(g),ω
ǫ ⊗ vǫ) · f ǫ(g) dg
=
∫
Z(A)G(F )\G(A)
(pr∗(Ξ˜η)(g),ω
ǫ ⊗ vǫ) · f ǫ(g) dg
=
∫
Z(A)G(F )\G(A)
(Ξ(g),f ǫ(g)) dg
=
∫
Z(A)G(F )\G(A)
(ΞK(g),f
ǫ(g)) dg,
noting that pr∗(Ξ˜η) is supported in G(F )G(A)
+ and f ǫ is K-fixed. 
We now consider the seesaw diagram
GU(V˜ )0
❙❙❙
❙❙
❙❙❙
❙❙
❙❙❙
❙❙
G(U(W ) ×U(W ))
❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦❦❦
G(U(V )×U(V0))0 GU(W )
.
Then the seesaw identity (combined with Lemma 10.2) says that
(10.5)
(ΞK,f
ǫ) =
∫
Z˜(A)G(F )\G(A)
θϕǫ⊗ϕ0(φ)(g) · (f ǫ ⊠ η)(g) dg
=
∫
ZH(A)H(F )+\H(A)+
θϕǫ(f
ǫ)(h) · θϕ0(η)(h) · φ(h) dh,
where H(F )+ = H(F )∩H(A)+, and θϕǫ(f ǫ) and θϕ0(η) are the theta lifts as defined in §9.3 and §9.2,
respectively. Hence, to prove Proposition 10.1, it suffices to find ϕǫ, ϕ0, η, τ, φ such that the right-hand
side of (10.5) is nonzero for all ǫ.
10.7. Choosing ϕǫ. Let πB be the Jacquet–Langlands transfer of π to B
×(A) (which exists since πB1
and πB2 exist by assumption and B1 ·B2 = B in the Brauer group). Note that:
• πB has trivial central character;
• πB,v is the discrete series representation of GL2(R) of weight kv if v ∈ Σ∞.
By Lemma 9.2, we have a nonzero equivariant map
θ : S(X(A)) ⊗ (πB1 ⊠ πB2) −→ πB
given by ϕ⊗ f 7→ θϕ(f).
Lemma 10.3. Let ϕǫ =
(⊗
v∈Σ∞
ϕǫvv
) ⊗ (⊗v/∈Σ∞ ϕv) ∈ S(X(A)) be a Schwartz function such that
ϕǫvv is as in (10.2) for all v ∈ Σ∞. Then
(10.6) πB,v(z)θϕǫ(f
ǫ) =
{
zkv · θϕǫ(f ǫ) if v ∈ Σ;
z−kv · θϕǫ(f ǫ) if v ∈ Σ∞ r Σ
for z ∈ C1. Moreover, θϕǫ(f ǫ) is nonzero for some such ϕǫ.
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Proof. We have
(10.7) ωv(t, z)ϕ
ǫv
v =
{
tǫvkv1 · zkv · ϕǫvv if v ∈ Σ;
t
ǫv(kv−2)
1 · z−kv · ϕǫvv if v ∈ Σ∞ r Σ
for t = (t1, t2) ∈ U(Vv)0 with ti ∈ SO(2) ≃ C1 and z ∈ U(Wv) with z ∈ C1. This proves (10.6).
By the Howe duality for (GU(Vv)
0,GU(Wv)
+) (see the proof of Lemma 9.3), we have a decompo-
sition
θ =
⊗
v
θv,
where
θv : S(Xv)⊗ (πB1,v ⊠ πB2,v) −→ πB,v
is the unique (up to scalars) nonzero G(U(Vv)×U(Wv))0-equivariant map. For v /∈ Σ∞, we may choose
ϕv so that θv(ϕv ⊗ (f1,v ⊠ f2,v)) 6= 0.
It remains to show that θv(ϕ
ǫv
v ⊗ (f ǫv1,v ⊠ f ǫv2,v)) 6= 0 for v ∈ Σ∞, where ϕǫvv is as in (10.2). Let
tθv : S(Xv)⊗ π∨B,v −→ (πB1,v ⊠ πB2,v)∨
be the G(U(Vv)×U(Wv))0-equivariant map induced by θv. Let wv ∈ π∨B,v be the unique (up to scalars)
nonzero vector such that
π∨B,v(z)wv =
{
z−kv · wv if v ∈ Σ;
zkv · wv if v ∈ Σ∞ r Σ
for z ∈ C1. Then, by (10.7), tθv(ϕǫvv ⊗ wv) is a scalar multiple of the unique (up to scalars) nonzero
vector Fǫvv ∈ (πB1,v ⊠ πB2,v)∨ such that
(πB1,v ⊠ πB2,v)
∨(t)Fǫvv =
{
tǫvkv1 · Fǫvv if v ∈ Σ;
t
ǫv(kv−2)
1 · Fǫvv if v ∈ Σ∞ r Σ
for t = (t1, t2) ∈ U(Vv)0 with ti ∈ SO(2) ≃ C1. Since
〈θv(ϕǫvv ⊗ (f ǫv1,v ⊠ f ǫv2,v)), wv〉 = 〈f ǫv1,v ⊠ f ǫv2,v, tθv(ϕǫvv ⊗ wv)〉
and 〈f ǫv1,v⊠f ǫv2,v,Fǫvv 〉 6= 0, where 〈·, ·〉 denotes the natural pairing, it suffices to show that tθv(ϕǫvv ⊗wv) 6=
0.
For this, we realize tθv explicitly as follows. Recall that we write J = t
2
v for some tv ∈ F×v in §10.3.
We define an isomorphism i′v : B1,v → B2,v of quaternion Fv-algebras by
i′v(a+ bi+ cj1 + dij1) = a+ bi+ cj2 + dij2,
where
i = |u|−
1
2
Fv
· i, j1 = |J1|−
1
2
Fv
· j1, j2 = ζvt−1v · |J1|
1
2
Fv
· j2
with
ζv =
{
+1 if v ∈ Σ;
−1 if v ∈ Σ∞ r Σ.
Since j1e2 = J1e1, j2e2 = e1j, and je
′′
v = −tve′′v , we have
j1e2,v = ζve4,v, j2e2,v = −ζve4,v.
From this and (10.1), we deduce that
x∗e2,v = i
′
v(x)e2,v
for all x ∈ B1,v, where ∗ is the main involution on B1,v. In particular, if we define a subgroup ∆v of
Gv = (B
×
1,v ×B×2,v)/F×v by
∆v = {((x∗)−1, i′v(x)) |x ∈ B×1,v}/F×v ,
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then e2,v is ∆v-fixed. We now realize π
∨
B,v on the Whittaker model W(π∨B,v) with respect to the
character ( 1 x1 ) 7→ e−2πiζvx and define a map
B˜v : S(Xv)⊗W(π∨B,v) −→ C
by
B˜v(Φ⊗W ) =
∫
Nv\SL2(Fv)
ωv(h)Φ(
√
2e2,v)W (h) dh,
where Nv is the group of unipotent upper triangular matrices in Hv = GL2(Fv) and the integral is
absolutely convergent by [63, Lemme 5]. Then, by [63, Lemme 6], there exists a ∆v-invariant map
Bv : (πB1,v ⊠ πB2,v)∨ → C such that
B˜v = Bv ◦ tθv.
Note that the representation x 7→ πB1,v((x∗)−1) is isomorphic to π∨B1,v. Thus it suffices to show that
B˜v(ϕǫvv ⊗ wv) 6= 0. We may normalize wv so that wv(1) = e−2π. Then
wv
(
a
a−1
)
= akve−2πa
2
.
Hence, if v ∈ Σ, then
B˜v(ϕǫvv ⊗ wv) =
∫ ∞
0
a2ϕǫvv (a
√
2e2,v) · wv
(
a
a−1
)
· a−2 d×a
= (ǫvi
√
2)kv ·
∫ ∞
0
a2kve−4πa
2
d×a
= (ǫvi
√
2)kv · (4π)−kv · 2−1 ·
∫ ∞
0
akve−a d×a
= (ǫvi
√
2)kv · (4π)−kv · 2−1 · Γ(kv),
where d×a = da/a. Similarly, if v ∈ Σ∞ r Σ, then
B˜v(ϕǫvv ⊗ wv) = (ǫvi
√
2)kv−2 · (4π)−kv+1 · 2−1 · Γ(kv − 1).
This completes the proof. 
By Lemma 10.3, we may choose ϕǫ so that θϕǫ(f
ǫ) is nonzero. Moreover, by replacing f ǫ by its
scalar multiple if necessary, we may assume that θϕǫ(f
ǫ) does not depend on ǫ.
Lemma 10.4. There exists an element (g0, h0) ∈ G(U(Vv0 ) × U(Wv0 ))0 such that the restriction of
θω(g0,h0)ϕǫ(f
ǫ) to H(A)+ is nonzero.
Proof. Since H(F )H(A)+ is the kernel of ξE ◦ ν and Ev0 is a ramified quadratic extension of Fv0 , we
have
H(A) = H(F )H(A)+
⊔
H(F )H(A)+h0
for some h0 ∈ Hv0 such that ν(h0) ∈ O×Fv0 r N(O
×
Ev0
). Then there exists an element g0 ∈ Gv0 such
that ν(g0) = ν(h0) and such that the image of g0 in Zv0\Gv0 belongs to Kv0 . Since f ǫ is Kv0 -fixed, we
have
θϕǫ(f
ǫ)(hh0) =
∫
U(V )0(F )\U(V )0(A)
Θϕǫ(g1gg0, hh0)f
ǫ(g1gg0) dg1
=
∫
U(V )0(F )\U(V )0(A)
Θϕǫ(g1gg0, hh0)f
ǫ(g1g) dg1
= θω(g0,h0)ϕǫ(f
ǫ)(h)
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for h ∈ H(A)+, where we choose g ∈ G(A) such that ν(g) = ν(h). Hence θϕǫ(f ǫ)(h) or θω(g0,h0)ϕǫ(f ǫ)(h)
is nonzero for some h ∈ H(A)+. 
By Lemma 10.4, we may assume that the restriction of θϕǫ(f
ǫ) to H(A)+ is nonzero.
10.8. Choosing η and ϕ0. We choose η satisfying the conditions of the following lemma.
Lemma 10.5. There exists a character η of A×E/E
× such that:
• η|A× = 1;
• ηv = 1 for all real places v of F ;
• ηv does not factor through the norm map if Bv is ramified.
Proof. By Hilbert 90, the map x 7→ x/xρ induces an isomorphism E×/F× ∼= E1. Hence it suffices to
find a character χ of A1E/E
1 such that:
• χv = 1 for all real places v of F ;
• χ2v 6= 1 if Bv is ramified.
Since Ev is nonsplit if either v is real or Bv is ramified, it remains to show the following: if S is a
finite set of places of F such that Ev is nonsplit for all v ∈ S and χS is a character of E1S =
∏
v∈S E
1
v ,
then there exists a character χ of A1E/E
1 such that χ|E1S = χS . But this assertion follows from the
fact that E1S is compact and hence the image of the natural continuous injective homomorphism
E1S −→ A1E −→ A1E/E1
is closed. 
Let π(η) be the automorphic induction of η to GL2(A) and π(η)B its Jacquet–Langlands transfer
to B×(A) (which exists by our choice of η). Note that:
• π(η)B has central character ξE ;
• π(η)B,v is the limit of discrete series representation of GL2(R) of weight 1 if v ∈ Σ∞.
By Lemma 9.1, we have a nonzero equivariant map
θ : S(X0(A)) −→ π(η)B
given by ϕ0 7→ θϕ0(η).
Lemma 10.6. Let ϕ0 =
⊗
v ϕ0,v ∈ S(X0(A)) be a Schwartz function such that ϕ0,v is as in (10.3) for
all v ∈ Σ∞. Then
(10.8) π(η)B,v(z)θϕ0(η) =
{
z · θϕ0(η) if v ∈ Σ;
z−1 · θϕ0(η) if v ∈ Σ∞ r Σ
for z ∈ C1. Moreover, θϕ0(η) is nonzero for some such ϕ0.
Proof. We have
ωv(t, z)ϕ0,v =
{
z · ϕ0,v if v ∈ Σ;
z−1 · ϕ0,v if v ∈ Σ∞ r Σ
for t ∈ U(V0,v)0 and z ∈ U(Wv) with z ∈ C1. This proves (10.8).
As explained in the proof of Lemma 9.1, we may regard θϕ0(η) as the theta lift of η (regarded as an
automorphic character of GU(V)(A)) to GU(W)(A), where V andW are the 1-dimensional hermitian
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E-space and the 2-dimensional skew-hermitian E-space, respectively, as in §A.4. Hence, by the Howe
duality for (GU(Vv),GU(Wv)
+), we have a decomposition
θ =
⊗
v
θv,
where
θv : S(X0,v) −→ π(η)B,v
is the unique (up to scalars) nonzero G(U(Vv)×U(Wv))-equivariant map. Here (g, [h, α]) ∈ G(U(Vv)×
U(Wv)) with h ∈ B×v and α ∈ E×v acts as ωv(g, [h, α])⊗ηv(g) on the left-hand side and as π(η)B,v(h)⊗
ηv(α)
−1 on the right-hand side. For v /∈ Σ∞, we may choose ϕ0,v so that θv(ϕ0,v) 6= 0.
It remains to show that θv(ϕ0,v) 6= 0 for v ∈ Σ∞, where ϕ0,v is as in (10.3). Since ηv = 1, θv can be
realized by
θv(Φ) = FΦ, FΦ(h) = ωv(g, h)Φ(0)
for Φ ∈ S(X0,v) and h ∈ H+v , where we choose g ∈ G0,v such that ν(g) = ν(h) and regard π(η)B,v as
a subrepresentation of some unitary principal series representation. Then, noting that ϕ0,v(0) = 1, we
have θv(ϕ0,v) 6= 0. 
By Lemma 10.6, we may choose ϕ0 so that θϕ0(η) is nonzero. Since θϕ0(η) is supported in
H(F )H(A)+ by definition, its restriction to H(A)+ is also nonzero.
10.9. Choosing τ and φ.
Lemma 10.7. Let ψ be the restriction of θϕǫ(f
ǫ) · θϕ0(η) to H(A)+. For v ∈ Σ∞, let σv be the
representation of GL2(R)
+ generated by ψ. Then
(10.9) σv(z)ψ =
{
zkv+1 · ψ if v ∈ Σ;
z−kv−1 · ψ if v ∈ Σ∞ r Σ
for z ∈ C1. Moreover, if ψ is nonzero, then
• σv is the holomorphic discrete series representation of GL2(R)+ of weight kv + 1 if v ∈ Σ;
• σv is the anti-holomorphic discrete series representation of GL2(R)+ of weight −kv − 1 if v ∈
Σ∞ r Σ.
Proof. We only consider the case v ∈ Σ; the other case is similar. Let ψ′ and ψ′′ be the restrictions of
θϕǫ(f
ǫ) and θϕ0(η) to H(A)
+, respectively. Since ψ = ψ′ · ψ′′, (10.9) follows from (10.6) and (10.8).
Let σ′v and σ
′′
v be the representations of GL2(R)
+ generated by ψ′ and ψ′′, respectively. Then
σ′v ≃ HDSkv and σ′′v ≃ HDS1, where for any positive integer k, HDSk denotes the (limit of) holomorphic
discrete series representation of GL2(R)
+ of weight k with central character trivial on R×+. Since
ψ = ψ′ · ψ′′, σv is a subquotient of σ′v ⊗ σ′′v . However, we have
HDSkv ⊗HDS1 ≃
∞⊕
i=0
HDSkv+1+2i
by [54, Theorem 8.1]. Hence, if ψ is nonzero, then (10.9) forces σv ≃ HDSkv+1. This completes the
proof. 
Lemma 10.8. There exists an element (g0, h0) ∈ G(U(V0)×U(W ))0(Af ) such that the restriction of
θϕǫ(f
ǫ) · θω(g0,h0)ϕ0(η) to H(A)+ is nonzero.
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Proof. Let ψ′ and ψ′′ be the restrictions of θϕǫ(f
ǫ) and θϕ0(η) to H(A)
+, respectively. Choose an
open compact subgroup K+H of H(Af )+ so that ψ′ and ψ′′ are K+H -fixed. Since ZH(A)H(F )+\H(A)+
is compact, we have a finite decomposition
H(A)+ =
⊔
i
H(F )+H(F∞)
+hiK+H
for some hi ∈ H(Af )+, where F∞ = F ⊗Q R. This gives rise to a natural identification
H(F )+\H(A)+/KH,∞K+H =
⊔
i
Γi\hn,
where KH,∞ =
∏
v∈Σ∞
R× · SO(2) is a maximal compact modulo center subgroup of H(F∞)+, h is
the upper half plane, n = [F : Q], and Γi = H(F )
+ ∩ hiKHh−1i . Hence the restrictions of ψ′ and ψ′′
to H(F∞)
+hi descend to analytic functions Ψ
′
i and Ψ
′′
i on h
n (regarded as a real analytic manifold),
respectively, satisfying some equivariance properties relative to the action of Γi on h
n. Since ψ′ and
ψ′′ are nonzero, so are Ψ′i and Ψ
′′
j for some i and j. Then the product Ψ
′
i ·Ψ′′j is also nonzero. Namely,
if we put h0 = h
−1
i hj ∈ H(Af )+, then
ψ′(h) · ψ′′(hh0) 6= 0
for some h ∈ H(F∞)+hi. Choose g0 ∈ G0(Af ) such that ν(g0) = ν(h0). Then
θϕ0(η)(hh0) =
∫
U(V0)0(F )\U(V0)0(A)
Θϕ0(g1gg0, hh0)η(g1gg0) dg1
= η(g0) ·
∫
U(V0)0(F )\U(V0)0(A)
Θϕ0(g1gg0, hh0)η(g1g) dg1
= η(g0) · θω(g0,h0)ϕ0(η)(h)
for h ∈ H(A)+, where we choose g ∈ G0(A) such that ν(g) = ν(h). Hence
θϕǫ(f
ǫ)(h) · θω(g0,h0)ϕ0(η)(h) = η(g0)−1 · ψ′(h) · ψ′′(hh0) 6= 0
for some h ∈ H(A)+. 
By Lemma 10.8, we may assume that the restriction of θϕǫ(f
ǫ) · θϕ0(η) to H(A)+ is nonzero. Then,
noting that ZH(A)H(F )
+\H(A)+ is compact, we deduce from the spectral decomposition together
with Lemma 10.7 that ∫
ZH(A)H(F )+\H(A)+
θϕǫ(f
ǫ)(h) · θϕ0(η)(h) · φ(h) dh 6= 0
for some nonzero vector φ in some irreducible automorphic representation τ of H(A)+ as in §10.4.
This completes the proof of Proposition 10.1.
11. Arthur packets, Galois representations and Hodge classes
11.1. Classification. Let F be a totally real number field and E a totally imaginary quadratic ex-
tension of F . Let V be an n-dimensional hermitian E-space and G = U(V) the unitary group of V.
In this section, we recall the classification of automorphic representations of G(A), which has been
established by Mok [47] in the quasi-split case, following Arthur’s book [5], and has been extended to
the general case by Kaletha–Minguez–Shin–White [32].
More precisely, let L2disc(G) be the discrete spectrum of the unitary representation of G(A) on the
Hilbert space L2(G(F )\G(A)). Then the decomposition of L2disc(G) into near equivalence classes is
described as follows. We say that an irreducible cuspidal automorphic representation π of GLm(AE) is
conjugate-self-dual if πρ ∼= π∨, where πρ and π∨ are the Galois conjugate and the contragredient of π,
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respectively. In this case, exactly one of the Asai L-functions L(s, π,As+) and L(s, π,As−) has a pole
at s = 1 (see [18, §7] for the definition of the Asai representations As±). For ǫ = ±, we say that π has
sign ǫ if L(s, π,Asǫ) has a pole at s = 1. We also say that π is conjugate-orthogonal (resp. conjugate-
symplectic) if it is conjugate-self-dual with sign + (resp. −). Consider a formal unordered finite direct
sum
ψ =
⊕
i
πi ⊠ Sym
di−1,
where
• πi is an irreducible cuspidal automorphic representation of GLmi(AE);
• Symdi−1 is the irreducible representation of SL2(C) of dimension di.
Then ψ is called an elliptic A-parameter for G if
• ∑imidi = n;
• if di is odd, then πi is conjugate-self-dual with sign (−1)n−1;
• if di is even, then πi is conjugate-self-dual with sign (−1)n;
• if (πi, di) = (πj , dj), then i = j.
We attach to ψ an automorphic representation
πψ =⊞
i
(
πi| det |
di−1
2 ⊞ πi| det |
di−3
2 ⊞ · · ·⊞ πi| det |−
di−1
2
)
of GLn(AE), where ⊞ denotes the isobaric sum. Then the result of Kaletha–Minguez–Shin–White [32,
Theorem∗ 1.7.1] (which is proved in [32] partially and will be completed in its sequels) says that
L2disc(G) =
⊕
ψ
L2ψ(G),
where ψ runs over elliptic A-parameters for G and L2ψ(G) is the near equivalence class of irreducible
subrepresentations π of L2disc(G) such that for almost all places v of F , the base change of πv to
GLn(Ev) is isomorphic to πψ,v.
We next describe this decomposition in terms of L-groups. Recall that the L-group of G = U(V) is
given by
LG = GLn(C)⋊Gal(Q/F ),
where Gal(Q/E) acts trivially on GLn(C) and the non-trivial element in Gal(E/F ) acts as the auto-
morphism θn defined by
θn(g) = Jn · tg−1 · J−1n , Jn =

1
−1
. .
.
(−1)n−1
 .
Put G˜ = ResE/F GLn, so that its L-group is given by
LG˜ = (GLn(C)×GLn(C))⋊Gal(Q/F ),
where Gal(Q/E) acts trivially on GLn(C) × GLn(C) and the non-trivial element in Gal(E/F ) acts
as the automorphism (g1, g2) 7→ (g2, g1). Then the base change L-homomorphism BC : LG → LG˜ is
given by
BC(g ⋊ σ) = (g, θn(g))⋊ σ.
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Let ψ be an elliptic A-parameter for G. Then the local Langlands correspondence induces an (equiv-
alence class of) A-parameter ψ˜v : LFv × SL2(C)→ LG˜ for any place v of F , where
LFv =
{
the Weil group of Fv if v is real;
the Weil–Deligne group of Fv if v is finite.
Moreover, by [18, Theorem 8.1], there exists a unique (equivalence class of) A-parameter ψv : LFv ×
SL2(C)→ LG such that ψ˜v = BC ◦ ψv. We associate to ψv an L-parameter φψv : LFv → LG by
φψv (w) = ψv
(
w,
(
|w|
1
2
v
|w|−
1
2
v
))
.
Then L2ψ(G) consists of irreducible subrepresentations π of L
2
disc(G) such that the L-parameter of πv
is φψv for almost all v.
For our applications, we will consider elliptic A-parameters with n = 4 of the form
(11.1) ψ = πE ⊠ Sym
1,
where
• π is an irreducible cuspidal automorphic representation of GL2(A) with central character ξE ;
• πE is the base change of π to GL2(AE).
We note the following:
Lemma 11.1. (i) If πE is cuspidal, then πE is conjugate-orthogonal.
(ii) If πE is not cuspidal, then πE = χ⊞ χ
−1 for some conjugate-orthogonal character χ of A×E/E
×
such that χ2 6= 1.
Proof. First assume that πE is not cuspidal. Then π is the automorphic induction of some character χ
of A×E/E
×, so that πE = χ⊞χ
ρ. Since π is cuspidal, we have χρ 6= χ. Also, since the central character
of π is ξE , we have χ|A× = 1, i.e. χ is conjugate-orthogonal. Hence the assertion follows.
Next assume that πE is cuspidal. Put G
′ = GL2 and G˜ = ResE/F GL2, so that
LG′ = GL2(C)×Gal(Q/F ), LG˜ = (GL2(C)×GL2(C))⋊Gal(Q/F ).
Then the base change L-homomorphism BC : LG′ → LG˜ is given by
BC(g × σ) = (g, g)⋊ σ.
Recall that As+ is the representation of LG˜ on C2 ⊗ C2 defined by
As+((g1, g2)⋊ 1)(x⊗ y) = g1x⊗ g2y,
As+((1, 1)⋊ σ)(x ⊗ y) =
{
x⊗ y if σ ∈ Gal(Q/E);
y ⊗ x if σ /∈ Gal(Q/E).
Then we have
As+ ◦ BC ∼= Sym2 ⊕ (∧2 ⊗ ξE)
as representations of LG′. Since the central character of π is ξE , it follows that
L(s, πE ,As
+) = L(s, π, Sym2) · ζF (s).
This implies the assertion. 
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11.2. To describe the Galois representation on the cohomology of Shimura varieties (see [36, p. 201]),
we need to introduce some representation of the L-group. Following [7, §5.1], we recall its definition.
We first consider the case F = Q and G = GU(n, n). Then
LG = Gˆ⋊Gal(Q/Q), Gˆ = GL2n(C)× C×,
where Gal(Q/E) acts trivially on Gˆ and the non-trivial element in Gal(E/Q) acts as the automorphism
θˆ2n defined by
θˆ2n(g, ν) = (θ2n(g), ν · det g).
We define a representation r of Gˆ on V = ∧nC2n by
r(g, ν) = ν · ∧ng.
Since (∧nC2n)∗ ⊗ det ∼= ∧nC2n, there exists a unique automorphism A of V such that
r(θˆ2n(g)) ◦A = A ◦ r(g), g ∈ Gˆ,
and such that A fixes the highest weight vector (unique up to scalars) in V with respect to the standard
Borel subgroup of Gˆ. Then we can extend r to LG by setting
r(1 ⋊ σ) =
{
id if σ ∈ Gal(Q/E);
A if σ /∈ Gal(Q/E).
Suppose that F is an arbitrary totally real number field. Put G = GU(V) with dimV = 2n, so
that
LG = Gˆ⋊ ΓF , Gˆ = GL2n(C)× C×, ΓF = Gal(Q/F ),
where the action of ΓF on Gˆ is defined similarly as above. Let G0 = ResF/QG. Then
LG0 = Gˆ0 ⋊ ΓQ, Gˆ0 = Ind
ΓQ
ΓF
Gˆ
(see [8, §5]). We may identify Gˆ0 with (Gˆ)d, where d = [F : Q] and the action of ΓQ on Gˆ0 can be
explicated as follows. Choose a set of representatives {σ1, . . . , σd} for ΓQ/ΓF and define an action of
ΓQ on {1, . . . , d} so that
γσiΓF = σγ(i)ΓF , γ ∈ ΓQ.
Then γ ∈ ΓQ acts as the automorphism
(g1, . . . , gd) 7→ (γ1 · gγ−1(1), . . . , γd · gγ−1(d)),
where
γi = σ
−1
i γσγ−1(i) ∈ ΓF .
We now assume that
Gv ≃
{
GU(n, n) if v ∈ Σ;
GU(2n) if v ∈ Σ∞ r Σ
for some subset Σ of the set of real places Σ∞ of F . Let F0 be the reflex field of the Shimura variety
associated to G0. Namely, F0 is the fixed field of the subgroup
{σ ∈ ΓQ |σΣ = Σ},
where the action of ΓQ on Σ∞ (regarded as the set of embeddings of F in C) is naturally induced by
the inclusion Q →֒ C. We identify Σ∞ with ΓQ/ΓF so that the fixed embedding F →֒ Q corresponds
to the trivial coset ΓF . Then, without loss of generality, we may view Σ as a subset {σ1ΓF , . . . , σsΓF },
where s = |Σ|. Let r be the representation of LG on V = ∧nC2n similarly defined as above. We define
a representation r0 of Gˆ0 on V0 = V
⊗s by
r0(g1, . . . , gd) = r(g1)⊗ · · · ⊗ r(gs).
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Then we can extend r0 to Gˆ0 ⋊ ΓF0 by setting
r0(1⋊ γ)(x1 ⊗ · · · ⊗ xs) = r(1 ⋊ γ1)xγ−1(1) ⊗ · · · ⊗ r(1 ⋊ γs)xγ−1(s).
11.3. We keep the notation of the previous section. Let LF be the hypothetical Langlands group of
F equipped with a surjective homomorphism pr : LF ։ ΓF . Let ψ : LF × SL2(C)→ LG be an elliptic
A-parameter. Then we may decompose V into a direct sum
V =
⊕
i
V i
of representations of LF , where
V i =
{
v ∈ V
∣∣ (r ◦ ψ) (1, ( t
t−1
))
v = tiv for all t ∈ C×} .
Let ψ0 : LQ × SL2(C) → LG0 be the elliptic A-parameter corresponding to ψ. More explicitly, ψ0 is
given by
ψ0(γ, h) = (ψ
′(γ1, h), . . . , ψ
′(γd, h))⋊ pr(γ),
where we write ψ(σ, h) = ψ′(σ, h)⋊ pr(σ). As above, we may decompose V0 into a direct sum
V0 =
⊕
i
V i0
of representations of LF0 . Then we have
V i0 =
⊕
i=i1+···+is
V i1 ⊗ · · · ⊗ V is .
We now suppose that ψ = πE ⊠ Sym
1 as in (11.1). Let W be the 4-dimensional representation of
LE × SL2(C) induced by ψ. Then we have
W =W 1 ⊕W−1, W 1 =W−1 = ρE ,
where ρ is the 2-dimensional representation of LF associated to π and ρE = ρ|LE . Hence we see that
V = ∧2W decomposes as
V = V 2 ⊕ V 0 ⊕ V −2,
where
V 2 = ∧2W 1 = C, V 0 =W 1 ⊗W−1 = (As+ ◦ BC)(ρ), V −2 = ∧2W−1 = C.
In particular, V 2s0 and V
−2s
0 are both the trivial representation of LF0 .
11.4. Local A-packets. Let ψ be an elliptic A-parameter for G = U(V) and L2ψ(G) the near equiv-
alence class associated to ψ. Then the result of Kaletha–Minguez–Shin–White [32, Theorem∗ 1.7.1]
also describes the local-global structure of L2ψ(G) with a multiplicity formula. In particular, if π is an
irreducible summand of L2ψ(G), then for any place v of F , the local component πv is an irreducible
summand of some representation in Πψv . Here Πψv is the local A-packet associated to ψv consisting
of certain semisimple representations of Gv of finite length.
Suppose that v is real. If Gv is quasi-split and ψv is “cohomological”, then it follows from the result
of Arancibia–Mœglin–Renard [4] (the unitary group case had already been treated by Johnson [31])
that Πψv agrees with the packet constructed by Adams–Johnson [2], which we recall below. From now
on, we suppress the subscript v from the notation.
Let V be an n-dimensional hermitian space over C of signature (p, q). Choosing a basis of V, we
may identify the unitary group G = U(V) with
U(p, q) = {g ∈ GLn(C) | tg¯Ip,qg = Ip,q}, Ip,q =
(
1p
−1q
)
.
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We define a Cartan involution θ of G by θ(g) = tg−1. Let K ≃ U(p)×U(q) be the maximal compact
subgroup of G with respect to θ and T ≃ U(1)n the maximal torus of G consisting of diagonal
matrices. Let B be the Borel subgroup of GC ≃ GLn(C) (which is not defined over R) consisting of
upper triangular matrices.
Let g0, k0, t0 be the Lie algebras of G, K, T , respectively. We have a Cartan decomposition
g0 = k0 ⊕ p0, where p0 is the (−1)-eigenspace of θ. Let g, k, p, t be the complexifications of g0, k0, p0,
t0, respectively. Let p
± be the (±i)-eigenspace of the complex structure on p defined by
X 7−→ JXJ−1, J =
(
e
πi
4 1p
e−
πi
4 1q
)
.
More explicitly, we have g = k⊕ p+ ⊕ p− with
k =
{(
A 0
0 D
) ∣∣∣∣ A ∈ Mp(C), D ∈ Mq(C)} ,
p+ =
{(
0 B
0 0
) ∣∣∣∣ B ∈ Mp,q(C)} ,
p− =
{(
0 0
C 0
) ∣∣∣∣ C ∈Mq,p(C)} .
The packet constructed by Adams–Johnson [2] consists of certain unitary representations π such
thatH∗(g,K;π⊗F ) 6= 0 for some irreducible finite-dimensional representation F of G. Let λ ∈ t∗ ≃ Cn
be the highest weight of F ∗ relative to B. We may write
λ = (λ1, . . . , λ1︸ ︷︷ ︸
n1
, λ2, . . . , λ2︸ ︷︷ ︸
n2
, . . . , λr, . . . , λr︸ ︷︷ ︸
nr
) ∈ Zn
with λ1 ≥ λ2 ≥ · · · ≥ λr. Then we consider the A-parameter ψ : LR× SL2(C)→ LG whose restriction
to C× × SL2(C) is equal to(
χλ1+ρ1 ⊠ Sym
n1−1
)⊕ · · · ⊕ (χλr+ρr ⊠ Symnr−1) ,
where
• ρi = 12 (−n1 − · · · − ni−1 + ni+1 + · · ·+ nr);
• χκ is the character of C× defined by χκ(z) = (z/z¯)κ;
• Symd−1 is the irreducible d-dimensional representation of SL2(C).
This defines a parabolic subgroup Q of GC (which is not defined over R) containing B with Levi
component L (which is defined over R) such that
ψ = ξ ◦ ψL,
where ξ : LL → LG is the canonical embedding and ψL : LR × SL2(C) → LL is an A-parameter such
that the A-packet ΠψL consists of a single 1-dimensional representation of L. Note that
L = G ∩ (GLn1(C)× · · · ×GLnr (C)) .
Put
S =W (L, T )\W (G, T )/WR(G, T ) ≃ (Sn1 × · · · ×Snr ) \Sn/ (Sp ×Sq) ,
whereW andWR denote the absolute and relativeWeyl groups, respectively. As a set of representatives
for S, we can take the set of w ∈ Sn such that
• w−1(i) < w−1(j) for n1 + · · ·+ nk−1 + 1 ≤ i < j ≤ n1 + · · ·+ nk for 1 ≤ k ≤ r;
• w(i) < w(j) for 1 ≤ i < j ≤ p and for p+ 1 ≤ i < j ≤ n.
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For any w ∈ S, we have a θ-stable parabolic subgroup Qw = w−1Qw of GC with Levi component
Lw = w
−1Lw. Let qw be the Lie algebra of Qw. Then the Adams–Johnson packet Π
AJ
ψ is given by
ΠAJψ =
{
Aqw (w
−1λ) |w ∈ S} .
We now explicate the A-packet Πψ when G = U(2, 2) and ψ is the localization of a global A-
parameter as in (11.1). More precisely, we start with the discrete series representation of GL2(R)
of weight k + 1 with an even integer k ≥ 2. Since its base change to GL2(C) is the principal series
representation Ind(χ k
2
⊗ χ−k
2
), the associated A-parameter ψ is given by
ψ =
(
χ k
2
⊠ Sym1
)⊕ (χ− k
2
⊠ Sym1
)
,
so that we need to take
λ =
(
k
2 − 1, k2 − 1,−k2 + 1,−k2 + 1
)
.
In this case, we have S = {w0, w1, w2} with
w0 = 1, w1 = (23), w2 = (13)(24).
Then
Πψ = Π
AJ
ψ = {Aqi(w−1i λ) | 0 ≤ i ≤ 2},
where qi = qwi .
Proposition 11.2. We have
dimHp,q(g,K;Aq0(w
−1
0 λ) ⊗ F ) =
{
1 if (p, q) = (4, 0),
0 otherwise,
dimHp,q(g,K;Aq1(w
−1
1 λ) ⊗ F ) =

1 if (p, q) = (1, 1), (3, 3),
2 if (p, q) = (2, 2),
0 otherwise,
dimHp,q(g,K;Aq2(w
−1
2 λ) ⊗ F ) =
{
1 if (p, q) = (0, 4),
0 otherwise,
where F is the irreducible finite-dimensional representation of G with highest weight λ.
Proof. First, note that F is self-dual, i.e. F ∗ has highest weight λ. Also, if we write qi = li ⊕ ui with
Levi component li and unipotent radical ui, then
l0 =


∗ ∗ 0 0
∗ ∗ 0 0
0 0 ∗ ∗
0 0 ∗ ∗

 , u0 =


0 0 ∗ ∗
0 0 ∗ ∗
0 0 0 0
0 0 0 0

 ,
l1 =


∗ 0 ∗ 0
0 ∗ 0 ∗
∗ 0 ∗ 0
0 ∗ 0 ∗

 , u1 =


0 ∗ 0 ∗
0 0 0 0
0 ∗ 0 ∗
0 0 0 0

 ,
l2 =


∗ ∗ 0 0
∗ ∗ 0 0
0 0 ∗ ∗
0 0 ∗ ∗

 , u2 =


0 0 0 0
0 0 0 0
∗ ∗ 0 0
∗ ∗ 0 0

 .
Hence the assertion follows from [61, Proposition 6.19]. 
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11.5. The Hodge structure. Suppose again that F is a totally real number field and E is a totally
imaginary quadratic extension of F . Let V be a 4-dimensional hermitian E-space, G = GU(V) the
unitary similitude group ofV, and G′ = U(V) the unitary group ofV. We assume that discV /∈ N(E×)
but discVv ∈ N(E×v ) for all v ∈ Σ∞. Then we may identify Gv with the group
{g ∈ GL4(C) | tg¯Ivg = ν(g) · Iv},
where
Iv =

(
12
−12
)
if v ∈ Σ;
14 if v ∈ Σ∞ r Σ
for some subset Σ of Σ∞. We further assume that Σ 6= Σ∞, so that G′ is anisotropic. For v ∈ Σ∞, we
define a maximal compact subgroup K ′v of G
′
v by
K ′v =
{(
a
d
) ∣∣∣∣ a, d ∈ U(2)}
if v ∈ Σ and K ′v = G′v if v ∈ Σ∞ rΣ. Put Kv = F×v ·K ′v, where we regard F×v ≃ R× as a subgroup of
Gv via the map z 7→ z14. Then Kv is a maximal connected compact modulo center subgroup of Gv.
Put
G∞ =
∏
v∈Σ∞
Gv, K∞ =
∏
v∈Σ∞
Kv,
G′∞ =
∏
v∈Σ∞
G′v, K
′
∞ =
∏
v∈Σ∞
K ′v.
Let g and g′ be the complexified Lie algebras of G∞ and G
′
∞, respectively. Let S = ResC/RGm and
G0 = ResF/QG. We define a homomorphism h : S→ G0,R by h(z) = (hv(z))v∈Σ∞ with
hv(z) =

(
z12
z¯12
)
if v ∈ Σ;
14 if v ∈ Σ∞ r Σ.
Let X be the G0(R)-conjugacy class of homomorphisms S → G0,R containing h. Then we have an
identification
X = G∞/K∞.
For any v ∈ Σ∞ and any even integer k ≥ 2, let (ρv,k, Vv,k) be the irreducible algebraic representation
of Gv such that
• ρv,k has trivial central character;
• ρ′v,k = ρv,k|G′v is the irreducible finite-dimensional representation of G′v with highest weight
λv =
(
k
2 − 1, k2 − 1,−k2 + 1,−k2 + 1
)
.
Let k = (kv)v∈Σ∞ be a tuple of even integers kv ≥ 2 and put
ρk =
⊗
v∈Σ∞
ρv,kv , Vk =
⊗
v∈Σ∞
Vv,kv .
For any open compact subgroup K of G(Af ) (where Af denotes the ring of finite ade`les of F ), let ShK
be the Shimura variety associated to (G0, X,K):
ShK = G(F )\X ×G(Af )/K.
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Then (ρk, Vk) gives rise to a local system Vk on ShK. We have the Hodge decomposition
Hi(ShK,Vk) =
⊕
p+q=i
Hp,q(ShK,Vk).
In §5.2, we have associated to V a quaternion F -algebra B and a 3-dimensional skew-hermitian
right B-space V˜ such that PGUE(V) ≃ PGUB(V˜ )0. By the above assumption on V, B is division
but Bv is split for all v ∈ Σ∞. Let W be the 1-dimensional hermitian left B-space as in §9.1. Then
GU(W ) ≃ B×. Let τ be an irreducible unitary automorphic representation of GU(W )(A)+ with
central character ξE such that:
• τv is the anti-holomorphic discrete series representation of GL2(R)+ of weight −kv − 1 if v ∈ Σ;
• τv is the holomorphic discrete series representation of GL2(R)+ of weight kv + 1 if v ∈ Σ∞ r Σ.
Let Π = θ(τ) be the global theta lift of τ to GU(V˜ )(A) relative to the standard additive character
ψ of A/F (i.e. the additive character ψ such that ψv(x) = e
2πix for v ∈ Σ∞). We assume that Π is
nonzero. Then:
• Π is irreducible by Lemma 9.3;
• Π has trivial central character by Proposition A.1.
Hence we may regard Π as an irreducible unitary automorphic representation of G(A) with trivial
central character. Let S be a finite set of places of F including all archimedean places such that:
• Gv is unramified over Fv;
• Kv is a hyperspecial maximal compact subgroup of Gv;
• Πv has a nonzero Kv-fixed vector.
Let H S = H (G(AS),KS) be the Hecke algebra of compactly supported KS-biinvariant functions on
G(AS), where AS =
∏′
v/∈SFv andKS =
∏
v/∈S Kv. Then H S acts onHi(ShK,Vk). Put ΠS =
⊗′
v/∈S Πv
and
Hi(ShK,Vk)[Π
S ] = {x ∈ Hi(ShK,Vk) |Tx = χ(T )x for all T ∈ H S},
where χ is the character of H S associated to ΠS . We define Hp,q(ShK,Vk)[Π
S ] similarly.
Proposition 11.3. We have
H2d(ShK,Vk)[Π
S ] = Hd,d(ShK,Vk)[Π
S ],
where d = |Σ|.
Proof. By Matsushima’s formula [9, VII.5.2], we have
H2d(ShK,Vk) ≃
⊕
π
m(π)H2d(g,K∞;π∞ ⊗ ρk)⊗ πKf ,
where π = π∞⊗πf runs over equivalence classes of irreducible admissible representations of (g,K∞)×
G(Af ), m(π) is the multiplicity of π in the space of automorphic forms on G(A), and π
K
f is the space of
K-fixed vectors in πf . Since this isomorphism is compatible with the Hodge decompositions, it suffices
to prove the following: if m(π) > 0 and πv ≃ Πv for almost all v, then
H2d(g,K∞;π∞ ⊗ ρk) = Hd,d(g,K∞;π∞ ⊗ ρk).
Under this assumption, πv has trivial central character for almost all v, and hence so is π since it
is automorphic. Since π∞ and ρk have trivial central character, we have
H2d(g,K∞;π∞ ⊗ ρk) = H2d(g′,K ′∞;π′∞ ⊗ ρ′k),
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Hd,d(g,K∞;π∞ ⊗ ρk) = Hd,d(g′,K ′∞;π′∞ ⊗ ρ′k),
where π′∞ = π∞|(g′,K′∞) and ρ′k = ρk|G′∞ . Note that π′∞ and ρ′k remain irreducible.
Fix a realization V of π in the space of automorphic forms on G(A). Let V |G′(A) be the restriction
of V to G′(A) as functions, so that V |G′(A) is a nonzero subspace of the space of automorphic forms
on G′(A). Fix an irreducible component π′ of V |G′(A). Since the natural surjective map V → V |G′(A)
is (g′,K ′∞)×G′(Af )-equivariant, π′v is an irreducible component of πv|G′v (resp. π′v = πv|(g′v ,K′v)) if v
is finite (resp. if v is real).
We now compute the A-parameter ψ of π′. Choose an irreducible unitary cuspidal automorphic
representation τ˜ of GL2(A) so that τ is an irreducible component of τ˜
B |B×(A)+ , where τ˜B is the
Jacquet–Langlands transfer of τ˜ to B×(A). Let τE be the base change of τ˜ to GL2(AE). Note
that τE does not depend on the choice of τ˜ . For almost all v, τ˜v is a principal series representation
Ind(χv ⊗ χ−1v ξEv ) of GL2(Fv) for some unramified character χv of F×v . Hence
τE,v = Ind(ηv ⊗ η−1v )
for almost all v, where ηv = χv ◦NEv/Fv . On the other hand, by Lemmas 6.1 and 9.4, πv is the unique
irreducible unramified subquotient of
IndGvBv (ηv| · |
1
2
Ev
⊗ ηv| · |−
1
2
Ev
⊗ χ−2v )
for almost all v, where Bv is the standard Borel subgroup of Gv containing the maximal torus Tv ≃
(E×v )
2 × F×v as in §9.4. Hence π′v is the unique irreducible unramified subquotient of
Ind
G′v
B′v
(ηv| · |
1
2
Ev
⊗ ηv| · |−
1
2
Ev
)
for almost all v, where B′v = Bv ∩ G′v is the standard Borel subgroup of G′v containing the maximal
torus Tv ∩G′v ≃ (E×v )2. Namely, we have
ψ = τE ⊠ Sym
1.
Thus, by the classification of automorphic representations of G′(A), π′v is an irreducible summand
of some representation in the local A-packet Πψv for all v. In particular, if v ∈ Σ, then π′v is one of
the representations Aqi(w
−1
i λv) as in §11.4, and hence we have
Hi(g′v,K
′
v;π
′
v ⊗ ρ′v,kv ) = 0
for i < 2 and
H2(g′v,K
′
v;π
′
v ⊗ ρ′v,kv ) = H1,1(g′v,K ′v;π′v ⊗ ρ′v,kv )
by Proposition 11.2. From this, we deduce that
H2d(g′,K ′∞;π
′
∞ ⊗ ρ′k) =
⊗
v∈Σ
H2(g′v,K
′
v;π
′
v ⊗ ρ′v,kv )
⊗
v∈Σ∞rΣ
H0(g′v,K
′
v;π
′
v ⊗ ρ′v,kv )
=
⊗
v∈Σ
H1,1(g′v,K
′
v;π
′
v ⊗ ρ′v,kv )
⊗
v∈Σ∞rΣ
H0(g′v,K
′
v;π
′
v ⊗ ρ′v,kv )
= Hd,d(g′,K ′∞;π
′
∞ ⊗ ρ′k).
This completes the proof. 
Proposition 11.4. The Hodge structure H2d(ShK,Vk)[Π
S ] is purely of type (d, d).
Proof. From the proof of Prop. 11.3, we need to compute the Hodge structure on
Hd,d(g′,K ′∞;π
′
∞ ⊗ ρ′k) ≃
⊗
v∈Σ
H1,1(g′v,K
′
v;π
′
v ⊗ ρ′v,kv )
⊗
v∈Σ∞rΣ
H0(g′v,K
′
v;π
′
v ⊗ ρ′v,kv ).
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The term H0(g′v,K
′
v;π
′
v⊗ρ′v,kv) (for v ∈ Σ∞rΣ) is clearly of type (0, 0), so we are reduced to showing
that H1,1(g′v,K
′
v;π
′
v ⊗ ρ′v,kv ) (for v ∈ Σ) is of type (1, 1). The Hodge type can be computed using [67],
keeping in mind that loc. cit. gives the Hodge numbers in the standard normalization; they need to
be twisted appropriately to get the Hodge type in the automorphic (unitary) normalization that we
are using. For ease of comparison with [67], we temporarily change notation to match that reference.
(See also [14], [23].)
Let W ∼= S4 and Wc ∼= S2 × S2 be the Weyl groups of g = gl(4,C) and k = gl(2,C) ⊕ gl(2,C),
respectively. Let W 1 be the set of representatives for Wc\W given by
{w ∈W |w−1(∆+c ) ⊂ ∆+},
where ∆+c and ∆
+ are the sets of positive roots in k and g, respectively. Put
W 1(p) = {w ∈ W 1 | ℓ(w) = p},
where ℓ(w) is the length of w. Then we can enumerate the elements in W 1 as follows:
p 0 1 2 2 3 4
w−1 1 (23) (243) (123) (1243) (13)(24)
Fix v ∈ Σ for the rest of the proof. Recall that kv is a positive even integer and put
Λ = 12 (kv − 2, kv − 2,−kv + 2,−kv + 2).
Let ρ be half the sum of positive roots in g:
ρ = 12 (3, 1,−1,−3).
Let Z = {tα := (α, α−1) ∈ U(1)× U(1)} ⊂ U(2)× U(2). As in [67], §1 and §4, let µ and λ denote
the highest characters of Z appearing in the adjoint representation of U(2, 2) and in the representation
ρ′v,kv . Then µ is just the action on p
+ and is explicitly given by
µ(tα) = α
2.
As for λ, it agrees with the action of Z on the irreducible representation of U(2)× U(2) with highest
weight Λ; since this representation is just det
kv
2
−1
⊠ det−
kv
2
+1, we see that
λ(tα) = (α
2)
kv
2
−1(α−2)−
kv
2
+1 = α2kv−4.
Since ρ′v,kv is self-dual, the lowest character of Z appearing in ρ
′
v,kv
is simply λ−1; thus m = 2kv − 4,
where m is defined as in loc. cit. equation (4.8). Here m is the total weight of the Hodge structure on
the fiber of the local system. (To convert to our normalization where the total weight on the fiber is
zero, we must therefore twist the Hodge numbers below by (2 − kv, 2− kv).)
For completeneess, we consider not just H1,1 but all the non-zero Hp,q(g′v,K
′
v;π
′
v⊗ρ′v,kv ), where π′v
is chosen such that Hp,q 6= 0. This space is then the sum of components of multi-degree (p, q); (r, s)
where (r, s) with r+ s = m is the bidegree coming from the Hodge structure on the fiber. By [67], §5,
the (p, q); (k − p,m+ p− k) component can only be non-zero if the action τZ of Z on the irreducible
representation τ of U(2)×U(2) with highest weight w(Λ+ ρ)− ρ is λ− kµ for some w ∈W 1(p). Thus
we just need to run through the different choices of (p, q) and w ∈ W 1(p).
• If (p, q) = (0, 4) and w−1 = 1, then
w(Λ + ρ) = 12 (kv + 1, kv − 1,−kv + 1,−kv − 1),
w(Λ + ρ)− ρ = 12 (kv − 2, kv − 2,−kv + 2,−kv + 2),
so that
τ = (Sym0 ⊗ det kv2 −1)⊠ (Sym0 ⊗ det− kv2 +1),
73
τZ : tα 7→ (α2)
kv
2
−1(α−2)−
kv
2
+1 = α2kv−4.
Then k = 0, so the Hodge type is
(0, 4) + (0, 2kv − 4) = (0, 2kv).
• If (p, q) = (1, 1) and w−1 = (23), then
w(Λ + ρ) = 12 (kv + 1,−kv + 1, kv − 1,−kv − 1),
w(Λ + ρ)− ρ = 12 (kv − 2,−kv, kv,−kv + 2),
so that
τ = (Symkv−1 ⊗ det− kv2 )⊠ (Symkv−1 ⊗ det− kv2 +1),
τZ : tα 7→ αkv−1(α2)−
kv
2 (α−1)kv−1(α−2)−
kv
2
+1 = α−2.
Then k = kv − 1, so the Hodge type is
(1, 1) + (kv − 1− 1, 2kv − 4 + 1− (kv − 1) = (kv − 1, kv − 1).
• If (p, q) = (2, 2) and w−1 = (243), then
w(Λ + ρ) = 12 (kv + 1,−kv − 1, kv − 1,−kv + 1),
w(Λ + ρ)− ρ = 12 (kv − 2,−kv − 2, kv,−kv + 4),
so that
τ = (Symkv ⊗ det− kv2 −1)⊠ (Symkv−2 ⊗ det− kv2 +2),
τZ : tα 7→ αkv (α2)−
kv
2
−1(α−1)kv−2(α−2)−
kv
2
+2 = α−4.
Then k = kv, so the Hodge type is
(2, 2) + (kv − 2, 2kv − 4 + 2− kv) = (kv, kv).
• If (p, q) = (2, 2) and w−1 = (123), then
w(Λ + ρ) = 12 (kv − 1,−kv + 1, kv + 1,−kv − 1),
w(Λ + ρ)− ρ = 12 (kv − 4,−kv, kv + 2,−kv + 2),
so that
τ = (Symkv−2 ⊗ det− kv2 )⊠ (Symkv ⊗ det− kv2 +1),
τZ : tα 7→ αkv−2(α2)−
kv
2 (α−1)kv (α−2)−
kv
2
+1 = α−4.
Then k = kv, so the Hodge type is
(2, 2) + (kv − 2, 2kv − 4 + 2− kv) = (kv, kv).
• If (p, q) = (3, 3) and w−1 = (1243), then
w(Λ + ρ) = 12 (kv − 1,−kv − 1, kv + 1,−kv + 1),
w(Λ + ρ)− ρ = 12 (kv − 4,−kv − 2, kv + 2,−kv + 4),
so that
τ = (Symkv−1 ⊗ det− kv2 −1)⊠ (Symkv−1 ⊗ det− kv2 +2),
τZ : tα 7→ αkv−1(α2)−
kv
2
−1(α−1)kv−1(α−2)−
kv
2
+2 = α−6.
Then k = kv + 1, so the Hodge type is
(3, 3) + (kv + 1− 3, 2kv − 4 + 3− (kv + 1)) = (kv + 1, kv + 1).
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• If (p, q) = (4, 0) and w−1 = (13)(24), then
w(Λ + ρ) = 12 (−kv + 1,−kv − 1, kv + 1, kv − 1),
w(Λ + ρ)− ρ = 12 (−kv − 2,−kv − 2, kv + 2, kv + 2),
so that
τ = (Sym0 ⊗ det− kv2 −1)⊠ (Sym0 ⊗ det kv2 +1),
τZ : tα 7→ (α2)−
kv
2
−1(α−2)
kv
2
+1 = α−2kv−4.
Then k = 2kv, so the Hodge type is
(4, 0) + (2kv − 4, 2kv − 4 + 4− 2kv) = (2kv, 0).
The relevant case for us is the case (p, q) = (1, 1) in which case the overall Hodge type (kv−1, kv−1);
twisting it by (2−kv, 2−kv), we see that H1,1(g′v,K ′v;π′v⊗ρ′v,kv ) has Hodge type (1, 1) as expected. 
Finally, we note that by §4.4, we may regard Π as an automorphic representation of any of the
groups G˜(AF ), G(AF ), GB(AF ), G˜B(AF ). Let S and K be as in §4.4 as well. Then we get
Corollary 11.5. The Hodge structure on H2d(Sh
G˜B,K
,Vk)[Π
S ] is purely of type (d, d).
11.6. Galois representation. Finally we state the main result we need on Galois representations,
that is motivated by the discussion of §11.2.
Proposition 11.6. The action of Gal(Q/FΣ) on
H2d(Sh
G˜,K,Vk,ℓ)[Π
S ](d)
is trivial.
The proposition above encodes the expected relation between the automorphic form Π and the
cohomology of the Shimura variety Sh
G˜,K, and is consistent with Cor. 11.5. As mentioned in the
introduction (Remark 1, (ii)(b)), the proof of this will appear elsewhere. See also §1.3.2 for a possible
way to bypass the proposition above.
12. Hodge-Tate classes and the proof of the main theorem
12.1. Hodge-Tate classes. We make the following definition. Recall that the category MLk that is
used below was defined in §2.1.
Definition 12.1. Let (V, Vℓ, iℓ) denote a (pure) object in MLk . A class c ∈ V is said to be a Hodge-
Tate class (HT in brief) if c is a Hodge class in V and iℓ(c) is a Tate class in Vℓ for all ℓ. Thus c is
required to lie in V 0,0 and iℓ(c) is required to be Gk-invariant for all ℓ.
We let HT (V ) denote the L-subspace of HT-classes in V and HT (V )C its C-span. (This notation
is slightly ambiguous since it does not keep track of the isomorphisms iℓ; this will typically not cause a
problem since the maps iℓ will be understood from the context.) Clearly, any morphism from (V, Vℓ, iℓ)
to (V ′, V ′ℓ , i
′
ℓ) induces maps HT (V )→ HT (V ′) and HT (V )C → HT (V ′)C.
If L ⊂ L′ ⊂ C, the natural functor MLk →ML
′
k carries HT (V ) into HT (VL′), where we write VL′
for V ⊗L L′.
12.2. The construction of a cohomology class. While some aspects of the construction have
been described previously at various points in the paper, we now collect in a single place the entire
construction, which also makes clear the dependence on various auxiliary choices.
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12.2.1. Spaces and groups. Choose a CM quadratic extension E/F that embeds in both B1 and B2.
(Later we will be more careful about the choice of E.) Fix embeddings E →֒ B1 and E →֒ B2. Let
V1 = B1 and V2 = B2, viewed as hermitian E-spaces with the canonical hermitian form, as in [28],
§2.2, and let V = V1 ⊕V2 be their direct sum, viewed as a four-dimensional hermitian E-space. To
the space V, we can associate the skew-hermitian B-space V˜ as in §5.2. Further, as in §5.3.1, the
decomposition V = V1 ⊕V2 of E-hermitian spaces induces a decomposition V˜ = V ⊕ V0 as the sum
of skew-hermitian B-spaces of dimensions two and one respectively. We then get a collection of groups
and maps between them as described in Sec. 4, and the reader is referred especially to the diagrams
of groups in that section, which will be used often in the construction below.
12.2.2. Shimura data. Fix isomorphisms
Bi ⊗F,σv R ≃M2(R), for v ∈ Σ; Bi ⊗F,σv R ≃ H, for v ∈ Σ∞ r Σ.
For concreteness, we can fix isomorphisms as follows:
i 7→
[
0 1
σv(u) 0
]
, ji 7→
[√
σv(Ji) 0
0 −
√
σv(Ji)
]
, v ∈ Σ∞,
where for v ∈ Σ∞ r Σ, the notation
√
σv(Ji) stands for
√
|σv(Ji)|i. We will use these isomorphisms
to identify
GBi(R) ≃
∏
v∈Σ
GL2(R)×
∏
v∈Σ∞rΣ
H×.
Define Shimura data associated to B1 and B2 as in §3. Namely, take the GBi(R)-conjugacy class of
the homomorphisms
hi : S→ GBi(R), (hi(z))v = ι(z) for v ∈ Σ; (hi(z))v = 1, for v ∈ Σ∞ r Σ,
where ι : C× → GL2(R) is defined as in (3.1). Note that for v ∈ Σ, hi,v is (Bi ⊗F,σv R)×-conjugate
to the embedding ι′v : C
× ≃ (E ⊗F,σv R)× ⊂ (B ⊗F,σv R)×, where the first of these isomorphisms is
induced from the map E ⊗F,σv R ≃ C sending i 7→
√
|σv(u)|i. We denote this latter isomorphism by
σv as well.
Let XB1 and XB2 denote the associated Shimura varieties. The Shimura data for the other groups
are defined as follows. For (B×i × E×)/F× ≃ GUE(Vi) with (β, α) 7→ (x 7→ βxα−1),
(hi(z))v = (ι(z), 1) for v ∈ Σ; (hi(z))v = 1, for v ∈ Σ∞ r Σ.
In the basis (1Bi , ji) of Vi, the map (B
×
i × E×)/F× → GUE(Vi) is given by
(α+ βji, δ) 7→ δ−1
[
α Jiβ
β¯ α¯
]
∈ GL2(E), α, β, δ ∈ E.
In the basis (wi1,wi2) = (1Bi ,
1√
|σv(Ji)|
ji) of Vi,v := Vi⊗E,σv C, the hermitian form is diagonal, given
by the matrix
[
1
±1
]
with the sign being −1 (resp. +1) if v ∈ Σ (resp. v in Σ∞ r Σ).
Let v ∈ Σ. The map (B×i × E×)/F× → GUE(Vi)(R)v is given by
(α + βji, δ) 7→ σv(δ)−1
[
σv(α)
√
σv(Ji)σv(β)√
σv(Ji)σv(β¯) σv(α¯)
]
∈ GU(1, 1), α, β, δ ∈ E.
In particular, the map hi,v : C
× → GU(1, 1) is GU(1, 1)-conjugate to the map z 7→
[
z 0
0 z¯
]
.
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For G˜ = G(U(V1)× U(V2)), let h be defined by h(z) = (h1(z), h2(z)). For G˜ = GUE(V), let h be
defined by composing the map h for G˜ with the inclusion i : G˜ →֒ G˜. In the basis
(w11,w21,w12,w22) = (1B1 , 1B2 ,
1√
σv(J1)
j1,
1√
σv(J2)
j2)
of Vv = V⊗E,σv C, the hermitian form is diag(1, 1,±1,±1) with the sign being −1 (resp. +1) if v ∈ Σ
(resp. v in Σ∞ r Σ). For v ∈ Σ, hv is G˜(R)v-conjugate to the map
z 7→
[
z12
z¯12
]
,
while for v ∈ Σ∞ r Σ, hv is trivial.
For G˜B = G(UB(V )×UB(V0)) = G((B×1 ×B×2 )/F× × E×), we take
h(z)v = ((ι(z), ι(z)), zz¯).
for v ∈ Σ and h(z)v = 1 otherwise. For G˜B, we take h to be the map obtained by composing h
for G˜B with the inclusion G˜B →֒ G˜B . Thus for v ∈ Σ, the action of h(z)v on V˜v = Vv ⊕ V0,v =
(V1,v ⊗C V2,v)⊕ (∧2CV1,v ⊕ ∧2CV2,v) is given by ι(z) ⊗ ι(z) ⊕ zz¯. To compute the G˜B(R)v-conjugacy
class, we may replace ι(z) by ι′v(z). The action of ι
′
v(z) on Vi,v is diagonalizable, given by
[
z
z¯
]
in
the basis (wi1,wi2), i.e.,
ι′v(z)wi1 = wi1z, ι
′
v(z)wi2 = wi2z¯.
Now (w11 ⊗ w21,w12 ⊗ w21,w11 ∧ w12) is a B ⊗F,σv R-basis of V˜v and in this basis, the action of
h(z)v is diagonal, given by diag(z
2, zz¯, zz¯). From this description, it is clear that under the canonical
isomorphism
G˜/E× = G ≃ GB = G˜B/F×,
the chosen Shimura data are identified.
12.2.3. Local systems. We consider a local system Vρ on ShG˜B associated with a finite dimensional
representation ρ of G˜B. To construct this local system, we first fix isomorphisms B ⊗F Fv ≃ M2(R)
for all infinite places v of F . Then to each infinite place v, as in §6 (and [28], Appendix C), we can
associate orthogonal spaces V˜ †v = V
†
v ⊕ V †0,v such that
GUBv(V˜v)
0 ≃ GSO(V˜ †v ), GUBv (Vv)0 ≃ GSO(V †v ), GUBv (V0,v)0 ≃ GSO(V †0,v).
Recall that
G˜B(R) ≃
∏
v∈Σ
GSO(4, 2)×
∏
v∈Σ∞rΣ
GSO(0, 6),
where for p+ q even,
GSO(p, q) = {g ∈ GLp+q(R) | tgIp,qg = ν(g) · Ip,q, det g = ν(g)
p+q
2 }
with
Ip,q =
(
1p
−1q
)
.
The local system is then associated to the algebraic representation V˜ρ,C := ⊗vHkv−2(V˜ †v ) of G˜B(R),
where for ℓ even, we have
Hℓ := ker(Symℓ → Symℓ−2)⊗ ν(·)−ℓ/2.
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Note that by §8.2 (for ℓ = k − 2) the restriction of this representation to SO(4, 2) is irreducible with
highest weight (k − 2, 0, 0). Via the isomorphism given by Cor. 6.3, this corresponds (for ℓ = k − 2)
to the irreducible representation of U(2, 2) of highest weight(
k
2 − 1, k2 − 1,−k2 + 1,−k2 + 1
)
.
A similar statement holds for the places v ∈ Σ∞ r Σ, and for the pair (SO(0, 6),U(4, 0)). Thus the
local system V˜ρ,C is isomorphic to the local system Vk,C considered in §11.5.
Proposition 12.2. The C-vector space V˜ρ,C contains a Q(k)-subspace V˜ρ that is stable by the action
of G˜B(Q) and such that V˜ρ ⊗Q(k) C = V˜ρ,C. Moreover, such a subspace is unique up to homothety.
Proof. Fix an infinite place v of F . Then the representation Hkv−2(V˜ †v ) is defined over σv(F ) by [60],
The´ore`me 3.3, since the highest weight is both invariant by Gal(Q/σv(F )) and lies in the root lattice.
Taking the tensor induction over all places v ∈ Σ∞ yields a Q(k)-structure on V˜ρ,C. The uniqueness
up to homethety follows from the irreducibility of V˜ρ,C. 
12.2.4. Auxiliary modular form. Let τ˜ be an irreducible automorphic representation of B×(A) cor-
responding to a holomorphic Hilbert modular form of weights (k + 1, r) (with some odd integer r)
and central character ξE . Let B
×(A)+ denote the subgroup of B×(A) consisting of elements with
positive reduced norm at every infinite place. The restriction of τ˜ to B×(A)+ splits up as a sum of
2[F :Q] representations, characterized by the local component at the [F : Q] infinite places being either
holomorphic or antiholomorphic discrete series. We let τ be the irreducible summand whose local
component is antiholomorphic for v ∈ Σ and holomorphic for v 6∈ Σ, twisted by a (half-integer power
of) the norm character to make it unitary.
12.2.5. Theta lift to G˜B. Let θϕ˜(φ) denote the element in A (G˜B) ⊗ ∧2dp˜∗ ⊗ V˜ρ,C constructed in Sec.
10.4, with an element φ in the space τ and a Schwartz form ϕ˜. (Note that in that section, the group
G˜B is simply denoted G˜. Then θϕ˜(φ) corresponds to a class
ξτ ∈ H2d(ShG˜B , V˜ρ,C)
via the isomorphism
H2d(Sh
G˜B
, V˜ρ,C) ≃ H2d(g,K;A (G˜B)⊗ V˜ρ,C).
12.2.6. Pull-back to G˜B . Pull back ξτ to a class i∗ξτ in H2d(ShG˜B , V˜ρ,C). Decompose V˜ρ,C into a
sum of irreducibles (as a representation of G˜B(R)) and project to the irreducible component Vρ,C :=
⊗vHkv−2(Vv), as in (8.2). Thus i∗ξτ can be viewed as an element of H2d(ShG˜B ,Vρ,C). Note that
the Q(k)-rational structure on V˜ρ,C can be chosen such that the projection map carries it into the
Q(k)-rational structure on Vρ,C.
12.2.7. Auxiliary character. For η a finite order Hecke character of T1(A) (see §4.3), we take the class
cη ∈ H0(ShG˜B ,Q(η)) and cup it with i∗ξτ , to get
ξ˜τ,η := i
∗ξτ ∪ cη ∈ H2d(ShG˜B ,Vρ,C).
12.2.8. Push-forward to ShG and K-invariant projection. Push forward the class ξ˜τ,η to ShG. Pick an
open compact K of Z(Af )\G(Af ) and take the K-invariant projection ξ˜τ,η,K.
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12.2.9. Pull-back to ShB1×ShB2 . Take an open compact subgroup K1×K2 ⊂ B1(Af )×B2(Af ) whose
image under the natural map to Z(Af )\G(Af ) is contained in K. Then pull back to ShB1,K1×ShB2,K2
to get the class
ξτ,η := j
∗p1,∗ξ˜τ,η,K ∈ H2d(ShB1,K1 × ShB2,K2 ,Vρ,C)
12.2.10. Project to [π1, π2]-component. On ShB1 × ShB2 , we have
Vρ ≃ Vk ⊠ Vk.
Thus
H2d(XB1,K1 ×XB2,K2 ,Vρ,C) =
⊕
π˜1,π˜2
H2dK1,K2 [π˜1, π˜2]
where
H2dK1,K2 [π˜1, π˜2] = (π˜K11,f ⊗ π˜K22,f )⊗H2d(XB1,K1 ×XB2,K2 ,Vk,C ⊠ Vk,C)π˜1⊠π˜2
and π˜1, π˜2 range over automorphic representations of B
×
1 (A) and B
×
2 (A) such that π˜1⊠ π˜2 contributes
to the cohomology of the local system Vρ,C. Then
ǫπ(ξτ,η) ∈ H2dK1,K2[π1, π2]
is defined to be the projection to the [π1, π2]-component. Note that
H2d(XB1,K1 ×XB2,K2 ,Vk,C ⊠ Vk,C)π1⊠π2 = Hd(XB1,K1 ,Vk,C)π1 ⊗Hd(XB1,K1 ,Vk,C)π2 .
12.2.11. Contraction with v1⊗v2. Though we are assuming that π∨ ≃ π, below we distinguish between
them for purposes of clarity. Pick non-zero elements v1 ∈ (π∨1 )f,K1 , v2 ∈ (π∨2 )f,K2 such that v1 ⊗ v2 is
K-invariant. Then contracting v1 ⊗ v2 with ǫπ(ξη) gives an element
ξ := 〈ǫπ(ξτ,η), v1 ⊗ v2〉 ∈ Hd(ShB1 ,Vk,C)π1 ⊗Hd(ShB2 ,Vk,C)π2 .
12.3. The construction of a Hodge-Tate class. Note that ξ induces a map (for the moment of
C-vector spaces!)
Iξ : H
d(ShB1 ,Vk,C)π∨1 ≃ Hd(ShB1 ,Vk,C)∨π1
·ξ−→ Hd(ShB2 ,Vk,C)π2 .
Note also that ξ depends on the choices of the following data:
Υ := (E, τ˜ , φ, ϕ˜, η,K,K1,K2, v1, v2).
Proposition 12.3. There exists a choice of data Υ such that Iξ is an isomorphism of C-vector spaces:
Hd(ShB1 ,Vk,C)π∨1 ≃ Hd(ShB2 ,Vk,C)π2 .
Proof. By Matsushima, there are canonical isomorphisms:
Hd(g1,K1;π
∨
B1,∞ ⊗ ρk) ≃ Hd(ShB1 ,Vk)π∨1
Hd(g2,K2;πB2,∞ ⊗ ρk) ≃ Hd(ShB2 ,Vk)π2
and so we just need to check that the data Υ can be picked so that the induced map
Iξ : H
d(g1,K1;π
∨
B1,∞ ⊗ ρk)∨ → Hd(g2,K2;πB2,∞ ⊗ ρk)
is an isomorphism. But this is exactly the content of Prop. 10.1. The only point to note is that one
can in fact pick a CM extension E/F satisfying the conditions (i) through (iii) in the statement of
the proposition. But (ii) and (iii) hold for all but a finite number of finite places, so it is obvious that
there exists E satisfying the needed conditions. 
Theorem 12.4. There exists a class ξ0 ∈ VB1,π ⊗ VB2,π(d) such that
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(i) ξ0 ∈ HT (VB1,π ⊗ VB2,π(d))
(ii) The induced map
VB1,π ≃ V ∨B1,π(−d)
·ξ0−−→ VB2,π
is an isomorphism of L-Hodge structures.
(iii) The induced map
VB1,π ⊗Qℓ ≃ (VB1,π ⊗Qℓ)∨(−d)
·ξ0−−→ VB2,π ⊗Qℓ
is an isomorphism of GFΣ -modules.
Proof. The construction outlined in 12.2.1 to 12.2.11 above gives a map (for any open compact sub-
group K˜ of G˜B(Af ))
Res : H2d(Sh
G˜B ,K˜
, V˜ρ)(d)→ VB1,π ⊗ VB2,π(d) ≃ Hom(VB1,π, VB2,π)
such that ResC sends
ξτ (d) 7→ ξ(d) 7→ Iξ(d).
Let I be the kernel of the unramified part of the Hecke algebra (at level K˜) acting on ΠK˜ so that
H2d(Sh
G˜B ,K˜
, V˜ρ,C)[I](d) =
⊕
σ
H2d(Sh
G˜B ,K˜
, V˜ρ,C)[Π
σ](d),
where σ ranges over a set of automorphisms of C/Q such that the Πσ are the distinct conjugates of
Π. Since V˜ρ is defined over Q(k), we may consider the Q(k)-Hodge structure
H2d(Sh
G˜B ,K˜
, V˜ρ)[I](d) ⊂ H2d(ShG˜B ,K˜, V˜ρ,C)[I](d).
Now ξτ ∈ H2d(ShG˜B ,K˜, V˜ρ,C)[I] and ResC(ξτ (d)) is an isomorphism, hence there exists an element
Ξτ ∈ H2d(ShG˜B ,K˜, V˜ρ)[I] such that Res(Ξτ (d)) is an isomorphism. Indeed, if we pick a Q(k)-basis
(x1, . . . , xr) for H
2d(Sh
G˜B ,K˜
, V˜ρ)[I], then this is also a C-basis for H
2d(Sh
G˜B ,K˜
, V˜ρ,C)[I]. Expanding
ξτ in this basis:
ξτ = a1x1 + · · ·+ arxr
we see that the (a1, . . . , ar) ∈ Cr satisfies det(I∑
i aixi
(d)) 6= 0. Since this is a polynomial function
in the ai, it follows that there exist bi ∈ Q(k) with det(I∑
i bixi
(d)) 6= 0. Taking Ξτ =
∑
i bixi, we
see that Res(Ξτ (d)) is an isomorphism. By a similar argument using a determinant, we can replace
the class cη in the original construction by some Q-linear combination c of the fundamental classes of
the components of ShG˜B . (We note that since the action of Gal(Q/FΣ) on the components of ShG˜B
is trivial, the class c is Gal(Q/FΣ)-invariant.) The class Res(Ξτ (d)) then has coefficients in L. (The
only step where the coefficients might be enlarged is the projection to the π1⊠π2-component, and the
coefficient field L of π contains Q(k).) By Cor. 11.5, the class Ξτ (d) is a Q(k)-rational Hodge class,
hence ξ0 := Res(Ξτ (d)) is an L-rational Hodge class. By Prop. 11.6, the action of Gal(Q/FΣ) on Ξτ (d)
is trivial and so the same is true for ξ0. 
80 ATSUSHI ICHINO AND KARTIK PRASANNA
Appendix A. Splittings
A.1. Setup. Let F be a number field and B a quaternion division algebra over F . Let E be a quadratic
extension of F which embeds into B. Let ∗ be the main involution on B and ρ the nontrivial Galois
automorphism of E over F . We write E = F + F i and B = E + Ej for some trace zero elements
i ∈ E× and j ∈ B×. Let pr : B → E be the associated projection. Put u = i2 ∈ F× and J = j2 ∈ F×.
Fix a nontrivial additive character ψ of A/F and a character χ of A×E/E
× such that χ|A× = ξE , where
ξE is the quadratic character of A
×/F× associated to E/F by class field theory.
We consider anm-dimensional right B-space V equipped with a skew-hermitian form 〈·, ·〉 : V ×V →
B given by
(A.1) 〈e1x1 + · · ·+ emxm, e1y1 + · · ·+ emym〉 = x∗1 · κ1i · y1 + · · ·+ x∗m · κmi · ym
for some basis e1, . . . , em of V and some κ1, . . . , κm ∈ F×. We denote by GU(V ) the unitary similitude
group of V and by ν : GU(V )→ F× the similitude character:
GU(V ) = {g ∈ GL(V ) | 〈gv, gv′〉 = ν(g) · 〈v, v′〉 for all v, v′ ∈ V },
where GL(V ) acts on V on the left. We have a natural embedding
E× →֒ GU(V ),
where we may regard α ∈ E× as an element in GU(V ) given by ei 7→ eiα for all i.
Let W = B be a left B-space equipped with a hermitian form 〈·, ·〉 : W ×W → B given by
〈x, y〉 = x · y∗.
We denote by GU(W ) the unitary similitude group of W and by ν : GU(W ) → F× the similitude
character:
GU(W ) = {h ∈ GL(W ) | 〈wh,w′h〉 = ν(h) · 〈w,w′〉 for all w,w′ ∈ W},
where GL(W ) acts on W on the right. Then we have GU(W ) ∼= B×.
Let V = V ⊗B W be a 4m-dimensional F -space equipped with a symplectic form
〈·, ·〉 := 1
2
trB/F (〈·, ·〉 ⊗ 〈·, ·〉∗) .
Then we have a natural homomorphism
(A.2) G(U(V )×U(W )) −→ Sp(V),
where
G(U(V )×U(W )) = {(g, h) ∈ GU(V )×GU(W ) | ν(g) = ν(h)}
and GL(V )×GL(W ) acts on V on the right:
(v ⊗ w) · (g, h) := g−1v ⊗ wh.
Let G be a subgroup of G(U(V )×U(W )) defined by
G = {(g, h) ∈ GU(V )0 ×GU(W ) | ν(g) = ν(h) ∈ NE/F (E×)}.
We take a complete polarization V = X⊕ Y defined by
X = F · e1 ⊗ 1 + · · ·+ F · em ⊗ 1 + F · e1 ⊗ j+ · · ·+ F · em ⊗ j,
Y = F · e1 ⊗ i+ · · ·+ F · em ⊗ i+ F · e1 ⊗ ij+ · · ·+ F · em ⊗ ij.
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A.2. Splitting over G. For each place v of F , let Mp(Vv) be the metaplectic group over Fv:
1 −→ C1 −→ Mp(Vv) −→ Sp(Vv) −→ 1.
Then Mp(Vv) can be realized by a 2-cocycle zYv relative to Yv and ψv (see e.g. [52], [28, §3.2.2]). For
almost all v, there exists a map sYv : Kv → C1, where Kv is the standard maximal compact subgroup
of Sp(Vv), such that
zYv(k1, k2) =
sYv(k1k2)
sYv (k1)sYv (k2)
for k1, k2 ∈ Kv (see e.g. [28, §3.2.3]).
Proposition A.1. For all v, there exists a map sv : Gv → C1 satisfying the following conditions:
(i) For g1,g2 ∈ Gv, we have
zYv(g1,g2) =
sv(g1g2)
sv(g1)s(g2)
.
Here, by abuse of notation, we write gi on the left-hand side for the image of gi in Sp(Vv) under
(A.2).
(ii) For z = (z, z) with z ∈ F×v and g ∈ Gv, we have
sv(zg) = ξEv (z)
m · sv(g).
(iii) For almost all v, we have
sv|Gv∩Kv = sYv |Gv∩Kv .
(iv) For γ ∈ G(F ), we have ∏
v
sv(γ) = 1.
As in [28, §3.3], Proposition A.1 enable us to define a Weil representation ωψ of G(A) on the Schwartz
space S(X(A)). Moreover, for any ϕ ∈ S(X(A)), the associated theta function
Θϕ(g) :=
∑
x∈X
ωψ(g)ϕ(x)
on G(A) is left G(F )-invariant.
Remark A.2. Suppose that V is the 3-dimensional skew-hermitian right B-space as in §5.2. Then
V satisfies the condition (A.1) and we may apply the above construction. Note that ν(GU(Vv)
0) =
NEv/Fv (E
×
v ) for all v, so that
G(A) = G(U(V )×U(W ))0(A).
The proof of Proposition A.1 will be given in §A.3–§A.6 below. From now on, we fix a place v of F
and suppress the subscript v from the notation.
A.3. The doubling method for U(V ). We consider the doubled space V  = V ⊕ V equipped with
a skew-hermitian form
〈(v1, v2), (v′1, v′2)〉 := 〈v1, v′1〉 − 〈v2, v′2〉.
Then we have a natural embedding
ι : G(U(V )×U(V )) −→ GU(V ).
If V = V⊕ V is the doubled space equipped with a symplectic form defined similarly as above, then
we have a natural embedding
ι : Sp(V)× Sp(V) −→ Sp(V)
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and an identification
V = V  ⊗B W.
We take a complete polarization V = V▽ ⊕ V△ defined by
V▽ = {(x,−x) |x ∈ V}, V△ = {(x, x) |x ∈ V}.
Under the above identification, we have
V▽ = V ▽ ⊗B W, V△ = V △ ⊗B W,
where V  = V ▽ ⊕ V △ is the complete polarization over B defined similarly as above.
Now we recall Kudla’s splitting over U(V ), where we regard U(V ) as a subgroup of Sp(V) via
the natural embedding. As in [28, §C.3], we regard V  as a left B-space and let GL(V ) act on V 
on the right:
x · v := v · x∗, x ∈ B,
v · g := g−1 · v, g ∈ GL(V ).
Similarly, we regard W as a right B-space and let GL(W ) act on W on the left. Then we have an
identification
V =W ⊗B V .
Put
vi =
1
2κii
· (ei,−ei), v∗i = (ei, ei),
so that 〈vi,v∗j 〉 = δij . Using a basis v1, . . . ,vm,v∗1 , . . . ,v∗m of V , we identify U(V ) with{
g ∈ GL2m(B)
∣∣∣∣ g( 1m−1m
)
tg∗ =
(
1m
−1m
)}
.
Let PV△ be the maximal parabolic subgroup of U(V
) stabilizing V △:
PV△ =
{(
a ∗
(ta∗)−1
) ∣∣∣∣ a ∈ GLm(B)} .
We define a map
sˆ1 : U(V
) −→ C1
as follows:
• If B is split, then we set
sˆ1(g) = 1
for g ∈ U(V ).
• If B is ramified, then we set
sˆ1(g) = (−1)j
for g ∈ PV△τjPV△ with
τj =

1m−j
−1j
1m−j
1j
 .
By [39, Theorem 3.1, cases 1− and 2+], we have
(A.3) zV△(g1, g2) =
sˆ1(g1g2)
sˆ1(g1)sˆ1(g2)
for g1, g2 ∈ U(V ).
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Lemma A.3. For α ∈ E× and g ∈ U(V ), we have
sˆ1(αgα
−1) = sˆ1(g).
Proof. Since αpα−1 ∈ PV△ for p ∈ PV△ and ατjα−1 = τj , the assertion follows. 
Lemma A.4. Let α ∈ E1. Then we have
sˆ1(ι(α, 1)) = 1
if B is split, and
sˆ1(ι(α, 1)) =
{
1 if α = 1,
(−1)m if α 6= 1
if B is ramified.
Proof. We may assume that B is ramified and α 6= 1. Then we have[
vi · ι(α, 1)
v∗i · ι(α, 1)
]
= A ·
[
vi
v∗i
]
,
where
A =
(
1
2 (α+ 1)
1
4κii
(α− 1)
κii(α− 1) 12 (α+ 1)
)
=
(− 1κii(αρ−1) 12 (α+ 1)
κii(α− 1)
)
·
( −1
1
)
·
(
1 α+12κii(α−1)
1
)
.
This implies the assertion. 
A.4. The doubling method for U(W). We consider a 2-dimensional left E-spaceW = B equipped
with a skew-hermitian form
(x, y) = −i · pr(x · y∗).
Then we have a natural embedding
GU(W ) →֒ GU(W)
and an isomorphism GU(W) ∼= (B× × E×)/F×, where B× × E× acts on W by
x · (h, α) = α−1 · x · h.
We write [h, α] for the image of (h, α) in GU(W). Also, we consider the doubled spaceW =W⊕W
equipped with a skew-hermitian form
((w1, w2), (w
′
1, w
′
2)) := (w1, w
′
1)− (w2, w′2).
Then we have a natural embedding
ι : G(U(W) ×U(W)) −→ GU(W).
Let V = e1E + · · ·+ emE be an m-dimensional right E-space equipped with a hermitian form
(e1x1 + · · ·+ emxm, e1y1 + · · ·+ emym) = xρ1 · κ1 · y1 + · · ·+ xρm · κm · ym.
Let f : V ⊗E W→ V ⊗B W be the natural isomorphism. Then we have
(A.4) f(v ⊗ (w · [h, α])) = f(v ⊗ w) · (α, h)
for h ∈ B× and α ∈ E×, and
〈·, ·〉 ◦ (f × f) = 1
2
trE/F ((·, ·)⊗ (·, ·)ρ)
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Hence we may identify V⊗EW with V and omit f from the notation. Similarly, we identify V⊗EW
with V.
Now we recall Kudla’s splitting over U(W), where we regard U(W) as a subgroup of Sp(V)
via the natural embedding. We take a complete polarization W =W▽ ⊕W△ over E defined by
W▽ = {(w,−w) |w ∈W}, W△ = {(w,w) |w ∈W}.
Put
w1 = − 1
2i
· (1,−1), w2 = 1
2J i
· (j,−j), w∗1 = (1, 1), w∗2 = (j, j),
so that (wi,w
∗
j ) = δij . Using a basis w1,w2,w
∗
1,w
∗
2 of W
, we identify U(W) with{
h ∈ GL4(E)
∣∣∣∣ h( 12−12
)
thρ =
(
12
−12
)}
.
Let PW△ be the maximal parabolic subgroup of U(W
) stabilizing W△:
PW△ =
{(
a ∗
(taρ)−1
) ∣∣∣∣ a ∈ GL2(E)} .
We define a map
sˆ2 : U(W
) −→ C1
by setting
sˆ2(h) = χ(x(h))
m · γ−j
for h = p1τjp2 with
pi =
(
ai ∗
(taρi )
−1
)
∈ PW△ , τj =

12−j
−1j
12−j
1j
 ,
where
x(h) = det(a1a2) mod NE/F (E
×)
and
γ = (u, detV)F · γF (−u, 12ψ)m · γF (−1, 12ψ)−m.
Here, (·, ·)F is the quadratic Hilbert symbol of F and γF (·, 12ψ) is the Weil index as in [52, Appendix],
[28, §3.1.1]. By [39, Theorem 3.1, cases 3+], we have
(A.5) zV△(h1, h2) =
sˆ2(h1h2)
sˆ2(h1)sˆ2(h2)
for h1, h2 ∈ U(W).
Lemma A.5. For α ∈ E× and h ∈ U(W), we have
sˆ2(ι([α, 1], [α, 1]) · h · ι([α, 1], [α, 1])−1) = sˆ2(h).
Proof. Put hα = ι([α, 1], [α, 1]). Since
w1 · hα
w2 · hα
w∗1 · hα
w∗2 · hα
 =

α
αρ
α
αρ
 ·

w1
w2
w∗1
w∗2
 ,
we have x(hαph
−1
α ) = x(p) for p ∈ PW△ and hατjh−1α = τj . Hence the assertion follows. 
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Lemma A.6. For α ∈ E×, we have
sˆ2(ι([α, α], [α, α])) = χ(α)
−2m.
Proof. Put hα = ι([α, α], [α, α]). Since
w1 · hα
w2 · hα
w∗1 · hα
w∗2 · hα
 =

1
α−1αρ
1
α−1αρ
 ·

w1
w2
w∗1
w∗2

and χ(αρ) = χ(α)−1, the assertion follows. 
Lemma A.7. Let α ∈ E1. Then we have
sˆ2(ι([1, α], 1)) = χ(α)
−m
if B is split, and
sˆ2(ι([1, α], 1)) = χ(α)
−m ×
{
1 if α = 1,
(−1)m if α 6= 1
if B is ramified.
Proof. We may assume that α 6= 1. Then we have trE/F (α) 6= 2 and hence α − 1 ∈ E×. As in the
proof of Lemma A.4, we have 
w1 · ι([1, α], 1)
w2 · ι([1, α], 1)
w∗1 · ι([1, α], 1)
w∗2 · ι([1, α], 1)
 = A ·

w1
w2
w∗1
w∗2
 ,
where
A =

1
2 (α
−1 + 1) − 14i (α−1 − 1)
1
2 (α
−1 + 1) 14Ji (α
−1 − 1)
−i(α−1 − 1) 12 (α−1 + 1)
J i(α−1 − 1) 12 (α−1 + 1)

=

1
i(α−1) ∗
− 1Ji(α−1) ∗
−i(αρ − 1)
J i(αρ − 1)
 · τ2 ·

1 ∗
1 ∗
1
1
 .
Hence we have
x(ι([1, α], 1)) = − 1
uJ(α− 1)2 ≡
J
(α− 1)2 ≡ −
J
α
mod NE/F (E
×),
so that
χ(x(ι([1, α], 1))) = χ(α)−1 · ξE(−J)
= χ(α)−1 · ξE(−1)×
{
1 if B is split,
−1 if B is ramified.
Also, we have
γ2 = (−1,−u)mF · (−1,−1)mF = (−1, u)mF = ξE(−1)m.
This implies the assertion. 
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A.5. Splitting over G♯. Let G♯ be a subgroup of GU(V )×GU(W )×GU(V )×GU(W ) defined by
G♯ = {(g, h, α, α) ∈ GU(V )0 ×GU(W )× E× × E× | ν(g) = ν(h) = NE/F (α)}.
Then we have a natural homomorphism
(A.6) G♯ ⊂ G(U(V )×U(W )) ×G(U(V )×U(W )) −→ Sp(V)× Sp(V) ⊂ Sp(V).
We define a map
sˆ♯ : G♯ −→ C1
by setting
sˆ♯(g, h, α, α) = χ(α)−m · sˆ1(ι(gα−1, 1)) · sˆ2(ι(hα−1, 1)) · zV△(ι(gα−1, 1), ι(hα−1, 1)).
Lemma A.8. For g1,g2 ∈ G♯, we have
zV△(g1,g2) =
sˆ♯(g1g2)
sˆ♯(g1)sˆ♯(g2)
.
Here, by abuse of notation, we write gi on the left-hand side for the image of gi in Sp(V
) under
(A.6).
Proof. Write gi = (gi, hi, αi, αi). If α1 = α2 = 1, then the assertion follows from (A.3), (A.5), and [46,
Chapitre 2, II.5]. If α1 and α2 are arbitrary, put hi = (giα
−1
i , hiα
−1
i , 1, 1) and αi = (αi, αi, αi, αi). Let
PV△ be the maximal parabolic subgroup of Sp(V
) stabilizing V△. Then it follows from [52, Theorem
4.1] that
(A.7) zV△(p1σp, p
−1σ′p2) = zV△(σ, σ
′)
for p1, p2, p ∈ PV△ and σ, σ′ ∈ Sp(V) (see also [28, §3.1.1]). Since g1g2 = h1 · α1h2α−11 · α1α2 and
the image of αi in Sp(V
) belongs to PV△ , we have
zV△(g1,g2) = zV△(h1,α1h2α
−1
1 ) =
sˆ♯(h1α1h2α
−1
1 )
sˆ♯(h1)sˆ♯(α1h2α
−1
1 )
.
On the other hand, by definition, we have
sˆ♯(g1g2)
sˆ♯(g1)sˆ♯(g2)
=
sˆ♯(g1g2(α1α2)
−1)
sˆ♯(g1α
−1
1 )sˆ
♯(g2α
−1
2 )
=
sˆ♯(h1α1h2α
−1
1 )
sˆ♯(h1)sˆ♯(h2)
.
It follows from Lemmas A.3 and A.5, combined with (A.7), that
sˆ♯(α1h2α
−1
1 ) = sˆ
♯(h2).
This completes the proof. 
Lemma A.9. For α ∈ E1, we have
sˆ♯(1, 1, α, α) = sˆ2(ι(1, [α, α])).
Proof. Put
gα = ι(α, 1) ∈ U(V ),
hα = ι([α, 1], 1) ∈ U(W),
kα = ι([1, α], 1) ∈ U(W),
mα = ι([α, α], [α, α]) ∈ U(W).
By definition, we have
sˆ♯(1, 1, α, α) = χ(α)−m · sˆ1(g−1α ) · sˆ2(h−1α ) · zV△(g−1α , h−1α ).
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Since mα = hα · kα · ι(1, [α, α]) and the image of mα in Sp(V) belongs to PV△ , it follows from (A.5),
(A.7), and Lemma A.6 that
sˆ2(ι(1, [α, α])) = sˆ2(k
−1
α h
−1
α ) · sˆ2(mα) · zV△(k−1α h−1α ,mα)
= sˆ2(k
−1
α h
−1
α ) · χ(α)−2m
= χ(α)−2m · sˆ2(k−1α ) · sˆ2(h−1α ) · zV△(k−1α , h−1α ).
By Lemmas A.4 and A.7, we have
sˆ2(k
−1
α ) = χ(α)
m · sˆ1(g−1α ).
By (A.4), the image of kα in Sp(V
) agrees with that of gα, so that
zV△(k
−1
α , h
−1
α ) = zV△(g
−1
α , h
−1
α ).
This completes the proof. 
A.6. Proof of Proposition A.1. Now we take a complete polarization V = X ⊕ Y defined by
X = X⊕ X, Y = Y⊕ Y.
As in [28, §D.3], we have
zY(ι(σ1, σ2), ι(σ
′
1, σ
′
2)) = zY(σ1, σ
′
1) · zY(σ2, σ′2)−1
for σi, σ
′
i ∈ Sp(V). Fix σ0 ∈ Sp(V) such that V▽ = X · σ0 and V△ = Y · σ0. Put
µ(σ) = zY(σ0, σ)
−1 · zY(σ0σσ−10 , σ0)
for σ ∈ Sp(V). Note that µ does not depend on the choice of σ0. Then, by [39, Lemma 4.2], we have
(A.8) zY(σ, σ
′) = zV△(σ, σ
′) · µ(σσ
′)
µ(σ)µ(σ′)
for σ, σ′ ∈ Sp(V).
Put s♯ = sˆ♯ · µ and s2 = sˆ2 · µ. By Lemma A.8 and (A.5), we have
zY(g1,g2) =
s♯(g1g2)
s♯(g1)s♯(g2)
for g1,g2 ∈ G♯ and
zY(h1, h2) =
s2(h1h2)
s2(h1)s2(h2)
for h1, h2 ∈ U(W). We define a map
s : G −→ C1
by setting
s(g, h) =
s♯(g, h, α, α)
s2(ι(1, [α, α]))
,
where we choose α ∈ E× such that ν(g) = ν(h) = NE/F (α).
Lemma A.10. The map s is well-defined, i.e., for (g, h, α, α) ∈ G♯ and β ∈ E1, we have
s♯(g, h, αβ, αβ)
s2(ι(1, [αβ, αβ]))
=
s♯(g, h, α, α)
s2(ι(1, [α, α]))
.
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Proof. First note that, by (A.4), the image of (α, α) ∈ G(U(V )×U(W )) in Sp(V) agrees with that of
[α, α] ∈ U(W). We have
s♯(g, h, αβ, αβ) = s♯(g, h, α, α) · s♯(1, 1, β, β) · zY((g, h, α, α), (1, 1, β, β))
= s♯(g, h, α, α) · s♯(1, 1, β, β) · zY((α, α), (β, β))−1
and
s2(ι(1, [αβ, αβ])) = s2(ι(1, [α, α])) · s2(ι(1, [β, β])) · zY(ι(1, [α, α]), ι(1, [β, β]))
= s2(ι(1, [α, α])) · s2(ι(1, [β, β])) · zY([α, α], [β, β])−1.
By Lemma A.9, we have
s♯(1, 1, β, β) = s2(ι(1, [β, β])).
This implies the assertion. 
Lemma A.11. The map s satisfies the condition (i) of Proposition A.1, i.e., for g1,g2 ∈ G, we have
zY(g1,g2) =
s(g1g2)
s(g1)s(g2)
.
Proof. Write gi = (gi, hi) and choose αi ∈ E× such that ν(gi) = ν(hi) = NE/F (αi). Then we have
s(g1g2)
s(g1)s(g2)
=
s♯(g1g2, h1h2, α1α2, α1α2)
s♯(g1, h1, α1, α1)s♯(g2, h2, α2, α2)
· s2(ι(1, [α1, α1]))s2(ι(1, [α2, α2]))
s2(ι(1, [α1α2, α1α2]))
= zY((g1, h1, α1, α1), (g2, h2, α2, α2)) · zY(ι(1, [α1, α1]), ι(1, [α2, α2]))−1
= zY((g1, h1), (g2, h2)) · zY((α1, α1), (α2, α2))−1 · zY([α1, α1], [α2, α2])
= zY((g1, h1), (g2, h2)).
This completes the proof. 
By definition, the map s also satisfies the other conditions of Proposition A.1. This completes the
proof of Proposition A.1.
A.7. Independence of the choice of χ. To define the map s, we have used the fixed character χ of
E× such that χ|F× = ξE . However, we have:
Lemma A.12. The map s defined as above does not depend on the choice of χ.
Proof. Let χ1 and χ2 be two characters of E
× such that χ1|F× = χ2|F× = ξE . We will write s = sχi ,
etc., to indicate the dependence on χi. For (g, h) ∈ G, choose α ∈ E× such that ν(g) = ν(h) =
NE/F (α). Then, by definition, we have
sχ1(g, h)
sχ2(g, h)
=
s♯χ1(g, h, α, α)
s♯χ2(g, h, α, α)
· s2,χ2(ι(1, [α, α]))
s2,χ1(ι(1, [α, α]))
=
sˆ♯χ1(g, h, α, α)
sˆ♯χ2(g, h, α, α)
· sˆ2,χ2(ι(1, [α, α]))
sˆ2,χ1(ι(1, [α, α]))
= η(α)−m · sˆ2,χ1(ι(hα
−1, 1))
sˆ2,χ2(ι(hα
−1, 1))
· sˆ2,χ2(ι(1, [α, α]))
sˆ2,χ1(ι(1, [α, α]))
,
where η = χ1/χ2. On the other hand, for k ∈ U(W), we have
sˆ2,χ1(k)
sˆ2,χ2(k)
= η(x(k))m = η˜(det k)m,
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where η˜ is the character of E1 such that η˜(x/xρ) = η(x) for x ∈ E×. Since
det ι(hα−1, 1) = ν(h)NE/F (α)
−1 = 1,
det ι(1, [α, α]) = NE/F (α)α
−2 = α−1αρ,
we have
sχ1(g, h)
sχ2(g, h)
= η(α)−m · η˜(α−1αρ)−m = 1.
This completes the proof. 
A.8. Compatibility with seesaws. We write V = V ′ ⊕ V ′′ as an orthogonal direct sum of skew-
hermitian right B-spaces
V ′ = e1B ⊕ · · · ⊕ em′B, V ′′ = em′+1B ⊕ · · · ⊕ emB.
Let V′ = V ′ ⊗B W and V′′ = V ′′ ⊗B W be the symplectic F -spaces as in §A.1. Then we have
V = V′ ⊕ V′′, which gives rise to a seesaw diagram
GU(V )
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚
G(U(W )×U(W ))
❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦❦❦
G(U(V ′)×U(V ′′)) GU(W )
.
Let G′ and G′′ be the subgroups of G(U(V ′)×U(W )) and G(U(V ′′)×U(W )), respectively, as in §A.1.
Put
G′′′ = {(g′, g′′, h) ∈ GU(V ′)0 ×GU(V ′′)0 ×GU(W ) | ν(g′) = ν(g′′) = ν(h) ∈ NE/F (E×)}.
We regard G′′′ as subgroups of G and G′ × G′′ via the above seesaw diagram. We take the complete
polarizations V′ = X′ ⊕ Y′ and V′′ = X′′ ⊕ Y′′ as in §A.1, so that
X = X′ ⊕ X′′, Y = Y′ ⊕ Y′′.
Let s′ : G′ → C1 and s′′ : G′′ → C1 be the maps trivializing zY′ and zY′′ , respectively, defined similarly
as above. Then, by construction, we have
s = s′ ⊗ s′′
on G′′′.
A.9. Compatibility with [29]. In this section, we compare the splitting s with the standard one for
unitary dual pairs when dim V = 1. In this case, using the notation of §A.4, we have a seesaw diagram
E× ∼= GU(V )0
❑❑
❑❑
❑❑
❑❑
❑❑
GU(W)
ss
ss
ss
ss
ss
∼= (B× × E×)/F×
E× ∼= GU(V) GU(W ) ∼= B×
.
We define a map
s♮ : G(U(V )×U(W ))0 −→ C1
by setting
s♮(α, h) = s2(ι([h, α], 1))
for (α, h) ∈ G(U(V )×U(W ))0, where [h, α] ∈ U(W) and s2 = sˆ2 · µ. Then s♮ trivializes zY by (A.4).
This splitting will be used in [29].
Lemma A.13. We have
s♮(α, h) = s(α, h) · χ(α)−1.
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Proof. Recall that
s(α, h) =
s♯(α, h, α, α)
s2(ι(1, [α, α]))
.
We have
s♯(α, h, α, α) = s♯(1, hα−1, 1, 1) · s♯(α, α, α, α) · zY((1, hα−1, 1, 1), (α, α, α, α))
= s♯(1, hα−1, 1, 1) · s♯(α, α, α, α) · zY((1, hα−1), (α, α)).
By definition and Lemma A.6, we have
s♯(1, hα−1, 1, 1) = s2(ι([hα
−1, 1], 1))
and
s♯(α, α, α, α) = χ(α) · s2(ι([α, α], [α, α]))
= χ(α) · s2(ι([α, α], 1)) · s2(ι(1, [α, α])) · zY(ι([α, α], 1), ι(1, [α, α]))
= χ(α) · s2(ι([α, α], 1)) · s2(ι(1, [α, α])).
Hence we have
s(α, h) = χ(α) · s2(ι([hα−1, 1], 1)) · s2(ι([α, α], 1)) · zY([hα−1, 1], [α, α])
= χ(α) · s2(ι([hα−1, 1], 1)) · s2(ι([α, α], 1)) · zY(ι([hα−1, 1], 1), ι([α, α], 1))
= χ(α) · s2(ι([h, α], 1)).

A.10. Compatibility with [28]. In this section, we compare the splitting s with the one defined in
[28, Appendix C]. Suppose again that F is a number field. Let V = B1 ⊗E B2 be the 2-dimensional
skew-hermitian right B-space as in [28, §2.2], where B1 and B2 are quaternion algebras over F such
that E embeds into B1 and B2, and such that B1 ·B2 = B in the Brauer group. We write Bi = E+Eji
for some trace zero element ji ∈ B×i and put Ji = j2i ∈ F×. We may assume that
J1 · J2 = J.
Then the skew-hermitian form on V is given by (A.1) with
e1 = 1⊗ 1, κ1 = 1,
e2 = j1 ⊗ 1, κ2 = −J1.
Recall the exact sequence
1 −→ F× −→ B×1 ×B×2 −→ GU(V )0 −→ 1,
where F× embeds into B×1 ×B×2 by z 7→ (z, z−1) and B×1 ×B×2 acts on V on the left by
(g1, g2) · (x1 ⊗ x2) = g1x1 ⊗ g2x2.
We write [g1, g2] for the image of (g1, g2) in GU(V )
0. If we put
G˜ = {(g1, g2, h) ∈ B×1 × B×2 ×B× | ν(g1)ν(g2) = ν(h) ∈ NE/F (E×)},
then we have a natural surjective map G˜ ։ G. We take the complete polarization V = X ⊕ Y as in
§A.1, which agrees with the one given in [28, §2.2]. For each place v of F , let
s˜v : GU(Vv)
0 ×GU(Wv) −→ C1
be the map trivializing zYv defined in [28, Appendix C]. Since both s˜v and sv trivialize zYv , there exists
a continuous character χ of G(A) such that
s˜v|Gv = sv · χv
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for all v. Since both s˜v and sv satisfy the product formula, χ is trivial on G(F ). We regard χ as a
character of G˜(A).
Proposition A.14. Assume that
• F is totally real;
• E is totally imaginary;
• B1,v and B2,v are split for some real place v of F .
Then, for (g1, g2, h) ∈ G˜(A), we have
χ(g1, g2, h) = 1.
Namely, we have
s˜v|Gv = sv
for all v.
Proof. Since χ is automorphic, it is trivial on
B
(1)
1 (A)×B(1)2 (A)×B(1)(A).
Moreover, in §A.11 below, we will prove the following:
• For α ∈ A×E , we have
(A.9) χ(1, α, α) = 1.
• For α ∈ A×E , we have
(A.10) χ(α, α−1, 1) = 1.
• Let v be a real place of F such that B1,v and B2,v are split. Choose ti,v ∈ F×v such that Ji = t2i,v.
Then we have
(A.11) χv(t
−1
1,v · j1, t−12,v · j2, 1) = 1.
Note that ν(t−1i,v · ji) = −1 /∈ NEv/Fv (E×v ).
This implies the assertion. 
A.11. Computation of splittings. We retain the notation of §A.10. We fix a place v of F and
suppress the subscript v from the notation. Recall that χ is a continuous character of G˜ such that
χ(g1, g2, h) =
s˜(g1, g2, h)
s(g1, g2, h)
,
where we regard s˜ and s as maps on G˜. To compute χ explicitly, we need to introduce more notation.
A.11.1. Notation. We denote by GSp2n(F ) the symplectic similitude group and by ν : GSp2n(F ) →
F× the similitude character:
GSp2n(F ) =
{
σ ∈ GL2n(F )
∣∣∣∣ σ( 1n−1n
)
tσ = ν(σ) ·
(
1n
−1n
)}
.
Let Sp2n(F ) = ker ν be the symplectic group and P the standard maximal parabolic subgroup of
Sp2n(F ):
P = {m(a)n(b) | a ∈ GLn(F ),b ∈ Symn(F )},
where
m(a) =
(
a
ta−1
)
, n(b) =
(
1n b
1n
)
.
92 ATSUSHI ICHINO AND KARTIK PRASANNA
Put
d(ν) =
(
1n
ν · 1n
)
, τj =

1n−j
−1j
1n−j
1j
 .
If σ = p1τjp2 ∈ Sp2n(F ) with pi =m(ai)n(bi) ∈ P , put
x(σ) = det(a1a2) mod (F
×)2, j(σ) = j.
Note that
(A.12) x(d(ν) · σ · d(ν)−1) = νj(σ) · x(σ), j(d(ν) · σ · d(ν)−1) = j(σ).
We define a map
v : Sp2n(F )× F× −→ C1
by setting
v(σ, ν) = (x(σ), ν)F · γF (ν, 12ψ)−j(σ),
where (·, ·)F is the quadratic Hilbert symbol of F and γF (·, 12ψ) is the Weil index as in [52, Appendix],
[28, §3.1.1]. Let z be the 2-cocycle on Sp2n(F ) realizing the metaplectic group (see e.g. [52], [28,
§3.2.2]). By [52, Theorem 4.1 and Corollary 4.2], we have:
• z(σ, σ−1) = 1 for σ ∈ Sp2n(F );
• z(p1σp, p−1σ′p2) = z(σ, σ′) for p1, p2, p ∈ P and σ, σ′ ∈ Sp2n(F );
• z(τi, τj) = 1;
• z(τn,n(b)τn) = γF (12ψ)n · γF (detb, 12ψ) · hF (b) for b ∈ Symn(F ) ∩GLn(F ), where hF (b) is the
Hasse invariant of the nondegenerate symmetric bilinear form associated to b.
We may extend z to a 2-cocycle on GSp2n(F ) (see e.g. [28, Appendix B]). Then, for σ, σ
′ ∈ GSp2n(F )
with ν(σ) = ν and ν(σ′) = ν−1, we have
z(σ, σ′) = z(σ · d(ν)−1, d(ν) · σ′) · v(σ′ · d(ν), ν).
Recall that V = V ⊗B W is an 8-dimensional symplectic F -space. Let e1, . . . , e4, e∗1, . . . , e∗4 be the
basis of V given in [28, §2.2]. Then we have
X = Fe1 + · · ·+ Fe4, Y = Fe∗1 + · · ·+ Fe∗4, 〈ei, e∗j 〉 = δij .
Using this basis, we identify GSp(V) with GSp8(F ). Under this identification, we write PY and zY for
P and z, respectively. We refer to [28, §C.1] for an explicit description of the image of B×1 ×B×2 ×B×
in GSp(V). Also, using a basis
(e1, 0), . . . , (e4, 0), (0, e1), . . . , (0, e4), (e
∗
1, 0), . . . , (e
∗
4, 0), (0,−e∗1), . . . , (0,−e∗4)
of V, we identify GSp(V) with GSp16(F ). For 1 ≤ i ≤ 4, put
Xi = Fei, X

i = Xi ⊕ Xi,
Yi = Fe
∗
i , Y

i = Yi ⊕ Yi,
Vi = Xi ⊕ Yi, Vi = Vi ⊕ Vi.
Then we have a natural embedding
ιi : Sp(V

i ) −→ Sp(V).
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Using a basis (ei, 0), (0, ei), (e
∗
i , 0), (0,−e∗i ) of Vi , we identify GSp(Vi ) with GSp4(F ). Put
σ0 =

1
214 − 1214
1
214
1
214
14 −14
−14 −14
 ∈ Sp(V).
Then we have 
1
2 (~e,−~e)
1
2 (~e
∗,−~e∗)
(~e∗,~e∗)
(−~e,−~e)
 = σ0 ·

(~e, 0)
(0,~e)
(~e∗, 0)
(0,−~e∗)
 , ~e =

e1
e2
e3
e4
 , ~e∗ =

e∗1
e∗2
e∗3
e∗4
 ,
so that V▽ = X · σ0 and V△ = Y · σ0.
A.11.2. Proof of (A.9). In this section, we will show that
χ(1, α, α) = 1
for α ∈ E×. We write α = a+ bi with a, b ∈ F and put ν = a2 − b2u. Since χ is continuous, we may
assume that
a 6= 0, b 6= 0.
Lemma A.15. We have
s˜(1, α, α) = γF (J1,
1
2ψ) · (−2abJ2, J1)F .
Proof. Put g = [1, α] ∈ GU(V )0 and h = α ∈ GU(W ). Then we have s˜(1, α, α) = s˜(g) · s˜(h) · zY(g, h).
By [28, Proposition C.18], we have
s˜(g) = (−νJ2, J1)F , s˜(h) = (J2, J1)F .
It remains to compute zY(g, h).
Recall that
zY(g, h) = zY(g · d(ν), d(ν)−1 · h) · v(h · d(ν)−1, ν−1).
We have
g = ν−1 ·
(
a · 14 −bu · J2
−b · J−12 a · 14
)
, h =
(
a · 14 bu · J
b · J−1 a · 14
)
in GSp(V), where
J2 =

1
−J1
J2
−J
 , J =

1
−J1
−J2
J
 .
Since
g =
(−b−1 · J2 ν−1a · 14
−ν−1b · J−12
)
· τ4 · n(−ab−1 · J2),
h = n(ab−1 · J) · τ4 ·
(
b · J−1 a · 14
νb−1 · J
)
,
we have
zY(g · d(ν), d(ν)−1 · h) = zY(τ4 · n(−νab−1 · J2),n(νab−1 · J) · τ4) = zY(τ4,n(b) · τ4),
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where
b = −νab−1 · J2 + νab−1 · J = 2νab−1 ·

0
0
−J2
J
 .
If we put
b′ = 2νab−1 ·
(−J2
J
)
,
then we have
zY(τ4,n(b) · τ4) = γF (12ψ)2 · γF (detb′, 12ψ) · hF (b′).
Hence, since detb′ ≡ −J1 mod (F×)2 and
hF (b
′) = (−2νab−1J2, 2νab−1J)F = (−2νabJ2, J1)F ,
we have
zY(g · d(ν), d(ν)−1 · h) = γF (−1, 12ψ)−1 · γF (−J1, 12ψ) · (−2νabJ2, J1)F
= γF (J1,
1
2ψ) · (2νabJ2, J1)F .
On the other hand, since x(h · d(ν)−1) ≡ 1 mod (F×)2 and j(h · d(ν)−1) = 4, we have
v(h · d(ν)−1, ν−1) = 1.
Thus we obtain
zY(g, h) = γF (J1,
1
2ψ) · (2νabJ2, J1)F .
This completes the proof. 
Now we compute s(1, α, α). Note that [1, α] ∈ GU(V )0 is the image of α under the embedding
E× →֒ GU(V ) as in §A.1. Hence, by definition, we have
s(1, α, α) =
s♯(α, α, α, α)
s2(ι(1, [α, α]))
,
where [α, α] ∈ U(W). Since
s2(ι([α, α], [α, α])) = s2(ι([α, α], 1)) · s2(ι(1, [α, α])) · zY(ι([α, α], 1), ι(1, [α, α]))
= s2(ι([α, α], 1)) · s2(ι(1, [α, α])),
we have
s(1, α, α) =
s♯(α, α, α, α)
s2(ι([α, α], [α, α]))
· s2(ι([α, α], 1))
=
sˆ♯(α, α, α, α)
sˆ2(ι([α, α], [α, α]))
· sˆ2(ι([α, α], 1)) · µ(ι([α, α], 1)).
Hence, by definition and Lemma A.6, we have
s(1, α, α) = χ(α)2 · sˆ2(ι([α, α], 1)) · µ(ι([α, α], 1)).
Lemma A.16. We have
sˆ2(ι([α, α], 1)) = χ(α)
−2 · (u, J1)F .
95
Proof. Put h = ι([α, α], 1) ∈ U(W) and β = α−1αρ, so that β − 1 ∈ E×. As in the proof of Lemma
A.4, we have 
w1 · h
w2 · h
w∗1 · h
w∗2 · h
 = A ·

w1
w2
w∗1
w∗2
 ,
where
A =

1
1
2 (β + 1)
1
4Ji (β − 1)
1
J i(β − 1) 12 (β + 1)

=

1
− 1Ji(βρ−1) ∗
1
J i(β − 1)
 · τ1 ·

1
1 ∗
1
1
 .
Hence we have
sˆ2(ι([α, α], 1)) = χ(J i(β − 1))2 · γ−1,
where
γ = (u, detV)F · γF (−u, 12ψ)2 · γF (−1, 12ψ)−2
= (u,−J1)F · (−1,−u)F · (−1,−1)F
= (u, J1)F .
Since β − 1 = α−1(αρ − α) = −2biα−1, we have χ(J i(β − 1))2 = χ(−2buJα−1)2 = χ(α)−2. This
completes the proof. 
Lemma A.17. We have
µ(ι([α, α], 1)) = γF (J1,
1
2ψ) · (−2abuJ2, J1)F .
Proof. We write α−1αρ = c+ di with c, d ∈ F , so that
c =
a2 + b2u
a2 − b2u 6= ±1, d = −
2ab
a2 − b2u 6= 0.
Recall that
µ(ι([α, α], 1)) = zY(σ0, σ)
−1 · zY(σ0σσ−10 , σ0),
where σ is the image of ι([α, α], 1) in Sp(V). We have
σ0 =
4∏
i=1
ιi(τ1 ·m(a1)), σ =
4∏
i=3
ιi(σi),
where
a1 =
(
1
2 − 12
−1 −1
)
, σi =

c dkiu
1
d
ki
c
1
 , ki =
{
J2 if i = 3,
−J if i = 4.
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Since τ1 ·m(a1) ∈ PYi · τ1 ·m(a2) and σi ∈ n(b1,i) · τ · PYi , where
a2 =
(
1
1 1
)
, b1,i =
cki
d
·
(
1
0
)
, τ =

−1
1
1
1
 ,
we have
zY(σ0, σ) =
4∏
i=3
z
Yi
(τ1 ·m(a1), σi)
=
4∏
i=3
z
Yi
(τ1,m(a2) · n(b1,i) · τ).
If we put
b2,i =
cki
d
·
(
1 1
1
)
, b3,i =
cki
d
·
(
0
1
)
,
then we have m(a2) · n(b1,i) = n(b2,i) · n(b3,i) ·m(a2) and hence
zY(σ0, σ) =
4∏
i=3
zYi
(τ1 · n(b2,i),n(b3,i) ·m(a2) · τ).
Since τ1 · n(b2,i) ∈ PYi · τ1 and n(b3,i) ·m(a2) · τ ∈ τ · PYi , we have
zY(σ0, σ) =
4∏
i=3
zYi
(τ1, τ) = 1.
On the other hand, we have
σ0σσ
−1
0 =
4∏
i=3
ιi(σ
′
i),
where
σ′i =

1
2 (c+ 1)
dkiu
2
dkiu
4 − 14 (c− 1)
d
2ki
1
2 (c+ 1)
1
4 (c− 1) − d4ki
d
ki
c− 1 12 (c+ 1) − d2ki
−c+ 1 −dkiu − dkiu2 12 (c+ 1)
 .
Since σ′i ∈ PYi · τ2 · n(b4,i) · n(b5,i), where
b4,i = − d
2(c− 1)ki ·
(
0
1
)
, b5,i =
dkiu
2(c− 1) ·
(
1
0
)
,
we have
zY(σ0σσ
−1
0 , σ0) =
4∏
i=3
zYi
(σ′i, τ1 ·m(a1))
=
4∏
i=3
zYi
(τ2,n(b4,i) · n(b5,i) · τ1).
Hence, since n(b5,i) · τ1 ∈ τ1 · PYi and
d
c− 1 = −
a
bu
,
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we have
zY(σ0σσ
−1
0 , σ0) =
4∏
i=3
zYi
(τ2,n(b4,i) · τ1)
=
4∏
i=3
[
γF (
1
2ψ) · γF (2abkiu, 12ψ)
]
= γF (−1, 12ψ)−1 · γF (k3k4, 12ψ) · (2abk3u, 2abk4u)F
= γF (−k3k4, 12ψ) · (−2abk3u,−k3k4)F .
This completes the proof. 
By Lemmas A.16 and A.17, we have
s(1, α, α) = γF (J1,
1
2ψ) · (−2abJ2, J1)F .
Now (A.9) follows from this and Lemma A.15.
A.11.3. Proof of (A.10). In this section, we will show that
χ(α, α−1, 1) = 1
for α ∈ E×. We write α = a+ bi with a, b ∈ F and put ν = a2 − b2u. Since χ is continuous, we may
assume that
a 6= 0, b 6= 0.
Lemma A.18. We have
s˜(α, α−1, 1) = γF (J,
1
2ψ) · (−2abJ1, J)F .
Proof. Put g1 = [α, 1] ∈ GU(V )0 and g2 = [1, α−1] ∈ GU(V )0. Then we have s˜(α, α−1, 1) = s˜(g1) ·
s˜(g2) · zY(g1, g2). By [28, Proposition C.18], we have
s˜(g1) = (−νJ1, J2)F , s˜(g2) = (−νJ2, J1)F .
We have
g1 = ν
−1 ·
(
a · 14 −bu · J1
−b · J−11 a · 14
)
, g2 =
(
a · 14 bu · J2
b · J−12 a · 14
)
in GSp(V), where
J1 =

1
J1
−J2
−J
 , J2 =

1
−J1
J2
−J
 .
Hence, as in the proof of Lemma A.15, we have
zY(g1, g2) = γF (J,
1
2ψ) · (2νabJ1, J)F .
This completes the proof. 
Now we compute s(α, α−1, 1). By definition, we have
s(α, α−1, 1) = s♯([α, α−1], 1, 1, 1)
= sˆ♯([α, α−1], 1, 1, 1) · µ(ι([α, α−1], 1))
= sˆ1(ι([α, α
−1], 1)) · µ(ι([α, α−1], 1)),
where [α, α−1] ∈ U(V )0.
98 ATSUSHI ICHINO AND KARTIK PRASANNA
Lemma A.19. We have
sˆ1(ι([α, α
−1], 1)) = (u, J)F .
Proof. Put g = ι([α, α−1], 1) ∈ U(V ) and β = α−1αρ, so that β− 1 ∈ E×. As in the proof of Lemma
A.4, we have 
v1 · g
v2 · g
v∗1 · g
v∗2 · g
 = A ·

v1
v2
v∗1
v∗2
 ,
where
A =

1
1
2 (β + 1) − 14J1i (β − 1)
1
−J1i(β − 1) 12 (β + 1)

=

1
1
J1i(βρ−1)
∗
1
−J1i(β − 1)
 · τ1 ·

1
1 ∗
1
1
 .
Hence we have
sˆ1(g) =
{
1 if B is split,
−1 if B is ramified.
This completes the proof. 
Lemma A.20. We have
µ(ι([α, α−1], 1)) = γF (J,
1
2ψ) · (−2abuJ1, J)F .
Proof. Recall that
µ(ι([α, α−1], 1)) = zY(σ0, σ)
−1 · zY(σ0σσ−10 , σ0),
where σ is the image of ι([α, α−1], 1) in Sp(V). If we write α−1αρ = c + di with c, d ∈ F , then we
have
σ =
3∏
i=2
ιi(σi),
where
σi =

c dkiu
1
d
ki
c
1
 , ki =
{
J1 if i = 2,
−J2 if i = 3.
Hence, as in the proof of Lemma A.17, we have zY(σ0, σ) = 1 and
zY(σ0σσ
−1
0 , σ0) = γF (−k2k3, 12ψ) · (−2abk2u,−k2k3)F .
This completes the proof. 
By Lemmas A.19 and A.20, we have
s(α, α−1, 1) = γF (J,
1
2ψ) · (−2abJ1, J)F .
Now (A.10) follows from this and Lemma A.18.
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A.12. Proof of (A.11). Assume that J1, J2 ∈ (F×)2. Choose ti ∈ F× such that Ji = t2i and put
j♮i = t
−1
i · ji. In this section, we will show that
χ(j♮1, j
♮
2, 1) = 1.
Lemma A.21. We have
s˜(j♮1, j
♮
2, 1) = 1.
Proof. Put g1 = [j
♮
1, 1] ∈ GU(V )0 and g2 = [1, j♮2] ∈ GU(V )0. Then we have s˜(j♮1, j♮2, 1) = s˜(g1) · s˜(g2) ·
zY(g1, g2). By [28, Proposition C.18], we have
s˜(g1) = s˜(g2) = 1.
It remains to compute zY(g1, g2).
Noting that ν(g1) = ν(g2) = −1, we have
zY(g1, g2) = zY(g1 · d(−1), d(−1) · g2) · v(g2 · d(−1),−1).
We have
g1 =m(a1) · d(−1), g2 =m(a2) · d(−1)
in GSp(V), where
a1 =

1
t1
t1
1
t1
t1
 , a2 =

1
t2
1
t2
t2
t2
 .
Hence we have
zY(g1 · d(−1), d(−1) · g2) = 1.
On the other hand, since x(g2 · d(−1)) = 1 and j(g2 · d(−1)) = 0, we have
v(g2 · d(−1),−1) = 1.
Thus we obtain zY(g1, g2) = 1. This completes the proof. 
Now we compute s(j♮1, j
♮
2, 1). By definition, we have
s(j♮1, j
♮
2, 1) = s
♯([j♮1, j
♮
2], 1, 1, 1)
= sˆ♯([j♮1, j
♮
2], 1, 1, 1) · µ(ι([j♮1, j♮2], 1))
= sˆ1(ι([j
♮
1, j
♮
2], 1)) · µ(ι([j♮1, j♮2], 1)),
where [j♮1, j
♮
2] ∈ U(V )0.
Lemma A.22. We have
sˆ1(ι([j
♮
1, j
♮
2], 1)) = 1.
Proof. Since B is split, the assertion follows. 
Lemma A.23. We have
µ(ι([j♮1, j
♮
2], 1)) = 1.
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Proof. Recall that
µ(ι([j♮1, j
♮
2], 1)) = zY(σ0, σ)
−1 · zY(σ0σσ−10 , σ0),
where σ is the image of ι([j♮1, j
♮
2], 1) in Sp(V
). Since
σ =m(a1),
where
a1 =
(
a
14
)
, a =

1
t1t2
t1
t2
t2
t1
t1t2
 ,
we have zY(σ0, σ) = 1. On the other hand, we have
σ0σσ
−1
0 =

1
2 (14 + a)
1
4 (14 − a)
1
2 (14 +
ta) − 14 (14 − ta)
−14 + ta 12 (14 + ta)
14 − a 12 (14 + a)
 .
Since σ0σσ
−1
0 ∈ PY · τ ·m(a2) and σ0 ∈ τ4 · PY , where
a2 =
(
a′
a′′
)
, a′ =

1
1
− t2t1 1−t1t2 1
 , a′′ =

1
1
− t1t2 1
− 1t1t2 1
 ,
and
τ =

12
02 −12
12
02 −12
12
12 02
12
12 02

,
we have
zY(σ0σσ
−1
0 , σ0) = zY(τ,m(a2) · τ4).
Hence, since m(a2) · τ4 ∈ τ4 · PY , we have
zY(σ0σσ
−1
0 , σ0) = zY(τ, τ4) = 1.
This completes the proof. 
By Lemmas A.22 and A.23, we have
s(j♮1, j
♮
2, 1) = 1.
Now (A.11) follows from this and Lemma A.21.
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A.13. Compatibility with [24]. Suppose that F is local. In this section, we compare the splitting
s with the standard one for symplectic-orthogonal dual pairs when B is split. In this case, we have
J ∈ NE/F (E×), so that we may write J = k2 − l2u for some k, l ∈ F . We define an isomorphism
i : B → M2(F ) of quaternion F -algebras by
i(a+ bi+ cj+ dij) =
(
a b
bu a
)
+
(
c d
du c
)(
k −l
lu −k
)
.
Put
e =
1
2
+
k
2J
j− l
2J
ij, e′ =
1
2
i+
lu
2J
j− k
2J
ij,
e′′ =
1
2u
i− l
2J
j+
k
2uJ
ij, e∗ =
1
2
− k
2J
j+
l
2J
ij,
so that
i(e) =
(
1 0
0 0
)
, i(e′) =
(
0 1
0 0
)
, i(e′′) =
(
0 0
1 0
)
, i(e∗) =
(
0 0
0 1
)
.
In particular, we have [
e · x
e′ · x
]
= i(x) ·
[
e
e′
]
for x ∈ B.
Let V be an m-dimensional skew-hermitian right B-space as in (A.1). We consider the 2m-
dimensional quadratic F -space V † := V e given by Morita theory (see [28, Appendix C] for details).
With respect to a basis e1e, e1e
′′, . . . , eme, eme
′′ of V †, the symmetric bilinear form on V † is associated
to
1
2
·

κ1u
−κ1
. . .
κmu
−κm
 .
Similarly, we consider the 2-dimensional symplectic F -space W † := eW . Then, by [28, Lemma C.2],
we have an identification
V = V † ⊗F W †.
We take a complete polarization W † = X ⊕ Y defined by
X = Fe, Y = Fe′.
This induces a complete polarization V = X′ ⊕ Y′, where
X′ = V † ⊗F X, Y′ = V † ⊗F Y.
More explicitly, we have
X′ = F · e1 ⊗ e+ · · ·+ F · em ⊗ e+ F · e1 ⊗ e′′ + · · ·+ F · em ⊗ e′′,
Y′ = F · e1 ⊗ e′ + · · ·+ F · em ⊗ e′ + F · e1 ⊗ e∗ + · · ·+ F · em ⊗ e∗.
Now we recall the splitting defined in [24, §5.1]. Using a basis e, e′ of W †, we identify GSp(W †)
with GSp2(F ) = GL2(F ). We define a map
s† : Sp(W †) −→ C1
by setting
s†(h) = ξE(x(h))
m · γ′−j(h),
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where x(h) and j(h) are as in §A.11.1, and
γ′ = γF (
1
2ψ)
2m · γF (det V †, 12ψ) · hF (V †).
We extend s† to a map
s† : G(O(V †)× Sp(W †)) −→ C1
so that
s†(g) = s†(h · d(ν(h))−1)
for g = (g, h) ∈ G(O(V †)× Sp(W †)).
Lemma A.24. For g1,g2 ∈ G(O(V †)× Sp(W †)), we have
zY′(g1,g2) =
s†(g1g2)
s†(g1)s†(g2)
.
Proof. If g1,g2 ∈ Sp(W †), then the assertion follows from [39, Theorem 3.1, cases 1+]. By [24, §5.1],
this implies the general case. Nevertheless, we include a direct argument for the convenience of the
reader.
Let gi = (gi, hi) ∈ G(O(V †)× Sp(W †)). Recall that
zY′(g1,g2) = γF (
1
2ψ ◦ q(Y′ · g−11 ,Y′ · g−12 g−11 ,Y′)),
where q denotes the Leray invariant (see e.g. [52], [28, §3.1.2]). Put
νi = ν(hi), h
′
i = hi · d(νi)−1, h′′2 = d(ν1) · h′2 · d(ν1)−1,
so that
h1h2 = h
′
1 · d(ν1) · h′2 · d(ν2) = h′1h′′2 · d(ν1ν2).
Since Y′ · (g, d(ν)) = Y′ for g ∈ GO(V †) and ν ∈ F×, we have Y′ · g−11 = Y′ · h′−11 and Y′ · g−12 g−11 =
Y′ · h′′−12 h′−11 , so that
q(Y′ · g−11 ,Y′ · g−12 g−11 ,Y′) = q(Y′ · h′−11 ,Y′ · h′′−12 h′−11 ,Y′).
Hence we have
zY′(g1,g2) = zY′(h
′
1, h
′′
2) =
s†(h′1h
′′
2)
s†(h′1)s
†(h′′2 )
.
On the other hand, by definition, we have s†(gi) = s
†(h′i) and s
†(g1g2) = s
†(h′1h
′′
2). By (A.12), and
noting that ν(GO(V †)) = NE/F (E
×) if m is odd, we have
s†(h′′2) = ξE(ν1)
j(h′2)m · s†(h′2) = s†(h′2).
This completes the proof. 
Fix ς0 ∈ Sp(V) such that X = X′ · ς0 and Y = Y′ · ς0. Put
µ0(σ) = zY′(ς0, σ) · zY′(ς0σς−10 , ς0)−1
for σ ∈ Sp(V). Note that µ0 does not depend on the choice of ς0. Then, by [39, Lemma 4.2], we have
zY(σ, σ
′) = zY′(σ, σ
′) · µ0(σσ
′)
µ0(σ)µ0(σ′)
for σ, σ′ ∈ Sp(V).
Put s0 = s
† · µ0. Via the canonical isomorphisms GU(V ) ∼= GO(V †) and GU(W ) ∼= GSp(W †), we
regard s0 as a map
s0 : G(U(V )×U(W )) −→ C1.
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By Lemma A.24, we have
zY(g1,g2) =
s0(g1g2)
s0(g1)s0(g2)
for g1,g2 ∈ G(U(V )×U(W )).
Proposition A.25. We have
s0|G = s.
The rest of this section is devoted to the proof of Proposition A.25.
As in §A.3, we define the doubled space W † = W † ⊕ W † and take the complete polarization
W † =W †▽ ⊕W †△. Then we have identifications
V = V † ⊗F W †, V▽ = V † ⊗F W †▽, V△ = V † ⊗F W †△.
We also take complete polarizations W † = X ⊕ Y  and V = X′ ⊕ Y′, where
X = X ⊕X, X′ = X′ ⊕ X′ = V † ⊗F X,
Y  = Y ⊕ Y, Y′ = Y′ ⊕ Y′ = V † ⊗F Y .
As in [28, §D.3], we have
zY′(ι(σ1, σ2), ι(σ
′
1, σ
′
2)) = zY′(σ1, σ
′
1) · zY′(σ2, σ′2)−1
for σi, σ
′
i ∈ Sp(V). Using a basis (e, 0), (0, e), (e′, 0), (0,−e′) of W †, we identify GSp(W †) with
GSp4(F ). Put
h0 =

1
2 − 12
1
2
1
2
1 −1
−1 −1
 ∈ Sp(W †).
Then we have 
1
2 (e,−e)
1
2 (e
′,−e′)
(e′, e′)
(−e,−e)
 = h0 ·

(e, 0)
(0, e)
(e′, 0)
(0,−e′)
 ,
so that W †▽ = X · h0 and W †△ = Y  · h0. Put h0 = id⊗ h0 ∈ Sp(V) and
µ′(σ) = zY′(h0, σ)
−1 · zY′(h0σh−10 ,h0)
for σ ∈ Sp(V). Since V▽ = X′ · h0 and V△ = Y′ · h0, we have
(A.13) zY′(σ, σ
′) = zV△(σ, σ
′) · µ
′(σσ′)
µ′(σ)µ′(σ′)
for σ, σ′ ∈ Sp(V).
As in §A.6, we put s♯′ = sˆ♯ · µ′ and s′2 = sˆ2 · µ′, and define a map
s′ : G −→ C1
by setting
s′(g, h) =
s♯′(g, h, α, α)
s′2(ι(1, [α, α]))
,
where we choose α ∈ E× such that ν(g) = ν(h) = NE/F (α). As in Lemma A.10, s′ is well-defined.
Moreover, as in Lemma A.11, we have
zY′(g1,g2) =
s′(g1g2)
s′(g1)s′(g2)
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for g1,g2 ∈ G.
Lemma A.26. We have
s = s′ · µ0.
Proof. Put ς00 = ι(ς0, ς0) ∈ Sp(V) and
µ00(σ) = zY′(ς00, σ) · zY′(ς00σς−100 , ς00)−1
for σ ∈ Sp(V). Since X = X′ · ς00 and Y = Y′ · ς00, we have
(A.14) zY(σ, σ
′) = zY′(σ, σ
′) · µ00(σσ
′)
µ00(σ)µ00(σ′)
for σ, σ′ ∈ Sp(V). Then it follows from (A.8), (A.13), and (A.14) that
µ00(σσ
′)
µ00(σ)µ00(σ′)
=
µ(σσ′)
µ(σ)µ(σ′)
· µ
′(σ)µ′(σ′)
µ′(σσ′)
for σ, σ′ ∈ Sp(V). Namely, µ00 · µ′/µ is a character of Sp(V). Since [Sp(V), Sp(V)] = Sp(V),
this character must be trivial and hence
µ00 = µ/µ
′.
Since
µ00(ι(σ, 1)) = zY′(ι(ς0, ς0), ι(σ, 1)) · zY′(ι(ς0σς−10 , 1), ι(ς0, ς0))−1
= zY′(ς0, σ) · zY′(ς0σς−10 , ς0)−1
= µ0(σ)
for σ ∈ Sp(V), it suffices to show that
s(g)
µ(ι(g, 1))
=
s′(g)
µ′(ι(g, 1))
for g ∈ G. Here, by abuse of notation, we write g in the denominator for the image of g in Sp(V)
under (A.2), so that ι(g, 1) ∈ Sp(V).
For g = (g, h) ∈ G, choose α ∈ E× such that ν(g) = ν(h) = NE/F (α). Put g♯ = (g, h, α, α) ∈ G♯ and
α = [α, α] ∈ U(W). Note that the image of g♯ in Sp(V) agrees with ι(g, 1) · ι(1,α). By definition,
we have
s(g) =
sˆ♯(g♯)
sˆ2(ι(1,α))
· µ(g
♯)
µ(ι(1,α))
, s′(g) =
sˆ♯(g♯)
sˆ2(ι(1,α))
· µ
′(g♯)
µ′(ι(1,α))
.
Thus it remains to show that
µ(g♯)
µ(ι(g, 1)) · µ(ι(1,α)) =
µ′(g♯)
µ′(ι(g, 1)) · µ′(ι(1,α)) .
But the left-hand side is equal to
zY(ι(g, 1), ι(1,α))
zV△(ι(g, 1), ι(1,α))
=
1
zV△(ι(g, 1), ι(1,α))
by (A.8), whereas the right-hand side is equal to
zY′(ι(g, 1), ι(1,α))
zV△(ι(g, 1), ι(1,α))
=
1
zV△(ι(g, 1), ι(1,α))
by (A.13). This completes the proof. 
Thus, to finish the proof of Proposition A.25, it remains to prove the following.
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Lemma A.27. We have
s†|G = s′.
Proof. Since both s† and s′ trivialize zY′ , there exists a continuous character χ
′ of G such that
s†|G = s′ · χ′.
We will show that χ′ is trivial. Since [Sp(W †), Sp(W †)] = Sp(W †), χ′ is trivial on U(W ) ∼= Sp(W †).
Let g = (g, 1) ∈ G with g ∈ U(V )0 ∼= SO(V †). By definition, we have s†(g) = 1 and
s′(g) = s♯′(g, 1, 1, 1) = sˆ♯(g, 1, 1, 1) · µ′(ι(g, 1)) = µ′(ι(g, 1)).
Since ι(g, 1) belongs to PY′ and commutes with h0, we have
µ′(ι(g, 1)) = zY′(h0, ι(g, 1))
−1 · zY′(ι(g, 1),h0) = 1.
Hence we have s′(g) = 1, so that χ′(g) = 1.
Thus it remains to show that
χ′(g) = 1
for g = (α, α) ∈ G with α ∈ E×. We write α = a+ bi with a, b ∈ F and put ν = a2 − b2u. Since χ′ is
continuous, we may assume that
a 6= 0, b 6= 0.
By definition, we have s†(g) = s†(h), where
h =
(
a b
bu a
)
·
(
1
ν−1
)
.
Since
h =
(
1
bu a
bu
)
·
( −1
1
)
·
(
1 aνbu
1
)
,
we have
s†(h) = ξE(bu)
m · γ′−1 = (−b, u)mF · γ′−1.
Recall that
γ′−1 = γF (
1
2ψ)
−2m · γF (det V †, 12ψ)−1 · hF (V †)
= γF (−1, 12ψ)m · γF ((−u)m, 12ψ)−1 · hF (V †)
= γF (−1, 12ψ)m · γF (−u, 12ψ)−m · (−u,−u)
(m−1)m/2
F · hF (V †)
= γF (u,
1
2ψ)
m · (−u,−u)(m−1)m/2F · hF (V †).
If we put V †i = Feie+ Feie
′′, then we have
hF (V
†) =
m∏
i=1
hF (V
†
i ) ·
∏
1≤i<j≤m
(det V †i , detV
†
j )F
=
m∏
i=1
(−2κi, u)F · (−u,−u)(m−1)m/2F .
Hence we have
s†(g) = γF (u,
1
2ψ)
m ·
m∏
i=1
(2bκi, u)F .
On the other hand, by definition, we have
s′(g) =
s♯′(α, α, α, α)
s′2(ι(1,α))
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=
s♯′(α, α, α, α)
s′2(ι(α,α))
· s
′
2(ι(α,α))
s′2(ι(1,α))
=
s♯′(α, α, α, α)
s′2(ι(α,α))
· s′2(ι(α, 1)) · zY′(ι(α, 1), ι(1,α))
=
s♯′(α, α, α, α)
s′2(ι(α,α))
· s′2(ι(α, 1))
=
sˆ♯(α, α, α, α)
sˆ2(ι(α,α))
· sˆ2(ι(α, 1)) · µ′(ι(α, 1)),
where α = [α, α] ∈ U(W). By definition and Lemma A.6, we have
sˆ♯(α, α, α, α)
sˆ2(ι(α,α))
= χ(α)m.
Also, as in Lemma A.16, we have
sˆ2(ι(α, 1)) = χ(J i(β − 1))m · γ−1 = χ(2bα−1)m · γ−1,
where β = α−1αρ and
γ−1 = (detV, u)F · γF (−u, 12ψ)−m · γF (−1, 12ψ)m
= γ(u, 12ψ)
m ·
m∏
i=1
(κi, u)F .
Hence, noting that the image of g in Sp(V) agrees with that of α, we have
s′(g) = γ(u, 12ψ)
m ·
m∏
i=1
(2bκi, u)F · µ′(ι(g, 1)).
Thus we are reduced to showing that
µ′(ι(g, 1)) = 1
for g = (α, α) ∈ G with α = a+ bi ∈ E× such that a 6= 0 and b 6= 0. This is further reduced to the case
dimV = 1. Then we may identify V † with the F -space Fe+ Fe′′ equipped with a symmetric bilinear
form
〈x1e+ x2e′′, y1e+ y2e′′〉† = κu · x1y1 − κ · x2y2,
where κ = κ1/2. We take a basis
x1 = e ⊗ (e, 0), y1 = 1
κu
· e⊗ (e′, 0),
x2 = e
′′ ⊗ (e, 0), y2 = − 1
κ
· e′′ ⊗ (e′, 0),
x3 = e ⊗ (0, e), y3 = 1
κu
· e⊗ (0,−e′),
x4 = e
′′ ⊗ (0, e), y4 = − 1
κ
· e′′ ⊗ (0,−e′)
of V = V † ⊗F W †, so that
X′ = Fx1 + · · ·+ Fx4, Y′ = Fy1 + · · ·+ Fy4, 〈xi,yj〉 = δij .
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Using this basis, we identify Sp(V) with Sp8(F ). Then we have
h0 =

1
2 − 12
1
2 − 12
κu
2
κu
2
−κ2 −κ2
1 −1
1 −1
− 1κu − 1κu
1
κ
1
κ

,
ι(g, 1) =

1
2 (c+ 1)
du
2 − dκu2 κ2 (c− 1)
d
2
1
2 (c+ 1) −κ2 (c− 1) dκ2
1
1
− d2κ − 12κ (c− 1) 12 (c+ 1) − d2
1
2κ (c− 1) du2κ − du2 12 (c+ 1)
1
1

,
where
c =
a2 + b2u
a2 − b2u 6= ±1, d = −
2ab
a2 − b2u 6= 0,
so that c2 − d2u = 1. Recall that
µ′(ι(g, 1)) = zY′(h0, ι(g, 1))
−1 · zY′(h0 · ι(g, 1) · h−10 ,h0).
Since h0 ∈ PY′ · τ2 ·m(a1) and ι(g, 1) = n(b1) · τ · PY′ , where
a1 =

1
1
1 1
1 1
 , b1 = dκc− 1 ·

−u
1
0
0
 , τ =

−12
12
12
12
 ,
we have
zY′(h0, ι(g, 1)) = zY′(τ2 ·m(a1),n(b1) · τ)
= zY′(τ2,m(a1) · n(b1) · τ).
If we put
b2 =
dκ
c− 1 ·

−u −u
1 1
−u
1
 , b3 = dκc− 1 ·

0
0
−u
1
 ,
then we have m(a1) · n(b1) = n(b2) · n(b3) ·m(a1) and hence
zY′(h0, ι(g, 1)) = zY′(τ2 · n(b2),n(b3) ·m(a1) · τ).
Since τ2 · n(b2) ∈ PY′ · τ2 and n(b3) ·m(a1) · τ ∈ τ · PY′ , we have
zY′(h0, ι(g, 1)) = zY′(τ2, τ) = 1.
On the other hand, we have h0 ∈ τ2 · PY′ and
h0 · ι(g, 1) · h−10
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=

1
4 (c+ 3)
du
4 − d4 − 14 (c− 1) − dκu8 κ8 (c− 1) −κu8 (c− 1) dκu8
d
4
1
4 (c+ 3) − 14u (c− 1) − d4 −κ8 (c− 1) dκ8 − dκu8 κ8 (c− 1)
− du4 −u4 (c− 1) 14 (c+ 3) du4 κu8 (c− 1) − dκu8 dκu
2
8 −κu8 (c− 1)
− 14 (c− 1) − du4 d4 14 (c+ 3) dκu8 −κ8 (c− 1) κu8 (c− 1) − dκu8
− d2κ − 12κ (c− 1) 12κu (c− 1) d2κ 14 (c+ 3) − d4 du4 − 14 (c− 1)
1
2κ (c− 1) du2κ − d2κ − 12κ (c− 1) − du4 14 (c+ 3) −u4 (c− 1) du4
− 12κu (c− 1) − d2κ d2κu 12κu (c− 1) d4 − 14u (c− 1) 14 (c+ 3) − d4
d
2κ
1
2κ (c− 1) − 12κu (c− 1) − d2κ − 14 (c− 1) d4 − du4 14 (c+ 3)

∈ PY′ · τ ·m(a2) · n(b4),
where
a2 =

1 −1
1 − 1u
1
1
 , b4 = (c+ 1)κd ·

0
0
u
−1
 .
Since τ · n(b4) ∈ PY′ · τ and n(b4)−1 ·m(a2) · n(b4) · τ2 ∈ τ2 · PY′ , we have
zY′(h0 · ι(g, 1) · h−10 ,h0) = zY′(τ ·m(a2) · n(b4), τ2)
= zY′(τ · n(b4),n(b4)−1 ·m(a2) · n(b4) · τ2)
= zY′(τ, τ2)
= 1.
This completes the proof. 
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