This paper introduces an algorithm capable of analysing temporal frequencies present in any visual scene. By estimating the frequency of temporal variations, it is possible to distinguish between the objects that create them. Simulation results highlighting the operation and performance of the algorithm are presented, along with results from a test chip. The chip was fabricated in a 0.6pm CMOS process and implements the first phase of the complete algorithm.
INTRODUCTION
Certain objects within any visual scene can be identified by the temporal frequency signature that they exhibit [I] . Given two flashlights being switched at different frequencies, it is possible to distinguish between them by analysing the frequency of temporal variations exhibited by each pixel in a CMOS imaging system. If the fundamental frequencies of both flashlights are similar, it is necessary to ascertain the harmonic content of the temporal signals they produce, thus providing more information about the nature of each particular flashlight. In an effort to remove any possible bottleneck in the system, an emphasis has been placed on focal plane computation. This style of processing requires circuitry that consumes low power and maximises the fill factor of each pixel, effectively ruling out a 'brute strength' DSP approach and pointing towards analogue circuits operating in or near weak inversion.
ALGORITHM: FOCAL PLANE EXTRACTION OF FUNDAMENTAL FREQUENCY
An ideal solution to this problem involves placing a Fourier processor within each pixel cell, thus allowing each pixel to produce a full frequency signature for any incident light variation. Obviously, this technique is unrealistic, so a compromise between functionality, power consumption and area has to be made. The adopted approach involves splitting the Qinetiq, St Andrews Road, Malvern, Worcs., UK. WR14 3PS.
problem into two separate phases. The first step is to ascertain the fundamental frequency of any variations seen by the imager. This information is then used by the second phase, which places band pass filters at integer multiples of the fundamental, thus producing a frequency signature of the signal as seen in figure 1.
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Frequency (Hz) The success of the algorithm depends strongly on the accuracy with which the fundamental frequency is obtained. The first approach involved applying a convolution kemel to each pixel in an effort to enhance edges. This could be achieved using current mode circuitry [2] although it would add an extra level of complexity to the chip. The idea was for each individual pixel to chart the appearance and disappearance of edges in a pulse train. The frequency of this pulse train then coincides with the frequency of the temporal variations at that particular pixel. The underlying idea is that it is far easier to measure accurately the frequency of the pulse train than the small signal variations of a CMOS photocircuit. The complete algorithm can be seen in figure  2 . The mask is applied to the output of the photocircuit, with weighted values from the eight neighbouring pixels used to ascertain the presence or absence of an edge. Any DC level that this step introduces is removed with a HPF, designed with a low cutoff frequency so that the transient information is not attenuated. A comparator then thresholds the signal, producing pulses that correspond to the frequency of any incident light variation.
Fig. 2. Focal Plane Algorithm for Detecting Fundamental Frequency
This algorithm was simulated using MATLAB, along with a simpler version that did not apply the mask. The second algorithm is similar to figure 2 except the output from the photocircuit is fed directly to the HPF. It was felt that any degradation in performance may be offset by the far simpler circuit level implementation. Both algorithms were used to generate frequency maps, where the fundamental frequency at each pixel is represented by a grey level between 0 and 255. This should allow simple visual inspection of results. show frequency maps developed with the original mask algorithm, while (e) and ( f ) were created with the simpler version. The map in figure 3(e) actually appears superior to that in 3(c), while there is no real discemible difference between 3(d) and 3(f). This, coupled with the simpler circuit requirements, made the simpler algorithm the more viable for a circuit level implementation.
CIRCUIT LEVEL IMPLEMENTATION
As depicted in figure 2, the algorithm consists of three elements, namely a photocircuit to convert the incident light intensity into a voltage, an HPF and a comparator. The employed photocircuit was the simple logarithmic photocircuit [3] as depicted in figure 4(a). This circuit uses the photocurrent to bias transistors in weak inversion, thus producing an output voltage that is logarithmically related to the incident light intensity. This compression is essential as the photocurrent can vary over a wide range, from a few fA in dark conditions to nearly pA in direct sunlight. A Gm-C filter as seen in figure 4(b) was used to remove the DC level from the output of the photocircuit [4, 51. To achieve the low cutoff frequency required, the differential stage was biased with a subthreshold current. The circuit can be considered as a simple RC network, with the resistance replaced by the transconductance of the differential stage. By biasing the differential stage in subthreshold, a very low value of figure 4 (c) [6] . This circuit can be constructed with or without hysteresis by varying the aspect ratios of transistors in the two PMOS source-coupled pairs. The comparator was designed to operate with a bias current of IPA, producing a power consumption of approximately 5pW for each pixel. Operating the comparator in subthreshold reduces the consumption considerably.
A chip with various combinations of the above circuitry was fabricated using an AMS 0.6pm process through Europractice. Three different photo-detecting elements were implemented in an effort to find which produced the best results. Two different photodiodes were constructed, along with a vertical parasitic BJT as a phototransistor. All three photoelements were 50pm by 50pm, to allow direct comparison of results. Two differerit versions of the comparator, with and without hysteresis, were also included. The overall size of each pixel was approximately 200pm by 150pm, although this could be reduced considerably in future chips. As some of the circuitry operates in subthreshold, a third metal layer was employed as a shield to prevent the generation of unwanted photo-induced currents. The chip was tested with an IR LED connected to a signal generator. By were employed, with a corresponding shift in the cutoff frequency of the filter. It should be noted that the overall response is band pass, due to the combined response of the high pass filter and the low pass photocircuit. For frequencies above lOkHz, the attenuation is such that the pixel cell does not operate. However, such frequencies are beyond the scope of the project. Figure 5(b) shows the frequency response of pixel two. Notice the increased 'gain' when compared to pixel one. This is due to the inherent multiplication of the phototransistors 8, and suggests that this may be a better solution for this particular application. Standard CMOS imaging chips employ photodiodes due to the difficulties in matching p across the surface of the chip.
However, in this application, each pixel can be considered an independent frequency sensitive element and as such, the increased gain is an advantage. Two neighbouring pixels with different gains, when presented with the same input signal, would produce similar fiequency contents after normalisation. Notice also the smoothness of the characteristic for pixel two when compared with pixel one. This is due to the hysteresis in the comparator, which has the effect of reducing the sensitivity of the system to noise. The frequency of the output pulses was measured using an Agilent 54624A Analogue Oscilloscope. Figure 6 shows how the output frequency of the pulses follows the input frequency of the signal generator. The measurements were taken with a filter control voltage of 0.51V. Figure 6(a), (b) and (c) show high linearity for both pixel cells at frequencies from 1Hz to IkHz. However, figure 6(d) shows that pixel one provides a more accurate output pulse than pixel two at frequencies between lkHz and IOkHz. Indeed, pixel two produces no pulses for frequencies above 3kHz, suggesting that the hysteresis may provide robustness to noise but also reduces sensitivity greatly. A final test on the accuracy of the output pulses was made by exposing the chip to the fluorescent lightingin the laboratory. It is known that this varies at a frequency of IOOHz and, while pixel one produced pulses at this frequency, pixel two produced nothing. It is clear that hysteresis provides benefits at mid-range frequencies, where the amplitude of the pixels output is high. However, when the output from the photocircuit becomes smaller than the value of hysteresis, as is the case at high frequency or with low intensity variations, a comparator with hysteresis is too insensitive. 
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This paper has introduced an algorithm for distinguishing between objects by analysing any temporal frequencies that they may produce. The idea is to calculate the fundamental frequency using a focal-plane technique. In addition, chip results from a possible implementation are presented. It is clear from figure 5 that the extra gain produced by the parasitic bipolar phototransistor, when compared with the photodiode, is an advantage for this particular technique. The matching problems associated with CMOS imaging systems using phototransistors can be dismissed as each pixel cell essentially operates independently. Adding hysteresis to the comparator reduces sensitivity to small signal variations, which are commonplace with the logarithmic compression present in the photocircuit. A photocircuit such as that described in [7] would produce better results, with larger transient voltage swings. Future work includes the design of the complete algorithm, with bandpass filters placed at integer multiples of the calculated fundamental frequency. An improved focal plane technique for calculating the findamental frequency is also being investigated. Reducing the size of the pixel circuitry is an issue for further consideration, as is the design of a sampled data read-out system.
