We provide empirical evidence of the dynamics of city size distribution for the whole of the twentieth century in U.S. cities and metropolitan areas. We focus our analysis on the new cities that were created during the period of analysis. The main contribution of this paper, therefore, is the parametric and nonparametric analysis of the population growth experienced by these new-born cities. Our results enable us to confirm that, when cities appear, they grow very rapidly and, as the decades pass, their growth slows or even falls into decline. Moreover, the nonparametric analysis shows that the most of the growth differential is driven by the cities' first decade of existence. This is consistent with the theoretical framework regarding mean reversion (convergence) in the steady state and with the theories of sequential city growth.
Introduction
The dynamics of city size distribution and, in particular, the analysis of Gibrat's law -that is, that a city's population growth rate is independent of its initial size -has attracted the attention of researchers for many years. In fact, there are plenty of studies evaluating the performance of Gibrat's law for different countries and periods. Ioannides and Overman (2003) find that Gibrat's law holds for the US, Eeckhout (2004) points out the same when including all the cities without restriction and so does Giesen and Südekum (2011) for the case of Germany. Others such as Black and Henderson (2003) or Bosker et al. (2008) find that this is not the case both for the US and West Germany respectively. Despite this amount of literature quantifying the size effect on growth, there is little evidence on analysing the effect of city's age on its growth. In this context, this paper adopts parametric and nonparametric techniques to evaluate the agedependent patterns of urban growth using data on cities and Metropolitan Statistical Areas (MSAs) of the US for the period 1900 to 2000. Moreover, the non parametric analysis provides additional empirical evidence to the above mentioned theories regarding the acceptance or rejection of Gibrat's law focusing on the role of new-born cities.
The inclusion of new cities is of special relevance in the case of the US which saw its cities grow in number from 10,496 to 19,211 over the 20 th century. Besides, at the same time, these cities increased in population and size. Figure 1 shows the evolution of the total number of cities throughout the twentieth century in the US. At first glance we can observe that the number of cities grows over time but this growth is not the same trough all the period. In fact, the graph shows that this growth is concave, being higher during the first third of the century 12 and becoming more stable the years after. There are many examples of cities appearing during the 20 th century. For instance, Long Beach in the State of New York, was created in 1922, and today is the 15 th biggest city in the State (the 18 th in 2000). With a population of 35,462 inhabitants (2000) , it enjoyed an annual growth rate of between 4.5 and 5.5% during its first three decades of existence, though this rate slowed down to 0.5% in the 1990s. The second half of the twentieth century is characterized by a suburbanization process and the proliferation of cities in the south of the country. Good examples of this phenomenon are provided by Carson City and San Marcos, two cities in California. The former is, in fact, a suburb of Los Angeles and the latter of San Diego. Both cities were created during the 1960s as a consequence of the aforementioned process and the creation of the Sun Belt. Carson City was born in 1968, grew at an annual rate of 1.3% during its first decade of existence and then at a slower rate up to 2000. The case of San Marcos differs slightly. The decline in its growth rate with the passing decades is the same as in the previous case, but its annual growth rates have been much higher: ranging from 15% on average for the first decade of its existence to 3% over the last decade, growing from a settlement of just 3,896 inhabitants in 1970 to 54,977 in 2000. These are three examples from our dataset but we can find almost 9,000 similar cases.
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However, we are not the first focusing the analysis on new cities. Previous works by Dobkins and Ioannides (2000) and Henderson and Wang (2007) also allow new cities to enter the sample when crossing a particular threshold. However, the inclusion of all new cities without any threshold restriction is only considered in the works by Giesen and Südekum (2012) who uses data on the foundation dates of 7,000
American cities for the period 1790 to 2000 and Desmet and Rappaport (2013) whose data consist on the entire set of counties and MSAs for the US from 1800 to 2000. Our work closely relates to both studies. Giesen and Südekum (2012) , by means of a theoretical model, find that the distribution of city sizes is systematically related to the country's city age distribution. They point out that young cities initially grow faster but in the long run all the cities grow at the same rate (Gibrat's law). Desmet and Rappaport (2013) point out that in earlier periods smaller counties converge and larger ones diverge but, taking into account the changes in age composition over time, both convergence and divergence dissipate and Gibrat's law gradually emerges. Our results are very much in line with theirs. We find that young small cities tend to grow at higher rates but, as decades pass, their growth stabilizes or even declines. Moreover, this high level of growth rates is spread across ages but is especially important in the first years of existence. After that, Gibrat's law tends to hold better.
Our work shows then, a sequential growth pattern of cities according to their age. To grow sequentially means that, within a country, a few cities initially grow much faster than the rest, but at some point their growth slows and other cities start to grow, and so on. This fact has been theoretically documented by Cuberes (2009) and Henderson and Venables (2009) with some models in which cities grow sequentially, allowing for the entrance of new cities in the sample. The only empirical approach to these theories is Cuberes (2011) who, drawing on data for cities from 54 countries and on data for metropolitan areas from 115 countries, shows that urban agglomerations have followed a sequential growth pattern. However, these set of studies focus on the sequential pattern driven by the size of the city while our work does so tracing the age-dependent patterns.
Moreover, we reproduce the analysis for metropolitan areas as they represent more accurate economic areas than cities. However, our results do not confirm our earlier findings for cities. This could reflect the fact that a metropolitan area is an aggregation of different cities; even if the area is new, the cities within it might not be. Moreover, it is not possible to know how old the area is since it does not enter the sample until it reaches the minimum population threshold of 50,000 inhabitants. As such, larger -and, therefore, more mature -cities within the area, have lower growth rates than smaller cities within the same area and the aggregate effects may disappear.
The rest of the paper is structured as follows. Section 2 presents the data. Section 3 explains the parametric empirical methodology and section 4 discuss its main results. Section 5 provides the nonparametric analysis and its results. Section 6 concludes.
Data
We use data for US cities and Metropolitan Statistical Areas (MSAs) for the whole of the 20 th century.
The database is the same as that employed by González-Val (2010) problem for the analysis we conduct here. As Dobkins and Ioannides (2001) show, the US system is characterized by the entry of new cities that can have an impact on its city size distribution. As we are particularly interested in these cities, the data on incorporated places provide more information than those on the MSAs. However, MSAs are larger geographical areas and include a large proportion of the population living in rural areas. Yet, despite the fact that the sample of incorporated places accounts for a lower percentage of the total population, it is considerably more urban (94.18% in 2000) than that of the MSAs (88.35%). ε is the error term. Table 3 shows the evolution of the nine age dummies over the 20 th century. disappearances throughout the whole period), even in the first half of the century. Consequently, if we calculate the average net and gross creation rates of cities over the 20 th, we find that they do not vary much between them, being the average net creation rate of cities a 6.51% and the average gross creation rate of cities a 7.46%.
[ Based on the hypothesis we seek to test here, we expect k β to be positive and significant during the first decades following the birth of the city but, as the decades pass, we expect this coefficient to decrease, even acquiring a negative value. However, in order to avoid any bias in these estimations, we need to add a number of controls that capture the time or space effects that might influence these results. Thus, we incorporate time and state fixed effects in our estimation. On top of the state fixed effects, for the cities' estimations, we also include county fixed effects in order to control for a smaller geographical area.
Additionally, Black and Henderson (2003) find that US cities with coastal locations grow faster and they incorporate regional variables in their analysis so as to capture their market potential. Other studies,
including Rappaport and Sachs (2001) , Mitchener and McLean (2003) and Bleakley and Lin (2012) , also point out that having access to navigable waters plays an important role in accounting for population distribution and growth. Thus, to control for these characteristics, we also include a dummy variable that captures the access to navigable waters (including access to rivers, lakes and oceans) at the state level, and four dummy variables, one for each of the major US regions: the Northeast, the Midwest, the South and the West.
Moreover, Duranton (2007) points out that cities grow or decline following gains or losses of the industries. Therefore, we include one more control variable capturing changes in industrial composition in the US over the course of the 20 th century. As Kim and Margo (2004) explain, during the first half of the twentieth century, the rise of the industrial economy and the manufacturing (or 'rust') belt saw people move westwards. Since 1950, thanks to the diffusion of air conditioning and milder winters, the population has grown in the southern part of the country, leading to the creation of the Sun Belt 56 . Thus, we include two dummies at the state level, one for each of the rust and sun belts respectively, in order to control for these regional and industrial impacts on the population growth rate.
Furthermore, in order to account better for the magnitude of the city age effects on its growth and distinguish them from those of the city size on its population growth, we also include a variable capturing the initial city size of the cities (lnp it-1 ). In line with the literature, by including this variable we are able to test the mean reversion hypothesis. When the coefficient of this variable is negative, we can assume mean reversion (convergence) in the steady state while a positive one may indicate divergence. A non-significant coefficient can be interpreted as being indicative of independence between growth and initial size, supporting Gibrat's law and, therefore, rejecting the mean reversion hypothesis. In the previous literature, some authors like Black and Henderson (2003) and Henderson and Wang (2007) find that the smallest cities grow faster, supporting the mean reversion hypothesis. In our analysis, we have also introduced the age of the city, which is correlated with the size (Giesen and Südekum, 2013) . Therefore, it may be difficult to distinguish between the net effect of city age on growth from the one of size on growth in the parametric analysis. As a consequence, in order to examine the exact relationship between the temporal dimension of growth (the age of the city) and its initial size on growth, we perform a nonparametric analysis in Section 5.
More specifically, the nonparametric analysis aims to evaluate which is the exact size effect on growth for every city's decade of existence. Therefore, we can also examine whether we can accept the mean reversion hypothesis or reject it (being Gibrat's law the one holding) and if there are relevant differences on the impact of city size on growth across different ages. Moreover, the city size may, in some cases, be a source of possible endogeneity. However, our results regarding the effect of city's age on its growth are robust to the inclusion or not of the city size variable.
We reproduce the analysis for the MSAs in order to test whether the growth pattern of cities still applies when aggregating the geographical units. Table 4 shows the evolution of the nine age-dummies for the MSAs during the 20 th century. Two main differences can be seen between Tables 3 and 4 : first, no MSAs disappear from the sample (once an MSA reaches the minimum population threshold it never falls below it) and, second, the falling trend in the appearance of new MSAs is not as clear as that for the cities. The former relates to the MSA definition: to become an MSA a minimum population of 50,000 in the central city is required. Then, when working with MSAs we are taking into account mainly larger cities with high levels of capital stock and scale externalities that make them to remain big and not disapear 67 . The second distinctive characteristic is attributable to the change in the criterion used to define an MSA in 1960 (47.2% of the MSAs were created that decade).
[ 
Results
In this section we present the results of the estimation of Eq. (1). Table 5 shows the results for cities while Table 6 presents those for the MSAs. All regressions include the nine age dummy variables. The control variables are sequentially introduced from regression (1) to (6). For both geographical units (cities and MSAs), the regressions corresponding to each column represent the same specification with only the unit of analysis being changed from cities to MSA.
The coefficients can be interpreted as the average impact, measured in logarithmic points, on the growth rate of a specific city i (or MSA) depending on the age of that city (or MSA) compared to the other preexisting cities in the sample. As explained above, d 1 represents the city when it is newly born, d 2 when it has existed for one decade, d 3 two decades and so on, meaning that d 9 represents more mature cities than d 1 .Therefore, the coefficient associated with d 1 represents the average impact on growth of being a new-born city with respect to the rest of pre-existing cities in the sample (base category), the one associated with d 2 represents the average impact of one-decade old cities with respect to the rest of the cities i.e. the older ones, and so on so forth. For that reason, we are interested in the trend presented by the coefficients from d 1 to d 9 , as this represents the dynamic effects of cities' age on their growth. Table 5 presents the results for cities where the total number of observations corresponds to the summation of all the cities that grow (the newborn and the incumbents) over the 20 th century. Column (1) presents the results of estimating Eq. (1) by OLS without any control variable (not even the city size).
Column (2) shows the same estimation but including the city size variable. At first glance, we see that the coefficients of the nine dummies in both specifications follow the expected pattern: they are significantly positive for d 1 and become smaller until they record negative values. However, note that the results from (1) and (2) might lack precision as there may well be a considerable amount of missing and uncontrolled information in these specifications. In order to solve any problem of bias, we estimate equations (3), (4), (5) and (6) using different control variables. In column (3) we estimate the same equation but taking into account the possibility that time effects might be driving part of the results. However, the coefficients are similar to those estimated in the previous regressions as is the overall trend. As before, the coefficient associated with d 1 is significantly positive and it decreases with the increase in city age, becoming negative when the city is mature.
Column (4) presents the results for the city fixed effect estimation. Here, the interpretation of the coefficients is different from those of the other five regressions. Now, the estimated parameters show how new-born city i grows in decade t>1 in comparison with how new-born city i grew in decade t. An analysis of the coefficients reveals that the trend followed is the same as that in the previous estimations (the coefficient associated with d 1 being higher than that associated with d 2 and so on), indicating that the growth of a new-born city is greater than that of a mature city. However, the overall size of the coefficients is smaller than before. In fact, the first two dummies are not significant because they are indeed the base category 78 but from d 3 to d 9 they become significantly negative. In column (5) we estimate the same model but we include a state fixed effect and a county fixed effect to control for a spatial dimension. The results, again, present the same pattern with significantly positive coefficients associated with d 1 and a decreasing trend until d 9 . It is not, in fact, a perfectly decreasing trend because with the passing decades growth tends to stabilize and only declines at the end of the period. This trend can be observed in Figure 2 that plots the estimated parameters for column (5). 7 We estimated the same regression without the incumbent cities and the results were robust.
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Finally, column (6) shows the results when estimating Eq.
(1) including all the control variables: size, time, state, county and regional fixed effects. We also include the other geographical dummy variables:
access to navigable waters and belonging to the Sun or Rust belts. As in all the previous cases, the coefficients follow the same decreasing trend allowing us to demonstrate that when a city is born, its growth is high and as the decades pass, the growth becomes more moderate and even declines. The average impact on growth (in logarithmic points) of a city in the first decade of its creation is about 0.106 more with respect to the pre-existing cities (the older incumbent ones). One decade later, the coefficient falls significantly (from 0.106 to 0.023), although the impact on growth remains positive. Thus, the higher growth occurs during the first decade of a city's existence. However, if we focus on the coefficient associated with the last decade (-0.024), we see that the older the city becomes the lower is its average impact on growth. These results are consistent with the theories of sequential city growth.
However, despite the results for the city age impact on its growth are consistent across the different estimations, the coefficients associated with the city size variable do not present the same pattern. As mentioned before, this initial city size variable seeks to capture the existence of mean reversion. In line with the preceding discussion, it should be significantly negative in order to accept the mean reversion hypothesis or non significant to accept Gibrat's law. By observing the coefficients associated with this variable from columns (2) to (6), we see that all of them apart from the one corresponding to column (4) are significantly positive. As mentioned before, regressions (2), (3), (5) and (6) correspond to OLS estimations while column (4) presents the results for a city-fixed effects estimation. The OLS procedure is a between estimator, which typically uses just the cross-sectional variation to estimate the parameters while the fixed effects is a within estimation which evaluates changes in time within subjects.
Although the difference across within and between estimators is not significant when evaluating the nine dummy variables capturing the age of a city 89 , it is so for the city size variable. We argue that, when estimating by OLS, we are comparing across cities (big and small) while already controlling for age (but only for newborn cities which are typically the smallest). However, in the within estimation, the time variation within the city size is the exploit dimension. As a consequence, the coefficient of the OLS procedure, although very small, is significantly positive and so nothing can be said about mean reversion while the one in the fixed effects one is significantly negative confirming the existence of mean reversion. 8 The interpretation of the coefficients varies between OLS and fixed effects but the results are the same. The coefficients associated to the nine dummy variables in the between estimation represent the difference in the impact on growth rates between the newborn cities and the pre-existing ones (d 1 ), the one decade old cities and the older ones (d 2 ) and so on. On the other hand, the coefficients of the within estimation can be interpreted as being d 1 and d 2 the base category and then, we can observe the cities' age evolution compared to the base category (the city being newborn). In both cases indeed, the results lead to the same conclusion.
Moreover, we are not the first to empirically document this moderately positive relation between initial city size and growth. Desmet and Rappaport (2013) However, to differentiate between the direct effects of city size on its growth from this of city's age on its growth, we conduct a non parametric analysis in Section 5. More precisely, we are interested in whether there are systematic deviations from Gibrat's law for cities of all ages or they are focused on any specific city's age. Thus, we try to see if there are different impacts of size on growth across different city ages.
[ Table 6 presents the results for the MSAs, its six columns being the same as those in Table 5 , being the total number of observations, as in the case of the cities, the summation of all the MSAs that grow (the newborn and the incumbents) over the 20 th century. In the first two columns (1) and (2) we cannot identify the same decreasing trend as the one we found in the cities' estimation (Table 5 ). These specifications might lack precision, as those first two identified above for the cities. For this reason, we also estimate the model incorporating time fixed effects, city fixed effects and state fixed effects in columns (3), (4) and (5) respectively. None of these three regressions presents the same results' pattern as in those for the cities in terms of a declining growth trend.
Finally, column (6) includes state, time and region fixed effects and the geographical controls. As with the previous columns, almost none of the coefficients are statistically significant and the expected decreasing trend is not seen. Thus, we can conclude that the MSAs do not present the same trend as the one presented by cities and that the aggregation of geographical units does not provide the same results.
Moreover, the results of the MSA size in some regressions presents a significantly negative value but, when adding all the control variables (column 6) it becomes non significant. These results seem to point out that there is no relation between the initial size of a city and its growth when dealing with MSAs data and then, Gibrat's law may be confirmed for bigger units of analysis than cities.
Nevertheless, some studies like Cuberes (2011) and Desmet and Rappaport (2013) find that both cities and MSA's grow sequentially which is not happening in our estimations as our results point out that cities are the only ones following this sequential pattern. However, these results are sensitive to the unit and period of analysis and, although they use data for MSA's, their MSA definitions and the periods analysed differ from ours. Cuberes (2011) uses a worldwide dataset for many different periods. In fact, for the case of the US, he uses MSAs typically above a threshold which is not the same as ours (50,000 inhabitants). In the case of Desmet and Rappaport (2013) , they work with a hybrid of metro areas and the remaining US counties for the period 1800 to 2000. Additionally, our study starts in 1900; almost one hundred years after theirs, and then, MSA growth patterns may be different than those shown by both analysis.
Thus, a plausible explanation for our results lies in the definition of an MSA. A metropolitan area typically comprises a group of counties with a central city with a minimum of 50,000 inhabitants and a number of other smaller places located at points in the orbit of this central city. According to the sequential growth literature, the central city (assumed to be older and therefore larger than most surrounding places)
will present different growth patterns over the time period to those of other cities within the same MSA.
More specifically, the central city will be more mature than the rest and its growth rate is therefore not expected to be as high. By contrast, there will be other smaller and younger cities that will grow more rapidly during the same period. As such, the final growth rate of the MSA is the average of many rates of different cities weighted by city size. Another plausible explanation is that in order to become an MSA a city with more than 50,000 inhabitants is needed. Therefore, a new MSA is nothing but the evolution of the cities within it and it might be the case that the definition of a new MSA is not as accurate as the one of a newborn city.
Nonparametric analysis
A number of studies employ a nonparametric approach to evaluate the relationship between growth and city size and growth to examine whether Gibrat's law and mean reversion in the steady state holds. Ioannides and Overman (2003) , for example, undertake such an analysis with a time-series dataset for metropolitan areas. This same methodology is adopted by Eeckhout (2004) and González-Val (2010) . The former uses it to evaluate the impact of city size on its growth for all the cities in the US for two specific years: 1990 and 2000 . González-Val (2010 uses the same database as the one described here which includes all cities without restriction. All three studies find that Gibrat's law holds (at least for means) for their data and periods analysed. On the other hand, Michaels et al. (2012) regress population growth on a full set of fixed effects for initial population density using their self-made dataset of county subdivisions finding an increasing relationship between population growth and initial population density in intermediate population
However, our study is much in line with Desmet and Rappaport (2013) . Using data on counties and MSAs, they empirically document the relationship between the level of population and the growth rate of a city for every twenty-year period over the nineteenth and twentieth centuries. They find that, although
Gibrat's law emerges gradually, it never fully attains. We perform a similar analysis, consisting on the nonparametric estimation of city growth against city size for every decade of existence of the US cities. By doing so, we may be able to disentangle between the city age and city size effects on growth and extract some conclusions about the acceptance or rejection of the mean reversion hypothesis. Moreover, we also examine whether this conclusion holds independently of the age of the city or, on the contrary, it differs across ages.
Our nonparametric approach is the same as the methodology developed by Ioannides and Overman (2003) and used in Eeckhout (2004) and González-Val (2010) , but differs in terms of the data we use. Thus, we include only the cities identified as being new-born in each decade and estimate a pool for any possible city age, from one to nine 9 10 . This means that in decade one, we include the total number of cities with one decade of existence; no matter the year in which they were created (the last row in Table 3 is the sample size for each estimation)
The regression we estimate is the following:
where g i is the normalized growth rate, i.e., the difference between growth and the contemporary sample for every decade of the twentieth century including only the new-born cities. Bootstrapped 95 percent confidence bands, calculated using 500 random samples with replacement, are also displayed. 9 We consider a city age up to nine decades (i.e., over the course of the twentieth century). To be able to consider a city with an age of ten decades, data for 1890 are required. 10 Employed here as used in Härdle (1990) . 11 The results are robust to the use of a Gaussian kernel as well as the local polinomial fit technique. 12 The results are robust to different bandwidths including the optimal one for each decade [FIGURE 3] This type of analysis allows us to visually compute the temporal evolution of cities by their size. If random growth does not exist, the average growth of the smallest cities would differ from that of the largest ones. If this were not the case, the figures would only present horizontal lines on the zero value of the growth axis and there would be no deviation from the mean. In Figure 2 , it is immediately apparent that smaller cities of all ages present higher growth rates, and that the larger the city the lower its growth rate tends to be. However, as a city becomes bigger (city size increases), the average growth stabilizes in the mean. Therefore, it seems that, for every decade of the 20 th century, smaller cities tend to grow more.
However, if we plot all the decades together in the same graph, this conclusion can be narrower. Figure   3 shows the nine different estimations on figure 2 in the same plot. Then, although we can argue that there are still some differences in growth rates between the smaller cities and the rest, those differences are much higher for the younger ones (those which are one-decade old). In fact, the dashed line corresponds to the youngest cities in the sample while the others are those corresponding to the cities between two and nine decades old. By examining them, we clearly see that, apart from the one corresponding to the young cities, the others almost look flat around the zero value of growth. Therefore, despite we can assume that there are deviations from Gibrat's law for cities of all ages, they are especially important when regarding young cities.
In fact, as cities become older, Gibrat's law may fit better 13 14.
Moreover, these results do not contradict our parametric findings in which we find that the higher impact of age on growth is mainly driven by the first decade of existence.
FIGURE 4]
Our results are in line with those of Giesen and Südekum (2012) that, by means of a theoretical model, find that cities grow with the same expected rate in the long run (Gibrat's law), but young cities initially grow faster. We are also in line with the results of Desmet and Rappaport (2013) who, using different data, find that city size and growth are negatively correlated across small locations for the 19 th and early 20 th centuries but Gibrat's law gradually emerges while time passes though without completely hold.
Conclusions
In this paper we have drawn on data for cities and MSAs in the United States in order to study the evolution of city growth throughout the twentieth century. More specifically, we have focused our attention on the role played by the new-born cities that have been created during the decades of our period of analysis.
Applying parametric and nonparametric methods we have obtained two main results. Our first finding is that differences exist in city growth rates according to the age of the city. In general, when a city is born it records very high rates of growth but as the decades pass it matures and its growth stabilizes or even declines. These results are consistent with those of the sequential city growth literature, which reports that in each decade a few cities will grow at a faster rate than the others.
Our second finding is related to the analysis of the dynamics of the city size distribution, i.e. the study of Gibrat's law. We perform nonparametric regressions to examine the relationship between the temporal dimension of growth (the age of the city) and a city's initial size. Our results confirm that there are deviations from Gibrat's law for cities of all ages but they are especially important when regarding young cities. In fact, as cities become older, Gibrat's law may fit better. Therefore, these results point out that most of the growth differential is driven by the first decade of existence, which is pretty much in line with our parametric results as well as with the recent papers analyzing the age impact of cities on their growth.
Our results are very much in line with those presented by the city growth literature and, in particular, with those in studies of sequential city growth. Furthermore, our findings could provide interesting input for policy makers in developing countries such as China and India, which are now experiencing their own processes of urbanization. In recent decades, both countries have experienced a change from a rural to an urban society, i.e., the same pattern followed by the US and many other developed countries. As urban policies slowly adjust to the dynamics of growth, and given the huge populations of both India and China, it must surely be in the best interests of these countries' policy makers to learn lessons from experiences such as that of the US. In fact, if there is a statistical regularity driving some of the population growth of cities, dependent on their initial size or age, some investment (especially in public infrastructure) can be performed strategically. 
