Abstract-In recent years, water pollution or contamination incidents happened frequently, causing serious disasters and negative social impact. To reduce the water contamination risk, water quality monitoring sensors should be deployed in water distribution system (WDS) to enable realtime pollution detection. It is desirable to deploy sensors everywhere so that any contamination event can be detected and reported in a timely manner. Unfortunately, this is a luxury and unrealistic vision because of high deployment cost. It is significant to lower the deployment cost provided that the quality-of-sensing, e.g., coverage and contamination detection time, can be guaranteed for effective depollution action. In this paper, we consider a water quality monitoring sensor network consisting of two kinds of sensors with different prices. The expensive one is of cellular communication capability and therefore is able to send sensing information to control center directly, while the cheaper one is of only sensor-to-sensor communication capability. We investigate a cost-efficient sensor deployment problem on how to deploy these two kinds of sensors in a given WDS to minimize the deployment cost, without violating the quality-of-sensing requirement. We first formulate the problem into a mixed integer quadratically constrained programming problem, which is then linearized into an equivalent mixed integer linear programming. We further propose a polynomial two-stage heuristic algorithm and evaluate its efficiency via extensive simulation-based studies.
monitoring sensor placement only consider the coverage problem, while sensing data transmission issue is ignored. Note that no matter how detailed and accurate the sensing data are, without transmitting to the control center in time they cannot be analyzed to provide real-time solutions against pollution. In this case, the quality-of-sensing still cannot be guaranteed.
Therefore, in this paper, we are motivated to find a low-cost sensor placement and data transmission solution with two kinds of sensors. One is dual-mode sensor with two air interfaces to communicate with both cellular base station and nearby sensors. The other is single-mode sensor, which has only one interface to communicate with nearby sensors. From the consideration of cost, the dual-mode sensor is comparatively costly than the single-mode one due to the additional hardware for cellular communication.
To ensure the quality-of-sensing, two important factors are considered.
1) Detection Efficiency: To enable prompt depollution action, any detected contamination event must be sent to the control center as soon as possible either via base station or sensor-to-sensor communication. Usually, the detected event must be sent to the control center within a predetermined time threshold to prevent large-scale contamination spreading. 2) Coverage: In WSNs, coverage is considered as the main metric to evaluate the quality-of-sensing and is highly related to the sensing range. However, when it comes to water quality monitoring sensor network, the definition of sensing range is different from the traditional one as it is mainly determined by the water flow time and network structure. A WDS can be illustrated as a graph [3] . Fig. 1 shows a WDS with 97 junctions and 117 edges between them denoting the pipes. All the nodes are potential contamination injection sources and also the sensor placement locations. Let us use two extreme cases to illustrate our motivations. If we deploy all junctions with dual-mode sensors, definitely the quality-of-sensing can be guaranteed but at an extremely high deployment cost. On the other hand, if we deploy only one dual-mode sensor in the system, some sensing data could not be sent to the control center with high probability. Therefore, we shall carefully deploy the sensors at appropriate locations to lower the deployment cost without violating the quality-of-sensing. Focusing on this issue, we mainly make the following contributions.
1) To our best knowledge, we are the first to study the sensor placement problem in WDS with the consideration of communication issue. Specially, we consider two kinds of sensors with different communication capabilities, i.e., with/without cellular communication interface. 2) Taking both water flow and communication flow into consideration, we formulate the problem into a doubleflow-based mixed integer quadratically constrained programming (MIQCP) problem and then linearize it into an equivalent mixed integer linear programming (MILP) problem. 3) To tackle the computation complexity, we propose a twophase heuristic algorithm. Extensive experiment results validate the high efficiency of the proposed algorithm. The rest of the paper is organized as follows. Section II gives the system model and state the problem studied in this paper. We then formulate the problem into an MIQCP problem and linearize it into MILP in Section III. Section IV presents our algorithm. The efficiency of the proposed algorithm is validated in Section V. Section VI summaries related work. Finally, Section VII concludes our work.
II. SYSTEM MODEL AND PROBLEM STATEMENT
In this paper, we consider a WDS described as a graph G(N, E), where N and E denote a set of junctions and the connections (i.e., pipes) between them, respectively. A junction could be a sensor placement location and a potential contamination injection source. Without loss of generality, we assume that all junctions are equally likely to be a contamination injection source.
A water flow shall take time to go through one junction to another, defined as flow time. We use t uv to denote the average flow time from u to v. Note that, v does not need to be adjacent to u. The flow from u may go through a number of junctions until arriving at v. The average flow time can be obtained by summing up the average time on all the edges passed by. For example, under unit flow speed, it is easy to derive that the average flow time from A to C in Fig. 2 is 200 unit time as the flow goes through e AB and e B C with flow time 120 and 80, respectively. Water may flow bidirectionally between two nodes and the average flow time may vary on the directions. That is, t uv may not equal to t v u . Since the contamination flows along the water flow, t uv also presents the contamination spreading time. Specially, we define t uu ≡ 0 ∀u ∈ N , which indicates that the contamination shall immediately arrive at the junction where it is injected. In order to guarantee the quality-of-sensing for prompt depollution action, any contamination injection shall be detected by one sensor within time T . For example, if we place a sensor at junction v, it can detect any contamination happens at junction u ∈ N with t uv ≤ T . We define the detectability between nodes u ∈ N and v ∈ N as
According to the water flow characteristics, graph G can be redefined using G w (N, E w ), where E w expresses the detectability relationships between junctions. For example, when T = 200, G is mapped to G w in Fig. 2 , where an edge from junctions A to C indicates that contamination injected at A can be detected by a sensor at C.
We denote the Euclidean distance between junctions u ∈ N and v ∈ N as l uv . Assume that all sensors are with the same sensor-to-sensor communication range R. Any two sensors deployed at junctions u, v ∈ N are able to communicate directly with each other provided that they are within the communication range of each other, i.e., l uv ≤ R. This can be modeled by an undirected graph G c (N, E c ), where an edge e c uv ∈ E c , u, v ∈ N means that sensors at junctions u and v can directly communicate with each other. Two kinds of sensors, i.e., single-mode and dual-mode sensors, shall be deployed in a WDS. A single-mode sensor, with only one sensor-to-sensor communication interface, can communicate with only sensors in the network, while, a dual-mode sensor has two communication interfaces. Besides being able to communicate with other sensors, it can also serve as a gateway between the sensor network and the control center. For any effective contamination detection, the sensing data from a sensor must be finally sent to the control center via a dual-mode sensor, either directly if they are within the communication range or via a set of intermediate sensors in a multihop manner. A contamination event can be successfully detected if and only if the contaminated water spreads to a sensor. The contamination detection time therefore is dominated by the water flow time since the sensing data transmission time, regardless of the number of transmission hops (i.e., path length), is negligible. We hence do not count the data transmission time in the calculation of contamination detection time.
As discussed in Section I, too many dual-mode sensors may result in a high cost while too few may violate the quality-of-sensing. It is significant to investigate a deployment scheme that can explore the penitential of sensor-to-sensor communication capability such that the overall deployment cost can be minimized while guaranteeing the quality-of-sensing.
III. DOUBLE-FLOW-BASED PROBLEM FORMULATION
Based on the system model introduced above, we propose a double-flow-based description to the minimum-cost sensor placement problem, with joint consideration of water flow and sensor communication flow.
A. Sensor Placement Constraints
Our major problem is on the sensor placement. Therefore, we first define a binary variable s i , i ∈ N to denote whether a sensor is placed at junction i ∈ N or not, i.e., 
B. Water Flow-Based Quality-of-Sensing Constraints
The quality-of-sensing is always the primary concern of sensor placement in WSN, and there is no exception in WDS. The quality-of-sensing requirement in WDS is even more important as it is life-critical. The quality-of-sensing can be measured from both spatial and temporal aspects. On the spatial aspect, it refers to the hazardous junctions that can be detected, or covered, by sensors. The more potential nodes are covered, the higher probability that we can find out and clean the contamination. The temporal aspect is about the detection time since longer detection time implies wider contamination spread and more severe crisis. In short, we shall be able to detect the contamination injection at any node within the given time threshold T , to guarantee the quality-of-sensing.
One notable feature of WDS is that the sensing range definition differs from traditional WSN and relies on the water flow time. That is, if we want to detect the contamination injected at a junction i ∈ N , a sensor must be deployed at junction j where the water from i can arrive within T . After that, sensing data from a single-mode sensor can be relayed via a number of intermediate sensors and finally sent to the control center through a dual-mode sensor. That is to say, there must be a path of sensors between the single-mode sensor and the intended dual-mode one. We define whether the data from single-mode sensor j can reach dual-mode sensor k or not using a binary variable h j k ,
Compared with the water flow time, the sensing data transmission time is very short and thus can be ignored. Therefore, once a contamination event can be effectively detected by a sensor and the contamination information can reach a dual-model sensor, we say that the contamination is detected. To ensure the quality-of-sensing, all junctions shall be fully covered. That is
If and only if contamination that happens at a junction i can be detected by a sensor at junction j within time T (i.e., d ij = 1) and the sensing information can reach a dual-mode sensor k (i.e., h j k = 1 and
It is possible that one junction can be covered by multiple sensors. Therefore, we have "≥ 1" in (5).
C. Communication Flow-Based Reachability Constraints
The reachability variable h j k in (5) relates the sensors deployed between junctions j and k. Junction k is reachable from j provided that both j and k are deployed with sensors. As a result, the following relationships must be reserved:
and
Besides, the reachability also relates to the sensors that deployed between the two endpoints. We observe that we can express the reachability based on the network flow theory. The philosophy behind such modeling is that a junction (e.g., k ∈ N ) is reachable from another junction (e.g., j ∈ N ) if and only if a nonzero flow goes through j to k.
Let f j k ab denote the communication flow disseminating from sensor at j to sensor at k over link e c ab ∈ E c . To have a communication flow over link e c ab , it is first required that both a and b are deployed with sensors, regardless of the sensor type. Therefore, we have
In graph G c , a node may have a number of neighbor nodes that can be communicated with in one hop. In the traditional network flow theory, flow conservation at a node implies that the ingress flow from upstream neighbors shall be equal to the egress one to downstream neighbors. Here, we only concern whether a nonzero flow can reach the destination endpoint to check the reachability. We adopt a variant form that the total ingress flow shall be no less than the egress one, i.e., (10) where N (b) is the neighbor set of b ∈ N .
Finally, we may check the reachability between two endpoints as
where A is an arbitrarily large number. If no ingress flow is large than zero, i.e., f j k
We notice that if G c is a connected graph where we can always find a path between every pair of junctions, the above conditions can ensure the reachability between two endpoints. However, it becomes untrue when some junction are disjoint from the others. For example, we consider a case shown in Fig. 3 . (10) is reserved. Consequently, we may get the conclusion that A can reach D. This obviously contradicts to the truth. We notice that such case can be prevented by taking the connectivity into consideration. Let v ij be the connectivity between junctions i and j in G c . Based on the connectivity, we introduce the following constraints:
and 
D. Quadratic Constrained Problem Formulation
Our objective is to minimize the overall deployment cost without violating the quality-of-sensing requirement. To calculate the overall cost, we define the deployment price of a dualmode sensor and single-mode sensor as P d and P r , respectively. Based on such definition, the overall cost can be calculated as
By summarizing all the above together, we obtain a MIQCP as follows: MIQCP: Proof. Let us consider a special case that both single-mode and dual-mode sensors are with the same price. In this case, dual-mode sensors are always preferred as they can directly send the sensing data to the control center. As a result, minimizing the deployment cost with guaranteed quality-of-sensing is equivalent to finding the minimum subset N ⊆ N for placing dual-mode sensors such that for any u ∈ N , it is either in N or there exists v ∈ N and e uv ∈ E w . This is exactly an NP-complete set cover problem. The sensor placement problem shall be NP-hard.
E. Linearization
Although there are quadratic terms in (5), it is possible to linearize MIQCP by introducing auxiliary variables α j k as
which can be equivalently replaced by the following linear constraints:
The constraints (5) can be then rewritten in a linear form as
Finally, we obtain an integer linear programming (ILP) description to our problem as ILP: 
IV. TWO-PHASE HEURISTIC ALGORITHM
Since it is computationally prohibitive to solve the ILP problem and get the optimal solution in large-scale networks, we propose a computation-efficient heuristic algorithm in this section. Our main idea is to first find a set of junctions that should be deployed with sensors based on a greedy approach, and then determine the type of each sensor to ensure the data reachability and the quality-of-sensing. Consequently, we name our algorithm as "Two-Phase algorithm," which is briefly summarized in Algorithm 1., First, we try to find a set of junctions to deploy sensors that can detect any contamination happens at any node in the WDS. Intuitively, the junction with the highest detectability, i.e., the number of junctions within its coverage shall be selected with the highest priority. Therefore, we first calculate the detectability of each node i ∈ N , in line 1 as count i = j ∈N d ij , where d ij refers to the detectability relationship defined in (1). Next, we sort all the junctions according to count i decreasingly into set S in line 1 and then iteratively deploy sensors to junctions in S until all junctions get fully covered by the deployed sensors. For each sensor to be deployed at junction s, if a node, say r ∈ N , can be covered by s ∈ S, i.e., d rs == 1 (see line 1), we set d rj ← 0, ∀j ∈ N, j = s to indicate that node r is already covered by s in line 1. There is no need to consider r any more in future iterations to avoid unnecessary sensor deployment for cost minimization. After that, if k ∈N d ks ≥ 1 (line 1) implying that at least one junction needs the coverage from junction s, we add s into the junction set deploy junction set to be deployed with sensors in line 11. Then, we check whether all junctions get covered in line 13. If so, we terminate the iteration on sensor deployment in line 15.
After the first phase in lines 1-17, we already have the solution of sensor placement without type information. From line 18, we start to determine the sensor types. Different from the first phase based on the reachability relationship on graph G w , here we mainly rely on the communication graph G c . We randomly pick up one node, say s ∈ deploy node set, and add it into the dual-mode sensor set dual mode set, implying that it shall be deployed with a dual-mode sensor (line 19) . After that, we apply the depth-first-search 1 method to find out all nodes that connect with s in line 20. As s will be deployed with a dual-mode sensor, all other connected sensors, either directly or indirectly, can transmit their sensing data to sensor at s. As a result, these sensors shall be added into set single mode set as single-mode ones in line 21 and removed from deploy node set in line 22 as their type has already been determined. We repeat until the types of all sensors are determined.
Remark: Our two-phase algorithm is of polynomial-time complexity. From Algorithm 1, we can see that either line 1 or line 2 can be completed within polynomial time. After that, the two loops, lines 4-17 and lines 18-23, require at most |N | iterations, where | · | represents cardinality function. Therefore, the whole algorithm can be completed in polynomial time.
V. PERFORMANCE EVALUATION AND ANALYSIS

A. Simulation Settings
In this section, we present our simulation-based performance evaluation results on the efficiency of our proposed algorithm. To evaluate the performance of our algorithm, besides comparing with the "Optimal" solution obtained by solving the ILP formulation with Gurobi, 2 we also implement a competitor named "Greedy" as follows. It first sorts the junctions in the system according to the number of junctions that can be detected in a descending order. Then, sensors are greedily deployed until all nodes in WDS are fully covered. The first junctions are deployed with a dual-mode sensor. After that, whenever a newly deployed sensor can communicate, either directly or indirectly, with a dual-mode one, its type is determined as single-mode; otherwise, it is set as dual-mode. Following the system model described in Section II, we consider a 500 × 500 area of WDS where a number of junctions and their interconnections are randomly generated. We initially set the WDS size |N | = 20, detection time threshold T = 20, communication range R = 120, dual-mode sensor price P d = 10, and the single-mode sensor price P r = 6. In order to thoroughly evaluate the performance of our algorithm under different conditions, we vary the network size, the detection time threshold, the communication range and the price ratio P d /P r in different experiment groups. In each group, for each algorithm, the average total deployment cost of 50 simulation instances with different random seeds is obtained and presented.
B. On the Network Size
We first check how our algorithm performs under different network size by varying the number of junctions from 5 to 45. To see how our algorithm performs in larger networks, we also plot the results for network size ranging from 100 to 1000 in a 1000 × 1000 area. It is hard to obtain optimal solution in this range and therefore we do not present the optimal results. The performance evaluation results are shown in Fig. 4 . We can first see from Fig. 4 (a) that our algorithm performs close to the optimal solution and much better than the greedy one. This proves the efficiency of our algorithm. In addition, from both Fig. 4(a) and (c), we also notice that the total cost increases sublinearly with the network size, on each algorithm. This is due to the fact that more sensors are required to make sure that all junctions can be fully and effectively covered. The sublinear trend is because a sensor can cover more junctions in a denser WDS. To detail the deployment solution obtained by our algorithm, we plot the average number of dual-mode sensors and single-mode ones, respectively, under different network sizes in Fig. 4(b) and (d) . We can clearly see that the number of sensors, no matter which type, increases with the network size. Without doubt that this shall result in the increase of the total deployment cost.
C. On the Detection Time Threshold
Next, we investigate the performance of the three algorithms on different detection time threshold T by varying it from 10 to 120. The performance evaluation results are shown in Fig. 5 . Let us first look at the total deployment cost on different detection time thresholds. Obviously, the total cost shows as a decreasing function of the detection time threshold. As we have known, the detection time threshold is essential to the detectability of sensors. If longer detection time is tolerable, i.e., larger detection time threshold, more junctions can be detected by a sensor and less sensors are required. It can be seen from Fig. 5(b) that when T is increased from 10 to 40, the number of dual-mode sensors is decreased from 5.0 to 3.6. Similar phenomenon on the number of single-mode sensor can be also observed.
Furthermore, it can be noticed that the decreasing becomes marginal when the threshold time is large, e.g., T ≥ 50 in Fig. 5(a) . For example, when T is increased from 10 to 40, the total cost obtained by our two-phase algorithm is reduced from 88.0 to 56.0. While, it decreases from 22.7 to 18.1 when T raises from 100 to 120. This is because when T is large enough, the coverage scope of a sensor is mainly determined by the WDS structure.
D. On the Communication Range
Next, let us check how the sensor-to-sensor communication range affects the total deployment cost. We vary the sensor-tosensor communication range R from 20 to 200 and report the results in Fig. 6 . From Fig. 6(a) , we can first see that the total cost decreases with the communication range, by either algorithm. This is because longer communication range implies more connectivity between junctions in the network. Consequently, less dual-mode sensors shall be required to ensure that all sensing information can be effectively delivered to the control center. This can be further verified by Fig. 6(b this is because such communication range is too small to form feasible paths, either single-hop or multihop, to dual-mode sensors. Furthermore, increasing the communication range makes the number of single-mode sensors increase while the number of dual-mode ones decrease. When the communication range reaches 200, any sensor is able to find a feasible path to a dual-mode sensor and therefore only one dual-mode sensor is required.
E. On the Sensor Price
Finally, we investigate how the sensor price affects the total deployment cost. Specially, we fix the value of P r and vary the sensor price ratio, i.e., P d /P r , from 1 to 2.4, and present the results in Fig. 7(a) . It can be seen that the total deployment cost increases with the cost ratio. The reason is that higher price does not change deployment solution but will incur higher deployment cost. This can be verified by the results on the number of sensors deployed in Fig. 7(b) , from which we can see that the number of sensors deployed does not change with the sensor price. As a result, higher dual-mode sensor price definitely introduces higher total deployment cost. Nevertheless, we can always see that our two-phase algorithm performs close to the optimal solution and exhibits much advantage over the greedy one.
VI. RELATED WORK
A. Water Quality Monitoring
In recent years, water contamination incidents often happened and resulted in negative impacts to our society. To prevent water contamination, different kinds of water quality sensors have been designed and applied to water quality monitoring system implementation. Menon et al. [4] design and propose a sensor to monitor the pH value of rivers and successfully apply such sensor nodes to construct a real-world river quality monitoring system in India. Similarly, in USA, Regional Monitoring Program for Water Quality in San Francisco Bay [5] monitors the water in the largest Pacific estuary in the Americas. Many similar projects and applications have been developed. Heidemann et al. [6] develop a system to measure different water quality metrics such as pH, turbidity, and temperature and to provide geographical water quality information. Banna et al. [7] propose a water monitoring system made up by micro-sensors for the measurement of pH and conductivity for both static and dynamic water. Faustine et al. [8] propose a WSN-based water quality monitoring system for temperature, dissolved oxygen, and pH in real-time.
Water quality monitoring applications for different water systems (e.g., ocean, pool, drinking water, river, etc.) have been developed. For example, Khan et al. [9] present a decentralized ocean pollution and wreckage detection mechanism using underwater sensors equipped with short-range acoustic communication. Tuna et al. [10] develop two underwater WSN-based approaches to monitor the water quality at drinking water reservoirs using sensors with different communication interfaces. Yalcuk et al. [11] develop a fuzzy logic-based application to monitor the quality of pool water for trout farms. In addition, some monitoring strategies have been also discussed in the literature. Ross et al. [12] compare multiple water quality sampling strategies for Prairie watersheds and rank them based on operational and statistical criteria.
Existing studies as discussed above indicate that water quality monitoring is an urgent and significant issue. Our study in this paper provides a guidance on how to deploy sensors without sacrificing the quality-of-sensing in a cost-efficient manner.
B. Quality-of-Sensing in WSN
WSN today has been widely deployed over many countries and regions, to monitor required phenomenons and collect sensing data. For example, Kumar et al. [13] present a review on existing state-of-the-art practices of environmental monitoring systems with an emphasis on energy and cost efficiency. Many studies have contributed to improving the quality-ofsensing from different aspects, e.g., communication characteristics, routing, sensor placement, etc. For example, Silva et al. [14] explore the link quality characteristics of different communication channels for wireless underground sensor networks. Based on this, some efficient communication protocols have been developed to improve the quality-of-sensing. Luo et al. [15] propose an opportunistic routing to optimize WSN energy efficiency and data transmission, with the joint consideration of both sensor-sink distances and residual energy.
Since sensor placement plays a vital role in the quality-ofsensing, it has been intensively studied in the literature with different objectives. Liao et al. [16] propose a growth rings like deployment scheme to achieve both coverage and connectivity without boundary effects. Wang et al. [17] focus on the sensor placement problems for hot server detection in a data center. Bhuiyan et al. [18] design a three-phase sensor placement approach, named TPSP, aiming at finding a high-quality placement for a given set of sensors that satisfies the engineering requirements, ensures communication efficiency, and reduces the probability of failures in a WSN. Mortazavi et al. [19] propose a node placement algorithm for two-tiered WSNs that maximizes the area covered by a specified number of relay nodes and sensor nodes. Recently, Du et al. [20] develop an optimal sensor placement scheme to measure the wind distribution over a large urban reservoir using a limited number of sensors under the assumption of strong non-Gaussian yearly distribution.
From the above discussion, we can see that existing sensor placement solutions for general WSN cannot be applied to water quality monitoring sensor networks because of different definitions of sensability (or detectability in this paper). Although some studies are on the sensor placement problem in water quality monitoring sensor networks, they do not consider the communication issue. Our study complements existing studies by taking the communication issue into consideration, making the solution more practical.
VII. CONCLUSION AND FUTURE WORK
In this paper, we study a quality-of-sensing guaranteed minimum-cost sensor placement in WDS. In particular, we consider two kinds of sensors differing in the communication capabilities, i.e., with/without cellular communication interface, and investigate how to deploy these sensors in a WDS to ensure that any contamination events can be detected in time. To describe this problem, we first propose a double-flow-based MIQCP formulation, which is then linearized into an ILP problem. We further propose a polynomial-time two-phase heuristic algorithm. The high efficiency of the proposed algorithm is extensively validated by the fact that it performs close to the optimal solution and exhibits significant improvement over a greedy-based algorithm.
As a future work, we plan to study how to deploy sensors with the objective of minimizing the contamination hazard level in a limited deployment budget. In particular, we will consider that different junctions exhibit different attack probabilities, i.e., attack probability diversity. In this case, different junctions are of different importance in contamination event detection.
