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In this paper we present a point of view which allows one to interpret the 
solutions of a non-autonomous differential equation as a classical dynamical 
system, without assuming uniqueness of solutions of the initial value problem. 
In addition we are able to construct a global flow without assuming the global 
existence of solutions of the given differential equations. This point of view 
seems appropriate in the sense that many applications of the results of classical 
topological dynamics to the study of the solutions of differential equations 
can now be performed, in a straight-forward manner, without the uniqueness 
assumption. We shall illustrate this claim with one important application 
concerning the existence of periodic or almost periodic solutions. 
I. INTRODUCTION 
During the past several years many new results concerning differential 
equations, especially nonautonomous equations, and Volterra integral 
equations have been derived by applying topological dynamical techniques 
to the study of the solutions. In almost every case though, it has been 
necessary to assume that the given equation(s) satisfy some form of uniqueness 
condition. (See for example [3], [9], [IO], [l3], [l4], [24], [31], [40]-[44], 
[46]-[52], [Ml.) The reason for this uniqueness assumption has usually been 
motivated by the Huygen’s principle from topological dynamics, which 
reads 
7+(x, s), t) = n(x, s -t t). 
The “argument” would then be roughly as follows: If there are two distinct 
solutions through the point x, then the left-side could represent one and the 
right-side the other, and equality would fail. Hence one assumes uniqueness 
of solutions. 
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On the other hand, in many instances (see for example [I], [12], [19], [20], 
[22], [23], [33], [53], [57], [59], [61]-[63]) it has been possible to derive 
analogous theorems for equations lacking uniqueness by using what one 
might call “quasi-topological-dynamical” techniques. (Compare especially 
[I31 and [46] with [61]. Also see [22].) 
This suggests that the uniqueness assumption may be foreign and not 
essential for the results in the papers cited above. And as we shall see, this is 
indeed the case. 
However before presenting our theory, let us comment briefly on the 
various concepts of generalized dynamical systems which have been studied 
recently (cf. [4]-[7], [18], [21], [34], [35], [45], [55], [56]). While the points 
of view in these several articles are somewhat different, they do share a 
common idea, which is to replace the point-valued mapping (representing 
the unique solution) with a set-valued mapping, which represents the solution 
funnel or the collection of all solutions. Even though these theories have been 
motivated to a great extent by control-theoretic considerations, they do 
include ordinary differential equations lacking uniqueness as a special case. 
These theories, which use set-valued mappings or which use the polysystem 
concept, we shall call “generalized” dynamical systems. A “classical” 
dynamical system, which we define in Section II, will among other things 
involve point-valued mappings only. 
The main purpose of this paper is to present a point of view which will 
allow one to drop completely the uniqueness assumption for ordinary 
differential equations while at the same time imbedding the solutions in 
a classical dynamical system. With this point of view it will be possible to 
use the classical theory of topological dynamics to study the behavior of 
solutions. As a consequence, we claim that it is then possible to drop 
completely the uniqueness assumptions used in many of the references cited 
above. (See Sections \’ and \‘I.) We shall support this claim by studying 
the question of the existence of periodic and almost periodic solutions in 
detail. This illustration will also outline the techniques needed for studying 
some of the other dynamical questions without a uniqueness assumption. 
The basic construction is presented in Section III. In some ways our point 
of view is quite old, going back to Bebutov (cf. [16] and [30]). One can also 
find preliminary forms of this construction in more recent work, cf. [2], [8], 
[l 11, [28], [29], [36], [37], and especially the work of B. A. SEerbakov [38], [39]. 
It is by extending these ideas and by using our earlier construction [471, [48] 
that we are able to present a complete theory of classical topological dynamics 
for ordinary differential equations (both autonomous and nonautonomous) 
lacking uniqueness. 
Finally we observe that our point of view also permits one to construct 
a global flow even when the solutions of the given equations are not defined 
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for all time t! This observation seems to be new even for autonomous 
differential equations. 
We wish to thank Professors Robert Sacker and James Yorke for some 
helpful discussions. 
II. CLASSICAL DYNAMICAL SYSTEMS 
Let X be a topological space and R be the real numbers. For each x E X 
let l, =_ (aZ , &) denote some open neighborhood of the origin 0 in R and let 
D = {(x, t) E X x R : (Ye < t < /Id}. 
A (clussicul) dynamical system (orjm), is a mapping x: D - X that satisfies 
the following properties: 
0) 7r is continuous 
(ii) 77(x, 0) = x for all x E X 
(iii) rr(a(x, s), !) = n(x, s + r) in the sense that if either side is defined, 
then the other side is defined and equality holds. 
(iv) 1, is semi-continuous in x, that is, if x, + x then 1, C lim inf Iz,. 
(v) 1, is maximal. That is, either 1, 7: R or the set 
y’(x) = {7(x, t): 0 < t < fi,) 
does not lie in a compact set in X when & < co, and the set 
y-(x) = {P(X, t): az < t < 0) 
does not lie in a compact set in X when (Ye > -co. 
We recall that if conditions (i), (ii), and (iii) are satisfied then one can 
replace (iv) and (v) with the single condition that D be an open set in X x R, 
cf. [64]. 
If 1, = R for all x, that is, if D =: X x R, then we shall say that the 
dynamical system 
wXxR+X 
is global. Otherwise we say that r is a local flow. It should be noted that 
whether v is global or not, the domain D is the “natural” domain of definition 
for X. There is no way to “extend” QT to a larger domain in X so that the five 
properties listed above are satisfied. 
The main purpose for introducing a nonglobal concept for a dynamical 
system is to allow one to develop a theory of topological dynamics which 
will include differential equations with solutions that escape in finite time. 
EQUATIONS WITHOUT UNIQUENESS 45 
In certain cases it is possible to re-parameterize the time variable in order to 
change the given dynamical system into a global dynamical system (see, for 
example [65]). One of the results of our theory, see Theorem 2, is that, at 
least for differential equations, one can always construct a global dynamical 
system. 
III. THE BASIC CONSTRUCTION 
Assume that we are given the differential equation 
x’ = f(X, t) 
where f is a continuous mapping of W x R into R” and W is an open set in 
R”, that is, f l C( W x R, R”) where C( W x R, R”) has the topology of 
uniform convergence on compact sets. Then 
r(f) ={f7:~~Rf 
is the trajectory of f in C( W x R, Rn), where fT(x, t) = f(~, T + t) and 
H(f) = Cl r(f) is the hull off. Let Q, = r), Cl ~‘(“(3, 7)) be the w-limit 
set off. The collection of all differential equations 
x’ = g(x, q, (if E Q,) (2) 
is called the collection of limzkg equations of Eqn. (l), cf. [47]-[49]. 
In order to simplify the discussion somewhat let us first assume the 
following global existence property: For ewery B E H(f) ewery nuncontinuable 
solution of x‘ = g(x, t) is defined for all time t. 
Let d(t) be any noncontinuable solution of x’ = g(x, t) where g E H(f). 
Then + is, among other things, a continuous mapping of R into W, that is 
4 E C(R, W). For g fixed let S“(g) denote the collection of all noncontinuable 
solutions of SC’ = g(x, t). For any 7 E R let 
where $,(t) = $(T + t). The following lemma is easily verified. 
LEMMA 1. For all T E R and g E H(f) one has 
Z(g) = q%). (3) 
Now construct a subset X of C(R, W) x H(f) as follows: 
X = {(A R) 6 C(R W) x H(f) : 4 E .y(g)). 
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THEOREM 1. The mapping rr: X x R --f X given by 
dejkes a global jlow on X, where C(R, W) and II(f) have the topology of 
uniform convergence on compact sets and X has the induced product topology. 
The proof of Theorem 1 is not very difficult. First of all, Eqn. (3) implies 
that for each T, n, maps X into X. Secondly we note that rr, is defined for all 
7 E R. Thirdly, we have n(d, g; 0) = (4, g) so condition (i) for a flow is 
verified. Fourthly x satisfies Huygen’s principle, condition (iii), since 
It remains only to show that r is continuous. This means that if 4” + 4, 
gn -+ g, T” -+ ‘z, where c$” E ,V(g”) and + E Y(g), then rr(p, gn; +) -+ 
~(4, g; 7). But this fact is a direct consequence of the following continuity 
lemma of Kamke, cf. [17]. 
KAMKE LEMMA. Let gn -+ g in C( W x R, Rn) and let {p} be a sequence 
of noncontinuable solutions of x’ = gn(x, t) de$ned on intervals I, . Assume that 
for some t, one has +n(t,) --f x,, E W. Then there is a subsequence of {p} that 
converges to a noncontinuable solution + of x’ = g(x, t) and furthermore this 
convergence is uniform on compact subsets of the interval of definition of 4. 
Before considering the construction in the case without the global existence 
property, it seems appropriate to comment on the difference between this 
construction of a flow (which clearly does not require the uniqueness of 
solutions) and our earlier construction [47], [48], where uniqueness was 
essential. If the solutions of x’ = g(x, t) are uniquely defined for each 
g E H(f), then the initial point x E W completely determines the solution 
~(x, g, t) satisfying p)(x, g, 0) == x. As we know [47] a flow is then given on 
W x H(f) by 
+f,(x, g) y= qx, g; t) = (p)(X> g, t), gt). (5) 
In the case of uniqueness, the flow r given by Eq. (4) and C given by Eq. (5) 
differ only in their first components. For 51, the first component is a point 
x E W, and for VT the first component is a function 4 in C(R, W). In other 
words, for 77 one pictures a point x evolving in Euclidean space and for VT 
one pictures a point 4 evolving in a function space. Furthermore, the mapping 
P (x, g) - (~(x, g, .), g) defines a homeomorphism of W x H(f) onto X, and 
r commutes with the flow, that is, r,r = I%, for all 7 E R. 
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IV. THE BASIC CONSTRUCTION: WITHOUT GLOBAL EXISTENCE 
What happens if we drop the global existence assumption ? Basically, very 
little. The main problem we now face is to describe the topology for the phase 
space of the flow. 
Again let f E C( W x R, R”) and for each g E H(f) let 9’(g) denote the 
family of all noncontinuable solutions 4 of x’ = g(x, t). This means that C#J is
defined on a nontrivial interval ZQ = (a,, , &) and either Zm = R, or for some 
y E Z+ , the set 
does not lie in a compact set in W when /3,+ < +co and the set 
does not lie in a compact set in W when CQ > --co. 
Let W* = W u {co} denote the one-point compactification of W. If 
+ E Y’(g) is defined on the interval Zm , then we define +*: R + W* by 
It follows from the above characterization of noncontinuable solutions that 
+* is a continuous function, that is +* E C(R, W*). Let Q(g) be the subset 
of C(R, W*) defined by 
e?) = i+*: 4 E %r)). 
Now let Y*(g) be the smallest subset of C(R, W*) containing p(g) and 
with the following property: If +r , C& E Y*(g) with &(T) = Cs(r) for some 
T E R, then 4 E 9*(g) where 
For many equations x’ = g(r, t), the sets p(g) and 9’*(g) are the same. 
In fact the only occasion where p(g) and Y*(g) will not agree is where 
x’ = g(x, t) has two noncontinuable solutions with disjoint intervals of 
definition. 
As before we let Y7*(g) = {+,*: 4* E 9*(g)}. It is easily seen that 
x*(g) = ~O*kT) f or all g E H(f) and T E R. Now define X* by 
X* = {(+*,g)e CfR, W”) x H(f):+* E Y*(g)}. 
505;1411-4 
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X* is a topological space in the topology of uniform convergence on compact 
sets. We can now prove the following result. 
THEOREM 2. The mapping x: ,Y* x R + X* defined by 
de&es a global flow on X*. 
Proof. The only difficult point to check here is the continuity of rr, 
which can be reformulated as follows: 
Assume that 4” E y*(g”) where 4” + + and g* - g. Then q3 E y*(g) and 
6” - $7 uniformly for r in compact sets. 
The proof of this assertion can be reduced to the Kamke Lemma. The 
limit function 4 can be represented as follows: There exists a family (possibly 
empty) of disjoint open intervals {Z, , I, ,...} in R such that 
w = dr(t) E w t E Ik 
4(t) = mo, t 4 Wk * 
Thus q&(t) represents the “finite part” of Q(t). The Kamke Lemma then 
implies that each & is a noncontinuable solution of the limit equation 
x’ 1: g(x, t) and that 
P(t) - Tw) as n-+co, (6) 
uniformly for t in compact subsets of I, . But then the construction of .F*(g) 
assures us that 4 E ,4p*(g). Since p(t) --t 4(t) (in W*) uniformly for t in 
compact subsets of R, it follows, by a simple argument by contradiction, 
that +I” + 4, (in C(R, W*)) uniformly for r in compact sets of R. This 
completes the proof. 
Remark 1. The solution sets y*(g), in general, will not contain the 
constant function 4(t) 7 CO. However, if we adjoin this function to each 
set y*(g) and form 
Y = x* u {cm} x H(f), 
then the flow described in Theorem 2 extends to a flow on Y. If the hull H(f) 
is compact, then it is possible to show that the larger space Y is a compact 
set in C(R, W*) x H(f). This fact is related to a theorem of Carlson [8]. 
(Recall that H(f) is compact if and only if the given function f is bounded 
and uniformly continuous on sets of the form K x R, where K is a compact 
set in W, cf. [47]-[49].) 
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Remark 2. In order to see why one gets a global flow with this 
construction, whereas in our earlier papers [47], [48] we were only able to 
construct a nonglobal, or local, flow, it is convenient to examine the following 
special collection of noncontinuable solutions: 
9yg) = (4 E Y(g): 0 E Id}. 
Now define the topological space X0 as the set 
x0 = WV d: g E Wf) and 4 6 ~mg)> 
together with a topology, which we define as follows: A sequence {(V, g”)} 
is said to converge to (+,g) in X0 if 
(i) g” -g uniformly on compact sets in W x R, 
(ii) ZQ C lim infZ+ , and 
(iii) c” -+ I$ unifokly on compact sets in Zd . 
Notice that under the global existence property, this topological space X0 
is precisely the same space mentioned in Theorem 1. 
Iiow we observe that if 4 E 9’s(g), then 4, E P(g,) if and only if 7 E Zd . 
Hence if we define 
Ll” = w, g, 7): (4, g) E x0, 7- E 14) 
then the mapping 
defines a local flow on X0. It is basically this mapping rr0 that we studied in 
[47], [48]. Even though the flow described in Theorem 2 may be conceptually 
simpler than the flow m” described above, we do not wish to abandon ?p 
entirely, since the latter flow seems to be a better prototype for the semiflows 
that arise in functional-differential equations and Volterra integral equations 
(see, for example, [15], [27] and [51].) 
V. PROPERTIES OF THE FLOW ON X* 
The most important feature about this flow on X*, in our opinion, is that 
nearly the entire theory of topological dynamics as applied to nonautonomous 
differential equations, which we cited in the Introduction, can now be 
extended to this new context which does not require uniqueness of solutions 
of the initial value problem. Let us now look at a few of these extensions. 
A solution +: Z, -+ W is said to be compact if {4(t): r E IQ} lies in a compact 
set in W. (This, of course, implies that Z, = R.) Similarly a solution $ is 
said to be positiwely compact if there is a y E Z+ = (ad , &) such that 
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{d(t): y < t < p6} lies in a compact set in W. (This implies that & =- ;--co). 
In a similar way we define compactness and positive compactness for the 
motion ~(4, g, t) in X and the motion ft in H(f). 
We shall use the term almost-periodic to refer to Bohr almost periodicity 
or, as it is sometimes called, uniform almost periodicity. 
Lemma 1 of [48] now admits the following extension. 
LEMMA 1. (A) If a motion ~(4, f, t) in X is positively compact (compact, 
periodic, almost periodic) then the motion fi in H(f) is, respectively, positively 
compact (compact, periodic, almost periodic) and the corresponding solution 4 
is, respectively, positively compact (compact, periodic, almost periodic). 
(B) Assume that the motion ft in H(f) is, respectively, positively compact 
(compact, almost periodic). Then a solution $ of x’ = f (x, t) is, respectively, 
positively compact (compact, almost periodic) if and only ;f the corresponding 
motion ~(4, f, t) is, respectively, positively compact (compact, almost periodic). 
The standard stability concepts can also be formulated in this context. 
Recall that a positively compact solution 4 of x’ = f (x, t) is said to be 
uniformly stable if for every 4 > 0 there is a 6 > 0 such that if 4 is any 
other solution of x’ = f (x, t) with a(+(~), +(T)) < S for some 7 3 0, then 
a(+(7 + 4, #(T + t)) G E f- or all t > 0. Here d is the metric of the one-point 
compactification W*. 
The topology of uniform convergence on compact sets of C(R, W*) is 
metrizable with the metric given by 
p(q, $1 = s~{mW- , l WT4rp(4~ ww . 
With p so defined, it is now easy to verify that a positively compact solution 
4 of x’ : f(x, t) is uniformly stable only if for every E > 0 there is an 
7 > 0 such that if # is any other solution of x’ = f(x, t) with ~(4, , I&) 5:: T) 
for some 7 > 0, then ~(4,~~ , & ,) < E for all t 3 0. 
Likewise other stability concepts [58] like uniform asymptotic stability, 
exponential stability or even conditional stability can be formulated in this 
new context. Let us look at one form of conditional stability which we will 
use later. 
A positively compact solution $ of x’ = f(x, t) is said to be uniformly 
stable with respect o a set A C X*, if for every E > 0 there is a 6 > 0 such 
that if $ is any solution of x’ 7 g(x, t) satisfying 
(9 (4, d E A 
(ii) ~(4, , $) d 6 and u(f, , g) < 6 for m-m 7 Z 0, then P(+,+~ , $0 < c 
for all t > 0. (The function u is a metric on H(f) generated by the topology 
of uniform convergence on compact sets.) 
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By using the flow on X* together with the stability concepts formulated 
in terms of p, one can prove the following extension of Theorem 5 and 
Lemma 6 of [48]. 
THEOREM 3. Let 4 be a positively compact solution of x’ - f (x, t) that is 
either 
(i) uniformly stable, 
(ii) uniformly stable with respect o a set A C X, 
(iii) uniformly asymptotically stable, OY 
(iv) exponentially stable, 
then every limiting equation x’ 7 g(x, t) (g E Sz,) has a compact solution with 
the corresponding stability property. 
\‘I. SOME TYPICAL APPLICATIONS 
The papers cited in the Introduction are, of course, concerned with many 
problems. We will not attempt to discuss all these problems here, but instead 
we will focus our attention on those papers ([13], [24], [43], [46] and [60]) 
which study the question of the existence of periodic or almost periodic 
solutions. The reason for this choice is not because the results we shall 
present below are entirely new or unexpected, in fact, there is some overlap 
with the work of Yoshizawa [6l]. Instead the reason for this choice is that it 
presents perhaps the best illustration of how the quasi-topological dynamical 
techniques referred to in the Introduction fit into the classical theory of 
topological dynamics. Even though we shall look only at this restrictive 
problem here, we claim that with our methods and the present point-of-view, 
one can drop completely the uniqueness assumptions used in [3], [9], [IO], 
[ 193, [40], [41; Theorems 3 and 41 [42; Theorems 1,2 and 31, [44; Theorems 2 
and 31, [47], [48], [49] and [52]. 
The main topological dynamical facts we need here are contained in the 
theory of the structure of w-limit sets as presented in [49; pp. ll3-1211. 
We will assume that the reader is familiar with this theory. 
THEOREM 4. Let fi be an asymptotically almost periodic motion in H(f), 
that is f( is positively compact and the w-limit set 52, is an almost periodic 
minimal set. If there exists a positively compact solution 4 of x’ = f (x, t) that is 
uniformly stable with respect o Qt,,,, , then every limiting equation of x’ = f (x, t) 
has an almost periodic solution. If, in addition, f is uniformly almost periodic, 
then the given equation x’ = f (x, t) has an almost periodic solution. 
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The proof of this theorem follows the argument used for the proof of 
Theorem VIII.13 [49] but now applied to the flow on S*. 
By using known relationships between the various stability concepts 
(cf. [58]) one can now derive various special casts of the above theorem. 
In particular we have the following results. 
THEOREM 5. (See [24], [43], [49] and [61].) IA j, be an asymptotically 
almost periodic motion in H(j). If there exists a positively compact solution 4 
of x’ : j(x, t) that is uniformly asymptotically stable, then e-very limiting 
equation has an almost periodic solution which is also uniformly asymptotically 
stable. 
THEOREM 6. (See [46], [49] and [61].) Let j, be an asymptotically 
periodic motion in H(j), that is ji is positively compact and the w-limit set 52, 
is a periodic minimal set. If there exists a positively compact solution 4 of 
x‘ = j(x, t) that is unijormly stable, then every limiting equation has an almost 
periodic solution, which is also uniformly stable. Ij, in addition, the solution 4 
is uniformly asymptotically stable, then e-very limiting equation has a periodic 
solution which is also uniformly asymptotically stable. 
VII. OTHER TOPOLOGIF~ ON H(j) 
There is nothing really special in our theory about the space C( W x R, Rn) 
with the given topology of uniform convergence on compact sets. In fact it is 
not even necessary, in our theory, to assume that the function f is continuous. 
One can assume that f is merely a Caratheodary function. 
More generally, let us assume that F denotes a collection of measurable 
functionsj(x, t) defined on W x R, with ranges in Rn, and with the property 
that fT E F whenever Jo F and r E R. Furthermore assume that F is given 
a topology in which the mapping of F x R into F, given by (j, T) --f f, , 
is continuous. This permits us to define the hull H(j) = Cl{f, : T E R} 
and the concept of the set Q, of limiting equations for f. 
Next assume that H(j) has the Carath6odory Property, which means that 
for each g E H(f) and each (x,, , to) E W x R there is at least one noncon- 
tinuablc solution 4 of x’ = g(x, t) with +(to) = x0. We let 1b denote the 
interval of definition of the noncontinuable solution 4, and we let Y(g) 
denote the collection of all noncontinuable solutions of x’ = g(x, t). Finally 
we assume that H(j) has the Kamke Property which means that for any 
sequence (+“,g”) where gn E H(j), 4” E .V(g”) and g” --f g (in the given 
topology on H(f)) and p(7) -+ x,, , then there is a 4 E P’(g) such that 
(V, gn) -+ (4, g) in the sense that 
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(i) g” -g in fJ(f), 
(ii) Im C lim inf Z,+, and 
(iii) 4” --* 4 uniformly on compact sets in Zb . 
In this case, the construction described in Section IV defines a global flow on 
A* = ((4, g): g E H(f) and 4 E Y*(g)}, 
given by 44, g; 7) = (4, g,). 
The Caratheodory Property is, of course, the standard existence property 
for solutions of ordinary differential equations, cf. [54]. The Kamke Property 
is a continuity property and it has been studied by many authors in fairly 
diverse contexts. (See, for example, [ 151, [25], [26] and [32], [33].) 
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