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   Where !!" is	the	multidimensional	squared	Euclidean	distance	between	areas	!	and	!	assigned	to	the	same	region	!,	!! .	Both	objectives,	the	number	of	regions	and	the	intra-regional	heterogeneity,	are	merged	into	a	single	objective	function	as	follows: 
 
 																																								 																					1	ClusterPy	is	an	open	source	library	of	spatially	constrained	clustering	algorithms	that	runs	in	the	Python	programming	language	(Juan	C.	Duque	et	al.,	2011).	
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Clay	roofs	 Water	 Shadow	 Soil	 Total	
Training	samples	 2,952	 5,636	 2,920	 1,732	 768	 800	 14,808	Validation	samples	 738	 1,409	 730	 433	 192	 200	 3,702		 	 	 	 	 	 	 	




Group	 Variable	name	 Description		 Mean		 Std.	Dev.	Land	cover	features	 P.VEG		 Percentage	of	vegetation	cover	 36.01	 13.59	P.IMP.SURF	 Percentage	of	impervious	surface	cover	including	clay	roofs	cover	 54.73	 13.30	P.SOIL	 Percentage	of	bare	soil	cover	 8.13	 2.66	P.CLAY.ROOFS	 Percentage	of	clay	roof	cover	 13.30	 9.23	P.OTHER.IMP.S	 Percentage	of	impervious	surfaces	without	clay	roof	cover	 41.43	 14.39	F.CLAYR.IMPS	 Fraction	of	clay	roof	cover	within	the	impervious	surface	cover	 0.25	 0.16	Structure	features	 RVF	 Ratio	variance	at	first	lag	 12.26	 2.94	RSF	 Ratio	between	semivariance	values	at	second	and	first	lag	 1.80	 0.02	FDO		 First	derivative	near	the	origin	 117.68	 20.09	SDT		 Second	derivative	at	third	lag	 15.33	 3.18	MFM	 Mean	of	the	semivariogram	values	up	to	the	first	maximum	 828.19	 129.96	VFM		 Variance	of	the	semivariogram	values	up	to	the	first	 1.45	 0.22																																									 																					3	For	a	full	description	of	these	features	see	Balaguer	et	al.	(2010),	Balaguer-Beser	et	al.	(2013)	and	Ruiz	et	al.	(2011).	
























Exogenous	variables	 OLS	model	 Spatial	Error	Model	Constant	 -18.4223	 -1.8289	DOWNTOWN	 410.4631***	 423.0517***	POP.DENS	 0.1419***	 -0.1330***	GANGS	 95.7671**	 51.8867*	NO.OWNERS	 249.5371***	 245.0647***	GINI.INC	 -50.7756	 -51.8295**	YOUNG.MALES	 201.2657	 158.1371	DIVORCED	 102.2078	 112.8527	UNEMPL	 228.0302	 137.8414	Lambda	 	 0.6907***		 	 	
R2	 0.51	 0.71	Adjusted	R2	 0.48	 	Multicollinearity	Condition	Number	 24.88	 	Koenker-Bassett	test	 7.24	 		 	 	Diagnostics	for	spatial	dependence:	 	 	Lagrange	multiplier	-	lag	 36.4435***	 	Robust	LM	-	lag	 0.4038	 	Lagrange	multiplier	-	error	 47.8951***	 	Robust	LM	-	error	 11.8554***	 		 	 	Wald	test	 	 107.37	
W	>	LR	>	LM	 	 yes		 	 	Akaike	information	criterion	 1,	453.29	 1,402.92	Schwarz	criterion	 1,479.51	 1,429.13	Log	Likelihood	 -717.65	 -692.46	Note:	Statistical	significance	is	at	the	1,	5,	and	10%	levels	as	indicated	by	***,	**,	and	*	respectively.		We	ran	spatially	adjusted	regressions	with	the	socioeconomic	variables	plus	one	remote	sensing	variable	at	a	time	to	assess	which	included	variables	were	significant	without	compromising	model	performance.	We	considered	that	model	performance	was	not	compromised	if	the	new	specification	fulfilled	these	conditions:	the	included	variable	had	to	be	significant	in	the	model	specification,	the	inclusion	of	the	variable	could	not	increase	the	models	multicollinearity	(otherwise,	the	information	it	contributed	to	the	model	could	have	already	been	accounted	for	with	the	socioeconomic	variables),	and	the	information	criteria	(Akaike	or	Schwarz)	and	the	likelihood	ratio	test	had	to	indicate	the	improved	fit	of	the	new	model	over	the	classic	specification.	Table	5	summarizes	the	results	of	this	exercise:	an	asterisk	shows	that	the	included	variable	was	statistically	significant	at	the	5%	level	in	the	spatial	error	model,	that	multicollinearity	was	not	a	serious	concern,	and	that	the	log	likelihood	ratio	test,	the	Akaike	information	criterion	or	the	Schwarz	criterion	indicated	improved	fit	over	the	classic	model.		
Table	5.	Summary	of	the	results	of	including	the	remote	sensing	derived	variables	in	the	classic	spatial	
error	model.	An	asterisk	indicates	that	including	the	variable	fulfilled	the	criteria.	











Exogenous	variables	 Model	1	 Model	2	 Model	3	 Model	4	 Model	5	Constant	 -8.3806	 33.2173	 -26.5559	 -25.0011	 26.5149	DOWNTOWN	 402.0680***	 412.7394***	 419.9667***	 411.4869***	 419.3412***	POP.DENS	 -0.1700***	 -0.1508***	 -0.1433***	 -0.1702***	 -0.1487***	GANGS	 59.0273**	 32.3126	 48.9399	 57.0203**	 51.3281*	NO.OWNERS	 223.6354***	 259.6264***	 241.1003***	 217.4753***	 211.6481***	GINI.INC	 -49.5049**	 -42.1245	 -59.3078**	 -55.7996**	 -54.4743**	YOUNG.MALES	 91.4376	 97.9944	 157.3962	 140.8751	 152.4899	DIVORCED	 96.1949	 82.9640	 88.6220	 112.6263	 166.3085*	UNEMPL	 105.9465	 -3.1900	 90.3745	 149.1204	 237.9309*	P.OTHER.IMP.S	 0.8646***	 	 	 	 	F.CLAYR.IMPS	 	 -72.9792**	 	 	 	SDT	 	 	 2.5733**	 	 	SDF	 	 	 	 -0.1400**	 	UNIFOR	 	 	 	 	 -4,271.1080**	Lambda	 0.7021***	 0.7005***	 0.7091***	 0.7008***	 0.6972***		 	 	 	 	 	






Exogenous	variables	 Model	6	 Model	7	 Model	8	Constant	 17.7203	 69.8542**	 10.2641	DOWNTOWN	 400.1827***	 407.1254***	 400.0821***	POP.DENS	 -0.1841***	 -0.1709***	 -0.1909***	GANGS	 58.1735*	 29.3208	 37.0499	NO.OWNERS	 194.8035***	 223.3692***	 231.1741***	GINI.INC	 -52.0982**	 -43.9087*	 -45.9163*	YOUNG.MALES	 91.1029	 83.8527	 76.9909	DIVORCED	 145.9673	 140.0600	 81.4866	UNEMPL	 199.3559	 93.3247	 1.9449	
P.OTHER.IMP.S	 0.8022**	 	 	F.CLAYR.IMPS	 	 -82.2869***	 -76.4102***	SDF	 	 	 -0.1481**	UNIFOR	 -3,873.1150**	 -4,859.0850***	 	Lambda	 0.7056***	 0.7084***	 0.7114***		 	 	 	
R2	 0.73	 0.73	 0.73		 	 	 	W	>	LR	>	LM	 yes	 yes	 yes		 	 	 	Akaike	inf.	criterion	 1,396.48	 1,394.81	 1,396.24	Schwarz	criterion	 1,428.52	 1,426.85	 1,428.28	Log	Likelihood	 -687.24	 -686.40	 -687.12	Note:	Statistical	significance	is	at	the	1,	5,	and	10%	levels	as	indicated	by	***,	**,	and	*	respectively.		
4. Discussion	The	implemented	spatial	error	models	(Table	4,	Table	6,	and	Table	7)	correspond	to	a	spatial	autoregressive	(SAR)	process	(Anselin,	2005),	and	the	highly	significant	spatial	error	coefficient	(Lambda)	values	indicate	that	the	spatial	effects	were	properly	accounted	for	in	these	spatial	error	models.	The	modeled	spatial	interaction	implies	that	each	error	term	was	correlated	with	each	other	error	term	in	the	system,	but	the	magnitude	of	the	correlation	decayed	with	distance.	The	error	terms	in	the	model	were	considered	“ignored”	or	“unmeasurable”	effects,	and	for	the	SAR	specification,	this	means	that	if	there	were	an	unmeasurable	neighborhood	effect,	the	change	in	this	effect	in	one	location	would	affect	all	of	the	locations	in	the	system	following	a	distance	decay	effect	(Anselin	et	al.,	2000).		The	coefficients	of	the	classic	model	(Table	4)	indicate	that	the	homicide	rates	in	Medellin	were	positively	related	to	the	presence	of	gangs	in	a	neighborhood	(measured	as	the	fraction	of	households	that	had	been	victims	of	gangs),	the	fraction	of	non-owner	households	(proxy	for	residential	instability),	the	fraction	of	young	males,	the	fraction	of	households	with	divorced	parents	and	the	fraction	of	unemployed	people.	These	findings	are	as	expected	and	are	supported	by	social	disorganization	theory	(Cullen	&	Agnew,	2011;	Shaw	&	McKay,	1942;	Stark,	1987).	The	rates	were	negatively	related	to	population	density	and	to	the	Gini	index	of	income	within	the	analytical	region,	a	result	that	is	contrary	to	those	from	a	previously	reported	model	for	Recife,	Brazil	(Menezes	et	al.,	2013).	In	Medellin,	the	Gini	index	of	income	can	be	taken	as	a	proxy	of	social	mix	within	analytical	regions	because	income	is	the	most	important	factor	for	separating	social	groups	in	this	city.	This	result	indicates	that	the	presence	of	different	income	groups	in	the	same	neighborhood	could	act	as	a	deterrent	for	this	type	of	criminal	behavior	in	this	city.	Although	empirical	evidence	about	social	mix	and	crime	outcomes	is	complex	and	ambiguous	(Atkinson,	2005),	this	finding	is	in	agreement	with	reports	of	reduced	crime	rates	in	urban	areas	that	shifted	from	public	housing	to	mixed-income	neighborhoods	in	the	US	(Holin,	Buron,	Locke,	&	Cortes,	2003;	Popkin	et	al.,	2004).		The	negative	association	between	the	average	homicide	rate	and	the	population	density	in	Medellin	also	contradicted	the	conventional	belief	that	the	relationship	should	be	positive.	The	same	finding	was	reported	for	Chicago	by	Morenoff	et	al.	(2001)	and	was	explained	by	the	depopulation	of	the	most	devastated	and	poorest	areas	of	the	city,	which	also	showed	high	homicide	rates.	Cole	and	Marroquín	Gramajo	(2009)	also	reported	a	negative	association	between	homicide	rates	and	population	density	in	a	cross-sectional	study	at	the	country	level.	They	found	that	the	effect	of	population	density	on	homicide	rates	was	
ambiguous	at	best,	and	they	highlighted	the	fact	that	although	many	theorists	expect	high	density	to	be	associated	with	high	crime	rates,	low	crime	rates	are	found	in	both	high-	and	low-density	societies.	In	Medellin,	the	highest	homicide	rates	occurred	in	neighborhoods	with	medium	population	density.		The	associations	with	the	socioeconomic	factors	remained	the	same	when	the	remote	sensing	variables	were	added	to	the	classic	model,	with	the	exception	of	unemployment,	which	changed	when	F.CLAYR.IMPS	was	included	(Table	6,	Model	2;	and	Table	7,	Model	7	and	Model	8).	Roofing	materials	and	styles	have	been	seen	as	a	reflection	of	the	wealth	and	power	of	dwelling	owners	since	ancient	times	(Fiumi,	2012),	and	clay	roofs	are	more	expensive	to	install	and	maintain	than	are	other	common	roofing	materials	such	as	zinc	or	asbestos.	In	Medellin,	the	most	deprived	neighborhoods,	where	clay	roofs	are	uncommon,	showed	the	highest	unemployment	rates.	This	variable	could	be	a	proxy	for	urban	poverty,	which	is	in	agreement	with	previously	reported	associations	between	poverty	and	homicide	at	the	intra-urban	level	(Browning	et	al.,	2010;	Sparks,	2011;	X.	Ye	&	Wu,	2011)	and	is	also	supported	by	social	disorganization	theory	concepts.		Previous	works	have	reported	significant	relationships	between	measures	of	vegetation	abundance	and	crime	rates	in	a	number	of	US	cities:	Chicago,	Illinois	(Kuo	&	Sullivan,	2001);		Portland,	Oregon	(Donovan	&	Prestemon,	2012);	Baltimore,	Maryland	(Troy	et	al.,	2012);	and	Philadelphia,	Pennsylvania	(Wolfe	&	Mennis,	2012).	The	percentage	of	vegetation	cover	was	not	significant	when	it	was	added	to	the	classic	model,	which	indicates	that	there	was	no	significant	relationship	with	the	homicide	rates	in	Medellin.	The	best-performing	variable	from	the	land	cover	group	was	P.OTHER.IMP.S	(Table	6,	Model	1;	and	Table	7,	Model	6),	with	a	positive	association	with	homicide	rates:	the	average	homicide	rates	tended	to	be	higher	in	areas	with	higher	percentages	of	impervious	surfaces	other	than	clay	roof	cover.		The	best-performing	structure	and	texture	variables	were	SDT	and	SDF	from	the	structure	group	(Table	6,	Models	3	and	Model	4;	and	Table	7,	Model	8)	and	UNIFOR	from	the	texture	group	(Table	6,	Model	5;	and	Table	7,	Model	6	and	Model	7).	The	structure	variable	SDT	provides	information	on	the	concavity	level	of	the	semivariogram	at	short	distances,	corresponding	to	the	heterogeneity	of	the	image	objects	(Balaguer	et	al.,	2010).	The	SDT	value	increased	as	the	image	objects	became	more	heterogeneous	at	short	distances,	i.e.,	where	the	presence	of	small	dwellings	with	different	roofing	materials	was	common	and	the	absence	of	homogeneous	open	spaces	and	wide	roads	was	the	rule.	High	SDT	values	were	present	in	unplanned	neighborhoods	with	few	or	no	open	spaces,	narrow	roads	and	irregular	street	networks.	The	association	with	the	homicide	rate	was	positive,	which	is	in	agreement	with	the	CPTED	concept	in	the	sense	that	crowded	and	cluttered	urban	layouts	are	associated	with	higher	crime	outcomes.		SDF	informs	about	the	semivariogram	curvature	in	the	interval	between	its	first	lag	and	its	first	maximum,	and	it	represents	the	low-frequency	values	in	the	image	(Balaguer	et	al.,	2010).	SDF	informs	about	the	spatial	arrangement	of	the	elements	at	short	distances	and	provides	another	means	of	quantifying	the	homogeneity	of	the	urban	layouts	spatial	pattern.	Higher	SDF	values	were	associated	with	regions	that	had	open	spaces,	wide	avenues	or	large	industrial	facilities.	SDF	showed	a	negative	association	with	homicide	rates.		
The	texture	variable	UNIFOR	(uniformity)	is	also	a	measure	of	homogeneity	in	the	image	(Haralick	et	al.,	1973),	and	high	uniformity	values	occurred	when	the	intensity	values	within	analytical	regions	were	mostly	similar.	The	association	of	image	uniformity	with	homicide	rates	was	negative,	indicating	that	more	uniform	and	homogeneous	urban	layouts	were	associated	with	low	average	homicide	rates.		The	fraction	of	clay	roof	cover	within	the	impervious	surface	cover	and	uniformity	was	the	best-performing	combination	of	remote	sensing	variables	(Table	7,	Model	7),	as	indicated	by	the	Akaike	information	criterion,	the	Schwarz	criterion	and	the	log	likelihood	ratio	test.	When	these	two	variables	were	included	in	the	model	at	the	same	time,	the	associations	of	the	other	socioeconomic	variables	with	the	homicide	rates	remained	the	same	as	in	the	classic	model	specification,	which	means	that	this	combination	of	variables	added	to	the	model	by	accounting	for	complementary	information	about	the	urban	layouts	composition	and	spatial	pattern	that	also	affected	the	homicide	rates.	Figure	6	shows	the	analytical	region	maps	of	the	remote	sensing	variables	included	in	the	models.	Figure	7	shows	square	image	tiles	of	500	meters	with	the	corresponding	values	for	the	remote	sensing	variables	to	illustrate	the	differences	in	urban	landscapes	corresponding	to	different	values	of	these	variables.		
	
Figure	6.	Choropleth	maps	of	the	best	performing	remote	sensing	variables	added	to	the	classic	model	
specification	of	the	average	homicide	rate	per	100,000	people	(2010	-	2011)	in	Medellin	at	the	analytical	
region	level.	All	variables	classified	into	intervals	using	the	Natural	Breaks	method.		
	
Figure	7.	Square	image	tiles	showing	urban	areas	(500	x	500	meters)	that	have	different	values	of	the	
best	performing	remote	sensing	variables	in	model	specification.	From	top	to	bottom:	P.OTHER.IMP.S,	
F.CLAYR.IMPS,	SDT,	SDF,	and	UNIFOR.	The	tiles	are	organized	from	left	to	right	according	to	increasing	
values	of	each	variable.	
5. Conclusions	The	negative	association	between	the	Gini	index	of	income	and	the	average	homicide	rate	at	the	analytical	region	level	could	indicate	that	the	presence	of	different	income	groups	in	the	same	neighborhood	could	deter	this	type	of	criminal	behavior.	This	association	must	be	tested	in	other	cities	because	it	could	support	public	housing	policies	that	promote	socially	mixed	neighborhoods	to	counter	social	exclusion	and	reduce	crime.	
	The	areas	with	high	homicide	rates	tended	to	be	more	heterogeneous	in	general	and	at	short	distances:	they	had	higher	local	variation	and	less	general	homogeneity.	The	urban	fabric	was	more	crowded	and	cluttered,	with	small	buildings	or	housing	units	located	in	close	proximity	to	one	another	and	with	different	roofing	materials,	and	these	regions	lacked	other	homogeneous	surfaces	such	as	open	green	spaces,	wide	roads,	water	surfaces	or	large	industrial	or	commercial	buildings.	These	results	are	in	agreement	with	the	ideas	of	urban	planning	approaches	such	as	CPTED	and	New	Urbanism,	but	at	the	neighborhood	scale	when	seen	from	the	space:	more	heterogeneous	and	disordered	urban	layouts	were	associated	with	higher	homicide	rates.		The	statistically	significant	correlations	between	the	remote	sensing	variables	and	the	homicide	rates	in	Medellin	do	not	necessarily	imply	causational	effects.	But	these	associations	do	inform	about	the	physical	aspects	that	are	common	in	crime	prone	areas	around	this	city	and	the	results	of	this	empirical	analysis	are	in	agreement	with	the	theoretical	expected	effects.	A	heterogeneous,	organic,	cluttered	urban	layout	can	provide	easy	concealment	and	escape	routes	for	committing	homicide.	Wide	avenues,	open	spaces	and	regular	street	networks	will	increase	the	urban	layout	homogeneity	at	short	distances.	This	phenomenon	is	in	agreement	with	the	ideas	that	were	implemented	in	the	“Second	Empire”	reforms	by	Baron	Georges-Eugène	Haussmann	in	Paris	in	the	19th	century	that	shaped	the	modern	city	with	its	wide	boulevards,	open	spaces	and	a	network	of	large	avenues,	which	facilitated	the	control	of	the	city	because	the	troops	and	the	army	could	maneuver	more	quickly	in	these	wider	spaces	than	they	could	in	the	previous	medieval	urban	layout	(Clout,	1977).		The	emergence	of	automated	methods	and	tools	for	image	feature	extraction	at	object	level	such	as	FETEX	opens	up	new	possibilities	of	regional	science	analysis.	This	paper	provides	empirical	evidence	about	the	usefulness	of	remote	sensing	as	a	complementary	information	source	for	socioeconomic	studies	in	urban	settings.	The	remote	sensing	variables	proved	to	be	useful	to	quantify	different	aspects	of	the	physical	environment	that	relate	to	homicide	rates	in	a	city.	These	variables	can	add	to	classic	crime	explanatory	models	by	quantifying	complementary	information	on	the	urban	composition	and	the	spatial	pattern	of	the	urban	layout.	Spatial	analysis	of	urban	crime	could	benefit	from	this	approach	by	including	information	on	the	physical	environment	using	VHR	imagery.	Future	work	should	focus	in	the	development	and	assessment	of	new	tools	and	techniques	of	image	feature	extraction	for	socioeconomic	urban	analysis.	Regional	scientists	play	an	important	role	in	directing	that	work	to	the	most	relevant	topics.		
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