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Abstract
We study the solvability of the Riemann–Hilbert problem for a generalized Cauchy–
Riemann system with several singularities and reveal several new phenomenon. For the
number of continuous solutions we shall show that it depends not only on the index but also
on the location and type of the singularities; moreover, it does not depend continuously on the
coefﬁcients of the equation.
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1. Introduction
Let O be the unit disk fz: jzjo1g in the complex plane C: In this paper we consider
a generalized Cauchy–Riemann system
w%z ¼ Qð%zÞ
Pð%zÞ w þ aw þ b %w; ð1Þ
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where QðzÞ and PðzÞ are polynomials of the complex variable z; and the polynomial
P has only simple roots within the closed disk %O:
We shall consider the following Riemann–Hilbert problem for the system
of Eq. (1):
Problem RH. Find a regular solution wðzÞ of system (1) in O; continuous in O and
w%z; wzALpðOÞ for some p42; satisfying the boundary value condition
Re½GðzÞwðzÞ
 ¼ gðzÞ; zA@O ð2Þ
on the boundary @O of the domain O; where G and g are given functions on @O:
For the ﬁrst-order elliptic system of equations
u%z ¼ AðzÞu þ BðzÞ %u
with regular coefﬁcients A; BALpðOÞðp42Þ when O is a bounded domain in the
complex plane C or A; BALp;2ðCÞ function theory, boundary value problems and
their generalizations were investigated extensively over the past years, see, e.g. [1–
8,17,19]. This regularity allows to use a similarity principle for solutions of regular
coefﬁcient systems.
In shell theory, in connection with inﬁnitesimal bends of ﬁrst or higher order
surfaces of positive curvature with some ﬂat point and in connection with strain of
thin momentless elastic shells, elliptic systems of equations with singular coefﬁcients
occur [18]:
w%z þ AðzÞ
%z
w þ BðzÞ
%z
%w ¼ 0:
Now the coefﬁcients do not belong to the regularity class Lp or Lp;2; p42: In [16] a
model equation
w%z ¼ b
%z
%w;
was investigated, where b is a complex constant. In [10] the equation
w%z þ aðzÞjzj w þ
bðzÞ
jzj %w ¼ 0 ð3Þ
was studied. It was proved that there exist solutions admitting singularities of order
n40 at the point z ¼ 0: Eq. (3) when aðzÞ ¼ 0 was perturbed as
w%z þ bð0Þ
%z
%w þ bðzÞ  bð0Þ
%z
%w ¼ 0:
Under the assumption that ðbðzÞ  bð0ÞÞ=%z is sufﬁciently small, the existence of
continuous solutions was studied in [16].
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Observing that Eq. (3) is singular only at the origin and elsewhere its coefﬁcients
are regular, in [14] both cases were treated separately ﬁrst and then these two
solutions were glued together.
In [6,7] we found through the model equation
w%z ¼ l
%z
w þ aw þ b %w; a; bALpðOÞ; p42;
that the number of continuous solutions depends on size and sign of the constant l:
This observation was implicitly supported by the results in [13], where the model
equation
c%z þ
a
2%z
cþ b
2%z
%c ¼ 0
was studied, where a and b are complex constants.
Throughout this paper we assume that
(1) Let PðzÞ ¼Qml¼1ðz  zlÞ; jzl jp1 ðl ¼ 1; 2;y; mÞ and we assume that fzlg
are different points in %O and that the rational polynomial QðzÞ=PðzÞ can be
decomposed as
QðzÞ
PðzÞ ¼
Xm
l¼1
al
z  zl ;
where al ¼ QðzlÞ=P0ðzlÞa0 ðl ¼ 1; 2;y; mÞ:
(2) a; bALpðOÞðp42Þ:
(3) G; gACað@OÞð1=2oao1Þ; Ga0 and k ¼ Ind@O G ¼ 12p D@O arg G is an
integer.
We study the model Eq. (1) from different point of views. The results of this paper
will reveal ﬂaws of [14,15]. Moreover, we shall show that the number of continuous
solutions of Problem RH depends on the constants al and the location of the zeros of
the polynomial PðzÞ: These results suggest essential difﬁculties to obtain a general
theory for singular complex systems of equations.
The organization of this paper is as follows: in Section 2, we study the case where
all the zeros of the polynomial PðzÞ are within O: The results are applied to several
models existing in literature, which show necessity for us to study the model (1). As
preparations, a non-normal Riemann–Hilbert problem for generalized analytic
functions will be investigated in Section 3. In contrast to the normal Riemann–
Hilbert problem a necessary condition for the solvability of the non-normal
Riemann–Hilbert problem will be derived. We also propose a new modiﬁed
boundary condition to ensure existence and uniqueness of solution. Finally, in
Section 4 we assume that all the zeros of the polynomial PðzÞ are on the boundary
@O: For the solvability of Problem RH we derive the necessary and sufﬁcient
conditions
gðzlÞ ¼ 0 ðl ¼ 1; 2;y; mÞ;
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see (54) below, which are not needed when singularities occur only within O: Our
main result is summarized in Theorem 6.
2. Problem RH when jzl jo1 ðl ¼ 1; 2;y; mÞ
In this section we assume that all the zeros of the polynomial PðzÞ are within O;
that is we have jzl jo1; l ¼ 1; 2;y; m:
We denote by nl the integral part of the real part of al ;
ReðalÞ ¼ nl þ ll ; 0pllo1 ðl ¼ 1; 2;y; mÞ:
For l ¼ 1; 2;y; m; we set
wlðzÞ ¼
ð%z  zlÞnl e2i Im al ln jzzl j
ðz  zlÞnl1
; ll ¼ 0;
ð%z  zlÞnl jz  zl j2ll e2i Im al ln jzzl j
ðz  zlÞnl ; 0ollp
1
2
;
ð%z  zlÞnl jz  zl j2ll e2i Im al ln jzzl j
ðz  zlÞnlþ1
;
1
2
ollo1:
8>>>>><
>>>>>:
For the regularity of wlðzÞ we have the following results.
Lemma 1. Let the function wlðzÞ be defined as above. Then wl is continuous on %O:
Moreover
(1) wlAW 1p ðOÞ; p42; if ll ¼ 0;
(2) wlAW 1p ðOÞ; po 212ll if 0ollp12;
(3) wlAW 1p ðOÞ; po 11ll; if 12ollo1:
Proof. By direct calculations. &
For l ¼ 1; 2;y; m we denote
sl ¼
2nl  1; ll ¼ 0;
2nl ; 0ollp12;
2nl þ 1; 12ollo1:
8><
>:
For the solvability of Problem RH we have
Theorem 1. Let k0 ¼ kþ
Pm
l¼1 sl : Then we have
(1) when k0X0; Problem RH is always solvable and the corresponding homogeneous
problem has exactly 2k0 þ 1 linearly independent solutions over the field of real
numbers;
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(2) when k0o0; Problem RH is solvable if and only if the function g satisfies
2jk0j  1 solvability conditions.
Proof. Let w0ðzÞ ¼
Qm
l¼1 wlðzÞ: Then by virtue of Lemma 1 and the chain rule of
differentiation we have w0AW 1p1ðOÞ for some p142; which depends on ll ðl ¼
1; 2;y; mÞ as shown in Lemma 1.
By means of the transform
wðzÞ ¼ w0ðzÞjðzÞ; ð4Þ
Problem RH becomes
j%z ¼ ajþ b0 %j in O;
Re½G0ðzÞjðzÞ
 ¼ gðzÞ on @O;

ð5Þ
where b0ðzÞ ¼ bðzÞw0ðzÞw0ðzÞ; G0ðzÞ ¼ w0ðzÞGðzÞ:
We seek solutions of (5) such that jAC0ð %O\Sml¼1fzlgÞ-W 1p2ðOeÞ for some
2op2pp1 and jðzÞ ¼ Oðjz  zl jal Þ ðl ¼ 1; 2;y; mÞ; where Oe ¼ O\
Sm
l¼1fjz 
zl jpeg; and alo1 if ll ¼ 0; alo2ll if 0ollp1=2; alo2ll  1 if 1=2ollo1:
Noticing that when wAC0ð %OÞ; w%zALp2ðOÞ for p242; from Eq. (1) we must have
wðzlÞ ¼ 0 ðl ¼ 1; 2;y; mÞ; then it is easily veriﬁed that Problem RH is equivalent to
problem (5).
By the similarity principle [17], solutions of problem (5) can be expressed as
jðzÞ ¼ FðzÞeoðzÞ;
where oðzÞ is Ho¨lder continuous on %O and FðzÞ is analytic in O except at zl ;
l ¼ 1; 2;y; m: At each zl FðzÞ has a singularity of order al ; hence FðzÞ and
consequently jðzÞ; has only a removable singularity at the interior point zl of O;
which shows that solutions of (5) can be sought in W 1p2ðOÞ:
Since b0ðzÞALpðOÞCLp2ðOÞ and G0ACað@OÞ; problem (5) is a regular problem
and its index is
k0 ¼ Ind@O G0 ¼ kþ
Xm
l¼1
sl :
From Vekua’s theory, problem (5) is always solvable when k0X0 and the
corresponding homogeneous problem has exactly 2k0 þ 1 linearly independent
solutions over the ﬁeld of real numbers. Moreover, when k0o0 problem (5) is
solvable if and only if the function g satisﬁes 2jk0j  1 solvability conditions.
Hence the function wðzÞ deﬁned by (4) solves Problem RH. The proof of Theorem
1 is completed. &
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Remark 1. Let wl1;l2;y;lm denote the solution to Problem RH. From Theorem 1 it
follows that the number of solutions does not depend continuously on
fl1; l2;y; lmg when ll-0þ; 12
þ
. This shows a difference between the singular case
and the regular case, cf. [17, Chapter 3, Section 12]. We point out that even if one is
only interested in solutions with prescribed singularity this phenomenon for the
number of singular solutions occur too.
Remark 2. In [16, p. 72], the following problem:
U %z þ bð0Þ
2%z
U ¼ 0; jzjoR ð4:3Þ
ReðieijUÞ ¼ 0; jzj ¼ R ð4:4Þ
8<
:
was introduced as a conjugate problem. The solutions were sought in the class of
functions continuous outside z ¼ 0 and admitting no more than a ﬁrst order
singularity at z ¼ 0: The author found that (4.3), (4.4) has only the non-trivial
solution UðzÞ ¼ jzjbð0Þ=z:
In fact, the number of solutions depends on the constant bð0Þ: In Theorem 1 we
are dealing with continuous solutions. It can be modiﬁed to seek solutions in the
above sense also. For example, when 2obð0Þo 1; problem (4.3), (4.4) has three
linearly independent solutions
ijzjbð0Þð1 z2Þ; z1jzjbð0Þ; jzjbð0Þð1þ z2Þ;
having at most a ﬁrst-order singularity at z ¼ 0:
Remark 3. In [15] the following boundary value problem was investigated:
w%z þ AðzÞw þ BðzÞ %w ¼ F ; jzjo1;
Re½zkwðzÞ
 ¼ gðzÞ; jzj ¼ 1;

ð6Þ
where AðzÞ ¼ A0ðzÞ=
Qm
j¼1 jz  zjj; BðzÞ ¼ B0ðzÞ=
Qm
j¼1 jz  zjj; A0; B0; FALqðOÞ
ðq42Þ: Under the assumption that the norms of AjðzÞ ¼ jz  zjjAðzÞ and BjðzÞ ¼
jz  zjjBðzÞ are sufﬁciently small ([15, p. 105] condition (1.2)) and that the integral
equation ([15, p. 114], Eq. (4.7))
w0ðzÞ þ P3w0ðzÞ ¼ 0
has only the trivial solution, Theorem 3 of [15] says that the homogeneous problem
has 2k 2m þ 1 linearly independent solutions over the ﬁeld of real numbers
when mpk:
In [14], problem (6) was studied when m ¼ 1: The results in [15] are generalizations
of [14].
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Let
A0ðzÞ ¼ QðzÞjPðzÞj
PðzÞ ; B0ðzÞ ¼ 0:
Since QðzÞ can be written as
QðzÞ ¼
Xm
l¼1
al
Ym
k¼1
kal
ðz  zkÞ
2
664
3
775;
we choose e40 such that 0oaloe ðl ¼ 1; 2;y; mÞ and A0 satisﬁes condition (1.2) of
[15]. Then nl ¼ 0; 0ol1oe o12
 
; and sl ¼ 0 ðl ¼ 1; 2;y; mÞ: By virtue of Theorem 1
k0 ¼ k: Hence, the homogeneous problem (6) has 2kþ 1 linearly independent
solutions.
However, if we let eoalo0 ðl ¼ 1; 2;y; mÞ then nl ¼ 1; 12oll and sl ¼ 1: By
virtue of Theorem 1 we have k0 ¼ k m and the corresponding homogeneous
problem (6) has 2k 2m þ 1 linearly independent solutions.
This shows that it does not sufﬁce to consider modules of its coefﬁcients when
studying singular equations.
3. An auxiliary problem
In this section we investigate the solvability of the non-normal type Riemann–
Hilbert problem
u%z ¼ Au þ B %u þ C in O;
Re½GðzÞpðzÞuðzÞ
 ¼ gðzÞ on @O;

ð7Þ
where A; B; CALpðOÞðp42Þ; pðzÞ ¼Qml¼1ðz  zlÞ; zlA@O ðl ¼ 1; 2;y; mÞ: In [9],
Sections 11.7–11.9 a general form of this problem is discussed. The particular form
of the coefﬁcient in the boundary condition (7) allows us to prove very precise
results.
Problem A. Find a solution uAC0ð %O\Sml¼1 fzlgÞ-W 1p ðOeÞðp42Þ of (7) such that
uðzÞ ¼ Oðjz  zl jbl Þ ðblo1; l ¼ 1; 2;y; mÞ; where Oe ¼ O\
Sm
l¼1fjz  zl jpeg:
Remark 4. Since the boundary function GðzÞpðzÞ in (7) has zeros on @O; this kind of
boundary condition is often called ‘non-normal’ condition.
We ﬁrst make some simpliﬁcations. Let sðzÞ be the unique solution of the problem
s %z ¼ 0 in O;
Re sðzÞ ¼ arg GðzÞ  k arg z on @O;
Im sð0Þ ¼ 1:
8><
>:
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By the transform u0ðzÞ ¼ eisðzÞuðzÞ problem (7) becomes
u0 %z ¼ Au0 þ B0u0 þ C in O;
Re½%zkpðzÞu0ðzÞ
 ¼ g˜ on @O;

ð8Þ
where B0 ¼ expf2i Re sgB; g˜ ¼ expfIm sðzÞg=jGðzÞj:
We therefore study the simpliﬁed problem (8) instead of (7). In Section 3.1 we
deal with Problem A for analytic functions. To assure uniqueness of solutions we
propose a modiﬁed problem in Section 3.2. In Section 3.3 we derive an a priori
estimate for the solution of problem (8). In Section 3.4 we study solvability of
Problem A.
3.1. Problem A for analytic functions
We now consider problem (8) for analytic functions. That is we assume that
A ¼ B0 ¼ C ¼ 0; ð9Þ
in this section.
Lemma 2. Let condition (9) hold. Then for the homogeneous problem
u0 %z ¼ 0 in O;
Re½%zkpðzÞu0ðzÞ
 ¼ 0 on @O;

ð10Þ
the following holds:
(1) If 2k mX0; it has exactly 2k m þ 1 linearly independent solutions over the
field of real numbers
u0ðzÞ ¼
X2km
k¼0
rkz
k;
where the constants rk satisfy rk ¼ ð1Þm1ð
Qm
l¼1 %zlÞr2kmk; k ¼ 0; 1;y; m:
(2) If 2k mo0; it has only the trivial solution.
Proof. We ﬁrst show that u0ðzÞ is bounded in %O: Let f ðzÞ be deﬁned by
f ðzÞ ¼
pðzÞu0ðzÞ; jzjo1;
p 1
%z
 
u0
1
%z
 
; jzj41:
(
Then on the boundary we have
f þðzÞ ¼ pðzÞuþ0 ðzÞ; f ðzÞ ¼ pðzÞuþ0 ðzÞ;
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where f þðzÞ ¼ lim z0-z
jz0jo1
f ðz0Þ; f ðzÞ ¼ lim z0-zjz0j41 f ðz0Þ; which exist on @O since blo1:
Hence, we have on the boundary @O
%z
kf þðzÞ þ zkf ðzÞ ¼ 0;
or
f þðzÞ ¼ z2kf ðzÞ on @O; when kX0;
z2kf þðzÞ ¼ f ðzÞ on @O; when kp0:
By Liouville’s theorem we have respectively
f ðzÞ ¼ p2kðzÞ; jzjo1;z2kp2k; jzj41;

ð11Þ
for kX0; where p2kðzÞ is a polynomial in z of degree 2k; and
f ðzÞ ¼ z
2kc; jzjo1;
c; jzj41;

ð12Þ
when ko0; where c is a complex constant.
From (11) and (12) it follows that u0ðzÞ is a piecewise rational function. Therefore
u0ðzÞ is continuous in %O:
Consider the piecewise holomorphic function FðzÞ deﬁned by
FðzÞ ¼
u0ðzÞ; jzjo1;
u0
1
%z
 
; jzj41:
(
ð13Þ
Then we have from (10)
%z
kpðzÞFþðzÞ þ zkpðzÞFðzÞ ¼ 0 on @O: ð14Þ
From %z  zl ¼ ðzl  zÞzzl for jzj ¼ jzl j ¼ 1 it follows that when jzj ¼ 1
pðzÞ ¼ ð1Þm %zm
Ym
l¼1
zl
 !
pðzÞ:
Since u0ðzÞ is continuous on %O; by virtue of (14) we have for jzj ¼ 1; zazl ;
%z
kFþðzÞ þ ð1Þm
Ym
l¼1
zl
 !
%z
mzkFðzÞ ¼ 0 on @O: ð15Þ
From (15), Lemma 2 is proved. &
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We now consider the in-homogeneous problem
u0%z ¼ 0 in O;
Re½%zkpðzÞu0ðzÞ
 ¼ g˜ðzÞ on @O:

ð16Þ
We have the following necessary condition for its solvability.
Lemma 3. If problem (16) is solvable (in the sense of Problem A) then
g˜ðzlÞ ¼ 0; l ¼ 1; 2;y; m: ð17Þ
Proof. Since u0ðzÞ ¼ Oðjz  zl jbl Þ; blo1; from (16) we get
jg˜ðzÞjpj%zkj
Ym
l¼1
jz  zl j ju0ðzÞj;
which proves Lemma 3. &
Remark 5. For problem (16) (and Problem A), if one is satisﬁed with solutions with
singularities of order greater than or equal to 1, condition (17) does not appear. But
the number of solutions changes also. If one requires that u0ðzÞ has a zero of order
greater than zero, the function g˜ðzÞ; together with its derivatives, must satisfy (17) too.
Let condition (17) hold for problem (16). Then from g˜ACað@OÞ it follows that
g˜ðzÞ ¼ Oðjz  zl jaÞ; l ¼ 1; 2;y; m; on @O:
We now seek a particular solution of problem (16).
Using (13) from (16) we get
%z
kpðzÞFþðzÞ þ zkpðzÞFðzÞ ¼ 2g˜ðzÞ on @O:
Hence when 2k mX0 we get
FþðzÞ ¼ ð1Þm1
Ym
l¼1
zl
 !
z2kmFðzÞ þ 2z
kg˜ðzÞ
pðzÞ ; on @O;
from which we get a particular solution for fFþ; Fg
FþðzÞ ¼ 1
2pi
Z
jtj¼1
2tkg˜ðtÞ
pðtÞðt  zÞ dt; jzjo1;
FðzÞ ¼ ð1Þ
m1 Qm
l¼1 zl
 
z2kþm
2pi
Z
jtj¼1
2tkg˜ðtÞ
pðtÞðt  zÞ dt; jzj41:
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Thus a particular solution is
u˜ðzÞ ¼ 1
2
FþðzÞ þ F 1
%z
 h i
¼ 1
2pi
Z
jtj¼1
tkg˜ðtÞ
pðtÞðt  zÞ dt þ
ð1Þm Qml¼1 zl z2km
2pi
Z
jtj¼1
%tkg˜ðtÞ
pðtÞ %t  1
z
  d %t
¼ 1
2pi
Z
jtj¼1
tkg˜ðtÞ
pðtÞðt  zÞ dt þ
ð1Þm Qml¼1 zl z2kmþ1
2pi
Z
jtj¼1
%tkg˜ðtÞ
pðtÞðt  zÞt dt: ð18Þ
The above formula is also valid when 2k m ¼ 1:
When 2k mp 2 and
Z
jtj¼1
%tkg˜ðtÞ
pðtÞtkþ1 dt ¼ 0; k ¼ 1; 2;y; j2k mj  1; ð19Þ
the function
u˜ðzÞ ¼ 1
2pi
Z
jtj¼1
tkg˜ðtÞ
pðtÞðt  zÞ dt þ
ð1ÞmQml¼1 zl
2pi
Z
jtj¼1
%tkg˜ðtÞ
pðtÞtj2kmjðt  zÞ dt ð20Þ
satisﬁes u˜ðzÞ ¼ Oðjz  zl ja1Þ and Re½%zkpðzÞu˜ðzÞ
 ¼ g˜ðzÞ on @O:
Summarizing the above we have proved
Theorem 2. For the in-homogeneous problem (16), we have
(1) when 2k mX0 and (16) is solvable then (17) holds. Conversely if (17) holds the
problem is always solvable and its solutions are given by
u0ðzÞ ¼ u˜ðzÞ þ
X2km
k¼0
rkz
k;
where u˜ðzÞ is defined by (18), rk ¼ ð1Þm1
Qm
l¼1 zl
 
r2kmk ðk ¼ 0; 1;y; 2k mÞ:
(2) when 2k m ¼ 1 and (17) holds, it has a unique solution given by (20).
(3) when 2k mp 2; (16) is solvable if (17) and (19) hold. The unique solution is
given by (20).
Remark 6. In (19), not all of these equations are independent, see (28) below.
3.2. A modified problem
By virtue of Theorem 2, to assure uniqueness of solution, we must add some
additional conditions when 2k mX0: While when 2k mp 2 we need to
modify the boundary condition so that the solvability conditions (19) are
satisﬁed automatically. We therefore consider the modiﬁed problem corresponding
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to (16)
u%z ¼ 0; jzjo1; ð21Þ
Re½%zkpðzÞuðzÞ
 ¼ gðzÞ þ hðzÞ; jzj ¼ 1: ð22Þ
Moreover, if 2k mX0
Im½tnpðtnÞuðtnÞ
 ¼ bn; n ¼ 0; 1;y; 2k m; ð23Þ
where ftn : n ¼ 0; 1;y; 2k mgC@O are 2k m þ 1 different points and
ftng-fzlg ¼ |; the numbers fbng are arbitrary constants. The function h is
deﬁned by
hðzÞ ¼ 0 if 2k mX 1;
pðzÞPmk1j¼1þk hjz j if 2k mp 2;
(
ð24Þ
where the constants fhjg satisfy
hj ¼ ð1Þm
Ym
l¼1
zl
 !
hmj; j ¼ 1þ k;y; m  k 1; ð25Þ
so that hðzÞ is a real-valued function on @O: When 2k mp 2 we need to
determine the function u as well as the constants fhjg:
Theorem 3. Problem (21)–(23) is uniquely solvable if and only if the function g satisfies
gðzlÞ ¼ 0; l ¼ 1; 2;y; m:
Proof. From (24), by reasoning in the same way as in the proof of Lemma 3, we get
the necessity part of Theorem 3. We now show the sufﬁciency part.
We ﬁrst consider the case 2k mX0: By Theorem 2, the solution of (21) and (22)
can be represented as
uðzÞ ¼ u˜ðzÞ þ pðzÞ;
where u˜ðzÞ is deﬁned by (18) and pðzÞ ¼P2kmk¼0 rkzk is a polynomial of degree
2k m; with
rk ¼ ð1Þm1
Ym
l¼1
zl
 !
r2kmk; k ¼ 0; 1;y; 2k m: ð26Þ
From (23) we get Im½tnkpðtnÞpðtnÞ
 ¼ b˜n; where b˜n ¼ bn  Im½tnkpðtnÞu˜ðtnÞ
:
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From Re½tnpðtnÞpðtnÞ
 ¼ 0 it follows that tnkpðtnÞpðtnÞ ¼ ib˜n; n ¼ 0; 1;y; 2k m:
Hence we have
X2km
k¼0
rkt
k
n ¼
ib˜nt
k
n
pðtnÞ; n ¼ 0; 1;y; 2k m: ð27Þ
The algebraic system of Eq. (27) is uniquely solvable for ðr0; r1;y; r2kmÞT : We
now show that this solution satisﬁes condition (26). By conjugating both sides
of (27) we get
X2km
k¼0
rkt
k
n ¼
ib˜ntkn
pðtnÞ
¼ ib˜nt
kþm
n
ð1ÞmQml¼1 zlpðtnÞ;
or
ib˜nt
k
n
pðtnÞ ¼ 
X2km
k¼0
rkð1Þm
Ym
l¼1
zl
 !
tmn t
2k
n t
k
n
¼
X2km
k¼0
rkð1Þm1
Ym
l¼1
zl
 !
tmþ2kkn
¼
X2km
k¼0
ð1Þm1
Ym
l¼1
zl
 !
r2kmktkn ;
which shows that fð1Þm1 Qml¼1 zl r2kmkg is also a solution of (27). On the other
hand, the solution of (27) is unique, we therefore get (26).
Next we consider the case 2k mp 2: We need to seek a function u and
constants fhlg such that (21) and (25) are satisﬁed.
Let
dk ¼
Z
jtj¼1
gðtÞ
pðtÞtk dt; k ¼ 2þ k;y; m  k:
By conjugating both sides of the above equations, we get
dk ¼ ð1Þm1
Ym
l¼1
zl
 !
dmkþ2; k ¼ 2þ k;y; m  k: ð28Þ
From Theorem 2, the solvability condition of problem (21), (22) becomes
Z
jtj¼1
gðtÞ þ hðtÞ
pðtÞtk dt ¼ 0; k ¼ 2þ k;y; m  k: ð29Þ
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Hence we get
Xmk1
l¼1þk
hl
Z
jtj¼1
tlk dt ¼ dk; k ¼ 2þ k;y; m  k; ð30Þ
and
hk ¼ 2pidkþ1; k ¼ 1þ k;y; m  k 1:
By virtue of (28), we have
hk ¼ 2pidkþ1
¼ 2pið1Þm1
Ym
l¼1
zl
 !
dmkþ1
¼ 2pið1Þm1
Ym
l¼1
zl
 !
hmk
2pi
¼ð1Þm
Ym
l¼1
zl
 !
hmk;
which proves (25).
From (29), by virtue of Theorem 2, problem (21), (22) is uniquely solvable. The
proof of Theorem 3 is completed. &
3.3. Estimates for the modified Problem A
To show existence and uniqueness of solutions of the equation
u%z ¼ Au þ B %u þ C in O; ð31Þ
subject to the modiﬁed boundary conditions (22) and (23), in this section we
establish an a priori estimate for its solutions.
We ﬁrst simplify the boundary conditions so that it will sufﬁce to deal only with
the homogeneous problem (31), (22) and (23).
Let FðzÞ be holomorphic in O and satisfy the boundary conditions (22) and (23).
Then we have from properties of the Cauchy type integral (cf. [1, p. 157–168])
FðzÞ ¼ Oðjz  zl ja1Þ ðl ¼ 1; 2;y; mÞ: ð32Þ
The function w ¼ u  F satisﬁes the equation
w%z ¼ Aw þ B %w þ C0 in O ð33Þ
and the homogeneous boundary condition (22) and (23), where C0 ¼ AFþ B %Fþ C:
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By virtue of the Ho¨lder inequality, we have
C0ALp3ðOÞ for p3o 11
p
þ 1a
2
: ð34Þ
Later on we need p342; which can be achieved if pa42:
For fALpðOÞ; consider the integral operator T deﬁned by
ðTf ÞðzÞ ¼ 1
p
Z Z
O
f ðzÞ
z z þ
ð1Þm Qml¼1 zl z2kmþ1f ðzÞ
1 %zz
" #
dx dZ:
We have [1,19] for the operator T
Lemma 4. Let fALpðOÞ; p42 and 2k mX0: Then
(i) TfAW 1p ðOÞ; ðTf Þ%z ¼ f ;
(ii) jjTf jjCðp2Þ=pð %OÞpK1jj f jjp;
(iii) Re½%zkpðzÞðTf ÞðzÞ
 ¼ 0 on @O;
where K1 is a constant independent of f :
Lemma 5. Let p4max 2; 2a
 
and w be a solution to problem (33), (22) and (23). Then w
satisfies an estimate of the form
jjwjjW 1p4ðOÞpK2jjC0jjp4 ; ð35Þ
where K2 is a constant independent of C0 and p342 satisfies (34), 2op4pp3:
Proof. Let w be a solution of problem (33), (22) and (23) and the function v be the
unique solution of
v%z ¼ A þ B %w
w
in O;
Im vðzÞ ¼ 0 on @O;
Re vð1Þ ¼ 0;
8><
>:
then v satisﬁes [4,6]
jjvjjW 1p4 ðOÞpK3: ð36Þ
We now consider three cases according to 2k m:
(i) 2k mX0:
Set
u ¼ evw  TðC0evÞ:
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Then by virtue of Lemma 4, we have
u%z ¼ 0 in O;
Re½%zkpðzÞuðzÞ
 ¼ 0 on @O;
Im½tnkpðtnÞuðtnÞ
 ¼ b0n; n ¼ 0; 1;y; 2k m;
8><
>: ð37Þ
where b0n ¼ Im½tnkpðtnÞTðC0evÞðtnÞ
:
From Lemma 4 and (36) we have
jb0nj ¼ j  Im½tnkpðtnÞTðC0evÞðtnÞ
j
p 2mjTðC0evÞðtnÞjp2mK1jjC0evjjp4
pK4jjC0jjp4 : ð38Þ
By virtue of Theorem 3, problem (37) has a unique solution
uðzÞ ¼
X2km
k¼0
rkz
k; ð39Þ
where frkg is the unique solution of the algebraic system of equations
X2km
k¼0
rkt
k
n ¼
ib0nt
k
n
pðtnÞ; n ¼ 0; 1;y; 2k m; ð40Þ
with rk ¼ ð1Þm1
Qm
l¼1 zl
 
r2kmk; k ¼ 0; 1;y; 2k m:
From (40) and (38), we get
jrkjpK5
X2km
n¼0
jb0njpK6jjC0jjp4 : ð41Þ
Combining (39) and (41), we get
jjujjW 1p4 ðOÞpC7jjC0jjp4 : ð42Þ
Hence from (36) and (42), we get for the function w ¼ ðu þ TðC0evÞÞev the estimate
(35) when 2k mX0:
(ii) 2k m ¼ 1
The above reasoning is still valid except from (37) we have u ¼ 0: Hence
w ¼ evTðC0evÞ:
(iii) 2k mp 2
Set u ¼ evw  T1ðC0evÞ; where the operator T1 is deﬁned by
ðT1 f ÞðzÞ ¼ 1p
Z Z
O
f ðzÞ
z z dx dZ:
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Then we have
u%z ¼ 0 in O;
Re½%zkpðzÞuðzÞ
 ¼ evhðzÞ þ g0ðzÞ on @O;

ð43Þ
where g0ðzÞ ¼ Re½%zkpðzÞðT1ðC0evÞÞ
:
From pðzlÞ ¼ 0 it follows that g0ðzlÞ ¼ 0 ðl ¼ 1; 2;y; mÞ: Hence from Theorems 2
and 3, problem (43) is uniquely solvable. Parallel to (29) and (30), we have by virtue
of Theorems 2 and 3
uðzÞ ¼ 1
2pi
Z
jtj¼1
tkðevhðtÞ þ g0ðtÞÞ
pðtÞðt  zÞ dt
þ ð1Þ
mQm
l¼1 zl
2pi
Z
jtj¼1
%tkðevhðtÞ þ g0ðtÞÞ
pðtÞtj2kmjðt  zÞ dt
¼ 1
2pi
Z
jtj¼1
tkevhðtÞ
pðtÞðt  zÞ dt
þ ð1Þ
mQm
l¼1 zl
2pi
Z
jtj¼1
%tkevhðtÞ
pðtÞtj2kmjðt  zÞ dt; ð44Þ
where hðzÞ ¼ pðzÞPmk1j¼1 hjz j and fhjg are determined by the system of algebraic
equations
Xmk1
l¼1þk
hl
Z
jtj¼1
evtlkdt ¼ d0k ; k ¼ 2þ k;y; m  k; ð45Þ
where
d0k ¼
Z
jtj¼1
g0ðtÞ
pðtÞtk dt; k ¼ 2þ k;y; m  k:
The system of algebraic equations (45) is uniquely solvable with respect to fhlg
(cf. [1, p. 57–58]). Moreover, we have by substituting g0 into d0k
jhl jpK8
Xmk
k¼2þk
jd0k jpK9jjT1ðC0evÞjjC0ð %OÞ
pK10jjC0jjp4 ðl ¼ 1; 2;y; m  k 1Þ:
Hence from (44) we get
jjujjW 1p4 ðOÞpK11jjC0jjp4 : ð46Þ
From (36) and (46), estimate (35) follows when 2k mp 2: The proof of Lemma 5
is completed. &
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3.4. Solution of the Problem A
We are now in a position to show the existence of solutions of problem A. For
convenience of presentation, we ﬁrst work with the modiﬁed boundary conditions
and then turn to the general case. We have
Theorem 4. Let pa42: Then the modified problem (7) and (22), (23) is solvable if and
only if
gðzlÞ ¼ 0; l ¼ 1; 2;y; m: ð47Þ
Proof. From Lemma 3, the ‘only if ’ part follows. We now show that under
condition (47), problem (7) and (22), (23) is uniquely solvable.
We introduce the following problem, which depends on a parameter Z with
0pZp1:
u%z ¼ ZðAu þ B %uÞ þ C in O;
Re½GðzÞpðzÞuðzÞ
 ¼ gðzÞ þ hðzÞ on @O:

ð48Þ
Moreover if 2k mX0;
Im½GðtnÞpðtnÞuðtnÞ
 ¼ bn; n ¼ 0; 1;y; 2k m; ð49Þ
where the function h is deﬁned in (24), (25).
If Z ¼ 0; problem (48), in (49) is solved the same way as we did in the proof of
Lemma 5, but we need to set now v ¼ 0 and C ¼ C0: We show that if problem (48),
(49) is solvable for Z ¼ Z0 ð0pZ0o1Þ; then there exists a d which is independent of Z0
such that for every Z satisfying Z0oZpZ0 þ d; problem (48), (49) is still solvable.
We construct a sequence fung by taking u0 ¼ uðz; Z0Þ as the solution of problem
(48),(49) when Z ¼ Z0; and for nAN by the following successive approxi-
mation scheme:
unþ1%z ¼ Z0ðAunþ1 þ BunÞ þ ðZ Z0ÞðAun þ Bu %nÞ þ C in O;
Re½GðzÞpðzÞunþ1ðzÞ
 ¼ gðzÞ þ hðzÞ on @O;
Im½GðtkÞpðtkÞunþ1ðtkÞ
 ¼ bk; k ¼ 0; 1;y; 2k m; if 2k mX0:
8><
>: ð50Þ
When unAW 1p4ðOÞ; where p4 is the same as in Lemma 5, Eq. (50) has coefﬁcients ZA;
ZBALpðOÞ and the free term ðZ Z0ÞðAun þ BunÞALpðOÞ since unAC0ðOÞ by virtue
of the Sobolev embedding theorem. Thus, problem (50) is solved from the
assumption that (48) is solvable for any C when Z ¼ Z0:
We now show that the sequence fung deﬁned by (50) is convergent in W 1p4ðOÞ
if Z Z0 is small enough. We consider the difference unþ1  un for nAN; which
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satisﬁes
ðunþ1  unÞ %z ¼ Z0½Aðunþ1  unÞ þ Bðunþ1  unÞ

þðZ Z0Þ½Aðun  un1Þ þ Bðun  un1Þ
 in O;
Re½GðzÞpðzÞðunþ1ðzÞ  unðzÞÞ
 ¼ hðzÞ on @O;
Im½GðtkÞpðtkÞðunþ1ðtkÞ  unðtkÞÞ
 ¼ 0; k ¼ 0; 1;y; 2k m; if 2k mX0:
8>>><
>>:
By virtue of Lemma 5 and the fact that Z0o1; we have the estimate
jjunþ1  unjjW 1p4 ðOÞpK2ðZ Z0ÞjjAðu
n  un1Þ þ Bðun  un1Þjjp4
pK12ðZ Z0Þjjun  un1jjW 1p4 ðOÞ:
Let d ¼ 1
2K12
: Then for every Z satisfying Z0oZpZ0 þ d; we have
jjunþ1  unjjW 1p4 ðOÞp
1
2
jjun  un1jjW 1p4 ðOÞ
p 1
2
 n
jju1  u0jjW 1p4 ðOÞ:
This shows that the sequence fung is convergent in W 1p4ðOÞ; and the limit function u
is a solution to (48), (49). Since d is independent of Z0; we can repeat the above
procedure ﬁnitely many times until we arrive at Z ¼ 1: This completes the proof of
Theorem 4. &
Returning to Problem A, we have
Theorem 5. If Problem A is solvable then condition (47) holds. When (47) holds and
(1) 2k mX0; the homogeneous problem has exactly 2k m þ 1 linearly
independent solutions over the field of real numbers, the inhomogeneous problem is
always solvable.
(2) 2k m ¼ 1; it has a unique solution.
(3) 2k mp 2; the homogeneous problem has only the trivial solution, Problem A
is solvable if and only if the functions C and g satisfy m  2k 1 real solvability
conditions.
For the regularity of solutions of the Problem A, from (32) we have
Lemma 6. Under the assumption of Theorem 4, let u be a solution of Problem A, then
uAC0ð %O\Sml¼1 fzlgÞ-W 1p4ðOeÞ and uðzÞ ¼ Oðjz  zl ja1Þ ðl ¼ 1; 2;y; mÞ:
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4. Problem RH when jzl j ¼ 1 ðl ¼ 1; 2;y; mÞ
In this section, we assume that all the zeros of the polynomial PðzÞ are on the
boundary @O; i.e., jzj ¼ 1; l ¼ 1; 2;y; m:
We restrict ourselves to the case Im al ¼ 0 ðl ¼ 1; 2;y; mÞ:
For l ¼ 1; 2;y; m; we let
wlðzÞ ¼
ð%z  zlÞnl
ðz  zlÞnl1
; ll ¼ 0;
ð%z  zlÞnl jz  zl j2ll
ðz  zlÞnl ; 0ollp
1
2
;
ð%z  zlÞnlþ1jz  zl j2ðll1Þ
ðz  zlÞnl ;
1
2
ollo1:
8>>>><
>>>>>:
ð51Þ
We consider only three cases:
(i) ll ¼ 0 ðl ¼ 1; 2;y; mÞ;
(ii) 0ollp12 ðl ¼ 1; 2;y; mÞ;
(iii) 1
2
pllo1 ðl ¼ 1; 2;y; mÞ:
With the transform
wðzÞ ¼
Ym
l¼1
wlðzÞ
 !
jðzÞ; ð52Þ
Problem RH becomes
j%z ¼ ajþ b1 %j; jzjo1;
Re½GðzÞQml¼1 wlðzÞjðzÞ
 ¼ gðzÞ; jzj ¼ 1;

ð53Þ
where b1ðzÞ ¼ bðzÞ
Qm
l¼1 wlðzÞ=
Qm
l¼1 wlðzÞALpðOÞ:
Remark 7. If Im ala0 there will be a factor expð2i Im al lnjz  zl jÞ in the
deﬁnition of wlðzÞ in (51). Since zlA@O ln jz  zl j will be unbounded when zA@O:
Then we are lead to a Riemann–Hilbert problem with inﬁnite index. We do not
discuss this here. For the Riemann problem with inﬁnite index, one is referred to
[9,11,12].
Since we are seeking continuous solutions of Problem RH, through transform
(52), the function j can have a singularity at zl ðl ¼ 1; 2;y; mÞ; respectively, jðzÞ ¼
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Oðjz  zl jbl Þ; where bl satisﬁes
blo1 if ll ¼ 0; l ¼ 1; 2;y; m;
blo2ll if 0ollp
1
2
; l ¼ 1; 2;y; m;
blo2ll  1 if
1
2
ollo1; l ¼ 1; 2;y; m:
From (53), we have
Lemma 7. If problem (53) is solvable then
gðzlÞ ¼ 0; l ¼ 1; 2;y; m: ð54Þ
We now consider the three cases.
Case (i): ll ¼ 0; l ¼ 1; 2;y; m
From (53) we get
j%z ¼ ajþ b1 %j; jzjo1;
Re½G1ðzÞpðzÞjðzÞ
 ¼ gðzÞ; jzj ¼ 1;

ð55Þ
where G1ðzÞ ¼ ð1Þ
Pm
l¼1 nl
Qm
l¼1 zl
nl
 
z
Pm
l¼1 nl GðzÞ:
Since G1ðzÞa0 on @O; the index of problem (55) is given by
k1 ¼ kþ
Xm
l¼1
nl :
From Theorem 5 and Lemma 6 we get
Lemma 8. Let condition (54) hold. Then we have
(1) When 2k1  mX0; the homogeneous problem (55) has exactly 2k1  m þ 1
linearly independent solutions over the field of real numbers, the inhomogeneous
problem is always solvable.
(2) When 2k1  m ¼ 1; it has a unique solution.
(3) When 2k1  mp 2; the homogeneous problem has only the trivial solution;
problem (55) is solvable if and only if the function g satisfies m  2k1  1 real
solvability conditions.
Moreover, for the solution we have
jðzÞ ¼ Oðjz  zl ja1Þ; l ¼ 1; 2;y; m:
Case (ii): 0ollp12; l ¼ 1; 2;y; m
We have from (53) the normal Riemann–Hilbert problem
j%z ¼ ajþ b1 %j; jzjo1;
Re½G2ðzÞjðzÞ
 ¼ g2ðzÞ; jzj ¼ 1;

ð56Þ
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where G2ðzÞ ¼ ð1Þ
Pm
l¼1 nl
Qm
l¼1 z
nl
l
 
z
Pm
l¼1 nl GðzÞ; g2ðzÞ ¼ gðzÞQm
l¼1 jzzl j
2ll
: The index of
problem (56) is
k2 ¼ kþ
Xm
l¼1
nl :
From properties of Cauchy type integrals, we have
Lemma 9. Let condition (54) hold. Then we have
(1) When k2X0; the homogeneous problem (56) has exactly 2k2 þ 1 linearly
independent solutions over the field of real numbers, the inhomogeneous problem
is always solvable.
(2) When k2o0; the homogeneous problem (56) has only the trivial solution: the
inhomogeneous problem is solvable if and only if the function g satisfies 1 2k2
solvability conditions.
Moreover, for the solution we have when a 2llo0
jðzÞ ¼ Oðjz  zl ja2ll Þ; l ¼ 1; 2;y; m;
otherwise j is continuous at zl :
Case (iii): 1
2
ollo1; l ¼ 1; 2;y; m
From (53) we get
j%z ¼ ajþ b1 %j; jzjo1;
Re½G3ðzÞpðzÞjðzÞ
 ¼ g3ðzÞ; jzj ¼ 1;

ð57Þ
where
G3ðzÞ ¼ ð1Þ
Pm
l¼1 nlþm
Ym
l¼1
znlþ1l
 !
z
Pm
l¼1 nlþmGðzÞ; g3ðzÞ ¼ gðzÞQm
l¼1 jz  zl j2ll1
:
The index of problem (57) is
k3 ¼ kþ
Xm
l¼1
nl þ m:
From Theorem 5 and Lemma 6 we have
Lemma 10. Let condition (54) hold. Then we have
(1) When 2k3  mX0; the homogeneous problem (57) has exactly 2k3  m þ 1
linearly independent solutions over the field of real numbers, the non-homogeneous
problem is always solvable.
(2) When 2k3  m ¼ 1; it has a unique solution.
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(3) When 2k3  mp 2; the homogeneous problem has only the trivial solution;
problem (55) is solvable if and only if the function g satisfies m  2k3  1 real
solvability conditions.
Moreover, for the solution we have when ll41þa2
jðzÞ ¼ Oðjz  zl jlþa2ll Þ; l ¼ 1; 2;y; m;
otherwise j is continuous at zl :
For Problem RH, from Lemmas 7–10 and (52) we ﬁnally get
Theorem 6. Problem RH is solvable only if condition (54) holds. Conversely if (54) is
satisfied then we have the following:
If 2kþPml¼1 slX0; the homogeneous problem has exactly 2kþPml¼1 sl þ 1 linearly
independent solutions over the field of real numbers, the inhomogeneous problem is
always solvable; if 2kþPml¼1 sl ¼ 1; it has a unique solution; when 2kþPm
l¼1 slp 2; the homogeneous problem has only the trivial solution, the homo-
geneous problem is solvable if and only if the function g satisfies 2kþPml¼1 sl  1
real solvability conditions.
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