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The roots of this paper lie in two areas of static optimization theory: stability 
in mathematical programming and multicriteria optimization. Roughly speaking, 
the former is concerned with the behavior of various characteristics of a maxi- 
mization problem under perturbations of the data, while in the latter one tries 
to “extend” programming results to situations in which the objective function 
is RI-valued (2 > 1). 
We are concerned with the qualitative properties of the set-valued mapping 
which sends the data into the set of optimal decisions of a multicriteria optimiza- 
tion problem. Stronger (quantitative) questions related to rates of convergence 
are not touched upon. 
We start, in Section 1 .l, by stating sufficient conditions for the feasible 
decision set mapping to be continuous. In 1.2 it is proven that lowersemi- 
continuity and closed continuity of closed convex cone-valued mappings are 
polar concepts. 
After introducing the multicriteria optimization problem in 2.1, in 2.2 we 
prove that upper semicontinuity and lower semicontinuity are preserved by 
continuous functions. In 2.3 and 2.4 sufficient conditions for the stability of the 
optimal decisions set in the cone-convex nonlinear case are established. In 2.5 
and 2.6 similar conditions are given in the linear case under minimal hypotheses. 
Throughout Sections 2.3, 2.4, and 2.6, a clear distinction is made between out- 
comes and decisions. 
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DEFINITIONS AND NOTATION 
Let x = (x1 ,..., x,), x’ = (xi )..., xk) belong to R*. We write x > x’ if, for 
every i, xi > xi , x 3 x’ if, for every i, xi > xi but x # x’ and x 2 x’ if, for 
every i, xi > xi . The nonpositive orthant is denoted by A 5 = {x j x 2 O}. 
If g: R” --f R”, b E R”, the set of feasible decisions is defined by X(g, b) = 
{x 1 g(x) 5 b). C(R”, R”) stands for the set of continuous functions from Rn to 
Rm. Given g, E C(Rn, R”), B = {b E RnL 1 X(g, , b) # $1. 
d(d) denotes the euclidean (point to closed set) distance, and Ij . Ij the euclidean 
norm. B(E, x0) = {x / 11 x - x,, jl < E}, 7JX)= Uzox B(E, x). The interior (closure, 
boundary) of a set X are denoted by int X(X, 3X). The strict interior of X(g, b) 
is s. int X(g, b) = {x / g(x) < b}. 
Given x, x’ E Rn, [x, x’] is the closed segment joining x and x’. For a given set 
S, cone S (c.h. S, S*) denotes the cone generated by (convex hull of, polar 
or dual of) S. E.g., cone (ri)E1 is the cone generated by the yi’s. 
M” = {XC Rn 1 X is nonempty, closed}, P = {X E Mn I X is bounded}. We 
abbreviate “such that” by “s.t.“. 
Throughout this article, T denotes an arbitrary metric space. 
We introduce next the different continuity concepts for set-valued maps that 
will be used. Let (X,}& be a sequence of subsets of ip”. It is: 
1. Closed convergent (c1.c.) to X0 iff V(x,}& s.t. xk E X, and xk -+ x0 , 
XOEXO. 
2. Uppersemiconvergent (u.s.c.) to X0 iff X,, # 4 and Vc > 0 3k, s.t. 
K 3 k, implies X, C vS(X,). 
3. Lowersemiconvergent (I.s.c.) to X,, iff X,, # 4 and V open set G s.t. 
X0 n G # 4, 3k, s.t. k 3 k,, implies X, n G # 4. 
4. Lowerhemiconvergent (1.h.c.) to X,, iff X,, # 4 and VE > 0 3k, s.t. 
k > k,, implies X,, C TV. 
We will write X, -+1.8.c. X0, X, -+cl.c* X0, etc. If a sequence {X,) is, e.g., 
both U.S.C. and I.s.c., we write X, --+*.C.+r.s.C. X0 . 
Let P T--f Rn be a set-valued map. Let ti be any of the convergence con- 
cepts just defined. We say that r(.) is or-continuous at t, E T iff V{t,} C T s.t. 
t, -+ t,, , the sequence {I’(t,)} is a-convergent to r(t,). We refer the reader to 
[2, 8, 9, lo] for complete discussions of the relationships among the different 
continuity concepts. 
1. PRELIMINARY RESULTS 
1.1. Feasible Decisions Sets 
For later reference, we state some results concerning the continuity of the 
“feasible decision set mapping” X(., .). 
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THEOREM 1. Give C(R”, Rm) the topology of pointwise convergence. Assume 
that X(g, , b,) # 4 and s. int X(g, , b,) = X(g, , b,). Then the mapping X(*, *): 
C(Rn, Rm) x R” -+ Mn is lowersemicontinuous at (g,, , b,). 
Proof. See Appendix. 
THEOREM 2 ([6j). Let (g, , b,) E C(Rn, Rm) x B be s.t. X(g,, , b,) is compact. 
Then X(g, , .) is uppersemicontinuous at b, 23% > b, s.t. X(g,, , 6) is compact. 
We refer the reader to [6, 7, 91 for discussions of conditions guaranteeing the 
different types of stability. 
1.2. Cone-valued Mappings 
The set of optimal points of a multicriteria optimization problem is defined, 
among other things, by a cone. It turns out (e.g., Theorems 6 and 11) that the 
former is inversely dependent on the latter. This dependence is clarified by 
the following result. Let l? T--t g0 where %,, = {d C Rz 1 A is a # 4, closed 
convex cone}. For any such map r, we define the polar map I’*: T + V0 by 
r*(t) = r(t)* = {y E Rz 1 y . h < 0 V/I E r(t)}. 
THEOREM 3. Let to E T. Then r( .) is lowersemicontinuous at to 23 I’*( -) is 
closed continuous at t, . 
Proof. The “only if” part is straightforward. Suppose r*(a) is c1.c. at to. 
We show that V{t,}~~l C T s.t. t, + t, we have r(t,) C L.s. I’(&) where L.s. r(t,) 
= {A 1 1 subsequence (tz} and points X, E r(t,) with h, --f A}. By Theorem 2, 
p. 27 of [S], this shows that r(.) is 1.s.c. at t, . Suppose h, E I’(t,) is isolated from 
L.s. r(tK): say 3~ > 0, 3K, s.t. K > k,, implies B(E, &,) n r(t& = o (and thus 
& # 0). Because of the convexity hypothesis, we can project h, orthogonally 
on r*(t,) and I’@,) ([15]): h, = X, + yk, X, . yk = 0, h, E r&J, yk E r*(t,). 
Since II 4 - s II = miniI1 X0 - Y II I Y E r*(h)>, II h, - yk II < II 4, II . Thus the 
sequence hJL has a converging subsequence {rc}& , yZ + y0 . ‘ye E r*(t,) 
since r*(.) is c1.c. at t, . If y,, = 0 then A1 + X, , a contradiction, If y,, # 0, 
h s . yI = h, . y1 + y1 . yr = y1 . y1 . Taking limits one obtains &, . y0 = y0 . y. 
> 0, another contradiction. 
Remark. Suppose that r( .) is uppersemicontinuous at to . Let t, -+ t,, . If for 
infinitely many k 3h, E r(tJ\r(t,,), th en for infinitely many k the Hausdoti 
distance between r(t,) and r(t,) is infinite which contradicts the uppersemi- 
continuity assumption. Hence r(trc) is eventually contained in r(t,). If r(.) is 
lowerhemicontinuous at t,, , then I’(&) must eventually contain r(t,). In this 
context, both of these concepts are therefore uninteresting. 
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2. STABILITY OF OPTIMAL SETS 
2.1. The Multicriteria Problem 
We are given the set X = X(g, 6) C Rn of feasible decisions together with a 
criterion function f: R” -+ R1, and a cone A C R”. The set Y = f (X) will be 
called the set of feasible outcomes. A is used to order outcomes: 
Vy, y’ E R1, y 5 ,,y’ iff y --‘EA. 
This order is pulled back to Rn to order decisions: 
Vx, x’ E Rn, x 5 dx’ iff f(x) 5 J(x’). 
We will require the ordening cones A to belong to: 
%‘r & {A E As/A contains no subspace but contains As}. 
The requirement A C As is needed only in Theorem 11. Note that if A E 97, , 
then int A* # 4 and outcomes (but not decisions) are partially ordered. V, 
can be made into a compact metric space. 
We will denote the sets of maximal elements under these orders as follows: 
E(Y, A) & (y ~5 Y 1 y is &maximal), 
N(X,f, A) & (x E X 1 x is &-maximal). 
We will sometimes write N(g, b,f, A) (to emphasize the dependence on the 
actual constraints), and also E, N whenever no confusion is possible. N(E) will 
be referred to as the set of optimal decisions (outcomes). 
2.2. Perturbations of X vs. Perturbations of Y 
Since N(X, f, A) = X n f -l(E f (X), A)), th e c h aracteristics of N’s behavior 
should be the same as those of E plus those brought in by f -l. In view of this 
relationship, it is reasonable to except that it will be important to be able to 
transport nice perturbations of X and f into nice perturbations of Y. 
PROPOSITION 4. Let (fk};co C C(R”, Rz), {X,}~=‘_, C Kn. Assume that fk -+fo 
uniformly over compact sets. 
1. If x, -+S*c* X0 , then fk(Xk) +u*~*c* f&X,,). 
2. If X, --d-h.c. X,, , then fk(Xk) -+l.h.c- fO(XO). 
Proof. 1. Let E > 0 be given. Pick 8 > 0 and define H = Q(X,). 3h, s.t. 
K > k, , x E H imply 11 fk(x) - fO(x)ll < 42 and 3~ > 0 s.t. 11 x1 - x2 11 < Y and 
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xi, xa E H imply ]]fa(xi) -fa(za)j! < c/2. We can assume 8 > v > 0. 3, at. 
K 2 k, implies X, C 7,(X,). Now let y off, say y = fk(xle), xk E X, . If 
k >/ k, + k, , 3x, E X,, s.t. 11 x,, - xk // < Y and therefore for such k one has: 
llfo(%J - fk(xk)ll G IIfo@o) -fo(xk)ll + IlfoW - fk@k)ll < E. 
In other words, if k > kl + k, thenf,(X,) C qE(fO(X,,)). 
2. Let E > 0 be given and 8, H, k, , Y as above. Let ks be s.t. k >, k, 
implies X0 C r]JXJ. Let y0 =fa(xa), x,, E X,, . If k > k, + k, , 3x, G X, s.t. 
II x0 - xk 11 < V. Then x0 , xk E H and 
Remarks. 1. If fk + f. pointwise, X, -9.s.c. X,, , (X, arbitrary subset of 
R”), then one has fk(X,) -+l**.c. fO(XO). However if f. E C(Rn, RI), {X,}&, C K” 
and X, -+C1.c* X0 , then one does not necessarily have fk(X,) +Cl.C. fO(XO) (e.g., 
fo: R -+ R given by fO(x) = -e-z, X0 = [- 1, 11, Xk = X,, u [k, k + I]). 
2. The mean value theorem shows that if fO is continuously differentiable 
with uniformly bounded derivative, then, for an arbitrary sequence {X,), 
xk 
U.S.C. or 1.h.c. 
+X0 imply fO(Xk) u*8*c* Or l.h*c. + fO(XO). 
2.3. Nonlinear Case: Uppenemicmtinuity 
In this section, sufficient conditions for the mapping N to be uppersemi- 
continuous are derived. The problem is first analysed in outcome space and the 
result obtained is then pulled back to decision space. Some definitions are 
needed: 
For h: Rk + Rl, SC R”, p(II, S) g (s E S I 3s’ E S\(s) with h(s’) > h(s)}. If 
h(s) = h . s for some h E Rk we simply write p(/\, S). Let Z & {y E R1 I &yi 
= 1, y > O}. We shall make use of the sets P(F) of weakly optimal decisions 
(outcomes) :
P(X,f, 4 & u P(X *f, X),F(Y,A) Gf(P(X,f,A)). 
&A*nI 
It is well known that if f (X) + A is convex and /1 E %Zi , then N(X, f, A) C 
P(X, f, (1) and therefore E(Y, /1) CF(Y, fl) (see, e.g., [4, 161). One can prove 
that under these hypothesesF(Y, /l) = Y n 8Y n a(Y + A) ([lo]). 
1. Let ~~&((Y,A)EZ xWII Y+n is convex} and l?T-+fl. For 
t E T, we will write I’(t) = (Fl(t), Tz(t)), E(F(t)) = E(I’,(t), Tz(t)) andF(r(t)) = 
w-,(t), rzw 
2. A straightforward extension of Proposition 5 to decision space will 
now be carried out. 
409/w2-9 
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PROPOSITION 5. Let t, E T. Suppose T’,(.) is both U.S.C. and 1.s.c. at t,, , r,(.) 
is 1.s.c. at t, , and E(r(t,,)) = F(r(r,)). Then E(F(.)) is U.S.C. at to . 
PYOO~. We first show that F(r(.)) is c1.c. at t, . Let t, -+ t,, , yrc EF(~(&)), 
Yk-YO * By definition, V/z 3X, E Q(tk) n 2 with yk E p(hk , rl(trJ). By com- 
pactness of E, (h,) contains a converging subsequence o(r), hr + X0 . By Theo- 
rem 3, F$(.) is c1.c. at to . Thus, ho E rz(t,) n 2. Since the mapping (h, t) + 
p(h, rl(t)) is c1.c. at to , y. E ~(/\a , Fr(t,)) zF(J’(t,)) and F(r(,)) is c1.c. at to . 
Because r(t) E a, one has E(I’(t)) !ZF(r(t)). Th is inclusion, together with the 
equality of E(F(t,)) and F(r(t,)), shows that E(r(.)) is c1.c. at t, . Since r,( .) is 
u.s.c. at to , 36 > 0 s.t. the set A = Ullt-t,llgs rr(t) is compact. However, if 
11 t - to 11 < 6, then E(.F(t)) is contained in A. E(F(.)) must therefore be U.S.C. at 
to (Theorem 3 of [9]). 
Remarks. 1. Proposition 5 provides a sufficient condition for the mapping 
E to be closed continuous. In [IO], it is shown that this condition is necessary 
in the following sense. Let -4, E %?r , Y, E K?, Y, convex. If E( Y, , -4,) + 
F( Y, , A,), then there exists a sequence { Ykj of compact convex sets converging 
uppersemi- and lowersemicontinuously to Y, and s.t. {E(Y, , A,)} is not closed 
convergent to E( Y, , flo). 
2. Conditions guaranteeing equality of E( Y, (1) and F(Y, fl) are known 
([4, 161). 
With Theorems 1 and 2 in mind, we define B, = {b E B / s. int X(g, , b) = 
X(g,, b) and 36 > b, s.t. X(g,, 6) is compact}. Given r’: T -+ B x C(Rn, 
R1) x g1 we write F(t) = (F;(t), J’;(t), F;(t)). Thus r;(t) E C(Rn, Rz) and is 
given by xbFi(t)(~). W e also write X(g, , F;(t)) = X(r;(t)), N(r’(t)) = 
N(X(r;(t)), F;(t), J’;(t)) and similarly for Z’(F(t)). 
THEOREM 6. Assume that 0. I’i(to) E B, I. go is componentwise convex and 
V(t, Y) E T x (r;*(t) n z), Y. r;(t) (9 is a concave function 2. r;( -) is continuous 
at to 3. I’;(.) is continuous at to where C(R”, RI) has the topology of uniform Conner- 
gence over compact sets 4. r;(g is lowersemicontinuous at to 5. qryt,)) = qryt,)). 
Then N(r’(*)) is uppersemicontinuous at to . 
Proof. As in Proposition 5, it is enough to prove that N(r’(.)) is c1.c. at to 
because of the compactness assumption. Let t, + to , xk E N(r’(t,)), xk + X0 and 
therefore I’;(&) (xJ --+ I’i(to) (x0). By Theorems 1 and 2 and assumption 0, 
X(r;( .)) is U.S.C. + 1s.~. at to and therefore x0 E X(I’i(t,)). By Proposition 4, 
wk) (X(r;(tk))) --+s~c.+l~~.c. I’;(t,) (X(r;(to))). By assumption 1, r;(t) (X(I’i(t))) 
+ r;(t) is convex. We can now apply Proposition 5 to deduce that I’i(t,) (x0) E 
E(I’i(t,) (X(I’;(t,))), I’i(t,)), i.e. x0 E N(r’(t,)) which concludes the proof. 
Remarks. 1. Using Theorem 1 of [7], one can incorporate a restricted class 
of perturbations of go in the preceding result ([IO]). 
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2. From the proof of Theorem 6, one can obtain ([lo]) a generalization of 
the theorem of the maximum ([2]). 
2.4. Nonlinear case: Lowersemicontinuity 
As in the preceding section we study E first and then N. 
1. DEFINITION. Given a cone A and a set Y, both in R1, we say that Y is 
/l-compact iff Vy E Y, (y - A) n Y is compact. 
If Y is closed convex, then it is cl-compact iff (--4) n C.C.(Y) = {0} where 
C.C.( Y) denotes the characteristic cone of Y ([15]). 
LEMMA 7 ([l I]). 1. Let Y be A-compact, A E WI; then E(Y, A) + A = 
Y + A. 2. Let Y be closed convex, A E gl; then Y is A-compact ifl E(Y, A) # QI . 
Let 17: T + Kz x %I . As in the previous section, we write II(t) = (I7Jt), 
J&W> and WW = WW)~ JW>). 
PROPOSITION 8. IfL’,(.) is both U.S.C. and 1.s.c. at t, and &(*) is c1.c. at t, , 
t&n E(II(.)) is 1.s.c. at t, . 
Proof. As in Theorem 3, it is enough to show that E(n(t,)) C L.s. E(If(t,)) 
for every sequence (trc> C T converging to t,, . Let y,, E E(l7(t,,)). Since D1(-) is 
1.s.c. at t, , there exists a sequence {zJ s.t. zk E IIll and .zlc -+ y0 . By Lemma 
7.1, Vk 3yk E E(II(t,)) s.t. zk = yk + h, , h, E IIz(tk). Since II& is compact and 
XI,(.) is U.S.C. at t, , {yk} contains a converging subsequence yc --+y E 171(t,,)i 
Then y0 - 7 = lim X, E n&t,,), which is a contradiction unless y,, = 7. 
Remark. E(n( .)) is not necessarily closed valued ([l]) and therefore the 
preceding proposition does not give a sufficient condition for E(ZI(.)) to be 
Ibwerhemicontinuous. 
In the next theorem the compactness hypothesis is replaced by a convexiq 
hypothesis. Let d: T + {Y E MI 1 Y is convex} x %?1 . We write d(t) = 
(4% 4(G), E(4)) = W,(t), 44). 
THEOREM 9. Let t, E T. If A,(.) is both c1.c. and 1.~. at t, , d,(.) c1.c. at t, 
and d,(t,) d,(t,)-compact, then E@(e)) is 1.s.c. at to . 
Proof. Let {tk) converge to t, . We start by showing that 3k, with the pro- 
perty that d,(t,) is A,(&.)-compact if k >, k,, . If this does not hold, we can 
assume without loss of generality that Vk > 1, 3d, E -d,(t,) n C.C.(Y,) with 
)I dk 11 = 1. By going to a subsequence if necessary let dk + d, E --d,(t,)\{O}. 
Let x0 E d,(t,) and xB E d,(t,), xlc --+ x0 . Because d,(t,) is d,(t,)-compact, 
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3a, > 0 st. OL > LY,, implies x,, + ad, $ d,(t,). On the other hand xk $ 20r” d, ----f 
x,, + 201, d,, which does not belong to o,(t,), contradicting the closed continuity 
at t, of A,(.). 
Next we show that &l(Q) _C L.s. E(d(t,)). We use the notation of Proposi- 
tion 8. If the sequence (yk) has a converging subsequence, then there is nothing 
to prove. So assume /I yk II+ co. Let c+ 4 1 - l//l yB 11 . For sufficiently large k, 
ol,+ E [0, I] and wk = o+zk + (1 - Q) yr E d,(t,). As I/ wk - X~ I/ -+ I, (wk} 
contains a converging subsequence, w1 + +, E d,(t,). However, w0 # y0 and 
z1 - wr E d,(t,) which implies that y0 - w,, E d,(t,)\{O}, a contradiction. 
2. To carry the analysis to decision space, an important restriction will be 
made: The criterion function will not be perturbed. So let f~ C(R”, Rz) be 
fixed. Given l7’: T + B x VI we write II’(t) = (I&(t), n;(t)), X(ZIi(t)) = 
X(ga , II;(t)) and N(I7’(t)) = N(X(Ii’;(t)),f, II;(t)). Recall that B, is defined in 
Section 2.3.2. 
PROPOSITION 10. Assume 1. l7;(t,) E B, 2. g, is componentwise convex 
3. h . f is concave VA E l7i*(t,) and h, . f. strictly concave for some h, ~IYli*(t,,) 
4. II;(-) is continuous at t, 5. I&(.) is c1.c. at to . Then N(Il’(.)) is 1.s.c. at to . 
Proof. Let {tk} C T converge to to , x0 E N(lT(t,)). So f(xs) E E(f (X(II;(t,)), 
II;(Q). Since II; E B, , X(I7;(*)) is both U.S.C. and 1.h.c. at to (Theorems 1 
and 2). By Proposition 4, so is the mapping t + f (X(II;(.))). We can therefore 
apply Proposition 8 to deduce the existence of (yk) with yk E E(f(X(n;(t,))), 
17i(tk)) and ylc + f (x,,). Thus 3(x,} s.t. xk E X(lIi(Q) and f (xlc) = ylc . By the 
U.S.C. of the feasible decisions set mapping, there is a subsequence {x1}, x2 -+ 
& E X(Il;(t,,)). Let OL E [0, 11, h E Ii’;*( then h . f (q, + (1 - a) XL) 2 h . f (x0) 
and if X = h, the inequality is strict. Thus, .f(xJ - f(a,, + (1 - a) xh) E 
IZ~(t,,)\{O} and a contradiction arises unless x,, = ~6 . 
Remark. As in remark 1. following Theorem 6, one can include a certain 
class of perturbations of g, in the preceding result. This also applies to Theo- 
rem 11. 
The next theorem shows that the conclusion of Proposition 10 remains valid 
under different convexity assumptions. 
THEOREM 11. Suppose that assumptions 1, 4 and 5 of Proposition 10 hold. 
Assume 2’. g, is componentwise strictly convex 3’. f is open and componentwise 
concave. Then N(lI’(.)) is I.s.c. at to . 
Esoof. Let tk, x0, xk, yk, ~6 be as in Proposition 10. Because f is open, 
f -‘(.) is a 1.s.c. set-valued mapping, and 3(q) s.t. f(a) = yk and x;, -+ x0 . 
For ~E[O, I] and X>O we have h.f(ax,+(l -a)&)>h.f(x,) so that 
f(xk) - f (mk + (1 - a) Zk) E nk(tk) since A 5 c I?i(tk). Thus Vz E [xk , 5k:,l n 
x(n;(tk>>, f(z) = f &k). Th ere are several cases to consider: 
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(i) x,, E int X(ni(t,)): g, being strictly convex, s. int X(D;(t,)) = 
int X@‘;(Q) ([lo]). By Lemma A.2, X&(tJ) --+ir. X(ni(ts)) at x0 and there- 
fore Z~ eventually belongs to X(ni(t,)). 
(ii) x0 E aX(ni(t,,)): Subcase (a) [x,, , $,I C aX(fl;(&,)). This is ruled’out 
by the strict convexity of g, . Subcase (b) 32 E (x,, , $1 n int X(nl(to)). We will 
show that VE > 0, 3K 3w, E [xk , %rJ n X(17i(tk)) s.t. 11 zlk - x,, II < E. Let E > 0 
be given. By the accessibility lemma for convex sets ([ 151) [x, x,,) c int X(ni(ts)). 
Pick z(c) E [z, x0) with 11 z(e) - x0/j < 42. By uniform convergence at Z(E) 
(see Appendix), 36 > 0 and 3, s.t. B(6, Z(E)) C X@(tl,)) if K > hr. We can 
assume 6 < 42. Let k, be s.t. K >, k, implies [xlc , %J n B(8, Z(E)) # O. For 
k > /Q + k, , there exists a ZJ~ with the properties mentionned above. For any 
such wk , I/ Q - x,, I[ < E and wk E N(n’(t,)). 
Choose a sequence {Z(Q)} C [z, x,,) s.t. X(EJ --f x0 . By repeated applications 
of the above reasoning, one can construct a subsequence {t,J of {tk} and points 
w, E N(17’(t,)) with w, ---f x0 . In other words, N(17’(t,)) C L.s. N(n’(t,)) ‘as 
was to be proved. 
Remark. If f is linear and onto, then it is open. If we assume f to be so,’ 
then it follows immediately that Vz E [xlc , &I, f(z) = f(+J Furthermore, 
note that the argument used in case (i) is independent of the fact that E(Y, rl) C 
8Y and hence, if f is open, of the fact that N(X, f, (1) C ax. Therefore, if f is 
linear and onto, the theorem is still valid if E is replaced by any lowersemi- 
continuous mapping Q: K1-+ R1, X replaced by any U.S.C. and I.s.c. mapping 
with compact and strictly convex values X: T -+ K” and N replaced by the 
mapping 0: T--f P(R”) given by Q(t) = X(t) n f -l(Q( f (X(t)))). 
2.5. Linear Case: Uppersemicontinuity 
After reviewing the pertinent scalarisation theorems, it will be proved that N 
is an uppersemicontinuous function of the “right hand side” if the data of the 
problem is linear. The following notation will be adopted: f(x) = Cx, C an 
(I x n) matrix, and g(x) = Ax, A an (m x n) matrix. The feasible decision set 
will be denoted by X(b) = (x 1 Ax 2 b}. In this section it will be assumed that 
(1 is a polyhedral member of VI. 
1. In [l], it is proven that if X is a compact polyhedron, then there exists a 
finite number of vectors wj s.t. N = &, &wj , X). A simple reinterpretation and 
extension of the results of { 171 will be shown to yield a constructive proof, which 
is independent of 6, of the existence of such vectors. 
Let A* & cone{n}t, , H & (4 x I) matrix with yi as its ith row; Vx E X(b), 
I(x) 4 {iE{l,..., n} 1 A% = bi}. VIC{l,..., m> A1 is the matrix obtained from A 
by deleting those rows not in I and similarly for 6’. Let A[I] be the cone generated 
by the rows of Ai, (A[I] $ (0) if I = $). Finally, let HC+ 4 {olHC ( (Y > 0, 
LY E Rq}. 
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THEOREM 12. 1. ([17]) x E N(X(b), C, A) implies HC+ n A[I(x)] # ~3 
2. If (YHC E A[I(x)] for some (Y > 0, then x E ~(oIHC, X(b)). 
Proof. Only 2. requires a proof. Assume olHC = @AI@) but x $ ~(oIHC, X(b)). 
Then 3% X(b) s.t. crHC5 > &Cx. Thus OA’e@% > OA’(“)x = ObJ(z) con- 
tradicting the fact that @A’(5)% < @+). 
Now let Ii ,..., I, be those subsets of {l,..., m} s.t. HC+ n A[I,] # @ for 
i = l,..., 2. Pick, for every such Ii , an czi > 0 with oliHC E A[lJ. Note that 
both the Ii’s and oli’s are independent of b. 
COROLLARY 13. N@(b), c, A) = uizl ~(o~~HC, X(b)). 
Proof. Let x belong to the left-hand side. Then HCf n A[I(x)] # ~3. More- 
over,I(x) =IjforsomejE{l,..., t}. Thus qHC E $1(x)] and x E p(arjHC, X(b)). 
The other inclusion is clear. 
2. It is known that ~(c, X(.)): B -+ Mn is uppersemicontinuous if 
~(c, X(b)) # o for some b E B (here c E Rn). This follows, e.g., from the 
continuity of the function m: B + R given by m(b) = sup{c . x 1 x E X(b)}, the 
equality ~(c, X(b)) = {x j Ax 2 b, c * x = m(b)) and Hoffmann’s lemma 
m3, 141). 
An extension of this result to the multicriteria problem can now be obtained. 
COROLLARY 14. If 3b E B and i E {l,..., t} s.t. p(aiHC, X(b)) is nonempty, 
then N(X(.), C, A): B -+ Mn is uppersemicontinuous. 
Proof. The hypothesis implies that p(diHC, X(b)) is nonempty for all 
b E B, and therefore so is N(X(b), C, A). Let I,, Z {l,..., t} be s.t. i EI,, implies 
&+HC, X(4) f o f or some b E B. One has N(X(B), C, rl) = &,, p(qHC, 
X(b)). The fact that the finite union of U.S.C. mappings is U.S.C. concludes the 
proof. 
Remark. By Lemma 7, the assumption of Corollary 14 is equivalent to 
/I-compactness of CX(b) for some b. 
2.6. Linear Case: Lowersemico-ntinuity 
For any mapping Q: M’ x %I + ME, define 0: B x gl + Mn by 
@I, A) 2 X(b) n c-l(sz(CX(b), A)). 
&(e, =) is well defined as the image of a polyhedron under a linear map is another 
polyhedron. Now let I? T + B x %‘i . We write r(t) = (rl(t), Fz(t)), @r(t)) = 
Q(C-W’l(t)>, I’&)> and J%W> = @‘l(t), r&D 
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THEOREM 15. Assume that 1. F,(e) is continuous at t, 2. I’,(.) is closed con- 
tinuous at t, 3. Q(F(.)) is Zowersemicontinuous at t, . Then @r(e)) is Zowersemi- 
continuozcs at t, . 
Proof. Let (tk} c T, t, --t to . It is enough to show @.7’(to)) C L.s. @T(t,)). 
Let x,, E @r(t,)). Then Cx, E .Q(r(t,)). A ssumption 3. implies the existence of 
bd set- Yk E Q(r(tk)) and Yk -+ ‘%I * 
Let /I . jlllz denote the maximum norm: I/ x lIm & max{l xi j ( i = l,..., n}. The 
minimization problem: 
min{/l x0 - x IL I x E X(rl(t)), Cx = y> 
is known to be a linear programming problem. Therefore its minimal value 
m(t, y) is a continuous function of t and y. Thus m(tk , yk) -+ m(t, , Cx,) = 0 
and 3x, E x(rl(tk)) s.t. Gck = yk and xk -+ x0. As any such xk belongs to 
fl(T(tk)), the proof is completed. 
COROLLARY 16. 1. X: B + Mn is lowersemicontinuous. 
2. Let c E Ra. If 3b E B s.t. ~(c, X(b)) # 0, then p(x, X(.)): B -+ Mm is 
lowersemicontinuous. 
3. Assume that (i) X(rl(to)) is I’,(t,)-compact (ii) F,(.) is continuous at to 
(iii) r,(.) is closed continuous at to . Then N(X(I’,(=)), C, r,( .)): T + Mn is 
lowersemicontinuous at to . 
Proof. 1. Let C = 0, T = B, I’, = identity, r,(.) any c1.c. map, 9((O), 
F,(b)) = (0). The hypotheses of Theorem 15 are trivially satisfied. As X(k) = 
J&F(k)) = X(b) n Rn, the proof is completed. 
2. Let I = 1, C = c, T = B, r, = identity, rs(.) any c1.c. map and 
Q,(h r,(b)) = SUP{Y IY E C-V)). A s a continuous point-valued map, a( ., rs( .)) 
satisfies the hypotheses of Theorem 15. It remains to notice that fi(i(r(b)) = 
-qb) n c-l(sup(y I y E CX(4)) = P”(G X(b)). 
3. By part 1 and Hoffmann’s Lemma [14], it follows that X(.) is both 
1.s.c. and U.S.C. at Tl(to). The results of Section 2.2 imply that CX(*) also is 
1.s.c. and U.S.C. at Tl(to). By Theorem 9, the mapping t M E(CX(I;(*)), F,(s)) 
is 1.s.c. at to . Let Q( Y, fl) = E(Y, /l). The assumptions of Theorem 15 are 
satisfied. Since a(I’,(t), Fz(t)) = N(X(r,(e)), C, r,(.)) the proof is completed. 
Remarks. 1. The above results are valid if equality constraints are added 
to the definition of X(b). 
2. Corollary 16.1 is proved in [S, 121. Corollary 16.2 is proved in [3]. 
3. If I’,(t) is polyhedral Vt E T, r:(t) = cone(ri(t)) and H(t) = matrix 
with yi(t) as its ith row, we have N(X(I’,(t)), C, Fz(t)) = N(X(I’,(t)), H(t) C, 
fls) ([17]). One can therefore view perturbations of the defining cone as 
special types of perturbations of the criterion function. 
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APPENDIX 
DEFINITION. Let {X,}zsO be a sequence of subsets of R”. Let x,, E int X0 . 
We will say that {X,}2=1 converges uniformly to X0 at x0 , X, -+rf. X0 at x0 , 
iff 3~ > 0 and St,-, s.t. k 3 k, implies B(E, x,,) C X, . 
Hausdorff convergence of a sequence of compact sets does not guarantee 
uniform convergence: Let X, = [0, 1 - l/k] U [I - l/(k + l), 21 for k >, 1, 
X0 = [0,2], x,, = 1. There is, however, a close connection between uniform and 
lowersemi-convergence: 
LEMMA A.l.l. Suppose X, -+unir* X0 at x,, joy all x,, E A C int X,,; then 
Xk ..+l.s.c. A. 
2. Assume X, , k = 0, I,..., is convex. If X, -9.8.C. X,,; then X, -+unit. X0 
at all x0 E int X0 . 
Proof. 1. Suppose G is an open set s.t. G n A # 0. Then G n A # o . 
Letx,~GnA.Then3k,s.t.x0~X,ifk>k,.ThusG~X,# ,@ifk>k,. 
2. Let 8 > 0 be s.t. x0 E B(6, x,,) C X,, . Choose 2” distinct points x1 ,..., xan 
s.t. c.h. {x~}~~, is a cube containing x,, in its interior and contained in B(6, xc,). 
Vi E {l,..., 2~} we can assume without loss of generality that there exists a 
sequence {xi”}& s.t.: (a) xik E X, (b) k + co implies xik *xi. For k large 
enough, let Hi”, j = l,..., 2n, be closed halfspaces s.t.: (a) x0 E int Hi”, (b) c.h. 
{x~~}~E~ = nfzl Hjk. NOW Vj3kl, 36, > 0 s.t. k 3 kj implies B(Ej , x0) C 
int Hi”. If we let E = min{rj / j = I,..., 2n} and k = max{kj 1 j = l,..., 2n), 
k > k implies B(E, x,,) c X, by convexity of Xk . 
LEMMA A.2. Let {gk}& c C(R”, Ii”) be s.t. g, --+g, pointwise. Let {bk)&, be 
s.t. b, ---f b, . Suppose x0 E s. int X(g, , b,). Then X(g, , bk) --Pnif* X(g, , b,) at 
x0 - 
Proof If not, we can assume without loss of generality that there is a sequence 
txk);-4 s.t. xk $ X(g, , bk) and xlc -+ x0 . Thus Vk 3i E {l,..., m} s.t. gki(xk) > bki . 
Therefore 3, E {I,..., m> and a subsequence {x~)~~ with gri,(xl) > bLi, . Taking 
limits we have goi, > boiO , a contradiction. 
Proof of Theorem I. Note that s. int X(g, , b,) # o . Let g, -+ go pointwise, 
b,-bb,. Lem. A.2 shows that X&k, bk) -+unif* X(g, , bo) at all x0 E s. int X(g, , 
b,). Letting A = s. int X(g, , bo) in Lem. A.l.l concludes the proof. 
Remurk. Evans and Gould, in [6], considered lowerhemicontinuity exclu- 
sively. In view of the relationships between lowersemicontinuity and lower- 
hemicontinuity, Theorem 1 reduces to Theorem 2 of [6j if X(g, , b,) is compact. 
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Note added in proof. After this paper had been completed, the author’s attention was 
called to the article “Continuity of some convex-cone-valued mappings,” Proc. Amer. 
Math. Sot. 18 (1967) by D. W. Walkup and R. J.-B. Wets which contains a different 
proof of Theorem 3. 
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