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Ld¿b:
MixedVol is a C++ software package that computes the mixed volume of n ﬁnite
subsets of Zn or the support of a system of n polynomials in n variables. This software
produces the mixed volume as well as the mixed cells. The mixed cells are crucial for solv-
ing polynomial systems by the polyhedral homotopy continuation method. This software
leads all existing codes for mixed volume computation in speed by a substantially great
margin and its memory requirement is very low, due to our “one-point-test” method.
Categories and Subject Descriptors: D3.2 [Programming Languages]: Language Clas-
siﬁcation — C++; G.2.3 [Discrete Mathematics]: Applications; G.4 [Mathematics of
Computing]: Mathematical Software
General Terms: Algorithms
Additional Keywords and Phrases: Mixed Volume, Semi-mixed Structure, Support, Poly-
nomial System
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Introduction
For Qi = conv(Si) where Si ⊂ Zn is ﬁnite for each i = 1, . . . , n, and nonnegative variables
λ1, . . . , λn, write
λ1Q1 + · · ·+ λnQn = {λ1q1 + · · ·+ λnqn | qi ∈ Qi, i = 1, . . . , n}.
The mixed volume of S = (S1, . . . , Sn) is the coeﬃcient of λ1 · · ·λn in the homogeneous
polynomial Voln(λ1Q1 + · · · + λnQn), where Voln stands for the n-dimensional volume.
When Si’s are not all distinct, i.e., they are equal within r blocks of sizes k1, . . . , kr with
k1 + · · · + kr = n, then S = (S1, . . . , Sn) is called semi-mixed of type (k1, . . . , kr). S is
called unmixed if r = 1 and fully mixed if r = n. For a polynomial system P = (p1, . . . , pn)
in n variables, Si is the support of pi consisting of exponents of all the monomials in pi,
and S = (S1, . . . , Sn) is the support of P . In general, we also call S = (S1, . . . , Sn), where
Si ⊂ Zn, a support and its dimension is n.
While the mixed volume computation generates general interests of its own, the de-
velopment of our software package for the mixed volume computation follows the need
of solving multi-variant polynomial systems by the polyhedral homotopy continuation
method [3]. We actually compute, in the ﬁrst place, the mixed cells which play a critical
role in the polyhedral homotopy method for solving polynomial systems. As a dividend,
the mixed volume equals the sum of the volumes of all those mixed cells.
Related Software
Our algorithm takes several important structures of the problem which were not previously
observed into account and leads the existing codes for mixed volume computation in
speed by a great margin. In particular, our algorithm is capable of taking full advantage
of the semi-mixed structure of a support when it exists, and the memory requirement
is very low. There are several software packages for computing mixed volumes which
either are available on Internet or can be obtained through their authors, most notably,
the C package MVLP [1], the Ada package PHCpack [8], the C++ package PHoM [6],
and the C++ package mvol [4]. PHCpack is a software package for solving systems
of polynomials by homotopy continuation methods. It contains modules for computing
mixed volumes of supports of polynomial systems, especially for fully mixed and un-mixed
systems. It features four diﬀerent lifting methods for calculating mixed volumes: implicit,
static, dynamic and symmetric lifting. The dynamic lifting method discussed in [7] is
eﬃcient for un-mixed systems of polynomials but its memory requirement is quite high.
The package PHoM is for solving systems of polynomials by the polyhedral homotopy
continuation method and contains modules for computing mixed volumes of supports
of polynomial systems. The package mvol deals exclusively with the mixed volumes of
polynomial systems with fully mixed supports. Both packages PHoM and mvol employ
the so-called 1-point test and 2-point test techniques, they are very eﬃcient and their
memory requirement is very low [6]. The algorithm for computing mixed volumes in the
package PHoM is parallel in nature.
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Our algorithm in this package MixedVol employs only the 1-point test and takes full
advantage of diﬀerent semi-mixed structures of supports of polynomial systems. It also
utilizes several important structures of the problem which were not previously observed.
These structures dramatically reduce the amount of computation involved, making our
algorithm speedy over all existing codes listed above by a remarkable margin with very
low memory requirement.
This C++ package MixedVol is a derivation of our original Fortran 77 code [2]. Sub-
stantial structure changes and mathematical improvements are made during the new
implementation, making our current algorithm more eﬃcient than the original Fortran 77
code. Furthermore, the complex memory management of the algorithm has completely
been taken care of.
One-Point-Test for Finding Mixed Cells
For further study of mixed subdivision, please refer to [3] called dynamic lifting, by con-
sidering lower hulls of the polytopes embedded in a higher dimensional space. For con-
venience, any point in the following without ̂ is considered lifted (with ̂ ) already (in
a higher dimension), and Greek letters α, β, γ are used for vectors with last component
equal to 1(upper inner normals of convex polytopes).
Consider only a single support. Suppose (a1, a2) and (a5, a6) are lower 1-faces of S1
and (a1, a5) is not, then, when we are testing whether a1, a2 is a lower 1-face in a linear
programming model
〈a1, α〉 = 〈a2, α〉
〈a1, α〉 ≤ 〈a3, α〉
〈a1, α〉 ≤ 〈a4, α〉
〈a1, α〉  〈a5, α〉 
≤
...
,
the constraint  will be redundant because  can only be < when all conditions hold, i.e.
the = situation will never occur and the index of this inequality won’t be selected into
basis in the pivoting process of the simplex method.
Without loss of generality, assume all points are vertices of their own supports.Deﬁne
a relation
[ai, aj ]
def
=
{
1 if 〈ai, α〉 = 〈aj , α〉 ≤ 〈ak, α〉 ∀ ak ∈ S1, k = i, j
0 otherwise
in the same support
[ai, bj]
def
=

1 if 〈ai, α〉 ≤ 〈ak, α〉 ∀ ak ∈ S1, k = i
〈bj , α〉 ≤ 〈bk, α〉 ∀ bk ∈ S2, k = j
0 otherwise
in distinct supports
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In a word, [∗, ] def=
{
1 if ∗,  can be hit by a common upper inner normal,
0 otherwise.
Suppose we know that (a1, a2) and (b1, b2) are lower 1-faces of S1 and S2, respectively. If
a1, b1 can be hit by an upper inner normal α, i.e. [a1, b1] = 1, this does not suggest that
(a1, a2) or (b1, b2) can be hit by α. However, we can ﬁnd those who have relation one (i.e.
[∗, ∗] = 1) and ﬁll out the relation table (see Figure 1) in our best.
S1 S2 S3
{a1, a2, · · ·} {b1 b2, · · ·} {c1, c2, · · ·}
[a1, a2] [a1, a3] · · ·
[a2, a3] · · ·
. . .
[a1, b1] [a1, b2] · · ·
[a2, b1] [a2, b2] · · ·
...
...
...
[a1, c1] [a1, c2] · · ·
[a2, c1] [a2, c2] · · ·
...
...
...
[b1, b2] [b1, b3] · · ·
(b2, b3) · · ·
. . .
[b1, c1] [b1, c2] · · ·
[b2, c1] [b2, c2] · · ·
...
...
...
. . .
Figure 1: Relation Table : containing all [∗, ]’s
For example,
[a1, a2] : min 〈a2, α〉−α0 —– 0 if [a1, a2] = 1 is expected
s.t. α0 = 〈a1, α〉
α0 ≤ 〈ak, α〉 ∀ ak ∈ S1, k = 1
No matter the optimum = 0([a1, a2] = 1) or optimum > 0([a1, a2] = 0), the indices of the
constraints ever taken into basis (≤ becomes = in the pivoting process) has relation one
with a1 for sure. That means while we intend to solve for some [a1, ∗] (∗ ∈ S1), we could
obtain several relation ones on its right.
Suppose the following situation occurs in the pivoting process
〈a1, α〉 = 〈a7, α〉
〈a1, α〉 = 〈a8, α〉
...
α0 = 〈b7, α〉
α0 = 〈b8, α〉
...
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while solving for [a1, b1]:
[a1, b1] : min 〈b1, α〉−α0 —– 0 if [a1, b1] = 1 is expected
s.t. 〈a1, α〉 ≤ 〈ak, α〉 ∀ ak ∈ S1,
α0 ≤ 〈bk, α〉 ∀ bk ∈ S2, k = 1
After we are done with the relation table, ﬁx a lower 1-face of S1, say [a1, a2] = 1, then
consider only those who have relation ones with a1 or a2 in S2, say, b1, · · · , b9,
min 〈b1, α〉−α0
s.t. 〈a1, α〉 = 〈a2, α〉
〈a1, α〉 ≤ 〈ai, α〉 ∀ ai ∈ S1, i = 1, 2
α0 ≤ 〈bj , α〉 ∀ bj ∈ S2, j = 1, · · · , 9.
(consider [a1, ai] = 1 or [a2, ai] = 1 only)
If we ﬁnd that (a1, a2) is only related with b1, · · · , b5, then it is possible to ﬁnd a pair (of
relation one) in {b1, · · · , b5}; If optimum > 0, then (a1, a2) won’t be able to be paired with
(bi, bj) and we can ﬁll out many zeros easily in the table.
Look up the relation table. If we know that b1 has relation one with a1 or a2, and b2
has relation one with a1 or a2, then exam whether (a1, a2) and (b1, b2) are 1-faces of S1
and S2:
min 〈a, α〉−α0
s.t. 〈a1, α〉 = 〈a2, α〉
〈a1, α〉 ≤ 〈ai, α〉 ∀ ai ∈ S1, i = 1, 2
〈b1, α〉 = 〈b2, α〉
〈b1, α〉 ≤ 〈bj, α〉 ∀ bj ∈ S2, j = 1, 2
α0 ≤ 〈bk, α〉 ∀ bk ∈ S2. 
What we need to deal with is the following linear programming (LP) problems:
Let a1, a2 ∈ S1. To determine [a1, a2] (see Figure 2) :
feasibility problem:
{
〈a1, α〉 = 〈a2, α〉
〈a1, α〉 ≤ 〈ai, α〉 ∀ i = 1
minimizing problem :
(P2)

min 〈a2, α〉−p
st. p = 〈a1, α〉
p ≤ 〈ai, α〉 ∀ i = 1
associated phase I :
(P1)

min ε
st. 〈a1, α〉−ε ≤ 〈ai, α〉 ∀ i = 1
−ε ≤ 0
5
P1: optimal ε > 0 =⇒ [a1, a2] = 0; optimal ε = 0, then the set of the ﬁnal basis indices
suggests a lower facet(n-dimensional simplex) containing a1.
P2: during the pivoting process, every set of basis indices suggests a lower facet(an n-
dimensional simplex) containing a1, thus any (∗, ) from a set of basis indices gives
[∗, ] = 1. Finally,
{
optimum > 0 ⇒ [a1, a2] = 0,
optimum = 0 =⇒ [a1, a2] = 1.
.
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P1 => facet 1,4,5 => [1,4]=[1,5]=[4,5]=1
      => facet 1,3,4 => [1,3]=[3,4]=1
P2 : from facet 1,4,5,
7
      => facet 1,3,7 => [1,7]=[3,7]=1
To determine [1,2], for example, if
(Fix 1 and test on 2)
2
      => [1,2]=0
Figure 2: Test points in the same support
Let a1 ∈ S1, b1 ∈ S2. To determine [a1, b1] (see Figure 3) :
feasibility problem:
{
〈a1, α〉 ≤ 〈ai, α〉 ∀ ai ∈ S1, i = 1
〈b1, α〉 ≤ 〈bj , α〉 ∀ bj ∈ S2, j = 1
minimizing problem :
(P2)

min 〈b1, α〉−p
st. 〈a1, α〉 ≤ 〈ai, α〉 ∀ ai ∈ S1, i = 1
p ≤ 〈bj, α〉 ∀ bj ∈ S2
We don’t need to solve a phase I problem because when determining [a1, a2], the existing
α making 〈a1, α〉 ≤ 〈ai, α〉 ∀ ai ∈ S1, i = 1, serves as an initial feasible α, and the
initial p can be chosen by p = min
bj∈S2
〈bj , α〉.
P2: during the pivoting process, every set of basis indices suggests a lower m-face(m ≤ n)
in S1 containing a1 and a lower (n − m)-face in S2, thus any (∗, ) from a set of
basis indices gives [∗, ] = 1. Finally,
{
optimum > 0 ⇒ [a1, b1] = 0,
optimum = 0 ⇒ [a1, b1] = 1.
Our mixed volume computation, based on the special data structure, consists of the
following steps (see Figure 4):
1. Order all supports by numbers of points, establish S1 to S1 portion of the relation
table by one-point-test, and record the basis index set J , inverse matrix B−1 of
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To determine [1,6], for example, if
(Fix 1 and test on 6)
     => 1,2,8,9 => [1,9]=[2,9]=[8,9]=1
P2 => 1,2,3,7 => [1,2]=[1,3]=[1,7]=[2,3]=[2,7]=1
     => 1,2,7,8 => [1,8]=[2,8]=[7,8]=1
     => 1,6,8,9 => [1,6]=[6,8]=[6,9]=1
     => [1,6]=1
Figure 3: Test points in disinct supports
basis corresponding J , and solution x, to reduce the overhead computation of linear
programmings in the next level (because all indices of each J correspond the same
set of x and B−1).
2. Once a is ﬁxed, do one-point-test to all other points in the same support of a,
record all “J, x, B−1”s in the process and those who pass the one-point-test (they
are ready-made indeed from previous level), and about to move on to the next level.
3. Move the appendix of a (b is a node right attached to a) to the next level, then
ﬁx ab, do one-point-test to all other points in the same support of b, record all
“J, x, B−1”s in the process and those who pass the one-point-test. If the number of
points passing one-point-test is not enough (cell type determines this), then delete
all the information on this level and move the appendix attached to a to the next
level. Repeat this until last level is reached.
4. When last level obtained, record all ﬁxed points (form a mixed cell), delete this level,
repeat previous step, (after adding passing points, either move on to next level, or
delete and go back to previous level) until this multi linked list is completely empty.
Advantages of one-point test/relation table:
• Many LP’s share the same LP tableau and the memory spaces of LP problems can
be reused.
• If the phase I problem of an LP with ai ﬁxed has optimal ε > 0, then [ai, ∗] = 0
for all ∗; If the optimal ε = 0, a feasible solution for any LP with ai ﬁxed is always
available.
• Phase II problem generates lots of [∗, ] = 1 so that relation table can be ﬁlled out
quickly.
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CurLevel CurLevel+1
CurLevel CurLevel+1
CurLevel CurLevel+1
Figure 4: Data structure for propagating mixed cells
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• Relation 0 removes the unecessary inequalities from LP constraint. For instance, if
an LP problem has constraints 〈a1, α〉 ≤ 〈ai, α〉 ∀ i = 1, then [a1, a2] = 0 suggests
that 〈a1, α〉 ≤ 〈a2, α〉 will never become active.
• When propagating mixed cells, only points has relation one with previous ones need
to be considered.
Our MixVol in C++ (software available upon request) and a paper were already submit-
ted to Association for Computing Machinery (ACM) on Mathematical Software (authors:
TangAn Gao, Tien-Yien Li, and Mengnien Wu) Later on, we plan to adapt the skill called
“cutting face” to remove great amount of redundant constraints in linear programmings,
while balancing the lifting values and ﬁnding a simpler mixed cell subdivision, to improve
the structure of the polyhedral homotopy, have fewer mixed cells, and speed up the curve
tracings.
System Mixed Vol. MVLP PHC MixVol
Cyclic 8 2560 4m 35s 6m 57s 20s
Cyclic 9 11016 48m 44s 1h 37m 43s 4m 10s
Cyclic 10 35940 6h 5m 34s 21h 23m 26s 46m 25s
Cyclic 11 184756 NA NA 11h 14m 55s
Figure 5: Sample result on Sparc server-1000, 50MHz, 256M RAM
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