ABSTRACT RGB-D dense mapping systems are widely used for indoor navigation and augmented reality. However, the drift in egomotion estimation systems accumulates as the systems expand over space and time. In this paper, we develop a vertex-to-edge weighted closed-form algorithm to reduce camera drift for dense RGB-D indoor simultaneous localization and mapping (SLAM). First, due to the high-frame rate of common RGB-D sensors, in our approach, we employ a robust key-frame selection strategy. We then consider the typical depth noise properties of the sensor and exploit both visual and geometric information to determine the camera motion of the key frames. To enforce global consistency, we employ a combination of techniques to enhance the efficiency and accuracy of loop closure detection and then factor graph optimization is used to mitigate trajectory drift; specifically, the graph edges are weighted by residual errors. To demonstrate its accuracy and robustness, our SLAM system is tested on seven sets of sequences from publicly available benchmark datasets collected with Kinect v1 and on three sets of sequences taken with a handheld structure sensor. In a direct comparison, our approach yields significantly less trajectory error than several other stateof-the-art methods.
I. INTRODUCTION
Detailed 3D maps of indoor environments are critical for mobile robotics applications, such as indoor navigation, localization, and path planning. Simultaneous localization and mapping (SLAM) is the key technology for the creation of reliable 3D maps because it can accurately estimate the robot pose, regardless of sensors [1] . 3D SLAM previously relied on 3D laser scanners or stereo vision, which are either expensive or unable to perform real-time processing. Terrestrial Laser Scamming(TLS) technology can obtain 3D point clouds that contain detailed structural information and are well suited for scene alignment, but TLS always lacks valuable visual information. In contrast, visual images can be easily captured by off-the-shelf digital cameras and
The associate editor coordinating the review of this manuscript and approving it for publication was Chung Shue Chen. their rich visual information can facilitate detection of loop closure [2] , [3] . However, image matching is time consuming, and digital cameras typically suffer dark environments, poorly textured areas and motion blur [4] , [5] .
The advent of RGB-D sensors (such as Kinect and structure sensor) that are inexpensive, lightweight and highly flexible and have high-quality 3D perception capabilities has led to substantial progress in indoor mapping [6] , [7] . This technology allows depth and color information to be captured at high data rates. In recent years, various 3D mapping and SLAM systems have been proposed that rely purely on RGB-D sensors. These systems exploit either visual or depth information to handle the problems mentioned above. Correspondences detected in RGB frame pairs are mapped to the depth image, and the associated 3D information drawn from the depth frames is then used for frame registration [4] , [8] , [9] . To reduce the inconsistency caused by camera trajectories, the variants of the original iterative closest point (ICP) algorithm of Besl and McKay are used for frame alignment. Finally a global optimization method is used to minimize drift errors either using factor graphs or Bayesian filtering [10] or extended Kalman filtering [11] .
According to Park et al. [12] and Khoshelham et al. [13] , the quality of the depth information drawn from an RGB-D device can be influenced by many factors, including the measurement distance, lighting conditions, and the objects' material. The mapping accuracy is highly dependent on the accuracy of the depth, as a result of this only depth measurements within 3.5m. Despite the depth measurement uncertainty is a critical issue in 3D mapping with RGB-D sensors, the theoretical error model of depth measurements has rarely been investigated.
In this study, we propose a vertex-to-edge weighted loop closure solution to minimize the drift error in full RGB-D indoor SLAM. To recover the camera motion precisely, we consider the typical depth noise properties of the depth sensor that is used to weight the contributions of correspondences. To enforce global consistency, we employ a combination of techniques to enhance the efficiency and accuracy of loop closure detection and then factor graph optimization is used to mitigate trajectory drift; specifically, the graph edges are weighted by residual errors. In the following section, we discuss the existing research on RGB-D SLAM. Section III describes the generic structure of the proposed vertex-to-edge weighted closed-form solution. Section IV provides a comprehensive qualitative and quantitative evaluation of the system using both public benchmark datasets and datasets collected from our laboratory. Finally, some concluding remarks are presented and discussed in Section V.
II. RELATED WORK
In the past few years, the robotics and computer vision communities have developed many techniques for 3D mapping using range scans or point clouds. Rather than focusing on all visual SLAM systems, we review the researches on RGB-D SLAM. Most RGB-D SLAM systems requires the spatial alignment of consecutive data frames, loop closure detection and the globally optimization of the camera trajectories. The solution to the frame registration problem can be categorized into two types based on the registration method: the feature-based style and the dense style.
A feature-based SLAM system uses few meaningful points for camera pose estimation, thus has a lower computational cost than the dense SLAM systems. In the early featurebased RGB-D SLAM system proposed by Engelhard et al. [14] , the speeded up robust features (SURF) extracted from the color images were mapped to the depth image and the corresponding 3D points were used for camera pose estimation. Pose graph optimization was used for global consistency. Huang et al. [15] apply the similar system to enable 3D flight in a cluttered environment. Based on previous research, Steinbrucker et al. [16] integrated a linearization of the energy function to find the best rigid body motion between two frames. In consideration of the limitation of the linearization optimization, they use a coarse-to-fine approach to cope with large camera motions. A new ICP variant (RGB-D ICP) with re-projection RANSAC algorithm is proposed to exploit the advantage of both color and depth information contained in RGB-D, to categorize the sparse point feature in each frame by Henry et al. [17] . This method overcome the limitations of tracking in areas that lack visual information. Endres et al. [6] , [18] presented an evaluation scheme that investigated the accuracy, robustness, and processing time of three different kinds of feature descriptors and presented a 3D mapping system using various visual features in combination with depth to estimate camera motion, while using 3D occupancy grid maps to represent the environment. Kerl et al. [19] , [20] proposed a dense direct RGB-D odometry by minimizing photometric error and depth error that leads to a higher pose accuracy when compared to sparse feature based method. In consideration of the random error of 3D correspondences, the theoretical random error obtained from the calibration process is used for weighting the 3D correspondences during camera pose tracking [13] . After that, Santos et al. [8] and Vestena et al. [21] presented an adaptive coarse-to-fine registration method for RGB-D mapping. Each point used for registration was weighted based on the theoretical random error of the depth measurement. Mur-Artal and Tardos [22] present a complete SLAM system called ORB-SLAM2 for monocular, stereo and RGB-D cameras, which includes map reuse, loop closing, and relocalization capabilities. However, the theoretical errors of depth measurements and the residual errors during frame registration are not considered in this system.
For the dense system, the ICP algorithm and variants are popular techniques [23] , [24] . The ICP algorithm iterates between associating each point in one time frame to the closest point in the other frame and computing the rigid transformation through minimizing distance between the point pairs. The first dense system system is proposed by Newcombe et al. [7] . The main idea is to fuse the live depth frame into global volumetric model. However, the memory cost would increase with the frame number and the mapping range. The experiments results indicated that the system only work well within the range of less than 7 m 3 . Also, this system did not address the inevitable drift error that occurs during frame alignment when there is a long camera trajectory. To extend the measurement range and decrease the memory consumption of KinectFusion system, an octreebased structure on GPU is used for voxel representation [25] . This system enabled the system to map 3D scenes eight times larger than the original KinectFusion by changing the update mechanism of reconstruction. Both methods increased the likelihood of drift within the map, and neither provided any means of loop closure or global optimization. A hierarchical data structure proposed by Chen et al. [26] significantly reduced memory consumption during scene mapping, and Nießner et al. [27] explored a new system for large-scale volumetric reconstruction based on a spatial hashing scheme, however these systems still lack drift correction. Thomas and Sugimoto [28] proposed a coarse-to-fine framework to construction indoor scenes using RGB-D camera, which generates local structured 3D with rigidity constraints form adjacent frames and then aggregates all local 3D model into a global model for geometrical consistency. Instead of using points, lines, or planar features directly for camera tracking, Shi et al. [29] introduced a coplanar surfaces detection method based on RGB-D sequences, which subsequently used for robust RGB-D reconstruction by coplanarity matching. The experimental results shows the detected coplanarity constraints is able to improve the mapping accuracy significantly.
The above discussion shows that most of the RGB-D SLAM constraints are related to either memory consumption or the lack of robust loop closure and global consistency. In this study, we propose a vertex-to-edge weighted closed-form solution for dense RGB-D SLAM. In contrast to previous studies of RGB-D SLAM systems, we enhance three aspects of the existing SLAM system. 1) To reduce the accumulating drift during the incremental frame-to-frame alignment, we propose a robust key frame selection strategy based on sharpness, correspondence ratio and baseline constraints. 2) Two kinds of loop closure detection methods including movement-based and bag-of-word-based are used for place recognition, which are able to compensate for each other in different conditions and scenes. 3) To minimize the error uncertainty of the 3D correspondences, each 3D correspondence is weighted based on the error model of the depth measurement developed in our previous study [30] . In addition, an edge-weighted graph optimization is used to ensure global consistency. In particular, each constraint in the graph is weighted based on the residual errors produced by the frame registration.
III. VERTEX-TO-EDGE WEIGHTED CLOSED-FORM SOLUTION
Normally, an incremental frame-to-frame registration is the main solution for a RGB-D SLAM problem. Due to imprecise pose estimation during frame alignment, drift accumulates as the number of registered frames and the space of the measurement areas grow. The drift error is highly dependent on the frame registration method and the global optimization procedure. A vertex-to-edge weighted closed-form solution is proposed to tackle these problems. FIGURE 1 shows the FIGURE 1. Generic structure of the proposed method. VOLUME 7, 2019 generic structure of our method, which consists of three steps: (1) RGB-D calibration, (2) RGB-D SLAM front-end, and (3) RGB-D SLAM back-end. In the first step, an automatic calibration method is used to calibrate the RGB-D sensors. The method considers the internal calibration and external parameters for both the RGB and depth cameras, the baseline between the depth and RGB cameras, and the depth error model developed in our previous study [30] . In the second part, we first extract and match sparse visual features in successive RGB frames using SiftGPU tools. The key frames are then determined by three constraints, including blur measurement, correspondences ratio, and baseline. At the same time, we create successive 3D point sets by mapping the 2D correspondences to the depth map and propose a vertexweighted frame registration method to recover the relative transformation matrix. Therefore the RGB-D SLAM frontend processing is mainly used for key-frames detection and camera tracking. In the third step, based on the idea of a key-frame based SLAM, the loop closure detection and an edge-weighted global optimization method are integrated to reduce the drift error and optimize camera poses globally. The following sections present the details of each key technology in this process.
A. ROBUST KEY FRAME SELECTION FROM THE RGB-D IMAGE STREAMS
Due to the high frame rate of common RGB-D sensors, selection of the correct frames requires careful consideration. Starting from the first frame of the RGB-D images stream, we seek to find a successive key frame that 1) is well-focused and has high quality, 2) has a sufficiently long baseline, and 3) has sufficient feature correspondences with the previous key frame.
1) BLUR IMAGE DETECTION
Because RGB-D devices are portable and easy to use, most data are collected using handheld devices. The inevitable hand shaking or high-speed movement may result in blurring in the RGB-D frames. In our pipeline, we adopt the variation of the Laplacian method proposed by [31] to detect blurred images. Because a well-focused image is expected to have sharper edges, a second derivative operator, the Laplacian operator, showed in Eq (1), is used to identify the sharp edges.
To pool the data at each point, the variance of the absolute value is used to provide a focus measure.
whereL is the mean of the absolute values given bȳ
It should be noted that the threshold is a critical parameter for correct tuning. In our experiment, the first frame is guaranteed to be a well-focused image. Its variance, Var 1 , is used as a reference value. If the variance falls below 70% * Var 1 , the predefined threshold, we mark the image as ''blurry.''
2) BASELINE AND FEATURE MATCH RATION CONSTRAINT
A short baseline may result in the data redundancy problem, and a long baseline may cause the tracking loss problem. To find a balance between these two conditions, two criteria are used as constraints: correspondence ratio R c , defined by [32] , and estimated baseline length.
We assume that the i th frame has been identified as a key frame with index j, where i is the frame index in the original image stream and j is the index in the key frames collection. Let the following (i + 1) th frame be the candidate key frame. Then, we first compute the correspondence ratio R c between two frames as follows:
where T c is the number of feature matches between the frame pair under consideration and T f is the total number of feature points detected in (i + 1) th frame. As the corresponding features in the last frame tend to decrease during camera movement, R c decreases accordingly. We set an upper and lower threshold R 1 and R 2 to constrain the candidate key frames.
When the upper and lower bounds on the correspondence ratio R c are satisfied, the coarse rigid transformation between the two camera poses is calculated based on the visual feature correspondences [5] . The relationship between two depth frames is represented by Equation (5).
where 
B. POSE TRACKING AND GLOBAL OPTIMIZATION
This section describes the different components of the camera pose tracking and global optimization procedures. To align the current key frame with the previous key frame, a relative pose is calculated using the weighted 3D correspondences, and the weight is determined based on the theoretical random error of the depth measurement. Loop closure detection methods are then used to construct the pose graph for the whole scene. An edge-weighted pose graph optimization strategy is used to correct the accumulated drift error by solving a nonlinear least-squares optimization problem.
1) DEPTH CAMERA MODEL
Given the internal parameters and the distortion of the depth camera, we can describe the relationship between the image space and object space using a pinhole camera model. Each pixel p is defined by its 2D pixel coordinates (u, v) T , whereas the 3D point P is described by three coordinates (X , Y , Z ) T . The depth camera model is given by
where F x , F y are the focal length of the depth camera, c x and c y are the image center of the depth image, S is the scale factor for the depth measurement, and D is the depth measurement of the specific pixel. Therefore, given a pixel's coordinates and its depth measurement, we can reconstruct the corresponding 3D point using the depth camera model.
2) VERTEX-WEIGHTED POSE ESTIMATION
RGB-D frames are typically aligned using sparse feature matches. In our pipeline, a scale-invariant feature transform (SIFT) algorithm [33] is used to extract and match visual features between pairs of color images. Since RGB-D sensors provide both color and depth images, it is possible to access the corresponding depth value for feature correspondences. Because the image coordinates of the corresponding points in the color image and depth image have significant discrepancies, we use the external relative parameters of the color camera and depth camera to align these two datasets pixel by pixel. The external relative parameters are obtained in a calibration procedure discussed in our previous study [30] .
As soon as the color image is aligned with the depth image at the pixel level, the corresponding 3D coordinates associated with the visual feature matches can be obtained based on the depth camera model. As described by Santos at al.(2016) [8] , particularly for a coarse-to-fine registration, it is important to consider the limited depth precision provided by the RGB-D sensors. In this paper, as the calibration procedure provides the error model on depth and disparity, it is more convenient to calculate the initial transformation parameters by weighing the 3-D points based on the theoretical random error of depth measurements for a coarse registration. To align the current RGB-D frame F c to the target key frame F t , two sets of 3D points associated with the visual feature correspondences, P c and P t , are computed. Using RANSAC and the leastsquare method, the optimal rigid transformation T * between these two points sets can be calculated by minimizing the cost function in Eq (7).
where T is the rigid transformation comprised of a rotation matrix and a translation matrix R, t, T P i c = R * P i c + t, A contains the associations between feature points in the two frames. By consideration of the variation of theoretical error in different frames, the weight for i th point is calculated by averaging the theoretical error of the corresponding points. According to our previous study [30] , the depth value can be recovered from the disparity value as follows:
where D i is the depth value in pixels and d i is the disparity value in pixels. The sensor manufacturers design the low-cost depth sensor based on the following three main parameters: the baseline between IR sensors w, the standard projection depth Z 0 , and the focal length f . a and b in Eq. 8 are the manufacture parameters. Thus, the equation accounts for all of the designed parameters in the depth sensors. For depth correction, we propose a distortion model that deals with the systematic error and the distortion errors due to disparity. The true disparity, d True i , can be represented as d i + e i , where e i is the disparity error obtained from the proposed distortion model [30] . Therefore, we can weight the 3D points with the error of the depth measurement as follows:
Here, D True i is the true value of the depth measurement and w i is inversely correlated with the depth error.
Based on the results of initial camera tracking, the camera motion and the 3D location of features matches is refined by a bundle adjustment process. By globally minimizing the reprojection error of correspondences across the adjacent key frames, the bundle adjustment process solves for a set of camera poses and 3D feature points locations. In our work, all 3D measurements are utilized to compute optimal pose updates for the target key frame. During the bundle adjustment processing, the poses of the target key frame and the 3D information of the feature points are optimized, except for the original key frame that are fixed to eliminate the gauge freedom. Here, for all of the correspondences, we define a 3D feature points set D = {P the target key frames and M means the total number of the correspondences obtained between the target key frame and the previous adjacent key frame. Upon initialization, all of the features in the sequences are projected into 2D, based on the RGB camera model, T i (P 
Define K L as the set of adjacent key frames and P L as the set of all features in the key frames K L , such that the bundle adjustment model can be written as follows:
Thus, the geometric integration system means solving the following minimizations problem:
This can be solved by iterations of nonlinear least squares. One fundamental requirement to do this efficiently is to differentiate measurement errors, to obtain their Jacobians, with respect to those parameters that need to be estimated. In geometric integration adjustment, the derivatives of E j i with respect to T i P j i and the map point position P j i are required. In our system, quaternions are used to provide a convenient mathematical notation for representing camera orientations. Thus, for a map point j in the frame i, we can compute the Jacobian matrix of E j i with respect to the camera pose T i P j i using the chain rule, as:
The first term of the above matrix product is the Jacobian of the camera projection function, and the last term is:
Similarly, the Jacobian matrix of E j i with respect to the map-point position P j i can be expressed in a consistent way:
3) EDGE-WEIGHTED GLOBAL OPTIMIZATION
As the drift error accumulates over mapping time and length during successive frame alignment, it is signification to conduct error distribution with loop closure detection and global optimization. Here, we utilize a coarse-to-fine loop closure detection method. We first employ the movement metric sensitive including both rotation and translation for loop closure candidate detection according to our previous work [34] . Upon receiving a new loop closure candidate, we use SiftGPU descriptors with the bag-of-words-based DBoW loop detector for place recognition [35] . The existing bag-of-words descriptor database is queried. If a match is found, the SIFT features and the matches would be used for rigid transformation computation. If the best rigid transformation between two key frames can be recovered by the pose estimation methods mentioned in Section III, the loop closure is recognized and the corresponding adjacent edge is added to the pose graph. In particular, when modeling an indoor environment, we always end with the same scene as in the beginning frames, thereby making a circle. The beginning frames and the ending frame may contain relationships. Therefore, we also search for a loop closure between the beginning frames and the ending frames.
Based on the results of loop closure detection, our strategy of global optimization is to represent the loop closure constraint with a vertex-edge pose graph. Vertexes contain the initial pose of the key frames and edges represent the rigid transformation between the key frames obtained from the frame registration and loop closure detection processes. Because there is significant inconsistency among these geometric constraints and the error is distributed over the edges in the graph, the inconsistency can be corrected by solving a nonlinear least-squares optimization problem. It should be noted that the 6D pose here is in SE3 space and describe by quaternions. The cost function for global optimization can be written as follows.
T is the vector of 3D coordinates, where each p i represents a feature point. tr ij and σ ij represent, respectively, the transformation matrix and the information matrix of the constraint related to the feature matches p i and p j . Therefore, e(p i , p j , tr i,j ) = p j − p i , which is the vector error function that determines how accurately the two features align.
For each edge, a different uncertainty results in a different contribution to global optimization. Each edge can be weighted with the covariance matrix of a 6D pose. The covariance matrix related to 6D pose accuracy is represented by the following covariance matrix: C n×n = (c i,j , c i,j = cov(Dim i , Dim j ))(0 < i < 6, 0 < j < 6). Because a higher uncertainty of the edge should change more to compensate for any error, we use the edges with lower uncertainty, that is, an information matrix σ ij , for weight representation, which is calculated from the inverse of the covariance matrix (18) and (19) , as shown at the bottom of this page.
To quantify the weight of the different variables, we define the corresponding weight for the translation factors based on the alignment accuracy. For each edge, we obtain the feature matches for specific parameters to eliminate false matches. The corresponding 3D points sets, P c and P t , can be recovered with the depth camera model. The variances of the residual errors in the x, y, z directions are used to define the corresponding weight for the translation factor, which can be calculated as follows:
Here, T (P c ) is the transformed 3D feature points of the current frame, T (P c ) = R * P c + t, and R, t is the rigid transformation obtained by the loop closure detection. At this stage, the uncertainty of the angle cannot be quantified, so we set cov(ϕ, ϕ), cov (θ, θ) , and cov(ψ, ψ) as 0.01 radian. After the pose graph is constructed and edge weighted, we use g2o framework to minimize the error and optimize the pose graph.
IV. EXPERIMENTS
We evaluated our approaches using the publicly available RGB-D benchmark dataset provided by Sturm et al. (2012) and three sets of RGB-D sequences collected with a handheld structure sensor device. The first set of experiments, which contain ground truth information for camera poses organized in time-series, are used to assess the accuracy of the camera trajectory. The results are compared with the following state-of-the-art SLAM methods: ElasticFusion [36] , Kintinuous [37] , DVO-SLAM [19] , [20] , and RGB-D SLAM [18] . In the second set of experiments, three sets of RGB-D datasets collected by structure sensor are used to assess the performance of the proposed SLAM system. To reduce data redundancy, the video is set to five frames per second with a 640 × 480 resolution. The effectiveness of our SLAM pipeline is evaluated by comparing the closure errors generated by the different systems. Finally, the absolute mapping error of our proposed SLAM system is examined by comparing the RGB-D point clouds to the laser point clouds.
A. TUM RGB-D DATASETS TUM benchmark contains sequences of various scenes, we apply our proposed method on five sequences with different texture, illumination and structure conditions. The synchronized ground truth camera poses are used to evaluate the camera trajectory. The RMSE of the absolute trajectory error (ATE) is calculated by the automated evaluation tool provided by Sturm et al. (2012) . It calculates the RMSE of the Euclidean distances between the camera trajectory and the timestamp associated ground truth, and it is used to evaluate the procedure's accuracy.
To demonstrate the performance of our SLAM pipeline, we compare the experimental results of our system with the following state-of-the-art SLAM methods: ElasticFusion [34] , Kintinuous [35] , DVO-SLAM [19] , [20] , and RGB-D SLAM [18] , σ -DVO [36] and BundleFusion [37] . Seven sequences are processed and the quantitative results are shown in TABLE 1. The RMSE of absolute trajectory error (ATE) is calculated by the automated evaluation tool provided by [38] . It should be noted that the corresponding experiments results of the compared methods are from the work of Mur-Artal and Tardos (2017) [22] , Babu at al. (2016) [38] and Dai at al. (2017) [39] . As shown in TABLE 1, the proposed vertex-to-edge weighted RGB-D slam system achieve the best performance in four sequences including fr1/desk2, fr1/room, fr2/xyz and fr3/office. Specifically, Elastic-RGB-D and Bundlefusion achieve the same accuracy in the sequence fr2/xyz with that from our method. As listed in TABLE 1, most of our results are on par with or better than the existing state of the art method. Besides, FIGURE 3 shows the point clouds that result from backprojecting the sensor depth maps from the computed keyframe poses in four sequences. The good definition and the straight contours of pointcloud prove the high accuracy localization of our approach. 
B. STRUCTURE SENSOR DATASET 1) BENEFITS OF THE PROPOSED SLAM PIPELINE
Three scenarios with different ranges collected by the structure sensor are used to assess the performance of the proposed SLAM pipeline. The effectiveness of the method is evaluated by comparing the closure distance and angle of the various methods.
To quantify the closure distance and closing angle, we ensure that the pose of the first frame and the last frame is the same. We calculate the closing error for each camera trajectory based on the residual transformation between the first and final frame. Because the structure sensor provides a camera trajectory for each sequence based on its SLAM pipeline, the generated 3D model and closure distance from our SLAM system are compared to the results of the structure sensor. FIGURE 4 shows the 3D point clouds and the camera trajectories of the two different SLAM systems. TABLE 2 shows the closing distances and closing angles of the three sequences as measured by the structure sensor and our pipeline. In FIGURE 4, the red full line in the amplified image is the closure error obtained from the 3D model. As shown in FIGURE 4(a), there is a huge inconsistency in the 3D models directly generated by the structure sensor. We process the same RGB-D sequences with our SLAM system. The results, shown in FIGURE 4(b), show that the drift errors are effectively removed and the models are improved. As shown in TABLE 2, the closure errors of the camera trajectories of the structure sensor are all higher than 90 cm and the closure angles are all over 35 degrees. In the results for our pipeline, the closure distances and the closure angles are significant reduced; all of them are within 4 cm and 4 degrees, respectively. As drift error accumulates with the length of the camera trajectory and the number of frames, the closure error is strongly related to camera trajectory and scene range. The closing accuracy is better in Scene (a), which has a 1.414-cm closure distance and a closure angle of 1.081 degrees, than in Scenes (b) and (c). Scene (c) achieves the worst closing accuracy due to its long camera trajectory.
2) ABSOLUTE MAPPING ERRORS EVALUATION
As shown in FIGURE 6, the absolute mapping errors of the RGB-D point clouds are evaluated by comparing them with the point clouds from TLS. To ensure each pair of point clouds is well aligned, four control points are manually selected for the calculation of the initial transformation matrix. We then use the ICP algorithm to refine the alignment. FIGURE 6(a) shows the aligned point clouds of the three scenes. Two kinds of error metrics are used. One is the mean and median errors of the RGB-D point cloud relative to the ground truth, and the other is a cumulative histogram of the errors.
The heat maps in FIGURE 6(b) show the distribution of errors between the scene areas. From blue to red, the error increases from 0 to 15 cm. In Scenes (a) and (b), the differences between the ground truth and the RGB-D point cloud are usually within 3 cm. Comparatively, Scene (c) has much greater error, especially in the wall areas, possibly because the wall areas have a sparse texture that provides few feature correspondences for the frame registration process. 
V. CONCLUSION
The ability to generate accurate dense 3D models of indoor environments is essential for many applications, such as indoor navigation and augmented reality. In this study, we present a vertex-to-edge weighted closed-form solution for reducing camera drift during dense RGB-D indoor SLAM. Our experimentally validated theoretical analysis leads to the following conclusions.
1) The proposed RGB-D SLAM system effectively improves the accuracy of camera tracking. The tests conducted on the public benchmark datasets show that our proposed SLAM pipeline outperforms other methods in most cases.
2) Three sets of RGB-D sequences with different measurement ranges are used to evaluate the effectiveness of the method. The results obtained from analyzing these sequences with our method are directly compared with the results obtained from the structure sensor. The results show that our method can significantly reduce drift error and improve camera pose.
3) The absolute mapping errors of the RGB-D point clouds are evaluated by comparing them to laser point clouds. The results show that the proposed SLAM system can achieve a measurement mean error within 4 cm of the ground truth from a range of about 10 m 2 to 70 m 2 and can satisfy the requirements of most indoor applications. Despite the encouraging results, our system has several shortcomings that warrant future research. At the current stage, we combine visual features and the ICP algorithm for pose estimation. The performance of the system is highly related to the texture and the geometric structure of the scene. More studies of pose estimation that take line features and plane features into account are needed. In addition, the current system works with only one RGB-D device and may have strict limitations on measurement distance and view angle. A future study should consider multiple-device configurations.
