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The Mott metal-insulator transition in the two-band Hubbard model in infinite dimensions is
studied by using the linearized dynamical mean-field theory. The discontinuity in the chemical
potential for the change from hole to electron doping is calculated analytically as a function of
the on-site Coulomb interaction U at the d-orbital and the charge-transfer energy ∆ between
the d- and p-orbitals. Critical behaviour of the quasiparticle weight is also obtained analytically
as a function of U and ∆. The analytic results are in good agreement with the numerical results
of the exact diagonalization method.
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§1. Introduction
The Mott metal-insulator transition (MIT) driven by
the electron correlation is a fundamental problem in the
condensed matter physics. Recently, some significant
progress has been achieved in understanding the MIT
by using the dynamical mean-field theory (DMFT)1)
which becomes exact in the limit of infinite spatial di-
mensions.2) In this approach, the lattice problem is
mapped onto an effective impurity problem where a cor-
related impurity site is embedded in an effective uncorre-
lated medium that has to be determined self-consistently.
To solve the effective impurity problem, several meth-
ods have been applied including the iterated perturba-
tion theory,1) the non-crossing approximation,3) the pro-
jective self-consistent method (PSCM),4) the quantum
Monte Carlo (QMC) method,5) the exact diagonaliza-
tion (ED) method6) and the numerical renormalization
group (NRG) method.7, 8)
In the single-band Hubbard model on the infinite di-
mensional Bethe lattice, the Mott MIT is found to oc-
cur as a first-order phase transition at finite temperature
below a critical temperature Tc.
1) Below Tc, a coexis-
tence of the metallic and insulating solutions is found
for the same value of the on-site Coulomb interaction
U in the range Uc1(T ) < U < Uc2(T ).
1, 10, 9, 11, 12, 13, 14)
At zero temperature, coexistence is also obtained for
Uc1 < U < Uc2.
6, 8) When U increases below Uc2, the
quasiparticle weight in the metallic solution decreases
and finally becomes zero in the limit U → Uc2. When
U decreases above Uc1, the energy gap in the insulat-
ing solution decreases and finally becomes zero in the
limit U → Uc1. The ground state energy in the metal-
lic solution is lower than that in the insulating solution
for Uc1 < U < Uc2. Therefore the Mott MIT occurs at
U = Uc2 as a continuous transition at T = 0. In this
paper we will concentrate on the Mott MIT at T = 0
* E-mail: ohashi@edu2.phys.nagoya-u.ac.jp
** E-mail: c42545a@nucc.cc.nagoya-u.ac.jp
and, then, we will denote the critical value Uc2 simply
by Uc.
The Mott MIT is observed in various 3d transition-
metal compounds, which are classified into two types:
the Mott-Hubbard (MH) type and the charge-transfer
(CT) type.15, 16) In the MH type such as Ti and V com-
pounds, the Coulomb interaction U at the d-orbital is
smaller than the CT energy ∆ between d- and anion p-
orbitals. In this case, the energy gap of the insulator is
given roughly by U and a MIT occurs at a critical value
Uc when U is varied. In the CT type such as Co, Ni and
Cu compounds, U is larger than ∆. Then the energy
gap is roughly given by ∆ and a MIT occurs at a critical
value ∆c when ∆ is varied.
In this paper, we investigate the Mott MIT with both
the MH type and the CT type. We, therefore, need to
use the two-band Hubbard model which is characterized
by two parameters: the on-site Coulomb interaction U
at the d-orbital and the CT energy ∆ between the d- and
p-orbitals. Several authors have studied the model using
the DMFT approach.6, 17, 18, 19, 20) However, numerical
problems make it difficult to study the Mott MIT for this
model, in contrast to the single-band Hubbard model. In
the half-filled single-band Hubbard model on the Bethe
lattice, the chemical potential is fixed to µ = U2 because
of the particle-hole symmetry. On the other hand, for the
two-band Hubbard model, the Mott MIT occurs away
from particle-hole symmetry and, then, the chemical po-
tential has to be determined explicitly to fix the electron
density per unit cell to be unity. This calculation con-
sumes a lot of CPU time. Furthermore, the Mott MIT
point is a function of several parameters, all of which
have to be calculated, making it a difficult numerical
problem.
Recently, a linearized form of the DMFT has been
developed, where the dynamical mean-field equation is
linearized near the Mott MIT.21, 22, 23) The linearized
DMFT provides a simple and attractive technique to ob-
tain approximate but analytical results for the critical
regime of the MIT. In the single-band Hubbard model,
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it has been demonstrated that the critical interactions of
the MIT predicted by this approach is in very good agree-
ment with most accurate numerical estimates.21) The
linearized DMFT has been extended to the particle-hole
asymmetric case. This allows for a comprehensive ana-
lytical investigation of the critical behaviour as a func-
tion of the on-site Coulomb interaction and the dop-
ing.23) The discontinuity in the chemical potential on
changing from hole to electron doping has been calcu-
lated analytically and is found to be in good agreement
with the results of numerical methods, NRG as well as
ED. Furthermore, analytic expressions for the compress-
ibility, the quasiparticle weight, the double occupancy
and the local spin susceptibility near half-filling, have
been derived as functions of the interaction and the dop-
ing. These are difficult to calculate using the numerical
methods mentioned above. The linearized DMFT has
also been extended to the two-band Hubbard model.22)
The phase boundary of the MIT is obtained analyti-
cally over the whole parameter regime including the MH
type and the CT type. The analytical result agrees well
with the numerical result obtained from the ED method.
However, the critical behaviour of the two-band Hubbard
model was not considered there.
In the present paper, we study the critical behaviour
near the Mott MIT in the two-band Hubbard model by
using the linearized DMFT. The model and the formu-
lation are detailed in §2. In §3, we analytically calculate
the discontinuity in the chemical potential for the change
from hole to electron doping as a function of U and ∆
over the hole parameter regime including the MH type
and the CT type. The analytical results are in good
agreement with the numerical results calculated by us-
ing the ED method. In §4, we also analytically obtain
the quasiparticle weight near the MIT as a function of
U and ∆. The analytic results are compared with the
ED results for several parameters. Finally, discussions
are given in §5.
§2. Linearized Dynamical Mean-Field Theory
2.1 Single-band Hubbard model
First, we consider the single-band Hubbard model,
H = −
∑
<i,j>,σ
ti,j(c
†
iσcjσ + h.c.) + U
∑
i
ni↑ni↓. (1)
In the limit of infinite dimensions, the self-energy be-
comes purely site-diagonal and the local Green’s func-
tion G(z) can be given by the impurity Green’s function
of an effective single impurity Anderson model,
HAnd = εf
∑
σ
f †σfσ + Uf
†
↑f↑f
†
↓f↓
+
∑
k,σ
εkc
†
kσckσ +
∑
k,σ
Vk(f
†
σckσ + c
†
kσfσ), (2)
where εf is the impurity level and εk are energies of con-
duction electrons hybridized with the impurity by Vk. In
the model eq. (2), the non-interacting impurity Green’s
function,
G0(z) = (z − εf −∆(z))−1, (3)
with the hybridization function,
∆(z) =
∑
k
V 2k
z − εk , (4)
includes effects of the interaction at all the sites except
the impurity site and is determined self-consistently so
as to satisfy the self-consistency equation.
For simplicity, the calculations in this paper are re-
stricted to the Bethe lattice with the connectivity q and
the hopping ti,j =
t√
q
. In the limit q = ∞, the self-
consistency equation is given by
G0(z)−1 = z + µ− t2G(z), (5)
where µ is the chemical potential for the original lattice
model. Because of the particle-hole symmetry at half-
filling, the chemical potential and the impurity level are
set to µ = U2 and εf = −U2 , respectively. Then, the
self-consistency equation (5) is simply written by
∆(z) = t2G(z). (6)
The effective impurity problem have been solved by us-
ing various numerical methods.1) In the metallic phase
with intermediate interaction, the density of states is
characterized by a three-peak structure consisting of the
upper and the lower Hubbard bands and a quasiparticle
peak near the Fermi level. When the system approaches
the MIT from the metallic side at T = 0, the quasiparti-
cle peak is found to be isolated from the upper and the
lower Hubbard bands.8) As U increases the width of the
quasiparticle peak becomes narrow and finally vanishes
in the limit U → Uc.
The linearized DMFT21, 22, 23) focuses on this critical
regime close to the MIT, where the quasiparticle peak
is approximated by a single pole at the Fermi level, i. e.
G(z) = Z
z
, near the Fermi level with a small quasipar-
ticle weight Z → 0 as U → Uc. Correspondingly, the
hybridization function ∆(z) is a single-pole function,
∆(z) =
V 2
z
. (7)
This represents an approximate mapping of the model
(1) onto a two-site Anderson model,24)
H2−site = ǫf
∑
σ
f †σfσ + Uf
†
↑f↑f
†
↓f↓
+ ǫc
∑
σ
c†σcσ + V
∑
σ
(f †σcσ + c
†
σfσ), (8)
with ǫc = 0 and ǫf = −µ. The hybridization strength
V has be determined from the self-consistency equation
which takes the simple form
t2Z = V 2. (9)
Now we calculate the critical value of U for the MIT at
half-filling. In this case, the chemical potential is fixed to
µ = U2 because of the particle-hole symmetry. Then the
quasiparticle weight Z is given by24) (see also Appendix
A)
Z = 36
V 2
U2
, (10)
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up to second order in V . From eqs. (9) and (10), we
obtain the critical value of the MIT in the linearized
DMFT
Uc = 6t. (11)
The analytic result eq.(11) is in good agreement with the
best numerical estimates of NRG (Uc = 5.88t)
8) and ED
(Uc = 5.87t)
22) as well as PSCM (Uc = 5.84t).
1) The
iterated perturbation theory as well as the Gutzwiller
approximation gives a larger critical value Uc = 6.6t
1) as
compared to the numerical approaches mentioned above.
When we solve the self-consistency equation (9) with
eq.(10) by iteration, V 2 increases exponentially with it-
eration number for U < Uc and, then, the single pole
approximation for ∆(z) breaks down, resulting in the
metallic solution. For U > Uc, V
2 decreases exponen-
tially to give the self-consistent value V 2 = 0 correspond-
ing to the insulating solution.
For U < Uc, the chemical potential µ is continuous
at n = 1 as a function of n. On the other hand, for
U > Uc, µ has a discontinuity at n = 1. To calculate the
discontinuity within the linearized DMFT, we need the
result of the quasiparticle weight Z in the general case
including non-symmetric case with µ 6= U2 23) (see also
Appendix A),
Z = F (U, µ)V 2, (12)
where
F (U, µ) =
5
2µ2
+
4
µ(U − µ) +
5
2(U − µ)2 . (13)
When U = Uc, F (U, µ) has a minimum at µ =
U
2 and
t2F (U, U2 ) = 1 which yields the critical value of the MIT
given in eq.(11). When U < Uc, t
2F (U, µ) > 1 for all
µ, and the system is metallic for all n. When U > Uc,
t2F (U, µ) < 1 for µ− < µ < µ+ resulting in the insulat-
ing state at n = 1, while, t2F (U, µ) > 1 for µ < µ− or
µ > µ+ resulting in the metallic state at n 6= 1. Then the
chemical potential shows a discontinuity ∆µ = µ+ − µ−
at n = 1 for the change from electron to hole doping,
where µ± is given by the equation
t2F (U, µ±) = 1, (14)
for U > Uc. By solving eq.(14) with eq.(13), we obtain
the discontinuity in the chemical potential
∆µ = U

1 + 1
18u2
−
√
10
9u2
+
(
1
18u2
)2
1
2
, (15)
where u ≡ U
Uc
> 1. For U > Uc close to Uc, eq.(15)
yields ∆µ = 6√
38
Uc
√
U
Uc
− 1, while, for U ≫ Uc, it yields
∆µ ∼ U . The analytic result eq.(15) agrees well with the
numerical results of NRG and ED as well as PSCM.23)
We note that the discontinuity ∆µ calculated within the
metallic solution is different (smaller) compared with the
energy gap within the insulating solution.4) In fact, ∆µ
is zero for U ≤ Uc = Uc2, while the energy gap is finite
for U > Uc1, where Uc1 < Uc2 as mentioned in §1.
Finally, we study the critical behaviour near the Mott
MIT.21, 23) In this case, we need the result of the quasi-
particle weight Z up to fourth order in V , which is given
by21) (see also Appendix A),
Z = 36
V 2
U2
(
1− 44V
2
U2
)
, (16)
in the particle-hole symmetric case with µ = U2 .
25) From
eqs. (9) and (16), we obtain the quasiparticle weight
Z =
18
11
(
1− U
Uc
)
, (17)
near Uc for U < Uc. The critical property eq.(17)
near Uc obtained from the linearized DMFT is similar
to that from the Gutzwiller approximation which pre-
dicts26) Z = (1 − U
Uc
)2. However, the coefficients C of
the quasiparticle weight Z = C(1− U
Uc
) near Uc are dif-
ferent, which are C = 2 within the Gutzwiller approx-
imation and C = 18/11 within the linearized DMFT.
The analytic result C = 18/11 seems to be still too large
compared with numerical results of NRG (C ≪ 1)8) and
ED (C ≈ 0.3)22) as well as PSCM (C ≈ 0.9).1) But a
precise value of C is not obtained for the present.
2.2 Two-band Hubbard model
The linearized DMFT has been extended to the two-
band Hubbard model,22)
H =
tpd√
q
∑
<i,j>,σ
(d†iσpjσ + h.c.) + U
∑
i
d†i↑di↑d
†
i↓di↓
+ ǫd0
∑
i,σ
d†iσdiσ + ǫp0
∑
j,σ
p†jσpjσ. (18)
This model eq.(18) is characterized by three parameters:
the hopping integral tpd between the d- and p-orbitals,
the on-site Coulomb interaction U at the d-orbital and
the charge-transfer energy ∆ = ǫp0 − ǫd0 between the d-
and p-orbitals. Henceforth we set tpd = 1, unit of energy,
and ǫd0 = 0, origin of energy, then, ǫp0 = ∆.
For the model eq.(18) on the Bethe lattice with the
connectivity q = ∞, the self-consistency equations for
the local Green’s functions are given by17)
G0(z)−1 = z − ǫd − t2pdGp(z), (19)
Gp(z)
−1 = z − ǫp − t2pdGd(z), (20)
where Gp(z) is the local Green’s function for the p-
electron and Gd(z) is that for the d-electron; ǫd ≡
ǫd0 − µ = −µ and ǫp ≡ ǫp0 − µ = ∆− µ.
In the linearized DMFT, the two-band Hubbard model
eq.(18) is mapped onto the two-site Anderson model
eq.(8) with ǫc = 0 and ǫf = ǫd = −µ. In the limit V → 0,
the local Green’s functions are given by Gd(z) =
Zd
z
and
Gp(z) =
Zp
z
, near the Fermi level with small weights
Zd → 0 and Zp → 0. Then the self-consistency equa-
tions (19) and (20) are reduced to a simple equation
t2pdZp = V
2. (21)
To second order in V , the quasiparticle weight for the
d-electron is given by Zd = V
2F (U, µ), and that for the
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p-electron is given by22) (see also Appendix B)
Zp = A(tpd, U,∆, µ)V
2, (22)
with
A(tpd, U,∆, µ) =
t2pdF (U, µ)(
∆− µ+ t
2
pd
2µ −
t2
pd
2(U−µ)
)2 , (23)
where F is defined in eq.(13).
From eqs.(21) and (22), we have an equation to deter-
mine the MIT point within the linearized DMFT:
t2pdA(tpd, U,∆, µ) = 1. (24)
As mentioned in § 2.1, V 2 increases exponentially with
iteration number for t2pdA > 1 and, then, the single
pole approximation for ∆(z) breaks down resulting in
the metallic solution. For t2pdA < 1, V
2 decreases ex-
ponentially to obtain the self-consistent value V 2 = 0
corresponding to the insulating solution.
In eq.(24), A includes the chemical potential µ which
has to be determined explicitly to obtain the critical val-
ues of the MIT. As shown in the next paragraph, we can
use a condition to determine µ, based on the fact that at
the MIT point A has a minimum value as a function of
µ. This condition gives
∂
∂µ
A(tpd, U,∆, µ) = 0. (25)
From the coupled equations (24), (25) with eq.(23), we
obtain an analytic expression for the phase boundary
separating the metallic and insulating regimes as a func-
tion of U and ∆.27) Figure. 1 shows the phase diagram of
the two-band Hubbard model at half-filling n = 128) on
the ∆−U plane, where n is the electron density per unit
cell and given by the sum of p- and d-electron densities:
n = np + nd. The analytic results from the linearized
DMFT are in good agreement with the available numer-
ical results from the ED method20) for all values of ∆
and U .22)
When the parameters, ∆ and U , are in the metal-
lic regime, the chemical potential µ(n) is continuous at
n = 1 as a function of n. On the other hand, in the in-
sulating regime, µ(n) has a discontinuity at n = 1. Cor-
respondingly, there are three cases in the µ dependence
of A as below. (1) In the metallic regime, t2pdA > 1 for
all µ resulting in the metallic solution for all n. (2) In
the insulating regime, t2pdA < 1 for µ− < µ < µ+, while,
t2pdA > 1 for µ < µ− or µ > µ+. Then the system is
a Mott insulator for µ− < µ < µ+, and µ shows a dis-
continuity from µ− to µ+ at n = 1. (3) On the phase
boundary of the MIT, t2pdA = 1 for µ = µ(n = 1), while,
t2pdA > 1 for µ 6= µ(n = 1). Then A has a minimum
at µ = µ(n = 1). Therefore the equation (25) is the
unique condition to determine the chemical potential on
the MIT phase boundary within the linearized DMFT.
§3. Discontinuity in the Chemical Potential
When the parameters, ∆ and U , are in the insulating
regime, the chemical potential has a discontinuity ∆µ =
0 5 100
5
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E
DOS
EF
lower Hubbard
upper Hubbard
p-band
U
∆
E
DOS
lower Hubbard
upper Hubbard
p-band
EFU
∆
U
∆
Metal
Insulator
Mott-Hubbard type
charge-transfer type
U=∆
Fig. 1. Phase diagram of the two-band Hubbard model at T = 0
and n = 1. Solid line is phase boundary separating the metallic
and insulating regimes obtained from the linearized DMFT as
a function of ∆ and U . Closed circles are the critical values of
the MIT calculated from the exact diagonalization method.20)
Schematic figures of the density of states are also shown for
the Mott-Hubbard type insulator with U < ∆ and the charge-
transfer type insulator with U > ∆.
µ+−µ− at n = 128) as mentioned in the previous section,
where µ± is given by the equation
t2pdA(tpd, U,∆, µ±) = 1. (26)
Using eq.(23) with eq.(13), we can solve eq.(26) to get
analytic expressions for µ± as functions of ∆ and U ,
which yield the discontinuity ∆µ = µ+ − µ− within the
linearized DMFT. The results of ∆µ are plotted as func-
tions of ∆ for several values of U in Fig. 2(a) and as
functions of U for several values of ∆ in Fig. 2(b).
In the charge-transfer regime with U > ∆, the MIT
occurs at a critical value ∆c(U) when ∆ is varied for a
fixed U as seen in Fig. 1. In the limit U →∞, the critical
value ∆c and the discontinuity in the chemical potential
∆µ are obtained by (see Appendix C)
∆c = 2.08tpd, (27)
∆µ =
√
∆2 −∆2c , (for ∆ > ∆c). (28)
The discontinuity ∆µ, eq.(28), shows a square root de-
pendence of (∆−∆c) near ∆c, while it is given roughly
by ∆ for ∆ ≫ ∆c. The similar properties are also ob-
served for finite values of U in the CT regime U > ∆ as
seen in Fig. 2(a).
In the Mott-Hubbard regime with ∆ > U , the MIT
occurs at a critical value Uc(∆) when U is varied for a
fixed ∆ as seen in Fig. 2(b). In the limit ∆ → ∞, the
critical value Uc and the discontinuity in the chemical
potential ∆µ are obtained by (see Appendix C)
Uc = 5.84
t2pd
∆
→ 0, (29)
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Fig. 2. Discontinuity in the chemical potential ∆µ obtained
from the linearized DMFT (LDMF) as a function of ∆ for
U = 3, 4, 5, 6, 7, 8, 9, 10,∞ (a) and as a function of U for ∆ =
3, 4, 5, 6, 7, 8, 9, 10,∞ (b). In the insets, the ED results of ∆µ
are also plotted for several ∆ at U = 6 (a) and for several U at
∆ = 6 (b).
∆µ = U. (30)
The discontinuity ∆µ is given roughly by U for U ≫ Uc
even in the case with finite ∆ in the MH regime as seen
in Fig. 2(b).
The above mentioned features of the discontinuity in
the chemical potential for both the CT and MH regimes
can be clearly seen in the contour map for ∆µ on the
∆ − U plane shown in Fig. 3. Note that the line with
∆µ = 0 is equivalent to the phase boundary of the MIT
shown in Fig. 1.
We have also calculated ∆µ numerically by using the
ED method. We solved the full DMFT equation numer-
ically and obtained the electron density n as a function
of µ. When µ approaches µ+ (µ−) from above (below),
n approaches unity from above (below) and n = 1 for
0 5 100
5
10
∆
U
∆µ=0 7654321
Fig. 3. Contour map for ∆µ on the ∆−U plane calculated from
the linearized DMFT.
µ− < µ < µ+. We also confirmed that, at µ = µ±, the
groundstate changes from singlet (µ < µ− or µ > µ+)
to doublet (µ− < µ < µ+). The actual calculations were
done for finite cluster sizes ns up to ns = 10. The size
dependence of ∆µ was very small for ns ≥ 6. The results
of∆µ obtained from the ED method with the cluster size
ns = 8 are also plotted in the insets in Figs. 2(a) and (b).
As seen in the insets in Figs. 2(a) and (b), the analytic
results from the linearized DMFT are in good agreement
with the numerical results from the ED method. We note
that the value of ∆µ from the linearized DMFT seems to
be larger than that from the ED for the strong-coupling
case. This will be discussed in §5.
§4. Critical Behavior near the Mott transition
Finally, we discuss the critical behaviour near the Mott
MIT at half-filling in the two-band Hubbard model. In
this case, we need the result of the quasiparticle weight
for the d-electron up to fourth order in V in the general
case including the non-symmetric case with µ 6= U2 23)
(see also Appendix A)
Zd = F (U, µ)V
2 −G(U, µ)V 4, (31)
where F is given in eq.(13) and
G(U, µ) =
29
2µ4
+
24
µ3(U − µ) +
22
µ2(U − µ)2
+
24
µ(U − µ)3 +
29
2(U − µ)4 . (32)
The quasiparticle weight for the p-electron Zp is also cal-
culated up to fourth order in V (see Appendix B)
Zp = A(tpd, U,∆, µ)V
2 −B(tpd, U,∆, µ)V 4 , (33)
where A is given in eq.(23) and B is given in the Ap-
pendix B. Substituting V 2 from the self-consistency
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equation (21) into eqs.(31) and (33), we obtain
Zd = t
2
pdF (U, µ)Zp, (34)
Zp =
t2pdA(tpd, U,∆, µ)− 1
t4pdB(tpd, U,∆, µ)
, (35)
in the metallic regime close to the MIT phase boundary.
At the MIT point with the critical values Uc, ∆c and
µc, eqs.(34) and (35) yield Zd = Zp = 0 from eq.(24).
When ∆ or U decreases from the MIT point, the quasi-
particle weight for the d-electron Zd eq.(34) and that for
the p-electron Zp eq.(35) increase as
Zν = C
ν
∆
(
1− ∆
∆c
)
, (ν = d or p) (36)
Zν = C
ν
U
(
1− U
Uc
)
, (ν = d or p) (37)
near the MIT point at half-filling, respectively, where the
coefficients are given by
Cd∆ = −
∆cF (Uc, µc)
B(tpd, Uc,∆c, µc)
∂A(tpd, Uc,∆, µc)
∂∆
∣∣∣∣
∆=∆c
, (38)
CdU = −
UcF (Uc, µc)
B(tpd, Uc,∆c, µc)
∂A(tpd, U,∆c, µc)
∂U
∣∣∣∣
U=Uc
, (39)
Cp∆
Cd∆
=
CpU
CdU
=
t2pd(
∆c − µc + t
2
pd
2µc
− t
2
pd
2(Uc−µc)
)2 . (40)
Figures. 4(a) and (b) show the coefficients Cd∆, C
d
U ,
Cp∆ and C
p
U given in eqs.(38)-(40). In the CT regime with
U > ∆, the critical values are ∆c <∼ 3tpd and Uc >∼ 3tpd,
while, in the MH regime with U < ∆, they are ∆c >∼ 3tpd
and Uc <∼ 3tpd (see Fig. 1).
In the CT regime, the MIT occurs at ∆ = ∆c for a
fixed U >∼ 3tpd. As ∆ decreases below ∆c for a fixed
U , the quasiparticle weight increases as given in eq.(36).
With increasing Uc (decreasing ∆c), the coefficient C
d
∆
decreases due to the increasing correlation effect, while
Cp∆ increases because of the rapid increase in the p-
component for the quasiparticle weight Zp/Zd = C
p
∆/C
d
∆
near the MIT. In the limit Uc → ∞ (∆c → 2.08tpd), we
find Cd∆ = 1.01, C
d
U = 0 and C
p
∆/C
d
∆ = C
p
U/C
d
U = 0.432
(see Appendix C).
In the MH regime, the MIT occurs at U = Uc for a
fixed ∆ <∼ 3tpd. As U decreases below Uc for a fixed
∆, the quasiparticle weight increases as given in eq.(37).
With increasing ∆c (decreasing Uc), the coefficient C
d
U
increases due to the decreasing correlation effect, while
CpU decreases because of the rapid decrease in the p-
component for the quasiparticle weight Zp/Zd = C
p
U/C
d
U
near the MIT. In the limit ∆c → ∞ (Uc → 0), we find
Cd∆ = 1.42, C
d
U = 1.42 and C
p
∆/C
d
∆ = C
p
U/C
d
U = 0 (see
Appendix C). We note that, even in the limit ∆c →∞,
the effect of the p-band is still relevant (Cd∆ is finite),
because, the hopping integrals between p-p and d-d or-
bitals were not considered in the present model eq.(18)
and, then, the electron has to transfer between d and p
orbitals through the hopping integral tpd.
27)
We have also calculated the quasiparticle weight for
0 5 100
1
2
∆c
CU
d
C∆
d 
∆c|Uc→∞
CT MH (a)
2CU
p
2C∆
p
0 5 100
1
2
Uc
C∆
d
CU
d
MH CT (b)
2CU
p
2C∆
p
Fig. 4. The coefficients Cd∆ (thick solid line), C
d
U
(thick dashed
line), Cp∆ (thin solid line) and C
p
U
(thin dashed line) of
the quasiparticle weights for the d and p-electrons Zd(p) =
C
d(p)
∆
(
1− ∆
∆c
)
and Zd(p) = C
d(p)
U
(
1− U
Uc
)
, respectively, as
functions of ∆c (a) and Uc (b).
the d-electron Zd = (1− dΣ(z)dz |z=0)−1, with the local self-
energy Σ(z) = G0(z)−1 −Gd(z)−1, numerically by using
the ED method. The coefficients Cd∆ and C
d
U obtained
from the linearized DMFT seem to be about five times
larger than those from the ED method for all parame-
ter regimes as seen in Figs. 5(a) and (b). The similar
discrepancy has been found in the single-band Hubbard
model mentioned in §2.1.21) The trends, however, within
the both methods are consistent with each other as fol-
lows: (1) In the CT regime, Cd∆ decreases with increas-
ing U (see Fig.5(a)). (2) In the MH regime, CdU increases
with increasing ∆ (see Fig.5(b)). (3) In the intermediate
regime Uc ∼ ∆c ∼ 3tpd, Cd∆ is about twice larger than
CdU (see Figs.5(a) and (b)). (4) C
d
∆ in the CT regime
with U = 10tpd is almost the same as C
d
U in the MH
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0 0.5 10
0.5
1Zd
∆/∆c
U=10U=3
ED
LDMF
(a)
0 0.5 10
0.5
1Zd
U/Uc
∆=10∆=3
ED
LDMF
(b)
Fig. 5. Quasiparticle weight for the d-electron Zd calculated from
the ED method together with that from the linearized DMFT
as functions of ∆/∆c for U = 3 (∆EDc = 2.95) and U = 10
(∆EDc = 2.08) (a), and as functions of U/Uc for ∆ = 3 (U
ED
c =
2.65) and ∆ = 10 (UEDc = 0.60) (b).
regime with ∆ = 10tpd (see Figs.5(a) and (b)). Fur-
ther improvements in both the analytical and numerical
methods are under way to obtain a more conclusive de-
scription for the critical behaviour near the Mott MIT,
which will be reported in a future publication.
§5. Summary and Discussion
Within the linearized DMFT, we have studied the
Mott metal-insulator transition in the two-band Hub-
bard model characterized by the two parameters: the d-
site Coulomb interaction U and the d-p charge-transfer
energy ∆, and obtained a unified description of the MIT
analytically over the whole parameter regime including
the Mott-Hubbard regime, the charge-transfer regime
and the intermediate regime as follows:
(1) The Mott-Hubbard regime (U < ∆) : The MIT
occurs at a critical value Uc when U is varied for a fixed
∆ at half-filling. The critical value Uc monotonically
decreases with increasing ∆. When U increases above Uc
for a fixed ∆, the discontinuity in the chemical potential
∆µ increases: ∆µ ∝ √U − Uc near Uc and ∆µ ∼ U for
U ≫ Uc. When U decreases below Uc for a fixed ∆,
the quasiparticle weight for the d-electron Zd and that
for p-electron Zp increase as Zd = C
d
U (1− UUc ) and Zp =
CpU (1− UUc ) near Uc, respectively, where the coefficient CdU
(CpU ) monotonically increases (decreases) with increasing
∆.
(2) The charge-transfer regime (U > ∆) : The MIT
occurs at ∆c when ∆ is varied for a fixed U , where
∆c monotonically decreases with increasing U . When
∆ increases above ∆c for a fixed U , ∆µ increases as
∆µ ∝ √∆−∆c near ∆c and ∆µ ∼ ∆ for ∆ ≫ ∆c.
When ∆ decreases below ∆c for a fixed U , Zd and Zp
increase as Zd = C
d
∆(1− ∆∆c ) and Zp = C
p
∆(1− ∆∆c ) near
∆c, respectively, where the coefficient C
d
∆ (C
p
∆) mono-
tonically decreases (increases) with increasing U .
(3) The intermediate regime (U ∼ ∆) : The critical be-
haviour near the transition as well as the phase boundary
smoothly connects the MH type and the CT type. As U
increases (∆ decreases), the p-component for the quasi-
particle weight Zp/Zd near the MIT rapidly increases,
which shows the change in the character of the quasipar-
ticle from d-band like in the MH regime to p-band like
in the CT regime.
We have estimated the reliability of the linearized
DMFT by comparing the present analytical results with
the available numerical results from the exact diagonal-
ization method. The analytical result for ∆µ near the
MIT as well as that for the critical value of the MIT22) is
in very good agreement with the numerical result within
the ED method. In the strong coupling regime, however,
the value of ∆µ from the linearized DMFT seems to be
larger than that from the ED method. This may be ex-
plained by the fact that here the chemical potential is
very close to the edge of the Hubbard bands and/or the
p-band, and that the effect of the bandwidth, which is ne-
glected in the linearized DMFT, becomes important.23)
The analytic results for the coefficients Cd∆ and C
d
U
from the linearized DMFT seem to be considerably larger
than the available ED results, although a precise value
within the purely numerical methods has not been ob-
tained yet. When U and/or ∆ decreases form the critical
point of the MIT, not only the weight but also the width
of the quasiparticle peak is found to increase near the
MIT.8) The width effect, which is not taken into ac-
count in the linearized DMFT, may cause this discrep-
ancy. Further improvements in both the analytical and
the numerical methods are now under way.
Effects of the hopping integrals between p-p and d-d or-
bitals, which are not considered in the present study but
are not negligible in actual compounds, make important
contribution to the critical behaviour near the MIT, as
found to be significant to determine the phase boundary
of the MIT.22) Furthermore, the effects of the doping,
which is not discussed here but has been discussed in
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the single-band Hubbard model,23) make apparent dif-
ferences between the hole doping and electron doping
cases in the strong coupling CT regime, where the chem-
ical potential is just below the p-band for the electron
doping while it is just above the lower-Hubbard band for
the hole doping. Such effects and the improvements of
the methods will be reported in a future publication.
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Appendix A: Two-site Anderson Model
Here we discuss the two-site Anderson model eq.(8).24)
We assume that the conduction level is between the
atomic f -level and the upper-Hubbard level ǫf < ǫc <
ǫf +U, and we set ǫc = 0 and ǫf = −µ. Then we define
X ≡ ǫc − ǫf = µ > 0,
Y ≡ ǫf + U − ǫc = U − µ > 0.
Henceforth we consider the case with the small hybridiza-
tion strength |V | ≪ X,Y , and calculate all the quantities
up to fourth order in V .23)
The one-electron eigenenergies and the corresponding
eigenstates are
E+ = ǫc +
V 2
X
− V
4
X3
,
E− = ǫf − V
2
X
+
V 4
X3
,
|E+〉 = α
{
V
X
(
1− V
2
X2
)
f+σ + c
+
σ
}
|0〉,
|E−〉 = α
{
f+σ −
V
X
(
1− V
2
X2
)
c+σ
}
|0〉,
where α2 = 1− V 2
X2
+ 3 V
4
X4
.
Similarly, the three-electron (one-hole) eigenenergies
and the corresponding eigenstates are
E¯+ = ǫc + 2ǫf + U +
V 2
Y
− V
4
Y 3
,
E¯− = 2ǫc + ǫf − V
2
Y
+
V 4
Y 3
,
|E¯+〉 = α¯
{
−V
Y
(
1− V
2
Y 2
)
fσ + cσ
}
f+↑ f
+
↓ c
+
↑ c
+
↓ |0〉,
|E¯−〉 = α¯
{
fσ +
V
Y
(
1− V
2
Y 2
)
cσ
}
f+↑ f
+
↓ c
+
↑ c
+
↓ |0〉,
where α¯2 = 1− V 2
Y 2
+ 3V
4
Y 4
.
The ground state for two electron is the singlet state
with the following eigenenergy and the eigenstate
E0 = ǫc + ǫf − 2V 2
(
1
X
+
1
Y
)(
1− 2V
2
X2
− 2V
2
Y 2
)
,
|E0〉 = α0
{
1√
2
(c+↑ f
+
↓ − c+↓ f+↑ )|0〉
−
√
2V
X
(
1− 2V
2
X2
− 2V
2
XY
)
c+↑ c
+
↓ |0〉
−
√
2V
Y
(
1− 2V
2
Y 2
− 2V
2
XY
)
f+↑ f
+
↓ |0〉
}
,
where α20 = 1−2V 2( 1X2 + 1Y 2 )+4V 4( 3X4 + 2X3Y + 2X2Y 2 +
2
XY 3
+ 3
Y 4
).
When a f, ↑ electron is removed from the ground state
|E0〉, there are two possible final states: |E+〉 and |E−〉.
Correspondingly, there are two possible single-hole exci-
tations with excitation energies,
E+ − E0 ≡ −ǫf + c1ǫ2V 2 − c1ǫ4V 4 ≡ −ǫ1, (A.1)
E− − E0 ≡ c2ǫ2V 2 − c2ǫ4V 4 ≡ −ǫ2, (A.2)
where
c1ǫ2 =
3
X
+
2
Y
,
c1ǫ4 =
5
X3
+
4
X2Y
+
4
XY 2
+
4
Y 3
,
c2ǫ2 =
1
X
+
2
Y
,
c2ǫ4 =
3
X3
+
4
X2Y
+
4
XY 2
+
4
Y 3
.
And the transition probabilities are calculated as,
|〈E+|f↑|E0〉|2 ≡ 1
2
− c1w2V 2 + c1w4V 4 ≡ w1, (A.3)
|〈E−|f↑|E0〉|2 ≡ c2w2V 2 − c2w4V 4 ≡ w2, (A.4)
where
c1w2 =
1
2
(
3
X2
+
4
XY
+
2
Y 2
)
,
c1w4 =
1
2
(
17
X4
+
24
X3Y
+
22
X2Y 2
+
24
XY 3
+
12
Y 4
)
,
c2w2 =
1
2
(
1
X2
+
4
XY
+
4
Y 2
)
,
c2w2 =
1
2
(
5
X4
+
16
X3Y
+
22
X2Y 2
+
32
XY 3
+
24
Y 4
)
.
Similarly, there are two possible single-particle excita-
tions with excitation energies,
E¯− − E0 ≡ c3ǫ2V 2 − c3ǫ4V 4 ≡ ǫ3, (A.5)
E¯+ − E0 ≡ ǫf + U + c4ǫ2V 2 − c4ǫ4V 4 ≡ ǫ4, (A.6)
where
c3ǫ2 =
2
X
+
1
Y
,
c3ǫ4 =
4
X3
+
4
X2Y
+
4
XY 2
+
3
Y 3
,
c4ǫ2 =
2
X
+
3
Y
,
c4ǫ4 =
4
X3
+
4
X2Y
+
4
XY 2
+
5
Y 3
.
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And the transition probabilities are calculated as,
|〈E¯−|f↑|E0〉|2 ≡ c3w2V 2 − c3w4V 4 ≡ w3, (A.7)
|〈E¯+|f↑|E0〉|2 ≡ 1
2
− c4w2V 2 + c4w4V 4 ≡ w4, (A.8)
where
c3w2 =
1
2
(
4
X2
+
4
XY
+
1
Y 2
)
,
c3w4 =
1
2
(
24
X4
+
32
X3Y
+
22
X2Y 2
+
16
XY 3
+
5
Y 4
)
,
c4w2 =
1
2
(
2
X2
+
4
XY
+
3
Y 2
)
,
c4w4 =
1
2
(
12
X4
+
24
X3Y
+
22
X2Y 2
+
24
XY 3
+
17
Y 4
)
.
From eqs.(A.1-A.8), we obtain the f -electron Green’s
function which has four poles, Gσ(z) =
∑4
i=1
wi
z−ǫi . In the
limit V → 0, high-energy poles at ǫ1 ≈ ǫf and ǫ4 ≈ ǫf+U
have large residues w1 ≈ w2 ≈ 12 , while low-energy poles
merge together at ǫ2 ≈ ǫ3 ≈ 0 with small total weight
Z ≡ w2 + w3:
Z = (c2w2 + c3w2)V
2 − (c2w4 + c3w4)V 4
= FV 2 −GV 4 (A.9)
to fourth order in V , where
F =
5
2X2
+
4
XY
+
5
2Y 2
,
G =
29
2X4
+
24
X3Y
+
22
X2Y 2
+
24
XY 3
+
29
2Y 4
.
Appendix B: Calculation of Zp
In the limit V → 0, the local d-Green’s function Gd(z)
is approximately given by the three-pole function (see
Appendix A)
Gd(z) ∼= w1
z − ǫ1 +
Zd
z
+
w4
z − ǫ4 , (B
.1)
where Zd ≡ Z given in eq.(A.9). Substituting eq.(B.1)
into eq.(20), Gp(z) is obtained as a four-pole function.
In the limit V → 0, Gp is written by Gp(z) ∼= Zpz−∆ǫ near
the Fermi level with the small weight Zp → 0 and the
small energy ∆ǫ→ 0. The energy ∆ǫ is calculated from
G−1p (∆ǫ) = 0 with eqs.(20) and (B.1):
∆ǫ = −t2pd
c2w2 + c3w2
Ep
V 2 + t2pd
{
c2w4 + c3w4
Ep
+
B1
E2p
(c2w2 + c3w2) +
B2
E3p
(c2w2 + c3w2)
2
}
V 4, (B.2)
to fourth order in V , where
Ep = ∆− µ− t2pd
(
− 1
2µ
+
1
2(U − µ)
)
,
B1 = −c1ǫ2
2µ2
− c1w2
µ
+
c4ǫ2
2(U − µ)2 +
c4w2
U − µ,
B2 = 1 + t
2
pd
(
1
2µ2
+
1
2(U − µ)2
)
.
The residue Zp is calculated from Z
−1
p =
d
dz
G−1p (z)|z=∆ǫ
with eqs.(20), (B.1) and (B.2):
Zp = A(tpd, U,∆, µ)V
2 −B(tpd, U,∆, µ)V 4 , (B.3)
to fourth order in V , where the coefficients are
A(tpd, U,∆, µ) = t
2
pd
c2w2 + c3w2
E2p
, (B.4)
B(tpd, U,∆, µ) = t
2
pd
c2w4 + c3w4
E2p
+ t4pd
2B1(c2w2 + c3w2)
E3p
+t4pd
3B2(c2w2 + c3w2)
2
E4p
. (B.5)
Appendix C: Two Limiting Cases: U → ∞ and
∆→∞
In the limit U → ∞, eqs. (24) and (25) are reduced
to
5t4pd − 2
(
∆− µ+ t
2
pd
2µ
)2
µ2 = 0, (C.1)
∆− µ+ t
2
pd
2µ
−
(
1 +
t2pd
4µ2
)
µ = 0, (C.2)
respectively. By solving the coupled equations (C.1) and
(C.2), we obtain the critical values of the MIT
µc =
√√
5
2
− 1
2
tpd ∼ 1.04 tpd, (C.3)
∆c = 2
√√
5
2
− 1
2
tpd ∼ 2.08 tpd. (C.4)
Substituting eqs.(C.3) and (C.4) into eqs.(38), (39) and
(40), we obtain
Cd∆ =
50(
√
10− 1)
15 + 29
√
10
∼ 1.01 ,
CdU =
√
5(
√
10− 1)(5 + 4√10)
58 + 3
√
10
tpd
U
∼ 0.860 tpd
U
,
Cp∆
Cd∆
=
CpU
CdU
=
√
2
5
− 1
5
∼ 0.432,
in the limit U →∞. For ∆ > ∆c, we also solve eq.(C.1)
to obtain µ±, which yield the discontinuity in the chem-
ical potential ∆µ = µ+ − µ− in the limit U →∞:
∆µ =
√
∆2 −∆2c . (C.5)
In the limit ∆ → ∞, eqs. (24) and (25) are simply
written as
2t4pd(5U
2 − 2Uµ+ 2µ2)
−{t2pd(U − 2µ) + 2(U − µ)µ∆}2 = 0, (C.6)
9t2pdU
2 −∆ (10U3 − 22U2µ+ 6Uµ2 − 4µ3) = 0, (C.7)
respectively. Here we assume
µ = βU , (C.8)
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and put eq.(C.8) into eq.(C.6), then we find
β =
1
2
− 9
19
γ +O(γ3), γ =
t2pd
U∆
. (C.9)
Using eq.(C.8) with (C.9) in eq.(C.7), we have
γ =
19
3
√
2(341 + 95
√
13)
∼ 0.171, (C.10)
β =
1
2
− 9
19
γ ∼ 0.419 . (C.11)
Then the critical values of the MIT are given by
µc =
β
γ
t2pd
∆
∼ 2.45 t
2
pd
∆
, (C.12)
Uc =
1
γ
t2pd
∆
∼ 5.84 t
2
pd
∆
, (C.13)
in the limit ∆→∞. Substituting eqs.(C.12) and (C.13)
into eqs. (38), (39) and (40), we obtain
Cd∆ =
162(3051853202+ 846431785
√
13)
348680453849+ 96706558085
√
13
∼ 1.42,
CdU =
15(16085875+ 4461419
√
13)
114(1492608+ 413975
√
13)
−
√
2(880
√
13 + 3173)(341+ 95
√
13)
1
2
114(1492608+ 413975
√
13)
∼ 1.42,
Cp∆
Cd∆
=
CpU
CdU
=
104831+ 29075
√
13
18(6508 + 1805
√
13)
t2pd
∆2c
∼ 0.895 t
2
pd
∆2c
in the limit ∆ → ∞. For ∆ = ∞ and U > Uc = 0,
eq.(C.6) yields µ+ = U and µ− = 0 resulting in
∆µ = U. (C.14)
[1] A. Georges, G. Kotliar, W. Krauth and M. J. Rozenberg: Rev.
Mod. Phys. 68 (1996) 13.
[2] W. Metzner and D. Vollhardt: Phys. Rev. Lett. 62 (1989) 324.
[3] Th. Pruschke, M. Jarrell and J.K. Freericks: Adv. Phys. 44
(1995) 187.
[4] D. S. Fisher, G. Kotliar and G. Moeller: Phys. Rev.B52 (1995)
17112.
[5] M. Jarrell: Phys. Rev. Lett. 69 (1992) 168.
[6] M. Caffarel and W. Krauth: Phys. Rev. Lett. 72 (1994) 1545.
[7] O. Sakai and Y. Kuramoto: Solid State Commun. 89 (1994)
307.
[8] R. Bulla: Phys. Rev. Lett. 83 (1999) 136.
[9] J. Schlipf, M. Jarrell, P.G.J. van Dongen, N. Blu¨mer, S.
Kehrein, Th. Pruschke and D. Vollhardt: Phys. Rev. Lett. 82
(1999) 4890; Although they claimed that a coexistence disap-
pears in this paper, the recent result11) shows the coexistence
that agrees with ref. 10
[10] M. J. Rozenberg, R. Chitra and G. Kotliar: Phys. Rev. Lett.
83 (1999) 3498.
[11] N. Blu¨mer, R. Bulla, M. Jarrell, P.G.J. van Dongen and D.
Vollhardt: A Newton Institute Workshop on Strongly Corre-
lated Electron Systems - Novel Physics and New Materials.
[12] W. Krauth: Phys. Rev. B 62 (2000) 6860.
[13] J. Joo and V. Oudovenko: cond-mat/0009367.
[14] R. Bulla, T.A. Costi and D. Vollhardt: cond-mat/0012329.
[15] A. Fujimori, F. Minami and S. Sugano: Phys. Rev. B 29
(1984) 5225.
[16] J. Zaanen, G.A. Sawatzky and J.W. Allen: Phys. Rev. Lett.
55 (1985) 418.
[17] A. Georges, G. Kotliar and W. Krauth: Z. Phys. B 92 (1993)
313.
[18] T. Mutou, H. Takahashi and D. S. Hirashima: J. Phys. Soc.
Jpn. 66 (1997) 2781.
[19] Y. O¯no, T. A. Tsuruta, Matsuura and Y. Kuroda: Physica B
281-282 (2000) 410.
[20] Y. O¯no and K. Sano: Proceedings of CREST International
Workshop: J. Phys. Chem. Solids 62 (2001) 285.
[21] R. Bulla and M. Potthoff: Eur. Phys. J. B 13 (2000) 257.
[22] Y. O¯no, R. Bulla and A. C. Hewson: Eur. Phys. J. B 19
(2001) 375.
[23] Y. O¯no, R. Bulla, A. C. Hewson and M. Potthoff: to be pub-
lished in Eur. Phys. J. B, cond-mat/0103315.
[24] A. C. Hewson: The Kondo Problem to Heavy Fermions (Cam-
bridge Univ. Press, 1993).
[25] Critical behaviour of the other physical quantities and that
for the doping dependence in the non-symmetric case were also
discussed in ref. 23
[26] D. Vollhardt: Rev. Mod. Phys. 56 (1984) 99.
[27] We can consider the more general case with the hopping in-
tegrals between p-p and d-d orbitals as discussed in ref. 22
[28] In the case with n = 1, the chemical potential is restricted
to the region min(∆, 0) < µ < min(∆, U). When we consider
the MIT for n = 3, it is restricted to the parameter region
max(∆, 0) < µ < max(∆, U). However, the MIT for n = 3
is easily obtained from that for n = 1 using the particle-hole
transformation.
