Abstract. A bounded linear operator T on a Hilbert space is said to be homogeneous if ϕ(T ) is unitarily equivalent to T for all ϕ in the group Möb of bi-holomorphic automorphisms of the unit disc. A projective unitary representation σ of Möb is said to be associated with an operator T if ϕ(T ) = σ(ϕ) ⋆ T σ(ϕ) for all ϕ in Möb. In this paper, we develop a Möbius equivariant version of the Sz.-Nagy-Foias model theory for completely non-unitary (cnu) contractions. As an application, we prove that if T is a cnu contraction with associated (projective unitary) representation σ, then there is a unique projective unitary representationσ, extending σ, associated with the minimal unitary dilation of T . The representationσ is given in terms of σ by the formulâ Moreover, a cnu contraction T has an associated representation if and only if its Sz.-NagyFoias characteristic function θT has the product form θT (z) = π⋆(ϕz) * θT (0)π(ϕz), z ∈ D, where ϕz is the involution in Möb mapping z to 0. We obtain a concrete realization of this product formula for a large subclass of homogeneous cnu contractions from the Cowen-Douglas class.
Introduction
All Hilbert spaces in this paper are complex and separable. All operators are linear and bounded operators between Hilbert spaces. For any two Hilbert spaces H and K, B(H, K) denotes the Banach space of all operators from H to K. We shall abbreviate B(H, H) to B(H). The (Möbius) group of all bi-holomorphic self-maps of the unit disc D (in the complex plane C) shall be denoted by Möb. As a topological group (with the topology of locally uniform convergence) it is isomorphic to PSU(1, 1) and to PSL(2, R).
Recall from [12, 5, 1] that an operator T from a Hilbert space into itself is said to be homogeneous if ϕ(T ) is unitarily equivalent to T for all ϕ in Möb which are analytic in a neighbourhood of the spectrum of T . It was shown in [1] that the spectrum of a homogeneous operator T is either the unit circle T or the closed unit disc D, so that, actually, ϕ(T ) is unitarily equivalent to T for all ϕ in Möb. Recall that (see [11, 16, 18] for instance) a projective unitary representation σ of Möb on a Hilbert space H is a Borel function σ : Möb → U (H), satisfying σ(id) = I, for which there is a function m : Möb × Möb → T satisfying (1.1) σ(ϕ 1 ϕ 2 ) = m(ϕ 1 , ϕ 2 )σ(ϕ 1 )σ(ϕ 2 ), ϕ 1 , ϕ 2 ∈ Möb.
Here U (H) is the topological group of unitary operators on the Hilbert space H. Clearly σ determines the function m by the Equation (1.1) and m is Borel. This function is called the multiplier of σ. Clearly, m(ϕ, id) = 1 = m(id, ϕ). Evaluating σ(ϕ 1 ϕ 2 ϕ 3 ) in two different ways, one sees that the multiplier m of any projective unitary representation satisfies the identity (1.2) m(ϕ 1 , ϕ 2 )m(ϕ 1 ϕ 2 , ϕ 3 ) = m(ϕ 1 , ϕ 2 ϕ 3 )m(ϕ 2 , ϕ 3 ), ϕ 1 , ϕ 2 , ϕ 3 ∈ Möb.
Two projective unitary representations σ,σ of Möb living on the respective Hilbert spaces H, H are said to be equivalent if there is a unitary U : H → H and a Borel function f : Möb → T such thatσ(ϕ) = f (ϕ)U σ(ϕ)U * for all ϕ in Möb. In this paper, by the word "representation", we always mean a projective unitary representation of Möb.
We say that a projective unitary representation σ of Möb is associated with an operator T if
for all ϕ in Möb. We say that an operator from a Hilbert space into itself is an associator if there is a projective unitary representation of Möb associated with it. Clearly, all associators are homogeneous, though the converse is not true. However in [4, Theorem 2.2] it is shown that, conversely, each irreducible homogeneous operator is an associator (see also [13] ), and -further -its associated representation is unique up to equivalence. A huge number of (unitarily inequivalent) examples of homogeneous operators are known. (See the survey article [2] as well as the more recent papers [4, 9, 10] ). Since the direct sum (more generally direct integral) of homogeneous operators is again homogeneous, a natural problem is the classification (up to unitary equivalence) of atomic homogeneous operators, that is, those homogeneous operators which can not be written as the direct sum of two homogeneous operators. In this generality, this problem remains unsolved. A beginning in this direction was made in [4] where we classified the homogeneous scalar weighted shifts. Moreover, all the homogeneous operators in the Cowen-Douglas class have been described modulo unitary equivalence in the paper [10] . Clearly, irreducible homogeneous operators are atomic. In this connection, it is amusing to note that we know of only two examples of atomic homogeneous operators which are not irreducible. These are the multiplication operators -by the respective co-ordinate functions -on the Hilbert spaces L 2 (T) and L 2 (D). Both of these examples happen to be normal operators. We do not know if all atomic homogeneous operators are associators.
Recall that an operator T is said to be a contraction if T ≤ 1. The objective of this paper is to set up a theoretical framework for the eventual classification of all cnu contractive associators. This is achieved by an application of the Sz.-Nagy-Foias theory [14] of cnu (completely nonunitary) contractions. A contraction is said to be cnu if it has no unitary part (that is, if it cannot be written as the direct sum of two operators one of which is unitary). A contraction T is said to be pure if T x < x for all non-zero vectors x. The afore-mentioned theory attaches to any cnu contraction T a pure contraction valued analytic function on D, called the characteristic function of T . Two cnu contractions are unitarily equivalent iff their characteristic functions θ 1 and θ 2 coincide (that is, if and only if there exist two unitaries u and v such that uθ 1 (z) = θ 2 (z)v for all z ∈ D). In Section 2 of this paper, we briefly review this theory, mostly following Nikolski in [15] , but with some twists of our own. With any cnu contraction, we begin by associating its characteristic operator. It carries exactly the same information as the characteristic function; in fact it is easy to obtain one in terms of the other. But it is the characteristic operator which emerges most naturally from the study of minimal unitary (power) dilations. Of course, this notion was always implicit in the theory -we find it convenient to make it explicit. Another innovation is to emphasize the natural relationship between the Sz.-Nagy-Foias theory and the Möbius group. This is the content of Section 3. It is surprising that the role of the Möbius group in the Sz.-Nagy-Foias theory was never made explicit nor was it used to its full potential.
In Section 4 of this paper we exploit this relationship to prove that if T is a cnu contraction with associated (projective unitary) representation σ, then there is a unique projective unitary representationσ, extending σ, associated with the minimal unitary dilation W of T . Its existence is a theorem from [5] , while its uniqueness is quite easy to establish. What is surprising is that we are able to write an explicit and pretty formula forσ in terms of σ :
where D ± 1 are the two Discrete series representations (one holomorphic and the other antiholomorphic) living on the Hardy space H 2 (D), and π and π * are representations of the Möbius group living on the two defect spaces of T and explicitly defined in terms of σ by the rather mysterious formulae presented in Theorem 4.5. In the language of Mackey (see [11] ) the triple (W,σ, T) is a system of imprimitivity of the Möbius group. The imprimitivity relationship, in this case, is just the condition imposed by homogeniety on the operator W . Thus the study of cnu contractive associators via their minimal unitary dilation is an equivariant version of the model theory for contractions developed by Sz.-Nagy-Foias.
In continuation of these ideas, we obtain a characterization of cnu contractive associators, first in terms of their characteristic operators, and eventually in terms of their characteristic functions. This leads to a pleasant product formula for the characteristic function θ of any cnu contractive associator:
where for z ∈ D, ϕ z is the unique involution in Möb which interchanges 0 and z. Also, π, π * are two projective representations of Möb (living on the defect spaces of T ) with identical multipliers. The operator C is a pure contraction (from the space of π to the space of π * ) intertwining the restricted representations π| K and π * | K of the maximal compact subgroup K of Möb : K = {ϕ ∈Möb : ϕ(0) = 0}.
The representations π and π * of Möb which occur in the product formula are precisely the same representations which occur in the above description ofσ. In view of the product formula, we refer to the representations π and π * as the (right and left) companions of the operator with characteristic function θ. Notice that they are compatible in the sense of having identical multipliers. (Mutual compatibility is the obvious necessary and sufficient condition on a family of projective representations for its direct integral to define a projective representation.) As a converse, we show that whenever π and π * are two compatible projective unitary representations of Möb and C : H π −→ H π * is a pure contraction intertwining their restrictions to K, the function θ defined by the product formula (1.3) is a homogeneous characteristic function (that is, the characteristic function of a cnu contractive associator) -provided, of course, that θ is analytic. Thus, within the class of cnu contractions, the associators are characterized by the presence of such a product formula.
In the penultimate section, we find explicit product formulae for the characteristic functions of most of the irreducible homogeneous contractions in the Cowen-Douglas class B n (D) whose associated representation is multiplicity free. In the final section, we present a similar description for an extremal family in this class and state a conjectural complete description for the entire class.
In consequence of the results of this paper, the problem of classification of cnu contractive associators boils down to the following question. For any two compatible projective unitary representations π and π * of Möb, living on the Hilbert spaces H and H * , let V (π, π * ) denote the Banach space of all bounded operators C : H → H * such that C intertwines π |K and π * |K , and the function z → π * (ϕ z ) * Cπ(ϕ z ) is holomorphic on D. Determine V (π, π * ) and find all pure contractions in this space.
2.
Sz.-Nagy-Foias Theory.
In this section we provide a convenient summary of the theory of cnu contractions, their dilations and characteristic functions. This summary largely follows the exposition in [15] .
2.1. Minimal power dilations -isometric, co-isometric and unitary. If H is a Hilbert subspace of a Hilbert space K, i : H −→ K is the inclusion map and X : K −→ K is an operator, then T := i * Xi : H −→ H is called the compression of X to H and X is called a dilation of T . If, further, we have p(T ) = i * p(X)i for all polynomials p ∈ C[z], then T is called the power compression of X to H and X is called a power dilation of T . A famous lemma of Sarason (cf. [15] ) says that the dilation X of T is a power dilation if and only if H is a semi-invariant subspace (that is, the intersection of an invariant subspace with a co-invariant subspace) for X. If the power dilation X of T is an isometry/co-isometry/unitary then it is called an isometric/coisometric/unitary power dilation. If, further, there is no Hilbert space K 0 with H ⊆ K 0 ⊂ K such that the compression of X to K 0 is an isometric / co-isometric / unitary power dilation of T then X is called a minimal isometric/ co-isometric / unitary power dilation of T . Obviously T ≤ X for any (power) dilation X of T . Thus, for the existence of an isometric/co-isometric/unitary power dilation of T , T must be a contraction. A basic result due to Sz.-Nagy says that any contraction has a minimal isometric/co-isometric/ unitary power dilation, and it is essentially unique. We proceed to elaborate. However, in anticipation of this result, we shall use the definite article 'the' when talking of these minimal dilations. Also note that X is the minimal co-isometric dilation of T if and only if X * is the minimal isometric dilation of T * . Thus, for most purposes, it suffices to look at the minimal isometric and unitary dilations.
The following lemma clearly includes the uniqueness (though not existence!) of the minimal unitary (or isometric, or co-isometric) dilation. We shall need the full strength of this lemma in the next section.
Lemma 2.1. For i = 1, 2, let T i : H i −→ H i be Hilbert space contractions with corresponding minimal isometric/co-isometric/unitary power dilations T i : H i −→ H i . Let U : H 1 −→ H 2 be a unitary such that U T 1 = T 2 U . Then there is a unique unitary U :
Proof. First assume that T i are isometric dilations. We begin by proving the uniqueness. To this end, we claim that any unitary U as in the conclusion of this lemma satisfies, for n = 0, 1, 2, ...
for all x ∈ H 1 . This is easily proved by induction on n. Notice that this part of the proof does not make use of the minimality of the dilations. Now suppose T i are minimal isometric dilations. Then the closed linear span of the set
is invariant under T i and contains H i . The restriction of T i to this invariant subspace is an isometric power dilation of T i . Therefore, the minimality of the isometric dilation implies that A i is a total set in H i . Since (2.4) gives the value of U on A 1 , U is uniquely determined. To show existence of the unitary U , we verify that U , defined on the total set A 1 by (2.4) preserves the inner product and maps A 1 onto the total set A 2 , it then extends to a well-defined unitary. Next suppose T i is a minimal co-isometric dilation of T i for i = 1, 2. Then T i * is a minimal isometric dilation of T * i and U intertwines T * 1 and T * 2 . Therefore, by the previous part of this result, there is a unique unitary U which intertwines T * 1 and T * 2 and extends U . Then U intertwines T 1 and T 2 . This completes the proof in the case of co-isometric dilations. Notice that, in this case, the equation (2.4) applied to T * i shows that U satisfies, for n = 0, 1, 2, . . . ,
for all x ∈ H 1 , when T i are co-isometric dilations. Again, minimality of the dilations is not necessary for the validity of this equation.
Finally, let T i be a minimal unitary dilation of T i for i = 1, 2. By the observation above, we now have, for all n = 0, ±1, ±2, . . . , 
Thus, by definition, D and D * are contractions with dense range. These are called the defect operators of T , and their co-domains D and D * are called the defect spaces of T . In the existing literature, it is customary to indicate the dependence of these defect operators and spaces on the initial contraction T by means of a suffix in their names. We have departed from this established practice for typographical and esthetic reasons. We hope this will not cause any confusion and, in each case, the initial contraction will be clear from the context. The following result is, of course, well known. We include its proof for completeness and to ease the development of related ideas. Theorem 2.3. Every contraction T on a Hilbert space H has a minimal isometric (or coisometric) dilation. It is unique upto unitary equivalence (via a unitary which leaves the subspace H invariant and restricts to the identity operator on this subspace).
Proof. The uniqueness is immediate from Lemma 2.1 with T 1 = T 2 = T , H 1 = H 2 = H and U = I. If we prove the existence result in the isometric case then the co-isometric case follows by applying this result to the contraction T * . Thus it suffices to prove the existence of a minimal isometric dilation for T . LetT be the operator on the Hilbert space
We claim thatT is the minimal isometric dilation of T . Since S * S = I and D * D + T * T = I H and the range closure of D (viewed as an operator into D ⊗ H 2 , see Notation 2.2) equals the kernel of I ⊗ S, it follows thatT * T = I K . ThusT is an isometry. Since T is a diagonal entry of the upper triangular (block) matrixT , it follows thatT is a (power) dilation of T . (Note that H = 0 ⊕ H is co-invariant underT .) To show thatT is minimal, let K 0 be the closed linear span in K of the set {T n x : x ∈ H, n = 0, 1, 2, . . .}. We need to show that K 0 = K. Let {e n : n = 0, 1, 2, . . .} be the standard orthonormal basis of H 2 . (Thus e n (z) = z n , z ∈ D.) Clearly it suffices to show that v ⊗ e n ∈ K 0 for all v ∈ D and all n ≥ 0. We do this by induction on n. Trivially, this is true for n = 0 since D ⊗ e 0 is the range closure of D. This starts the induction.
Note that, for non-commuting variables a, b, c, we have :
as may be seen by induction on n.
But, by induction hypothesis,
Since D has dense range in D, it follows that v ⊗ e n ∈ K 0 for all v ∈ D. This completes the induction. Thus D ⊗ H 2 ⊆ K 0 . Since also, H ⊆ K 0 , it follows that K 0 = K. Thus, the operatorT defined by Equation (2.7) is indeed the unique minimal isometric dilation of T . Since the minimal co-isometric dilation of T is the adjoint of the minimal isometric dilation of T * , it follows that the unique minimal co-isometric dilationT * of T is given by the formula
Theorem 2.4. Every contraction T on a Hilbert space H has a minimal unitary dilation which is unique upto unitary equivalence. Explicitly, it is the unitary T on the Hilbert space
given by the formula
(Because of the well known identity Proof. Again, uniqueness follows from Lemma 2.1. To prove existence, let T be a minimal unitary dilation of T . Clearly the compressions of T to the subspaces generated by the vectors { T n x | n ≥ 0, x ∈ H} and { T n x | n ≤ 0, x ∈ H} are the minimal isometric and co-isometric dilations of T . Therefore, by the above, these compressions may be identified with the operators T andT * (given by the formulae (2.7) and (2.8)) and consequently these two subspaces are identified with
and is given by the formula in the statement of the theorem, except that the (1, 3)-entry of this block operator has an unknown entry A : D * ⊗ H 2 → D ⊗ H 2 . Now, since T * T = I, equating entries of this 'matrix equation', we find that A must satisfy (i) (
This determines A * on all pure tensors v ⊗ f and hence it is determined throughout D * ⊗ H 2 :
Thus A is determined by the requirements (i) and (ii). Since one readily verifies that iC * i * * satisfies (i) and (ii), it follows that we must have A = iC * i * * . It is now easy to see that this choice of A satisfies (iii) as well, so that T given above is an isometry. Since T * is obtained from this formula for T by replacing T by T * (and, consequently, replacing D by D * and so on) it follows that T is also a co-isometry. Therefore, T is a unitary.
Characteristic Operators and Characteristic Functions.
We continue with the setup introduced above. Thus T is a contraction on a Hilbert space H with defect spaces D, D * , and defect operators D, D * . The minimal unitary dilation T of T lives on the space
and is given explicitly as in Theorem 2.4. From this description, one sees that there is a 'visible' copy
It is invariant under the dilation operator T , and the restriction of T to this subspace is a copy of the unilateral shift of multiplicity dim(D). It turns out that there is also an 'invisible' copy F * of D * ⊗ H 2 inside H which is also invariant under T and such that the restriction of T to F * is a copy of the unilateral shift of multiplicity dim(D * ).
(The visible copy of D * ⊗ H 2 inside the dilation space is co-variant under T .) Namely, we have :
Since T is a unitary, it follows that T * m (D * ⊗ 1) ⊥ D * ⊗ 1, m > 0, and therefore the sum is an orthogonal direct sum, clearly invariant under T . If we define Ψ :
where e n , n = 0, 1, 2, . . . is the standard orthonormal basis of H 2 (thus e 0 = 1 and e n = Se n−1 for n ≥ 1), then it immediately follows that Ψ is a unitary which intertwines I ⊗ S with T | F * . Now, the characteristic operator Θ of the contraction T is defined to be the 'part' of T * which goes from F to F * . That is, Θ := j * * T * j, where j : F → H and j * : F * → H are the respective inclusion maps. We use the unitary Ψ to identify F * with D * ⊗ H 2 . After this identification, we have Θ :
Let's calculate the characteristic operator Θ explicitly. We need the following formula for the restriction of the projection j * * to H :
Here, the vectors α n (x) ∈ D * are uniquely determined by the requirement x − T n (α n (x) ⊗ 1) ⊥ T n (α n (x) ⊗ 1). So, we need to show that α n (x) = D * T * n−1 x for n ≥ 1. Clearly, it suffices to show that α 1 (x) = D * x and α n+1 (x) = α n (T * x) for n ≥ 1. Now, using the explicit form of T given in Theorem 2.4, we compute :
Here, to obtain the penultimate equality, we have used the identities D * * D * = I − T T * and C * D * = −DT * . The last equality is a result of elementary formal manipulations. Thus, we get α 1 (x) = D * x. Next, we observe :
Here, the first equality is because of unitarity of T . The second equality holds since, for x ∈ H, we have
The last equality is from the definition of α n (·). Thus we get α n+1 (x) = α n (T * (x)).
Now we are ready to obtain the formula for the characteristic operator :
Theorem 2.6. When its domain and co-domain are viewed as Hilbert spaces of vector-valued analytic functions, the characteristic operator Θ :
is the analytic function defined by :
Proof. A calculation using the explicit form of T from Theorem 2.4 shows that, for v = Dx ∈ D,
Therefore, using Ψ to identify the target with D * ⊗ H 2 , we get :
where θ(·) is as in the statement of this theorem. Thus, the action of Θ on the subspace D ⊗ 1 of D-valued constant functions is as stated. We claim that Θ intertwines the compressions
. Granting this claim for the moment, we get, for v ∈ D and m ≥ 0,
Thus the action of Θ on the vectors v ⊗ e m is as stated. Since these vectors span D ⊗ H 2 , this proves the theorem, subject, of course, to verification of the intertwining property of Θ claimed above.
To verify this claim, let p, p * : H → H be the orthogonal projections onto the subspaces T * (D ⊗ 1) and T (D * ⊗ 1) respectively. Since T is a unitary and jj * and j * j * * are the orthogonal projections onto F and F * respectively, it follows that T * (jj * ) T and T (j * j * * ) T * are the orthogonal projections onto
The analytic function θ obtained in this theorem is called the characteristic function of the contraction T . Note that, from its definition, the characteristic operator is clearly a contraction: Θ ≤ 1. In consequence, the characteristic function is a contraction-valued analytic function: θ(z) ≤ 1∀z ∈ D. From its explicit formula, it is easy to verify that θ is pure contraction valued. While θ clearly determines Θ by the formula Θ(f ) = (z → θ(z)f (z)), specialising this formula, we find that, conversely, Θ determines θ by : θ(z)v = Θ(v ⊗ 1)(z). Thus, the characteristic function and the characteristic operator encode the same information about the contraction T .
If T is a contraction and U is a unitary, then T and T ⊕ U have the same pair of defect operators and defect spaces. It readily follows that if, as above, T is the minimal unitary dilation of T , then the minimal unitary dilation of T ⊕ U is T ⊕ U . In consequence, T and T ⊕ U have the same characteristic operator and function. Thus, the characteristic function does not see the unitary parts of the contraction. Therefore, in order that the characteristic function may really characterise the contraction, it is necessary to restrict ourselves to the class of completely non-unitary (cnu) contractions. Recall that a contraction T is said to be cnu if it has no unitary part (direct summand). Every contraction can be written uniquely as the direct sum of a cnu contraction and a unitary. Now, let T andT be two contractions. For each of the constructs attached to T in the above, we shall indicate the corresponding construct forT by a tilde. For instance, D is the first defect space ofT andθ is the characteristic function ofT . We shall say that the characteristic operators Θ andΘ coincide (respectively,the characteristic functions θ andθ coincide) if there are unitaries v :
. Clearly, the characteristic operators coincide if and only if the characteristic functions coincide (via the same pair of unitaries).
Let G and G * be the reducing subspaces for T generated by F and F * , respectively. That is,
and D * ⊗ L 2 (T) in the obvious fashion. The inclusion maps j : F →Ĥ and j * : F * →Ĥ extend naturally to G and G * . Since the formula for j * * (x), x ∈ H, obtained in Lemma 2.5 remains valid for the extended j * , it follows that the characteristic operator Θ also extends to G. Moreover, it is given by the same formula, namely, Θ = j * * T j. In the proof of the following theorem, j, j * and Θ denote these extensions.
Theorem 2.7. If T andT are unitarily equivalent contractions then their characteristic functions θ andθ coincide. Conversely, if T andT are cnu contractions whose characteristic functions coincide, then T andT are unitarily equivalent.
Proof. First suppose T andT are unitarily equivalent. Say U : H → H is a unitary such that U T =T U . Clearly U restricts to two unitaries u : D → D and u * : D * → D * . Then it easy to verify that (u ⊗ I) ⊕ U ⊕ (u * ⊗ I) intertwines the minimal unitary dilation T and T . (This is an instance where the intertwiner between a pair of contractions lifting an intertwiner between the dilations -guaranteed by Lemma 2.1, can be made explicit.) In consequence, a computation shows that (u * ⊗ I)Θ =Θ(u ⊗ I). This proves the easy direct part of the theorem. (One needs to be careful here : in the last two sentences, u * ⊗ I refers to two distinct operators, going between different spaces.) This part may also be proved by a direct appeal to the explicit formula (Theorem 2.6) for the characteristic function.
For the converse, let T andT be cnu contractions such that their characteristic functions θ andθ coincide. Since G and G * are reducing subspaces for T , the subspace M := (G + G * ) ⊥ is a reducing subspace of T contained in H. Therefore, M is reducing for T and
defining the spaces G and G * corresponding to the cnu contractionT , we get G + G * = H.
Let v and v * be as in the definition of coincidence. With the identification of G and G * with D ⊗L 2 (T) and D * ⊗L 2 (T), respectively, we have the unitaries v ⊗I : G → G and v * ⊗I : G * → G * .
In view of the preceding paragraph, there is at most one isometry U : H → H which restricts to (v ⊗ I)| G and (v * ⊗ I)| G * on G and G * respectively. Further, if it exists, then this isometry U is automatically a unitary. We proceed to verify the obvious consistency requirement for the existence of such a unitary extension. For x ∈ G and x * ∈ G * , we have,
Here, we have used j and j * to denote the inclusion maps from G and G * into H, and likewise for T (we are running out of notations!). The first equality is obtained because of the intertwining relation (v * ⊗ I) T * = T * (v ⊗ I). The fourth equality is obtained by applying the intertwining relation (v * ⊗ I)Θ =Θ(v ⊗ I), with the definitions of Θ andΘ substituted. Thus, for x ∈ G and x * ∈ G * , we have (v ⊗ I)x, (v * ⊗ I)x * = x, x * . Hence we have the unitary U : H → H defined by
for x ∈ G and x * ∈ G * . Now, it is easy to verify that this unitary intertwines T with T and maps H onto H. Hence its restriction to H is a unitary intertwining T withT . Thus T andT are unitarily equivalent.
3. Möbius-equivariance of Sz.-Nagy-Foias Theory
We begin this section by listing some notations to be used throughout the rest of the paper. Notation 3.1.
(a) Choose and fix a Borel square root function s : T → T, satisfying s(1) = 1. That is, for each β ∈ T, s(β) is one of the two square roots of β. Define the function c : Möb × D → C as follows. For ϕ in Möb , ϕ can be written uniquely as ϕ(z) = β
(Thus, c is a function, fixed throughout this paper, which is Borel in the first argument and analytic in the second argument, such that its point-wise square is (ϕ, z) → ϕ ′ (z).) Notice that for fixed ϕ ∈ Möb , z → c(ϕ, z) is a non-vanishing analytic function on a neighbourhood of D. In consequence, for any contraction T , the operator c(ϕ, T ) (obtained by plugging T into the second slot of c) is a well-defined and invertible bounded linear operator.
Thus ϕ → ϕ * is the unique outer automorphism of Möb (modulo inner automorphisms). For any projective unitary representation σ of Möb, let σ ♯ denote the representation given by σ ♯ (ϕ) = σ(ϕ * ), ϕ ∈ Möb. Note that if m is the multiplier of σ, then the multiplier m # of σ ♯ is given by the formula
The anti-holomorphic discrete series representation D
Here m 0 denotes the multiplier of D
(a) Evaluating both sides of the equation
By the chain rule for differentiation, the square of the right hand side in this equation is equal to 1. Hence m 0 is ±1 valued. We shall often use this observation in what follows, without further mention. (b) Let ϕ 1 , ϕ 2 ∈ Möb be given by ϕ i (z) = β i z−α i 1−ᾱ i z , i = 1, 2. Let ϕ := ϕ 1 ϕ 2 be given by ϕ(z) = β z−α 1−ᾱz . Thus α 1 , α 2 ∈ D and β 1 , β 2 ∈ T. Also, α, β are explicit functions of α i and β i , i = 1, 2. Then, using the defining formula for c and the Equation (3.9), we get
(c) Specializing Equation (3.10), we see that if ϕ ∈ Möb is given by ϕ(z) = β z−α 1−ᾱz , then we have
(d) Using Equaion (3.10), it is easy to verify that m 0 (ϕ In the following, we fix a contraction T and a Möbius map ϕ. For each of the constructs corresponding to the (arbitrary but fixed) contraction T introduced above, the corresponding construct for ϕ(T ), which is also a contraction, will be indicated by a ϕ in the superscript. For instance, D ϕ and D ϕ * are the defect operators for ϕ(T ), and so on. The proof of the following Lemma is a straightforward verification and is omitted.
In consequence, there are unitaries (obviously depending on ϕ) u : D → D ϕ and u * : D * → D ϕ * which are uniquely determined by the identity
Lemma 3.4. Let T be the minimal unitary dilation of a contraction T . Then for any ϕ in Möb,
, where
(The explicit formula for A ϕ 13 is irrelevant for our purpose.) Proof. Since T has a 3 × 3 upper triangular block decomposition (given by Theorem 2.4), it is obvious that so has ϕ( T ), and its diagonal blocks are as above. Next, we wish to find the (1, 2)th entry A ϕ 12 of ϕ( T ). Take ϕ(z) = β(z − α)(1 − αz) −1 ( |β| = 1, |α| < 1). We have (I − α T )ϕ( T ) = β( T − αI). Equating the (1, 2)th entries of this matrix equation, we get
Therefore, we have
A similar computation shows that the (2, 3)th entry A
Now we have :
Theorem 3.5. For any contraction T and Möbius map ϕ, the minimal unitary dilations ϕ(T ) and T (of ϕ(T ) and T ) are related by the formula ϕ(T )V = V ϕ( T ), where the unitary operator V : H → H ϕ , depending on ϕ, is given by
, where u and u * are the unitaries given in Lemma 3.3.
Proof. The identities in Lemma 3.3 clearly imply that a contraction K is an isometry/coisometry/ unitary if and only if ϕ(K) is. In consequence, ϕ( T ) is a minimal unitary dilation of ϕ(T ). Therefore, we may apply Lemma 2.1 with T 1 = ϕ(T ) = T 2 and U = I to get a unique unitary V : H → H ϕ such that ϕ(T )V = V ϕ( T ) and V | H = I. Now, (D ⊗ H 2 ) ⊕ H is the unique subspace of H on which ϕ( T ) restricts to a minimal isometric dilation of ϕ(T ) Similarly, (D ϕ ⊗H 2 )⊕H is the only subspace of H ϕ on which ϕ(T ) restricts to a minimal isometric dilation of ϕ(T ). Since the unitary V intertwines ϕ( T ) with ϕ(T ), it follows that V maps ( 
Note that Lemma 3.3 implies that D and D ϕ are isomorphic Hilbert spaces, so that these two avatars of I ⊗ S may be identified. Now, the commutant of I ⊗ S is well-known. If the Hilbert space on which I ⊗ S lives is identified with a Hilbert space of vector-valued functions, then this commutant consists of (multiplication by) operatorvalued bounded analytic functions on the disc. In particular, any unitary commuting with I ⊗ S must be given by a unitary-valued analytic function. But, by the strong maximum modulus principle, any unitary-valued analytic function is a constant function. Thus, reverting to the tensor product notation, we see that any unitary commuting with I ⊗ S must be of the form w ⊗ I. Coming back to our particular situation, we conclude that there is a unitary w :
is the representation associated with S * , comparing the (3, 3)th entry of the intertwining relation, it follows that there is a unitary w * :
To conclude the proof, it now suffices to show that w = m 0 (ϕ, ϕ −1 )u and w * = m 0 (ϕ, ϕ −1 )u * . Now, equating the (1,2)th entries of the intertwining relation (using the new-found diagonal formula for V ), we get i ϕ D ϕ = (w ⊗ D + 1 (ϕ)c(ϕ, S))iDc(ϕ, T ). Evaluating both sides at an arbitrary x ∈ H, we obtain
, where the last equality comes from the defining equation for u from Lemma 3.3. Since c(ϕ, T ) is invertible and D has dense range, this forces w = m 0 (ϕ, ϕ −1 )u.
Similarly, equating the (2, 3)th entry in the intertwining relation, we obtain (i
Here the last equality follows from the defining equation for u * given in Lemma 3. 
Theorem 3.6. Let Θ and θ be the characteristic operator and characteristic function of a contraction T . Let ϕ ∈ Möb . Let Θ ϕ and θ ϕ be the characteristic operator and characteristic function of the contraction ϕ(T ). Then we have :
Hence, θ ϕ coincides with θ • ϕ −1 .
(Here u and u * are the unitaries given in Lemma 3.3.)
Proof. Recall that Θ (respectively Θ ϕ ) is the operator of multiplication by θ (respectively θ ϕ ). Therefore, assuming (b) ( θ ϕ = u * (θ • ϕ −1 )u * ), we get that, for f ∈ D ⊗ H 2 and ϕ in Möb,
Thus, (b) implies (a). Reversing this computation, we see that (a) implies (b). So (a) and (b) are equivalent statements. So it suffices to prove (b).
To prove (b), notice the easily verifiable (and wellknown) identities
Now, in view of the formula for θ (and the corresponding formula for θ ϕ ) from Theorem 2.6, and the identities from Lemma 3.3 defining the unitaries u and u * , we have:
(Here, for the penultimate equality, we have used the two identities displayed above, with T in place of w.) Since D ϕ has dense range, we get u * θ(z)u * = θ ϕ (ϕ(z)). Replacing ϕ(z) by z, we obtain (b).
Remark : While the formula in (b) above (as well as its proof) is well known and essentially already contained in Sz-Nagy-Foias [14] , the equivalent formula (a), describing the transformation property of the characteristic operator under the Möbius group, is new. So is the obviously closely related Theorem 3.5 describing the transformation property of the minimal unitary dilation itself under this group. We believe that, although the characteristic function is a computationally useful tool (as we hope to display further in the planned sequel to this paper), the characteristic operator is theoretically more basic. Accordingly, there ought to be a straightforward (and more revealing) proof of part (a) of Theorem 3.6 directly from the dilation theory (perhaps from Theorem 3.5) without having to go through the formula in part (b), as we have been forced to go. Unfortunately we have failed to find this direct proof. An obstacle is that the characteristic operator does not behave nicely with respect to the intertwining unitary V of Theorem 3.5. In particular, V does not take the range of Θ to that of Θ ϕ .
Dilating associated representations and the product formula

Dilation of representations.
Recall from Section 1 that an associator is a Hilbert space operator with an associated (projective) unitary representation of the group Möb. Thus all associators are homogeneous operators, and all irreducible homogeneous operators are associators. The following theorem is contained in [5] . However, since a projective representation is a Borel function satisfying a transformation property, to complete the proof of this theorem it is necessary to verify that the extensionσ is a Borel function. This subtelity was overlooked in [5] .
Theorem 4.1. Let T be a contractive associator on the Hilbert space H. Let σ be a projective representation of Möb associated with T and let T : H → H be the minimal unitary dilation of T . Then there is a unique projective representationσ of Möb living on H such thatσ is associated with T and extends σ (that is, σ occurs as a direct summand ofσ). In consequence, T is an associator.
Proof. Fix ϕ ∈ Möb . Notice that for any unitary U and for ϕ ∈ Möb , ϕ(U ) is a unitary. Therefore, ϕ( T ) is the minimal unitary dilation of ϕ(T ). Therefore, applying Lemma 2.1 to T 1 = ϕ(T ), T 2 = T and U = σ(ϕ), we get a unique unitaryσ(ϕ) on H extending σ(ϕ) such that
This defines a functionσ : Möb → U ( H). To complete the proof, it suffices to show that it is indeed a projective representation of Möb.
Firstly, since σ : Möb → U (H) is a Borel map, the set {(ϕ, U ) : U | H = σ(ϕ), U ϕ( T ) = T U } is clearly a Borel subset of Möb × U ( H). But, because of the strong uniqueness of the mapσ discussed above, this set is simply the graph ofσ. Thus,σ is a map between two standard Borel spaces with a Borel graph. Thereforeσ is a Borel function (cf. Theorem 4.5.2 in [17] ) .
Let m be the multiplier of the projective representation σ. Now,σ(ϕ 1 )σ(ϕ 2 ) extends σ(ϕ 1 )σ(ϕ 2 ) and intertwines (ϕ 1 ϕ 2 )( T ) and T . Therefore, m(ϕ 1 , ϕ 2 )σ(ϕ 1 )σ(ϕ 2 ) extends m(ϕ 1 , ϕ 2 )σ(ϕ 1 )σ(ϕ 2 ) = σ(ϕ 1 ϕ 2 ) and intertwines (ϕ 1 ϕ 2 )( T ) with T . Sinceσ(ϕ 1 ϕ 2 ) does the same thing, the uniqueness statement in Lemma 2.1 implies that
for all ϕ 1 , ϕ 2 ∈ Möb . This proves thatσ is a projective representation.
Clearly, a similar argument shows that the minimal isometric dilationT of a contractive associator T is again an associator, and any given (projective) representation σ associated with T extends uniquely to a representationσ associated withT . But we can do even better. We find explicit formulae forσ andσ in terms of σ. This is the content of the next few results. What is even more surprising is that these formulae involve the natural discrete series (holomorphic and anti-holomorphic) projective representations D 
Proof. Using Equation (2.7) and arguing as in the proof of Lemma 3.4, we get
Now, let σ 0 be the projective representation of Möb living in D ⊗ H 2 such thatσ = σ 0 ⊕ σ. Thus, σ 0 (ϕ) ⊕ σ(ϕ) intertwinesT and ϕ(T ). That is,
Substituting the formulae forT and ϕ(T ) and equating the (1, 1)th entry in the resulting matrix equation, and arguing as in the proof of Theorem 3.5, we see that there is a unique unitary π(ϕ) on D such that σ 0 (ϕ) = π(ϕ) ⊗ D 
Proof. Arguing as in the proof of Theorem 4.2, we see thatσ
, where π * is a projective representation of Möb living on D * . To find the formula for π * , note that T * * is the minimal isometric dilation of the contractive associator T * and σ # is an associated representation of T * . Thusσ
) is the unique representation associated withT * * and extending σ # . Therefore, by Theorem 4.2 applied to T * , we see that π
But it is easy to see from Equation (3.11) that c(ϕ * ,z) = m 0 (ϕ, ϕ −1 )c(ϕ, z). Hence c(ϕ * , T * ) = m 0 (ϕ, ϕ −1 )c(ϕ, T ) * . Thus we get the above formula for π * .
Since the minimal unitary dilation T of a contraction T is built by gluing together its (minimal) isometric and co-isometric dilations as described in Theorem 2.4, it follows that : The appearance of the representations π and π * in these two theorems is rather mysterious. We give below a direct verification that these are indeed projective representations of the group Möb.
Theorem 4.5. Let T be a contractive associator with associated representation σ. Then the functions π : Möb → U (D) and π * : Möb → U (D * ) given by the formula
are projective representations of Möb. If m is the multiplier of σ then the common multiplier of π and π * is m · m 0 (pointwise product).
Proof. Clearly π and π * are Borel functions. For ϕ 1 , ϕ 2 in Möb we get from Equation 3.9
. It is clear from the formula for π that π(id) = I. Therefore, to show that π is a (projective unitary) representation with multiplier m · m 0 , it only remains to establish that π(ϕ) is unitary for all ϕ in Möb. In view of the 'quasi-homomorphism' property of π already verified, it suffices to show that π(ϕ) is an isometry. Now, to verify that π(ϕ) is an isometry, one observes: Proof. It suffices to show that if η is a bounded linear functional on A(D) such that η(ϕ) = 0 for all ϕ ∈ Möb,then η ∼ = 0. Note that A(D) may be viewed as a closed subspace of C(T), the space of continuous functions on T. Therefore, by Hahn-Banach Theorem and the Riesz representation Theorem, there is a complex Borel measure µ on T such that η(f ) = f dµ, f ∈ A(D). For n ≥ 0, let e n in A(D) be the function z → z n . By Mergelyan's Theorem, the set {e n : n ≥ 0} is a total set in A(D). Therefore, to complete the proof, it suffices to show that ϕdµ = 0 for all ϕ in Möb implies e n dµ = 0 for all n ≥ 0. Take ϕ(z) = z−α 1−ᾱz , where α ∈ D is arbitrary. Note that we have the representation (Taylor expansion)
where the series converges in the norm of A(D). Therefore, integrating with respect to µ, we get
Hence e n dµ = 0 for all n ≥ 0.
Notation 4.7. For z ∈ D, ϕ z is the unique involution (element of order 2) in Möb which interchanges 0 and z. Explicitly, we have ϕ z (w) = z−w 1−zw for w ∈ D. Also, K = {ϕ ∈ Möb : ϕ(0) = 0} = {z → βz : β ∈ T} is the standard maximal compact subgroup of Möb.
Theorem 4.8. Let T be a cnu contractive associator with associated representation σ. Then its characteristic function θ is given by θ(z) = π * (ϕ z ) * Cπ(ϕ z ), z ∈ D, where π and π * are the representations (living on D and D * ) given in Theorem 4.5, and C : D → D * is the pure contraction given by Cx = −T x, x ∈ D (which intertwines π| K and π * | K ).
Conversely, if π * , π are projective unitary representations of Möb with a common multiplier, and C is a purely contractive intertwiner between π| K and π * | K such that the function θ defined by θ(z) = π * (ϕ z ) * Cπ(ϕ z ) is analytic on D, then θ is the characteristic function of a cnu contractive associator.
Proof. Using the formulae for π(ϕ)D and π * (ϕ)D * from Theorem 4.5 and the easy identity CD = −D * T , we get, when T is a cnu contractive associator and ϕ ∈ Möb,
Taking ϕ = k ∈ K in Equation (4.14), we get π
Since D has dense range, this shows that
Thus C intertwines π| K and π * |K. Taking ϕ = ϕ z , z ∈ D, in Equation (4.14) and noting that
Since D has dense range, this proves the product formula for θ. For the converse, let θ(z) := π * (ϕ z ) * Cπ(ϕ z ) be an analytic function. Since C is a pure contraction and θ(z) is obtained from C by pre-and post-multiplying by unitaries, it follows that θ is pure contraction valued. Hence by [14] , θ is the characteristic function of a cnu contraction T : H → H. Since ϕ 0 ∈ K, C intertwines π(ϕ 0 ) with π * (ϕ 0 ). Therefore C = π * (ϕ 0 ) * Cπ(ϕ 0 ) = θ(0). Since θ is given in terms of T by Theorem 2.6, it follows that the domain and codomain of C are the defect spaces D, D * of T . For ϕ ∈ Möb and w ∈ D, write ϕ w ϕ = kϕ z where k ∈ K and z = (ϕ w ϕ) −1 (0) = ϕ −1 (w). Then we have
(Here, for the second and fourth equality we have used the assumption that π * and π are projective representations with a common multiplier. For the penultimate equality, the assumption that C intertwines π| K and π * | K has been used.) Now, part (b) of Theorem 3.6 implies that the characteristic function θ ϕ of ϕ(T ) is related to θ by the equation
where u(ϕ), u * (ϕ) are the unitaries given by Lemma 3.3. Thus, θ ϕ coincides with θ. Therefore, following the proof of Theorem 2.7 (withT = ϕ(T ) and
H → H be the unitary obtained by restricting m 0 (ϕ, ϕ −1 )U (ϕ) * to H. Since T and ϕ(T ) are the compressions of T and ϕ(T ) (respectively) to H, it follows that ϕ(T ) = σ(ϕ) * T σ(ϕ), ϕ ∈ Möb. Therefore, to complete the proof, it suffices to show that ϕ → σ(ϕ) is a projective unitary representation of Möb. We shall do so by finding an explicit formula for σ(ϕ). Indeed we shall find a total subset Z of H on which σ(ϕ) acts as a signed permutation. Explicitly, for n ≥ 0, let e n ∈ A(D) be as in the proof of Lemma 4.6. Then the proof of Theorem 2.7 (converse part) shows that
is a total set in H, and U (ϕ) is given on this total set by the formulae (for n ≥ 0,
Since, by the spectral theorem, f → f ( T ) is a contractive linear transformation from A(D) to B(Ĥ) and since the set X above is total in H, Lemma 4.6 implies that the set Let p be the orthogonal projection from H onto H. It follows from Lemma 3.4 that, for x ∈ D,
and, in terms of the notation in Lemma 3.4,
Since the image under p of the total subset Y of H is a total subset of H, and since c(ψ, 0) = 0, it follows that the set
H → H ϕ be the 3 × 3 block diagonal unitary given by
By Theorem 3.5, we have
Therefore, letting q be the orthogonal projection from H ϕ onto H, we have
Now we compute
Here the penultimate equality is by Equation (3.9) with ϕ 1 = ϕ, ϕ 2 = ϕ −1 ψ −1 . Note that, up to scaling, c(ϕ * , ·) is the Szegö kernel at ϕ −1 (0). Therefore, c(ϕ * , ·) is an eigenvector of S * with eigenvalue ϕ −1 (0). Hence c(ϕ * , ·) is an eigenvector of c(ψϕ, S * ) with eigenvalue c(ψϕ, ϕ −1 (0)). Hence we get
(Here the last equality is by (3.9) with ϕ 1 = ϕ, ϕ 2 = ϕ −1 ψ −1 , z = 0.) Therefore we have
Since c(ψ, 0) = 0 and σ(ϕ) * p = m 0 (ϕ, ϕ −1 )qU (ϕ), it follows from the equations (4.15) and (4.17) 
. Doing the substitutions ψ → ψϕ −1 , x → π(ϕ)x, x * → π * (ϕ)x * , we conclude that σ(ϕ) is determined by its values on the total set Z of Equation (4.16) by the formula Let m be the common multiplier of π and π * . Applying Equation (1.1) to π, π * and applying Equation (1.2) to m 0 , it is trivial to conclude from Equation (4.18) that the two unitaries σ(ϕ 1 ϕ 2 ) and (m · m 0 )(ϕ 1 , ϕ 2 )σ(ϕ 1 )σ(ϕ 2 ) agree on the total set Z. Therefore these two unitaries are equal. Thus, σ is a projective representation with multiplier m · m 0 (pointwise product). Since σ is associated with T , T is an associator.
Contractive associators in the Cowen-Douglas classes: the generic case
By Theorem 4.8, the characteristic function of any cnu contractive associator is given as a product involving two "companion representations" π, π * of Möb, and a "middle operator" C. The object of this section and the next is to demonstrate that, in any concrete case, the explicit determination of this product formula is a highly non-trivial and challenging problem.
Note that, for any operator T , T is a cnu contraction if and only if T * is. Further, T is an associator if and only if T * is. Indeed, if the representation σ is associated with T , then σ # is an associated representation of T * . If θ is the characteristic function of T , then the characteristic function θ * of T * is given by the formula θ * (z) = θ(z) * , z ∈ D. In consequence, if π, π * , C are the companions and the middle operator for T , then those of T * are π # * , π # , C * (respectively). Thus, the explicit determination of the product formula for T and T * are equivalent problems.
We shall say that an associator T is multiplicity free if T has an associated representation σ which is multiplicity free, i.e., σ is a direct sum of mutually inequivalent irreducible projective unitary representations of Möb.
Recall that for positive integer n, the Cowen-Douglas class of rank n, denoted B n (D), is the class of all bounded linear operators T such that for all w ∈ D, T − wI has dense range and a kernel of dimension n. We shall denote by B * n (D) the class of all operators whose adjoint is in B n (D).
In Theorem 5.13 of this section, we determine the product formula for generic contractive associators in B * n (D) such that the associated representation is multiplicity free. All multiplicity free irreducible associators in B * n (D) were described in [9] . In [10] , it was shown that upto unitary equivalence these are all. We now describe them explicitly. However, our parametrization is slightly different. The parameters µ i here are µ 2 i in the notation of [9, 10] . We have been forced into this re-parametrization by the contingencies of the proofs.
is non-negative definite if and only if λ ≥ 0 and µ ≥ 0 (entrywise).
is the reproducing kernel of H (λ,µ) .
(Here ∂ and∂ denote partial differentiation with respect to z andw, respectively.)
Proof. Suppose B (λ,µ) is a non-negative definite kernel. Then each diagonal entry in the matrix defining B (λ,µ) is a scalar valued non-negative definite kernel on D. In particular, the kernel (z, w) → µ 0 (1 − zw) −λ , being the top left corner entry of B (λ,µ) , is non-negative definite. Since µ 0 > 0, this forces λ ≥ 0.
Let e = 0≤j<n e j , where {e j : 0 ≤ j < n} is the standard basis of R n . Then, by the construction of the functional Hilbert space H (λ,e) , this space is the orthogonal direct sum of n subspaces with reproducing kernels B (λ,e j ) , 0 ≤ j < n. Since B (λ,µ) = 0≤j<n µ j B (λ,e j ) is assumed to be non-negative definite, it therefore follows from Lemma 5.1 that µ ≥ 0.
For the converse, note that when λ ≥ 0, µ ≥ 0, [9] shows that B (λ,µ) is the reproducing kernel of H (λ,µ) , and hence it is non-negative definite.
For integers k ≥ 0 and real
denote the bounded operator of k times differentiation. The exact domain and co-domain of any occurrence of this operator should be clear from the context.
, where A ij = 0 for i < j and
Proof. We verify the equality
, where A is the block operator given in this lemma. Note that, for 0 ≤ ℓ < n and f = ⊕
n , the ℓth component of
, where α j is the difference between the two sides of (5.19) below. Therefore to complete the proof it suffices to show that:
Note that it is enough to prove the identity (5.19) for j = 0. The general identity then follows form this special case after the substitutions λ → λ + 2j, i → i − j and ℓ → ℓ − j. Now using the trivial identity 1
it is easy to prove by finite induction on k that
The j = 0 case of the identity (5.19) is just the k = ℓ case of the last identity. Proof. We verify the equality Γ (λ+1,µ ′ ) B = iΓ (λ,µ) , where B is the block operator given above.
Note that, for 0 ≤ ℓ < n and f = ⊕
, where β j is the difference between the two sides in (5.20) below. Therefore, to complete the proof, it suffices to show that:
Note that to prove the identity (5.20), it is enough to verify it for the case j = 0. The general case follows from its special case j = 0 on substituting i → i − j, ℓ → ℓ − j and λ → λ + 2j. Using the trivial identity
it is easy to prove by finite induction on k that , for 0 ≤ k ≤ ℓ,
The j = 0 case of (5.20) is just the case k = ℓ of this last identity.
Remark 5.5. Note that Lemma 5.4 shows that for all λ ≥ 0 and all µ, µ ′ ∈ R n + , the Hilbert space H (λ,µ) is contained in H (λ+1,µ ′ ) , and the corresponding inclusion map is bounded. Since the polynomials are dense in all these spaces, it follows that H (λ,µ) is densely contained in H (λ+1,µ ′ ) .
Lemma 5.6. The operator M (λ,µ) is a contraction if and only if λ ≥ 1 and
Then a computation shows that
It is well known that if H is a Hilbert space of holomorphic functions on D with reproducing kernel K, then the multiplication operator M on H is a contraction if and only if the kernel (z, w) → (1 − zw)K(z, w) is non-negative definite. Therefore, Lemma 5. 
Lemma 5.8. Let M (λ,µ) be a generic contraction. Let D and D be the first defect operator and the first defect space (respectively) of M (λ,µ) . Then there exists µ ′ ∈ R n + and a unitary operator
Proof. Let us write M for M (λ,µ) and i : H (λ,µ) → H (λ+1,µ ′ ) be the inclusion map. Since i has a dense range, it suffices to show that the map U : Dh → ih (h ∈ H (λ,µ) ) preserves inner product (and hence is well defined) for suitable choice of µ ′ . That is, we must show
In view of Lemma 5.3 and Lemma 5.4, it suffices to show that B * B = I − A * A. Fix indices 0 ≤ j ≤ k < n. Equating the (j, k)th blocks of the two sides, we see that we must prove:
Substituting the formulae for these blocks from Lemma 5.3 and 5.4, we are reduced to proving
Because of the genericity assumption on M , we may choose µ ′ ∈ R n + given by
Substituting these values of µ ′ in the last equation, we see that, in order to show that this choice of µ ′ works, we need to prove:
Note that both sides of this equation are linear combinations of
, k ≤ i < n, with operator valued coefficients. Therefore, equating corresponding coefficients, we find that in order to complete the proof we must show that the operators a ij , b ij defined in Lemma 5.3 and 5.4 satisfy:
For integers p ≥ 0, let h p ∈ H (λ+2k) be the function defined by h p : z → z p . Since, up to suitable scalar factors, these vectors form an orthonormal basis of H (λ+2k) , to verify the operator identities given above it suffices to note that both sides map each fixed h p into the same vector. We omit the elementary details of this verification.
Lemma 5.9. Let M (λ,µ) be a generic contraction. Let D * and D * denote the second defect operator and the second defect space (respectively) of M (λ,µ) . Then there is a µ ′′ ∈ R n + and a unitary operator V : D * → H (λ−1,µ ′′ ) such that V D * is the adjoint of the inclusion map from
Thus the blocks of the n × n block operators A, B ± , C are given by
Fix indices 0 ≤ i, k < n. To prove the equation (5.24), it suffices to equate the (i,k)th blocks of its two sides. That is, we must show
In view of the preceding formulae, this reduces to:
Here we have used the following variation of the Kronecker delta, Note that both sides here are linear combinations of µ j , 0 ≤ j ≤ i ∧ k, with operator coefficients. Equating corresponding coefficients, we see that, to complete the proof, we need to verify the following operator identities: (Here the constants x jk are as in Lemma 5.12 , and the factors in the second formula are given by Equation (5.25). As usual, the empty product (which occurs when j = k + 1) denotes the identity.)
Proof. In view of Remark 5.10, the product formula for the characteristic function θ of M (λ,µ) takes the form θ(z) = −π * (ϕ z ) * M (λ,µ) π(ϕ z ). Define θ (λ,µ) by
Since Γ (·,·) , U, V are unitaries, it follows that θ coincides with θ (λ,µ) . The first formula for θ This completes the proof.
Contractive associators in the Cowen-Douglas classes: an extremal case
In Theorem 5.13 of the last section, we obtained the explicit product formula for the generic irreducible multiplicity free contractive associators in B * n (D). In this section, we do the same in the extreme opposite case, namely, we look at the irreducible multiplicity free contractive associators in B * n (D), which are the most non-generic, in a definite sense. Thus we introduce: Notation 6.1. For positive integers n, and real numbers λ > 1, let M λ,n denote the operator M (λ,µ) ∈ B * n (D), where µ ∈ R n + is given by µ k = k! 2 (λ−1) 2k , 0 ≤ k < n.
In other words, M λ,n is the operator M (λ,µ) with λ > 1, µ 0 = 1 and µ k+1 = (k+1) 2 µ k (λ+2k−1)(λ+2k) for 0 ≤ k < n − 1. Thus by Lemma 5.6, M λ,n is a contraction. But M λ,n are the only multiplicity free irreducible contractive associators in B * n (D) which violate all the requirements (except the inequality λ > 1) in the definition of genericity. The main result of this section is: (Here, again, the factors in the second formula are given by Equation (5.25) .) The rest of this section is devoted to a proof of this theorem. For λ > 0, we identify the Hilbert space H (λ) ⊗ H 2 with a Hilbert space of holomorphic functions on the bidisc D 2 via the map f ⊗ g → ((z, w) → g(z)f (w)), f ∈ H (λ) , g ∈ H 2 .
For p ≥ 0, let Hom(p) denote the vector space of all homogeneous polynomials of degree p in two complex variables z, w. Note that we have the orthogonal decomposition
Hom(p).
Let △ := {(z, z) : z ∈ D}, the disc diagonally embedded in the bidisc. For λ > 0, k ≥ 0, let V k,λ denote the maximal subspace of H (λ) ⊗ H 2 which is orthogonal to all h ∈ H (λ) ⊗ H 2 such that h vanishes to order ≥ k on △. Define . As usual, we view D as a linear operator from C k into C p+1 , with the standard inner products. A straightforward calculation shows that a polynomial 0≤i≤p a i z i w p−i ∈ Hom(p) is orthogonal to V k,λ if and only if the vector a belongs to the kernel of D * . Therefore, a polynomial 0≤i≤p b i z i w p−i ∈ Hom(p) is in V k,λ if and only if it is orthogonal in H (λ) ⊗ H 2 to 0≤i≤p a i z i w p−i for all a in ker D * , i.e., if and only if, 
