Abstract-In this paper we implement the 7-point checklist, a set of dermoscopic criteria widely used by clinicians for melanoma detection, on smart handheld devices, such as the Apple iPhone and iPad. The application developed is using sophisticated image processing and pattern recognition algorithms, yet it is light enough to run on a handheld device with limited memory and computational speed. When combined with a commercially available handheld dermoscope that provides proper lesion illumination, this application provides a truly self-contained handheld system for melanoma detection. Such a device can be used in a clinical setting for routine skin screening, or as an assistive diagnostic device in underserved areas and in developing countries with limited healthcare infrastructure.
I. INTRODUCTION
The new generation of smart handheld devices with sophisticated hardware and operating systems has provided a portable platform for running medical diagnostic software, such as the heart rate monitoring [1] , diabetes monitoring [2] , and experience sampling [3] applications, which combine the usefulness of medical diagnosis with the convenience of a handheld device. Their light operating systems, such as the Apple iOS and Google Android, the support for user friendly touch gestures, the availability of an SDK for fast application development, the rapid and regular improvements in hardware, and the availability of fast wireless networking over Wi-Fi and 3G make these devices ideal for medical applications. In this paper we present an innovative application for melanoma detection running on Apple iOS based smart devices, like the iPhone and iPad. Our long term objective is to develop an automated system for melanoma detection deployed on handheld devices, based on well known diagnostic criteria used by dermatologists to analyze dermoscopic images. Dermatologist use pattern analysis to detect the presence of certain features or patterns of texture and color in a skin lesion. Some widely used criteria are the ABCD rule [4] , Menzies rule [5] , and the 7-point checklist [6] . The latter includes seven dermoscopic features that can be detected with high sensitivity and decent specificity by even less experienced clinicians [6] . The seven points of the list are subdivided into three major and four minor criteria, reflecting their importance in defining a melanoma. To score a lesion, the presence of a major criterion is given two points and that of a minor one point. If the total score is greater than or equal to 3, the lesion is classified as melanoma.
We have recently developed a library of image processing and texture analysis algorithms for low level features of a lesion that runs on embedded devices [7] . In this paper we present an application for automatic detection of melanoma, called SkinScan. It uses high level features, such as those on the 7-point checklist, and is implemented on Apple iOS4, as shown in Figure 1 . The major components of this application can be easily configured for the diagnosis of other skin conditions, such as wounds and ulcers. 
A. Dataset
In this study, we used images from a large commercial library of skin cancer images annotated by expert dermatologists [8] that were uploaded to the phone. Intra-observer and inter-observer agreement could be low for certain criteria [9] . To demonstrate the feasibility of our automated system, we only chose images considered as low difficulty by the experts [8] . There were 385 low difficulty images in the database [8] and our segmentation methods could provide a satisfactory boundary for 347 (90.13%) of them. All images were segmented manually by one of the authors to provide a ground truth against which the automated techniques employed by our application were compared. In the selected set of 347 images: 110 were classified by the 7-point list as melanoma and the remaining 237 were classified as benign
B. Feature Extraction
A skin lesion image can be acquired using the smartphone camera (with or without an external attachment which can provide illumination and magnification) or can be loaded from the photo library to provide the diagnosis in real time.
To identify a region of interest (ROI), an image is first converted to greyscale, and then fast median filtering [10] for noise removal is performed, and followed by ISODATA segmentation [11] , and several morphological operations. From the ROI, we extract color and texture features relating to each criterion on the 7-point checklist, as follows.
1) Texture Features: They provide information on the various structural patterns [8] of 7-point checklist, such as pigmentation networks, vascular structures, and dots and globules present in a skin lesion. Elbaum et al. [12] used wavelet coefficients as texture descriptors in their skin cancer screening system MelaFind R . Our previous work [13] has demonstrated the effectiveness of Haar wavelet coefficients and local binary patterns [14] for melanoma detection.
Haar Wavelet: From the ROI we select non-overlapping K × K blocks of pixels, where K is a user defined variable. Computation time for feature extraction in directly proportional to the block size K. The block of pixels is decomposed using a three-level Haar wavelet transform [15] to get 10 sub-band images. We extract texture features by computing statistical measures, like the mean and standard deviation, on each sub-band image, which are then combined to form a vector W i = {m 1 , sd 1 , m 2 , sd 2 , . is a trade-off between accuracy and computation speed. When the algorithm runs on a handheld device we want to reduce computation time, so we choose M = 10 for the grid size, K = 24 for patch size, and L = 200 as the number of clusters in the feature space. By exhaustive parameter exploration in our previous studies [13] , we found that these parameters are reasonable settings.
Local Binary Pattern (LBP): LBP is a robust texture operator [14] defined on a greyscale input image. It is invariant to monotonic transformation of intensity and invariant to rotation. It is derived using a circularly symmetric neighbor set of P members on a circle of radius R denoted by LBP riu PR [14] . The parameter P represents the quantization of angular space in the circular neighborhood, and R represents the spatial resolution. A limited number of transitions or discontinuities (0/1 changes in LBP) are allowed to reduce the noise and for better discrimination of features. We restrict the number of transitions in LBP to P, and transitions greater than that are considered equal. An occurrence histogram of LBP with useful statistical and structural information is computed as follows:
1) Convert the color image to greyscale.
2) Select pixels belonging to ROI and compute local binary pattern LBP riu PR [14] . 3) Build an occurrence histogram, where we increment the j th bin of the histogram if number of transitions in LBP is j. 4) Repeat steps 2 and 3 for all pixels in ROI. We build the occurrence histograms for LBP 16, 2 and LBP 24, 3 and concatenate them to form a feature vector L i .
2) Color Features: Detection of the 7-point checklist criteria, such as blue-whitish veil and regression, which consist of mixtures of certain colors, can be achieved by analyzing the color intensity of pixels in the lesion. Stoeker et al. [17] investigated the discriminatory capability of color histograms in classification of malignant lesions from benign lesions. To reduce the variance due to the lighting conditions in which dermoscopic images were taken, we considered also the HSV and LAB color spaces, which are invariant to illumination changes [18] .
Color Histograms: To extract the color information of a lesion, we compute a color histogram from the intensity values of pixels belonging to the ROI. Additional images in the HSV and LAB color spaces are obtained from the original RGB image. The intensity range of each channel is divided into P fixed-length intervals. For each channel we build a histogram to keep count of the number of pixels belonging to each interval, resulting in a total of nine histograms from three color spaces. Statistical features, such as standard deviation and entropy (Eq. 1), of the nine histograms are also extracted as features for classification. More specifically, entropy is defined as
where histogram [i] is the normalized pixel count of i th bin and
The color histogram feature extraction steps are as follows: 1) Obtain skin lesion image in HSV and LAB color space from input RGB image 2) For each channel in all three color spaces build a separate P bin histogram 3) For all pixels belonging to ROI, increment the j th bin of histogram where j = 
C. Classification
The features from color histogram C i , Haar wavelet H i , and LBP L i are combined to form 
III. RESULTS
In this section we present an instantiation of the 7-point checklist on the Apple iPhone. We compare the classification accuracy of each criterion separately against the overall final classification by expert physicians [8] . We have developed a menu based application that implements the automated procedure for classification, as shown in Figure 2 . The end user can take an image of the skin lesion using the 5 megapixel built in camera with LED flash, or load the image from media library. The image is analyzed in quasi real time and the final result displayed on the screen.
A. Classification Results
We performed 10-fold cross validation on the set of 347 images. We divided the dataset into 10 folds, nine folds with 11 melanoma and 23 benign lesions and the remaining fold with 11 melanoma and 30 benign lesions. Of the 10 folds, we used nine for training and one for test. We performed 10 rounds of validation where we chose each fold for testing and the rest for training, to get 10 experiments. In the following sub-sections we compare the classification accuracy of each criterion and the overall decision of the 7-point checklist with dermatology and histology.
Classification Results for each Criterion: In Table I we present the sensitivity and specificity of our algorithm in classification of each of the 7-point checklist criterion. We have lower accuracy for the regression structures, because they are usually indistinguishable from the blue-whitish veil via dermoscopy [8] . However, this is not an issue, as is it only necessary to obtain a minimum score of 3 to correctly detect a melanoma.
Classification and Overall Decision:
In Table III we compare the sensitivity and specificity of our algorithms with the decision made by expert clinicians via dermoscopy. In Table II we present the confusion matrix computed using the sum of ten confusion matrices from the ten test sets, given from the 10-fold cross validation.
We also performed another classification experiment using SVM, where we ignore the 7-point checklist and directly classify each skin lesion as melanoma or benign. The feature vectors, feature selection scheme, and final ground truth (melanoma/benign) are the same as the classification using the automated 7-point checklist. Table III shows that classification accuracy is much lower when we ignore the 7-point checklist.
Execution Time: We compare the time needed for classification using the ISODATA segmentation algorithm [11] on the Apple iPhone 3G with a typical desktop computer (2.26 GHz Intel Core 2 Duo with 2GB RAM). The average image size in the dataset is 552 × 825 pixels. The classification time includes time taken for feature extraction. Table IV shows computation time in seconds for both platforms. It can be seen that the whole procedure takes under 10 sec to complete. This proves that the application is light enough to run on a smartphone which has limited computation power.
IV. DISCUSSION AND CONCLUSIONS
In this paper, we showed an implementation of 7-Point checklist on the Apple iPhone. The application, written in C/C++, is light enough to run on devices with limited memory and computation speed. We implemented sophisticated image processing and pattern recognition algorithms that run with limited resources and provide classification results in quasi real time. These finding demonstrate the feasibility of developing medical diagnostic applications on off-the-shelf smart handheld devices, which have the advantages of low cost and portability.
