Abstract-In this paper, we consider the localization problem for a system of mobile rohots wing inexpensive range sensors. Among many issues for multi-robot systems, two problems are identSed and formally defined. The first problem is sensing ranges from all robots as quickly as possible while avoiding sensnr cross(alk, and the second problem is to localize a multirobot system using a minimal number of range sensings. We show that both these problems are NP-complete, and we propose an approximate method for the multi-mho1 localization problem that takes advantage of the robots' pose uncertainty information. Simulation results show the etTectiveness of our method for localizing multiple robots.
I. INTRODUCTION
Mobile robots have many potential uses related to their ability to navigate purposefully and many researchers have worked on identifying and solving problems useful in realizing inexpensive mobile robot systems. Given the design goal of minimizing costs, scalable systems that can be dynamically extended and configured to address the current needs are desirable. For example, a mobile robot designed to carry a small and light payload might be teamed together with additional robots to carry heavier items. Or, a surveillance robot that patrols a designated area might need to coordinate with other surveillance robots to effectively patrol an entire shopping mall. In such cases, it is desirable that the algorithms used to coordinate the system be easily extensible to accommodate different numbers of robots.
For any mobile robot system, single or multiple, a basic requirement for safe navigation is the ability to estimate odomeuic ermr and to reduce its position and orientation uncertainty. This is the problem of localization. There exist prohahilistically complete solutions for single robot systems [I] . [2] , but localizing multiple robots in close proximity has not received as much attention. In contrast, path planning for multiple robots is an active research area and a variety of approaches have been proposed; see, e.g., methods based on probabilistic roadmaps [3] or geometric analysis [4] .
sensor signal fired from one robot might be received by other robots and cause incorrect readings. There are several previous studies that approach this from a low-level such as timing emitted bursts [ 5 ] . Our approach relies on high-level scheduling of sensor operation, and attempts to minimize total sensing time.
The second problem is efficiently reducing the robots' position uncertainty using range sensors. This problem is different from low-level approaches where localization is combined with trajectory following [6]. A probabilistic approach to collaborative localization, suggested by [7] , is a multi-robot version of Monte Carlo localization. This combines the pose belief of one robot with other robots using a rule based on statistics. However. we are interested in inexpensive systems where periodic and frequent localization is not possible. Unlike Kalman filters and particle filters which focus on state estimation, we aim to effectively localize using a minimum number of range sensings. We formulate this problem using a particular position uncertainty representation (uncertainty ellipses), but our approach can be applied to other methods as well.
Our main result is to show that the two problems we consider are NP-complete, which means that we believe they are unlikely to be solved efficiently and we should therefore consider approximate methods for solving them. While existing methods can be used directly for the first problem, we suggest a new efficient algorithm that computes an approximate solution for the second problem. This algorithm is similar to existing approximate methods for task scheduling, but is specialized for mobile robots to minimize position uncertainty.
Outline. This paper is organized as follows. We begin in Section II by presenting some basic concepts and explaining our assumptions. Then, in Sections E l and N, we formally define and then prove NP-complete the multi-robot range sensing and localization problems, respectively. We propose approximate solutions in Section V and present simulation results in Section VI.
11
. GENERAL ASSUMPTIONS We investigate the localization problem for systems of multiple mobile robots that satisfy the following assumptions.
In this paper, we define, analyze the complexity, and propose reasonable solutions for two problems related to multi-robot localization, The first problem is enabling muliple robots to determine their distance from obiects in the environment using range sensors without sensor cross-talk. Cross-talk is electrical interference caused by electromagnetic or electrostatic coupling by nearby conductors or external sources. If the sensing procedure is not carefully coordinated, then the Uncertainty representation. The primary method of navigation is dead-reckoning, and this results in an increase in position and orientation error as the robot moves. We represent the position uncertainty of a robot at a specific time by an uncerrainty ellipse, which is centered about the nominal estimate and is the constant probability contour for a multivariate Gaussian distribution [ 8 ] . In our framework, it is a conservative boundary containing all expected positions of the robot.
Feature-hased localization. We define a feature as a part of a known obstacle that can be used for localization. In this work, the concept of feature is extended to allow other robots to be considered as additional features. No omni-directional sensor. Each sensor has a limited angular range of view, and sensing the entire environment requires rotating the sensor. To measure the distance to a particular feature, since the direction to the feature is not exactly known, the robot might need to measure several times.
Stop all and localize. All robots must stop moving while any robot is scanning features. This is to ensure that there is no discrepancy in the positions of the other robots obtained by sensing and information sharing. In fact, this can be relaxed so that only the robots within sensor range must remain stopped. Interaction among robots. We consider scenarios where robots interact with other robots by scanning other robots, as well as communicating. In other words, distances among the robots are loosely bounded so that there always exist at least one robot within sensor maximum range. One example is flocking where robots move together.
Fast communication. The time spent communicating with other robots is insignificant and can be neglected. In our algorithm, the majority of the communication among robots involves sharing uncertainty region information.
Sensor crosstalk model. Depending on the type of sensors, many different factors can cause cross-talk. We assume that such reasons are well-modeled and can be computed, i.e., in this work, we do not explain how to model cross-talking.
No Gaussian noise. We do not consider the effect of Gaussian sensor noise when sensing ranges. In reality, several measurements of a fixed object increases confidence, and might overcome the effect of Gaussian noise.
Sequence-independent uncertainty reducing. We assume that the sequence of applying features does not matter, i.e., localizing with features A and then B results in the same reduced uncertainty as localizing with features B and then A.
RANGE SENSING
The first step in localization is sensing distances (ranges) from the robot to objects in the environment. If the robot does not have enough sensors to provide a 360° view, it might rotate (its sensors or itself) so that it can sense all necessary directions.
A. Issues
One difficulty in localizing multiple robots in the same environment is avoiding cross-talk while sensing. One solution is to allow only one robot to sense at a time. We attempt to improve this by assigning the robots to groups which can safely sense simultaneously. We will show that minimizing the total sensing time is NP-complete by reducing an NPcomplete graph coloring problem to it.
B. Problem Definirion
Definition: A cmss-ralk graph (CTG) is an undirected graph where the vertices are robots and edges connect two robots that could cross-talk if they scan simultaneously. That is, robots connected by an edge in the CTG cannot safely scan at the same time.
To construct the graph, we need to know possible robot positions and their bounding uncertainty region, the maximum sensor range, and other objects that can bounce sensor signal. Ray-tracing based techniques can be used to compute the possibility of cross-talk between two robots, and this determines if an edge for the corresponding robots exists in the graph.
Defi nitinn: Unit sensing time & is the time spent by a robot sensing its environment. We assume that t, is constant and is the same for all robots. The sensing process consists of sensing rounds.
Any group of robots between which there are no edges in the CTG form an independent set, and can sense simultaneously without cross-talking. So, if we can partition the robots into k such groups, then we can sense in k rounds, which takes
Defi nition: The Range Sensing problem (RS) is, given a crosstalk graph and a positive integer k, scheduling the robots so that they can all safely sense the environment in k rounds.
A solution of RS is a sensing schedule which assigns the robots to each round so that no two robots adjacent in the CTG will be assigned to the same round. An optimal schedule will minimize the number of rounds.
The decision problem for RS is to determine if all robots can scan in k rounds. An optimization version of the problem is to minimize the number of sensing rounds, which has the same order of complexity as the decision version. . . . U .
C. Graph Colorinp

D. Proof that RS is NP-complete
In this section, we prove that RS is NPxomplete. The proof follows the standard reduction technique which reduces the known NP-complete graph coloring problem to RS.
RS is in NP. To verify a solution to RS, for each sensing round, we check that each sensing step does not contain any two robots that share an edge in the CTG. This takes O(nZ) time, where n is the number of robots.
RS is N€-hard. We show this by reducing from graph coloring. Given a graph coloring instance, a graph G = (V. E), and an integer k, we construct an RS instance that has cros+ talk graph G and integer k. This means that if we can solve RS, then we obtain at most k groups of robots such that no two robou in any group are adjacent in G. Hence, an assignment of a different color to each group will result in a valid k-coloring of G. Thus, since graph coloring is known to be NP-Complete, RS is also NPXomplete.
IV. UNCERTAINTY REDUCING When localizing multiple robots in the same environment, the next step after sensing is to reduce our uncertainty about the robots' positions (the ellipse). In indirect localization, defined in Section II, a robot can reduce its ellipse by sensing robots with relatively smaller ellipses.
A. Issues
An example of ellipse reducing using a feature is shown in Figure 1 . Robot 1 is localized using robot 2 because dl > d2.
Here, dl and d2 are measured along the line that connects the two robots. The reduced ellipse in Figure l(b) is shaped using the four points intersecting two line segments and the large ellipse. We assume that reducing the position uncertainty of a robot using one feature takes time t,, and we assume that it is the same for all robots. Our interest is in efficiently localizing multiple robots, and the efficiency can be measured in several ways. We aim to reduce the total time needed to reduce the ellipses, which is the same as minimizing the number of required rounds. To achieve this, parallelism must be increased (allowing multiple robots to localize in each round) and the number of localizations for each robot must be decreased.
A simple approach to reduce the ellipses of all robots is to repeatedly localize a random robot using a random feature until no further improvement is obtained. This is not necessarily the worst, but has room for improvement. Another simple approach might be, at each round of localization, to find a robot with the smallest uncertainty and localizing its neighboring robot(s). Below, we describe an approach that uses ideas similar to those used in job scheduling.
B. Problem Definition
Definition: A feamre-visibility graph (FVG) is an undirected graph where vertices correspond to robots and edges connect two robots if they can sense each other. We store the uncertainty ellipse for the corresponding robot in the node.
De6 nition:
The Uncertainty Reducing problem (UR) is, given a featurevisibility graph and a positive integer 1, compute a schedule so that all robots' position uncertainties are completely reduced in 1 rounds.
Here, we call a position uncertainty conipletely reduced if dl = d2 for all robots adjacent to each other in FVG. A trivial lower bound on 1 is the number of robots that have neighboring robots with smaller uncertainty regions. In the ideal case, every robot completely reduces it's uncertainty region by sensing only one feature. In practice. robots often need more than one round of localization to reduce their uncertainty as much as possible.
Clearly, an efficient solution of UR should avoid localizing the robot using the same feature more than once. This condition is explained by the three robots shown in Figure 2 . If we localize in the order of increasing ellipse size, i.e., robot 2 and then robot 3, then all robots are localized in two rounds (Figure 2(b) ). However, if robot 3 is localized first (Figure 2(c) ), then robot 2 and 3 need to be localized again.
From this we observe that if the robots can be arranged in a tree-like structure according to increasing ellipse size, then an upperbound on 1 is the height of the tree. Indeed, it is not hard to show that in the special case in which FVG forms a tree, and if it further satisfies the monotonically increasing ellipse size, then the optimal 1 is equal to the height of the tree. 
D. Proof that UR is NPecomplere
In this section, we prove that UR is NP-complete. The proof follows the standard reduction technique which reduces the known NP-complete precedence-constrained job scheduling problem to UR.
UR i s in NP.
To verify a solution to UR, we can verify that each round is feasible and that the number of rounds in the schedule is at most 1.
UR is NP-hard. We reduce the NP-complete precedenceconstrained scheduling problem to UR. Given an instance of job scheduling represented by a directed graph G = (V. E ) , we can transform it into an instance of UR as follows.
1) Each node in job scheduling corresponds to a robot.
2) The size of the uncertainty regions for the robots increases according to the edge directions in G so that precedence constraints are mapped to UR problem.
3) Because robots corresponding to starting jobs in the scheduling problem don't have any feature. additional features are needed. For this. sensor-visible obstacles or new robots with verv small uncertaintv regions are
C. Precedence-Consrrained Job Scheduling
The known NP-complete problem we will reduce to UR
~-
is the precedeiiceeconstrained job scheduling problem. This added in aoorooriate wsitions.
I.
~ problem is often studied in the areas of operating systems, compiler design, productiodproject managemenf etc. ~i~~~ n jobs under m precedence constraints and identical parallel nrocessors. the orecedence-constrained job schedulinp have been added so five robots to jobs
An example corresponding to the job scheduling problem shown in Figure 3(b) is shown in Figure 4 . Robots 6, 7, and 8
, . probl;m is to assign jobs to processors whil; satisfying ti constraints [IO] (also called DAG scheduling). In a feasible schedule, each processor executes only one job at given are all localized. Though the FVG is undirected, we added in the figure so that the size Of the for each pair Of Iobots can be easily seen.
time, and the execution is non-preemptive. A simple case is illustrated in Figure 3 where five jobs with precedence constraints are represented by a directed acyclic graph with n nodes and m edges. Jobs 11. 2) and {3, 4) can be executed simultaneously if two processors are available. To performance of a scheduling algorithm is often evaluated in terms of the resulting schedule's makespan, which is the elapsed time between the time when the first task starts execution and when the last task finishes execution. Determining the optimal (minimal) makespan for a job scheduling problem is NP-bard for arbitrary p , but becomes feasible if the constraints are tree-structured or if p = 2 [IO] . 
Instance of uncertainty reducing W). and three robots an added
The solution to UR provides an optimal localization sequence. It can be transformed into a job execution sequence (solution for job scheduling) by reversing the transformation explained above. That is, jobs can be created for the robots to be localized, and precedence constraints can be determined according to the relative size of uncertainty regions. This takes linear time in the number of nodes and edges in FVG. Thus, since job scheduling is known to be NP-complete, UR is also NP-complete. 
V. APPROXIMATE SOLUTIONS
Since RS and UR are NP-complete, we next consider how approximate solutions for them might be obtained based on heuristics for graph coloring and job scheduling. Our goal is to reduce the number of total steps in RS and UR given CTG and FVG, respectively, using reasonably simple algorithms.
A. Range Sensing (RS)
Polynomial-time approximation algorithms for graph col- In this section, we describe two heuristic approaches. The first approach seledts a robot adjacent to the top (root) of an "embedded tree" in the FVG. Here, an "embedded tree" in the N G is defined to be any maximal tree structure that is a subset of the FVG. A simple example is shown in Figure 2 where three robots form a serial link, and the optimal localization starts from the second robot. We call this the t n e mot selection method. The second approach is lo favor the robot with the smaller uncertainty region from among the robots adjacent to the root. This is an improvement over the first approach by applying an idea similar to the critical path which is a lowerbound on the total execution time. In our method, the critical path, or the height of the embedded tree in the FVG is not explicitly computed, but is estimated using the relative size of the uncertainty regions. We call this the uncenainpbased method.
In general, critical path-based scheduling does not guarantee good solutions when the task graph is dynamic. Since the FVG in U R is dynamic, exact computation of the tallest tree portion has not been attempted in this work.
VI. SIMULATION RESULTS
For the uncertainty reducing problem, two environments were used to simulate the two heuristic methods proposed. A random selection method was also simulated for comparison purposes.
A. Tree Root Selection
In the environment shown in Figure 5 , random selection and root methods were simulated. As illustrated in Figure 6 , random selection took ten sequential rounds to completely localize all robots. This was reduced to seven rounds with root-selection as shown in Figure 7 .
If we allow simultaneous localization of multiple robots in each round, then rounds {3, 4) and ( 5 , 6) can be processed in parallel. So, the total rounds required are reduced to five. 
B. Uncertainty-Based Root Selection
To demonstrate the uncertainty-based selection method, a more complex environment (Figure 8(a) ) was used. A tree portion of this environment is shown in Figure S (c). After localizing robots 1 and 2, two trees are formed (Figure 8(d) ). Robot 6's ellipse is larger than robot 4, and the robot with smaller ellipse belongs to the taller tree in this case. This environment was simulated using three methods, and the results are shown in Table I .
For methods using random numbers, five simulations were performed using different random number seeds, and the 
VII. CONCLUSION
In this paper, two problems relevant for inexpensive systems of mobile robots have been identified and formulated. The first problem is minimizing total sensing time while avoiding sensor cross-talk. We defined it using a cmss-talk graph, and showed the problem to be NP-complete using the graph coloring problem. The second problem is reducing the uncertainty regions using a minimum number of sensings. We first examined it using several examples, and defined the problem using feature-visibility graph. This was shown to be NP-complete using the task scheduling problem. To compute efficient and approximate solutions for the second problem, we proposed an algorithm that estimates the size of the critical path based on the size of the ellipses. Simulation results in two different environments show that our proposed algorithm reduces the total localization time compared to a completely randomized approach.
