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A B S T R A C T
Background and objective
Liver fibrosis is a type of chronic liver injury that is characterized by an excessive deposition of extracel-
lular matrix protein. Early detection of liver fibrosis may prevent further growth toward liver cirrhosis and
hepatocellular carcinoma. In the past, the only method to assess liver fibrosis was through biopsy, but this
examination is invasive, expensive, prone to sampling errors, and may cause complications such as bleed-
ing. Ultrasound-based elastography is a promising tool to measure tissue elasticity in real time; however, this
technology requires an upgrade of the ultrasound system and software. In this study, a novel computer-aided
diagnosis tool is proposed to automatically detect and classify the various stages of liver fibrosis based upon
conventional B-mode ultrasound images.
Methods
The proposed method uses a 2D contourlet transform and a set of texture features that are efficiently ex-
tracted from the transformed image. Then, the combination of a kernel discriminant analysis (KDA)-based
feature reduction technique and analysis of variance (ANOVA)-based feature ranking technique was used,
and the images were then classified into various stages of liver fibrosis.
Results
Our 2D contourlet transform and texture feature analysis approach achieved a 91.46% accuracy using only
four features input to the probabilistic neural network classifier, to classify the five stages of liver fibrosis. It
also achieved a 92.16% sensitivity and 88.92% specificity for the same model. The evaluation was done on a
database of 762 ultrasound images belonging to five different stages of liver fibrosis.
Conclusions
The findings suggest that the proposed method can be useful to automatically detect and classify liver fi-
brosis, which would greatly assist clinicians in making an accurate diagnosis.
© 2018.
1. Introduction
Chronic liver diseases are common and have become a major
global health issue [1]. The degree of liver fibrosis has been identi-
fied as one of the most important diagnostic and prognostic assess-
ments in chronic liver diseases [2]. Liver fibrosis is caused by un-
relenting deposition of collagen fibers, due to the activation of he-
patic stellate cells [2,3]. If liver fibrosis is left untreated, it may lead
⁎ Corresponding author.
Email address: kristen.meiburger@polito.it (K.M. Meiburger)
to cirrhosis and hepatocellular carcinoma. Liver transplantation is the
only curative treatment for end-stage cirrhosis, but unfortunately it can
only be done in a minority of patients due to the limited number of
organs available [1]. Data from the Global Burden of Disease Study
2015 [4] showed that liver cirrhosis is one of the leading causes of
death worldwide. Therefore, it is important to diagnose and treat liver
fibrosis as early as possible, before it progresses to liver cirrhosis.
There are several scoring systems used for liver fibrosis assess-
ment. The METAVIR system, commonly used for scoring, classi-
fies liver fibrosis into five stages F0: no fibrosis, F1: minimal fi-
brosis (portal fibrosis without septa), F2: moderate or clinically sig
https://doi.org/10.1016/j.cmpb.2018.10.006
0169-2607/ © 2018.
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Fig. 1. Schematic diagram of the proposed technique.
Fig. 2. Sample ultrasound images belonging to different liver fibrosis stages. F0: no fibrosis, F1: minimal fibrosis, F2: moderate or clinically significant fibrosis, F3: severe fibrosis,
F4: cirrhosis.
nificant fibrosis (portal fibrosis with a few septa), F3: severe fibrosis
(septal fibrosis with many septa but no cirrhosis), F4: cirrhosis.
Previously, the only available method to assess liver activity and
fibrosis was liver biopsy. However the examination is invasive, prone
to sampling errors, expensive, and associated with a significant risk
of complications, such as hemorrhage, puncture of viscus, inadvertent
biopsy of the kidney or the pancreas, and intrahepatic arteriovenous
fistula formation [5]. In the past decade, liver biopsy has been grad-
ually replaced by non-invasive techniques, such as transient elastog-
raphy (TE), magnetic resonance elastography (MRE) and ultrasound
elastography (USE) [6–9].
Several image processing techniques have been introduced for ul-
trasound imaging of liver diseases. The four traditional methods are
described as follows. Ogawa et al. [10] proposed an artificial neural
network for classifying diffuse liver disease into seven image features.
For a database of 20 images, they achieved a maximum of 90% sen-
sitivity using a neural network classifier. Wu et al. [11] introduced
a multi-resolution fractal feature method based on the fractional
Brownian motion model for characterizing three classes of ultrasonic
liver images (normal, hepatoma and cirrhosis). They used 90 images
belonging to three different groups and achieved a 90% classifica-
tion rate using a Bayes classifier. Mojsilović et al. [12] described a
new approach that utilized energies of the transformed regions of
the image based on wavelet decomposition. For the database of 244
liver images, the overall accuracy was 90%. Yeh et al. [13] employed
image features extracted from the gray level co-occurrence matrix
and wavelet decomposition, which were later tested by the support
vector machine (SVM) classifier. They incorporated 100 images be-
longing to six different stages of liver disease and achieved a maxi-
mum 91% accuracy for normal and abnormal classification. Recently,
Khvostikov et al. [14] have shown the advantage of anisotropic dif-
fusion for liver fibrosis diagnosis. A total of 140 regions of inter-
est (ROIs) were evaluated in their study and achieved a maximum
performance of 90% classification accuracy. The
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Fig. 3. First level contourlet coefficients of fibrosis stages (from left to right: first, second, third and fourth coefficient). F0–F4: the five stages of liver fibrosis.
Table 1
Number of samples before and after applying AdaSyn.
Stages No. of samples before AdaSyn No. of samples after AdaSyn
F0 164 325
F1 304 304
F2 48 299
F3 206 268
F4 40 303
above-mentioned techniques, however, have several disadvantages,
including a limited number of extracted features, the setting of fea-
tures based on subjective human experience, and the inability to dy-
namically optimize the techniques when changes are made to the
dataset. These limitations may be overcome by using deep learning
techniques. Many computer aided diagnosis (CAD) systems were de-
veloped to detect liver disease using ultrasound images [15–20]. Var-
ious researchers have used deep learning for CAD, using both clinical
data and liver ultrasound images [21–24].
Table 2
Performance of different feature reduction techniques using ANOVA feature ranking.
Data
reduction method Classifier
No of
features
Facc.
(%)
FPPV
(%)
Fsen.
(%)
Fspe.
(%)
PCA PNN 24 83.59 97.06 81.52 91.08
MFA PNN 8 78.19 94.81 76.32 84.92
LSDA PNN 25 90.79 99.15 89.01 97.23
LPP SVM
Poly3
26 77.59 96.15 74.36 89.23
KPCA
(poly plus)
SVM
RBF
20 78.12 94.15 76.83 82.77
KPCA
(polynomial)
SVM
RBF
20 78.12 94.15 76.83 82.77
KDA (poly plus) PNN 4 91.46 96.78 92.16 88.92
KDA
(polynomial)
PNN 4 91.46 96.78 92.16 88.92
*Facc.: Accuracy, Fsen: Sensitivity, Fspe.: Specificity.
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Table 3
Performance of different feature ranking techniques using KDA feature reduction.
Feature
selection method Classifier
No of
features
Facc.
(%)
FPPV
(%)
Fsen.
(%)
Fspe.
(%)
ACO PNN 10 80.05 93.88 79.73 81.23
ANOVA PNN 4 91.46 96.78 92.16 88.92
GA PNN 10 79.12 93.53 78.79 80.31
PSO PNN 10 81.12 94.68 80.41 83.69
ACO-GA PNN 10 77.12 92.88 76.66 78.77
SFS-k-NN PNN 10 71.98 89.52 72.74 69.23
*Facc. Accuracy, Fsen.: Sensitivity, Fspe.: specificity.
From the literature review, a limited number of works have ad-
dressed fibrosis classification. Although a few researchers attempted
to resolve this problem, many of them utilized a limited dataset of
ultrasound images during evaluation. In addition, evaluation for all
stages of liver fibrosis remains an open problem for investigators. This
paper proposes a novel algorithm using the contourlet transform, cou-
pled with nonlinear features, to automatically classify the five stages of
liver fibrosis with 762 ultrasound images collected from 236 patients.
The extracted feature dimensions are reduced using different tech-
niques and are then selected and ranked using conventional tech-
niques. The final refined features are incorporated into a classifier for
validation.
2. Materials and methods
Fig. 1 shows the schematic diagram of our proposed technique.
The details of each processing stage are described in the subsequent
sections.
2.1. Data collection
In order to validate our proposed liver fibrosis classification tech-
nique, we have collected a total of 762 ultrasound images from 236
patients (120 males, 116 females, aged 55.4 ± 9.7 years old) belong-
ing to five different classes of liver fibrosis. Three to four images
were obtained from each patient. The images were acquired prospec-
tively at the University of Malaya Medical Centre, Kuala Lumpur,
Malaysia using an ultrasound system (Epiq 7G, Philips, Massachu-
setts, United States). Medical ethics approval was obtained from
Fig. 4. Different performance parameters for various number of features.
Fig. 5. Scatter plot of Hu's moment features.
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Fig. 6. Scatter plot of KDA features.
the Institutional Ethics Committee (Medical Ethics Approval No.
MECID 20170103-4332). Written informed consent was obtained
from all of the patients recruited in this study. The stage of liver fi-
brosis was confirmed by biopsy. Ultrasound imaging was done using
a convex probe (C5-1 convex Probe, Philips, Massachusetts, United
States) with ultrasound frequency = 3.5 MHz, image depth = 15 cm,
dynamic range = 70 dB, with image size = 1384 × 2026 pixels. Fig. 2
shows examples of ultrasound images belonging to different fibrosis
stages.
2.2. Data pre-processing
All of the images were initially pre-processed using contrast lim-
ited adaptive histogram equalization (CLAHE) [25]. This process en-
hanced the visibility level of the image by adaptively improving the
contrast of a local region, termed a tile. Thereafter, all neighboring
tiles were stitched seamlessly, using interpolation, to obtain the final
enhanced image.
2.3. Feature representation
The proposed feature representation involves three processing
stages: (1) contourlet transform, (2) feature extraction and (3) syn-
thetic sample generation. The details of each stage are described in the
following paragraphs.
2.3.1. Contourlet transform
The contourlet transform is a 2D transform method for image rep-
resentation, which shows a more dispersed and better approxima-
tion performance when compared to other multiscale analysis tools
[26–30]. Its primary roles are multiscale and multidimensional decom-
position. The contourlet transform can efficiently capture the contours
of original images, which are the discriminative features, with few co-
efficients.
It includes double filter bank construction to obtain the smooth
curves of images. Initially, a Laplacian filter (LP) is employed to de-
tect discontinuities, and a directional filter bank (DFB) constructs dis-
continuity points into linear structures [26,31,32]. DFB is suitable for
high frequency and exhibits directionality in its sub bands. It leads to
2i sub bands, where i is the level of decomposition. In this work, sim-
ilar filters are used for LP and DFB, as given in [28,33–35]. Decom-
position is performed up to the third level, which results in sixteen
coefficients. These decomposition levels are empirically fixed based
upon repeated experiments, which renders maximum performance.
Fig. 3 shows the sample coefficients of first level decomposition.
These coefficients are used for extracting features in the next section.
2.3.2. Feature extraction
In our method, we have extracted numerous features from the con-
tourlet transformed coefficients, namely Hu's moments, log energy,
Fourier energy and fractal dimensions.
Hu's moments: Hu's moments are a useful representation technique
that summarize invariant image patterns. The two-dimensional Hu's
image moments f(x, y) can be defined as:
For nonnegative values of p and q, the central moments can be de-
fined as:
are the image centroid. Hence, the normalized central moments of the
above equation are given by:
From the above normalized moments, seven different Hu moments
as denoted in [34] are extracted. They are invariant to scale and ori-
entation, and effectively represent the invariant patterns of an image.
The invariant moments are:
(1)
(2)
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Fractal dimensions (FD): FD describes another invariant represen-
tation of an image, preserving invariant shape even if there is signifi-
cant shrinking or magnification of image objects. It also represents ir-
regular and roughness of pixel intensities. In this work, we have used
the differential box counting method of FD computation as given in
[36,37]. In addition to FD, Fourier energy and log energy features are
also computed from the contourlet coefficients. In total, ten features
are extracted using the Hu's moments and FD techniques.
2.3.3. Synthetic samples generation
Imbalanced data samples generally introduce bias toward major-
ity classes. Synthetic sample generation is a technique that generates
synthetic data to the minority class by understanding the topological
structure of the majority classes. In this work, we have used the adap-
tive synthetic sampling (AdaSyn) technique to balance the samples in
the minority and majority classes [38]. AdaSyn involves both minority
and majority classes during processing and adds additional synthetic
samples to the minority class. In this study, F1 has a maximum num-
ber of samples as compared to the other classes. We have generated
synthetic samples based upon the generated features which are listed
in Table 1. The table shows the details of samples belonging to liver
fibrosis stages before and after implementation of AdaSyn.
2.4. Feature dimensionality reduction
Feature reduction techniques are useful to reduce the dimension-
ality of an original features set. These techniques compute com
pactness and separability of intra class and inter class, respectively,
so as to maintain a large separation between inter class data samples.
In addition, a greater number of projections will be created, which
assists in clustering intra class data points. In this work, we have
used Locality Sensitive Discriminant Analysis (LSDA) [39], Marginal
Fisher Analysis (MFA) [40], Principal Component Analysis (PCA)
[41], Kernel Principal Component Analysis (KPCA) [42] (kernels:
polyplus and polynomial), Locality Preserving Projections (LPP) [43],
and Kernel Discriminant Analysis (KDA) (kernels: polyplus and poly-
nomial) [44–46].
2.5. Optimal feature selection
Feature selection techniques are an essential tool that is required
for machine learning. They work by finding an optimal paradigm to
select a subset of features that can boost the overall performance of
any algorithm. In this work, we have used a set of conventional fea-
ture selection techniques, such as Analysis of Variance (ANOVA)
[47], Ant Colony Optimization (ACO) [48], genetic algorithm (GA)
[49], and Particle Swarm Optimization (PSO) [50, 51], for selecting
the most significant features. We have also used a combination of
ACO-GA [52] and Sequential Forward Selection (SFS) – k-nearest
neighbor (k-NN) [53,54] techniques.
2.6. Feature classification
Classification techniques are the predictive methods that determine
the true class of the test labels. Supervised algorithms are the most
powerful technique in this category, and initially partition the input
data into training and testing sets, then train the network using dif-
ferent parameters. During testing, class labels of the test samples are
identified. In this work, we have used k-nearest neighbor (k-NN) [53],
Decision Tree (DT) [54], Linear Discriminant Analysis (LDA) [55],
Quadratic Discriminant Analysis (QDA) [55], Probabilistic Neural
Network classifier (PNN) [56], and SVM (with kernels: polynomial
of Orders 1–3) [57] to test the feature set. Different statistical perfor-
mance metrics, namely sensitivity, specificity, accuracy, and positive
predicted value (PPV), are computed in order to evaluate the devel-
oped technique. A ten-fold based cross-validation scheme is used in
order to remove bias toward training and testing features. The algo-
rithm was developed in MATLAB with a Core i5 processor (RAM:
4 GB).
3. Experimental results
The ultrasound images of five different liver fibrosis stages were
initially pre-processed using CLAHE and then subjected to the con-
tourlet transform. The transformed images were used to generate six-
teen feature maps. In total, ten features were extracted from each
feature map, which resulted in one hundred and sixty features. The
obtained features were subjected to AdaSyn for synthetic samples
generation. AdaSyn synthetically created additional samples for mi-
nority classes and the details are given in Table 1. Further, these
features were subjected to different feature dimensionality reduction
techniques. Reduced features were then fed to different feature se-
lection algorithms for the selection of optimal features. Finally, the
significant features were fed to different classifiers to test the devel-
oped model. Tables 2 and 3 present the obtained best performances.
The proposed model achieved a maximum performance of 91.46%
accuracy, 92.16% sensitivity, and 88.92% specificity for the KDA
data reduction technique with ANOVA feature ranking. A satisfactory
performance was also achieved using the LSDA data reduction tech
(3)
(4)
(5)
(6)
(7)
(8)
(9)
UN
CO
RR
EC
TE
D
PR
OO
F
Computer Methods and Programs in Biomedicine xxx (2018) xxx-xxx 7
nique with ANOVA ranking; however, this method required 25 fea-
tures, which extends the computation time. Fig. 4 presents the perfor-
mance of ANOVA for a different number of features. Fig. 5 shows
the scatter plot of the original Hu's moment features. Fig. 6 shows the
class separability of KDA1 and KDA2 features. It can also be ob-
served that the data samples from different classes are more clustered
using KDA in Fig. 6 as compared with Fig. 5.
4. Discussion
The mortality and incidence rate of liver cirrhosis have recently
increased [1–3]. This growth can be controlled by timely personal-
ized treatment. In this work, we have proposed an efficient technique
for classification of liver fibrosis stages using the contourlet trans-
form and invariant texture features. The contourlet feature transform
has several important properties, namely multiresolution, directional-
ity, and anisotropy, which can efficiently represent uniqueness among
various stages over different multiresolution levels [26–28]. It results
in different visual representations among various stages of liver fibro-
sis, as shown in Figs. 2 and 3. Also, textural features have highlighted
invariant shapes in each stage, which is assistive to discriminate ab-
normalities [36, 37, 58]. AdaSyn has generated more robust synthetic
samples which have addressed the complexity issue related to class
imbalance among different stages of fibrosis. The proposed method
has achieved a maximum performance of 91.46% accuracy for only
four features using KDA, ANOVA and PNN classifiers (Please Ref.
Tables 2 and 3). In order to test the robustness of our method, we have
compared various feature reduction and also ranking techniques. It is
observed that our proposed method outperformed all of the other tech-
niques, in terms of the number of features required, and also in terms
of performance parameters. It is observed that the KDA projected fea-
tures are more efficient and separable as compared with the original
Hu's moment features. It is to be noted that our method is the first
attempt in classifying the five different stages of liver fibrosis with
a maximum performance. These extracted KDA features are further
classified using PNN classifier to yield highest classification perfor-
mance. But, the specificity of our developed system is comparatively
less than the accuracy, PPV and sensitivity. This may be because few
KDA features belonging to the normal class have been classified as
other fibrosis classes.
The developed multiresolution approach requires minimum fea-
tures to attain maximum performance compared to other feature re-
duction and ranking techniques. The PNN classifier has performed the
best among all other techniques. It also required a minimum feature
set in all other experiments (Please Ref. Tables 2 and 3). In the future,
we plan to enhance the performance by recruiting a larger number of
subjects and also plan to use deep learning techniques [59,60].
The uniqueness of our method are the use of a multiresolution
analysis and textural features for liver fibrosis classification. We have
analyzed 762 ultrasound images with KDA feature reduction and
ANOVA feature ranking. We have achieved a highest performance of
91.46% accuracy using only four significant textural features.
5. Conclusions
In this study, a fully automated system to classify the severity
of liver fibrosis stages using the contourlet transform and nonlinear
features is developed. The developed method can be useful to grade
the severity of input ultrasound images among five different stages
of liver fibrosis. A maximum performance of 91.46% accuracy was
achieved using a PNN classifier. The performance of our developed
prototype requires additional validation on a larger database. Hence,
in the future, we plan to include an increased pool of subjects in each
of the five different stages, to improve method performance. Such a
system can be potentially beneficial to radiologists to confirm diagno-
sis. Also, we will extend the developed model using deep learning ar-
chitectures.
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