from the fixed curve C to a projective space; essentially f, gives the time evolution of A (, t). Suppose that the image curve has degree d and set L, = f,*(OpV(1)) E Picd(C) -J(C).
Applying more or less standard cohomological techniques from deformation theory, we may easily give necessary and sufficient conditions that the map (iii) t d-Lt be linear for any family of holomorphic maps (ii). These conditions are cohomological, and the miracle is that in the situation arising from an isospectral deformation the Lax equations turn out to have a very natural and elegant cohomological interpretation.
In carrying this out the crucial technical concept is the residue p(B) associated to the B(s) in the Lax equation (i) (cf. Section 7); p(B) is a collection of "Laurent tails" lying over t = 0, oo on the spectral curve, and our main results give necessary and sufficient conditions for the flow (iii) to be linear expressed in terms of p(B) in a way that is easily checked in examples.
In this paper sections 1 and 2 are preliminary giving a little background material and listing the examples to be discussed.
In section 3 we pose and informally discuss the main problem to be addressed. Then in section 4 we study the spectral curve and compute its genus, as well as some special features of its structure, in the examples. Sections 5, 6, 7 are the main part of this work. A standard algebrogeometric principle is that the tangent space to any deformation lies in a suitable cohomology group (cf. [4] , which contains an elementary account of deformation theory), and in section 5 we recall how this goes for the eigenvector maps (ii). Then in section 6 we give our first main theorem expressing the tangent vector to (iii) in terms of the B in the Lax equation. The aforementioned miracle is given by the simple computation (6.7)-(6.9). Another standard algebro-geometric principle is that on an algebraic curve "higher cohomology" may always be eliminated using duality theory (cf. the proof of (7.2) below). In section 7 this principle is applied to the problem at hand, and in this way we are led to the residue p(B) of the Lax operator and our second main theorem.
Finally, in section 8 we show how our theorems apply to yield the results of Adler-van will be tangent to MC and will Poisson commute there. In fact, in case MC is compact and connected it follows that it will be an n-torus R /Z' = T and each XH. = Ei aija/axJ will define a linear flow there. Thus, completely integrable Hamiltonian systems have an especially nice structure. In this paper we are interested in realizing the linear flows given by some completely integrable systems.(*1) This shall mean that the torus T should be given in a more or less explicit manner and similarly for the vector field Ej aija/axi. For us "more or less explicit" means that T consists of the real points on the Jacobian variety of an explicitly given algebraic curve C whose invariants, such as its genus g and space H0(QC) of holomorphic differentials, are readily computable in examples. Similarly, Ej aija/axi should be easily determined in practice.
One of the most remarkable developments in recent mathematics is the interplay between completely integrable systems and algebraic curves (cf. [3] , [7] , [161, and [18] and the references cited there). Our work may be viewed as one unifying observation, from an algebro-geometric viewpoint, of a particularly beautiful aspect of this theory that we shall recall briefly in the next section.
(2) In recent years a number of extremely interesting completely integrable Hamiltonian systems have been found (a few of these are classical) and extensively investigated. Among these we mention: (*1)Instead of "realizing the linear flow" one frequently simply says "linearizing the flow." The difference between proving that a Hamiltonian system is completely integrable and realizing it is roughly this: Showing that (M, &, H) is completely integrable gives qualitative information, such as quasi-periodicity and ergodicity of the flow on a general MC (cf. [51). On the other hand, realizing-it will mean that the system is actually solved in the sense that the integral curves will be expressible in terms of abelian functions defined on an explicitly given T. A common feature of all these systems is that they can be written in Lax form with a parameter t. More precisely, we consider matrix functions Here, B(Q) is to be also a finite Laurent series in t whose coefficients are in g. In practice these coefficients will be functions of the Ak, but for the moment it is clearer not to assume this. In a very beautiful series of papers, built upon a great deal of previous work by t-hemselves and other mathematicians, Adler and van Moerbeke [2] , [3] showed that all of the above examples (except for (4) which did not yet exist) were completely integrable Hamiltonian systems (cf. also [8] , [23] ). Moreover, they showed that each could be written as a Lax equation with a parameter and that the linearized flow could be realized on the Jacobian of an algebraic curve as-sociated to (1). More precisely, we define the spectral curve C associated to (1) to be given by the characteristic polynomial The basic observation, due to Manakov [14] , is that (3) is equivalent to In addition to [17] , the relationship between the geodesics on an ellipsoid and Neumann's system to algebraic curves is discussed in [12] and In this paper we shall use the standard notations of algebraic geometry as in [4] and [9] , and some of which we shall momentarily recall. Aside from a little deformation theory, which is explained in [4] , everything is quite elementary once one grants the essential point that the computations may be done simply and naturally using sheaf cohomology, as this is where infinitesimal deformations live naturally.
For a smooth variety X we let Remark. In dynamical systems problems one is of course interested in real solutions to the equations (e.g., to the Lax equations (2.1)). However, it will be convenient to work complex analytically, and then at the end put in the real structure as given by the fixed point of an involution corresponding to complex conjugation.
We assume given the following data: On the other hand, several of our examples will not satisfy such a genericity condition; in many of these cases the genus of the spectral curve is most easily computed using automorphisms of C arising from special features of A, such as A E so(n) C gf (n).
Definition. We shall call C the spectral curve associated to the Lax equation (1).
Let t E P be a general point and write m Q(-, n) = 11 (7-q v=1 Assuming that the curve C0 = C is smooth, we shall show that the genus g of the spectral curve is given by (mn(m -1)) ).
Suppose now that at some point t E P, k of the eigenvalues, say In general this affine curve will be smooth, but its completion CO in p2 will be singular as soon as n 2 4. To compute the genus of the normalization C of CO we observe that the involution j given by (2.12) realizes C as a 2-sheeted covering (9) C --P1 = 71-sphere.
The fixed points of j, which coincide with the branch points of (9), occur when 42 = 1; i.e., when t = ?1. In general there are n of these for each value t = + 1, = -1. Thus there are 2n branch points in all, and by the Riemann-Hurwitz formula the genus of C is given by (10) g = n-1.
Referring to Example 3 in section 2 we note that this is the number of required additional integrals of motion.
Example 4. In general the spectral curve C associated to Nahm's Equations (2.13) will be smooth and have genus given by (2) as g = (n -1)2 This is in agreement with [10] , where a detailed discussion of the structure of C may be found. In particular, for this example the reality question is somewhat subtle due to (2.15). It follows that in each case the genus is n -1. Remark that in each of these two problems we need n -1 commuting integrals of motions in addition to total energy in order to render the system completely integrable. 
At t=o az
The exact cohomology sequence of (5) Then, as proved in [19] , for suitable choice of E this v will be an eigenvector for the spectral curve C
A Q)V = 7V for (, q) E C We will determine the residue of B at q; a similar discussion will hold at p. We will also restrict to the case n = 3, from which the general case will be clear. Recalling that f3 = i, (3) Remark. In this work we have taken the Lax equation (2.1) as given and from it deduced the spectral curve, eigenvector mappings ft: C -* PV, and flow t -* {Lt }. Conversely, in each of our examples, given the spectral curve plus some additional data such as Lt plus a suitable fixed divisor, we may reconstruct the eigenvector mappings. For instance, in the Toda lattice we have just said how to do this. This is just a part of a very beautiful "dictionary" that has been highly developed in recent years (cf. [6] , [7] , and [18] ). Example 5. Referring to Example 5 in section 4, for the computation of the residue of p(B) it is more convenient to take the equations (4.11), since even though the affine curves are quite singular they are "smooth over t = oo" (this means that the map C -* P from the normalization is unmodified over t = oo). The exact same argument as in Example 4 above shows that (7.10) is satisfied and so the flow is linearized on J(C).
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