Abstract-Video indexing, also called video concept detection, has attracted increasing attentions from both academia and industry. To reduce human labeling cost, active learning has been introduced to video indexing recently. In this paper, we propose a novel active learning approach based on the optimum experimental design criteria in statistics. Different from existing optimum experimental design, our approach simultaneously exploits sample's local structure, and sample relevance, density, and diversity information, as well as makes use of labeled and unlabeled data. Specifically, we develop a local learning model to exploit the local structure of each sample. Our assumption is that for each sample, its label can be well estimated based on its neighbors. By globally aligning the local models from all the samples, we obtain a local learning regularizer, based on which a local learning regularized least square model is proposed. Finally, a unified sample selection approach is developed for interactive video indexing, which takes into account the sample relevance, density and diversity information, and sample efficacy in minimizing the parameter variance of the proposed local learning regularized least square model. We compare the performance between our approach and the state-of-the-art approaches on the TREC video retrieval evaluation (TRECVID) benchmark. We report superior performance from the proposed approach.
I. INTRODUCTION
W ITH rapid advances in storage devices, networks, and compression techniques, large-scale video data are now publicly accessible. There is a compelling need for automatic understanding and efficient retrieval of these data. Many commercial search engines, such as Google, Microsoft Bing, and Yahoo!, offer video search based on indexing textual metadata associated with videos. The advantage of text-based video search is that many text search technologies can be directly used to do video search. However, the search performance is generally unsatisfactory, since the textual metadata are usually noisy, incomplete, and sometimes inconsistent with the video content. Recent research moves one-step ahead of text-based video search and utilizes a set of semantic concepts as intermediate semantic descriptors to facilitate video search [2] . The concepts of interest include a wide range of categories such as scenes (e.g., urban, sky, mountain, etc.), objects (e.g., airplane, bus, face, etc.), and events (e.g., people-marching, walking-running, etc.). Predicting the presence of semantic concepts in video clips has shown encouraging progress towards bridging the "semantic gap" and thus leads to more effective results for video search [2] . The task of predicting the presence of concepts is usually called semantic video indexing, video concept detection, or video annotation in literatures. A wealth of approaches have been proposed for semantic video indexing recently. Most of them are developed based on machine learning techniques, in which concept models are learned with the training data and then newly given video clips can be directly predicted [8] , [9] , [30] , [34] , [37] , [42] .
Despite the encouraging progress in semantic video indexing, existing studies show that huge training datasets are often required in order to achieve reasonable performance due to the complexity of video data [2] . However, manual labeling is laborious and time-consuming. For example, existing researches show that annotating 1 h of video with 100 concepts generally takes anywhere between 8 to 15 h [3] . To reduce human labeling effort, active learning has been introduced into semantic video indexing recently [14] . As illustrated in Fig. 1 , active learning-based interactive video indexing system typically consists of a concept learning module and a sample selection module. These two modules work alternatively as follows: the concept learning module trains concept classifiers based on current training dataset; then the sample selection module identifies and selects the most informative unlabeled samples for manual labeling, and these samples are added to the training dataset. In this way, the interactive video indexing can harvest the most informative training data quickly and thus boost the performance effectively. Existing interactive video indexing strategies can be roughly divided into three categories: the risk reduction strategy which aims to select the samples that minimize the expected risk of current classifier [4] , [13] , [35] , the most uncertainty strategy that selects the samples that current classifier is most uncertain about [7] , [24] , [29] , [36] , and other strategies which take into account sample relevance, density, and diversity information [5] , [10] , [38] .
The problem of selecting samples to label is typically referred to as experimental design in statistics. The sample x is referred to as experiment, and its label is referred to as measurement. The study of optimum experimental design [15] is concerned with the design of experiments that are expected to minimize variances of a parameterized model. The classic optimum experimental design algorithms are based on a supervised learning model: linear regression, which only makes use of the labeled data. As aforementioned, in semantic video indexing, the labeled data are usually insufficient since manual labeling is highly laborious and time-consuming, while the unlabeled data are usually plentiful. In this case, supervised learning model could not perform well due to the lack of training data. Recent progress on semi-supervised learning shows that the unlabeled data used with a small number of labeled samples can improve the learning performance greatly [16] - [18] . Motivated by this, recent research works have developed new optimum experimental design algorithms based on semi-supervised learning framework. Based on Laplacian regularized least squares (LapRLS) [18] , Laplacian regularized optimum experimental design algorithms have been proposed [19] , [20] , [22] . Although these algorithms perform more effectively than the classic optimum experimental design, they generally cannot perform well in video indexing due to the following two limitations. First, Laplacian regularized optimum experimental design focuses on selecting the samples that can minimize model parameter variance or model prediction variance, where the sample relevance, density, and diversity information are not taken into account. However, these information have been found effective for interactive video indexing in recent studies [5] . Second, Laplacian regularized optimum experimental design is based on the graph Laplacian regularizer, which estimates the label consistency over graph topology from pair-wise perspective, i.e., if two samples are close to each other, their labels are close as well. However, this strategy usually fails to characterize the desired property of label consistency, since the label consistency is a term defined over the whole set of neighbors and is naturally characterized by the local structure of the neighbors rather than the individual pair-wise relations between samples [27] , [32] , [31] , [47] . The local structure is especially beneficial to video indexing since most of the video corpus, such as TRECVID dataset, are obtained from different sources and span a large time interval.
Motivated by the above observations, in this paper, we propose a novel interactive video indexing approach. A unified active learning method is developed to exploit sample's local structure, and sample density, relevance, and diversity information, as well as take advantage of both the labeled and unlabeled data. Specifically, we propose a local learning regularized optimum experimental design approach. Our assumption is that for each sample, its label can be well estimated based on its neighbors. A local regression model is developed to exploit sample local structure and characterize the desired label consistence. In order to assign an optimal label confidence value to each sample, we globally align the nonlinear regression models from all the samples, and obtain a local learning regularizer, based on which a local learning regularized least square model is developed for semantic concept learning. Finally, a unified sample selection approach is proposed, which takes into consideration the sample relevance, density, diversity, as well as sample efficacy in minimizing the parameter variance of the proposed local learning regularized least square model.
The main contributions of this paper can be summarized as follows.
• A novel active learning approach is proposed. Different from the existing methods, our approach simultaneously exploits sample's local structure and sample density, relevance, and diversity information, as well as takes advantage of both the labeled and unlabeled data.
• A local learning regularized least square model is developed, based on which the local structure of each sample can be well exploited.
• A unified sample selection strategy is proposed, which is demonstrated to be effective in selecting the most informative samples and boosting the learning performance. The rest of this paper is organized as follows. Firstly, we provide a short review of the related works in Section II. The sample relevance, density, and diversity information are detailed in Section III. In Section IV, we elaborate the proposed active learning approach. Specifically, the proposed local learning regularizer and local learning regularized least square model are elaborated in Section IV-A and Section IV-B, respectively. The sample selection strategy is detailed in Section IV-C. In Section V, we report the experimental results over a real-world video corpus: TRECVID 2007 dataset, followed by the conclusions in Section VI.
II. RELATED WORK
In this section, we provide a brief description of the generic active learning problem, review the existing active learning approaches explored in video indexing, and describe the conventional optimum experimental design.
A. Notation and Active Learning Problem
In this paper, we use boldface lowercase letters (e.g., ) to denote vectors and boldface uppercase letters (e.g., ) to denote matrices. We use to denote the determinant of and to denote its transpose. We use calligraphic letters (e.g., ) to denote sets and to denote the cardinality of a set. Given a set of samples , where is the -dimensional feature vector, the generic problem of active learning is to find a subset containing the most informative samples. That is, if these samples are labeled and used as training samples, the underlying classifier can predict the labels of the unlabeled samples most precisely.
B. Active Learning in Video Indexing
As aforementioned, active learning technique has been introduced into semantic video indexing, since it can significantly reduce human cost in labeling training data. The core problem of active learning methods is the sample selection. Existing sample selection strategies explored in video indexing can be categorized into three categories: the risk reduction strategy [4] , [13] , [35] , the most uncertainty strategy [7] , [24] , [36] , [29] , and other strategies that consider sample relevance, density, and diversity information [5] , [10] , [38] . Cohen et al. [13] and Roy et al. [4] suggested that the optimal active learning method should select samples that minimize the expected risk of current learning model. The reduced risk is estimated with respect to each unlabeled sample, and the most effective samples are selected. However, for most of existing learning models, it is infeasible to estimate the risk. Therefore, in practice, many active learning methods adopt the most uncertainty sample selection strategy which selects the samples that current model is most uncertain about. The most popular uncertainty-based active learning method is support vector machine active learning (SVMactive) [24] . SVMactive was applied in video indexing in [7] . It builds an SVM classifier based on current training samples and then selects the samples that are closest to the current classification boundary to label. The rationale is that the closer to the boundary a sample is, the less reliable its classification is. In addition, Nguyen et al. [29] chose samples closest to the boundary in an information space based on distances to a number of selected samples. One of the major disadvantages of these works is that the estimated boundary may not be accurate enough, especially when the training samples are scarce. This problem impairs the identification of informative samples and consequently reduces the learning performance. Some other sample selection approaches take sample relevance, density, and diversity information into account. Ayache et al. [5] proposed to use relevance criteria in sample selection. The samples that have the highest probabilities to be relevant were selected to label. They reported that the relevance criteria is effective for the concepts whose positive samples are much less than the negative ones. Density criteria aims to select samples from the dense regions of feature space [38] , [45] , [46] . The samples in dense regions are usually representative of the underlying sample distribution. Therefore, these samples can add much more information to the learning model as compared to the samples within low density regions. Brinker et al. [39] incorporated the diversity criteria into sample selection. They selected the samples that are diverse to each other.
C. Optimum Experimental Design
Closely related to active learning is optimum experimental design in statistics, which has received increasing attention due to its theoretical foundation and practical effectiveness [15] . Optimum experimental design considers a linear regression model (1) where are the model parameters, is the real-valued output, and is the measurement noise which is a Gaussian random variable with zero mean and constant variance .
Optimum experimental design aims to choose the most informative samples from to learn a prediction function so that the expected prediction error can be minimized [15] . Given a set of selected samples and the corresponding labels , the linear regression model can be estimated following the least squares criteria:
The optimum solution is (3) where is the feature matrix, and is the label vector. It can be proved that is an unbiased estimation of and its covariance matrix is given as (4) The conventional optimum experimental design can be classified into two categories as according to the sample selection criteria. The first category is to select the samples that can minimize the size of the parameter covariance matrix, including D-, A-, and E-optimal Design [15] . D-optimal Design aims to select the samples to minimize the determinant of and thus minimize the volume of the confidence region. A-optimal Design attempts to minimize the trace of and thus minimizes the dimensions of the enclosing box around the confidence region. E-optimal Design minimizes the maximum eigenvalue of , i.e., the size of the major axis of the confidence region. The other category aims to select the samples to minimize the variance of predication value, including I-and G-optimal Design. For each sample , its prediction value is and the variance of the prediction value is . I-optimal Design minimizes the average variance of prediction value, while G-optimal Design minimizes the maximum variance of prediction value. All of these conventional optimum experimental design algorithms are based on a supervised learning model and usually suffers from the insufficient training sample problem. To address this issue, Laplacian regularized optimum experimental design has been proposed recently to take into account both the labeled and unlabeled data [19] , [20] , [22] . All of these approaches are based on LapRLS [18] , which estimates the label consistency over graph topology from pair-wise perspective, i.e., if two samples are close to each other, their labels are close as well. However, the label consistency is naturally characterized by the local structure of sample's whole neighbor set rather than the individual pair-wise relations between samples [26] , [27] , [31] , [32] . The local structure is especially important in video indexing since most of the video collections are obtained from diverse sources and span a large time interval. Therefore, it is worthwhile to develop a new active learning approach to exploit the local structure of samples.
III. RELEVANCE, DENSITY, AND DIVERSITY
In this section, we introduce the estimation of sample relevance, density, and diversity information, which will be exploited in our active learning approach.
A. Relevance
Relevance criteria aims to maximize the size of the set of positive samples by selecting samples that are most probable to be relevant to the given concept. In video indexing, the positive samples of most concepts are usually scarce and much less than the negative ones, and the distribution of negative samples are usually in very broad domain. In this case, the most probable positive samples can add most information to the current concept learning model [5] . The relevance can be estimated in various ways. For example, the relevance of sample could be the normalized model output on :
where is the original model output on , and are the maximum and minimum model output on all the unlabeled samples.
is the standard sigmoid function.
B. Density
Density criteria aims to select samples from dense unlabeled feature regions [38] . The samples in dense regions of the feature space are usually representative of the underlying sample distribution. Therefore, these samples can add much more information to the learning model as compared to the samples within low density regions. To estimate the density of each sample, we first estimate the sample distribution by kernel density estimation (KDE) approach [40] : (6) where is a kernel function that satisfies and . To reduce computation cost, of each sample is usually estimated over its neighbors rather than all the samples. That is, is computed as
where denotes the neighbor set of . Based on (7), we define the density of sample by normalizing to [0, 1] as follows:
(8)
C. Diversity
Previous studies demonstrate that the selected samples should be diverse [39] . The most popular diversity measure is angular diversity. The angle between two samples and is defined as (9) Based on (9), the angle between the unlabeled sample and the current labeled sample set is defined as the maximal angle from sample to any sample in , i.e., . Consequently, we define the diversity measure of sample as follows. The sample with larger is more diverse to the current labeled sample set: (10) IV. PROPOSED ACTIVE LEARNING APPROACH In this section, we elaborate the proposed active learning method. We elaborate the proposed local learning regularizer in Section IV-A, and then introduce the local learning regularized least square model in Section IV-B. Finally, we describe our sample selection algorithm in Section IV-C.
A. Local Learning Regularizer
As aforementioned, the label consistency is naturally characterized by sample's local structure of its neighbor set rather than the individual pair-wise relations between samples [27] . Let denote the predictive label value of generated by an underlying classifier, such as a regression model . To exploit the local structure of each sample , our assumption is that the value of can be well estimated based on the neighbors of . Let denote the sample and its -nearest neighbors. That is, should approach to the output of a local model trained locally with the data [27] . Here, we adopt a local nonlinear regression model
, where are the model parameters. Let denote the local predictive error of on the sample . can be estimated by solving the following optimization problem: (11) where is a regularization term to control the model complexity and thus avoid the "overfitting". is a tradeoff parameter. We define the loss function as the sum square errors and use the norm in the regularization term. We then get (12) which can be rewritten as (13) where is the transformed feature matrix containing all the samples in , and . We align all the local regression model by summing (13) over all the samples and then get
By taking the derivative of the objective function with respect to , we get the following solution: (15) By substituting (15) for , we get (16) where is a kernel matrix between samples in . Thus, the objective function in (14) becomes (17) Theorem 1: Equation (17) is equivalent to the following equation: (18) Proof: See the Appendix. Let us introduce in which , if , and , otherwise. are the sample indices in . Let , we get . Then, we can rewrite (24) and get the local learning regularizer as (19) where is defined as (20) 
B. Local Learning Regularized Least Square Model
Recall the linear regression function in (1). Here we perform it in the reproducing kernel Hilbert space (RKHS) . The corresponding nonlinear version is . To estimate the function , we propose a local learning regularized least square model which simultaneously takes advantages of both labeled and unlabeled data, as well as the local structure of each sample.
Based on the local learning regularizer in (19) , the local learning regularized least square model is formulated as follows: (21) where is a function in the RKHS , is the vector , is a labeled sample in which is a subset of . is the label of . is the local learning regularizer and is a regularizer to control model complexity.
According to Representer Theorem [18] , the optimal solution is an expansion of kernel functions over both the labeled and unlabeled data: (22) where is a positive definite mercer kernel. Substituting this form into (21), we can arrive at the convex differentiable objective function of the -dimensional variable :
where is the label vector, is an kernel matrix with , is an kernel matrix with , and . The derivative of the objective function vanishes at the minimizer: (24) which leads to the following solution: (25) For a test sample , its label value can be computed as (22) with the optimal .
C. Active Sample Selection
Given the above concept learning model, the task of sample selection is to select the most informative samples from , such that can provide most information to the concept learning model. That is, if samples are labeled and used as training samples, the concept learning model can predict the labels of the unlabeled samples most precisely. Closely related to sample selection is optimum experimental design in statistics. The intent of optimum experimental design is usually to minimize the variance of a parameterized model. The samples that can minimize the model parameter variance or the model prediction variance are selected as the most informative samples.
Here, we develop our sample selection strategy based on the D-optimal experimental design criteria due to its connection to the confidence region of the model parameters [15] . In D-optimal experimental design, the samples are selected to minimize the determinant of the covariance matrix of model parameters.
Denote in (25) by , and by . The covariance matrix of is given as (26) Since the parameters and in are usually set to be very small, we get the determinant of the covariance matrix of as (27) The smaller is, the smaller is the size of the covariance matrix. Noticing that , D-optimal experimental design criteria is equivalent to selecting samples to maximize , i.e., . As aforementioned, the sample relevance, density, and diversity information have been found effective in interactive video indexing [5] . Therefore, incorporating these information into the sample selection procedure of optimum experimental design is a worthwhile direction to explore. Recall that the sample relevance, density, and diversity information are introduced in Section III. These information are usually complementary to each other in real-world applications and the combination of them is usually more effective than any individual one [5] . We thus combine these information to measure the informativeness of each sample. According to theoretical analysis [13] , it is more rational to use density measure as a weight of relevance than linearly combing them. Thus, we define the informativeness of sample as a linear combination of diversity and relevance weighted by density: (28) In order to simultaneously exploit the sample relevance, density, and diversity information, as well as sample efficacy in minimizing the variance of parameterized model, our unified sample selection strategy is formulated as the following optimization problem: (29) We adopt a sequential optimization approach to solve (29) efficiently. The first sample is selected such that is maximized. Suppose a set of samples have been selected, we define (30) The th sample is selected by solving the following problem: (31) where is the column vector in corresponding to sample . By using matrix determinant lemma [44] , the determinant of can be rewritten as a multiplicative updated of the determinant of (32) Since is a constant while selecting the th sample, (31) can be rewritten as (33) As can be seen, the most expensive computation in (33) is the matrix inverse . Here we use the Sherman-MorrisonWoodbury formula [28] to avoid directly inverting a matrix. Given an invertible matrix and two column vectors , the Sherman-Morrison-Woodbury formula states (34) Once the th sample is selected, the inverse of can thus be updated following the Sherman-Morrison-Woodbury formula as (35) In this way, we only need to compute the inverse of . Our sample selection strategy is summarized in Algorithm 1.
Algorithm 1: Sample selection algorithm
Input: A set of samples , the number of samples to be selected In this section, we conduct experiments on the widely used benchmark TRECVID dataset [1] to evaluate the proposed approach and compare it to other state-of-the-art methods. 
A. Dataset Description
TRECVID-07 dataset [1] is one of the most used datasets by many groups in the area of video indexing. It consists of video genres taken from a real archive, namely news magazine, science news, news reports, documentaries, educational programming, and archival video. It contains 219 video clips, which are separated into two groups by NIST: a development set and a test set [1] . Specifically, the development set contains 110 video clips, which are segmented into 21 532 keyframes. For each keyframe, NIST provides the groundtruth of 36 concepts. These concepts consist of a wide range of genres, including program category, setting/scene/site, people, object, activity, and graphics. Fig. 2 shows some sample keyframes of these concepts.
B. Experimental Setting
In this subsection, we describe the experimental setting. We start with visual feature.
1) Visual Feature:
To represent the content of keyframes, we extracted three kinds of visual features: the 225-dimensional block-wise color moment extracted over 5-by-5 division of the keyframe, and each division is represented by a 9-dimensional feature, the 75-dimensional edge direction distribution histogram, and the 128-dimensional wavelet texture feature [43] . We concatenated these features into a 428-dimensional single feature vector, and normalized each dimension into zero mean and unit standard deviation. It has been widely acknowledged that other features, including the bag of visual words, the pyramid histogram of oriented gradients, and gist, can be aggregated to boost the performance [41] . Here, our work focuses on investigating the effectiveness of the proposed active learning approach to video indexing. The influence of different visual features to the indexing performance is left as our future work.
2) Compared Approaches: To demonstrate how our proposed approach improves the performance of interactive video indexing, we compared our approach to following four closely related and representative methods:
• Support vector machine active learning (SVMactive) [24] : SVMactive is one of the most popular active learning algorithm. The samples, which are closest to the boundary of current SVM classifier, are selected to label and added into training data for updating the classifier.
• Support vector machine active learning with relevance, density and diversity (SVMactive+rdd): In SVMactive+rdd, the relevance, density, and diversity criteria are incorporated into the sample selection strategy of SVMactive. • Dual strategy active learning (DUAL) [45] : DUAL is a dual strategy for active learning that exploits both uncertainty and density information for sample selection.
• Laplacian regularized D-optimal design (LapDOD) [22] :
LapDOD is based on a Laplacian regularized least square model. It aims to select samples that minimize the determinant of the covariance matrix of model parameters.
3) Evaluation Strategy:
We separated the dataset into two partitions: a training subset containing 100 videos with about 19 000 keyframes, and a testing subset containing the keyframes in the remaining 10 videos. All the above active learning approaches were started with 4000 labeled samples selected from the training subset. Then at each round, these approaches selected and annotated 1000 samples from the training subset and incorporated them into the labeled sample set. Note that the samples which have been selected at previous rounds were excluded from later selections. We adopted Gaussian RBF kernel as the kernel function. The kernel bandwidth , the tradeoff parameters in SVM, and the regularization parameters in LapDOD and our approach were selected via three-fold cross validation on the initial labeled samples. The tradeoff parameters in (28) was empirically set to 0.3. We adopted -nearest neighbor method to find the neighbors for each sample, where is set to 30 empirically. The performance evaluation was conducted on the testing subset.
4) Evaluation Metric:
We adopted the official performance metric average precision (AP) in the TRECVID tasks to evaluate and compare the above approaches on each concept. The AP corresponds to the area under a non-interpolated recall/precision curve and it favors highly ranked relevant keyframes. We averaged the AP over all the 36 concepts to create the mean average precision (MAP), which is the overall performance metric. Fig. 3 illustrates the MAP comparison of our proposed approach and the four representative methods: SVMactive [24] , SVMactive+rdd, DUAL [45] , and LapDOD [22] . From the experimental results, the following observations can be obtained.
C. Experimental Results and Analysis
• Our approach outperforms the other four approaches at every active learning round. For example, our approach achieves about 7.5%, 10%, 15.4%, and 62.6% MAP improvements at the first round as compared to LapDOD, SVMactive+rdd, SVMactive, and DUAL, respectively, and it improves the MAP by 13.4%, 7.3%, 12.8%, and 25.4% at the last round.
• Our approach reduces labeling effort while it achieves comparable performance to the other methods. For example, our approach obtains a comparable performance at the third round (7000 labeled samples in total) compared to SVMactive and LapDOD at the last round (13 000 labeled samples in total). That is to say, our approach can reduce labeling effort by about 46% as compared to SVMactive and LapDOD. Compared to DUAL at the last round, our approach achieves a close performance at the forth round (8000 labeled samples in total). This indicates that our approach can reduce labeling effort by about 38.5%. Compared to SVMactive+rdd at the last round, our approach obtains a close performance at the fifth round (9000 labeled samples in total). That is to say, our approach can reduce labeling effort by about 31%. • Both our approach and SVMactive+rdd incorporate the sample relevance, density, and diversity information into sample selection criteria. Different from SVMactive+rdd, our approach further exploits the local structure of each sample and makes use of both labeled and unlabeled samples. These advantages of our approach lead to performance improvement.
• Both LapDOD and our approach are based on semi-supervised learning framework. Different from LapDOD which estimates the label consistency from the pair-wise relations between samples, our approach estimates the label consistency by exploiting sample's local structure based on a local learning regularizer. Furthermore, our approach incorporates sample relevance, density, and diversity information into sample selection criteria. The experimental results show that our approach outperforms LapDOD at every round. Fig. 4 shows the APs on all the 36 concept by these five approaches at the first round, while Fig. 5 illustrates the APs by these approaches at the last round. We can see that our approach improves AP performance on most concepts. Specifically, it performs best on 26 of all the 36 concepts at the first round. Some improvements are significant, such as "charts" (176.9% better than DUAL, 76.6% better than LapDOD, 97.3% better than SVMactive, and 55.2% better than SVMactive+rdd) and "Office" (108.4% better than DUAL, 26.2% better than LapDOD, 48.1% better than SVMactive, and 28.1% better than SVMactive+rdd). At the last round, our approach achieves the best performance on 23 concepts. For example, it improves the AP of "building" by 35.8%, 24.2%, 17.5%, and 15.5% compared to DUAL, LapDOD, SVMactive, and SVMactive+rdd), respectively.
VI. CONCLUSIONS
In this paper, we have proposed a new active learning approach for interactive video indexing. It simultaneously exploits sample's local structure, and relevance, density, and diversity information, as well as makes use of both labeled and unlabeled samples. To exploit sample's local structure, we have proposed a local learning regularizer, based on which a local learning regularized least square model has been developed. To actively select the most informative samples, we have further proposed a unified sample selection approach, which takes into account the sample relevance, density, diversity, and sample efficacy in optimizing the proposed local learning regularized least square model. The experimental results on TRECVID benchmark have shown that our approach is able to improve the overall video indexing performance compared to the state-of-the-art methods, and can consistently improve the performance over most concepts.
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