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Abstract
We present a distributed solution to optimizing a convex function composed of several non-
convex functions. Each non-convex function is privately stored with an agent while the agents
communicate with neighbors to form a network. We show that coupled consensus and projected
gradient descent algorithm proposed in [1] can optimize convex sum of non-convex functions
under an additional assumption on gradient Lipschitzness. We further discuss the applications
of this analysis in improving privacy in distributed optimization.
1 Introduction
Distributed convex optimization has found numerous applications in resource allocation [2], robotics
[3], machine learning [4] etc. Several works have appeared in distributed convex optimization
domain over the past decade [5–17]. Recently, a few papers [18–20] have dealt with distributed
non-convex optimization 1. The classical distributed optimization problem involves finding a state
vector x∗ in a feasible set X such that x∗ ∈ argmin x∈X
∑S
i=1 fi(x), assuming each individual
objective function fi(x) being convex and its gradients being bounded.
In this report we prove that the convexity assumption on individual objective functions can be
relaxed as long as the sum is still a convex function and individual function gradients are Lipschitz
continuous. Formally, we can find x∗ using a distributed protocol (Algorithm 1) such that,
x∗ ∈ argmin
x∈X
f(x) ,
S∑
i=1
fi(x),
where the individual functions fi(x) may be non-convex, however f(x) is convex. We designate this
partitioning setting (fi(x) being non-convex while f(x) being convex) as convex sum of non-convex
functions.
∗This research is supported in part by National Science Foundation. Any opinions, findings, and conclusions or
recommendations expressed here are those of the authors and do not necessarily reflect the views of the funding
agencies or the U.S. government.
1For a thorough treatment of prior literature, readers are directed to papers cited here and references therein.
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1.1 Motivating Example - Privacy Enhancing Distributed Optimization
Let us review a simple distributed optimization problem to demonstrate how privacy requirements
motivate this work. We consider S = 3 agents each endowed with a private, convex function fi(x),
where agents intend to minimize the convex function f(x) =
∑S
i=1 f(x), while having access to
only their own private objective function. This is a standard distributed convex optimization prob-
lem that has been extensively studied over the past decade. Figure 1 denotes the communication
topology of the agents. Distributed algorithms (e.g. Algorithm 1, [1]) solve this problem by shar-
ing states and performing local gradient descent updates (assuming some underlying connectivity
among agents). Now consider a scenario where agents wish to introduce privacy in the optimization
protocol.
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Figure 1: Standard distributed optimization problem: fi(x) are private, convex functions,
‖∇fi(x)‖ ≤ Li and we intend to minimize f(x) =
∑S
i=1 f(x) over some constraint set X .
Let every agent partition its objective function into additive components. That is, f1(x) =
f1,2(x) + f1,3(x), f2(x) = f2,1(x) + f2,3(x) and f3(x) = f3,1(x) + f3,2(x) where the components may
or may not be convex (see Figure 2a). The protocol is now modified so that in the gradient descent
step (Eq. 6), agents use different component gradients instead of using fi(x). For example, when
Agent 2 needs to perform gradient descent step and share states with Agent 1 and 3, Agent 2 uses
∇f2,1(x) for descent update and sends state to Agent 1; and uses ∇f2,3(x) for descent and sends
states to Agent 3. Similarly, Agent 3 sends state to Agent 1 after performing gradient descent using
∇f3,1(x) and uses ∇f3,2(x) for descent before sending updates to Agent 2. Application of different
gradients allows the transmitted states (sent to different agents) to be different. Agents can hide the
information about their individual (and private) objective functions fi(x). This improves privacy
while still allowing all agents to learn the correct model (reach optimum).
We now view each component function as being associated to a virtual agent, with any agent
being represented by two virtual agents in our example (S = 6). The links between virtual agents
must be a subset of the links between the corresponding real agents. By choosing an appropriate
set of links between the virtual agents, we can ensure that the network of virtual agents is strongly
connected, provided that the original network is strongly connected. Figures 2a and 2b present
an example.This is motivated by the desire to improve privacy. The topology in Figure 2a should
enhance privacy in the sense that a single real agent (on its own) will not learn the cost function
of other agents.
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(a) Individual functions are partitioned into possibly
non-convex components for privacy.
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(b) Distributed optimization of convex sum of non-
convex functions.
Figure 2: A Motivation Example: Privacy Enhancing Distributed Optimization
Note, that the individual components (in our example) are not necessarily convex; and we
intend to minimize their sum,
f(x) = f1,2(x) + f1,3(x) + f2,1(x) + f2,3(x) + f3,1(x) + f3,2(x).
This new problem fits exactly in the structure defined in Section 2. As long as the original network
in Figure 2a is strongly connected, we can ensure that the new network in Figure 2b also stays
strongly connected. The doubly stochastic, transition matrix Bk can be defined as,
Bk =

(1− 2κ) 0 κ 0 0 κ
0 (1− 2κ) κ 0 0 κ
0 κ (1− 2κ) 0 κ 0
0 κ 0 (1− 2κ) κ 0
κ 0 0 κ (1− 2κ) 0
κ 0 0 κ 0 (1− 2κ)
 . . . . κ ≥ 0 (1)
None of the agents sees information from all virtual agents (part of any specific agent). Thus,
agents can protect their private objective function yet solve the distributed optimization problem
correctly. In the report we provide theoretical analysis and convergence proofs for distributed
optimization algorithm in [1] to optimize convex sum of non-convex functions f(x), under any arbi-
trary time varying connected topology. We also present in Section 4.1, a different privacy enhancing
scheme based on secure multi-party aggregation strategy proposed in [21]. We discuss the applica-
tion of analysis developed in this report for proving correctness and characterizing convergence of
this new scheme.
1.2 Notation
The number of agents is denoted by S. Upper case alphabets (I, J,K etc.) are used to index agents.
We use the symbol “∼” to denote communication link and information sharing between agents. As
an example, I ∼ G denotes that agents I and G have a communication link between them, and
conversely I∼J denotes that agents I and J can not share information (cannot communicate) with
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each other. The neighborhood set of agent J is denoted by NJ . The dimension of the problem
(number of parameters in the decision vector) is denoted by D.
Iterations number is denoted by k. The decision vector (also referred to as iterate from now on)
stored in agent I at time (iteration) k is denoted by xIk, where the superscript denotes the agent-id,
the subscript denotes the time index. xJk [p] (p = 1, 2, . . . , D) denotes the p
th dimension in decision
vector xJi,k. The average of iterates at time instant k is denoted by x¯k.
x¯k =
1
S
S∑
J=1
xJk . (2)
We denote the disagreement of an iterate (xJk ) with the iterate average (x¯k) by δ
J
k .
δJk = x
J
k − x¯k. (3)
We use .˜ to denote a vector that is stacked by its coordinates. As an example, consider three
vectors in R3 given by a1 = [ax, ay, az]T , a2 = [bx, by, bz]T , a3 = [cx, cy, cz]T . Let us represent
a = [a1, a2, a3]
T , then a˜ = [ax, bx, cx, ay, by, cy, az, bz, cz]
T . Similarly we can write stacked
model parameter vector as,
x˜0,k = [x
1
0,k[1], x
2
0,k[1], . . . , x
S
0,k[1], x
1
0,k[2], x
2
0,k[2], . . . , x
S
0,k[2], . . . , x
1
0,k[D], . . . , x
S
0,k[D]]
T . (4)
We use gh(x
J
k ) to denote the gradient of function fh(x) evaluated at x
J
k . Let, Lh be the bound
on gradient (see Assumption 3) and Nh be the Lipschitz constant (see Assumption 4), for all
h = 1, 2, . . . , S. We define constants L+ =
∑S
h=1 Lh and N
+ =
∑S
h=1Nh to be used later in
the analysis. ‖.‖ denotes standard Euclidean norm for vectors, and matrix 2-norm for matrices
(‖A‖ =
√
λmax(A†A) = σmax(A), where A† denotes conjugate transpose of matrix A, and λ, σ are
eigenvalues and singular values respectively).
Throughout this report, we will use the following definitions and notation regarding the optimal
solution (x∗), the set of all optima (X ∗) and the function value at optima (f∗),
f∗ = inf
x∈X
f(x), X ∗ = {x ∈ X |f(x) = f∗}, dist(x,X ∗) = inf
x∗∈X ∗
‖x− x∗‖.
The optimal function value, at the solution of the optimization problem or the minimizing state
vector is denoted by x∗, is denoted by f∗.
1.3 Organization
Problem formulation, assumptions and framework is presetned in Section 2. Consensus and Pro-
jected Gradient based algorithm (similar to [1, 22]) is summarized in Section 2.1. Convergence
analysis, and correctness proofs are presented in Section 3. Discussion on applications of this
framework to privacy is presented in Section 4.1.
2 Problem Formulation and Algorithm
Let us consider S agents, each of whom has access to a private, possibly non-convex function fi(x).
We intend to solve the following optimization problem in a distributed manner,
Find x∗ ∈ argmin
x∈X
f(x),
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where f(x) =
∑S
i=1 fi(x) is a convex function. The agents communicate with their neighbors and
share parameter state estimates. This communication graph is assumed to be bidirectional and
connected (see Assumption 5).
We enforce the following assumption on the functions fi(x) and on the decision set, X .
Assumption 1 (Objective Functions). The objective functions fi : RD → R, ∀ i = 1, 2, . . . , S
may or may not be convex functions of model parameter vector x. However, the sum of individual
objective functions is convex, i.e., f(x) :=
∑S
i=1 fi(x) is convex.
Assumption 2 (Decision Set). The feasible parameter vector set, X , is a non-empty, closed,
convex, and compact subset of RD.
We make a boundedness assumption on the gradient of function fi(x) in Assumption 3. And make
an additional assumption on the gradients gh of functions fh.
Assumption 3 (Gradient Boundedness). Let gi(x) denote the gradient of the function fi(x). There
exist scalars L1, L2, . . . , LS such that, ‖gi(x)‖ ≤ Li; ∀ i = 1, 2, · · · , S and ∀x ∈ X .
Assumption 4 (Gradient Lipschitzness). Each function gradient (gh(x)) is assumed to be Lipschitz
continuous i.e. there exist scalars Nh > 0 such that, ‖gh(x) − gh(y)‖ ≤ Nh‖x − y‖ for all x 6= y
(x, y ∈ X ) and for all h = 1, 2, . . . , S.
Agents are connected in an arbitrary time-varying topology, albeit under the assumption that
agents form a connected component, Assumption 5.
Assumption 5 (Connectedness). At every iteration, k, there exists a path between any two agents.
(Agents form a connected component.)
For the purpose of this report we will assume without explicitly stating that all communica-
tion links are synchronous and loss less. All agents are assumed to operate perfectly and do not
experience any faults.
2.1 Algorithm
We consider iterative algorithm for distributed convex optimization presented in [1]. We show
that the existing algorithm can optimize convex sum of non-convex functions. The first step in
the algorithm is to fuse information from the neighbors and build an estimate of average of the
parameter vector. A doubly stochastic matrices Bk, with the property that any entry Bk[I, J ] is
greater than zero if and only if I and J can communicate with each other, is used for information
fusion. Also, we assume that all non-zero entries are lower bounded by η, i.e. if Bk[I, J ] > 0 then
Bk[I, J ] ≥ η for some constant η > 0. If NJ denotes the set of agents that can send information to
agent J , then we can write the fusion step as,
vJk =
∑
I∈NJ
Bk[J, I]x
I
k. (5)
The information aggregation step is followed by projected gradient descent step. The descent
step is formally written as,
xJk+1 = PX
[
vJk − αkgJ(vJk )
]
. (6)
Projected gradient descent is a well known iterative gradient based method that guarantees con-
vergence to optimum under reducing learning rate (αk) [23]. We assume that the monotonically
non-increasing learning rate/step-size possesses the following properties,
αk > 0, ∀k ≥ 0; αk+1 ≤ αk, ∀k ≥ 0;
∞∑
k=0
αk =∞; and
∞∑
k=0
α2k <∞. (7)
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Algorithm 1 Distributed Algorithm for Optimization of Convex sum of Non-Convex functions
1: Input: xJk , αk, NSteps . NSteps - Termination Criteria
2: Result: x∗ = argmin
x∈X
∑S
i=1 fi(x)
3: for k = 1 to NSteps do
4: for J = 1 to S do
5: vJk =
∑
I∈NJ Bk[J, I]x
I
k . Information Fusion
6: xJk+1 = PX
[
vJk − αkgJ(vJk )
]
. Projected Gradient Descent
7: end for
8: end for
3 Convergence Analysis
We state two important results that will be useful in convergence analysis, the first being on
convergence of non-negative almost supermartingales by Robbins and Siegmund (Theorem 1, [24])
followed by Lemma 3.1 (b) by Ram et.al., [1].
Lemma 1. Let (Ω,F ,P) be a probability space and let F0 ⊂ F1 ⊂ . . . be a sequence of sub
σ−fields of F . Let uk, vk and wk, k = 0, 1, 2, . . . be non-negative Fk− measurable random variables
and let {γk} be a deterministic sequence. Assume that
∑∞
k=0 γk <∞, and
∑∞
k=0wk <∞ and
E[uk+1|Fk] ≤ (1 + γk)uk − vk + wk
holds with probability 1. Then, the sequence {uk} converges to a non-negative random variable
and
∑∞
k=0 vk <∞.
Lemma 2. Let {ζk} be a non-negative sequence scalar sequence. If
∑∞
k=0 ζk <∞ and 0 < β < 1,
then
∑∞
k=0
(∑k
j=0 β
k−jζj
)
<∞.
The well known non-expansive property (cf. [25]) of Euclidean projection onto a non-empty, closed,
convex set X , is represented by the following inequality, ∀ x, y ∈ RD,
‖PX [x]− PX [y]‖ ≤ ‖x− y‖. (8)
We now present the relationship of server iterates between two consensus steps (at time instants
k and k + 1) in the following Lemma.
Lemma 3. Under Assumptions 1, 2, 3, 4 and 5, the sequence of iterates generated by agents xJk
using Algorithm 1, satisfies for all y ∈ X ,
S∑
J=1
‖xJk+1 − y‖2 ≤
(
1 + 2αkN
+ max
J
‖δJk ‖
) S∑
J=1
‖xJk − y‖2 − 2αk (f(x¯k)− f(y))
+ 2αk
(
L+ + SN+
)
max
J
‖δJk ‖+ α2k
S∑
J=1
L2J . (9)
Proof: Every iteration in the algorithm involves two steps, a) information fusion using consensus
step and b) projected gradient descent on local (possibly non-convex) objective function.
The fused state (vJk ) is obtained from the neighbor states using Eq. 5,
vJk =
∑
I∈NJ
Bk[J, I]x
I
k. (10)
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The fused state is further updated based on projected gradient descent given by Eq. 6,
xJk+1 = PX
[
vJk − αkgJ(vJk )
]
. (11)
Using the non-expansive property of the projection operator used in Eq. 11, for all y ∈ X (X is a
non-empty, closed convex set) gives us,
‖xJk+1 − y‖2 = ‖PX
[
vJk − αkgJ(vJk )
]− y‖2 . . .PX [y] = y
≤ ‖vJk − αkgJ(vJk )− y‖2
≤ ‖vJk − y‖2 + α2k‖gJ(vJk )‖2 − 2αk(gJ(vJk ))T (vJk − y) (12)
Adding the inequalities in Eq. 12 for all agents J = 1, 2, . . . , S we get the following inequality,
S∑
J=1
‖xJk+1 − y‖2 ≤
S∑
J=1
‖vJk − y‖2 + α2k
S∑
J=1
‖gJ(vJk )‖2 − 2αk
S∑
J=1
(gJ(v
J
k ))
T (vJk − y) (13)
We further use bounds on gradients (Assumption 3), ‖gJ(x)‖ ≤ LJ for all J = 1, 2, . . . , S and get,
S∑
J=1
‖xJk+1 − y‖2 ≤
S∑
J=1
‖vJk − y‖2 + α2k
S∑
J=1
L2J − 2αk
S∑
J=1
(gJ(v
J
k ))
T (vJk − y) (14)
Now, we use consensus relationship used in information fusion. We start by stacking the state
vector for all agents component wise. We use .˜ to denote a vector that is stacked by its coordinates
(see Eq. 4 for definition). And, y˜ denotes J copies of y vector stacked coordinate wise. We know
that in D-dimension the consensus step can be rewritten using Kronecker product of D-dimension
identity matrix (ID) and the doubly stochastic weight matrix (Bk) [26].
v˜k = (ID ⊗Bk)x˜k . . .Consensus Step (15)
v˜k − y˜ = (ID ⊗Bk)(x˜k − y˜) . . .Eq.(15) and (ID ⊗Bk)y˜ = y˜ (16)
We now compare norms of both sides (2-norm),
‖v˜k − y˜‖22 = ‖(ID ⊗Bk)(x˜k − y˜)‖22 . . .Norms of equal vectors are equal (17)
≤ ‖(ID ⊗Bk)‖22‖(x˜k − y˜)‖22 . . . ‖Ax‖2 ≤ ‖A‖2‖x‖2 (18)
We use the following property of eigenvalues of Kronecker product of matrices. If A (m eigenvalues
given by λi, with i = 1, 2, . . . ,m) and B (n eigenvalues given by µj , with j = 1, 2, . . . , n) are
two matrices then the eigenvalues of the Kronecker product A ⊗ B are given by λiµj for all i
and j (mn eigenvalues). Hence, the eigenvalues of ID ⊗ Bk are essentially D copies of eigenvalues
of Bk. Since Bk is a doubly stochastic matrix, its eigenvalues are upper bounded by 1. Clearly,
‖(ID⊗Bk)‖22 = λmax((ID⊗Bk)†(ID⊗Bk)) ≤ 1. This follows from the fact that (ID⊗Bk)†(ID⊗Bk) is
a doubly stochastic matrix since product of two doubly stochastic matrices is also doubly stochastic.
‖v˜k − y˜‖22 ≤ ‖(x˜k − y˜)‖22. (19)
Furthermore, the square of the norm of a stacked vector is equal to sum of the square of the norms
of all agents.
S∑
J=1
‖vJk − y‖2 = ‖v˜k − y˜‖22 ≤ ‖(x˜k − y˜)‖22 =
S∑
J=1
‖xJk − y‖2 (20)
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Merging the inequalities established above in Eq. 14 and Eq. 20 we get,
S∑
J=1
‖xJk+1 − y‖2 ≤
S∑
J=1
‖xJk − y‖2 + α2k
S∑
J=1
L2J −2αk
S∑
J=1
(gJ(v
J
k ))
T (vJk − y)︸ ︷︷ ︸
Λ
. (21)
Typically, at this step one would use convexity of fJ(x) to simplify the term Λ in Eq. 21. However,
since fJ(x) may be non-convex, and hence we need to follow a few more steps before we arrive at
the iterate lemma.
We further consider the fused state iterates vJk , the average v¯k and the deviation of iterate from
the average, δJk = v
J
k − v¯k. We further use gradient Lipschiztness (Assumption 4) to arrive at the
following relation,
gJ(v
J
k ) = gJ(v¯k)+l
J
k , where ‖lJk ‖ ≤ NJ‖vJk − v¯k‖ = NJ‖δJk ‖. (22)
max
J
‖lJk ‖ = max
J
{NJ‖δJk ‖} ≤ N+ max
J
‖δJk ‖ (23)
We use the above expressions in Eq. 21 to further bound the term Λ.
Λ = −2αk
S∑
J=1
[
(gJ(v
J
k ))
T (vJk − y)
]
= 2αk
S∑
J=1
[
(gJ(v
J
k ))
T (y − vJk )
]
= 2αk
S∑
J=1
[
(gJ(v¯k) + l
J
k )
T (y − v¯k − δJk )
]
. . . vJk = v¯k + δ
J
k
= 2αk

S∑
J=1
gJ(v¯k)
T (y − v¯k)︸ ︷︷ ︸
T1
+
S∑
J=1
gJ(v¯k)
T (−δJk )︸ ︷︷ ︸
T2
+
S∑
J=1
(lJk )
T (y − vJk )︸ ︷︷ ︸
T3
 (24)
Individual terms in Eq. 24 can be bound in the following way,
T1 =
S∑
J=1
gJ(v¯k)
T (y − v¯k) = (
S∑
J=1
gJ(v¯k))
T (y − v¯k) . . . (y − v¯k) is independent of J
= g(v¯k)
T (y − v¯k) ≤ f(y)− f(v¯k) . . . f(x) is convex (25)
T2 =
S∑
J=1
gJ(v¯k)
T (−δJk ) ≤
S∑
J=1
‖gJ(v¯k)T ‖‖(−δJk )‖
≤ max
J
‖δJk ‖
S∑
J=1
LJ ≤ L+ max
J
‖δJk ‖ . . . ‖gJ(x)‖ ≤ LJ and L+ =
S∑
J=1
LJ (26)
T3 =
S∑
J=1
(lJk )
T (y − vJk ) ≤ max
J
‖lJk ‖
S∑
J=1
‖vJk − y‖
≤ N+ max
J
‖δJk ‖
S∑
J=1
‖vJk − y‖ . . .Eqs. 22, 23 and N+ =
S∑
J=1
NJ (27)
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We can further use the property 2‖a‖ ≤ 1 + ‖a‖2 to bound term T3.
T3 ≤ N+ max
J
‖δJk ‖
S∑
J=1
‖vJk − y‖ ≤ N+ max
J
‖δJk ‖
[
S∑
J=1
(
1 + ‖vJk − y‖2
)]
≤ N+ max
J
‖δJk ‖
[
S +
S∑
J=1
‖vJk − y‖2
]
≤ N+ max
J
‖δJk ‖
[
S +
S∑
J=1
‖xJk − y‖2
]
. . .Eq. 20 (28)
We can use the bounds on T1, T2 and T3 to get a bound on Λ.
Λ ≤ 2αk
(
− (f(v¯k)− f(y)) + L+ max
J
‖δJk ‖+N+ max
J
‖δJk ‖
[
S +
S∑
J=1
‖xJk − y‖2
])
(29)
Note that we can replaced, f(v¯k) with f(x¯k). This follows from the fact that doubly stochastic
matrices preserve iterate averages, i.e. v¯k = x¯k (cf. [22]). The iterate update relation hence becomes,
S∑
J=1
‖xJk+1 − y‖2 ≤
(
1 + 2αkN
+ max
J
‖δJk ‖
) S∑
J=1
‖xJk − y‖2 − 2αk (f(x¯k)− f(y))
+ 2αk
(
L+ + SN+
)
max
J
‖δJk ‖+ α2k
S∑
J=1
L2J . (30)

Lemma 4. Let iterates be generated by Algorithm 1, while Assumptions 1, 2, 3, 4, and 5 hold, then
there exists constant ν < 1, such that the following bound on the maximum (over J) disagreement
between iterate at agent J and the average iterate given by δJk (Eqs. 2 and 3) holds,
max
J
{‖δJk+1‖} ≤
S − 1
S
(
νk+1 max
P,Q
(
‖xP0,0 − xQ0,0‖
)
+ L+
k∑
i=1
(
αiν
k−i
))
.
Proof: We use Kronecker product to write consensus step as shown in Eq. 15. This step is
equivalent to the following form of representing the consensus step,
vIk =
S∑
J=1
Bk[I, J ]x
J
k (31)
where vIk and x
J
k represent the fused parameter vector at agent I and parameter vector at agent
J at time step {k} while Bk[I, J ] is a scalar representing the Ith row and J th column entries of
matrix Bk. We know from Eq. 31 that the difference between fused parameter vector at agent I
and J can be written as,
vJk − vIk =
S∑
L=1
(Bk[J, L]−Bk[I, L])xLk . (32)
Since, Bk is doubly stochastic, clearly the coefficients of states in Eq. 32 add up to zero (i.e.∑S
J=1 (Bk[J, L]−Bk[I, L]) = 0). Collecting all positive coefficients and negative coefficients and
rearranging we get the following equation,
vJk+1 − vIk+1 =
∑
P,Q
ηP,Q(x
P
k − xQk ), . . .∀ I,G (33)
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where, ηP,Q ≥ 0 is the weight associated to servers P and Q and ηP,Q ≥ 0. Note that all coefficients
ηP,Q refer to some J, I pair at time k. For simplicity in notation we will ignore I, J and k without
any loss of generality or correctness.
Assumption 6. We assume the transition matrix Bk to be a scrambling matrix. [27]
We have from Assumption 6, any two rows of Bk matrix have a non-zero column entry. And
since any entry of the matrix is less than 1, the difference is also strictly less than 1. Hence,∑
ηPQ < 1. By taking norm on both sides of Eq. 33, recalling Assumption 6 and using triangle
inequality we get, for all I, J ,
‖vJk − xIk‖ ≤
(∑
ηP,Q
)
max
P,Q
‖xPk − xQk ‖. (34)
Since the above inequality is valid for all I,G, we can rewrite the above relation as,
max
I,J
‖vJk − vIk‖ ≤ max
P,Q
(∑
ηP,Q
)
max
P,Q
‖xPk − xQk ‖. (35)
Note that, maxP,Q (
∑
ηP,Q) is dependent only on the topology at time k (i.e. the doubly stochastic
weight matrix given by Bk). Due to the countable nature of possible topologies for S agents, we can
define a new quantity ν = maxk{maxP,Q{
∑
ηP,Q}} 2. By definition, maxP,Q{
∑
ηP,Q} ≤ ν, ∀ k ≥ 0
and since maxP,Q{
∑
ηP,Q} < 1 ∀ k ≥ 0, we have ν < 1.
We can write the difference between parameter vectors at agent I and J as,
xJk+1 − xIk+1 = PX
[
vJk − αkgJ(vJk )
]− PX [vIk − αkgI(vIk)] . . .Eq. 6 (36)
and, further obtain inequality bound using non-expansive property of the projection operator (X
is a non-empty, closed-convex set),
‖xJk+1 − xIk+1‖2 ≤ ‖vJk − αkgJ(vJk )− vIk + αkgI(vIk)‖2
≤ ‖vJk − vIk‖2 + α2k‖gJ(vJk )− gI(vIk)‖2 + 2αk‖vJk − vIk‖‖gJ(xJk )− gI(xIk)‖
≤ ‖vJk − vIk‖2 + α2k(LJ + LI)2 + 2αk(LJ + LI)‖vJk − vIk‖
≤ (‖vJk − vIk‖+ αk(LJ + LI))2 ≤ (‖vJk − vIk‖+ αkL+)2
‖xJk+1 − xIk+1‖ ≤ ‖vJk − vIk‖+ αkL+ (37)
Now we perform maximization on both sides of Eq. 37 to get,
max
I,J
‖xJk+1 − xIk+1‖ ≤ max
I,J
‖vJk − vIk‖+ αkL+, (38)
and further use the bound in Eq. 35,
max
I,J
‖xJk+1 − xIk+1‖ ≤ νmax
P,Q
‖xPk − xQk ‖+ αkL+. (39)
Now we perform an unrolling operation, and relate the maximum agent disagreement to the initial
disagreement between agents (at step 0).
max
I,J
‖xJk+1 − xIk+1‖ ≤
(
νmax
P,Q
(
‖xPk − xQk ‖
)
+ αkL
+
)
2Note that ηP,Q is dependent on I, J pair and k.
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≤
(
ν
(
νmax
P,Q
(
‖xPk−1 − xQk−1‖
)
+ αk−1L+
)
+ αkL
+
)
≤ . . .
≤
(
νk+1 max
P,Q
(
‖xP0 − xQ0 ‖
)
+ L+
k∑
i=1
(
αiν
k−i
))
(40)
We start with the definition of δJk+1 (see Eq. 3) and consider the maximum over all agents,
max
J
{‖δJk+1‖} = max
J
{‖xJk+1 − x¯k+1‖} = max
J
{‖xJk+1 −
1
S
S∑
I=1
xIk+1‖}
= max
J
{‖ 1
S
S∑
I 6=J
(xJk+1 − xIk+1)‖} ≤
S − 1
S
max
I,J
‖xJk+1 − xIk+1‖. (41)
Together with Eq. 40, we arrive at the desired expression from the statement of lemma,
max
J
{‖δJk+1‖} ≤
S − 1
S
(
νk+1 max
P,Q
(
‖xP0 − xQ0 ‖
)
+ L+
k∑
i=1
(
αiν
k−i
))
(42)

Note that we can do away with Assumption 6, and prove similar bound on the maximum
disagreement between agent iterates and its average for any connected graph. For simplicity, we
assume that the transition matrix is scrambling.
Claim 1 (Consensus). The agent parameter vectors achieve consensus asymptotically.
lim
k→∞
max
I,J
‖xJk+1 − xIk+1‖ = 0.
Proof: We know from Eq. 40 that the maximum disagreement between any two agents (I and J)
at time k is given by,
max
I,J
‖xJk+1 − xIk+1‖ ≤
(
νk+1 max
P,Q
(
‖xP0 − xQ0 ‖
)
+ L+
k∑
i=1
(
αiν
k−i
))
. (43)
The first term on the right hand side of above expression tends to zero as k →∞, since ν < 1
and νk+1 → 0 as k → 0.
Let us consider 0 > 0, and define 0 <  < 0
1−ν
2L+ν
. Since, 0 > 0 and ν < 1 we know that
such an  exists. We now show that the second term in Eq. 43, decreases to zero too. Since αk is
non-increasing sequence, ∃ K = K() ∈ N such that αi <  for all i ≥ K. Hence we can rewrite the
second term for k > K as,
L+
k∑
i=1
(
αiν
k−i
)
= L+
(α0νk + α1νk − 1 + . . .+ αK−1νk−K+1)︸ ︷︷ ︸
A
+
(
αKν
k−K + . . .+ αkν0
)
︸ ︷︷ ︸
B

We can bound the individual terms A and B by using the monotonically non-increasing property
of αi and sum of a geometric series.
A = α0ν
k + α1ν
k−1 + . . .+ αK−1νk−K+1
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≤ α0(νk + νk−1 + . . .+ νk−K+1) . . . α1 ≥ αi ∀ i ≥ 1
≤ α0νk−K+1
(
1− νK
1− ν
)
≤ α0ν
k−K+1
1− ν . . . ν < 1 =⇒ 1− ν
K < 1, ∀ k > K (44)
B = αKν
k−K + . . .+ αkν0
< ν
(
1− νk−K+1
1− ν
)
≤ ν
1− ν . . . αi < , ∀i ≥ K and ν < 1 (45)
Since the right side of inequality in Eq. 44 is monotonically decreasing in k (ν < 1) with limit 0
as k → ∞. Hence ∃K01 > K such that νk−K+1 < , ∀ k ≥ K01 and hence A < 02L+ . Substituting
the upper bound for  in right side of inequality in Eq. 45, we get ∃K02 > K such that B < 02L+ ,
∀ k ≥ K0.
Using the bounds obtained above (on A and B), we conclude, ∀ 0 > 0, ∃ K0 = max{K01 ,K02}
such that L+
∑k
i=0
(
αiν
k−i) < 0, ∀ k > K0. Clearly (from the  − δ definition of limit),
limk→∞ L+
∑k
i=0
(
αiν
k−i) = 0. This limit together with the limit of first term on the right side of
Eq. 43 being zero, implies, limk→∞maxI,J ‖xJk+1− xIk+1‖ = 0. Thus we have asymptotic consensus
of the agent parameter vectors.

Theorem 5. Let Assumptions 1, 2, 3, 4 and 5 hold with X ∗ being a nonempty bounded set.
Also assume a diminishing step size rule presented in Eq. 7. Then, for a sequence of iterates {xJk}
generated by an distributed optimization algorithm (Algorithm 1) the iterate average (x¯k) converge
to an optimum in X ∗.
Proof: We intend to prove convergence using deterministic version of Lemma 1. We begin by
using the relation between iterates given in Lemma 3 with y = x∗ ∈ X ∗,
S∑
J=1
‖xJk+1 − x∗‖2 ≤
1 + 2αkN+ maxJ ‖δJk ‖︸ ︷︷ ︸
γk
 S∑
J=1
‖xJk − x∗‖2 − 2αk (f(x¯k)− f(x∗))
+ 2αk
(
L+ + SN+
)
max
J
‖δJk ‖+ α2k
S∑
J=1
L2J︸ ︷︷ ︸
wk
. (46)
We check if the above inequality satisfies the conditions in Lemma 1 viz.
∑∞
k=0 γk < ∞ and∑∞
k=0wk <∞. γk and wk are defined as shown in Eq. 46.
We first show that
∑∞
k=0 αk maxJ ‖δJk ‖ <∞.
∞∑
k=0
αk max
J
‖δJk ‖ ≤
S − 1
S
∞∑
k=0
αk
(
νk+1 max
P,Q
(
‖xP0 − xQ0 ‖
)
+ L+
k∑
i=1
(
αiν
k−i
))
. . .Eq. 42
≤ S − 1
S
( ∞∑
k=0
αkν
k+1 max
P,Q
(
‖xP0 − xQ0 ‖
)
+
∞∑
k=0
L+αk
k∑
i=1
(
αiν
k−i
))
≤ S − 1
S
(
max
P,Q
(
‖xP0 − xQ0 ‖
) ∞∑
k=0
αkν
k+1 +
∞∑
k=0
L+
k∑
i=1
(
α2i ν
k−i
))
. . . αk ≤ αi, ∀i ≤ k
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≤ S − 1
S
(
max
P,Q
(
‖xP0 − xQ0 ‖
) ∞∑
k=0
αkν
k+1 + L+
∞∑
k=0
k∑
i=1
(
α2i ν
k−i
))
. (47)
In the above expression, we can show that the first term is convergent by using the ratio test. We
observe that,
lim sup
k→∞
αk+1ν
k+2
αkνk+1
= lim sup
k→∞
αk+1ν
αk
< 1 =⇒
∞∑
k=0
αkν
k <∞,
since, αk+1 ≤ αk and ν < 1. Arriving at the second term involves using the non-increasing property
of αi, i.e. αk ≤ αi∀i ≤ k. Now, we use Lemma 2, with ζj = α2j (where
∑∞
k=0 ζk < ∞) and show
that the second term in the above expression is finite, i.e. (S − 1)/SL+∑∞k=0∑ki=1 (α2i νk−i) <∞.
Together using finiteness of both parts on the right side of Eq. 47 we have proved,
∞∑
k=0
αk max
J
‖δJk ‖ <∞ (48)
We now begin to prove the finiteness of sum of γk sequence,
∑∞
k=0 γk <∞.
∞∑
k=0
γk = 2N
+
∞∑
k=0
(
αk max
J
‖δJk ‖
)
<∞. (49)
We can similarly prove
∑∞
k=0wk <∞.
∞∑
k=0
wk = 2(L
+ + SN+)
∞∑
k=0
αk max
J
‖δJk ‖+ (
S∑
J=1
L2J)
∞∑
k=0
α2k <∞ (50)
The first term above is finite as proved in Eq. 48 and the second term is finite due due to the
assumption on learning rate (Eq. 7).
We can now use the deterministic version of Lemma 1 to show the convergence of iterate average
to the optimum. We know from proof above that
∑∞
k=0 γk < ∞ and
∑∞
k=0wk < ∞. As a conse-
quence of Lemma 1, we get that the sequence η2k converges to some point and
∑∞
k=0 2
αkM
S (f(x¯k)−
f(x∗)) <∞.
We use
∑∞
k=0 2
αkM
S (f(x¯k)− f(x∗)) <∞ to show the convergence of the iterate-average to the
optimum. Since we know
∑∞
k=0 αk = ∞, it follows directly that lim infk→∞ f(x¯k) = f(x∗). And
due to the continuity of f(x), we know that the sequence of iterate average must enter the optimal
set X ∗ (i.e. x¯k ∈ X ∗). Since X ∗ is bounded (compactness in RD), we know that there exists a
iterate-average subsequence x¯kl ⊆ x¯k that converges to some x∗ ∈ X ∗.
We know from Claim 1 that the agents agree to a parameter vector asymptotically (i.e. xJk →
xIk, ∀I 6= J as k → ∞). Hence, all agents agree to the iterate average. This along with the
convergence of iterate-average to the optimal solution gives us that all agents converge to the
optimal set X ∗ (i.e. xJk ∈ X ∗, ∀J, as k →∞). 
3.1 Extension
A graph is called Q-connected, if agents form a connected component at least once every Q iter-
ations. We can relax the requirement on connectedness and easily make similar claims for a Q
connected graph (instead of Assumption 5). Using the analysis technique developed above (also
see [16]) and the analysis in [1], it is straightforward to show that Algorithm 1 can optimize convex
sum of non-convex functions as posed in Section 2 for Q-connected topology.
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4 Discussion
In this report we show that distributed optimization algorithms (Algorithm 1) can correctly opti-
mize a convex function with non-convex partitions. The analysis technique developed above easily
allows for other extensions as mentioned above in Section 3.1.
4.1 Privacy
Privacy has emerged to become one of the most important and challenging aspect of machine
learning and distributed optimization. We propose two methods that can enhance privacy in
distributed optimization. Both methods can be easily shown to perform distributed optimization
correctly using results and analysis techniques proposed in this report.
Function Partitioning
The first approach to introduce privacy in distributed optimization is by constructing fictitious
partitions of the individual objective function (fi(x)). Further, these partitions are used in gradient
descent step and several different state updates are created by an agent. Now these dissimilar
states are shared with different neighbors. We show in Section 1.1 that this strategy can be easily
analyzed and proved to work correctly by using the analysis developed in this work. We hypothesize
that selecting (and/or constructing) these function partitions dynamically can be a very successful
strategy of introducing privacy in distributed optimization. Details about the strategy and privacy
analysis for this strategy will be explored in a future technical report.
Random Function Sharing
We propose an alternate privacy enhancing strategy inspired from secure multi-party aggregation
algorithm in [21]. In this strategy, every agent I sends a randomly generated deterministic function
RI,J(x) to neighboring agents J . These transmissions are assumed to be secure. Hence, any agent
I0 has access to all randomly generated deterministic functions that it has transmitted (RI0,K(x),
for some K) and those that it has received (RP,I0(x), for some P ). The distributed optimization
problem retains its structure with fi(x) being replaced by fˆi(x),
fˆi(x) , fi(x) +
∑
P : i∈NP
RP,i(x)−
∑
K∈Ni
Ri,K(x).
Note, since the randomly generated functions may not necessarily be convex, our new individual
objective functions need not be convex.
It is not hard to see that the sum of all new individual functions (fˆi(x)) is equal to the sum of all
old individual functions (fi(x)). This follows from the fact that the randomly generated functions
cancel out during aggregation of individual objective functions.
S∑
i=1
fˆi(x) =
S∑
i=1
fi(x) + ∑
P : i∈NP
RP,i(x)−
∑
K∈Ni
Ri,K(x)
 = S∑
i=1
fi(x)
Directly applying convergence results from this report, we can state that the distributed protocol
in Algorithm 1 with new individual objective function will solve the original problem (minimizing
f(x) =
∑S
i=1 fi(x)). Details about the strategy and privacy analysis for this strategy will be
explored in a future technical report.
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