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Abstract
The aim of this paper is to give new upper bounds for Euclidean minima of algebraic number fields. In
particular, to show that Minkowski’s conjecture holds for the maximal totally real subfields of cyclotomic
fields of prime power conductor.
© 2006 Published by Elsevier Inc.
Let K be an algebraic number field of degree n, and let OK be its ring of integers. Let
N :K → Q be the absolute value of the norm map. The number field K is said to be Euclid-
ean (with respect to the norm) if for every a, b ∈ OK with b = 0 there exist c, d ∈ OK such that
a = bc + d and N(d) < N(b). No other Euclidean functions than the norm will occur in this
paper, so we will say Euclidean instead of Euclidean with respect to the norm. If K is Euclidean,
then its ring of integers OK is a principal ideal domain. The investigation of Euclidean number
fields is a very classical topic (see for instance surveys [23,25]). The first case of interest is the
one of quadratic number fields: among these, all the Euclidean ones are known. In higher degrees
many examples are available, but the results are far from being complete. For instance, it is not
known whether there are infinitely many Euclidean number fields.
It is easy to check that K is Euclidean if and only if for every x ∈ K there exists c ∈ OK such
that N(x − c) < 1. This suggests to look at
M(K) = sup
x∈K
inf
c∈OK
N(x − c),
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easy to compute. This is the only easy case—the Euclidean minimum is difficult to determine in
general, though many numerical results are now available (cf. [11] for the most recent tables).
Set n = [K : Q], and let dK be the absolute value of the discriminant of K . It is natural to
look for bounds for M(K) in terms of n and dK . In the case of fields of unit rank one, lower
bounds of this kind are due to Davenport and Cassels (cf. [10]). Note that the existence of these
bounds implies that there are only finitely many Euclidean number fields of unit rank one. For
arbitrary number fields, Clarke gave an upper bound in [13], that was improved by Davenport
in [18]. Davenport proved that M(L) c(n)dK , where c(n) is a (large) constant depending only
on n. In the present paper, we show:
Theorem. M(K) 2−ndK .
For totally real fields, it is conjectured that
M(K) 2−n
√
dK.
This conjecture, called Minkowski’s conjecture, would be a consequence of a conjecture in the
geometry of numbers, also attributed to Minkowski (see for instance [21, Chapter 7]). For n = 2,
the conjecture was proved by Minkowski (cf. [30]), for n = 3 by Remak [32], for n = 4 by
Dyson [20] and for n = 5 by Skubenko [34]. Moreover, a result of Chebotarev (see for instance
[22, 24.9]) implies that M(K) 2−n/2√dK .
Recently, McMullen [29] proved Minkowski’s conjecture for n = 6. His topological approach
also clarifies the proofs for n 5. We refer the reader to [29] for a very nice presentation of this
topic, and its connection with other classical conjectures.
In the present paper, we are interested in giving bounds for some specific families of number
fields. In particular, we show that Minkowski’s conjecture holds for the maximal totally real
subfields of cyclotomic fields of odd prime power conductor. In other words, we have:
Theorem. Let p be an odd prime number, and let m be a positive integer. Let ζpr be a primitive
pr th root of unity, and let K = Q(ζpr + ζ−1pr ). Let n = [K : Q], and let dK be the discriminant
of K . Then
M(K) 2−n
√
dK.
Even though the bound M(K)  2−n
√
dK cannot hold in general for number fields that are
not totally real, it does hold for certain families. In particular, we have:
Theorem. Let K be a cyclotomic field of degree n and absolute value of discriminant equal
to dK . Then
M(K) 2−n
√
dK.
For some families of cyclotomic fields one has even better bounds.
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of unity. Let K = Q(ζm), let n = [K : Q] and let dK be the absolute value of the discriminant
of K . Then we have
M(K) 2−n3−n/2
√
dK.
These results are derived from an upper bound for M(K) in terms of sphere packing and
covering invariants of the ring of integers OK . In Section 2 we define the invariants γmin(OK)
and τmin(OK) measuring minimal “density,” respectively “thickness” of sphere packings and
coverings defined over OK . We have:
Theorem. Let K be an algebraic number field, n = [K : Q], and let dK be the absolute value of
the discriminant of K . Then
M(K)
(
τmin(OK)
γmin(OK)
)n/2
.
Of course, if M(K) < 1 then the number field K is Euclidean. Hence the above upper bound
suggests to look at the family of number fields K with the property that τmin(OK) < γmin(OK).
We call these number fields thin fields—by the above theorem, they are Euclidean. The aim of
Section 11 is to prove that there are only finitely many thin number fields, and to give some
examples of thin fields and of bounds of Euclidean minima for these fields.
The last section of the paper is devoted to the study of an analogous notion, called thin ideal
class. Recall that Lenstra has defined the concept of Euclidean ideal class [26]. In Section 12,
we show that thin ideal classes are Euclidean, that there are only finitely many algebraic number
fields having a thin ideal class, and give some examples.
1. Definitions and notation
We keep the notation of the introduction. In particular, K will be an algebraic number field,
OK its ring of integers, n = [K : Q] its degree, dK the absolute value of the discriminant of K ,
and N :K → Q the absolute value of the norm map. Let us denote by r1 the number of real
embeddings, and by r2 the number of pairs of imaginary embeddings of K . We have n = r1 +2r2.
We denote by ΔK the different of K and by ClK its ideal class group.
Euclidean minima
The main object of interest of this paper is the Euclidean minimum of K , that is the quantity
M(K) = supx∈K infc∈OK N(x−c). Set KR = K⊗Q R, and M(KR) = supx∈KR infc∈OK N(x−c).
In this paper, we will obtain upper bounds for M(KR). As M(K)  M(KR), this will give
us upper bounds for M(K) as well. Note that Cerri [12] recently proved that one actually has
M(K) = M(KR).
A generalized ideal will be by definition a projective sub-OK -module of rank one of KR.
The main examples are fractional ideals, but we will also need to consider generalized ideals xI ,
where I is an OK -ideal and x ∈ KR. The Euclidean minimum gives us information about the ring
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particular for the fractional ideals of K . Let I be a generalized ideal, and set
M(I) = sup
x∈K
inf
c∈I N(x − c) and M(IR) = supx∈KR
inf
c∈I N(x − c).
Lattices
A lattice is a pair (L,q), where L is a free Z-module of finite rank, and q :LR ×LR → R is a
positive definite symmetric bilinear form, where LR = L ⊗Z R. Two lattices (L,q) and (L′, q ′)
are isomorphic if and only if there exists an isomorphism f :L → L′ such that q ′(f (x), f (y)) =
q(x, y). We then use the notation (L,q)  (L′, q ′). If (L,q) is a lattice, then the dual lattice is
by definition the lattice (L, q), where
L = {x ∈ LR ∣∣ q(x, y) ∈ Z for all y ∈ L}.
A lattice (L,q) is said to be integral if L ⊂ L, i.e. if q(x, y) ∈ Z for all x, y ∈ L. An integral
lattice (L,q) is even if q(x, x) ≡ 0 (mod 2) for all x ∈ L.
Let (L,q) be a lattice. Set q(x) = q(x, x). The minimum of (L,q) is defined by
min(L,q) = inf{q(x) ∣∣ x ∈ L, x = 0}.
The maximum of (L,q) is by definition
max(L,q) = inf{λ ∈ R ∣∣ for all x ∈ LR, there exists y ∈ L with q(x − y) λ}.
Note that max(L,q) is often called the inhomogeneous minimum of the lattice, and that it is
the square of the covering radius of the associated sphere covering.
The determinant of (L,q) is denoted by det(L,q). It is by definition the determinant of the
matrix of q in a Z-basis of L. The Hermite invariants of (L,q) are
γ (L,q) = min(L,q)
det(L,q)1/n
and
τ(L,q) = max(L,q)
det(L,q)1/n
.
Note that these invariants only depend on the isomorphism class of the lattice (L,q).
Set γn = sup{γ (L,q) | rank(L) = n}, τn = inf{τ(L,q) | rank(L) = n}.
2. Ideal lattices, sphere packing and covering invariants
The aim of this section is to recall the definition of some sphere packing and covering invari-
ants associated to the ideal classes of the number field K . The main ingredient will be the notion
of ideal lattices, see [4,6,33].
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conjugation) of K is the involution  :KR → KR that is the identity on Rr1 and complex con-
jugation on Cr2 . Let α ∈ KR such that α¯ = α. Set r = r1 + r2. Then we have α = (α1, . . . , αr)
with αi ∈ R for i = 1, . . . , r . We say that α is totally positive if αi > 0 for all i = 1, . . . , r . If α is
totally positive, then we write α > 0. Set P = {α ∈ KR | α¯ = α and α > 0}.
Let us denote by Tr :KR → R the trace map.
Proposition 2.1. Let q :KR ×KR → R be a symmetric bilinear form. The following are equiva-
lent:
(i) There exists α ∈ KR with α¯ = α such that
q(x, y) = Tr(αxy¯)
for all x, y ∈ KR.
(ii) We have
q(λx, y) = q(x, λ¯y)
for all x, y,λ ∈ KR.
Proof. See for instance [6, Proposition 1]. 
We shall denote by qα the symmetric bilinear form as in (i). Note that qα is positive definite
if and only if α ∈P .
Definition 2.2. An ideal lattice is a lattice (I, q) where I is a generalized ideal, and q :KR ×
KR → R satisfies the equivalent conditions of Proposition 2.1.
Note that the ideal lattices correspond bijectively to the Arakelov divisors of the number field
(cf. [33,35]).
Let us denote by K the image of the field K by the canonical involution  :KR → KR. The
fields K and K are isomorphic, but not equal in general. However, in several interesting examples
K = K : this is the case when K is totally real or a CM-field.
Proposition 2.3. Let (I, qα) be an ideal lattice. Then the dual of (I, qα) is (I , qα), where
I  = α−1I¯−1Δ−1K .
The lattice (I , qα) is an ideal lattice over K .
Proof. Straightforward computation. 
Let I be a generalized ideal. Then I = xJ for some x ∈ KR, and some fractional OK -ideal J .
Set N(I ) = N(x)N(J ).
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det(I, qα) = N(α)N(I )2dK.
Proof. Indeed, det(I, qα) = |I /I |. 
Let I be a generalized ideal. Recall from [6] the following definitions:
γmin(I ) = inf
{
γ (I, qα)
∣∣ α ∈ P}, τmin(I ) = inf{τ(I, qα) ∣∣ α ∈P}.
If I and J are two sub-OK -modules of KR, we will say that I and J are equivalent, and write
I ≡ J , if I and J are isomorphic as OK -modules. If I and J are fractional ideals, then I and J
are isomorphic if and only if they are in the same ideal class. Note that the invariants γmin(I ) and
τmin(I ) only depend on the equivalence class of I .
3. Bounds for ideal lattices
The proposition proved in this section will be used in the next two sections. For any lattice
(L,q), set
β(L,q) :LR → R,
β(L,q)(x) = q(x)det(L,q)1/n .
Then we have
γ (L,q) = inf
x∈L−{0}β(L,q)(x)
and
τ(L,q) = sup
x∈LR
inf
y∈Lβ(L,q)(x − y).
Set γ (OK) = n
d
1/n
K
.
Proposition 3.1. Let (I, q) be an ideal lattice. Then, for all x ∈ KR, we have
N(x)
(
βI,q(x)
γ (OK)
)n/2
N(I ).
Proof. It is enough to prove the proposition in the case I = OK . Indeed, if (I, q) is
an ideal lattice, then so is (OK,q), and det(I, q) = det(OK,q)N(I )2. Hence β(I,q)(x) =
β(OK,q)(x)N(I )−2/n for all x ∈ KR.
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By the inequality between the arithmetic and geometric means, we have
N(αxx¯)
(
Tr(αxx¯)
n
)n
=
(
q(x)
n
)n
.
As det(OK,q) = N(α)dK , we get N(α)−1 = dKdet(O,q) . Note that N(x)2 = N(α)−1N(αxx¯). Hence
N(x)2  dK
det(O,q)
(
q(x)
n
)n
and
N(x)
d
1/2
K
det(OK,q)1/2
(
q(x)
n
)n/2
=
(
q(x)
det(OK,q)1/n
)n/2(
n
d
1/n
K
)−n/2
=
(
βOK,q(x)
γ (OK)
)n/2
as claimed. 
4. Bounds for Hermite invariants
Let I be a generalized ideal. Let us denote by min(I ) the smallest norm of an integral ideal
equivalent to I−1. The aim of this section is to give a lower bound for the γ -invariant and an
upper bound for the τ -invariant of ideal lattices defined over K in terms of n and dK . More
precisely, we have:
Proposition 4.1. For any generalized ideal I , we have
γmin(I )
n
d
1/n
K
.
Proposition 4.2. For any generalized ideal I , we have
τmax(I )
n
4
d
1/n
K .
Lemma 4.3.
(i) For any generalized ideal I , we have
γmin(I ) γ (OK)min(I )2/n.
(ii) We have
γmin(OK) = γ (OK) = n
d
1/n
K
.
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βI,q(x) γ (OK)
(
N(x)
N(I )
)2/n
.
It is easy to see that infx∈I N(x)N(I ) = min(I ). By definition, we have infx∈I βI,q(x) = γmin(I ). This
concludes the proof of (i). Let us prove (ii). By (i), we have γmin(OK)  γ (OK). On the other
hand, the ideal lattice q0 :OK × OK → R given by q0(x, y) = Tr(xy¯) has minimum n and de-
terminant dK . Hence γ (OK,q0) = n
d
1/n
K
= γ (OK). This implies that γmin(OK) γ (OK), hence
the lemma is proved. 
Proof of Proposition 4.1. By Lemma 4.3(i), we have γmin(I ) γ (O)min(I )2/n. As min(I ) 1,
this implies that γmin(I ) γ (OK). But by part (ii) of Lemma 4.3, we have γ (OK) = n
d
1/n
K
. This
concludes the proof of the proposition. 
The following lemma is an immediate consequence of a result of Banaszczyk (cf. [2, Theo-
rem 2.2]).
Lemma 4.4. For any lattice (L,q) with rank(L) = n, we have
τ(L,q)γ
(
L, q
)
 n
2
4
.
Proof. By Banaszczyk’s result, we have R(L,q)r(L, q)  n4 , where R(L,q) is the cover-
ing radius of (L,q), and r(L, q) the packing radius of (L, q) (in Banaszczyk’s notation,
λ1(L, q) = 2r(L, q)). We have max(L,q) = R(L,q)2 and min(L, q) = 4r(L, q)2. This im-
plies that max(L,q)min(L, q) n24 . But det(L, q) = 1det(L,q) , hence the lemma is proved. 
Proof of Proposition 4.2. Let (I, q) be an ideal lattice. By Lemma 4.4, we have
τ(I, q)γ
(
I , q
)
 n
2
4
.
But (I , q) is also an ideal lattice, hence by Proposition 4.1 we have
γ
(
I , q
)
 γmin
(
I 
)
 n
d
1/n
K
.
This implies that τ(I, q) n4d
1/n
K , hence τmin(I ) n4d
1/n
K , as claimed. 
5. Upper bounds for Euclidean minima in terms of Hermite invariants
Let I be a generalized ideal.
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M(IR)
(
τmin(I )
γmin(OK)
)n/2
N(I ).
Proof. Let (I, q) be an ideal lattice. For all x ∈ KR, there exists c ∈ I such that q(x − c) 
max(I, q). Hence βI,q(x − c)  τ(I, q). By Proposition 3.1, we have N(x − c) 
(
τ(I,q)
γmin(OK)
)n/2N(I ). By definition, this implies that M(IR) ( τ(I,q)γmin(O) )
n/2N(I ) ( τmin(I )
γmin(OK)
)n/2 ×
N(I ). This concludes the proof of the theorem. 
Corollary 5.2. We have
M(IR)
(
τmin(I )
)n/2
(4/n)n/22−n
√
dKN(I ).
Proof. This follows from the equality γmin(OK) = n
d
1/n
K
(cf. Lemma 4.3(ii)). 
Corollary 5.3. Suppose that τmin(I ) n4 . Then M(IR) 2−n
√
dKN(I ).
Proof. This is an immediate consequence of Corollary 5.2. 
McMullen’s results [29] and the covering conjecture (proved for n  6) imply that for any
totally real field K and any generalized OK -ideal I , one should have τmin(I ) n4 (see [29] for
details).
Definition 5.4. Let (L,q) be a lattice. We say that (L,q) is isomorphic to the unit lattice if there
exists a basis e1, . . . , en of L such that q(ei, ej ) = δi,j .
Corollary 5.5. If the unit lattice is an ideal lattice over I , then we have
M(IR) 2−n
√
dKN(I ).
Proof. It is easy to check that if (I, q) is isomorphic to the unit lattice, then τ(I, q) = n4 . The
assertion now follows from Corollary 5.3. 
6. Upper bounds in terms of the discriminant
The aim of this section is to give an upper bound of the Euclidean minimum of an arbitrary
number field K : we show that M(K) dK . More generally, we have:
Theorem 6.1. Let I be a generalized ideal. Then we have
M(IR) 2−ndKN(I ).
Proof. By Theorem 5.1, we have
M(IR)
(
τmin(I )
)n/2
N(I ).
γmin(OK)
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1/n
K , and by Lemma 4.3(ii),
γmin(OK) = n
d
1/n
K
. As clearly τmin(I ) τmax(I ), this implies that M(I) 2−ndKN(I ). 
Corollary 6.2. For any algebraic number field K , we have M(KR) 2−ndK .
The example of imaginary quadratic fields shows that the best upper bound one can hope for
is M(KR)  C(n)dK for some constant C(n) depending only on n, and that C(2) = 116 . Note
that C(1) = 12 .
7. Modular number fields and modular ideals
The aim of this section is to show that the existence of modular ideal lattices can lead to an
improvement of the upper bound given in Section 6.
Let (I, q) be an integral, even ideal lattice. Following [9], we say that (I, q) is Arakelov-
modular of level  if there exists γ ∈ K∗ such that γ I  = I and that q(γ x, γy) = q(x, y) for all
x, y ∈ KR.
Definition 7.1. An ideal I is said to be modular of level  if there exists an Arakelov-modular
ideal lattice (I, q) of level . If the ring of integers of K is modular of level , then we say that
the number field K is modular of level .
Proposition 7.2. Suppose that the ideal I is modular of level . Then
M(IR)
(
n
8
)n/2
n/4
√
dKN(I ).
Proof. Let (I, q) be an Arakelov-modular lattice of level . Then min(I, q) 2, and det(I, q) =
n/2. Hence γ (I, q) 2√

. By Proposition 4.1, we have γ (I, q)τ (I , q) n24 . Hence γ (I, q)×
τmin(I ) n
2
4 . As I and I
 are equivalent, we have τmin(I ) = τmin(I ), hence the above inequal-
ity gives τmin(I ) n
2
8
√
. By Theorem 5.1, this implies M(IR) ( n8 )n/2n/4
√
dKN(I ). 
Corollary 7.3. If K is modular of level , then
M(KR)
(
n
8
)n/2
n/4
√
dK.
8. Real cyclotomic fields of prime power conductor
Let p be an odd prime number, and let r be a positive integer. Let ζpr be a primitive pr th
root of unity. The aim of this section is to prove that Minkowski’s conjecture holds for the field
Q(ζpr + ζ−1pr ). In order to apply the results of Section 6, we start by studying some ideal lattices
defined over the ring of integers Z[ζpr + ζ−1pr ].
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We consider first the case of the field Q(ζp + ζ−1p ). We have n = [Q(ζp + ζ−1p ) : Q] = p−12 .
Proposition 8.1. The unit lattice Zn is an ideal lattice over Z[ζp + ζ−1p ].
This is an immediate consequence of the following lemma:
Lemma 8.2. Let α = 1
p
(1 − ζp)(1 − ζ−1p ). Then the ideal lattice
(
Z
[
ζp + ζ−1p
]
, qα
)
is isomorphic to the unit lattice Zn.
Proof. We have N(α) = p1−n, hence by Corollary 2.4, we get det(Z[ζp + ζ−1p ], qα) = N(α)dK .
We want to find a basis (e1, . . . , en) of Z[ζp + ζ−1p ] such that qα(ei, ej ) = δi,j .
Set fi = ζ ip + ζ−ip , i = 1, . . . , n. Note that we have Tr(1) = n, and Tr(ζ ip + ζ−ip ) = −1 for
i = 1, . . . , n− 1. Taking this into account, we find
qα(fi, fj ) = 2 if i = j = 1, . . . , n− 1, qα(fn, fn) = 1,
qα(fi, fj ) = −δi,j+1 if i = j.
Set
ei =
∑
j=0,...,i−1
fn−j .
Then we have qα(ei, ej ) = δi,j , so the lemma is proved. 
This lemma will also be useful in the case of arbitrary r . Indeed, let us denote by Arp the
orthogonal sum of p
r−1−1
2 copies of the root lattice Ap−1 (see for instance [15, 4.6] for the
definition of root lattices of type A). Set ηp = ζp
r−1
pr . Then we have:
Proposition 8.3. Let α = 1
pr
(1 − ηp)(1 − η−1p ). Then (Z[ζpr + ζ−1pr ], qα) is isomorphic to the
orthogonal sum Z
p−1
2 ⊕Arp .
Proof. Set N = p−12 . Let L = Z[ζpr + ζ−1pr ], and let L0 = Z[ηp + η−1p ]. Note first that the
lattice L0 is an orthogonal summand of (L,qα). By Proposition 8.1, we have (L0, qα)  ZN . Set
eij = ζ jpr ηip + ζ−jpr η−ip , for i = 0, . . . ,N − 1, j = 1, . . . , pr−1 − 1, and let
Lj =
⊕
Zeij .
i=0,...,N−1
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hand, if j + k = pr−1, then a straightforward computation shows that (Lj ⊕ Lk,qα)  Ap−1.
Set M = pr−1 − 1. We have
⊕
j=0,...,M
Lj = L.
Hence we have (L,qα)  ZN ⊕Arp , as claimed. 
Application to Euclidean minima
Set K = Q[ζpr + ζ−1pr ]. We have OK = Z[ζpr + ζ−1pr ]. Recall that n = [K : Q], and that dK
denotes the absolute value of the discriminant of K .
Proposition 8.4. We have M(KR) 2−n
√
dK .
By Corollary 5.3, this proposition is a consequence of the following lemma:
Lemma 8.5. We have τmin(OK) n4 .
Proof. Let (OK,qα) be as in Proposition 8.3. We claim that τ(OK,qα) n4 . By Proposition 8.3,
we have
(OK,qα)  Z p−12 ⊕Arp.
Set N = p−12 , M = p
r−1−1
2 . Recall that Arp is the orthogonal sum of M copies of the root lat-
tice Ap−1.
If r = 1, then (OK,qα)  ZN , so τ(OK,qα) = N4 = n4 . Hence we can assume for the rest of
the proof that r  2.
We have max(Ap−1) = p2−14p , cf. [15, Chapter 4, 6.1], and max(ZN) = N4 . Hence
max(OK,qα)
N
4
+Mp
2 − 1
4p
= Np +M(p
2 − 1)
4p
.
We have det(OK,qα) = pM . Set x = MN+NM . Then
τ(OK,qα)
Np +M(p2 − 1)
4p1+x
= p − 1
8
(
pr + pr−1 − 1) 1
p1+x
.
We have n4 = (p−1)p
r−1
8 . Let us prove that p
r + pr−1 − 1 pr−1p1+x . It is enough to show that
p + 1 p1+x . A straightforward computation shows that
1 + x = p
r + pr−1 + p − 3
r−1 .(p − 1)(p + 1)
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p
 1 + x (this is equivalent to 3p  pr + pr−1 + 1, true for all
r  2). Hence it is enough to show that p+ 1 p p+1p . As log(x)
x
is decreasing for x  3, we have
log(p+1)
p+1 
log(p)
p
, so p + 1 p p+1p , as claimed. 
Therefore pr + pr−1 − 1 pr−1p1+x . As n4 = (p−1)p
r−1
8 , this implies that
τ(OK,qα)
n
4
.
9. Ideal lattices over cyclotomic fields
There are many results concerning ideal lattices over cyclotomic fields (cf. for instance
[1,3–5,7,9,16,17,28]). The aim of this section is to recall some of them. In the next section,
we will apply these results to get upper bounds on the Euclidean minima of cyclotomic fields.
Let m be a positive integer, let ζm be a primitive mth root of unity, and K = Q(ζm). Then we
have OK = Z[ζm], n = [Q(ζm) : Q] = φ(m). Recall that dK denotes the absolute value of the
discriminant of K .
For any integer k, we denote by A∗k the dual of the root lattice Ak .
Proposition 9.1. Let p be a prime number, and r a positive integer. Suppose that m = pr . Then
we have:
(i) If p is odd, set α = 1
pr
. Then
(OK,qα) 
⊕
i=1,...,pr−1
A∗p−1.
(ii) If p = 2, set α = 12r−1 . Then
(OK,qα)  Zn.
Proof. (i) Set η = ζpr−1pr and ζ = ζpr . The elements
1, η, . . . , ηp−2, ζ, ζη, . . . , ζηp−2, . . . , ζ pp
r−1−1
, ζ p
pr−1−1
η, . . . , ζ p
pr−1−1
ηp−2
give us a basis of OK . A straightforward computation shows that the matrix of qα in this basis is
the standard basis of the orthogonal sum of pr−1 copies of A∗p−1.
(ii) The matrix of qα in the basis {1, ζ2r , . . . , ζ n−12r } of OK is the identity matrix. 
Remark. Proposition 9.1 gives an easy way to show that if K = Q(ζpr ), then dK =
pp
r−1(pr−r−1)
. Indeed, suppose first that p is odd. Then we have det(OK,qα) = N(α)dK =
det(A∗p−1)p
r−1
. As det(A∗p−1) = 1p , and N(α) = ( 1p )n = p−p
r−1(pr−r)
, this implies that
dK = ppr−1(pr−r−1). Suppose now that p = 2. Then det(OK,qα) = N(α)dK = 1. As N(α) =
( 1r−1 )
2r−1
, this implies that dK = 22r−1(r−1).2
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Proposition 9.2.
(i) The root lattice E8 is an ideal lattice over Z[ζm] for m = 15,20,24.
(ii) The lattice Λ24 is an ideal lattice over Z[ζm] for m = 35,45,84.
Proof. See for instance [4]. 
The following observation will be useful to realise (isotypic) orthogonal sums of these lattices
over higher cyclotomic fields:
Lemma 9.3. Suppose that L is an ideal lattice over Z[ζm]. Then:
(i) If p is an odd prime number that divides m, then the orthogonal sum of p copies of L is an
ideal lattice over Z[ζpm].
(ii) For any positive integer r , the orthogonal sum of 2r−1 copies of L is an ideal lattice over
Z[ζ2rm].
Proof. (i) Let L′ be the orthogonal sum of p copies of L. Let x = (x1, . . . , xp) ∈ L′,
with xi ∈ L for all i. Suppose that pr is the exact power of p dividing m. Set ζpr+1x =
(ζpr xp, ζpr x1, . . . , ζpr xp−1). The proof of (ii) is similar. 
Corollary 9.4.
(i) Suppose that m is of the form m = 2r3s5t , with r  0, s  1 and t  1; m = 2r5s with r  2,
s  1; m = 2r3s with r  3, s  1. Then an orthogonal sum of φ(m)8 copies of E8 is an ideal
lattice over Z[ζm].
(ii) Suppose that m is of the form m = 2r5s7t , with r  0, s  1, t  1; m = 2r3s5t with r  0,
s  2, t  1; m = 2r3s7t with r  2, s  1, t  1. Then the orthogonal sum of φ(m)24 copies
of Λ24 is an ideal lattice over Z[ζm].
Proof. This follows from Proposition 9.2 and Lemma 9.3. 
10. Upper bounds for Euclidean minima of cyclotomic fields
We keep the notation of Section 9, in particular K will be the cyclotomic field of the mth roots
of unity, K = Q(ζm). The aim of this section is to apply the results of Section 9 and some results
of Lenstra [24] to obtain upper bounds for M(KR).
Proposition 10.1. We have M(KR) 2−n
√
dK .
Proof. If m = 2r , then by Proposition 9.1(ii), the unit lattice is an ideal lattice over Z[ζm].
Hence Corollary 5.5 gives the desired result. Suppose now that m is not a power of 2.
Let m = pr11 · · ·prkk , with p = p1 the largest odd prime dividing m. Set r = r1. We have
max(A∗p−1) = p
2−1
12p (see for instance [15, Chapter 4], or [24, §3]). By Proposition 9.1(i), this im-
plies that max(Z[ζpr ], q1) = pr−1(p2−1) . Set e =∏i =1 pri−1(pi −1). By [24, Proposition 2.2] we12
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e2pr−1(p2−1)
12d1/nK
. A straightforward computation shows that d1/nK = px11 · · ·pxkk , with xi = ripi−ri−1pi−1 .
We have (p + 1)e = (p + 1)∏i =1 pri−1(pi − 1) 3px1 · · ·pxkk = 3px11 · · ·pxkk = 3d1/nK . Hence
τ
(
Z[ζm], q1
)
 e
2pr−1(p2 − 1)
12d1/nK
= ep
r−1(p − 1)
4
e(p + 1)
3d1/nK
 ep
r−1(p − 1)
4
= n
4
.
Using Corollary 5.3 this concludes the proof of the proposition. 
Constructions of special ideal lattices over cyclotomic fields often provide better upper bounds
than Proposition 10.1. For instance we have:
Proposition 10.2.
(i) Suppose that m is of the form m = 2r3s5t , with r  0, s  1 and t  1; m = 2r5s with r  2,
s  1; m = 2r3s with r  3, s  1. Then
M(KR) 8−n/2
√
dK.
(ii) Suppose that m is of the form m = 2r5s7t , with r  0, s  1, t  1; m = 2r3s5t with r  0,
s  2, t  1; m = 2r3s7t with r  2, s  1, t  1. Then
M(KR) 12−n/2
√
dK.
11. Thin fields
In this section we define and study a finite family of Euclidean fields. We keep the notation of
Sections 1–7.
Definition 11.1. A number field K is said to be thin if τmin(OK) < γmin(OK).
As γmin(OK) = n
d
1/n
K
, this is equivalent with asking that τmin(OK) < n
d
1/n
K
.
Proposition 11.2. Thin fields are Euclidean.
Proof. This follows from Theorem 5.1. 
For any ideal lattice (OK,q), set (OK,q) = ( τ(OK,q)γmin(OK) )n/2. Let c ∈ OK , and let us denote
by Vq(c) the Voronoi region around c with respect to the lattice (OK,q). The following propo-
sition can be used for Euclidean division in thin fields:
Proposition 11.3. Let (OK,q) be an ideal lattice. Let a, b ∈ OK with b = 0. Set x = ab , and let
c ∈ OK such that x ∈ Vq(c). Then we have
a = bc + d
with d ∈ OK such that N(d) (OK,q)N(b).
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Finiteness
It is not known whether there exist infinitely many Euclidean number fields. On the other
hand, we shall see that there are only finitely many thin number fields.
Proposition 11.4. There are only finitely many thin fields.
Proof. Let K be a thin field. Then by definition τmin(OK) < γmin(OK) = n
d
1/n
K
. This implies that
d
1/n
K <
n
τmin(OK)
 n
τn
. Using the lower bounds on τn (cf. [15, Chapter 2]) this gives an upper
bound on the root discriminant d1/nK . On the other hand, we have lower bounds on d
1/n
K (cf.
[14,19,27,31]). Thanks to these bounds we see that thin fields are finite in number. For instance,
totally real thin algebraic number fields have degrees less than 6. Indeed, by [15, Table 2.1], the
normalised thickness θ6 is at least 0.4087. By definition, we have τn = θ2/nn . This implies that
τ6  0.7421. By the above argument, this gives the bound d1/6K < 8.0852. On the other hand, the
table of [14, Appendix C, 12.2.1] gives the lower bound d1/6K > 8.148. 
Examples
We just saw that there are only finitely many thin algebraic number fields. It would be in-
teresting to have a complete list. In the remainder of this section, we will give a few examples
among imaginary quadratic and cyclotomic fields. All the examples were previously known to
be Euclidean. We also give some upper bounds for Euclidean minima. Examples of totally real
thin fields are given in [8].
Imaginary quadratic fields
Let K = Q(√d ), where d is a negative, square-free integer. Then the situation is very simple:
Proposition 11.5. K = Q(√d ) is thin if and only if it is Euclidean. This happens exactly when
d = −1,−2,−3,−7 and −11.
Proof. Any ideal lattice over OK is a multiple of q1 :OK ×OK → Z, given by q1(x, y) = Tr(xy¯)
(cf. [6]). Hence τmin(OK) = τ(OK,q1). Comparing τ(OK,q1) to γmin(OK) = γ (OK,q1) =
2√
dK
boils down to the usual analysis of the Euclidean property of imaginary quadratic fields. 
Cyclotomic fields
Let ζm be a primitive mth root of unity, and let K = Q(ζm) be the corresponding cyclotomic
field.
Proposition 11.6. If m = 3,4,5,7,8,9,12,15,20 or 24, then K = Q(ζm) is thin.
Proposition 11.7. The Euclidean minimum of K = Q(ζm) is bounded by:
1
if m = 3; 1 if m = 4; 1 if m = 5; 8 if m = 7; 1 if m = 8;
3 2 4 27 2
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9
if m = 9; 3
8
if m = 12; 1125
4096
if m = 15; 125
256
if m = 20; 9
16
if m = 24.
The proofs of these propositions rely on the following lemma. We denote by A∗n the dual of
the root lattice An.
Lemma 11.8.
(i) If p is a prime number, then A∗p−1 is an ideal lattice over Z[ζp].
(ii) The square lattice of rank 2 is an ideal lattice over Z[ζ4].
(iii) The root lattice D4 is an ideal lattice over Z[ζ8] and Z[ζ12].
(iv) The root lattice E6 is an ideal lattice over Z[ζ9].
(v) The root lattice E8 is an ideal lattice over Z[ζ15], Z[ζ20] and Z[ζ24].
Proof. See [4,5]. 
Proof of Propositions 11.6 and 11.7. Use Lemma 11.8, and the values of τ(A∗p−1), τ(D4),
τ(E6) and τ(E8), cf. [15, Chapters 2, 4].
It is known that M(Q(ζ3)) = 13 , M(Q(ζ4)) = 12 , M(Q(ζ8)) = 12 , and M(Q(ζ12)) = 14 . It is
also known that M(Q(ζ5)) 15 (cf. [23]). 
The fields Q(ζ11) and Q(ζ16) are known to be Euclidean, but I do not know whether they are
thin or not. I also do not know whether Q(ζ21) and Q(ζ28) are thin, and it is not known whether
these fields are Euclidean. On the other hand, none of the other class number one cyclotomic
fields is thin:
Proposition 11.9. If ϕ(m) 12, m = 21,28, then Q(ζm) is not thin.
Proof. This can be proved using lower bounds on τn, cf. [15, Chapter 2]. 
12. Thin ideal classes
In analogy with thin fields, one can define the notion of a thin ideal class. In this section, we
shall see that thin ideal classes are Euclidean in the sense of Lenstra (cf. [26]) and that there are
only finitely many algebraic number fields having thin ideal classes.
We keep the notation of the preceding section, in particular K is an algebraic number field.
Definition 12.1. Let I be a fractional ideal of K . The ideal I is said to be thin if τmin(I ) <
γmin(OK).
Note that if I is thin, then any ideal equivalent to I is thin. The field K is thin if and only if
the principal ideals of K are thin.
Recall that Lenstra has defined a notion of Euclidean ideal class [26].
Definition 12.2. [26] An ideal I is said to be Euclidean if for all x ∈ K there exists c ∈ I such
that N(x − c) < N(I ).
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The principal class is Euclidean if and only if K is Euclidean. Moreover, if a field K contains an
Euclidean ideal class, say C, then the ideal class group of K is cyclic, generated by C (cf. [26]).
Proposition 12.3. Thin ideal classes are Euclidean.
Proof. This follows from Theorem 5.1. 
As in the case of thin fields, we have a finiteness result:
Proposition 12.4. There exist only finitely many algebraic number fields containing a thin ideal
class.
Proof. The proof of this proposition is similar to the proof of Proposition 11.4. 
Example. The imaginary quadratic fields Q(√−5 ) and Q(√−15 ) contain non-trivial thin ideal
classes. These are the only imaginary quadratic fields having a non-trivial Euclidean ideal class
(cf. [26]).
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