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ABSTRACT
The recognition of dynamic gestures of hands using pure geometric 3D data in real-time is a challenge. RGB-
D sensors simplified this task, giving an easy way to acquire 3D points and track them using the depth maps
information. But use this collection of raw 3D points as a gesture representation in a classification process is
prone to mismatches, since gestures of different people can vary in scale, location and velocity. In this paper we
analyze how different techniques of simplification and regularization can provide more accurate representations of
the gestures. Using Dynamic Time Warping (DTW) as the classification method, we show that the simplification
and regularization steps can improve the recognition rate and also reduce the time of gesture recognition.
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1 INTRODUCTION
The use of hand gestures in the construction of com-
puter systems has many challenges [Pal+13]. For ex-
ample, a single gesture can have different meanings
depending on the culture of each country or region
[HK12]. Furthermore gestures of different people can
vary in scale, location and velocity.
The complexity of a gesture depends on the amount of
body parts used in the movement [Pal+13], so it is nec-
essary to define a descriptor or method to simplify the
gesture in such a way that only key points are stored
to improve the performance of the recognition. Our
work provides an approach that recognizes gestures in
real-time, regardless of position, lighting and physical
aspects of the user. We define gesture as sequence of
hand positions performed in the 3D space like "let’s
go", "bye bye", etc. We evaluated the recognition rate
and performance using different combinations of regu-
larization and simplification methods.
The main contributions of this paper are:
• A purely geometrical approach to gesture recogni-
tion.
• A method to recognize gestures in sequence without
human intervention, requiring only an time interval
between the executions.
• A comparison of different methods for curve simpli-
fication, showing that a step of pre-processing can
reduce about a half the time consumption needed to
recognize gestures.
• Support to recognize gestures with one or both
hands, trained or not.
As an secondary contribution, we create a new dataset
composed of depth, image and tracking information for
7 gestures performed by 7 people with different physi-
cal aspects, totalizing a set of 1099 executions.
This article is structured as follows: in Section 2 we
discuss the advantages and drawbacks of related works.
In Section 3 we show our proposed solution in detail.
In Section 4 we present the results of the evaluation
of different simplification and regularization methods
through the performance and recognition aspects. In
Section 5 we state our final remarks and suggest some
future works.
2 RELATED WORK
Many works for gesture recognition have been pub-
lished in the last few years [RA15] [Che+13] [HK12]
[MA07].
The gesture recognition approaches can be divided in
three main: glove-based, vision-based and depth-based.
The glove-based approach uses a device to capture the
3D information (position and orientation) about hands
or fingers directly, having the advantage of less input
data and high speed [Bar+15]. However, the device
has to be used all the time, besides it has a lot of ca-
bles and is considered more invasive [HK12]. Vision-
based approaches are less invasive that the glove-based
ones because the user does not need to use wearable de-
vices [RA15]. However, vision-based approaches have
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Figure 1: Overview of the proposed approach.
some disavantages like sensitiveness to lighting, color
and shadow, limited acquisition by the distance, and the
3D information cannot be obtained directly [Han+13]
[HK12].
Recent works uses the Dynamic Time Warping (DTW)
[RK05] algorithm to recognize gestures. The DTW
finds the cost of similarity through the alignment of
two time series. [Iba+14] proposed a framework called
EasyGR (Easy Gesture Recognition) that assists de-
velopers in the implementation of NUI applications,
reducing the complexity through the encapsulation of
the algorithms and management of the gesture data.
[Bau+13] improved the recognition rates compared to
the usual DTW [SC07] and Hidden Markov Model
(HMM) [Rab89] using a probability-based DTW that
updates the cost of the DTW according to a Gaussian
model [Mat01]. However, both approaches were not
evaluated taking into account the gestures obtained by
people with different physical aspects.
[Wu+14] proposed a new method for view-invariant
gesture recognition using a shape representation that is
build from a set of euclidean distances between all tra-
jectory points. The shape is smoothed using a ten-order
B-Spline interpolation and the classification was per-
formed using a Support Vector Machine (SVM) clas-
sifier [Mul+01]. Other approach [Bar+15] uses a wear-
able camera coupled to the user’s head to recognize ges-
tures performed by hands. This type of approach is can
generate movement restriction, as it relies on wearable
devices, batteries, cables, besides it can only recognize
gestures that are in the field of view of the camera.
Our work provides an approach that use purely geo-
metric information to recognize gestures. Different of
some related works [Wu+14], we do not need train a
model to recognize gestures. Different of [Bar+15], as
we use a RGB-D sensor users do not need to use wear-
able devices to perform gestures. We introduce a step
of simplification that can reduce the time consumption
to recognize a gesture. This step allow the recognition
in real-time.
3 PROPOSED SOLUTION
Our solution aims to use simplification and regulariza-
tion techniques to speedup the recognition in real-time.
We proposed an approach that is focused only in the use
of geometric information.
The figure 1 shows an overview of our approach. First
we use a RGB-D sensor (Microsoft Kinect) to cap-
ture the geometric information through the depth-map.
Then, we use an algorithm [Sen13] to detect and track
the 3D hands movement. The next step smooths and
simplifies the gesture to remove noise and capture the
key points. Finally, we use the DTW to classify the
gesture.
3.1 Detection and Tracking
The first step aims to detect the hands using an RGB-D
sensor. The RGB-D sensor used to acquire the depth
information was the Kinect [CLV12]. We use a sample
algorithm of the OpenNI 1 library to detect and track
the movement of the hands. Detection begins from the
execution of some of the basic gestures implemented
by OpenNI, such as "bye bye". After the hand detec-
tion, the algorithm is able to track the movement of the
hands, providing the central position Pi(x,y,z) of the
hand in each frame.
1 http://www.openni.org/
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We have developed an algorithm to automatically detect
when a gesture starts and ends. This allow the continu-
ous gesture recognition without human intervention us-
ing only a time interval between gestures. The gesture
start consists of verifying if the sum S of the distances
Di between the previous n positions is greater than a
threshold t.
S =
n−s
∑
i=1
Di (1)
If the sum S is greater than the threshold t, then the hand
is in motion, otherwise it is stopped. We choose n = 25
25 empirically to detect the hand’s movement.
3.2 Normalization
The next step normalizes the gesture since it can vary
in scale and location. We use the same normalization
proposed by [Iba+14] first calculating the centroid ci of
the gesture by dividing the sum of the points by the total
number of points n of the gesture.
ci = (x¯, y¯, z¯) =
∑ni=1(xi,yi,zi)
n
(2)
Then, the centroid is used to move all points to the ori-
gin with (3), that subtracts from each point of the ges-
ture the respective coordinate of the centroid.
(xi,yi,zi)
′
= (xi− x¯,yi− y¯,zi− z¯) (3)
In the end, we scale the gesture in the interval−1 and 1.
These processes ensures that the gesture is recognized
regardless of the location and physical aspects of the
user.
3.3 Smoothing
Once normalized the gesture, the next step smooths the
raw gesture data to reduce noise by the depth sensor.
The method used was the Laplacian [Tau95], which
consist of recalculating all points using the mean of
each point and its neighbors, according to (4). In our
approach we used the 1-ring neighbourhood to smooth
one time the gesture. Figure 2 shows the smoothing.
x¯i =
n−1
∑
i=1
(
xi
xi−1+ xi+ xi+1
) (4)
3.4 Simplification
After the normalization and smoothing of the gesture,
the next step consists on its simplification. We use this
step to provide a compact representation of the gesture,
further improving the performance of the gesture recog-
nition.
RAW
LAPLACIAN
Figure 2: A raw gesture before and after smoothing us-
ing the Laplacian operator.
We use two algorithms to perform this task. The first
approach simplifies the gesture using a curvature-based
method and the second uses the Douglas-Peucker (DP)
algorithm [DP73]. As we will show in the section 4,
both of them keep the high recognition rate, while im-
proving the algorithm’s performance.
3.4.1 Curvature
The first simplification method of the gesture consists
in checking whether the curvature of each segment is
below a pre-defined threshold t = 0.01. In section 4.2
we explain how we choose this value.
S1
S6
S7
S8
S2
S3
S4
S5
Figure 3: The endpoints in blue cannot be removed.
The green points are points evaluated that cannot be
removed. The red points can be removed because its
curvature are below the threshold t.
As shown in Figure 3, the curvature-based method
evaluates the curvature iteratively using segments
defined by a point and its neighborhoods, e.g.
Si = (pi−1, pi, pi+1). Then, for each segment Si, if the
curvature of Si is below the threshold t, then the middle
point pi is removed. The point pi−1 of the next segment
is the point pi+1 of the previous segment.
3.4.2 Douglas-Peucker
The Douglas-Peucker (DP) algorithm introduced by
[DP73] is a polyline simplification. As shown in the
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figure 4, the DP algorithm first use the endpoints [A,B]
to find and calculate the distance to the furthest point
C. Then it uses the points [A,C] and [B,C] to calcu-
late again the furthest points of [A,C] and [B,C], that is
D and E. Finally it add the points [C,D,E] if distance
exceeded the tolerance t. This condition of similarity
is based on the maximum distance measured between
the original and the simplified curve. The original end-
points always are inserted in the simplified curve.
Figure 4: Steps of the DP algorithm to simplify a curve
with 10 points.
We choosed this algorithm because it can reduce the
number of points of the gesture while retaining its
shape. Furthermore, the DP algorithm is faster then oth-
ers algorithms like Bend Simplify [VH99].
3.5 Recognition
The last step use Dynamic Time Warping (DTW)
[RK05] as classification method to recognize gestures.
We use the nearest neighborhood algorithm with DTW
to find the closest gesture according with the cost
distance provided by it.
3.5.1 Dynamic Time Warping - DTW
The DTW algorithm finds the cost of similarity through
the alignment of two time series, which in our case are
the gestures. The basic idea is to construct an array
of distances between the two trajectories and find the
minimum distance between each pair of points. The
result of the comparison is the sum s of the smallest
distances found. The lower the value of s, the higher
the degree of similarity between the two trajectories.
One of the main advantages of using the DTW is that
it allows to compare two trajectories, even if they have
different lengths [RK05]. This property of the DTW is
important, since the gestures can be done with different
speeds, so that the sampling rate is not always the same.
4 EXPERIMENTAL RESULTS
This section describes in detail the experimental setup
and results. First we did a cross-validation to evaluate
different parameters and obtain the optimal values to
use in the Curvature, DP and DTW algorithms. Then
we use the parameters found to evaluate the recognition
rate and performance for each class of gesture applying
these algorithms. Also, we evaluate the recognition and
performance using as template the median gesture from
each class.
The experimental evaluation was performed in a Mac-
book Pro (13-inch, Late 2011), Processor 2.4GHz In-
tel Core i5, Memory 4GB 1333 MHz DDR3, Intel HD
Graphics 3000 384 MB, macOS Sierra version 10.12.3.
4.1 Dataset
G4G1
G7
G2 G3
G6G5
Figure 5: Set of 7 gestures of our dataset.
We tried use the MSRC-12 [Fot+12] dataset, but it has
gestures written continuously in a single file and we did
not have the executions separator to do it. ChaLearn
[Guy+14] has only RGB and depth videos. Therefore,
we create our own dataset.
Our dataset contains 1099 gestures, collected from 7
individuals performing 7 gestures, with different phys-
ical aspects and positions. In our dataset, we have 5
gestures performed using two hands and 2 gestures per-
formed by one hand. The gestures were recorded using
the Kinect XBox 360 sensor at a sample rate of 30Hz.
We recorded both RGB, depth and 3D motion of hands,
but we only used the motion of hands. Each motion
contains a set of 3D positions of both hands. Figure 5
shows our 7 gestures, 6 of them are the same defined in
dataset [Fot+12].
After create the dataset, we splits our dataset with 1099
gestures to perform the evaluation using 70% for test
and 30% as template matching for each class of gesture.
The next step was to generate 7 median gestures from
our dataset to use as template and evaluate the recogni-
tion rate using all 1099 as tests.
To generate median gestures, we first apply for each
gesture class a method to normalize the distance be-
tween points according with the desired Euclidean dis-
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tance k = 0.1. The method calculate the Euclidean dis-
tance di of each segment si and remove the point pi+1 if
di < k, otherwise we apply a linear interpolation in the
segment si until di < k. Then, we equalize the number
of points removing or adding points according with the
average point of each gesture class. Finally, we calcu-
late a simple mean for each gesture class gi with (5),
where we divide the sum of xi, yi and zi by the total
number of gestures n of each class.
gi =
∑ni=1(xi,yi,zi)
n
(5)
4.2 Cross-validation
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Figure 6: Cross-validation applied for DP with DTW
using the parameters in Table 1.
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Figure 7: Cross-validation applied for Curvature with
DTW using the parameter shown in Table 1.
Algorithm Parameter domain Final
Curvature 0.01 <= t <= 0.1 0.01
DP 0.0001 <= t <= 0.001 0.001
DTW 0.1 <= d <= 0.5 0.5
Table 1: Table with the cross-validation parameter do-
mains for each algorithm and the chosen ones.
To perform cross-validation, we use all the gestures in
our dataset, totaling 1099 gestures of different classes.
We selected 30% of each class for tests, being the same
applied for the different combinations of parameters.
After the data preparation phase, we selected a param-
eter domain for each method described in Table 1. The
domains of the parameters were defined according to
the normalization of the gesture in the interval of −1 to
1 and in some values tested manually to find the mini-
mum and maximum thresholds of each algorithm. The
best threshold criteria was the recognition rate resulting
from each combination. The column Final in the Table
1 shows the selected final parameters for each method.
Figures 6 and 7 show the cross-validation result applied
in the DP and Curvature algorithms for each DTW pa-
rameter shown in Table 1.
4.3 Recognition rate
We have created an algorithm to automate the execution
of the tests. Initially the algorithm loads and divides the
data into test and template according with section 4.1.
Then, the pre-processing is applied for each test itera-
tion before the classification using the DTW algorithm.
We save in a file all the parameters used, including the
time needed to process and classify the gesture.
As we can see in the Table 2, the results show a recog-
nition rate above 90% with 83.75% on average, even
applying a simplification step. The Laplacian with DP
provides an improvement of 1.73% compared to the
recognition with raw data simplification. Compared to
the DTW results of [Iba+14], our approach with sim-
plification showed an improvement of 2% in the recog-
nition rate. We noticed that some classifications of the
G1 gesture always made matching with the G6 gesture,
however the opposite did not occur. The same occur to
the one hand gestures G3 and G7, where the recogni-
tion rate for G3 was 100% while the G7 had an average
of 94.5%.
Table 3 show the results using median gestures as tem-
plate. We get a reduction in the recognition rate for the
gesture G2, where we identified matching with G1 that
are similar with it. Using the DP algorithm we get an
improvement of 47,62% over the raw data. In general
the recognition rate was above 90%.
We also identified during the cross-validation process
that the variation of the parameter for simplification us-
ing curvature did not affect the recognition rate for an
evaluation of ten-order threshold. On the other hand
the parameter for the DP reduced the recognition rate
for larger values, being not robust to variation.
4.4 Performance
Figures 8 and 9 shows the performance results using
simplification and regularization methods. In figure 8,
compared to the classification with the raw data, the
time needed to recognize the gesture was reduced more
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Figure 8: Average time processing for recognize each class of gesture. The process includes both pre-processing
and classification time.
Raw Laplacian Curvature DP Laplacian + Curvature Laplacian + DP
G1 90.55 90.55 90.55 90.55 90.55 90.55
G2 100 100 100 100 100 100
G3 100 100 100 100 100 100
G4 98.93 98.93 98.93 98.93 98.93 98.93
G5 100 100 100 100 100 100
G6 100 100 100 100 100 100
G7 94.55 91.81 94.54 95.54 93.63 97.27
Table 2: Recognition rate using different combinations of algorithms for simplification and smoothing for each
gesture class.
than a half using a simplification step. Also, figure 9
shows that the average time processing to recognize
with median gestures as templates was lower then 2
milliseconds. The Curvature was better then DP for me-
dian gestures.
The gestures G3, G5 and G7 had a longer processing
time because they are more complex, as can be seen in
figure 5. The difference between the raw and Lapla-
cian gestures was very subtle, with a slight increase in
the time of recognition with the Laplacian, since it only
smooths without simplifying the gesture.
4.5 Discussions
As shown in this section, the recognition rate does not
changed significantly when we apply a step to simplify
the gestures. However, the performance was reduced
more then a half when we apply the simplification. Fur-
thermore, the median gestures reduced the average time
processing to 2 milliseconds. With median gestures
we allow recognize without compare all samples of the
dataset.
The DP algorithm shown better results in performance,
but lost for curvature in the recognition rate. We note
that the curvature-based method is more robust in sim-
plification in the sense of maintaining the key points
that describe the shape of the gesture. This explains
why the curvature algorithm obtained better recognition
rate results than DP and because DP processing time
was better. The DP tends to remove more points in the
simplification.
As we conclude, the filter is interesting because can im-
prove the performance without affect the recognition
using specifically the DTW.
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Figure 9: Average time processing for recognize each class using as template the median gesture. The process
includes both pre-processing and classification time.
Raw Laplacian Curvature DP Laplacian + Curvature Laplacian + DP
G1 93.40 93.40 93.40 93.95 93.40 93.40
G2 44.44 44.44 47.61 92.06 52.38 79.36
G3 100 100 100 100 100 100
G4 99.25 99.25 99.25 99.25 99.25 99.25
G5 91.23 92.78 93.29 93.29 93.29 93.29
G6 100 100 100 98.63 100 97.27
G7 100 100 100 100 100 100
Table 3: Recognition rate using as template median gestures and different combinations of algorithms for simpli-
fication and smoothing.
5 CONCLUSION
In this paper, we propose an approach to gesture recog-
nition based on geometric data and simplification of its
representation. We analyzed two simplification meth-
ods based on curvature and DP algorithm. In the first,
we obtained a recognition rate of 97.7% on average,
while for the DP algorithm, we have obtained 98.1%.
Using median gestures, we obtained a recognition rate
above 90% with exception of the gesture G2. Both sim-
plification methods evaluated reduced the recognition
time in more than 2 times, being the DP more efficient
for the first case, while for median gestures the Curva-
ture was better then DP.
Simplification plays an important role in gesture recog-
nition systems that have large robust datasets. The clas-
sification in such systems can not be robust in real-time
without a pre-processing step because we noted in our
results that performance depends of the number of ges-
tures and points. This makes sense, because we must
compare all gestures template to ensure the best match.
One of the more important advantages of the simplifi-
cation is the recognition time reduction.
As future work, we want to create more sophisticated
gesture descriptor and use it with a tree decision to
avoid full comparison of gestures in the dataset. We
also will evaluate the simplification in supervised ap-
proaches with HMM to check if the recognition keeps
robust after the simplification. As future work, we will
also use standard datasets to evaluate our approach. Fi-
nally, we will try to recognize gestures continuously,
without human intervention and without the need for
time intervals between the beginning and end between
the gestures.
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