Abstract. In this paper, a hybrid approach which combines the immersed interface method with the level set approach is presented. The fast version of the immersed interface method , is used to solve the di erential equations whose solutions and their derivatives may be discontinuous across the interfaces due to the discontinuity of the coe cients or/and singular sources along the interfaces. The moving interfaces then are updated using the newly developed fast level set formulation which involves computation only inside some small tubes containing the interfaces. This method combines the advantages of the two approaches, and gives a second order Eulerian discretization for interface problems. Several key steps in the implementation are addressed in detail. This new approach is then applied to Hele-Shaw ow, an unstable ow involving two uids with very di erent viscosity.
1. Introduction. Many physically interesting problems involve propagation of moving interfaces. Vortex sheet roll-up in hydrodynamic instability, wave interactions on the ocean's free surface, solidi cation in crystal growth, and Hele-Shaw cells for pattern formation are some of the better known examples. Typically, these interface problems are very singular and are sensitive to small perturbations. Consequently, it is very challenging to obtain accurate and stable numerical approximations for these moving interface problems.
There are two basic numerical approaches to interface problems. One is based on front tracking, the other on front capturing. Both approaches have their advantages and disadvantages. In front tracking methods, one can design accurate approximations to the moving front without di erentiating across the front. Boundary integral methods are examples of this type, see, e.g. the recent review paper 12] for references. The disadvantage of front tracking methods is that it requires explicit tracking of the front. This is in general di cult for interfaces with complicated geometry and topological change and particular so in three dimensions. Front capturing, in particular, the level set method as derived by Osher and Sethian in 26] , on the other hand, avoids the explicit tracking of the front. The moving front is implicitly captured on an Eulerian grid. As a consequence, complex interface structures and topological changes can be captured quite naturally in two and three dimensions, see e.g. 4, 26, 32, 33] . One di culty associated with the conventional front capturing approach is the possible loss of high order accuracy at the moving front. This is especially the case for incompressible uid interfaces with surface tension 3, 4, 33] , but also exists in numerical methods using front tracking, see, e.g. 28, 36] where the e ect of surface tension is modeled by a singular delta function source term. The immersed interface method developed by LeVeque and Li 15] attempts to use a semi-Eulerian method to achieve a uniformly high order accuracy up to the free surface, by incorporating the jump condition at the moving interface into the discretization. However, their method requires explicit information about the moving interface. This makes it di cult to apply to general free boundary problems with complicated geometry or topology.
This paper attempts to combine the advantages of the immersed interface method and the level set approach. This gives rise to a completely Eulerian front capturing method with uniformly high order accuracy up to the moving interface. The main idea is as follows. For uid interface problems, surface tension introduces a jump condition in the pressure and/or its normal derivative across the moving interface. If we incorporate these jump conditions in our nite di erence discretization across the moving interface, we can derive a uniformly high order discretization up to the moving interface. In the original version of the immersed interface method, the moving interface is either given a priori or is tracked explicitly. In the hybrid immersed interface/level set method proposed in this paper, we will use an Eulerian level set function to capture the interface. The information regarding the location and the local normal vector can be extracted from this level set function. When we incorporate this information into the immersed interface discretization, we obtain a uniformly high order discretization. Clearly we get the advantages of both methods, and avoid the shortcomings of these two methods. This gives rise to a robust and accurate Eulerian discretization for interface problems.
In order to test the robustness of the method, we apply our method to compute the expanding Hele-Shaw bubble problem. In this problem, a less viscous and immiscible uid is injected into a more viscous ow. This is an important test problem because it can be used as a model to study pattern formation in crystal growth and solidi cation. This is a very challenging numerical problem due to the underlying Mullins-Sekerka instability. Small perturbations, even at the level of round-o errors, can lead to rapid growth for those unstable modes in high wave numbers, especially for the case of small surface tension. For this reason, it is essential to have a stable numerical discretization. In the case of boundary integral calculations, a Fourier ltering technique has been used to control the arti cial growth of the round-o errors 7, 13, 14 ]. In the case of level set methods, we use a re-initialization process to remove the high frequency instability. This re-initialization process was rst introduced by Sussman-Smereka-Osher in 33] to maintain the level set function as a signed distance function. It plays the role of geometrical regularization. In e ect, it produces a cut-o to high frequency noise. We have performed a careful numerical study and have not observed any numerical instability of our method as we re ne the mesh. On the other hand, the re-initialization process as well as the basic nite di erence approximation to the level set motion must introduce some numerical dissipation. This also places a limitation to the resolution of the smallest scales in the physical problem. In our numerical study, we have performed a careful resolution study to quantify the relationship between the e ect of numerical dissipation and the e ect of surface tension.
Our numerical experiments also suggest that while high frequency noise has been damped by numerical dissipation, numerical noise at low frequency components still persists. This numerical noise is more di cult to lter than the high frequency noise since it is mixed with the low frequency components. For small surface tension, there are many unstable modes. In this case, the low frequency noise due to round-o errors or discretization errors will produce un-symmetric patterns in long time numerical simulations, even if we start with a symmetric initial con guration. This seems to be consistent with experimental observations.
There are two advantages of our hybrid method. The rst one is that it gives an Eulerian discretization that is uniformly second order accurate up to the moving interface. The second advantage is that the method is very fast. The improvement in speed is due to two factors. The rst one is due to a fast version of the level set method 39]. In this version of the level set method, only a small region containing the moving interface need to be updated in time. This basically reduces the number of operations to O(N) where N is the number of grid points along the moving interface. The second factor is more crucial. A preconditioned fast immersed interface method 20] is used in discretizing the pressure equation. This e ectively reduces the discrete pressure equation to a discrete Poisson equation. Thus a standard fast Poisson solver can be used to speed up the calculation. The operation count is only of order O(M 2 ), where M is the number of Eulerian grid points in each dimension. This gives a much faster method than solving the original pressure equation with discontinuous coe cients and large jumps. The hybrid method is also surprisingly faster than the boundary integral method since the evaluation of the velocity integral requires an O(N 2 ) operations, where N is the number of grid points along the interface. The use of the fast multipole method 9] would signi cantly reduce the operation count to O(N). However the constant in O(N) is still relatively large. Moreover, a fast Poisson solver is easier to vectorize than the Fast Multipole Method.
The rest of the paper is organized as follows. In Section 2, we describe the immersed interface method and its fast version developed recently. In Section 3, we describe the level set method and its fast version. The question of how to reconstruct the interface from a level set function will be discussed in detail. Section 4 presents our hybrid method to the Hele-Shaw problem. Some numerical issues, such as re-initialization of the level set function, and smooth extension of the interface velocity outside the interface will be discussed. We present detailed numerical experiments in Section 5. We give a concluding remark in Section 6.
2. The Immersed Interface Method. In this section, we will review the main idea of the immersed interface method originally developed by LeVeque and Li in 15, 19] . The immersed interface method provides an e ective discretization for di erential equations with discontinuous coe cients or singular source terms across a free interface. Due to the discontinuity or singular source term in the equation, the solution and/or its derivatives may become discontinuous across the interface. The main idea is to incorporate the known jump conditions in the solution and its derivatives, e.g., the ux across the interface, into the nite di erence scheme. This gives rise to a modi ed scheme on a Cartesian grid. Numerical tests have shown that solutions obtained from this method are second order accurate at all points as long as the interface remains smooth. This approach has also been applied to three-dimensional elliptic 20] . We will brie y discuss it in the following.
2.1. The fast immersed interface method for elliptic equations with piecewise constant coe cients. The main idea of the fast immersed interface method is to precondition the di erential equation before applying the immersed interface method. An intermediate unknown function, which describes the jump in the normal derivative across the interface, is introduced. The discretization is equivalent to using a second order di erence scheme for the regular grid points in the region, and a second order discretization for a Neumann like interface boundary condition. The resulting discretization satis es the maximum principle, and the solution is second order accurate globally based on conventional analysis 25]. Below we explain the main idea by considering the following elliptic interface problem.
Problem (I).
r ( (x; y)ru) = f(x; y); (2.6a) Given BC on @ ; (2.6b) with speci ed jump conditions along the interface ? (s) u] = w(s); (2.7a) u n ] = v(s); (2.7b) where s is the arc-length of the interface.
With the original immersed interface method, we are able to derive a di erence scheme for which the local truncation error is O(h 2 ) away from the interface, and O(h) near the interface, with a six-point stencil. However, if the jump in the coe cient is very large as in the case of the Hele-Shaw ow, the di erence scheme may lose the sign property required for the maximum principle because the scheme has to be modi ed to satisfy the ux condition (2.7b). On the other hand, if we can use the jump condition in the normal derivative u n ], which is an unknown in the problem (I), then the modi ed di erence scheme will satisfy the maximum principle. Thus we consider the solution u g (x; y) of the following problem, which depends on a newly introduced function g(s) describing the jump in the normal derivative. 3. The level set method. Once we obtain a second order discretization of the interface problem in space, we need to update the interface in time. Three possible numerical algorithms are, the \volume of uid" technique, the marker particle approach, and the level set formulation. The level set formulation originating in 26] is the one we will use in this paper. We will concentrate on the two phase ow problems here although similar techniques can be, and actually have been, applied to multi-phase problems 38]. Suppose there is a closed interface in the solution domain . For the simulation of Hele-Shaw ow, the interface separates the less viscous ow from more viscous one. Let ?(t) be the moving interface, ? (t) and + (t) be the interior and exterior regions of the interface respectively. The moving interface ?(t) can be described as the zero level set of a function '(x; y; t), which is Lipschitz continuous, satisfying '(x; y; t) > 0 for (x; y) 2 ? ; (3.14a) '(x; y; t) = 0 for (x; y) 2 ?; (3.14b) '(x; y; t) < 0 for (x; y) 2 + :
Problem (II
Therefore, by di erentiating the level set '(x; y; t) = c with respect to time t, we can obtain the equation of motion of the level set, ' t +ũ r' = 0: (3.15) This is referred to as the level set equation of Hamilton-Jacobi type. Initially, '(x; y; 0) is often chosen as the signed normal distance from the interface which means jr'j = 1.
By solving the modi ed Hamilton-Jacobi equation, we can update the moving interface, the zero level set of '(x; y; t) = 0.
3.1. Reconstruction of the interface from the level set function. In the level set representation, the interface, which is the set of points (x; y) satisfying '(x; y) = 0, is not explicitly given 1 . Instead we only have information '(x i ; y j ) at each grid point.
In order to use the fast immersed interface method 20], we need to nd a number of control points on the interface so that we can set up equations for the intermediate unknowns u n ]. There are two criteria in choosing those control points:
We want the process to be local. One of advantages of the level set approach is that the geometric characteristics of the interface are completely determined by the level set function '(x i ; y j ). We need to preserve such local properties in determining the control points. We do not want to have clustered control points to avoid unnecessary large and ill-conditioned system (2.13). We now describe a practical reconstruction process which meets the requirements above.
Consider an irregular grid pointX = (x i ; y j ), where the interface cuts through the standard ve point stencil centered at (x i ; y j ), on a particular side, say '(x; y) 0.
Using the following process, we can nd the projection on the interface: X =X + p; (3.17) where is determined from the following quadratic equation:
' X + jjr 'jj + 1 2 p T He(')p 2 = 0;
where He(') is the Hessian matrix of '
He(') = If we repeat this process for each irregular grid point on the side of '(x; y) 0, we can get the set of control points representing the interface with second order accuracy. To use the fast immersed interface method we still need to compute the normals, tangents, and curvatures on the interface, or at the control points. This can be done using the level set information again. For example, the unit normal, the unit tangent, and the curvature at a point can be expressed as = ?r r' jjr 'jj : (3.22) To get these quantities, we need to nd accurate values of ', ' x , ' y , ' xx , ' xy , and ' yy at some point on the interface which may not lie on a grid point. This can be done through the bi-linear interpolation described below. Note that at a grid point, the information can be calculated through central di erence approximations unless there is a singularity of ' in the neighborhood of that grid point. Given any point (x; y), we can nd the square which contains the point (x; y) but no other grid points except the four vertices, say, (x i ; y j ), (x i+1 ; y j ), (x i ; y j+1 ), and (x i+1 ; y j+1 ). Let G ij be a grid function which approximates one of the quantities, such as ' x , ' y , etc., in (3.20)- (3.22) . We can use the following bi-linear interpolation to get an approximation of G(x; y) G(x; y) = 3.2. Re-initialization. Initially, '(x; y; 0) is often chosen as the signed normal distance from the interface which means jr'j = 1. By solving the modi ed HamiltonJacobi equation, we can update the moving interface, the zero level set of '(x; y; t) = 0. However, while equation (3.15) will move the interface at the correct speed, ' in general is no longer a distance function. In fact, ' develops steep or at gradients especially when topological changes such as breaking and merging take place, or when the velocity eld near the interface is singular. This di culty can be avoided by a re-initialization process introduced in 32, 33] so that ' will remain as the signed distance function up to certain accuracy. The new level set function ' is the steady state solution of the following equations,
where H(') is any smooth monotone increasing function of ' with H(0) = 0. ENO schemes may be used to approximate the Hamilton-Jacobi equation e ciently 26, 27] . The re-initialization process also has the e ect of stabilizing the high frequency noise. We will comment on this in detail in the numerical section.
3.3. Updating the interface by the localized level set method. Another issue related to the level set approach is to reduce the computational cost. A natural way is to introduce a tube along the moving interface and just compute the level set function inside the tube 1, 39] . This is also the approach used in this paper. When the traditional level set method is used to capture the moving interfaces in simulations of uid dynamics problems, some di culties may occur.
It may be expensive to extend the normal velocity eld, which is often only physically meaningful at the interface, to the whole domain. This is true especially when global quantities are used to determine the normal velocity at the interface or when the normal velocity eld is singular. These two scenarios actually occur in our Hele-Shaw example. A simple method to extend the normal velocity o the interface can be found in 5].
In the classical level set method, we need to calculate ' at all grid points, which involves an extra unnecessary order of magnitude of calculation. Both these di culties can be very well addressed by the fast localization technique introduced in 39] and details can be found there. The whole computation for the level set method is now only done in a very narrow tube around the moving interface. The size of the tube is xed and can be just a few grid cells wide. The whole process is very simple and intuitive mathematically. It is composed of the following three steps at each time level (without loss of generality, here we suppose that the initial level set function is a signed distance to the interface) 1. Update the level set function in a tube of width 1 > 0 by the evolution PDE for the level set function ' t +ũ 5' = 0:
In the tube,ũ is de ned andũ ñ is continuous. to a steady state with the evolution procedure. The updated level set function will be a good approximation to the signed distance function, see 33, 38] . This localization technique involves an upwind scheme which requires only one boundary condition. However, with the tube approach, the boundary of the old tube is no longer needed. Thus an explicit tube boundary condition, which can be very di cult to prescribe and may also a ect the computation, is avoided. Also any discontinuities at the edge of the tube do not a ect the computation in the tube, see 39, 40] . This method works easily even in the presence of topological changes. 4 . The Hybrid Method for Hele-Shaw ow. In this section, we apply our hybrid immersed interface/level set method to the Hele-Shaw ow. A number of technical implementation issues will be discussed in details.
In 1958, Sa man and Taylor where is the surface tension and is the curvature of the interface.
Following the discussion of 7], we assume the less viscous uid inside the HeleShaw cell has a negligible viscosity while the more viscous uid has a nite viscosity and it is incompressible. The amalgamated surface tension 2 parameter with the dimension of length is de ned d 0 = 2 + ; (4.32) where is the injection rate.
Linearization about a Hele-Shaw cell with radius R(t) and injection rate gives the instantaneous growth rate, see 7, 13] 
For a constant injection rate, we obtain a Mullins-Sekerka type instability, which shows the competition between the de-stabilizing e ect due to the injection and the stabilizing e ect due to the surface tension. Note that, for high frequency modes, k (t) is negative indicating the Hele-Shaw ow is stable for these frequencies. For lower frequencies, depending on the parameters, k (t) can be positive indicating unstable growth. Usually it is relatively easier to control high frequency noise. But it is more di cult to control the round-o errors of low to intermediate frequencies.
The numerical simulation of the Hele-Shaw ow has attracted a lot of attention and served as a benchmark problem for numerical algorithms to compute unstable fronts 6, 7, 8, 13, 24, 29, 35, 37] . This is an ideal test model for our proposed algorithm since (4.26) can be written as r ( rp) = ? : (4.34) 2 This is similar to the Atwood ratio described in 35].
To determine the boundary condition on the pressure, we assume that the interface is far away from the boundary so that the ow at the boundary agrees with the radial out ow which would arise from the source term in a uniform uid, i.e., p(x; y) = p 0 ? 0 2 log r (4.35) is speci ed on the boundary, where p 0 is some arbitrary constant. In the numerical tests, we found that the boundary condition has little e ect on the motion of the interface until the interface gets very close to the boundary.
4.1. Computing the velocity eld near the interface. When we solve the modi ed Hamilton-Jacobi equation to update the level set ', we need to compute the velocity eld from the pressure. The velocity eld can be given either in the component form in the x-and y-directions orũ ñ, the normal velocity of the level set. With the fast immersed interface method, we have the normal derivatives p + n and p ? n at control points (X k ; Y k ) once the pressure p is computed. We also know the normal velocity at each control point, which is u n = ? p n : (4.36) Note that p n is continuous, so it does not matter which side the quantity is taken from. 4.1.1. Interpolating the normal velocity outside the Hele-Shaw cell. At a regular grid point, which the standard ve point stencil does not cut through, the normal velocity can be computed from u n = ? p n = ? rp ñ; (4.37) where n is the unit normal direction, and rp can be computed from the standard central di erence scheme.
At an irregular grid point, say, (x i ; y j ) in Fig 3, care has to be taken to compute u n . If the grid point happens to be a control point (X k ; Y k ), then we know the normal velocity from (4.36) already.
If the irregular grid point is not a control point, the following approach is used to nd the normal velocity of the level set function at this grid point.
1. Find the two closest control pointsX k andX k+1 from the irregular grid point (x i ; y j ). We know the normal velocity at these two control points after we have solved the pressure using the immersed interface method.
2. Find a regular grid point, say (x i0 ; y j0 ), which is close to (x i ; y j ),X k , and X k+1 on the same side of the interface as the irregular grid point. The normal velocity at this point can be calculated by the central di erence scheme using (4.37). This is a second order interpolation scheme. wherex p is the projection ofx on the interface, dx ;xp is the distance betweenx and x p . Since the Hele-Shaw bubble is expanding outwards and we only need a few values of u n inside a small tube containing the interface, is chosen between 4 h and 6 h. 4 .2. Re-initialization Revisited. Initially, the level set function '(x; y) is often chosen as the signed distance from the interface which means jr'j = 1. However, while equation (3.15) will move the interface (the level set ' = 0) at the correct speed, ' will in general no longer be a distance function. A re-initialization process is often necessary to keep ' as the signed distance function near the front within a certain accuracy, especially when the velocity eld is singular at the front.
Extending the velocity inside the
For the fast level set method in which we only update the level set in a narrow tube, there is a discontinuity along the boundary of the tube. Such a discontinuity will remain if there is no re-initialization process. The level set method would break down once the interface is close enough to the tube boundary. This is another reason we need to use a re-initialization process.
High order accurate methods are generally less stable. For interface problems such as Hele-Shaw ow, the solution is not smooth or even discontinuous. For example, the pressure in the Hele-Shaw ow is discontinuous across the interface. For these problems, straightforward discretizations may introduce high frequency numerical instabilities, see,e.g. 7, 12, 13] . This instability can be controlled by using some kind of ltering, see 13]. In our method we introduce numerical dissipation or numerical viscosity. Here we use a second order essentially non-oscillatory (ENO) scheme in solving the modi ed Hamilton-Jacobi equation to preserve the sharp interfaces (corners or cusps). The e ect of our numerical dissipation is of second order and grid size dependent. Its e ect on low frequency modes is very small. For the Hele-Shaw ow, the unstable modes are low frequencies. So our method has good resolution and accuracy when the physical viscosity is not too small. But if the physical viscosity is signi cantly smaller than the grid size, then our method will not be able to resolve the real physical phenomena, see also Section 5.3.
In our numerical calculations, we do not perform the re-initialization process at every time step. Instead, we carry out the re-initialization process after every 10 ? 20 time steps using equation (3.25) at the grid points (i; j) in the 2 tube if j'(i; j)j > h , where h is the grid size. The level set function ' is replaced by an approximation to the signed distance function in the new 2 tube. This process removes the sti ness at the tube boundary due to our local level set method, and also removes high frequency noise. Such process seems to be the optimal in the sense that it will give better resolution with the least time, see section 5.4. We also perform the re-initialization process at points in the 2 tube after a long time period, for example, every 100 iterations. Now the instability or oscillations caused by the high order Poisson solver (for the pressure) at the interface are eliminated by the numerical dissipation. We have observed in our numerical experiments that for well-posed or stable problems, or for Hele-Shaw simulation with larger surface tension, it does not make much di erence how often we perform the re-initialization process, see Fig 7 (a), (b) , Fig 9 (a), (b) . Note that the level set procedure itself imposes a \topological" regularization on unstable problems, see 10, 11] . However, for very unstable problems, which are sensitive to the parameters and round-o errors, the di erent re-initialization process will a ect the computational results including the location of the interface, the area etc., see Fig 7 (c), (d), Fig 9 (c), (d) and the next section for more discussion. A proper choice of the re-initialization process improves our numerical results. 5 . Numerical experiments of Hele-Shaw ow. 3 We have done a number of numerical experiments with di erent initial interfaces, viscosities, and surface tensions. All the results seem to agree with the theoretical analysis and numerical results in the literature. Since the Hele-Shaw ow is unstable for long time computations, the results do not converge to a unique solution due to the round-o and the discretization errors. This is consistent with experiments in which di erent shapes are observed after some time. However this should not invalidate our simulations because we still can predict roughly the shape and the location of interface as time evolves. Moreover for a short time period, the solution does converge and the computational result is independent of the grid. The crucial parameter which a ects the stability is the amalgamated surface Thus we have the exact solution for the pressure p, the velocity eldũ, and the location of the interface ?(t). Note that the benchmark problem described here is not a trivial one. It is indeed the solution of the Hele-Shaw ow with speci c source and initial interface. Although we have to specify the boundary condition, it is consistent with our discussion in the beginning of this section, see (4.35) . The solutions of the pressure and the velocity depend on surface tension, curvature, radius of the initial circle, and the injection rate. Table 1 Grid re nement analysis in the in nity norm, t0 = 0, tout = 0: Our numerical computations show that, for a short period of time and modest surface tension, we can obtain second order accuracy for the pressure p, the interface location r ? , and the velocity vector (u; v). Table 1 shows the result of the grid re nement analysis for the pressure at the xed time t out = 0:1, where E n p = max ij jp(x i ; y j ; t out ) ? P n ij j ; p(x i ; y j ; t out ) is the exact solution at time t out , P n ij is the computed solution at that time. The rate is calculated from the following expression rate = log(E n p =E 2n For a longer time computation, there will be some low to intermediate frequency unstable modes if the surface tension is small enough to produce nger splitting. In this case, the round-o errors associated with these modes become signi cant. The re-initialization process only controls the round-o errors of high frequencies, but it does not remove e ectively round-o errors for low to intermediate modes. So the round-o error perturbations in the low to intermediate modes can trigger instability to this problem. Fig 5 shows the computations with di erent surface tensions. In  Fig 5 (a) , the amalgamated surface tension is 1:256 10 ?2 and the ow is more stable. The circular shape is preserved for relatively long time. In Fig 5 (b) , the amalgamated surface tension is 2:513 10 ?3 which is small enough to produce more ngers. In this graph, we also see some grid orientation e ects in the computation. Such e ects seem to be due to the source term rather than the boundary condition. In our discretization, we cannot have exact axi-symmetric source. The source has more in uence in the vertical and horizontal directions than the diagonal directions. We will see later that such e ect also exists in other gures presented in this section.
In our code, we have used the truncated GMRES(m) method to avoid running out of memory on workstations. than the number of iterations, the truncated GMRES(m) method is equivalent to the full version of the GMRES method and the convergence speed is the same. We take m 160 and N 1280 in our simulations to get reasonably developed interfaces with available memory on the workstations. It is worthwhile to note that even with a modest workstation, our method can produce very rich structures for the Hele-Shaw problem.
5.2.
A grid re nement analysis. Now let us start with an interface which is a perturbed circle centered at the origin, r 0 = 0:9 + 0:1 sin(3 ); 0 2 :
The ow is symmetric with respect to y-axis but not axi-symmetric. Fig 6 and Table 2 show the result of the grid re nement analysis with xed amalgamated surface tension. We start with a uniform grid 80 by 80, and double it twice to conduct the grid re nement analysis. Fig 6 qualitatively demonstrates convergence of our method as we re ne the mesh. Table 2 shows quantitatively the grid re nement analysis at three di erent times against the result computed on the nest mesh size 320 by 320 since we do not know the exact solution. The way to calculate the errors is explained below. For a closed curve, we can nd its arc-length parameterization (x(s); y(s)) with the initial point on the x-axis, (x(0); y(0)) = (x 0 ; 0) with x 0 > 0. Suppose the total arc-length of the curve is L, we divide the interval 0; L] into N equally spaced subintervals, with node points being s i = i L=N, i = 0; 1; ; N ? 1. In this way we will have N equally spaced points X(s i ) = (x(s i ); y(s i )) on the closed curve. Taking N = 320, the errors in Table 2 Table 2 Grid re nement analysis at three di erent time, t = 0:52, 1:56, and 2:56 with the amalgamated surface tension being d0 = 6:3 10 ?3 . X t l ?X t 320 ; where l = 80 or l = 160,X t l (s) andX t 320 (s) are the computed interfaces in the arclength parameterizations with initial points in the positive direction of the x-axis using the grids l by l and 320 by 320 respectively at time t. In other words, the error is the largest distance of the corresponding points of the two computed interface. Since we compare the error against the solution obtained from the nest grid 320 by 320, not the exact solution, the error ratios will also be di erent from the standard grid re nement analysis. If the method is second order accurate, the ratio of e 80 =e 160 should be between 4 and 5. Similarly if the method is rst order, the ratio should be between 2 and 3, see 18, 19] for the detail. The results in Table 2 clearly indicates second order accuracy for a xed time. On the other hand, we can also see some e ects of numerical dissipation on a coarse grid from Shaw bubble with di erent surface tensions at almost equally spaced time increments 4 t O(h 2 ). The amalgamated surface tension varies from 6:3 10 ?3 to 7:5 10 ?4 . In these calculations, we choose to plot the numerical solution associated with each surface tension at a time when either the number of control points has reached 1280 or the updated interface gives a comparable total arc length. The simulation displays much of the behavior that has become known to the numerical analysts working on this subject. At early stage, three main \fjords" were developed on the interface corresponding to the three Fourier modes in the initial interface. Then the three \fjords" separated into three expanding fronts. The expanding fronts developed more ngers and petals depending on the surface tension. For large surface tension, only a few low frequencies, k between 1 and 4, are unstable for each \fjord" in Fig 7 (a) . As we decrease the surface tension, more Fourier modes become unstable and we see more ngers and petals, see For short time, the shape of the interface varies little for di erent values of surface tension. The smaller the surface tension, the quicker the secondary structure (or nger tip-splitting) develops. As we decrease the physical surface tension further, the numerical surface tension or dissipation become more apparent indicating the limitation on the real surface tension we can resolve. But without numerical dissipation, the interface will develop unphysical cusps and it will take more time to solve the Poisson equation because of the corners developed on the interface if the surface tension is very small.
The envelopes of the interface in a \fjord" are almost the same regardless of the surface tension, see Fig 8 (a) . This agrees with the result in 7]. The envelopes of the interface will approach to a circle asymptotically. Fig 9 shows computational results with di erent surface tension. We see pretty much the same behavior as we discussed for Example 1. The initial interface is actually axi-symmetric. For a short time of period, the interface remains pretty much axisymmetric. After a while, we can see the e ect of the round-o errors and/or the truncation error from discretizing the source which is not exactly axi-symmetric. The source has more in uence in the vertical and the horizontal directions than in the diagonal directions. The interface still roughly keeps y-symmetry. The small deviation is due to the round-o errors. Initially, only three Fourier modes are visible, the magnitude of all other modes are zero. After some time, the magnitude of some Fourier modes will grow to a signi cant level and appear as new ngers. There is a period of time that the magnitude of these Fourier modes is smaller than the machine precision, therefore the low frequencies of the round-o errors will have an e ect on these quantities. Since the round-o errors are not exactly symmetric, such small perturbations will be ampli ed as the interface expands. We will lose the y-symmetry to some extent which is visible in the pictures. Again we see the e ect of numerical surface tension which determines how many unstable wave-numbers are allowed in our computation, see Fig 9 (d) .
Using In order to resolve this largest unstable mode, the h should be bounded by
The results presented in Fig 7 and Case D: The tube width was taken as 15h with the re-initialization process done every 15 steps. Table 3 Time allocation in percentage for di erent cases for Example 1 with 160 by 160 grid, and the amalgamated surface tension d0 = 6:3 10 ?3 . The nal time is t = 0:25. Table 3 gives a time allocation for the di erent cases. The same re-initialization code is used for all cases. The time needed for solving PDEs includes the fast immersed interface method for solving the Poisson equation with discontinuous coe cients and the jump conditions (4.30) and (4.31), the interpolation scheme for the velocity eld on the interface. The fast Poisson solver used is the subroutine HWSCRT from FISH pack. It is a little bit slower than FFT method. The time needed for the level set function includes extending the normal velocity to the tube needed for the fast level set method, and updating the level set function for the next time level. The time used by the system calls includes the calls of built-in functions and system dependent routines. Our code was not optimal and the percentage of the time allocation may not be exactly correct since some routines were shared by several major components. However Table 3 should give us a quantitative picture of the time allocation of major components in our method.
Intuitively, it seems that a boundary integral method which updates one-dimensional interfaces would be faster than the level set approach which updates two-dimensional level set functions. From Table 3 , we can clearly see that even with the original level set method and the re-initialization process at every time step, the time needed to update the interface is just a small portion of the entire computation which is less than 15%. Usually the time needed for the re-initialization process is more than that of updating the level set function since the re-initialization process contains several iterations of the level set method. With the fast level set approach, the time needed for the level set approach and the re-initialization process decreases. In most of our computations, we have used a modest tube size, say 15h, so it is safe to do the reinitialization after every 10 15 time steps. The time needed for both processes was only about 2:7%, which is more than 5 times faster than the original level set method with re-initialization at every time step. This approach also seems to give better resolution for small surface tension. For the boundary integral method, the main cost is to solve the integral equation at each time step, which is an order O(N 2 ) operations with the full version of the GMRES method, where N is the number of grid points along the interface, see 13] . If the truncated GMRES(m) is used, it may take much longer time to solve the integral equations. For the vortex sheet method 24, 35] , which is based on the vorticity variables and discrete circular arcs of the interface, the main cost is to update the location of vortices and update the circulation until the velocities converge. In our method, the corresponding computation is to solve the Poisson equation with piece-wise constant coe cients using the fast immersed interface method. This is probably the main saving of the entire algorithms. From the time allocation analysis we also nd out that the e ort needed near the interface for the immersed interface method is only about 25 30% of the fast Poisson solver for a 160 by 160 grid. The ratio will decrease as we increase the number of grid points. This con rms again that the immersed interface method is an e cient approach for interface problems.
6. Conclusions. In this paper, we present a new numerical method which combines the immersed interface method with the level set formulation for moving interface problems. Several ingredients of our methods such as the reconstruction of the interface, extending the normal velocity, and the bi-linear interpolation to restrict a grid function to a lower dimensional space, can be applied to other problems as well. Our method is second order accurate unless the interface develops singularities. Numerical experiments for Hele-Shaw ow demonstrate the e ciency of this method. Although there is a limitation on the problems that can be resolved by this method due to numerical dissipation, we can see a lot of applications for well-posed and stable moving interface problems, especially those involving topological changes. For ill-posed and unstable problems, we still can use this method up to certain accuracy as we have demonstrated for the Hele-Shaw ow.
suggestions on the nal version of the paper.
