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3ABSTRACT
Precision Measurements of the Timelike
Electromagnetic Form Factors of the Pion, Kaon,
and Proton
Peter Karl Zweber
Using 20.7 pb−1 of e+e− annihilation data taken at
√
s = 3.671 GeV with the CLEO–
c detector, precision measurements of the electromagnetic form factors of the charged
pion, charged kaon, and proton have been made for timelike momentum transfer of
|Q2| = 13.48 GeV2 by the reaction e+e− → h+h−. The measurements are the first ever
with identified pions and kaons of |Q2| > 4 GeV2, with the results |Fpi(13.48 GeV2)| =
0.075±0.008(stat)±0.005(syst) and |FK(13.48 GeV2)| = 0.063±0.004(stat)±0.001(syst).
The result for the proton, assuming |GPE(Q2)| = |GPM(Q2)|, is |GPM(13.48 GeV2)| =
0.0139+0.0024−0.0018(stat)± 0.0006(syst), which is in agreement with earlier results.
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Chapter 1
Introduction
This dissertation is devoted to the study of the structure of the three lightest strongly
interacting hadrons, the two lightest mesons, the pion and the kaon, and the lightest
baryon, the proton, by measuring their electromagnetic form factors. In order to put this
study in perspective, it is useful to briefly review particle physics.
The study of particle physics is the study of fundamental particles and the interactions
between them. The modern framework which incorporates the fundamental particles and
interactions is called the Standard Model. There are four fundamental interactions, and
they are, in decreasing order of strength, the strong (often called nuclear or hadronic),
electromagnetic, weak, and gravitational. With respect to the strong interaction, the
relative strength of the electromagnetic, weak, and gravitational interactions are ∼ 1/137,
10−5, and 10−39 [1], respectively. The gravitational interaction is not yet well understood
and is not included in the Standard Model.
Particles are called fundamental when they are structureless and pointlike. While
being structureless, fundamental particles have an intrinsic property called spin. The
spin of particles, fundamental or composite, have either integer or half-integer values.
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Particles with integer values of spin are governed by Bose-Einstein statistics and are
hence called bosons, and particles with half-integer values are governed by Fermi-Dirac
statistics and are called fermions.
The strong, electromagnetic, and weak interactions are all mediated by spin-1 vector
bosons. The strong interaction is mediated by gluons (denoted by g), electromagnetism
by photons (γ), and the weak by W and Z bosons. Table 1.1 lists the various properties
of the mediators.
Table 1.1: Fundamental interaction mediators in the Standard Model. The numerical
values are taken from Ref. [2]. The electric charge |e| is the charge of an electron, |e| =
1.602×10−19 Coulombs.
Force Mediator Electric Mass (GeV)
Charge
Strong g 0 0
Electromagnetic γ 0 0
Weak W± ±1|e| 80.425(38)
Z0 0 91.1876(21)
The fundamental particles which comprise all of the known matter in the universe are
spin-1/2 fermions. The particles which can interact strongly are called quarks and the
ones which cannot are called leptons. For every charged lepton, there is a corresponding
weakly interacting partner, the neutrino. For example, the lightest charged lepton is the
electron (e), and its corresponding neutrino partner is called the electron neutrino (νe).
The charged-and-neutrino lepton combination forms a family or generation. Two other
families of leptons exist. They are the muon (µ) and tau (τ) and the corresponding muon
neutrino (νµ) and tau neutrino (ντ ). The µ and τ have the same general properties as the
electron except with larger masses. Just as the leptons can be formed into generations, the
quarks are also grouped into generations. The first generation of quarks consists of the up
19
(u) and down (d) quarks, the second consists of the strange (s) and charm (c) quarks, and
the third consists of the bottom (b) and top (t) quarks. The type of quark is also called
the flavor of the quark. Table 1.2 lists the properties of the fundamental fermions. Each
fundamental fermion has a corresponding antiparticle, which has the opposite charge.
Table 1.2: Fundamental particles in the Standard Model. The numerical values are taken
from Ref. [2]. The electric charge |e| is the charge of an electron, |e| = 1.602×10−19
Coulombs. The masses of the quarks are the so-called ’current quark masses’. The upper
limits on the neutrino masses are at 90% confidence level.
Leptons Quarks
Generation Name Electric Mass Name Electric Mass
or Family Charge Charge
I e− −1|e| 511 keV u +2
3
|e| 1.5−4 MeV
νe 0 < 3 eV d −13 |e| 4−8 MeV
II µ− −1|e| 106 MeV c +2
3
|e| 1.15−1.35 GeV
νµ 0 < 0.19 keV s −13 |e| 80−130 MeV
III τ− −1|e| 1.78 GeV t +2
3
|e| 174 GeV
ντ 0 < 18.2 eV b −13 |e| 4.1−4.4 GeV
As mentioned above, not all of the fundamental fermions participate in all three in-
teractions. The quarks interact through all three interactions, the charged leptons only
through the electromagnetic and weak, and neutrinos only via the weak. The vector
bosons mediating the interaction couple to the ’charges’ of the particles. The most famil-
iar type of charge is electric charge. The propagator of the electromagnetic interaction,
the photon, couples to the electric charge of the particle. The propagators of the weak
interactions, theW and Z, couple to the fermions through the so-called the ’weak’ charge.
The strong force couples through the so-called the ’color’ charge, first described by Green-
berg [3] in 1964. While there is only one type of electric charge (positive (+) and negative
(−)), color has three charges denoted by red, blue, and green (r, b, g, and r, b, g). The
strong interaction is described by the SU(3) symmetry group called color SU(3). One
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possible representation of this symmetry group is
rg, rb, gb, gr, br, bg,
√
1
2
(rr − gg),
√
1
6
(rr + gg − bb), (1.1)
where r, r, g, g, b, and b, denote the red, antired, green, antigreen, blue, and antiblue
color charges, respectively. Each color combination listed in Eqn. 1.1 is ascribed to a
gluon.
Another facet of the strong interaction is that free quarks do not exist in nature.
Quarks bind together into particles called hadrons. Hadrons have only been observed in
two configurations; quark-antiquark pairs (qq) and quark triplets (qqq). The former are
called mesons and have integer spin values, while the latter are called baryons and have
half-integer spins. Hadrons are color neutral. For a given meson, the quark possesses
one type of color charge while the antiquark possesses its anticolor. The convention for
baryons to be color neutral is for each quark to have a different color. The mechanism
for the absence of free quarks is called confinement, whose origin is related to the fact
that gluons themselves carry color. Since gluons carry color, they can bind to each other.
This self-coupling phenomena is not present in electromagnetism because the photons are
electrically neutral.
The quantum theory describing the strong interaction is called Quantum Chromody-
namics (QCD). It is described by the QCD Lagrangian [2]
L = −1
4
F aµνF
aµν +
∑
q
ψq(i6D −mq)ψq, (1.2)
where F aµν is the strength of the gluon field, ψq is the quark wave function, 6 D is the
covariant derivative, mq is the quark mass, and a is an index for the three color charges.
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The strength of the gluon field is given by
F aµν = ∂µA
a
ν − ∂νAaµ + gfabcAbµAcν , (1.3)
where Aiν (i = a, b, c) are the gauge potentials of the gluon fields, g is coupling constant
for the gluon, and fabc are the structure constants of the gauge group. The covariant
derivative is given by
6Dµ = ∂µ − ig
∑
a
Aaµt
a, (1.4)
where ti are the gauge representation matrices. The coupling constant g is normally
rewritten in terms of the strong coupling constant αs = g
2/4π.
The strong interaction can be characterized by an empirical potential. A commonly
used potential is the so-called Cornell potential [4],
Vstrong =
κ
r
+ br, (1.5)
where r is the interquark distance and κ and b are coefficients with units of
(energy)·(length) and (energy)/(length), respectively. The 1/r part describes the stan-
dard Coulombic potential of the electromagnetic interaction. The part proportional to
r describes the confinement aspect of the potential; the larger the distance between the
quarks, the larger the force binding them together. Potentials are only a simple approxi-
mation to the theory of strong interactions which is described in terms of quantum field
theory.
In 1974, Wilson [5] showed how to quantize a gauge field theory on a discrete lattice
in Euclidean space-time preserving exact gauge invariance. He applied this calculational
technique to the strong coupling regime of QCD. In these Lattice Gauge calculations
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(Lattice QCD), space-time is replaced by a four dimensional hypercubic lattice of size
L3T . The sites are separated by the lattice spacing a. The quarks and gluons fields
are defined at discrete points. Physical problems are solved numerically by Monte Carlo
simulations requiring only the quarks masses as input parameters.
An important simplification used with quantum field theories is the perturbative ex-
pansion. Experimentally, only the initial and final states of an interaction are observed
while the internal action is not. Theoretical models and predictions are made to describe
the nature of the unobserved interaction. The simplest interaction is when a single medi-
ating boson interacts between the initial and final states. At each point that the mediator
couples to a particle, a coupling constant is added the overall process. There are also
processes which include more than one internal interaction. The more the internal inter-
actions, the larger the number of coupling constants that are included in the final process.
If the coupling constant is small, the more complicated internal processes (higher order
processes) have a lower significance in the overall process. For example, the quantum the-
ory describing the electromagnetic interaction, Quantum Electrodynamics (QED), has a
coupling constant which is given by the fine-structure constant α = e2/(4πǫ0~c) = 1/137,
where e is the charge of an electron, ǫ0 is the permittivity of free space, ~ is the Planck
constant,and c is the speed of light. An example QED process is dimuon production from
e+e− annihilations, i.e.,
e+e− → µ+µ−. (1.6)
Feymann diagrams for this process are shown in Figure 1.1. The lowest order term is the
e+e− annihilating to a virtual photon followed by that photon producing a µ+µ− pair.
Figure 1.1 also shows some example higher order processes. At each point where a photon
couples to a fermion line, one order of
√
α is added to the process. Each of the higher
order processes have an extra α term. Their contribution to the overall process is at
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Figure 1.1: Feymann diagrams for e+e− → µ+µ−. The top figure is the lowest order
process. The bottom figures are higher order corrections.
the percent level. The higher order electromagnetic processes can therefore be neglected
because the electromagnetic coupling constant α is small.
A major difficulty with QCD is the size of strong coupling constant. Gross and Wilczek
[6] and Politzer [7] showed that the strong coupling constant is energy dependent (αs →
αs(µ), where µ is the energy scale), and it decreases with increasing energy. The one loop
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form of the strong coupling constant is
αs(µ) =
4π
β ln(µ2/Λ2)
, (1.7)
where β = 11− 2
3
nf , nf is the number of flavors, and Λ = 0.2−0.3 GeV is the QCD scale
parameter. Figure 1.2 shows the variation of αs(µ) as a function of energy; it decreases
from ∼0.25 at 3 GeV to ∼0.11 at 100 GeV. As µ→∞, αs(µ)→ 0. This behavior is called
asymptotic freedom, and therefore QCD is said to be asymptotically free. For small αs(µ),
perturbative calculations can be made, and the formalism is called Perturbative Quantum
Chromodynamics (PQCD). PQCD has been used to describe the electromagnetic form
factors of hadrons, as described later.
Historically, the idea of form factors is related to the ’size’ of subatomic particles,
beginning with the determination of nuclear size by Rutherford in alpha scattering exper-
iments. He found that the ’size’ of the nuclei was of the order of 10 fermis. Once it was
recognized that the ’size’ should be measured by a probe which itself was ’sizeless’, elec-
tron scattering became the means of choice. The concept of form factors was formalized,
with the form factor F (q2) defined as the multiplicative factor in
(
dσ
dΩ
)
=
(
dσ
dΩ
)
point
× F (q2), (1.8)
where (dσ/dΩ)point is the differential cross section for scattering off a pointlike target and
q is the momentum transferred to the target. It can be shown that with this definition
the form factor is the Fourier transform of the charge density ρ(r)
F (q2) =
∫
d3r ρ(r) exp
(
i
q · x
~
)
. (1.9)
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Figure 1.2: Strong coupling constant as a function of energy [2].
For small momentum transfers, F (q2) only measures the ’size’, or rms radius, of the
charge distribution. The classic experiments of Hofstadter and colleagues at Stanford
[8, 9] showed that for large momentum transfers considerable more details of the charge
and current distributions of the nuclei could be obtained.
The first measurements of electron scattering by nucleons were made by Hofstadter and
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colleagues at Stanford [10, 11] and by Wilson and colleagues at Cornell [12]. Since then,
many more measurements, with much larger momentum transfers and higher precision,
have been made. Most of these are electron elastic scattering measurements in which the
momentum transfer is spacelike. Since the advent of the e+e− colliders, measurements in
which a hh pair (h = hadron) is produced in an e+e− annihilation have also been reported.
In these measurements, momentum transfer is timelike. However, these measurements
have been generally confined to small momentum transfers and have poorer precision.
We describe these in detail in the following.
In the commonly used metric, momentum transfers are defined as
Q2 = −q2 = t = (p1 − p2)2, spacelike Q2
−Q2 = q2 = s = (p1 + p2)2, timelike Q2 (1.10)
where the subscripts 1 and 2 refer to the colliding particles and q and pi are four-momenta.
For protons, the differential cross section for the timelike momentum transfer, |Q2| = s,
is described in terms of two form factors, F P1 (s) and F
P
2 (s), by [13]
dσ
dΩ
=
α2βp
4s
[ |F P1 (s) + κpF P2 (s)|2(1 + cos2θ)
+
(
4m2p
s
) ∣∣∣∣F P1 (s) +
(
s
4m2p
)
κpF
P
2 (s)
∣∣∣∣
2
sin2θ ], (1.11)
where βp is the proton velocity measured in the center-of-mass system of the annihilation,
κp is the anomalous magnetic moment of the proton, mp is the mass of the proton, and θ is
the angle between the incident positron and the produced proton. The form factor F P1 (s)
is called the Dirac form factor and relates to both the electric and magnetic scattering
from a spin-1/2 Dirac particle, and F P2 (s), called the Pauli form factor, is related to
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the additional magnetic scattering contribution arising from the anomalous part of the
proton magnetic moment. It has become conventional to use the so-called Sachs form
factors GPE(s) and G
P
M(s) instead of F
P
1 (s) and F
P
2 (s), with
GPE(s) = F
P
1 (s) +
(
s
4m2p
)
κpF
P
2 (s) G
P
M(s) = F
P
1 (s) + κpF
P
2 (s), (1.12)
so that
dσ
dΩ
=
α2βp
4s
[ |GPM(s)|2 (1 + cos2θ) +
(
4m2p
s
)
|GPE(s)|2 sin2θ ]. (1.13)
The normalization is done at Q2 = 0, with
F P1 (0) = 1, F
P
2 (0) = 1, and
GPE(0) = 1, G
P
M(0) = 1 + κp = µp = 2.79, (1.14)
where µp is the magnetic moment of the proton in units of the nuclear magneton.
For spin-0 charged mesons, e.g., the pion and kaon, there is no magnetic scattering
and only the electric form factor survives, with [13]
dσ
dΩ
(e+e− → m+m−) = α
2
8s
β3m |Fm(s)|2 sin2θ, (1.15)
where the β3m sin
2θ dependence is a direct consequence of the fact that the meson pair
must be produced in a p-wave state. The normalization is
Fm(0) = 1. (1.16)
The earliest attempts to understand electromagnetic form factors were in terms of the
Vector Dominance Model (VDM). In VDM it is assumed that the photon (from e+e−
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annihilation, for example) ’converts’ into a vector meson, and the vector meson interact
hadronically with the hadron whose electromagnetic structure is being probed. The model
was originally invented to understand the relation between ρ→ e+e− and ρ→ π+π−, and
therefore the pion form factor near the mass of the ρ meson [14]. It was later extended to
larger energies by including known and hypothesized recurrences of the ρ and φ mesons
[15, 16]. Examples of recent extensions of VDM are Ref. [17] and Ref. [18]. The VDM
calculations of the form factors cannot be called predictions; they are fits to the existing
experimental data at relatively low momentum transfers, and involve a large number of
parameters (32 and 15 for the pion form factor predictions in Ref. [17] and Ref. [18],
respectively, and 26 for the kaon form factor prediction in Ref. [18]). The available
data in the large momentum transfer region has been either non-existent or of very poor
quality, as discussed later. It is worth noting that in the limit of flavor SU(3) invariance,
Fpi(s) = FK(s), and attempts to take account of SU(3) breaking do not lead to any large
deviations from this [18, 19]. In this dissertation we will not discuss VDM predictions
any further, and will concentrate on QCD-based models for form factors.
The earliest attempts to describe the Q2 variation of the electromagnetic form factors
in terms of QCD were made by Brodsky and Farrar [20, 21] and Matveev, Muradyan,
and Tavkhelidze [22]. Their ’dimensional scaling’ considerations lead to the prediction
that exclusive scattering scales as s2−n, where n is the total number of leptons, photons,
and quark components, i.e., elementary fields, in the initial and final states. This directly
leads to the so-called ’quark counting rule’ prediction that
Fh(Q
2) ∼ (Q2)1−nq , (1.17)
where nq is the number of quarks contained in the hadron. Thus, the form factor for pions
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and kaons (nq = 2) scales as
Fpi,K(Q
2) ∼ (Q2)−1 (1.18)
and the proton (nq = 3) scales as
GPE(Q
2) = GPM(Q
2) ∼ (Q2)−2. (1.19)
It is important to remember that ’dimensional scaling’ or the ’quark counting rule’ is
strictly valid only for |Q2| = s→∞.
Farrar and Jackson [23] obtained the same Q2 behavior for the pion form factor by
solving the light-cone pion Bethe-Salpeter equation in QCD, with the additional result
relating Fpi(Q
2) to the pion decay constant. Lepage and Brodsky [24] obtained the same
result in a more systematic analysis of PQCD with the ’factorization’ hypothesis. In
this model, exclusive processes can be described in terms of two factorizable parts -
a necessarily nonperturbative part involving the wave functions of the initial and final
states of the hadron and a hard scattering part which can be described perturbatively.
The latter leads to both the ’quark counting rule’ behavior and the connection of the π
and K form factors to their decay constants. The result is that asymptotically (Q2 →∞)
the pion and kaon form factor are
Q2 Fpi,K(Q
2)→ 8π αs(Q2) f 2pi,K , (1.20)
where fpi = 130.7 ± 0.4 MeV [2] is the pion decay constant, and fK = 159.8 ± 1.5 MeV
[2] is the kaon decay constant. This prediction gives an absolute normalization to the
pion and kaon form factor. For the proton, the asymptotic behavior of the magnetic form
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factor, neglecting leading logarithms, is
Q4 GPM(Q
2)→ C α2s(Q2), (1.21)
where C is an arbitrary constant. This prediction is not absolutely normalized but it does
contain the ∼ Q−4 behavior predicted by the ’quark counting rule’. It was argued [24]
that these predictions were consistent with the then existing form factor data for Q2 > 5
GeV2.
Objections have been raised that the above predictions can not applied to the existing
data because, at the available momentum transfers, the asymptotic regime has not been
reached. Isgur and Llewellyn Smith [25, 26] and Radyushkin [27] have argued that the
perturbative part of the form factor can only describe ∼10% of the cross sections and
that the other 90% is dominated by nonperturbative, or ’soft’, processes. A more detailed
description of theoretical considerations of the electromagnetic form factors are given in
Chapter 2.
The experimental data for the charged pion electromagnetic form factor with timelike
and spacelike momentum transfers are shown in Figure 1.3. The spacelike pion form factor
is measured using two different techniques. The first, and cleaner, method is by elastically
scattering charged pions off electrons bound in atomic targets through the reaction
π− e− → π− e−. (1.22)
This method is limited to the determination of the charged radius of the pion because
of the very small momentum transfers which can be achieved. For example, even with a
300 GeV beam, Q2(max) = 0.12 GeV2 was realized [38]. The second method is by pion
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production off nucleons in the reactions
e− p→ e− π+ n,
e− n→ e− π− p. (1.23)
The incoming electron in these reactions emits a virtual photon and the virtual photon
interacts with the ’pion cloud’ surrounding the nucleon. The Feynman diagram govern-
ing the lowest order process is shown in Figure 1.4. Pion electroproduction for the form
factor determination, first proposed by Frazer [45], has recently come under considerable
criticism. Carlson and Milana [47] and others [46] have pointed out that the electromag-
netic form factor of the pion is not well determined from electroproduction experiments.
The concerns arise due to the magnitude of the pion-nucleon form factor, the other com-
peting uncalculated QCD processes, and the inability of many measurements to separate
the transverse and longitudinal parts of the measured cross section. The uncertainties in
the pion form factor measured from electroproduction experiments range from ±23% to
±51% for Q2 > 3 GeV2 [42].
The determination of the pion form factor in the timelike region has different problems.
The timelike form factor is measured in the reaction
e+e− → π+π−, (1.24)
and it is theoretically a well defined reaction [13]. However, because of the experimental
problems, no direct measurements of the pion form factor are available with |Q2| > 4.5
GeV2. In the only existing measurements for |Q2| > 4.5 GeV2 meson pairs (π+π− and
K+K−) were observed, but it was not possible to individually identify the π+π− events
[34]. The pion form factors were determined using VDM predictions, as described earlier,
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Figure 1.3: Experimental status of the charged pion electromagnetic form factor for time-
like (top) and spacelike (bottom) momentum transfers. The solid points in the top plot
are measurements where π+π− events are positively observed [28]-[33]. The open points
in the top plot are measurements where π+π− and K+K− events are observed and VDM
predictions are used to determine the number of π+π− events [34]. Results are only shown
in the region |Q2| > 1.37 GeV2 in the top plot as to exclude the ρ resonance. The solid
points in the bottom plot are from π − e scattering experiments [35]-[38] and the open
triangles are from experiments using electroproduction of charged pions [39]-[43]. The
dashed lines in the top and bottom plot are the PQCD predictions by Brodsky et al . [44]
and Lepage and Brodsky [24], respectively.
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Figure 1.4: Feymann diagram for electroproduction of charged pions.
to divide the number of observed meson pair events into an approximately equal number
of π+π− and K+K− events. Without considering the effect of using a theoretical model
to determine form factors, the uncertainties in the measurements are by themselves quite
large, ±41% at |Q2| = 6.76 GeV2 and ±100% with |Q2| > 7 GeV2.
The experimental data for the charged kaon electromagnetic form factor with timelike
and spacelike momentum transfers are shown in Figure 1.5. As for the pion form factor,
the kaon form factor in the spacelike region is measured by elastically scattering charged
kaons from electrons bound in atomic targets through the reaction
K− e− → K− e−. (1.25)
The highest Q2 for spacelike momentum transfer is 0.115 GeV2, and it is used only to
determine the kaon charge radius. The form factor in the timelike region is measured in
the reaction
e+e− → K+K−. (1.26)
34
As with the pion form factor, no direct measurements of the kaon form factor are available
with |Q2| > 4.5 GeV2. Only one measurement exists above |Q2| > 4.5 GeV2, and once
again, the experiment observed meson pairs (π+π− and K+K−) but was not able to
individually identify K+K− events [19]. The kaon form factors were determined using
VDM predictions to divide the total number of observed hadronic pair events (2 to 8
events) into 1 and 4 events of K+K− [19].
The experimental data for the proton electromagnetic form factor is shown in Figure
1.6. As shown in Eqn. 1.13, for largeQ2 = s, GPM(Q
2) overwhelms GPE(Q
2), and it becomes
impossible to separately measure the electric form factor GPE(Q
2) and the magnetic form
factor GPM(Q
2). In the results shown in Figure 1.6, GPE(Q
2) = GPM(Q
2)/µp is assumed.
The proton magnetic form factor in the spacelike region has been measured up to Q2 =
31.2 GeV2 with an uncertainty of ∼10% from elastically scattering electrons off proton
targets [71]
e− p→ e− p. (1.27)
GPE(Q
2) and GPM(Q
2) separation was done only for Q2 < 8.83 GeV2 using the Rosen-
bluth technique. In the timelike region, the proton form factors are measured by e+e−
annihilation
e+e− → pp, (1.28)
and in the time-reversed pp annihilation to the e+e− final state
pp→ e+e−. (1.29)
The highest energy measurement from direct e+e− annihilations is |Q2| = 9.42 GeV2 and
has a 22% uncertainty [61], while measurements from pp annihilations go up to |Q2| =
13.11 GeV2 with a 14% uncertainty [64]. Recently, a BaBar experiment has reported
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Figure 1.5: Experimental status of the charged kaon electromagnetic form factor for
timelike (top) and spacelike (bottom) momentum transfers. The solid points in the top
plot are measurements where K+K− events are positively observed [28]-[30], [48]-[51].
The open points in the top plot are measurements where π+π− and K+K− events are
observed and VDM predictions were used to determine the number of K+K− events [19].
Results are only shown in the region |Q2| > 1.28 GeV2 in the top plot as to exclude
the φ resonance. The solid points in the bottom plot are data from K − e scattering
experiments [52, 53]. The vertical dotted line in the top plot represents the K+K−
production threshold (|Q2| = (2mK)2 = 0.975 GeV2).
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measurement of the proton from factor from e+e− annihilation produced via initial state
radiation [62] in the reaction
e+e− → γ(e+e−)→ γ(pp). (1.30)
They were able to measure the timelike form factor up to |Q2| ∼ 20 GeV2 but with
uncertainties between ±40% and ±100% in large Q2 bins. Figure 1.6 also shows that, at
the present momentum transfers, the timelike form factor is approximately twice as large
as the spacelike form factor.
The GPE(Q
2)/GPM(Q
2) ratio for the proton has been measured in the spacelike region
with Q2 < 9 GeV2 using two different methods, Rosenbluth separation and polarization
transfer. The differential cross section for Rosenbluth separation [72] is
(
dσ
dΩ
)
exp
=
(
dσ
dΩ
)
point
×
(
[GPE(Q
2)]2 + τ [GPM (Q
2)]2
1 + τ
+ 2τ [GPM (Q
2)]2 tan2
θe
2
)
, (1.31)
where τ = Q
2
4m2p
and θe is defined as the angle between the incident and scattered electron.
Precision measurements of GPE(Q
2) in Rosenbluth separation experiments are limited be-
cause the overall cross section becomes less sensitive to it with increasing momentum
transfer. The measurements using polarization transfer consist of elastically scattering
of polarized electrons off proton targets. Scattering of longitudinally polarized electrons
off unpolarized proton targets gives the recoiling proton either polarization transverse to
(Pt), or in the same longitudinal direction (Pl), of the recoiling proton, with respect to the
scattering plane defined by the incident electron and the recoiling proton. The GPE/G
P
M
ratio at a given Q2 is determined in the polarization transfer experiments as [73, 74]
GE
GM
=
Pt
Pl
E + E ′
2mp
tan
θe
2
, (1.32)
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Figure 1.6: Experimental status of the proton magnetic form factor for timelike (top)
and spacelike (bottom) momentum transfers. The solid points for timelike momentum
transfer are from Refs. [54]-[62], while the stars are the E760/E835 measurements from
pp → e+e− events [63]-[65]. The timelike data assumes |GPE(Q2)| = |GPM(Q2)|. The
data points for spacelike momentum transfer are from Refs. [66]-[71] assuming GPE(Q
2)
= GPM(Q
2)/µp. The vertical dotted line in the top plot represents the pp production
threshold (|Q2| = (2mp)2 = 3.52 GeV2). The dashed lines are the arbitrarily-normalized
PQCD prediction |Q4||GPM(Q2)| ∝ α2s(|Q2|) [24].
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where E and E ′ are the energies of the incident and scattered electron, respectively. The
results are shown in Figure 1.7, where the ratio is plotted as µpG
P
E(Q
2)/GPM(Q
2).
As shown in Figure 1.7, µpG
P
E(Q
2)/GPM(Q
2) measured by the polarization transfer
experiments differs from those using Rosenbluth separation. The ratio determined from
Rosenbluth separation is consistent with the electric and magnetic form factors being
equal, or GPE(Q
2) = GPM(Q
2)/µp, while the ratio from polarization transfer decreases
linearly. A linear extrapolation of the polarization transfer measurements would lead
to GPE = 0 at Q
2 ∼ 7.5 GeV2. The only measurement of the electric-to-magnetic form
factor ratio in the timelike region is from the BaBar experiment [62], which measures
the angular distribution of pp events produced in e+e− annihilations via initial state
radiation. As shown in Figure 1.7, BaBar finds that the ratio in the |Q2| range 4.4−9.0
GeV2 is consistent with |GPE(Q2)|/|GPM(Q2)| = 1, which is predicted by Eqn. 1.12 for the
pp threshold condition, |Q2| = s = 4m2p. The form factor ratio in the timelike region is
also given by Eqn. 1.13, and therefore it contains the same sensitive issue for extracting
|GPE(Q2)| by the Rosenbluth separation method.
We have used the data collected with the CLEO detector at the Laboratory of El-
ementary Particle Physics in Ithaca, NY, to measure the electromagnetic form factors
of the charged pion, charged kaon, and proton with timelike momentum transfer. The
Cornell Electron Storage Ring (CESR) began colliding e+e− beams in 1979 at a center-
of-mass energy of
√
s ∼ 10 GeV. The original CLEO detector, CLEO I, was constructed
to study quarkonium spectroscopy by means of e+e− annihilations. The CLEO I detector
was upgraded to CLEO II, CLEO II.V, and CLEO III between 1979 and 2003. In 2003,
CESR was redesigned to run in the lower energy region of
√
s = 3-5 GeV, and the CLEO
III detector was modified to the present CLEO-c detector.
The CLEO-c detector collected 20.7 pb−1 of e+e− annihilation data at a center-of-
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Figure 1.7: Experimental results for the ratio µpG
P
E(Q
2)/GPM(Q
2) in the timelike (top)
and spacelike (bottom) regions. Top: The solid points are the experimental results from
Ref. [62]. The vertical dotted line in the top plot represents the pp production threshold
(|Q2| = (2mp)2 = 3.52 GeV2). Bottom: The open squares are from the polarization
transfer [88]-[91] measurements, and the solid points are from the Rosenbluth separation
[75]-[87] measurements. Note that the polarization transfer results show a monotonic
decrease in the ratio, while the Rosenbluth results are all consistent with the ratio being
constant ≈ 1.
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mass energy
√
s = 3.671 GeV, or |Q2| = 13.48 GeV2, between January and April of 2004.
This data sample is used in this dissertation to measure the timelike electromagnetic form
factors of the charged pion, charged kaon, and proton at |Q2| = 13.48 GeV2.
Before presenting the results of our measurements, in Chapter 2, we discuss the current
theoretical interpretations of the electromagnetic form factors. In Chapter 3 we describe
the Cornell Electron Storage Ring and the CLEO-c detector used to produce and observe
the e+e− annihilations to the exclusive final states π+π−, K+K−, and pp. In Chapter
4 we describe our measurements and the analysis procedure for determining the respec-
tive electromagnetic form factors. Finally, in Chapter 5 we summarize the experimental
results and compare them to existing experimental results and theoretical predictions.
We conclude by discussing the impact of our measurements on the validity of applying
PQCD at |Q2| ∼ 10 GeV2. Appendix A lists the individual event properties for events
which satisfy the e+e− → π+π− and e+e− → pp selection criteria. Appendix B lists the
existing experimental results of the pion, kaon, and proton form factors used throughout
this dissertation.
41
Chapter 2
Form Factors - Theoretical
In this chapter I review the present status of the theoretical understanding of the elec-
tromagnetic form factors of hadrons. As always, the development of theoretical models
is closely related to the availability of experimental data. Unfortunately the available
experimental data for π, K, and p are limited in two ways. Very little data are available
for timelike or spacelike form factors for large momentum transfers
(> 5 GeV2), and the few data which are available generally suffer from very large, up
to ±100%, uncertainities. Because of these limitations theoretical models have generally
concentrated on Q2 . 2 GeV2 and for spacelike momentum transfers.
In the following review, the theoretical developments are organized in the following
manner. As stated in Chapter 1, I confine myself here to the developments in the frame-
work of Quantum Chromodynamics (QCD) and do not discuss pure Vector Dominance
Models (VDM) related predictions. Within the framework of QCD I discuss the basic
ideas of the three prevalent approaches: (1) Factorization based Perturbative QCD, (2)
QCD sum rules, and (3) Lattice QCD. These considerations apply to all hadrons, includ-
ing π, K, and p. The presentation is then divided in two parts, pseudoscalar mesons
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(π and K) and baryons (p). I discuss theoretical predictions for pion form factors since
nearly all meson form factor predictions relate to pions, but I note that, in general, the
theoretical models can be extended to kaons, although explicit predictions are few. I
conclude with the proton form factor.
2.1 Theoretical Formalisms
Different theoretical predictions interpret the photon-hadron vertex in different ways. Fig-
ure 2.1 shows the Feymann diagrams for the photon-hadron interactions for spacelike and
timelike momentum transfers. The most fundamental theories are based on the mod-
ern quantum field theory describing the strong interaction, Quantum Chromodynamics
(QCD). They attempt to describe the behavior of the strong interaction between quarks
within the hadron. At large momentum transfers, the strong interaction can be described
through a power series expansion in terms of the strong coupling constant, αs(Q
2). This
procedure is known as Perturbative Quantum Chromodynamics (PQCD) and its complete
formalism for hadronic form factors has been described by Lepage and Brodsky [24] in
1980.
2.1.1 Factorization
Figure 2.2 shows the PQCD factorization scheme diagrams associated with elastic pion
scattering by a virtual photon. The incoming pion has a momentum p1. The probability
that it will be in a state consisting of two collinear quarks carrying momenta x1p1 and
x2p1 (where xi is the momentum fraction of the ith quark, satisfying Σixi = 1) is given by
distribution amplitude φpi. One of the quarks is struck by the photon carrying momentum
q. A portion of the momentum absorbed by the struck quark must be distributed to the
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Figure 2.1: Feymann diagrams for studying the electromagnetic form factors of a hadron.
Left: Spacelike momentum transfer from electron scattering. The initial and final four-
momenta of the electron are p1 and p2, respectively. The initial and final four-momenta
of the hadron are k1 and k2, respectively. The four-momentum of the virtual photon
is defined as Q2 = −q2 = t = (p1 − p2)2. Right: Timelike momentum transfer from
e+e− annihilations. The initial four-momenta of the electron and positron are p1 and
p2, respectively. The final four-momenta of the hadron and ’anti’hadron are k1 and k2,
respectively. The four-momentum of the virtual photon is defined as −Q2 = q2 = s =
(p1 + p2)
2
.
other quark in order for the two quarks to remain bound together. The momentum is
exchanged through the emission of gluons. To the lowest order, as shown on the bottom
of Figure 2.2, this is done by through the exchange of a single hard gluon. The transfer
of momentum by the gluon redistributes the momenta carried by the quarks, which are
represented by y1p2 and y2p2 (where yi is the momentum fraction carried by the final state
quarks). The probability that the two valence quarks will come out collinear and reform
a pion with momentum p2 = p1 + q is given by the distribution amplitude φ
∗
pi.
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Figure 2.2: PQCD factorization diagrams for the pion. The top figure shows the pion
approaching from the left in the form of the initial pion distribution amplitude (φpi), the
virtual photon interacting with the pion (TH), and the final pion distribution amplitude
(φ∗pi) of the outgoing pion. The bottom figure shows the leading order terms for the hard
scattering amplitude (TH). The crosses represent the quark-photon interaction.
The central feature of applying QCD based perturbation theory to the description of
the form factor is the separation of the process into the perturbative and the nonper-
turbative parts. The photon-pion interaction, denoted by TH , probes the short-distance
aspect of the pion. The scale of this interaction is set by the momentum transfer of the
photon, Q2 = q2. If the momentum transfer is large enough, the strong coupling constant
associated with the gluon transferring momentum (which is on the order of Q2) to the
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spectator quark will be small (see Eqn. 1.7 for the momentum dependence of αs(Q
2)).
Hence, TH can be described within PQCD. The probability of finding the pion with two
valence quarks is given by the distribution amplitude. It is governed by long-distance
QCD and has to be treated nonperturbatively.
For the general case of a given hadron, the form factor is expressed in the factorized
PQCD scheme by [24]
F (Q2) =
∫ 1
0
∫ 1
0
[dx][dy] φ∗(yi, Q
2) TH(xi, yi, Q
2, µ2R) φ(xi, Q
2), (2.1)
where the hard scattering amplitude is denoted by TH(xi, yi, Q
2, µ2R), the incoming and
outgoing hadron distribution amplitudes are denoted by φ(xi, Q
2) and φ∗(yi, Q
2), re-
spectively, and µ2R is the renormalization scale of the strong coupling constant, αs(µ
2
R).
The subscript i is defined by the number of constituent quarks (i.e., i = 2 for mesons
and i = 3 for baryons). The integration variable of the quark momentum fraction is
[dx] ≡ (∑i dxi) δ(1− Σixi) and the same for [dy].
Any prediction of a physical process using perturbation theory needs to be independent
of the renormalization scale. For a given process, the ideal procedure is to evaluate
every term in the αs(µ
2
R) power series expansion. This is nearly impossible because more
complicated contributions arise at higher orders, and therefore the power series must be
truncated. The general form of the power expansion of the form factor in αs(µ
2
R) is
F (Q2, µ2R) = αs(µ
2
R)F
(0)(Q2, µ2R)[ 1 + αs(µ
2
R)F
(1)(Q2, µ2R) + · · ·], (2.2)
where F (0)(Q2, µ2R) is the leading order (LO) contribution, F
(1)(Q2, µ2R) is the next-to-
leading (NLO) contribution, and higher order contributions are represented by the dots.
The truncation of the series is determined by the renormalization scale, µ2R. The renor-
46
malization scale setting is important for an exclusive process like the form factor of the
hadron. In the following discussions it will be set by the momentum transfer of the virtual
photon, µ2R = Q
2, unless otherwise specified.
The value of αs(Q
2) determines the validity of applying perturbation theory. The
behavior of αs(Q
2) at low Q2 is not only large but is undefined when Q2 = Λ2, a.k.a. the
Landau pole. One possible method to avoid this behavior is to ’freeze’ the value of Q2 by
introducing an effective gluon mass. Originally proposed by Parisi and Petronzio [92] and
Cornwall [93], the ’frozen’ version of αs(Q
2) modifies the one loop form of αs(Q
2) (given
by Eqn. 1.7) into [93]
αs(Q
2) =
4π
β0 ln
(
Q2+4m2g
Λ2
) , (2.3)
where m2g is the effective gluon mass. This definition of αs(Q
2) freezes its value in the
range Q2 < 4m2g. For larger values of Q
2, the gluon mass has a small and negligible effect
on αs(Q
2), and this modification is not relevant.
2.1.2 QCD Sum Rules
The QCD sum rule (QCDSR) approach is based on the pioneering work of Shifman,
Vainshtein, and Zakharov [94]. Its premise is that the properties of a hadron are dictated
by its interactions with the QCD vacuum, composed of violent fluctuations of virtual
gluons (GaµνG
a
µν) and quark-antiquark pairs (qq). These interactions are governed by the
nonperturbative aspects of QCD.
The relationship between the hadron and the QCD vacuum is described in terms of the
operator product expansion of hadronic currents, which consist of the constituent quarks
of the hadron of interest. Its explicit form is expressed in terms of time ordered hadronic
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currents j1 and j2 by [94]
i
∫
d4x eiqx〈0| T [j2(x)j1(0)] |0〉 =
∑
n
C12n (q)On, (2.4)
where q and x are the momentum and position of the hadron current j2 with respect to the
current j1. The interactions between the QCD vacuum and the hadrons are described by
local field operators, On, and their coefficients, C
12
n (q). The operators are defined by their
twist, where twist is defined as the canonical dimension of the operator minus its spin.
Higher twist operators describe higher order interactions between the hadronic currents
and the QCD vacuum.
Each hadronic current in Eqn. 2.4 has a characteristic energy scale defined by si , which
has units of energy squared (i = 1, 2 are with respect to the hadronic currents j1 and j2,
respectively). There is a corresponding energy threshold, denoted as s0, which is the
maximum energy for which the quarks that comprise the current can be associated with
the hadron of interest (e.g., π, K, p). For energies above s0, the currents are contaminated
by higher resonance states with the same quark structure. This energy threshold defines
the region for the so-called quark-hadron duality [94].
The QCDSR is used in three different ways to determine the electromagnetic form
factor of a hadron. They are briefly reviewed below.
The first way is the distribution amplitude moment method. This formalism originates
from the work by Chernyak and Zhitnitsky [95]. Here one determines distribution ampli-
tudes based on their moments, which are then used in the PQCD factorization scheme.
In the second way one determines the electromagnetic form factors by using the three-
point amplitude method. The initial application of the three-point amplitude in describing
of the pion form factor was made independently by Nesterenko and Radyushkin [96] and
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Ioffe and Smilga [97]. It consists of replacing the matrix element in the left hand side of
Eqn. 2.4 by [96]
〈0| T [jα(y)jemµ (0)jβ(x)] |0〉, (2.5)
where jβ(x) and jα(y) are the incident and final state hadron currents and j
em
µ (0) is
the electromagnetic interaction with one of the quarks. The process is schematically
illustrated for pion form factor in Figure 2.3 (left). The incoming pion current with
momentum p1 breaks into its quark and antiquark representation, the photon interacts
with one of the quarks, and the outgoing quarks recombine into a pion current with
momentum p2.
Two different treatments of the energy scales of the hadronic currents are used with
the three-point amplitude method. The first, called the square representation, treats the
scales independently, i.e., 0 < s1 < s0 and 0 < s2 < s0. The other, called the triangle
representation, replaces the energy scales in the square representation with a triangle of
the same area, i.e., 0 < s1 + s2 < S0 =
√
2 s0.
The third way determines the electromagnetic form factors by using the correlator
function method. It consists of replacing the matrix element in the left hand side of Eqn.
2.4 by [98]
〈0| T [jν(0)jemµ (x)] |π+(p1)〉, (2.6)
where the initial pion is described by |π+(p)〉, the final pion by the current jν(x), and
jemµ (0) is the electromagnetic interaction with one of the quarks. The process is schemat-
ically illustrated for pion form factor in Figure 2.3 (right). The composite incoming pion
with momentum p1 breaks into its quark and antiquark representation, the photon inter-
acts with one of the quarks, and the outgoing quarks recombine into its pion, described
by the hadronic current, with momentum p2. The correlator function method can be used
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Figure 2.3: The three-point amplitude and correlator function diagrams used with QCD
sum rules for the pion form factor. Left: The three-point amplitude diagram. The four-
momenta of the incoming pion current, virtual photon, and outgoing pion current are p1,
q, and p2, respectively. Right: The correlator function diagram. The four-momenta of
the incoming composite pion, virtual photon, and outgoing pion current are p1, q, and p2,
respectively. The quarks are denoted by the single arrowed lines in both cases.
to determine distribution amplitudes [98].
2.1.3 Lattice QCD
In 1974, Wilson [5] showed how to quantize a gauge field theory on a discrete lattice
in Euclidean space-time preserving exact gauge invariance. He applied this calculational
technique to the strong coupling regime of QCD. In these Lattice Gauge calculations
(Lattice QCD), space-time is replaced by a four dimensional hypercubic lattice of size
L3T . The sites are separated by the lattice spacing a. The quarks and gluons fields
are defined at discrete points. Physical problems are solved numerically by Monte Carlo
simulations requiring only the quarks masses as input parameters.
Lattice QCD has been used to calculate the electromagnetic form factor of the hadron
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(e.g., for the pion form factor, see Ref. [99]) using lattice correlation functions. The
correlation functions connect a hadron creation operator at time ti, a hadron annihilation
operator at tf , and a vector current insertion at t (ti < t < tf ). All of the calculations
have so far been performed in the ’quenched’ approximation, in which no virtual quark-
antiquark pairs are allowed to be produced from the vacuum.
2.2 Meson Form Factors in Theory
The electromagnetic form factor of a spin-0 meson, studied with spacelike momentum
transfers, is related to the following matrix element
〈m(p2)| jemµ |m(p1)〉 = (p2 + p1)µF (Q2), (2.7)
where the electromagnetic current jemµ = Σf ef qfγµqf is expressed in terms of quarks
qf with flavor f and electric charge ef ; the spacelike momentum transfer is defined as
Q2 = −q2 = (p1 − p2)2, and p1 and p2 are the initial and final momenta of the meson,
respectively. The form factor F (Q2) measures the deviation of the meson from a Dirac
point particle. The matrix element for timelike momentum transfers is obtained by
replacing 〈m(p2)| jemµ |m(p1)〉 with 〈m(p1)m(p2)| jemµ |0〉. The timelike momentum transfer
is defined as −Q2 = q2 = s = (p1+p2)2, where s is the center of mass energy square of the
system, and p1 and p2 are the momenta of the meson and the ’anti’ meson, respectively.
This section is organized as follows. The pion form factor will be discussed, concen-
trating mostly on PQCD and QCDSR. The description of the kaon form factor based on
PQCD and QCDSR follows. The majority of the theoretical literature is devoted to the
discussion of form factors in the spacelike region, and it will be reviewed. Predictions of
the form factors in the timelike region are described at the end of each subsection.
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2.2.1 Perturbative Quantum Chromodynamics
The formalism for form factor predictions based on the PQCD factorization scheme has
been described in Section 2.1.1. The process for the pion form factor is shown schemati-
cally in Figure 2.2. The lowest order contribution to the meson form factor is the inter-
action of a single hard gluon between the two valence quarks. The momentum depen-
dence of the hard gluon propagator is proportional to 1/Q2. The form factor is therefore
F (Q2) ∼ 1/Q2, consistent with the ’quark counting rules’ [20, 21, 22]. Higher order cor-
rections arise from higher Fock, i.e., non-valence, states and other nonperturbative effects,
which are suppressed with respect to the single hard gluon exchange.
The formalism for describing the meson form factor by the PQCD factorization scheme
was determined independently by Farrar and Jackson [23], Efremov and Radyushkin [100],
and Lepage and Brodsky [101]. As described by Eqn. 2.1 in Section 2.1.1., the meson
form factor is expressed in the factorized PQCD scheme by
F (Q2) =
∫ 1
0
∫ 1
0
[dx][dy] φ∗(yi, Q
2) TH(xi, yi, Q
2, µ2R) φ(xi, Q
2), (2.8)
The hard scattering amplitude TH(xi, yi, Q
2, µ2R) incorporates the short-distance interac-
tions between the constitute quarks inside the meson. The lowest order contribution from
the emission of a single hard gluon is given as [24]
TH(xi, yi, Q
2, µ2R) =
8π CF αs(µ
2
R)
Q2
[
e1
x2y2
+
e2
x1y1
]
, (2.9)
where e1 and e2 are the electric charges of the quarks and CF = (n
2
c − 1)/2nc = 4/3 with
nc = 3 denoting the number of colors.
The meson distribution amplitude contains all of the nonperturbative aspects of the
interaction. The meson distribution amplitude, φ(xi, Q
2), is related to the integral of the
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full meson wave function, ψ(xi,k⊥,i), over the transverse momentum k⊥,i of the ith quark
by [24]
φ(xi, Q
2) =
∫ Q2 d2k⊥,i
16π3
ψ(xi,k⊥,i), (2.10)
The general solution of the distribution amplitude is a series of Gegenbauer polynomials
C
3/2
n [24]
φ(xi, Q
2) = x1x2
∞∑
n=0
an C
3/2
n (x1 − x2)[ 1 +O(αs(Q2)) ], (2.11)
where an are the coefficients of the polynomial. In the large Q
2, or asymptotic, limit
(Q2 → ∞), the first term of the distribution amplitude (Eqn. 2.11) dominates. The
distribution amplitude is therefore φasy(xi, Q
2) = a0 x1x2, or φ
asy(xi, Q
2) = a0 x(1 − x)
with the replacements x1 = x and x2 = 1 − x, and is commonly referred to as the
asymptotic distribution amplitude. The quark momentum fraction dependence of the
asymptotic distribution amplitude is shown in Figure 2.4.
For the pion, the normalization of the distribution amplitude is determined from the
matrix element between the quark-antiquark pair and the composite pion, i.e., 〈0|dγ5γµu|π+(p)〉.
The a0 coefficient in the asymptotic distribution amplitude is fixed by relating it to the
weak decay process π+ → µ+νµ. This leads to 〈0|dγ5γµu|π+(p)〉 = pµ
√
2/3 a0 = pµfpi, or
a0 =
√
3/2fpi, where fpi = 130.7 ± 0.4 MeV [2] is the pion decay constant. The asymptotic
pion distribution amplitude is therefore [24]
φasy(xi, Q
2) =
√
3/2 fpi x1x2 (2.12)
Substituting the asymptotic distribution amplitude (Eqn. 2.12) and the hard scattering
amplitude (Eqn. 2.9) into the factorization expression (Eqn. 2.8), in the limit of large
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Figure 2.4: Asymptotic and CZ distribution amplitudes for the pion as a function of
quark momentum fraction x. The solid line is the asymptotic form (asy: φasypi (x) =
(fpi ·
√
3/2)x(1− x)) and the dashed line is the Chernyak-Zhitnitsky form (CZ: φCZpi (x) =
(fpi · 15/4)x(1− x)(2x− 1)2). The pion decay constant is taken to be unity in this figure.
spacelike momentum transfer, the pion form factor is [24]
Fpi(Q
2) =
8π f 2pi αs(Q
2)
Q2
, (2.13)
or
Q2 Fpi(Q
2) = 8π f 2pi αs(Q
2) GeV2 = 0.43 αs(Q
2) GeV2. (2.14)
The pion form factor in the largeQ2 limit is dominated by the hard gluon emission between
the valence quarks and is absolutely normalized by the pion decay constant. This result
will be referred to as the asymptotic form factor prediction. The spacelike form factor
prediction [24] for the pion, as a function of Q2, with Λ = 0.316 GeV, is shown in Figure
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Figure 2.5: Asymptotic PQCD prediction of the spacelike pion form factor. The line is
the PQCD prediction by Lepage and Brodsky with Λ = 0.316 GeV [24]. The solid points
and open triangles are experimental data [35]-[43].
2.5. It is nearly factor three smaller than the data in the Q2 = 1−2 GeV2 range in which
the data have reasonable errors.
Pion distribution amplitudes are also determined from the QCDSR using the distri-
bution amplitude moment method. The moments of the pion distribution amplitude are
defined as [95]
〈ξn〉 =
∫ 1
−1
dξ ξn φ(ξ). (2.15)
where ξ = x1− x2 = 2x− 1 is the momentum fraction difference between the two valence
quarks. By using the QCDSR, the moments are found to be 〈ξ0〉 = 1, 〈ξ2〉 ≃ 0.46, and
〈ξ4〉 ≃ 0.30 [95]. The distribution amplitude, derived by Chernyak and Zhitnitsky [95],
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which reproduces these moments is
φCZpi (x) =
15
4
fpi (1− ξ2)ξ2 = 15 fpi x(1− x)(2x− 1)2. (2.16)
This asymmetric double-humped distribution amplitude forces one quark to carry
∼85% of the pion momentum. Figure 2.4 compares the momentum fraction dependence
of the Chernyak-Zhitnitsky (CZ) and asymptotic distribution amplitudes. Using the CZ
distribution amplitude in the PQCD factorization scheme results in a spacelike pion form
factor prediction which is about five times larger than the prediction from the asymptotic
distribution amplitude, as shown in Figure 2.6.
Ji and Amiri [102] have calculated the spacelike pion form factor using the CZ distri-
bution amplitude and the ’frozen’ version of αs(Q
2) (see Eqn. 2.3 for definition of frozen
αs(Q
2)). The predictions are similar to those by Chernyak and Zhitnitsky [95], and are
in reasonable agreement with the data, as shown in Figure 2.7.
Arguments have been raised about the validity of the PQCD predictions to describe
the existing experimental data. Isgur and Llewellyn Smith [25, 26] have argued that
the spacelike form factor prediction with the asymptotic and CZ distribution amplitudes
contain significant contributions from regions where most of the momentum of the pion is
carried by one quark (x ≈ 0 or 1). Near x→ 0, 1, the gluon virtuality xiyiQ2 is small but
αs(xiyiQ
2) is quite large. Therefore PQCD should not be applied in these regions. This
issue is called the end-point problem. Isgur and Llewellyn Smith argue that the PQCD
form factor prediction should be restricted to regions where the gluon virtuality is above
some minimum value so that higher order effects can be appropriately neglected. Table
2.1 lists the percentage of the form factor predictions which arise in the valid region above
different momentum transfer cutoffs. As shown in Table 2.1, with a cutoff at xiyiQ
2 = 1
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Figure 2.6: PQCD factorization prediction of the spacelike pion form factor using the
CZ pion distribution amplitude. The predictions are by Chernyak and Zhitnitsky [95].
The solid line is the prediction using the CZ distribution amplitude, and the dashed is
the prediction using the asymptotic distribution amplitude. The solid points and open
triangles are experimental data [35]-[43].
GeV2, the valid part of the PQCD form factor prediction with the asymptotic distribution
amplitude is only 2% at Q2 = 2 GeV2 and 52% at Q2 = 16 GeV2. The situation is even
worse for prediction using the CZ distribution amplitude. Isgur and Llewellyn Smith
therefore conclude [25, 26] that the form factor at currently accessible energies gets most
of its contribution from higher order nonperturbative effects.
Li and Sterman [103] extended the PQCD factorization scheme to include effects from
the transverse momenta of the quarks. The transverse momenta are suppressed by QCD
radiative corrections, the so-called Sudakov effects. Sudakov effects arise from the QCD
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distribution amplitude and the ’frozen’ version of αs(Q
2). The predictions are by Ji and
Amiri [102]. The solid, dashed, and dotted lines are with m2g = 0.1, 0.3, and 0.5 GeV
2,
respectively. The solid points and open triangles are experimental data [35]-[43].
radiative corrections to the quark propagator and the photon-quark vertex. By performing
a Fourier transform between the transverse momenta of the quark k⊥,i and the quark-
antiquark impact parameter b, the PQCD form factor expression becomes [103]
F (Q2) =
∫ 1
0
[dx][dy]
∫
d2b
(4π2)2
Φ∗(yi,b, Q
2) TH(xi, yi, b, Q
2) Φ(xi,b, Q
2), (2.17)
where the new wave function is given by [103]
Φ∗(x,b, Q2) =
∫
d2k⊥ e
−ib·k⊥ ψ(x, k⊥). (2.18)
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Table 2.1: Valid contributions of the pion PQCD form factor predictions using the asymp-
totic and CZ distribution amplitudes. The values are the percentage of the original PQCD
prediction which remains after excluding the end-point regions, defined by the xiyiQ
2 cut-
off. This table is reproduced from Ref. [26].
φasypi (x) φ
CZ
pi (x)
Cutoff (GeV2) 0.25 0.5 1.0 0.25 0.5 1.0
Q2 (GeV2):
1 13% 2% 0% 2% 1% 0%
2 32% 13% 2% 8% 2% 1%
4 52% 32% 13% 16% 8% 2%
8 68% 52% 32% 27% 16% 8%
16 80% 68% 52% 41% 27% 16%
The impact parameter constraints the maximum allowed distance between the quarks.
This allows TH(xi, yi, b, Q
2) to truly describe short distance processes by requiring b < 1/Λ
(∼ 0.66 fm for Λ = 300 MeV). The PQCD form factor prediction with the inclusion of
the Sudakov effects is [103]
F (Q2) =
∫ 1
0
[dx][dy] φ∗(yi, Q
2)φ∗(xi, Q
2)
×
∫ ∞
0
b db TH(xi, yi, b, Q
2, t) exp[−S(xi, yi, b, Q2, t)]. (2.19)
The exp[−S(xi, yi, b, Q2, t)] term is the Sudakov form factor containing the QCD radiative
corrections. The variable t is the largest mass scale in the hard scattering amplitude, i.e.,
t = max(
√
xiyiQ, 1/b). The large Q
2 PQCD form factor prediction with the inclusion of
Sudakov suppression is [103]
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Fpi(Q
2) = 8π CF
∫ 1
0
[dx][dy] φ∗(yi, Q
2)φ∗(xi, Q
2)
×
∫ ∞
0
b db αs(t) K0(
√
xiyiQb) exp[−S(xi, yi, b, Q2, t)], (2.20)
where K0 is the modified Bessel function of order zero. This expression is referred to as
the resummed PQCD form factor. With the resummed asymptotic form factor prediction,
50% of the contribution to the form factor arises from the regions with b/Λ ≤ 0.39 and
≤ 0.25 for Q/Λ = 10 and 20, respectively [103]. The comparison between the asymptotic
prediction for the spacelike pion form factor with and without the inclusion of the Sudakov
effects is shown in Figure 2.8. Inclusion of the Sudakov effect decreases the spacelike pion
form factor prediction.
Jakob and Kroll [104] have argued that the intrinsic transverse momentum in the pion
should be included in the PQCD prediction of the pion form factor. They define the
following pion wave function [104]
Ψ(xi,k⊥) =
fpi
2
√
6
φasy(xi)χ(xi,k⊥) = A x(1− x) exp
(
− β
2k⊥
x(1− x)
)
. (2.21)
The variables A = 10.07 and β2 = 0.883 GeV−2 are chosen so the average transverse
momentum is 350 MeV. After inserting Eqn. 2.21 into the resummed PQCD form factor
expression (Eqn. 2.20), the intrinsic transverse momentum produces further suppression
of the spacelike form factor, as shown in Figure 2.8. Jakob and Kroll also argue [104]
that the difference between the PQCD prediction and the experimental data originates
from higher order and nonperturbative effects, but that their contributions become equal
to the perturbative contribution at Q2 ≈ 5 GeV2 [104]. Unfortunately, even doubling the
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Figure 2.8: Sudakov and intrinsic transverse momenta effects on the spacelike pion form
factor. The predictions are by Jakob and Kroll [104]. The solid line is the asymp-
totic (asy) form factor prediction, the dashed line includes the Sudakov effect (asy+Sud),
and the dotted line includes both the Sudakov and intrinsic transverse momenta effects
(asy+Sud+pt). The solid points and open triangles are experimental data [35]-[43].
Jakob and Kroll prediction at Q2 = 5 GeV2 leaves it short of the experimental data by
more of a factor two.
The NLO term of the hard scattering amplitude were derived independently by Field,
Gupta, Otto, and Chang [105], Dittes and Radyushkin [106], and Braaten and Tse [107].
The NLO term contains ultraviolet (UV) and infrared (IR) divergences. The ultraviolet
divergences are removed through the choice of renormalization schemes, with the two most
common being the modified minimal subtraction (MS) [108] and momentum subtraction
(MOM) [109] schemes. The IR divergences are absorbed into renormalized distribution
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amplitudes. The asymptotic pion form factor with NLO corrections is [105]
Q2 Fpi(Q
2) = 8π f 2pi αs(Q
2)[ 1 + A αs(Q
2) + · · · ], (2.22)
where A = 2.1 in the MS scheme with ΛMS = 0.5 GeV and A = 0.72 in the MOM
scheme with ΛMOM = 1.3 GeV [105]. Inclusion of NLO corrections from the distribution
amplitudes was determined by Melic´, Nizˇic´, and Passek [110], and the effect from the
NLO asymptotic and CZ distribution amplitudes was found to be on the order of 1% and
6%, respectively, with respect to the LO spacelike pion form factor.
The effect of higher helicity states on the spacelike pion form factor was studied by
Huang, Wu, and Wu [111]. They found, by explicitly keeping the transverse momentum
of the quark and gluon propagators (kT factorization formalism), that the higher helicity
state (λ1 + λ2 = 1, where λi is the helicity of the ith quark) slightly decreases the form
factor as compared to considering only the usual helicity state (λ1+λ2 = 0). In addition,
they also studied the effect of including a soft, nonperturbative contribution and found
that the soft contribution is less than the hard contribution for Q2 > 11 GeV2, as shown
in Figure 2.9.
Huang and Wu [112] used the QCDSR distribution amplitude moment method to
determine a higher order, twist-3 wave function based on its moments and the inclusion
of explicit transverse momentum dependence. It should be noted that the asymptotic wave
function is of twist-2 and the higher twist denotes contributions from higher Fock, i.e.,
non leading order, states. While the wave function is double-humped, it was found to have
better end-point suppression than the asymptotic wave function [112]. The wave function
was used to predict the spacelike pion form factor, as shown in Figure 2.10. The fact
that the twist-3 contribution is found to be more than twice the twist-2 contribution for
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Figure 2.9: PQCD kT factorization prediction of the spacelike pion form factor. The
predictions are by Huang et al . [111]. The dotted, dashed, and solid lines are the soft,
hard, and soft+hard total contribution to the form factor, respectively. The solid points
and open triangles are experimental data [35]-[43].
Q2 < 6 GeV2 is not a comfortable feature of these calculations. The twist-3 contribution
becomes smaller than the LO twist-2 hard scattering contribution at Q2 ≈ 10 GeV2.
So far, only the predictions for the spacelike form factor of the pion have been de-
scribed. The predictions for the timelike form factor of the pion are scarce. Actually,
in the PQCD formalism there are only two. Gousset and Pire [113] analytically contin-
ued the Sudakov form factor (discussed in Eqn. 2.19) from the spacelike region into the
timelike region by the following replacement: Q → −iW , where W 2 = s. They found
[113] that this causes an enhancement in the timelike-to-spacelike ratio of the pion form
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Figure 2.10: PQCD prediction of the spacelike pion form factor using a modified wave
function of twist-3 accuracy. The predictions are by Huang et al . [111]. The dashed,
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data [35]-[43].
factor from both the asymptotic and CZ distribution amplitudes, as shown in the Figure
2.11(top). The Q2Fpi prediction including this enhancement is shown for the timelike
pion form factor in Figure 2.11(bottom). We note that even with this enhancement the
timelike PQCD predictions for both the asymptotic and CZ distribution amplitudes are
∼1/4 and ∼1/2 the value determined at Q2 =M2J/ψ = 9.6 GeV2 [114].
Brodsky et al . [44] have studied the timelike form factor by analytically continuing
the strong coupling constant from the spacelike region into the timelike region. The
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Figure 2.11: PQCD predictions of the |F tlpi (Q2)|/F slpi (Q2) ratio (top) and timelike pion
form factor (bottom). The predictions are by Gousset and Pire [113]. The solid lines
are the PQCD factorization prediction with the asymptotic distribution amplitude, and
the dashed lines are the PQCD factorization prediction with the CZ distribution ampli-
tude. The solid points are from e+e− → π+π− measurements with pions experimentally
identified [28]-[33]. The open points are from e+e− → h+h− measurements with the pion
fraction of the observed h+h− determined according to a VDM prescription [34]. The
value denoted with the plus symbol comes from interpreting the J/ψ → π+π− branching
ratio as a pion form factor measurement as in Ref. [114].
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timelike-to-spacelike ratio of the pion form factor is [44]
|F tlpi (−Q2)|
F slpi (Q
2)
=
|αs(−Q2)|
αs(Q2)
. (2.23)
Using the asymptotic distribution amplitude and the ’frozen’ version of αs(Q
2) (for defini-
tion of frozen αs(Q
2), see Eqn. 2.3) with an effective gluon mass of m2g = 0.19 GeV
2, the
|F tlpi (−Q2)|/F slpi (Q2) ratio was found to be ∼1.5 for Q2 < 10 GeV2[44]. Figure 2.12 com-
pares the |Q2||F tlpi (−Q2)| prediction to the existing timelike data. This timelike PQCD
prediction is ∼1/3 the value determined from the J/ψ decay, but is comparable to the
Gousset and Pire prediction using the asymptotic distribution amplitude [113]. Bakulev,
Radyushkin, and Stefanis [115], in a contrary analysis of the analytic continuation of the
strong coupling constant, found no enhancement in the timelike PQCD form factor due
to a different parameterization of the strong coupling constant.
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Figure 2.12: PQCD prediction of the timelike pion form factor. The solid line is the PQCD
prediction by Brodsky et al . [44]. The solid points are from e+e− → π+π− measurements
with pions experimentally identified [28]-[33]. The open points are from e+e− → h+h−
measurements with the pion fraction of the observed h+h− determined according to a
VDM prescription [34]. The value denoted with the plus symbol comes from interpreting
the J/ψ → π+π− branching ratio as a pion form factor measurement as in Ref. [114].
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2.2.2 QCD Sum Rules
The prediction of the spacelike pion form factor using the QCDSR three-amplitude method
was performed independently by Nesterenko and Radyushkin [96] and Ioffe and Smilga
[97]. The spacelike pion form factor from the square representation (see Section 2.1.2. for
definition of QCDSR variables and representations) is [96]
Fpi(Q
2) =
s0
4π2f 2pi
[
1− 1 + 6s0/Q
2
(1 + 4s0/Q2)3/2
]
, (2.24)
An alternative prediction for the spacelike pion form factor, from the triangle representa-
tion, is [96]
Fpi(Q
2) =
S0
4π2f 2pi(1 +Q
2/2S0)2
, (2.25)
where S0 =
√
2 s0, as described in Section 2.1.2. Figure 2.13 shows that the two spacelike
pion form factor predictions using the QCDSR three-amplitude method are consistent
with the experimental data with s0 = 4π
2f 2pi = 0.7 GeV
2.
Using the QCDSR correlator function method, Braun et al . [116] studied the effect of
the twist-2 hard and soft contributions to the spacelike pion form factor (note that the
hard scattering process used in PQCD is a twist-2 effect). The soft contribution is found to
dominate the hard contribution but leads to a slight cancellation to the overall form factor,
as shown in Figure 2.14 for both the asymptotic and CZ distribution amplitudes. Braun
et al . [116] also studied the pion form factor to twist-6 accuracy. They also determined
[116] the twist-2 nonperturbative contribution to the form factor, defined as the difference
between the total twist-2 form factor (hard+soft) and the LO and NLO perturbative
contributions (Eqn. 2.22). The predictions are shown in Figure 2.15. The nonperturbative
contributions do not contribute more than 1/3 to the total form factor over the entire Q2
range.
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Figure 2.13: Predictions of the spacelike pion form factor using the three-amplitude
QCDSR method. The predictions are by Nesterenko and Radyushkin [96]. The solid
line is the prediction using the square representation (Eqn. 2.24). The dashed line is
the prediction using the triangle representation (Eqn. 2.25) The solid points and open
triangles are experimental data [35]-[43].
Two different predictions based on the QCDSR correlator function method were made
for the spacelike pion form factor addressing the low Q2 behavior of αs(Q
2). Agaev
[117] redefined αs(Q
2) using the renormalon model [118] and used the QCDSR correlator
function method to determine a new distribution amplitude based on its moments to
twist-4 accuracy. The prediction, shown in Figure 2.16, is in agreement with the existing
experimental data. Bakulev et al . [119] replaced αs(Q
2) with its analytic image based
on Analytic Perturbative Theory [120, 121, 122]. They also determined a well behaved
distribution amplitude worked to NLO, and used the three-amplitude QCDSR prediction
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Figure 2.14: Twist-2 contributions to the spacelike pion form factor based on the QCDSR
correlator function method. The predictions are by Braun et al . [116]. The dashed,
dotted, and solid lines are the soft, hard, and soft+hard twist-2 contributions, respectively.
The predictions in the top and bottom plots are derived using the asymptotic and CZ pion
distribution amplitudes, respectively. The solid points and open triangles are experimental
data [35]-[43].
in the square representation at low Q2 (Eqn. 2.24). They found their predictions to be
consistent with the existing experimental data, as shown in Figure 2.16.
Only one prediction exists for the timelike pion form factor based on the QCDSR.
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Figure 2.15: Comparison of the correlator function QCDSR prediction at twist-6 accuracy
to the nonperturbative contributions of the spacelike pion form factor. The predictions
are by Braun et al . [116]. The dashed line is the QCDSR prediction determined to
twist-6 accuracy, the dotted line is nonperturbative contribution, and the solid line is the
sum of the contributions. Predictions were determined using the asymptotic distribution
amplitude. The solid points and open triangles are experimental data [35]-[43].
Bakulev et al . [115] analytically continued the Q2 behavior of the spacelike pion form
factor derived with the three-amplitude QCDSR method using the triangle representation
(Eqn. 2.25). As discussed at the end of Section 2.2.1, Bakulev et al . [115] also determined
a PQCD prediction of the timelike pion form factor by analytically continuing the strong
coupling constant. They used the following parameterization for αs(Q
2) [115]
αs(q
2) =
4π
b0
arctan
(
π
ln(q2/Λ2)
)
, (2.26)
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Figure 2.16: Renormalon model and Analytic Perturbative QCD predictions of the space-
like pion form factor. The solid line is the renormalon model prediction by Agaev [117].
The dashed line is the Analytic Perturbative QCD (APQCD) prediction by Bakulev et al .
[119]. The solid points and open triangles are experimental data [35]-[43].
where q2 = −Q2 > 0 is the timelike momentum transfer. Bakulev et al . do not find an
enhancement in the timelike pion form factor from their asymptotic PQCD prediction
[115]. Their QCDSR prediction, along with their determination of the PQCD prediction
with a fixed αs(Q
2) = 0.3, is shown in Figure 2.17. The QCDSR prediction is consistent
with the existing experimental data and ∼4 larger than the PQCD prediction at Q2 = 10
GeV2.
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Figure 2.17: Comparison of QCDSR and PQCD predictions of the timelike pion form
factor. The predictions are by Bakulev et al . [115]. The solid line is the three-amplitude
QCDSR using the triangle representation. The dashed line is the asymptotic PQCD pre-
diction. The solid points are from e+e− → π+π− measurements with pions experimentally
identified [28]-[33]. The open points are from e+e− → h+h− measurements with the pion
fraction of the observed h+h− determined according to a VDM prescription [34]. The
value denoted with the plus symbol comes from interpreting the J/ψ → π+π− branching
ratio as a pion form factor measurement as in Ref. [114].
2.2.3 Lattice QCD
Lattice QCD predictions [99]-[128] are only available for the pion form factor in the
spacelike region. They are found to be consistent with the VDM monopole form of the
form factor for spacelike momentum transfers
Q2Fpi(Q
2) = Q2
(
m2ρ
m2ρ +Q
2
)
, (2.27)
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where mρ = 770 MeV [2] is the mass of the ρ meson, but the predictions only exist in
the limited momentum transfer range of Q2 < 3.5 GeV2. If extended to Q2 = 13.5 GeV2,
Eqn. 2.27 would lead to Q2Fpi(Q
2) = 0.57 GeV2.
2.2.4 Other Models
Other models have been proposed to explain the observed behavior in the experimental
data for the spacelike form factor of the pion. They include instanton-induced contribu-
tions, meson cloud corrections, and predictions based on the effect of a gluon string tube
connecting the valence quarks.
In the instanton model the spacelike form factor of the pion was calculated by Faccioli
et al . [129]. They considered the effect of the interaction between the valence quarks in
the pion with a single instanton, an intense classical vacuum field with the same quantum
numbers as the pion. The prediction is shown in Figure 2.18 and found to agree with the
VDM monopole form of the form factor (Eqn. 2.27). The authors also state [129] that
the theory will break down for Q2 > 20 GeV2 without the addition of multi-instanton
effects.
In the meson cloud model it assumed that the pion can occasionally fluctuate to higher
Fock states consisting of a vector and pseudoscalar meson pair. While the contribution
to the form factor from these higher Fock states are expected to decrease faster than the
perturbative contributions, Carvalho et al . [130] considered the interaction of the virtual
photon on a pion which fluctuates into K,K∗ and π, ρ pairs. The accuracy of the model
is drawn into question because the pion decay constant is determined to be an order of
magnitude smaller than the experimental value. The prediction is shown in Figure 2.18.
It is found that its maximum contribution is at Q2 ∼ 2 GeV2, where it accounts for ∼40%
of the experimental value, and has a decreasing contribution at higher values of Q2.
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Figure 2.18: Instanton and meson cloud model predictions of the spacelike pion form
factor. The dashed line is the instanton model prediction by Faccioli et al . [129]. The
dotted line is the meson cloud model prediction by Carvalho et al . [130]. The solid line
is the VDM monopole prediction. The solid points and open triangles are experimental
data [35]-[43].
The Quark Gluon String Model (QGSM), derived by Kaidalov, Kondratyuk, and
Tchekin [131], is based on parameterizing the interaction between the struck quark and
the spectator quarks by a color gluon string. The model consists of convoluting two am-
plitudes: the virtual photon coupling to a qq pair and the gluon string between the initial
qq pair fragmenting into an additional qq pair produced from the vacuum. The QGSM
model incorporates the Sudakov form factor, which is shown to behave differently in the
spacelike and timelike regions. They predict that the ratio of timelike-to-spacelike form
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factor at large |Q2| behaves as [131]
F tlpi (|Q2|)
F slpi (Q
2)
∼ exp
[
8
27
π2
ln(|Q2|/(2.25 GeV2))
]
. (2.28)
This prediction leads to a ratio of 1.6 at |Q2| = 13.5 GeV2. Figure 2.19 shows the QGSM
predictions of the pion form factor in the spacelike and timelike regions and are found to
be in reasonable agreement with the data.
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Figure 2.19: Quark Gluon String Model predictions of the spacelike (top) and timelike
(bottom) pion form factors. The predictions are by Kaidalov et al . [131]. The solid lines
are predictions with αs(Q
2) = 0.45, and the dashed lines are predictions with the one
loop form of αs(Q
2). The solid points are from e+e− → π+π− measurements with pions
experimentally identified [28]-[33]. The open points are from e+e− → h+h− measurements
with the pion fraction of the observed h+h− determined according to a VDM prescription
[34]. The value denoted with the plus symbol comes from interpreting the J/ψ → π+π−
branching ratio as a pion form factor measurement as in Ref. [114].
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2.2.5 Kaon Form Factor
The charged kaon form factor is generally treated in the same manner as the pion form
factor. The difference consists of replacing the down quark with a strange quark. The
presence of the strange quark, with its larger mass, tends to change the interpretation of
the meson into a massive particle orbited by the lighter quark, as compared to the near
equal mass of the up and down quarks in the case of the pion. The difference in the quark
masses leads to mass splitting terms and cause theories to acquire slight modifications.
The asymptotic PQCD prediction of the kaon form factor has the same form as the
pion, only the pion decay constant is replaced by that of the kaon. This leads to [24]
FK(Q
2)→ 8π αs(Q
2) f 2K
Q2
. (2.29)
The spacelike prediction is shown in Figure 2.21. The kaon-to-pion form factor ratio from
asymptotic PQCD is therefore
FK(Q
2)
Fpi(Q2)
=
f 2K
f 2pi
= 1.49± 0.03, (2.30)
using the PDG values [2] of fK = 159.8 ± 1.5 MeV and fpi = 130.7 ± 0.4 MeV.
Chernyak and Zhitnitsky determined a distribution amplitude for the kaon based on
the QCDSR distribution amplitude moment method. The CZ distribution amplitude for
the kaon is [95]
φCZK (x) =
15√
3
fK x(1− x)[ 0.6(2x− 1)2 + 0.25(2x− 1)3 + 0.08], (2.31)
Figure 2.20 shows the comparison between the CZ and asymptotic distributions ampli-
tudes for the kaon as a function of quark momentum fraction. The asymmetric nature of
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the CZ distribution amplitude is caused by ss pairs present in the vacuum condensate.
The kaon to pion form factor ratio using the CZ distribution amplitudes is [95]
FK(Q
2)
Fpi(Q2)
=
f 2K
f 2pi
IK
Ipi
= 0.99± 0.02, (2.32)
where IK/Ipi = 2/3 arises from using the CZ distribution amplitudes for the pion and
kaon. Ji and Amiri [102] determined the spacelike kaon form factor prediction using
the CZ kaon distribution amplitude in the PQCD factorization scheme. As with their
prediction of the spacelike pion form factor, they used a frozen version of αs(Q
2) (see
Eqn. 2.3 for the definition of the frozen αs(Q
2)). Figure 2.21 shows that the spacelike
form factor prediction of the kaon with the CZ distribution amplitude is 2−3 larger than
with the asymptotic distribution amplitude.
Bijnens and Khodjamirian [132] have calculated the spacelike kaon form factor using
the QCDSR correlator function method to twist-6 accuracy. Their prediction for the
spacelike kaon form factor, shown in Figure 2.22, falls between the PQCD predictions of
the kaon using the CZ and asymptotic distribution amplitudes.
Since there is a total absence of experimental data for the spacelike form factor of the
kaon, and the precision of the existing timelike data is extremely poor, it is not possible
to determine which of the various theoretical predictions above describes the nature of
the kaon form factor. It should also be noted that no explicit calculations exist for the
kaon form factor with timelike momentum transfers based on PQCD, QCDSR, or Lattice
QCD.
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Figure 2.20: Asymptotic and CZ kaon distribution amplitudes as a function of quark
momentum fraction x. The solid line is the asymptotic form (φasyK (x) = (fK
√
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√
3) x(1 −
x)[0.6(2x − 1)2 + 0.25(2x− 1)3 + 0.08]). The kaon decay constant is taken to be unity
in this figure.
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Figure 2.21: PQCD factorization predictions of the spacelike kaon form factor. The solid
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2.3 Proton Form Factors in Theory
The proton is a spin-1/2 hadron and therefore contains both electric charge and current
distributions which are described by two distinct form factors. An equivalent represen-
tation of the form factors is in terms of the helicity conserving and helicity changing
contributions to the electromagnetic form factors. The helicity conserving form factor is
given by the Dirac form factor, F P1 (Q
2), and the helicity changing form factor is given by
the Pauli form factor, F P2 (Q
2). The matrix element for spacelike momentum transfers is
〈p(p2)| jemµ |p(p1)〉 = γµF1(Q2) +
(
κp
2mp
)
σµνqνF2(Q
2), (2.33)
where mp and κp are the mass and anomalous magnetic moment of the proton, respec-
tively, and σµν =
i
2
(γµγν − γνγµ). For timelike momentum transfer, the matrix element
is obtained by replacing 〈p(p2)| jemµ |p(p1)〉 by 〈p(p2)p(p1)| jemµ |0〉.
The Dirac and Pauli form factors are related to the Sachs electric and magnetic form
factors, GPE(Q
2) and GPM(Q
2), respectively, by
GPE(Q
2) = F P1 (Q
2)− ( Q
2
4m2p
)κpF
P
2 (Q
2), GPM(Q
2) = F P1 (Q
2) + κpF
P
2 (Q
2), (2.34)
where the proton mass mp = 0.93827 GeV [2] and anomalous magnetic moment of the
proton κp = 1.79 [2]. For protons at rest (Q
2 = 0) the form factors are normalized as
F P1 (0) = 1 F
P
2 (0) = 1 (2.35)
and therefore,
GPE(0) = 1 G
P
M(0) = 1 + κp = µp = 2.79 (2.36)
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where µp is the magnetic moment of the proton in units of the nuclear magneton.
The proton form factors in the timelike region have an additional relationship. At the
threshold for pp production (−Q2 = 4m2p) from Eqn. 2.34, it follows that the electric and
magnetic form factors are equal
GPE(4m
2
p) = G
P
M(4m
2
p) = F
P
1 (4m
2
p) + κpF
P
2 (4m
2
p). (2.37)
In the following discussions and figures, the experimental data for spacelike form fac-
tors are from Refs. [66]-[71], with GPE(Q
2) = GPM(Q
2)/µp assumed, and for timelike form
factors are from Refs. [54]-[62], with|GPE(Q2)| = |GPM(Q2)| assumed.
2.3.1 Perturbative Quantum Chromodynamics
As described in Section 2.1.1, the basic premise of PQCD is the validity of factorization.
As for the case of mesons, the non-perturbative part contains the proton wave function,
or the distribution amplitude, and the perturbative part consists of the hard scatter-
ing amplitude. The PQCD factorization diagrams for the proton are shown schemati-
cally in Figure 2.23. While the factorization scheme is the same as for the mesons, the
hard scattering amplitude for the proton is more complicated because of the fact that,
with three valence quarks, two gluons are needed to transfer the momentum from the
struck quark to the other two. This causes the overall form factor to be proportional
to (αs(Q
2)/Q2)2, or α2s(Q
2)/Q4, consistent with the behavior predicted from the ’quark
counting rules’ [20, 21, 22]. The spin-flip of the quarks in the helicity changing form
factor is suppressed by ∼ 1/Q2 and, at large Q2, the Dirac and Pauli form factors are
F P1 (Q
2) ∝ 1/Q4 and F P2 (Q2) ∝ 1/Q6, respectively. Therefore, F P2 (Q2) is neglected in
comparison to F P1 (Q
2) at large Q2, and the dominant behavior of the form factors is
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Figure 2.23: Diagrams for the PQCD factorized proton hard scattering process. The
top figure shows the proton approaching from the left in the form of the initial proton
distribution amplitude (φp), the virtual photon interacting with the proton (TH), and the
final proton distribution amplitude (φ∗p) after the interaction. The bottom figure shows
the leading order terms for the hard scattering amplitude (TH). The crosses represent the
quark-photon interaction.
GPM(Q
2) ≈ GPE(Q2) ≈ F P1 (Q2) ∝ 1/Q4.
The formalism for the proton electromagnetic form factors in the factorization for-
malism was derived by Lepage and Brodsky [24, 133]. The magnetic form factor of the
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proton is expressed in the factorized PQCD scheme by
GPM(Q
2) =
∫ 1
0
∫ 1
0
[dx][dy] φ∗p(yi, Q
2) TH(xi, yi, Q
2) φp(xi, Q
2), (2.38)
where the hard scattering amplitude is denoted by TH(xi, yi, Q
2), the incoming and outgo-
ing proton distribution amplitudes are denoted by φp(xi, Q
2) and φ∗p(yi, Q
2), respectively.
The integration variable of the quark momentum fractions is [dx] ≡ dx1dx2dx3 δ(1−Σixi),
and similarly for [dy].
The hard scattering amplitude TH(xi, yi, Q
2) incorporates the short-distance interac-
tions between the constituent quarks inside the proton. With the second quark assigned
opposite helicity, the lowest order contribution from the emission of two hard gluons is
given as [24, 133]
TH(xi, yi, Q
2) =
[
2 αs(Q
2)
3 Q2
]2 [ 3∑
j=1
ejTj(xi, yi) + (xi ↔ yi)
]
, (2.39)
where
T1 = T3(1↔ 3) = 1
x2x3(1− x3)
1
y2y3(1− y3) −
1
x3(1− x1)2
1
y3(1− y1)2 , (2.40)
T2 = − 1
x1x3(1− x1)
1
y1y3(1− y3) (2.41)
and ej is the electric charge of quark j. The symbol (xi ↔ yi) means to replace xi with
yi and yi with xi in Eqns. 2.40 and 2.41, while the symbol (1 ↔ 3) in Eqn. 2.40 means
to replace quark momentum fractions with subscript 1 with those of subscript 3 for T3.
The proton distribution amplitude in the large Q2, or asymptotic, limit (Q2 →∞), is
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[24, 133]
φasyp (xi, Q
2) = C x1x2x3
(
ln
Q2
Λ2
)−2/3β
, (2.42)
where β = 11− 2
3
nf , nf is the number of quark flavors, and C is an arbitrary coefficient.
The proton does not have an equivalent decay constant as in the case of the mesons, so the
proton distribution amplitude, and therefore the form factor, is not absolutely normalized.
The magnetic form factor of the proton in the spacelike region at large Q2 is [24, 133]
GPM(Q
2) = C2
α2s(Q
2)
Q4
(
ln
Q2
Λ2
)−4/3β
. (2.43)
or
Q4 GPM(Q
2)/µp = (C
2/µp)
α2s(Q
2)
Q4
(
ln
Q2
Λ2
)−4/3β
GeV4. (2.44)
The asymptotic distribution amplitude in Eqn. 2.42 leads to the bizarre PQCD predic-
tion for the magnetic form factor of GPM(Q
2) = 0 for all values of Q2 [24]. This result
points to a proton distribution amplitude having an asymmetric form. The magnetic form
factor prediction [24] as a function of Q2, and using a simplified distribution amplitude
of φp(xi, Q
2) = δ(x1 − 13)δ(x2 − 13), is shown in Figure 2.24. Alternative distribution
amplitudes have been derived from QCD Sum Rules and are described below.
Various distribution amplitudes for the proton have been developed in the literature.
They are determined from the QCDSR distribution amplitude moment method. The
moments of the proton distribution amplitude are defined as [95]
〈xn11 xn22 xn33 〉 =
∫ 1
0
d3x xn11 x
n2
2 x
n3
3 φ(xi). (2.45)
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Figure 2.24: PQCD prediction of the proton magnetic form factor in the spacelike region.
The line is the PQCD prediction by Lepage and Brodsky [24] using the simplified distri-
bution amplitude φp(xi, Q
2) = δ(x1 − 13)δ(x2 − 13) and is arbitrary normalized at GPM(8
GeV2) = 0.42. The one loop form of αs(Q
2) is used with nf = 3 and Λ = 0.316 GeV.
The distribution amplitudes all have the general form of
φp(xi) = φ
asy
p (xi)[Ax
2
1 + Bx
2
2 + Cx
2
3 +Dx1x2 + Ex1 + Fx2 +Gx3 +H ], (2.46)
where φasyp (xi) = 120fNx1x2x3 and fN ≈ 5 × 10−3 GeV2 is an effective proton decay
constant determined by the QCDSR [134, 135]. Table 2.2 lists the coefficients A−H of the
various distribution amplitudes which have been proposed. The distribution amplitudes
derived by Chernyak and Zhitnitsky (CZ) [95, 136], King and Sachrajda (KS) [137], and
Gari and Stefanis (GS) [138, 139] were determined from the first two moments (n ≤ 2,
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where n = n1 + n2 + n3 and ni is the moment of the ith quark in the proton). The
distributions derived by Chernyak, Ogloblin, and Zhitnitsky (COZ) [140] used the first
three moments (n ≤ 3). The distribution amplitude derived by Stefanis and Bergmann
[141] is a hybrid of the COZ and GS distribution amplitudes and is called a “heterotic”
(Het) amplitude. The resulting momentum fractions of the ith quark are also given in
Table 2.2. All, except for the asymptotic distribution amplitude, determine the up quark
with the same helicity as the proton (quark #1) to carry∼60% of the proton’s momentum.
For the asymptotic distribution amplitude 〈x1〉 = 33.3%
Table 2.2: Parameters for different proton distribution amplitudes. The variables A−H
are the coefficients in Eqn. 2.46. The variables 〈xi〉 denote the momentum fraction carried
by the ith quark in the proton.
Asy CZ KS GS COZ Het
[24, 133] [95, 136] [137] [138, 139] [140] [141]
A 0 18.07 20.16 30.92 23.814 -2.916
B 0 4.63 15.12 -25.28 12.978 0
C 0 8.82 22.68 12.94 6.174 75.25
D 0 0 0 55.66 0 16.625
E 0 0 1.68 -23.65 0 32.756
F 0 0 -1.68 23.65 0 26.569
G 0 -1.68 -6.72 0 5.88 -32.756
H 1 -2.94 5.04 -9.92 -7.098 -19.773
〈x1〉 1/3 0.63 0.55 0.63 0.579 0.572
〈x2〉 1/3 0.15 0.21 0.14 0.192 0.184
〈x3〉 1/3 0.22 0.24 0.236 0.229 0.244
Isgur and Llewellyn Smith [25, 26] have argued that comparing the proton form factor
predictions from the PQCD factorization scheme to the existing data is not appropriate
because of the endpoint problem. They argue that at most ∼1% of the spacelike magnetic
form factor predicted (with the CZ distribution amplitude) can be attributed to the PQCD
prediction for Q2 < 25 GeV2. They conclude that the major part of the form factors at
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currently accessible energies arises from higher order and nonperturbative effects.
To address the endpoint issue, Li [142] determined the Sudakov correction for the
magnetic form factor of the proton. He showed that the Sudakov correction suppresses the
contributions to the form factor which arise from the endpoint region. Figure 2.25 shows
the predictions for the spacelike magnetic form factor using the PQCD formalism with
the CZ and KS distribution amplitudes. The spacelike magnetic form factor prediction
using the GS distribution is consistent with the CZ and KS predictions [142].
Objections were raised to the choice of the impact parameter cutoff used by Li [142].
Bolz et al . [143] argued that the choice of the impact parameter cutoff used by Li [142] for
a given quark does not suppress the endpoint effects arising from the other quarks. They
suggest a new cutoff and also study the effect of including the intrinsic transverse momen-
tum in the proton. Figure 2.26 shows the effect of including the transverse momentum
and the impact parameter cutoff used by Bolz et al . [143] on the spacelike magnetic form
factor prediction using the COZ and heterotic distribution amplitudes. Li and colleagues
[144] revisited the impact parameter cutoff used in the analysis of Li [142] and find the
spacelike magnetic form factor prediction is decreased by about a factor 2, as shown in
Figure 2.25 (predictions marked Li2).
Proton magnetic form factor predictions in the timelike region using the PQCD for-
malism have been made by Hyer [145]. He included Sudakov corrections and made the
form factor predictions using the CZ, KS, GS, and COZ distribution amplitudes. The
predictions are shown in 2.27. The predictions have reasonable agreement with the ex-
perimental data, with the exception of that for the GS distribution amplitude, which is
found to be a factor 6 smaller than the E760/E835 data [63, 64, 65].
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Figure 2.25: Sudakov correction effect on the PQCD predictions of the proton magnetic
form factor in the spacelike region. The solid and dotted lines are the form factor pre-
dictions using the KS distribution amplitudes with the impact parameter cutoff used by
Li [142] (Li1:KS) and Li and colleagues [144] (Li2:KS), respectively. The dashed and
dash-dotted lines are the form factor predictions using the CZ distribution amplitudes
with the impact parameter cutoff used by Li [142] (Li1:CZ) and Li and colleagues [144]
(Li2:CZ), respectively.
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Figure 2.26: Intrinsic transverse momentum effect on the PQCD predictions of the proton
magnetic form factor in the spacelike region. The solid and dashed lines are the form factor
predictions by Bolz et al . [143] using the COZ distribution amplitudes without (COZ) and
with (COZ+pt) the inclusion of the transverse momentum in the proton, respectively.
The dash-dotted line is the form factor prediction by Bolz et al . [143] using the heterotic
(Het+pt) distribution amplitude with the inclusion of the transverse momentum in the
proton.
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Figure 2.27: PQCD predictions of the proton magnetic form factor in the timelike region.
The solid, dashed, dash-dotted, and dotted lines are predictions by Hyer [145] using the
KS, COZ, CZ, and GS distribution amplitudes, respectively. The vertical dotted line
represents the pp production threshold (|Q2| = (2mp)2 = 3.52 GeV2).
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2.3.2 QCD Sum Rules
Using the QCDSR three-point amplitude method with the square representation, Nesterenko
and Radyushkin [146, 147] determined the magnetic form factor for spacelike momentum
transfers to be
GPM(Q
2) =
8
√
T 2 − 1
3
{
[4T 2 − 1][T 2 − 1] + T [4T 2 − 3]√T 2 − 1} , (2.47)
where T = 1 + (Q2/s0) and s0 = 2.3 GeV
2. The variable s0 is the maximum energy of
the hadronic current of the quarks to be consistent with forming a proton, as described
in Section 2.1.2. The prediction is shown in Figure 2.28 and starts to deviate from the
experimental data for Q2 > 20 GeV2.
Predictions for the proton form factors have also been determined using the QCDSR
correlator function method. Braun et al . [148] have determined the soft contributions of
the magnetic form factor using this method. They found [148] that the Dirac form factor
goes as F P1 (Q
2) ∼ 1/Q6 and overestimates the data currently accessible by experiment.
They have used two different distribution amplitudes, one with the asymptotic form (Eqn.
2.42) and one derived to twist-6 accuracy [149]. The predictions using the two different
distribution amplitudes are shown in Figure 2.29.
Another prediction of the spacelike magnetic form factor using the QCDSR correlator
function method has been performed by Lenz et al . [150]. They suggested an improved
hadronic current which explicitly conserves isospin. The predictions using this improved
hadronic current, and the asymptotic distribution amplitude, is shown in Figure 2.29.
The correlator function QCDSR predictions by Braun et al . [148] and Lenz et al . [150]
using the asymptotic distribution amplitudes both overestimate the magnetic form factor
by ∼ 50%.
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Figure 2.28: Prediction from QCDSR three-point amplitude method with the square
representation for the proton magnetic form factor in the spacelike region. The solid line
is the QCDSR local duality prediction by Nesterenko and Radyushkin [146, 147].
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Figure 2.29: QCDSR correlation function predictions of the proton magnetic form factor
in the spacelike region. The solid and dotted lines are the predictions by Braun et al .
[148] using the asymptotic and QCDSR correlator function distribution amplitudes, re-
spectively. The dashed line is the prediction by Lenz et al . [150] using the asymptotic
distribution amplitude with the improved hadronic current for the proton.
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2.3.3 Lattice QCD
As in the case of for pion form factor, the proton form factor predictions from Lattice
QCD are only for spacelike momentum transfers and are in the limited momentum transfer
range of Q2 < 3 GeV2. The most recent prediction of the electromagnetic form factors of
the proton has been made by Go¨ckeler et al . [151]. Their predictions are consistent with
the VDM dipole form of the form factor,
Q4GPM(Q
2) = Q4
(
1 +
Q2
0.71 GeV2
)−2
. (2.48)
2.3.4 Other Models
Other models have been proposed to explain the observed behavior of the proton form
factors. They include predictions based on generalized parton distributions, meson cloud
corrections, a description of the proton as a two-body quark-diquark system, and a gluon
string tube connecting the valence quarks.
Predictions based on generalized parton distributions include the transverse spacial
distributions of the constituent quarks inside the proton. The generalized parton distri-
bution predictions have been determined by Guidal et al . [152] and Diehl et al . [153].
Their predictions for the spacelike magnetic form factor are shown in Figure 2.30 and are
found to be consistent with the experimental data.
The meson cloud interpretation consists of describing the proton as a bare core of the
three valence quarks surrounded by a cloud of virtual particles. Two different models
have been proposed using different types of particles comprising the cloud. Miller [154]
used a cloud of virtual pions. Iachello, Jackson, and Lande [161] have described the cloud
as comprised of the isoscalar vector particles ω and φ and the isovector vector particle
ρ. The description of the meson cloud in terms of the vector states is very similar to the
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Figure 2.30: Proton magnetic form factor predictions in the spacelike region using gener-
alized parton distributions. The solid line is the prediction by Guidal et al . [152] and the
dotted line is the prediction by Diehl et al . [153].
VDM predictions. Iachello [155] has updated the spacelike prediction of the magnetic form
factor and, in collaboration with Wan [156], has predicted the behavior in the timelike
region. The meson cloud predictions are shown in Figure 2.31. Both spacelike predictions
are consistent with the current experimental data, but the timelike prediction by Iachello
and Wan [156] underestimate the experimental data. The source for the discrepancy is
that the electric form factor in the model by Iachello and Wan [156] increases substantially
from GPE(Q
2) = GPM(Q
2) at the pp production threshold (|Q2| = 3.52 GeV2) to a maximum
of GPE(Q
2) ≈ 8.1 GPM(Q2) at |Q2| = 16 GeV2.
A model has been proposed by Kroll, Schu¨rmann, and Schweiger [157] to consider the
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Figure 2.31: Proton magnetic form factor predictions in the spacelike (top) and timelike
(bottom) regions from meson cloud models. The dashed line in the top plot is by Miller
[154]. The solid lines in the top and bottom plots are by Iachello [155] and Iachello and
Wan [156], respectively.
three valence quarks in the proton as an effective two-body state consisting of a single
quark and a composite diquark. The prediction for the magnetic form factor of the proton
with this diquark model uses the PQCD factorization scheme with the inclusion of two
phenomenological diquark form factors, one which treats the diquark in a scalar spin-
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0 state and the other in a vector spin-1 state. The three valence quark description is
recovered in the diquark model at large Q2 [157]. The diquark model has been used to
predict the magnetic form factor in both the spacelike [157] and timelike [158] regions,
with the timelike prediction arising from t↔ s channel crossing symmetry. A comparison
of the diquark model predictions to the existing data is shown in Figure 2.32. With some
tuning of the parameters, they are found to be consistent with the behavior observed in
the data.
The Quark Gluon String Model (QGSM), derived by Kaidalov, Kondratyuk, and
Tchekin [131], is based on parameterizing the interaction between the quark (or initial
qq pair) struck by the virtual photon and the spectator quarks by a color gluon string.
The model for the proton is constructed through the convolution of two amplitudes: the
virtual photon coupling to a qq pair and the gluon string between the initial qq pair frag-
menting into a diquark-antidiquark pair produced from the vacuum, with the diquark in
a spin-0 state. The QGSM model incorporates the Sudakov form factor, which are shown
to behave differently in the spacelike and timelike regions, and predicts that the ratio of
timelike-to-spacelike magnetic form factors to be GP,tlM (Q
2)/GP,slM (Q
2) ≈ 1.6 at |Q2| = 13.5
GeV2. Figure 2.32 shows the QGSM predictions of the magnetic form factor of the proton
in the spacelike and timelike regions and are in reasonable agreement with the data.
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Figure 2.32: Proton magnetic form factor predictions in the spacelike (top) and timelike
(bottom) regions from the diquark and Quark Gluon String models. The solid line in the
top and bottom plots are the diquark predictions by Kroll et al . [157] and Kroll et al .
[158], respectively. The dashed and dotted lines are the predictions by Kaidalov et al .
[131], with the dashed lines using the one loop form of αs(Q
2) and the dotted lines with
αs(Q
2) = 0.45.
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2.3.5 The Ratios µpG
P
E(Q
2)/GPM(Q
2) and F2(Q
2)/F1(Q
2)
For a long time it was believed that µpG
P
E(Q
2)/GPM(Q
2) ∼ 1. This belief was primar-
ily based on the measurements made at SLAC [84, 85] in which GPE(Q
2) and GPM(Q
2)
were separated using the Rosenbluth method [72]. For Q2 ≤ 4 GeV2, the errors in
µpG
P
E(Q
2)/GPM(Q
2) were not large, but became larger in the Q2 = 4 − 9 GeV2 region.
The measurements of the µpG
P
E(Q
2)/GPM(Q
2) ratio in the polarization transfer experi-
ments [88]-[91] has caused a reevaluation of the behavior of the electric and magnetic form
factors. The polarization transfer measurements, in which the product GPE(Q
2) ·GPM(Q2)
is measured, have determined that the electric form factor falls faster than the magnetic
form factor in the range Q2 > 1 GeV2 with µpG
P
E(Q
2)/GPM(Q
2) ∼ 0.5 at Q2 = 5.5 GeV2.
A comparison of the Rosenbluth separation and polarization transfer measurements is
shown in Figure 2.33.
The Pauli-to-Dirac form factor ratio predicted by PQCD is [Q2 · F P2 (Q2)/F P1 (Q2)] ≈
constant at large Q2 [24]. This behavior is supported by the Rosenbluth separation
experiments forQ2 > 3 GeV2 (solid points), as shown in Figure 2.34 (top). In contrast, the
[Q2 · F P2 (Q2)/F P1 (Q2)] ratio from the polarization transfer measurements (open squares)
continues to increase. On the other hand, polarization transfer measurements support the
behavior of [Q · F P2 (Q2)/F P1 (Q2)] ≈ constant for Q2 > 3 GeV2, as illustrated by Figure
2.34 (bottom).
Theoretical predictions based on the PQCD factorization scheme have been made to
address the behavior of the Pauli-to-Dirac form factor ratio. Belitsky, Ji, and Yuan [159]
used the distribution amplitudes determined by the QCD correlator function method to
twist-4 accuracy [149] to account for the higher twist contribution caused by the spin-flip
nature of the Pauli form factor. They find that the form factor ratio has the following
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Figure 2.33: The form factor ratio µpG
P
E(Q
2)/GPM(Q
2) in the spacelike regions. The
open squares are from the polarization transfer [88]-[91] measurements, and the solid
points are from the Rosenbluth separation [75]-[87] measurements. The solid line shows
the relationship µpG
P
E(Q
2)/GPM(Q
2) = 1 (Rosenbluth). The dotted line is the linear
extrapolation of the polarization transfer measurements (Polarization).
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Figure 2.34: The form factor ratios [Q2 · F P2 (Q2)/F P1 (Q2)] and [Q · F P2 (Q2)/F P1 (Q2)] in
the spacelike region. The open squares are experimental measurements using polarization
transfer [89]-[91], and the solid points are experimental measurements using Rosenbluth
separation [79]-[87]. The solid and dashed lines are the predictions by Belitsky et al . [159]
and Brodsky et al . [160], respectively. The arbitrarily normalized dotted line in the top
plot represents the PQCD prediction [Q2 · F P2 (Q2)/F P1 (Q2)] ≈ constant.
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form [159]
F P2 (Q
2)
F P1 (Q
2)
=
A
Q2
ln2
(
Q2
Λ2
)
, (2.49)
where A is an arbitrary coefficient. Brodsky et al . [160] determined the ratio as
F P2 (Q
2)
F P1 (Q
2)
= κp
[
1 + (Q2/0.791 GeV2)2 ln7.1
(
1 + Q
2
4m2pi
)]
[
1 + (Q2/0.380 GeV2)3 ln5.1
(
1 + Q
2
4m2pi
)] . (2.50)
They argue [160] that the presence of the logarithmic term is also not surprising because
of the higher twist nature of the Pauli form factor. As shown in Figure 2.34 (top), both
predictions reproduce the Q2F P2 (Q
2)/F P1 (Q
2) behavior from the polarization transfer data
quite well.
The decrease of the electric form factor, with respect to the magnetic form factor,
with increasing Q2 in the spacelike region was predicted by the phenomenological-based
meson cloud model of Iachello, Jackson, and Lande [161] in 1973. It has recently been
updated by Iachello [155]. As shown in Figure 2.35, the meson cloud predictions agree
with the µpG
P
E(Q
2)/GPM(Q
2) behavior observed by the polarization transfer experiments.
Predictions have been made for the behavior of the electric and magnetic form factors
in the timelike region. Brodsky [162] has shown that the analytic continuation of a
expression of the form of Eqn. 2.50 causes an enhancement in the electric-to-magnetic
form factor ratio, as shown by the solid line in Figure 2.35. Iachello and Wan [156]
have used the meson cloud model to determine the electric-to-magnetic form factor in
the timelike region. The prediction of |GP,tlE (Q2)| = |GP,tlM (Q2)| by the meson cloud model
[156] is compatible with the experimental data in the region |Q2| < 8 GeV2 but shows a
rapid rise with increasing |Q2|. On the other hand, the prediction by Brodsky [162] shows
a slow decrease for |Q2| > 8 GeV2.
The recent measurements of the electric-to-magnetic form factor ratio in the spacelike
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region can be used to gain insight into the behavior in the timelike region. We may assume
that the Pauli-to-Dirac form factor ratio F P2 (Q
2)/F P1 (Q
2) for the proton is the same in
the spacelike and timelike regions. If we then assume that GP,slE (Q
2) = GP,slM (Q
2)/µp, as
indicated by the Rosenbluth measurements in the spacelike region, we obtain |GP,tlE (Q2)|
= 1.38 |GP,tlM (Q2)| for the timelike form factor. If we make a linear extrapolation of
the spacelike results from the polarization transfer measurements, we obtain GP,slE (13.48
GeV2) = −0.8 GP,slM (13.48 GeV2)/µp, which leads to |GP,tlE (Q2)| = 1.75 |GP,tlM (Q2)|. The
corresponding ratios µp|GP,tlE (Q2)|/|GP,tlM (Q2)| for timelike momentum transfers of |Q2| =
13.48 GeV2 are shown in Figure 2.35. It is interesting to note that the two very different
extrapolations lead to such similar results. The results are in reasonable agreement pre-
diction by Brodsky [162] but are a factor ∼4 smaller than the prediction by Iachello and
Wan [156].
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Figure 2.35: The form factor ratio µpG
P
E(Q
2)/GPM(Q
2) in the spacelike (top) and timelike
(bottom) regions. The open squares in the top plot are from the polarization transfer
[88]-[91] measurements, and the solid points are from the Rosenbluth separation [75]-
[87] measurements. The dash-dotted line in the top plot is the prediction by Iachello
[155]. The vertical dotted line in the bottom plot represents the pp production threshold.
The solid and dash-dotted lines in the bottom plot are the predictions by Brodsky [162]
and Iachello and Wan [156], respectively. The solid points in the bottom plot are the
experimental results from Ref. [62]. The open squares and open points in the bottom
plot are the extrapolation of the behavior of the spacelike data from the polarization
transfer and Rosenbluth separation experiments into the timelike region, respectively, as
described in the text.
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Chapter 3
Experimental Apparatus
3.1 Cornell Electron Storage Ring
The accelerator facility located on the Cornell University campus in Ithaca, NY, is com-
monly referred to as the Cornell Electron Storage Ring, or by the acronym CESR. It is
actually composed of three parts: the linear accelerator or linac, the synchrotron, and
the storage ring. The synchrotron and storage ring are located in a circular tunnel 768
meters in circumference. The linac in located in the area inside the ring. The CLEO-c
detector resides in a 33 by 27 meter room at the south end of the tunnel. The accelerator
facility is shown schematically in Figure 3.1.
Electrons are generated by heating a filament until they have sufficient energy to escape
from the filament surface. The electrons are then collected by a prebuncher which com-
presses the electrons into packets for acceleration in the linac. The accelerating sections
of the linac have oscillating electric fields which are synchronized to increase the energy
of the electrons as they travel through the components. The electrons are accelerated to
an energy of about 300 MeV at the end of the linac.
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Figure 3.1: The CESR Accelerator Facility. The relevant components are the linac (lo-
cated within the ring), synchrotron (located against the inner wall of the tunnel), and
storage ring (located against the outer wall of the tunnel). The position of the tungsten
target used for positron production is shown by the converter.
Positrons are created by colliding an 140 MeV electron beam halfway down the linac
on a movable tungsten target. The collisions create showers of positrons, electrons, and
photons. The positrons are separated from the electrons and accelerated in the rest of
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the linac to an energy of about 200 MeV.
Bunches of electrons and positrons from the linac are separately fed into the syn-
chrotron. The synchrotron consists of a series of dipole bending magnets and four 3-meter
long linear accelerators. As the energy of the particles is increased by the linear acceler-
ators in the synchrotron, the magnetic fields in the dipoles are also increased to keep the
particles enclosed in the synchrotron. Once the particles are accelerated to the desired
energy of ∼2 GeV, they are transferred to the storage ring.
The electrons and positrons are steered around the storage ring by a series of dipole
bending magnets and focused by a series of quadrupole and sextupole magnets. There
are also final-focusing quadrupole magnets located directly outside of the
CLEO-c detector. As the beams go around the storage ring, they lose energy by syn-
chrotron radiation. The energy is replaced through the use of superconducting radio
frequency (RF) cavities which operate at a frequency of 500 MHz.
The electrons and positrons in the storage ring travel around in a single 90 mm × 50
mm elliptical vacuum pipe with its major axis in the horizontal plane. In optimal running
conditions, electrons and positrons are separately grouped into nine bunches called trains.
Each train contains up to five bunches, with each train separated with a 14 ns spacing.
Electron-positron collisions at non-desirable locations are prevented by four electrostatic
separators with electric fields in the horizontal plane. These separators push the orbit of
the electron and positron trains around each other into so-called pretzel orbits. Another
interaction point potentially exists at the opposite side of the storage ring from the CLEO-
c detector, but the beams are separated by two vertical electrostatic separators. At the
interaction point enclosed by the CLEO-c detector, the beams do not collide head-on
but with a small crossing angle of 2.5 mrad (≈ 1/7 ◦) into the ring. This allows for
bunch-by-bunch collisions of the electron and positron trains.
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The CESR facility operated efficiently at nominal beam energies of ∼5.3 GeV from
1979 to 2003 for the production of the Υ(4S) resonance. The change of beam energy to ∼2
GeV required changes in CESR since the amount of energy emitted through synchrotron
radiation, which is proportional to E4 [163] (E is the beam energy), decreases. Two im-
portant beam parameters are affected by the decreased amount of synchrotron radiation.
The first parameter is the damping time of the betatron amplitude, which is related to
the mean value of the transverse momentum of the beam. At the lower beam energies,
the damping time, which is proportional to E−3 [163], increases. The other parameter is
the horizontal beam size. The total beam size of a particle bunch can be described as
a six-dimensional phase space envelope (three in position space and three in momentum
space) [165]. At lower beam energies, the horizontal beam size, which is proportional
to E2 [163], decreases, thereby restricting the particle density per bunch. These effects
decrease the amount of attainable luminosity. It can be improved with the insertion of
wiggler magnets into CESR.
A wiggler magnet, sometimes called a Siberian snake, consists of an even number of
dipole magnets with high magnetic field intensities. The direction of the magnetic fields
alternates between the successive magnetic elements of the wiggler. The magnetic field
configuration shakes the beams in the horizontal plane, thereby increasing the amount
of synchrotron radiation with minimal amounts of overall deviation in the beam path
around the ring. The emission of the radiation decreases both the mean transverse and
longitudinal momenta of the beam particles while increasing the dispersion of the momen-
tum components. The decrease of the mean transverse momentum decreases the damping
time, while the increase of the dispersion of the transverse momentum increases the hori-
zontal beam size. The mean longitudinal momentum (E) is increased in the RF cavities,
while the dispersion of the longitudinal momentum (σE) is decreased.
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Twelve wigglers have been installed into CESR for operation at lower beam energies
(note that only six wigglers magnets had been installed in CESR when the data used in
this dissertation were taken). Each wiggler consists of eight dipole magnets with maximum
magnetic field strengths of 2.1 Tesla per magnet [163]. The wiggler magnets increase the
beam size by a factor of 4-8 and decrease the damping time by an order of magnitude, as
compared to a storage ring without wiggler magnets [164]. The beam energy resolution
(σE/E) from the wiggler dominated storage ring is σE/E = 8.6×10−4, four times larger
than without wigglers [164].
The beam energy is measured by determining the orbit length traveled by the beams
in the storage ring. To first order, the energy is determined by the bending dipole magnets
[166]
E0 =
ec
2π
∑
i
|Bi| ∆θi ρi, (3.1)
where e is the charge of the electron, c is the speed of light in a vacuum. The variables
|Bi|, ∆θi, and ρi are the magnetic field strength, bending angle, and radius of curvature of
the ith dipole magnet. The sum in Eqn. 3.1 is over all of the dipole magnets in the ring.
Additional corrections to the beam energy are caused by the RF cavities, electrostatic
separators, sextupole and wiggler magnets, and the different types, horizontal steering,
and hysteresis of the dipole magnets. As an example of the uncertainty in the absolute
value of the beam energy, Figure 3.2 shows the run-by-run hadronic cross section of the
ψ(2S) data sample, collected with the CLEO-c detector in December 2003 with CESR
in the six wiggler configuration, as a function of nominal beam energy. Also shown in
Figure 3.2 is the result of a numerical calculation program [167] which convolutes a non-
relativistic Breit-Wigner with its mean centered at the ψ(2S) mass (M(ψ(2S)) = 3686.093
± 0.034 MeV, Γ(ψ(2S)) = 281 ± 17 eV [2]), the Gaussian beam energy resolution, and
a Kureav-Fadin radiative tail [168]. Figure 3.2 shows that the beam energy is ∼0.7 MeV
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larger than expected. This leads to an absolute uncertainty in the center-of-mass energy
of the e+e− collision on the order of 1 MeV.
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Figure 3.2: Run-by-run hadronic cross section of the CLEO-c ψ(2S) data sample as a
function of nominal beam energy. The points are individual data runs and the histogram
is the result of a numerical calculation program which convolutes a non-relativistic Breit-
Wigner for the ψ(2S) resonance, the Gaussian beam energy resolution, and a Kureav-
Fadin radiative tail. The observed cross section for the group of runs near Ebeam = 1.8438
GeV indicates that the ψ(2S) peak occurs at a nominal energy which is ∼0.7 MeV higher
than 1.8431 GeV corresponding to the known mass of ψ(2S).
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3.2 The CLEO-c Detector
The electron and positron beams are focused to collide at a point near the midpoint of
the CLEO-c detector. Independent of the intermediate states, the final result of these
collisions produces relatively long-lived charged and neutral particles. There are five
different types of detected charged particles (and their corresponding antiparticles): the
electron (denoted by e), muon (µ), pion (π), kaon (K), and proton (p). The most common
and easiest neutral particle to detect is the photon, while other neutral particles are either
very difficult (the long lived neutral kaon K0L and antineutrons) or nearly impossible
(neutrons and neutrinos) to observe. The rest of this chapter is devoted to describing
how we measure the properties of particles observed with the CLEO-c detector.
The CLEO-c detector is a cylindrically symmetric detector with its axis of symmetry
aligned along the beam axis. It covers 93% of solid angle and is thus almost completely
hermetic. The main components of the CLEO-c detector are the inner drift chamber
[163], the main drift chamber [163, 169], the Ring Imaging Cherenkov (RICH) detector
[163, 170, 171], the crystal calorimeter [163, 172], and the muon detection chamber [163,
172, 173]. All of the components, with the exception of the muon detector, are operated
within a superconducting solenoidal coil which produces a uniform 1.0 Tesla magnetic
field parallel to the axis of symmetry of the detector. The detector is schematically shown
in Figures 3.3 and 3.4, and its components are described in the following sections. The
chapter concludes with a discussion of the trigger and data acquisition systems.
3.2.1 The Inner Drift Chamber
Located immediately outside of the interaction point and beryllium beam pipe (radius of
3.5 cm, 0.5 mm thick) is the six-layer inner drift chamber. It can detect charged particles
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Figure 3.3: The CLEO-c detector. The outer and endcap layers of the muon detection
chamber are omitted.
with |cosθ| < 0.93, where θ is the angle between the particle and the positron beam, and
consists of 300 drift cells filled with a helium-propane gas mixture. Each cell consists of a
sense wire surrounded by eight field wires, forming a nearly square cell shape with a half
cell size of 5 mm. The field wires are shared between neighboring cells, and neighboring
layers are shifted laterally by one half cell width. A potential difference of 1900 V is
applied to create an electric field between the sense and field wires. A charged particle
ionizes the gas when it passes through a cell. The ionized electrons are then attracted
toward the sense wire. The electric field near the sense wire is strong enough to cause the
ionized electrons to ionize more atoms, which in turn creates an avalanche of electrons
on the sense wire. The transit time of this electron pulse, synchronized with the timing
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Figure 3.4: Cross section of the CLEO-c detector in the r-z plane.
structure of the electron and positron bunches in the storage ring, is converted into a
distance of closest approach to the sense wire based on the drift velocity of the ionized
electrons. The collection of ionized electrons on the sense wire constitutes a wire hit and
is used in determining the trajectory of the charged particle.
The inner drift chamber covers a radial distance from 4.1 to 11.7 cm. The inner radial
wall is made of 1 mm thick aluminum. The endplates are 16.5 cm machined aluminum
plates located beyond the 93% solid angle coverage. The outer radial wall is made of
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127 µm thick Mylar. The helium-propane gas mixture, with a radiation length of ≈ 330
m, and inner and outer walls constitute a radiation length of 1.2%. The sense and field
wires are made of 20 µm diameter gold-plated tungsten and 110 µm diameter aluminum
wires, respectively. The wires in each layer are rotated in the φ direction to determine z
information of the charged particle. This rotation creates a so-called stereo angle, with the
innermost layer being 10.50 and the outermost layer being 15.40 (stereo angle is defined
as the φ difference that a wire makes between the endplate and the longitudinal center
of the detector). This detector geometry provides a 680 µm resolution in the position of
the charged particle creation along the beam axis (z0). The inner drift chamber has a
momentum resolution of ∼0.4% for charged particles at normal incidence (cosθ = 0) and
is the only source of z information for a charged particle with transverse momentum <
67 MeV/c.
3.2.2 The Main Drift Chamber
Immediately outside of the inner drift chamber is the main drift chamber. It covers the
radial distance from 13.2 to 82.0 cm and is the primary source of position and momentum
measurements of charged particles. The main drift chamber consists of 9795 drift cells.
The cells are arranged in 47 layers, with the first 16 layers having their field and sense wires
aligned along the beam axis; the remaining 31 outer layers are rotated in a fashion similar
to the inner drift chamber. The 31 stereo layers are combined into 4-layer “superlayers”
which have alternating stereo angles of about 30. The wire material, gas mixture, cell
geometry, endplate material, power supplies, and readout electrons are the same as the
inner drift chamber, with the exceptions that the half cell size is 7 mm and a potential
difference of 2100 V is applied in each cell. The inner wall of the main drift chamber is
2.0 mm thick expanded acrylic with 20 µm aluminum skins. The outer radial wall, made
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of two layers of 0.8 mm thick aluminum cylindrical shells, is lined with 1 cm wide cathode
pads. The cathodes provide a longitudinal position measurement at the outer radius and
cover 78% of solid angle. The cathodes, when used with the stereo layers, improve the
spatial measurement in the z direction. Using a sample of e+e− → e+e− data events, it
was shown that the resolution in the z direction was improved from 1.5 mm to 1.2 mm
with the inclusion of information from the cathodes [169]. The total radiation length of
the main drift chamber is ∼2%.
The energy loss of a charged particle due to ionization in the main drift chamber can
be used for particle identification. The amount of energy loss per unit length (dE/dx)
is related to the velocity of the particle. The χ2-like variable for particle identification
relates the measured dE/dx to the expected dE/dx for particle hypothesis i (i = e,µ,π,K,
or p) by
Si =
(dE/dx)measured − (dE/dx)expected,i
σ
, (3.2)
where σ is the uncertainty in the dE/dx measurement. Typical dE/dx resolutions are
around 6%. Figure 3.5 shows measured dE/dx as a function of momentum. It shows that
kaons can be well separated from pions with momenta . 500 MeV/c and protons can be
well separated from pions and kaons with momenta . 1 GeV/c.
The Kalman fitter procedure [174, 175] is used to reconstruct the path of the charged
particle through the beam pipe, inner drift chamber, and main drift chamber. A charged
particle moving in a vacuum through a solenoidal magnetic field traces out a helix, from
which the momentum and position of the charged particle can be determined. The helix
track needs to be corrected for various distortions caused by the material that the charged
particle traverses. These distortions are mainly due to ionization energy loss and multiple
scattering. Additional corrections include finite signal propagation time along the sense
wires, flight time corrections of the ionized electrons in the drift cell, and the non-uniform
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Figure 3.5: Measurement of dE/dx as a function of particle momentum. The bands show
the dE/dx deposited by (from left to right) π, K, and protons, respectively.
magnetic field near the endcaps due to the final-focusing quadrupole magnets. Wire hits
from both the inner and main drift chamber are used to reconstruct the trajectory of the
particle. The momentum resolution is a function of the spatial resolution of individual
hits, which is on average 88 µm. The momentum resolution for charged particles with
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1 GeV/c momenta at normal incidence is ∼0.6%. The resolution is worse for charged
particles with transverse momenta < 120 MeV/c because they will not transverse all 47
cell layers and the outer radius cathodes of the main drift chamber.
3.2.3 The RICH Detector
Outside of the main drift chamber is the Ring Imaging Cherenkov (RICH) detector. If
the velocity of a charged particle is greater than the speed of light in the medium, it emits
radiation in the form of Cherenkov photons. The photons are distributed in a conic shape
and the apex angle of the cone, called the Cherenkov angle Θ, is related to the particle
velocity by
cos Θ =
1
βn
, (3.3)
where β is the velocity of the particle in units of c and n is the index of refraction of
the medium. Equation 3.3 can be rewritten in terms of the momentum and mass of the
particle as
cos Θ =
1
n
√
1 +
m2
p2
. (3.4)
Therefore, the particle can be identified by measuring the Cherenkov angle and its mo-
mentum.
The RICH detector is a “proximity focusing” Cherenkov detector, which means that
the Cherenkov photons are not focused and the Cherenkov angle is determined by allowing
the photons to propagate over a finite space. The detector is composed of the following
elements: a radiator material where the charged particle radiates Cherenkov photons, an
expansion volume, and photon detectors. The radiators are made of lithium fluoride (LiF)
plates. The expansion volume is 16 cm long and filled with nitrogen gas. The photon
detectors are highly segmented multiwire proportional chambers (MWPC) filled with a
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methane-triethylamine (TEA) gas behind 2 mm calcium fluoride (CaF2) windows. The
detector covers the radial distance from 82 and 101 cm, its radiators cover 83% of solid
angle, and constitutes a total radiation length of about 12%. Figure 3.6 shows a schematic
diagram of a one-tenth view of the RICH detector in the r−φ plane and an example of a
charged particle, with its associated Cherenkov photons, propagating through its volume.
The components of the RICH detector are optimized for Cherenkov photons with a
wavelength of 150 nm, for maximum quantum efficiency of the methane-TEA mixture in
the photon detector. The index of refraction of the LiF radiators is n = 1.50 at 150 nm.
The nitrogen gas in the expansion volume and the CaF2 windows have a transparency of
> 99.5% and > 80% [171], respectively.
The LiF radiators have a surface area of 17 cm × 17.5 cm and an average thickness of
1.0 cm. They are arranged in 14 coaxial rings with 30 radiators each. Emitted photons
from charged particles at normal incidence would experience total internal reflection with
flat surface radiators. The middle four rings, which accept particles with |cosθ| . 0.4,
have a “sawtooth” outer surface to overcome this problem and this radiator geometry is
shown in Figure 3.6. Radiators at larger |cosθ| which do not have this problem have a
flat planar outer surface.
The MWPC photon detectors are arranged to cover the same azimuthal angle as the
radiators. The photoelectrons produced by a photon are detected by cathode pads, which
have a surface area of 7.5 mm × 8.0 mm and are located 4.5 mm behind the CaF2 windows.
The cathode pads are arranged into 24 by 40 pad arrays with a total surface area of 30 cm
× 19 cm. There are 8 arrays per MWPC, each separated by a 7 mm spacing. Axial anode
field wires are placed 1 mm above the cathode pads with a spacing of 2.66 mm with 72
anode wires per MWPC. The anode wires are 20 µm diameter gold-plated tungsten with
a 3% admixture of rhenium. The back plane of the CaF2 windows has 100 µm wide silver
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Figure 3.6: A one-tenth cross section view of the RICH detector in the r− φ plane. Also
shown is the trajectory of a candidate charged track K or π and its associated Cherenkov
photons.
traces spaced 2.5 mm apart. A 2700 V potential is applied between the silver traces and
the anode wires. Examples of Cherenkov rings produced in sawtooth and flat radiators
are shown in Figure 3.7.
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Figure 3.7: Cherenkov rings produced by a track transversing the sawtooth (left) and
flat (right) radiators. The small rectangles are individual cathode pad hits and the large
rectangles are the 24 × 40 cathode cell arrays. Only half of the Cherenkov ring is observed
from flat radiators (right) because the other half experiences total internal reflection in
the radiator; the ring shape from sawtooth radiators (left) is distorted due to the radiator
surface geometry. The cathode hits near the center of the Cherenkov rings are from the
incident charged particle crossing the cathode plane.
Precise measurement of the momentum vector of the charged particle at the radiator is
important for the angular resolution of the Cherenkov cone. The main drift chamber has
very good transverse momentum resolution but has larger uncertainty in the z direction.
The z momentum component can be improved by as much as 50% if the charged particle
can be associated with hits in the cathodes. The photons are traced out from their emitted
point to the MWPC while also considering materials that it traverses along its path. The
average number of observed photons for candidate particles is typically 12 and 10 photons
from sawtooth and flat radiators, respectively. The angular resolution of a single photon
produced in the sawtooth and flat radiators are σθ = 13.2 and 15.1 mrad, respectively.
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The angular resolution per track is determined by accepting all photons which are within
±3σ of the expected Cherenkov angle and weighting each photon by 1/σ2θ ; σθ = 3.7 and
4.9 mrad for sawtooth and flat radiators, respectively. Possible sources of uncertainties
in the angular resolutions are from the location of the photon emission point, chromatic
dispersion, position error of reconstructed photons, and trajectory of the charged track in
the radiator.
Information from the Cherenkov photons is used to derive a likelihood for a particular
particle hypothesis. The likelihood weights each possible optical path traveled by a photon
by considering the length of the radiation path and the refraction probabilities from
inverse ray tracing. A χ2-like particle identification variable can be obtained by taking
the difference of the logarithm of two different particle hypotheses, given explicitly as
χ2i − χ2j = −2lnLi + 2lnLj , (3.5)
where Li and Lj denote the likelihood for particle hypotheses i and j, respectively. Figure
3.8 shows an example for the kaon efficiency and pion fake rate as a function of different
values of χ2K − χ2pi for momenta > 0.7 GeV/c. The kaon efficiency is 92% and the pion
fake rate is 8% when requiring a given particle to be more like a kaon than a pion, defined
as χ2K −χ2pi < 0. Figure 3.9 shows the particle separation as function of momentum when
both particles are above their respective Cherenkov radiation thresholds.
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Figure 3.8: Kaon efficiency (solid points) and pion fake rate (open circles) determined
from the RICH detector for various cuts on χ2K − χ2pi for kaons and pions with momenta
> 0.7 GeV/c.
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Figure 3.9: Particle separation in the RICH detector. The quantity plotted is
|θX(P ) − θpi(P )/σ(P ) versus particle momentum for X = e, µ,K, or p, where σ(P ) =
σβ=1
√
Nβ=1γ /Nγ(P ) is the rms resolution.
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3.2.4 The Crystal Calorimeter
Located directly outside of the RICH detector in the radial direction and outside of the
endcap of the main drift chamber is the electromagnetic calorimeter. The calorimeter con-
sists of 7784 thallium-doped cesium iodide blocks. Three different types of reactions can
occur in the crystals depending on the incident particle [176]. The first type of reaction is
the production of an electromagnetic shower produced by incident photons, electrons, and
positrons. Photons produce electron-positron pairs, while electrons and positrons emit
bremstrahlung radiation. The bremstrahlung photons then produce electron-positron
pairs. This produces a large number of low energy electrons, positrons, and photons. The
low energy positrons and electrons annihilate to produce pairs of photons, and low energy
photons begin to ionize the atoms. The low energy electrons are captured by thallium
atoms in the crystal. The deexcitation of thallium emits visible light (λ = 560 nm for
CsI(Tl) [176]), which in turn is detected by a silicon photodiode. In the second type of re-
action, the charged particle directly ionizes atoms in the crystal. The liberated electrons
are captured by thallium atoms. This type of reaction occurs for all charged particles
(with the exception of electrons and positrons). The last type of reaction occurs when
hadrons interact strongly with an atomic nucleus in the crystal. These strong interactions
can produce a large number of neutral pions, which decay to pairs of photons and produce
electromagnetic showers.
The calorimeter is configured in three sections, a barrel region and two endcap regions,
as shown in Figure 3.4. The barrel region accept particles in the |cosθ| range of < 0.8, and
the endcaps accept 0.85 < |cosθ| < 0.93. The transition region, defined by 0.8 < |cosθ|
< 0.85, is generally not used, because detector material blocks the interaction point and
there are shower spillovers between the barrel and the endcap. The barrel region covers a
radial distance from 102.4 to 142.5 cm and has a length of 3.37 meters. It contains 6144
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blocks arranged in 48 azimuthal rows with 128 blocks per row. The front surface of each
block is aligned to point back to the interaction point, with a minor correction caused
by the gaps between blocks pointing a few centimeters away to prevent incident particles
from passing between adjacent blocks. The endcap sections contain 820 blocks and are
four-fold symmetric in φ. The front surfaces form a plane which is located 124.8 cm away
from the interaction point. Each crystal block has a front surface area of 5 cm × 5 cm
and a length of 30 cm, or 16 radiation lengths. Each block is wrapped with three layers of
0.04 mm white teflon and one layer of 0.01 mm aluminized mylar to ensure high internal
reflection.
The light yield from a block is converted into electrical signals by four photodiodes
attached to the back plane of each block; each with an active area of 1 cm × 1 cm. Each
photodiode is connected to a separate nearby preamplifier. The four photodiodes for a
given block are then summed by a mixer/shaper card. The output from the mixer/shaper
card sends a signal to an analog-to-digital converter (ADC) and is also combined with
other nearby blocks in a trigger tile to be used by the calorimeter trigger, described in
more detail in the trigger section, Section 3.2.6.
The ADC values are converted into energies before shower reconstruction begins. This
requires electronic pedestal subtraction, gain multiplication, and conversion to absolute
energy units. Crystal-by-crystal energy calibrations are calculated using e+e− → e+e−
(Bhabha) data events.
Energy from neighboring blocks are combined to determine the total shower energy
from the incident particle, starting with the most energetic block if its energy exceeds
10 MeV. Varying the number of blocks included in determining the total energy of a
shower as function of shower energy improves the shower energy resolution [172]. The
number of blocks considered in a shower has a logarithmic dependence, ranging from 4
128
blocks at 25 MeV to 13 blocks at 2 GeV . The centroid of the shower is determined by an
energy-weighted average of the block centers used in constructing the shower. The shower
energy resolution in the barrel region is 4.0% at 100 MeV and 2.2% at 1 GeV. Figure 3.10
shows the shower energy resolution as a function of the number of summed blocks. The
angular resolution for barrel showers is about 10 mrad. Showers reconstructed in the
endcap regions are of comparable quality.
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Figure 3.10: Shower energy resolution as a function of the number of summed blocks
determined for the CLEO II detector. The calorimeter has remained unchanged since
the installation of the CLEO II detector. The curves were generated from a Monte Carlo
shower simulation of 100 MeV photons with appropriate noise included. The points were
measured with experimental data from the 100 MeV photon lines from the transitions
Υ(3S) → γχbJ (2P ). The arrow indicates the actual number of summed blocks for 100
MeV photons.
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Figure 3.11: The CLEO II detector, showing the barrel and endcap muon chambers. The
muon chambers has remained unchanged since the installation of the CLEO II detector.
3.2.5 The Muon Detector
The muon detector, as shown in Figure 3.11, consists of a system of proportional chambers
interspersed in the return iron of the solenoid magnet. The muon detector covers 85%
of solid angle. In the barrel region, the chambers are located behind 36, 72, and 108 cm
of iron at normal incidence and located at respective radial distances of 2.10, 2.46, and
2.82 meters. Chambers are also placed outside of the endcap iron at a distance of 2.82
meters away from the interaction point. The total available thickness of iron absorber
varies from about 7.2 to 10.0 nuclear interaction lengths (n.l.) depending on their flight
direction (1 n.l. = 16.7 cm of iron [2]).
A muon chamber, as shown in Figure 3.12, consists of three layers of proportional
131
counters interspersed with copper pickup strips. The middle counter layer is offset by
one half cell width to improve geometric acceptance. A proportional counter, as shown
in Figure 3.13, is made of 5 m long, 8.3 cm wide PVC plastic. Each counter has eight 9
mm × 9 mm U-shaped rectangle cells, all enclosed in a 1 mm thick PVC sleeve. Each
cell has a 50 µm diameter silver-plated copper-beryllium anode wire and is filled with an
argon-ethane gas mixture. The three sides of a cell are coated with graphite providing
the cathode for the cell. Each cell is operated in the proportional mode with a potential
of 2500 V. For position measurements orthogonal to the counter length, 8.3 cm wide
external copper pickup strips are located on top of each counter. In total, the muon
detector consists of 2352 counters and 5472 strips.
To determine if a hit in the muon detector is associated with a charged particle track,
the track is traced out from the main drift chamber and, after taking into account multiple
scattering and energy loss, it is projected through the muon detector. A two-dimensional
χ2 fit is performed to test if the hit can be associated with the track. The hit in the muon
chamber is identified with the track if χ2 < 16. The resolution for anodes located in the
three barrel chambers (increasing in distance from the interaction point) is 3.7, 4.6, and
5.7 cm, respectively; in the endcap chambers, the resolution is 7.2 cm. The corresponding
resolution for the strips are 5.5, 7.0, 7.5, and 9.0 cm. Particles must have momenta in
excess of 1.0 GeV/c to be detected in the muon detector. In the momentum range 1.5-2.0
GeV/c, the efficiency for muons to penetrate > 3, > 5, and > 7 n.l. is about 90%, 85%,
and 30%, respectively. The efficiency is also stable over the entire |cosθ| range except
for a slightly lower efficiency at the largest |cosθ| (near the beampipe). The fake rate for
pions and kaons to transverse 3 n.l. in the same momentum range is about 4% and 12%,
respectively.
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Figure 3.12: Cross section of a muon chamber. It consists of three layers of 8-cell propor-
tional counters interspersed with copper pickup strips. The middle counter layer is offset
by one half cell width to improve geometric acceptance.
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Figure 3.13: Cross section of the proportional counter for the muon detector.
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3.2.6 The Trigger System
This description of the trigger is based on Refs. [163], [177], [178], and [179]. A schematic
view of the trigger system [163] is shown in Figure 3.14. Data from the main drift chamber
and crystal calorimeter are received and processed on separate VME crates by appropriate
circuit boards to yield basic trigger primitives such as track count and topology in the
main drift chamber and shower count and topology in the calorimeter. The information
from both systems is correlated by global trigger circuitry which generates an ’pass’ strobe
every time a valid trigger condition is satisfied. The ’pass’ signals are conditionally passed
by the data flow control (DFC) circuitry to the gating and calibration (GCAL) modules
for distribution to the data acquisition system. In addition, online luminosity information
is determined by the luminosity (LUMI) module from calorimeter information and sends
it to the CESR accelerator control room via the global trigger.
The trigger system consists of two tracking triggers [177], one using information from
the axial layers of the main drift chamber and the other using the stereo layers, a calorime-
ter trigger [178], and a decision and gating global trigger system [179]. Configuration and
supervision duties are provided by MVME2304 PowerPC modules, which play the dual
role of crate controller (CTL) and data mover (DM). Also, for clock and ’pass’ signal dis-
tribution, as well as busy signaling, a trigger interface module (TIM) is used. The details
of the tracking, calorimeter, and global triggers are discussed in the following subsections.
Tracking Triggers
The limited wire count in the axial portion of the main drift chamber makes it possible
to build a tracker that examines the complete set of 1696 axial wires in the first 16 layers
of the main drift chamber for possible valid patterns caused by tracks having transverse
momenta > 133 MeV/c. Patterns from tracks missing the central axis of the beam pipe
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Figure 3.14: Overview of the trigger system. For the explanation of symbols, see text.
by as much as 5 mm are included.
The axial trigger bins the data into 42 ns wide time slices, three times longer than
the bunch spacing in a beam train. This discretization is sufficient for the time resolution
required by the trigger, namely to determine the time of the interaction, with a fixed
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offset, to within 100 ns. Pattern recognition is performed by the axial tracking (AXTR)
boards for the entire axial portion of the main drift chamber.
The axial processor (AXPR) takes the 112 φ tracking bits from the AXTR boards and
produces a 7 bit track count, a 48 bit array which represents the azimuthal event topology,
and a 2 bit time stamp. The information from the AXPR boards are then passed to the
track correlator (TRCR) boards.
The stereo section of the main drift chamber (layers 17-47) differs from the axial
section in that the stereo wires are offset with respect to the beam, or z, axis; the axial
wires are almost exactly parallel. The stereo section is broken up into eight superlayers.
The first seven superlayers have four layers of wires each; the last has only three. The
odd superlayers are called the U superlayers and have a positive φ tilt with respect to the
z-axis; the even ones are V superlayers and have a negative tilt.
There are too many (8100) wires in the stereo section of the main drift chamber for
the stereo tracker to examine every wire individually. Instead, the stereo tracker receives
1 bit for every 4 by 4 block of wires. The U and V superlayers are tracked separately.
The stereo block definitions (which patterns within a 4 by 4 block are defined as track
segments) and the stereo road definitions (which groups of U or V blocks is considered
a valid track) were generated from simulated tracks having transverse momenta > 167
MeV/c. In order to satisfy a stereo block pattern, a hit must be present on at least 3 out
of 4 layers, allowing high track efficiency for realistic wire hit efficiencies. Stereo roads,
however, do not allow from missing blocks.
One stereo tracking (STTR) board is responsible for one-sixth of the U or V superlayers
(12 boards total for the stereo trigger). To prevent inefficiencies at board boundaries,
information is shared between neighboring STTRs. As with the axial trigger, pattern
recognition is performed every 42 ns. The outputs from each STTR are sent to the
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TRCR boards for further processing.
Topological information from both the axial and stereo tracking trigger hardware is
received by two TRCR boards. The TRCRs correlate the U, V, and axial projection
bits to form a final set of 48 correlated azimuthal projection bits as well as high and low
momentum track counts. The derived TRCR output information is sent to the Level 1
decision electronics.
The stereo tracking trigger provides high efficiency per track and good background
rejection. The combined axial plus stereo tracking trigger is much less sensitive to back-
grounds than the axial trigger alone, while maintaining an efficiency of > 99% for single
tracks.
Calorimeter Trigger
The calorimeter trigger incorporates both analog and digital electronics to provide
pipelined trigger information every 42 ns with a latency of ∼2.5 µs. Analog processing is
employed to address the quantization error caused by split energy deposition in adjacent
calorimeter blocks, and digital field programmable gate arrays are used extensively to filter
and categorize the calorimeter energy topology. Timing, position, and energy information
are all available for use in the calorimeter trigger.
Complications associated with boundaries in the calorimeter are reduced by creating
overlapping ’tiles’ by forming analog sums of signals from groups of 64 calorimeter blocks,
as shown by the example in Figure 3.15. A photon striking the calorimeter will deposit
nearly all of its energy in at least one of the groups of blocks summed in a tile. Naturally, a
signal in a single block will appear in four different tiles; it is the task of the tile processors
(TPRO) to account for this.
The TPRO boards receive data from as many as 384 active tiles in the calorimeter
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Figure 3.15: An example of calorimeter trigger tiles. A 12 by 12 block subregion of the
calorimeter is shown, with a single crystal block represented by an individual box. An
example of a photon shower is represented by the cluster of solid boxes, and trigger tiles
are denoted by the area covered by dashed lines.
barrel and 120 tiles in the endcaps. The first task of the TPRO is to filter event data so
that adjacent or overlapping tiles which contain energy are reduced to a single hit. After
filtering the data, the TPRO then determines the number of showers and their position
in the calorimeter. The algorithm run by the TPRO boards is a comprise between the
angular and energy resolutions and the desire to limit the amount of information to be
processed by the trigger. The TPROs remove all but the highest threshold tile in a
group of adjacent or overlapping tiles and project the two-dimensional tile information
into one-dimensional distributions in θ and φ.
Once the individual TPROs have produced their results, one SURF (Sampling Unit
for Radio Frequency) board combines the four barrel TPRO projections and tile counts.
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A second SURF board does the same for the endcap TPROs. The output from the SURF
boards are sent to the crystal calorimeter global logic (CCGL) for use by the Level 1
decision electronics.
Global Trigger
The global decision and data flow control system produces and distributes a trigger de-
cision every 42 ns based on input from the tracking and calorimeter triggers described
above. Programmable trigger decision (L1TR) boards monitor this information. Tracking
and calorimeter information is received and channeled through variable-depth pipelines
to time-align the data; tracking is available in ∼2 µs while the calorimeter requires over
2.5 µs. The time-aligned information is presented on a shared backplane where several
L1TR modules have access to the information for performing independent trigger condi-
tion evaluation.
All L1TR boards see the same input information on the Level-1 backplane. The trigger
logic section allows the user to define 24 independent trigger “lines”, each a (potentially
complex) combinatoric function of the 179 inputs. Each of the 24 trigger lines is routed
through a 24 bit prescalar to a 40 bit scalar. In the present mode of operation we typically
run with a set of about eight trigger lines. The definitions of these lines are shown in
Table 3.1. Once the criteria for a trigger line is satisfied, the detector information is sent
to the data acquisition system.
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Table 3.1: Definitions of the trigger lines. Note that the random trigger only sends out
one of 1000 Level 1 decisions to the data acquisition system, i.e., prescaled by 1000.
Name Definition
Hadronic (Naxial > 1)&(NCB low > 0)
Muon Pair Two back-to-back stereo tracks
Barrel Bhabha Two back-to-back high showers in barrel
Endcap Bhabha Two back-to-back high showers in endcaps
Electron track (Naxial > 0)&(NCB med > 0)
Tau (Nstereo > 1)&(NCB low > 0)
Two Track Naxial > 1
Random random 1 kHz source
3.2.7 The Data Acquisition System
This description of the data acquisition system is based on Ref. [163]. The data acquisition
(DAQ) system [163] consists of two equally important parts. The data collection system is
responsible for the data transfer from the front-end electronics to the mass storage device,
while the slow control system monitors the data quality and the detector components. A
block diagram of the DAQ system for the CLEO III detector is shown in Figure 3.16. The
only change between the CLEO III and CLEO-c detector, and the corresponding change
in the DAQ system, is the replacement of the Silicon vertex detector (Si-VERTEX) with
the inner drift chamber.
For each event accepted by the trigger, approximately 400,000 detector channels have
to be digitized. Front-end data conversion is performed in parallel and local buffers on each
databoard hold the data for later asynchronous readout by the DAQ. Data sparsification
is performed directly on the databoards. The Data Mover, a dedicated module in each
front-end crate, assures transfer times below 500 µs and provides a second buffer layer.
Using data links based on the Fast Ethernet protocol, the event fragments are transmitted
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Figure 3.16: Block diagram of the CLEO III data acquisition system. The only change
between the CLEO III and CLEO-c detector, and the corresponding change to the DAQ
system, is the replacement of the Silicon vertex detector (Si-VERTEX) with the inner
drift chamber.
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from the crates to the Event Builder. Completely assembled events are transferred to
mass storage and a fraction of the data is analyzed online by the CLEO monitor program
(Pass1) to quickly discover problems and to ensure the quality of the data written to tape.
The flow of event data through the data collection system is controlled by a simple
control protocol. The basic philosophy is to rearm the experiment to wait for the next
trigger only when sufficient buffer space is available to receive a new event, i.e., a free slot
at the databoard.
Independent from the main data path, a slow control system monitors the individual
detector components. Run control as well as the initialization of the detector subsystems
are also part of the slow control system.
The key parameters for the DAQ system are the trigger rate, the acceptable deadtime,
as well as the average event size. These quantities constrain the readout and digitization
time in the front-end electronics as well as the data transfer bandwidth the DAQ system
has to provide. The performance parameters of the DAQ system are listed in Figure
3.2. The readout time is defined as the time between the trigger signal and the end
of the digitization process in the front-end electronics. For each event accepted by the
trigger, this causes deadtime, and hence it is desirable to keep the readout time as short
as possible. The maximum readout induced detector deadtime is, on average, < 3%.
Table 3.2: Performance parameters of the DAQ system.
Name Achieved Performance
Maximum Readout Rate 150 Hz (data taking)
500 Hz (random test trigger)
Average Eventsize 25 kBytes
Average Readout Time 30 µs
Data Transfer Bandwidth 6 MBytes/s
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Chapter 4
Analysis of Data
4.1 Data Sample
Table 4.1 lists the continuum and ψ(2S) data samples used in the present analysis.
Table 4.1: Continuum and ψ(2S) data samples.
Data sample
√
s (GeV) L (pb−1)
Continuum 3.671 20.7
ψ(2S) 3.686 2.89
The luminosity for the continuum data sample is determined by comparing the QED
processes e+e− → e+e−, e+e− → µ+µ−, and e+e− → γγ to their respective calculated
cross sections [181]. The calculated cross sections and the efficiencies for the respective
QED final states are determined by the Babayaga generator [180], which include correc-
tions for the initial state radiation and, for the e+e− → l+l− final states, interference from
the J/ψ, ψ(2S), and ψ(3770) resonances. The luminosity for the ψ(2S) data sample is
determined from only the e+e− → e+e− and e+e− → γγ processes due to contamination
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of the µ+µ− final state from the ψ(2S) → µ+µ− decays [182]. The ψ(2S) → µ+µ− and
ψ(2S)→ e+e− decays in the ψ(2S) sample account for (43± 5)% and (2.7± 0.1)% of the
total µ+µ− and e+e− events observed, respectively. The errors in the above fractions arise
from the current experimental uncertainties in the ψ(2S) → µ+µ− and ψ(2S) → e+e−
branching ratios [2]. The total uncertainties in the luminosities are 1% [181] and 3% [182]
for the continuum data sample and ψ(2S) data samples, respectively.
The primary data sample for our form factor determinations is the continuum data
sample. The ψ(2S) data sample is used for two purposes: (i) it allows the opportunity
to test and tune the selection criteria on an independent data sample by measuring the
ψ(2S) branching ratios to the final states of interest, and (ii) since the continuum data is
only 15 MeV below the ψ(2S) resonance, it allows us to take account of the contribution
of the tail of the ψ(2S) resonance in the continuum data sample.
The number of the produced ψ(2S) in the ψ(2S) data sample is determined from the
number of observed hadronic events. The number of produced ψ(2S) is 1.52× 106 with a
systematic uncertainty of 3% [183].
The continuum data sample needs to be corrected for the contamination from the
tail of the ψ(2S) resonance. A contamination scale factor is determined by using the
number of observed π+π−J/ψ events in the continuum and ψ(2S) data samples [184].
The resulting scale factor is
Cpi
+pi−J/ψ =
N
pi+pi−J/ψ
cont
N
pi+pi−J/ψ
ψ(2S)
=
221± 15
30518± 175 = 0.0072± 0.0005 (4.1)
where N
pi+pi−J/ψ
cont and N
pi+pi−J/ψ
ψ(2S) are the number of observed π
+π−J/ψ, J/ψ → l+l− events
observed in the continuum and ψ(2S) data samples, respectively. This scale factor is
found to be in good agreement with the one determined from the luminosities and the
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evaluation of the ψ(2S) tail [184].
4.2 Monte Carlo Samples
In order to determine the suitable criteria for event selection and background rejection
for the e+e− → hh (h = π+, K+, p) processes, Monte Carlo (MC) samples are generated
for the following processes: e+e− → hh (signal MC), e+e− → γJ/ψ, J/ψ → hh (ISR
J/ψ MC), and e+e− → l+l− (leptonic MC), where l = e, µ. The hadronic final state
MC samples are generated with the EvtGen generator [185], while the leptonic MC sam-
ples are generated with the Babayaga generator [180]. All MC samples described above
incorporate final state radiation emitted from the charged particles [186].
The e+e− → hh MC samples are generated with proper angular distributions. The
e+e− → π+π− and e+e− → K+K− MC samples are generated with a sin2θ angular
distribution, where θ is the angle between the charged hadron and the positron beam, as
defined in Eqn. 1.15. Two different sets of e+e− → ppMC samples are generated based on
different assumptions of the proton electric form factor. The two different assumptions are
|GPE(s)| = 0 and |GPE(s)| = |GPM(s)|. The proton form factors are related to the differential
cross section for their pair production at
√
s as follows
dσ0(s)
dΩ
=
α2
4s
βp
[
|GPM(s)|2 (1 + cos2θ) +
(
4m2p
s
)
|GPE(s)|2 (sin2θ)
]
.
=
α2
4s
βp|GPM(s)|2(1 + η)
[
1 +
(
1− η
1 + η
)
cos2θ
]
, (4.2)
where α is the fine-structure constant, mp is the proton mass, βp is the proton velocity (in
terms of c) in the laboratory system, |GPM(s)| and |GPE(s)| are the magnetic and electric
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form factor of the proton, respectively, and
η =
4m2p
s
|GPE(s)|2
|GPM(s)|2
. (4.3)
At
√
s = 3.671 GeV, the angular distributions are 1 + cos2θ for |GPE(s)| = 0 and
1 + (0.59)cos2θ for |GPE(s)| = |GPM(s)|.
The hadronic final state MC samples consist of 20,000 generated events. Each sample
uses the same 10 continuum data run numbers, which allows for a sampling of realistic
detector effects.
The leptonic MC samples simulate the number of dilepton events in the continuum
data sample. The cross sections listed below are determined by the Babayaga generator
[180]. The cross section for Bhabha events (e+e− → e+e−) at √s = 3.671 GeV and
each track having |cosθ| < 0.8 is σBhabha = 126.50 ± 0.14 nb. With a total integrated
luminosity of L = 20.4 pb−1, a sample of 2.59×106 Bhabha events is generated. The cross
section for dimuon events (e+e− → µ+µ−) at √s = 3.671 GeV, with the same track |cosθ|
requirement, is σdimuon = 4.999 ± 0.015 nb. This corresponds to a sample of 102,500
dimuon events. The leptonic MC samples are generated using all of the continuum data
run numbers, and the number of events in each run is weighted according to its luminosity.
In order to study other possible background sources, a generic sample of ψ(2S) MC
decays is analyzed. The sample consists of 40,568,651 events or 26.7× the
CLEO-c ψ(2S) data sample. The ψ(2S) → hh branching ratios from the generic ψ(2S)
MC sample are not determined because the angular distributions of the ψ(2S) → hh
decays are thrown according to phase space and no final state radiation is incorporated.
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4.3 Particle Identification Definitions
In order to discriminate between the e, µ, π, K, and p charged particles, particle iden-
tification (PID) information from the specific ionization (dE/dx) measured in the main
drift chamber and Cherenkov radiation information from the RICH detector are used to
form a joint χ2 function. For dE/dx, we form a quantity Si (i = e, µ, π,K, p), which is
Si =
(dE/dx)meas − (dE/dx)expected,i
σ
. (4.4)
The measured dE/dx of the charged track is (dE/dx)meas, the expected dE/dx for particle
hypothesis i is (dE/dx)expected,i, and the uncertainty in the dE/dx measurement is σ. The
information from the RICH detector is given in the form of a likelihood function, −2logL.
The joint χ2 function is
∆χ2(i− j) = −2logLi + 2logLj + S2i − S2j . (4.5)
The more negative ∆χ2, the higher the likelihood the particle is of type i compared to
type j.
Information from the crystal calorimeter (CC) and the main drift chamber is also used
for charged particle identification. A CC shower is “matched” to a charged particle track
if the shower is within 8 cm transverse to the position vector of the track at the front of
the CC surface and 15 cm along the direction of the vector of the track. The CC energy
associated with a track, denoted by EtkCC , is the sum of all CC crystal energies in the
shower associated with the track. The ratio EtkCC/p is also used and is defined as the
ratio of the CC shower energy associated with the track to the momentum of the track
measured with the inner and main drift chambers.
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4.4 Kinematics of Two Track Events
Figures 4.1, 4.2, and 4.3 show the MC distributions for direct production of the two track
final states which satisfy the acceptance, trigger, and tracking criteria. The variable Xh
is the total energy of the two tracks, assuming the particle hypothesis of interest for each
track, normalized to
√
s. The signal regions are defined as 0.98 < Xh < 1.02. An event
passes the acceptance criteria when it has
• Number of tracks (Ntrk) = 2
• Net charge (ΣQ) = 0
• Each track with |cosθ| < 0.8
The trigger criteria are given in Table 3.1. A track passes the tracking criteria when it
has
• |db| < 5 mm, and |zb| < 5 cm (IP)
• 0.5 < DRHF < 1.2, and χ2/dof < 10 (Track Quality).
The interaction point (IP) variables db and zb are the distances between the origin of the
helix fit and the position of the e+e− annihilation in the plane perpendicular to and along
the axis defined by the positron beam, respectively. DRHF is defined as the number of
inner and main drift chamber wire “hits” observed vs. the number of “hits” expected
from the helix fit. The reduced χ2/dof is the fit confidence normalized by the number of
degrees of freedom of the track helix fix.
The XK and Xp distributions in Figures 4.2 and 4.3, respectively, show that the
e+e− → K+K− and e+e− → pp signal regions are sufficiently displaced from the dominant
e+e− → l+l− background region. This is not the case for e+e− → π+π− events, shown
149
Figure 4.1: MC Xpi distributions with the acceptance, trigger, and tracking criteria ap-
plied. The distributions are from e+e− → π+π− signal MC (solid histogram at Xpi = 1),
e+e− → K+K− signal MC (dot-dashed), e+e− → pp signal MC obtained with |GPE(s)| =
0 (solid at Xpi = 0.87), Bhabha MC (dashed), and dimuon MC (dotted). The hadronic
distributions (π+π−, K+K−, pp) are arbitrary normalized while the dileptonic distribu-
tions (e+e−, µ+µ−) correspond to the number of leptonic events at
√
s = 3.671 GeV and
a 20.4 pb−1 data sample. The signal region is defined as 0.98 < Xpi < 1.02 and is enclosed
between the vertical lines.
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Figure 4.2: MC XK distributions with the acceptance, trigger, and tracking criteria ap-
plied. The distributions are from e+e− → π+π− signal MC (dot-dashed), e+e− → K+K−
signal MC (solid histogram at XK = 1), e
+e− → pp signal MC obtained with |GPE(s)| =
0 (solid at XK = 0.90), Bhabha MC (dashed), and dimuon MC (dotted). The hadronic
distributions (π+π−, K+K−, pp) are arbitrary normalized while the dileptonic distribu-
tions (e+e−, µ+µ−) correspond to the number of leptonic events at
√
s = 3.671 GeV and a
20.4 pb−1 data sample. The signal region is defined as 0.98 < XK < 1.02 and is enclosed
between the vertical lines.
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Figure 4.3: MC Xp distributions with the acceptance, trigger, and tracking criteria ap-
plied. The distributions are from e+e− → π+π− signal MC (solid histogram at Xp =
1.12), e+e− → K+K− signal MC (dot-dashed), e+e− → pp signal MC obtained with
|GPE(s)| = 0 (solid at Xp = 1), Bhabha MC (dashed), and dimuon MC (dotted). The
hadronic distributions (π+π−, K+K−, pp) are arbitrary normalized while the dileptonic
distributions (e+e−, µ+µ−) correspond to the number of leptonic events at
√
s = 3.671
GeV and a 20.4 pb−1 data sample. The signal region is defined as 0.98 < Xp < 1.02 and
is enclosed between the vertical lines.
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in Figure 4.1. Since a pion and muon cannot be separated from each other using only
standard dE/dx or RICH information when they have the expected momenta of ∼1.83
GeV/c, muons are rejected in the π+π− final state analysis based on additional information
from the CC; the criteria are described in Section 4.5.1.
Initial state radiation production of J/ψ, followed by its decay to two charged parti-
cles, is an important background to consider. Figure 4.4 shows the K+K− signal (solid
histogram), ISR J/ψ → K+K− (dot-dashed), Bhabha (dashed), and dimuon (dotted)
MC distributions for XK and the net momentum of the two tracks. A cut on the net mo-
mentum (Σpi) of < 60 MeV/c completely removes e
+e− → γJ/ψ, J/ψ → K+K− events
from the K+K− final state signal region. The e+e− → pp and e+e− → π+π− processes
have very similar Xh and net momentum characteristics, and similar cuts are used.
4.5 Event Selection & Backgrounds
4.5.1 Selection of π+π− Events
Additional acceptance restrictions are applied to π+π− final state events. They are
• Each track must have |cosθ| < 0.75 (changed from 0.8)
• Each track must have an associated CC shower.
These extra requirements are necessary because the RICH detector endplates cover the
barrel section of the CC for |cosθ| > 0.75 and, since CC information is very important for
the π+π− analysis, the pion track must have an associated shower in the CC.
An additional restriction of Σpi < 100 MeV/c is used to select π
+π− events. This cut
removes possible contamination from J/ψ → π+π− decays, as it did for the K+K− final
state events shown in Figure 4.4b.
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Figure 4.4: MC XK and net momentum (Σpi) distributions with acceptance, trigger, and
tracking cuts applied. The solid histogram is e+e− → K+K− signal MC, the dot-dashed
histogram is e+e− → γJ/ψ, J/ψ → K+K− MC, the dashed histogram is Bhabha MC,
and the dotted histogram is dimuon MC. The signal region is defined as 0.98 < XK
< 1.02, designated by the arrows in Figure (a), and contains a very small contribution
from e+e− → γJ/ψ, J/ψ → K+K−. A cut of Σpi < 60 MeV/c is applied to remove
contributions from e+e− → γJ/ψ, J/ψ → K+K−. The e+e− → pp and e+e− → π+π−
processes have the same characteristics.
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The most important issue for the π+π− analysis is how to distinguish a charged pion
track from a muon when they have comparable momenta of ∼1.83 GeV/c. The track
momenta are too high for using dE/dx and RICH information and too low for the muon
detector. The solution is to use the CC to distinguish pion tracks which interact hadron-
ically, from muons which do not.
The muon rejection selection criterion is arbitrarily defined by requiring that there be
< 0.1 µ+µ− final state events in the π+π− signal region, either from e+e− → µ+µ−, or
ψ(2S) → µ+µ−. The dimuon MC sample gives 55,361±235 e+e− → µ+µ− events in the
π+π− signal region after satisfying the acceptance, trigger, tracking criteria and Σpi <
100 MeV/c. Note that the number of µ+µ− events (consisting of both e+e− → µ+µ−
and ψ(2S) → µ+µ− events) in the ψ(2S) data sample is expected to be nearly half, or
26,189±1234. The lepton track fake rate efficiency is related to the total number of l+l−
events by
ǫl =
√
Nl,bg
Nl,total
. (4.6)
For example, a contamination of 0.1 µ+µ− events in the continuum π+π− signal region
would require an efficiency of ǫµ =
√
(0.1)/(55, 361) = 1.3× 10−3.
The muon detector cannot reject the dimuon background at the desired level of 0.1
events. The efficiency of the muon detector for muon tracks with momenta in the range
1.5-2.0 GeV/c is ∼85% [173]. That corresponds to a muon track fake rate efficiency of
ǫµ = 15% or, using Eqn. 4.6, 1245 dimuon events. It is for this reason that more drastic
muon rejection is required.
The muon track fake rate efficiency is determined using the dimuon MC sample. The
positive and negative muon tracks are analyzed individually and the efficiencies are com-
bined to determine the net efficiency. A candidate track satisfies the acceptance, trigger,
and tracking criteria. The energy deposited in the CC from a muon track is shown in
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Figure 4.5a. Requiring a muon to have EtkCC > 420 MeV has an efficiency of ǫµ =
(0.099±0.009)%, which corresponds to 0.054±0.009 e+e− → µ+µ− events in the contin-
uum data π+π− signal region. This is a factor two better than our goal.
The behavior of hadronically-interacting pions in the CC is studied using data and MC
samples with pion tracks having momenta of ∼1.83 GeV. Since there is no such sample
of pion tracks taken with the CLEO-c detector, inclusive D0 → K−π+ decays (charge
conjugation is assumed) collected with the CLEO III detector are studied. The only
differences between the CLEO-c and CLEO III detectors are that the inner drift chamber
replaced a four-layer Silicon vertex detector and the solenoidal magnetic field was lowered
to 1.0 Tesla from 1.5 Tesla. Since the main drift chamber, RICH detector, and CC are the
same in both detectors, the properties of the pions studied using the CLEO III detector
are consistent with those in the CLEO-c detector. More information on the CLEO III
detector can be found in Ref. [193].
The sample of inclusive D0 → K−π+ decays are from a ∼3.3 fb−1 data sample taken
at the Υ(4S) resonance (
√
s ∼ 10.58 GeV). The D0 → K−π+ MC samples, which corre-
sponds to four times the Υ(4S) data sample, are from Υ(4S) → BB decays and e+e− →
qq events (q = u, d, s, c). The B mesons are decayed according to their branching fractions
listed in the PDG [2]. The e+e− → qq events produce hadrons according to the string
fragmentation functions in the LUND/JETSET model [194, 195].
In order to get a clean sample of D0 → K−π+ decays with lower background levels,
the kaon candidate track is required to have EtkCC/p < 0.85, dE/dx |SK | < 3 (see Eqn.
4.4), no associated signal in the muon detector, and ∆χ2(K−π) < 0 (see Eqn. 4.5). The
pion candidate tracks in this CC study are only required to satisfy the tracking criteria.
Figure 4.6 shows the pion EtkCC behavior from CLEO III data (solid curve, filled
squares) and MC (dotted curve, open squares) D0 → K−π+ events. They are consistent
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Figure 4.5: Figure (a): Shower energy deposited in the CC associated with a muon track
from the dimuon MC sample. Figure (b): Muon track fake rate efficiency as a function
of EtkCC . Figure (c): Number of expected dimuon background events in the continuum
data sample as a function of EtkCC . The values on the abscissa of Figures (b) and (c)
imply a cut selecting a candidate track with EtkCC greater than the value. Requiring the
track to have EtkCC > 420 MeV (denoted by the arrows) only allows 0.054±0.009 dimuon
events in the continuum π+π− signal region.
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for pions with momenta of ∼1.83 GeV. Figure 4.6 also shows the EtkCC behavior for
pions from the e+e− → π+π− signal MC sample (dashed curve), with the efficiency (open
triangles) determined in the same manner as for the muon fake rate efficiency described
above. The pion efficiency from the CLEO III D0 → K−π+ sample is found to be ∼10%
larger than that from the signal MC. The average of these two efficiency estimates is used
in the present analysis for pions having EtkCC > 420 MeV; the difference between them
is assigned to the systematic uncertainty.
The e+e− final state events have unique characteristics which allow for easier rejection,
but the sheer number of e+e− events is formidable. The Bhabha MC sample consists of
1,164,559±1079 e+e− events in the π+π− signal region after satisfying the acceptance,
trigger, and tracking criteria and Σpi < 100 MeV/c (there are 162,953±264 events in the
ψ(2S) data sample from both e+e− → e+e− and ψ(2S) → e+e− events). This requires
an electron track fake rate efficiency of ǫe < 9×10−4 for < 1 e+e− event to contaminate
the continuum π+π− signal region. The easiest way to reject an electron track is require
it to have an EtkCC/p < 0.85. This is normally a sufficient cut, but is not adequate for
the present analysis. The EtkCC/p < 0.85 cut fails to remove Bhabha events when (a) the
track goes between two crystals, or (b) ’hot’ or defective crystals are included in the CC
shower. Additional rejection of e+e− events is performed by using information from the
dE/dx and the RICH detector.
To study the rejection of electrons, radiative Bhabha events in the continuum data
sample are used. We require that a candidate radiative Bhabha event should have Xpi
< 0.975, i.e., below the π+π− signal region. The candidate electron track must have
|cosθ| < 0.75, satisfy the track quality and IP criteria, p > 1.6 GeV, and 0.7 < EtkCC/p
< 1.1, while the other track must have 0.85 < EtkCC/p < 1.1, and dE/dx Se > -2 (see
Eqn. 4.4 for definition of Se). Figures 4.7a and Figures 4.7b show the EtkCC/p and
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Figure 4.6: Figure (a): Pion EtkCC distributions from CLEO III D
0 → K−π+ data events
(solid histogram), CLEO III D0 → K−π+ MC events (dotted), and e+e− → π+π− signal
MC (dashed). The arrow denotes the EtkCC > 420 MeV cut. Figure (b): Pion efficiencies
as a function of EtkCC from CLEO III D
0 → K−π+ data events (filled squares), CLEO III
D0 → K−π+ MC events (open squares), and signal MC (open triangles). The efficiency
used in the present analysis is the average between the efficiencies from the CLEO III
D0 → K−π+ data events () and the signal MC(△), with the difference between them
assigned to systematic uncertainty, as shown by the open star. The star is displaced to
clearly show its uncertainty.
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∆χ2(π− e) distributions for the candidate Bhabha track, respectively. Figure 4.7c shows
the ∆χ2(π − e) distribution for the positive track from the e+e− → π+π− signal MC
sample. A total number of 556,902 radiative Bhabha events survive the above criteria.
Of these events, 4282±65 candidate electron tracks have an EtkCC/p between 0.7 and
0.85, or ǫe = (7.69±0.12)×10−3. This fake rate efficiency corresponds to ∼69 e+e− events
in the π+π− signal region for the continuum data sample. The additional requirement
of ∆χ2(π − e) < 0 reduces the number of candidate electron tracks to 120±11 with ǫe
= (2.15±0.20)×10−4, which gives 0.054±0.010 e+e− events in the continuum data π+π−
signal region.
By requiring each track in an event to have EtkCC > 420 MeV, EtkCC/p < 0.85, and
∆χ2(π− e) < 0, the number of l+l− background events in the continuum and ψ(2S) data
samples are N contl+l− = 0.108±0.013 and Nψ(2S)l+l− = 0.021±0.003, respectively.
From Figure 4.1, we note that a small number ofK+K− final state events can enter the
π+π− signal region. From the e+e− → K+K− signal MC, 0.73% of allK+K− events which
satisfy the acceptance, trigger, and tracking criteria populate the π+π− signal region. As
will be shown in the Results section (Section 4.8.5), approximately 100 observed K+K−
final state events are found in both ψ(2S) and continuum data samples. Therefore, ∼0.73
events in the π+π− signal region can be from charged kaon pairs. The efficiency for kaon-
faking-pion with ∆χ2(π − K) < 0 is determined to be 2.5% from the e+e− → K+K−
signal MC. The ∆χ2(π − K) cut reduces the K+K− background to (0.73)(0.025)2 =
0.0005 events and can be safely neglected.
Table 4.2 lists the efficiencies for the π+π− final state criteria. The signal MC samples
are used to determine the efficiency except for the efficiency associated with the EtkCC
criterion. The efficiency for the track EtkCC is determined from an average of the e
+e− →
π+π− signal MC and the CLEO III D0 → K−π+ data samples. The total efficiency for
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Figure 4.7: Distributions from the continuum data radiative Bhabha and e+e− → π+π−
signal MC samples. Figure (a): EtkCC/p for the candidate track from the radiative Bhabha
sample. Figure (b): ∆χ2(π−e) for the candidate track from the radiative Bhabha sample.
Figure (c): ∆χ2(π − e) for the positive track from the e+e− → π+π− signal MC.
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the π+π− final state is ǫtot = 0.166 ± 0.013.
Table 4.2: Efficiencies for the π+π− final state. The individual efficiencies (1-7) are
determined with respect to the acceptance cuts.
Cuts Requirement ǫ
Acceptance Ntrk = 2
ΣQ = 0 0.861
|cos(θtk)| < 0.75
1. Trigger L1 Trigger = TRUE 0.997
2. IP |db| < 5 mm 0.999
|zb| < 5 cm
3. Track Quality 0.5 < DRHF < 1.2 0.9997
χ2/dof < 10
4. Xpi = (Epi++Epi−)/
√
s 0.98 < Xpi < 1.02 0.940
5. Net Momentum Σpi < 100 MeV/c 0.947
6. π −K Separation ∆χ2(π −K) < 0 0.966
7. π − e Separation EtkCC/p < 0.85 0.957
∆χ2(π − e) < 0 0.945
ǫMC Acc + Cuts 1-7 0.702(3)
π − µ Separation: ǫpi(EtkCC) EtkCC > 420 MeV 0.486(3)
ǫtot ǫMC ∗ (ǫpi(EtkCC))2 0.166(2)
The generic ψ(2S) MC sample is analyzed to test for other backgrounds which satisfy
the π+π− final state criteria. In the 40,568,651 generic ψ(2S) decays, there are 3436
ψ(2S) → π+π− decays. After applying the selection criteria, only one background event
is found in the π+π− signal region. The one background event is found to be from a
ψ(2S) → µ+µ− decay. This is consistent with the dimuon rejection determined above.
The ψ(2S) → π+π− branching ratio is not determined from this MC sample because of
the issues discussed at the end of Section 4.2.
Figures 4.8a and 4.9a show the Xpi distributions for the ψ(2S) and continuum data,
respectively, after applying all π+π− final state criteria except for the net momentum
criterion. The P-wave spin triplet charmonium resonances χc0 and χc2 are seen in the
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ψ(2S) data, but they are outside of the Xpi signal region. Figure 4.8b shows that only
ψ(2S) → π+π− events survive after applying the net momentum criterion, and Figure
4.9b shows that only e+e− → π+π− events survive after applying the net momentum
criterion.
Figure 4.10a shows the Xpi signal region and the vicinity after the π
+π− final state
criteria are applied to the e+e− → hh signal and e+e− → l+l− MC samples. Only one
background event is in MC Xpi signal region, which comes from the e
+e− → µ+µ− MC
sample. Figures 4.10b and 4.10c show the Xpi distributions after the e
+e− → π+π− selec-
tion criteria have been applied to the ψ(2S) and continuum data samples, respectively.
In both cases, 1-3 ψ(2S)→ pp events around Xpi = 0.85 are observed, far away from the
π+π− signal region.
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Figure 4.8: Effect of net momentum criterion on the ψ(2S) data for the π+π− final state.
Figure (a) shows the ψ(2S) data after applying all π+π− final state criteria except for the
net momentum criterion, while Figure (b) includes it. The χc0 and χc2 are clearly seen in
Figure (a) at Xpi = 0.926 and 0.965, respectively, outside of the 0.98 < Xpi < 1.02 signal
region, and are removed in Figure (b) due to the net momentum criterion.
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Figure 4.9: Effect of net momentum criterion on the continuum data for the π+π− final
state. Figure (a) shows the continuum data after applying all π+π− final state criteria
except for the net momentum criterion, while Figure (b) includes it. The net momentum
criterion removes events below the signal region.
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Figure 4.10: MC and data Xpi distributions for events which satisfy the π
+π− final state
criteria. The arrows in Figure (a) and the dashed lines in Figures (b) and (c) denote the
signal region of 0.98 < Xpi < 1.02. The solid histogram in Figure (a) is e
+e− → π+π−
signal MC, the dotted histogram is dimuon MC, and the dashed histogram is e+e− → pp
signal MC obtained with |GPE(s)| = 0. Figure (b) is for the ψ(2S) data sample. Figure
(c) is for the continuum data sample. There are 8 events in the ψ(2S) signal region and
26 events in the continuum signal region.
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4.5.2 Selection of K+K− Events
As can be seen in Figure 4.2, theK+K− final state signal region is displaced from the main
e+e− → l+l− background, but it still contains a sizeable amount of leptonic background
events. The net momentum constraint and PID information from dE/dx and the RICH
detector are extremely important for suppressing the leptonic background in the K+K−
final state analysis.
The net momentum of the K+K− pair and the leptonic background in the K+K−
signal region are shown in Figure 4.11b. The leptonic background peaks around Σpi ∼
0.8 GeV/c, so a cut is applied requiring Σpi < 0.6 GeV/c and has an efficiency of 93%.
The PID criteria for the K+K− final state is determined from a signal squared to
signal plus background (S2/(S+B)) study. The signal is from the e+e− → K+K− signal
MC sample and the background is from the continuum data sample. The background
data sample satisfies the following criteria: 1.025 < XK < 1.07, with each track having
EtkCC/p < 0.7 for the e
+e− → µ+µ− sample and EtkCC/p > 0.7 for the e+e− → e+e−
sample. Figure 4.12 shows the S2/(S+B) distributions for different values of ∆χ2(K− l)
applied (for the definition of ∆χ2, see Eqn. 4.5). The effect of applying an additional
cut on EtkCC/p < 0.85 is also considered for rejection of the e
+e− → e+e− background.
Applying the EtkCC/p cut improves the S
2/(S + B) ratio as compared to only requiring
∆χ2(K − e). The S2/(S + B) studies suggest cuts of EtkCC/p < 0.85, ∆χ2(K − e) < 0,
and ∆χ2(K − µ) < -2 for each track.
Table 4.3 lists the individual and total efficiencies from the e+e− → K+K− signal MC
sample. The total efficiency for the K+K− final state is ǫtot = 0.743 ± 0.003.
The generic ψ(2S) MC sample is analyzed to test for other backgrounds which satisfy
the K+K− final state criteria. In the 40,568,651 generic ψ(2S) decays, there are only
872 ψ(2S) → K+K− decays. After applying the K+K− selection criteria, 486 ψ(2S) →
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Figure 4.11: MC distributions in the K+K− signal region with acceptance, trigger, and
tracking cuts applied. The solid histogram is e+e− → K+K− signal MC, the dashed
histogram is Bhabha MC, and the dotted histogram is dimuon MC. Figure (a) is the XK
signal region, and Figure (b) is the net monemtum (Σpi) of the two tracks. The Bhabha
MC sample in Figure (b) has been decreased by a factor of 10 to show more detail. A cut
is be applied at Σpi < 60 MeV/c to remove contamination from the leptonic background.
Figure (c) is the XK signal region after applying the Σpi < 60 MeV/c cut.
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Figure 4.12: Kaon PID S2/(S + B) study. The values on the abscissa imply a cut
on ∆χ2(K − l) less than the value. The signal (S) used in both figures is from the
e+e− → K+K− signal MC. The background (B) in Figure (a) is from e+e− → e+e−
sideband data. The solid points in Figure (a) only have the ∆χ2(K − e) cut applied,
while the star points have an additional cut of EtkCC/p < 0.85 applied. The background
(B) in Figure (b) is from e+e− → µ+µ− sideband data. The study suggests cuts of EtkCC/p
< 0.85 and ∆χ2(K − e) < 0 (arrow in Figure (a)) and a cut of ∆χ2(K − µ) < -2 (arrow
in Figure (b)) on each track.
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Table 4.3: Efficiencies for the K+K− final state. The individual efficiencies (1-7) are
determined with respect to the acceptance cuts.
Cuts Requirement ǫ
Ntrk = 2
Acceptance ΣQ = 0 0.868
|cos(θtk)| < 0.8
1. Trigger L1 Trigger = TRUE 0.996
2. XK = (EK++EK−)/
√
s 0.98 < XK < 1.02 0.948
3. IP |db| < 5 mm 0.992
|zb| < 5 cm
4. Track Quality 0.5 < DRHF < 1.2 0.986
χ2/dof < 10
5. Net Momentum Σpi < 60 MeV/c 0.931
6. K − e Separation EtkCC/p < 0.85 0.941
∆χ2(K − e) < 0
7. K − µ Separation ∆χ2(K − µ) < -2 0.923
ǫtot Acc + Cuts 1-7 0.743(3)
K+K− events survive. The ψ(2S)→ K+K− branching ratio is not determined from this
MC sample because of the issues discussed at the end of Section 4.2.
Figures 4.13a and 4.14a show the ψ(2S) and continuum data XK distributions, re-
spectively, after applying all K+K− final state criteria except for the net momentum
criterion. The charmonium resonances J/ψ, χc0, and χc2 are seen in the ψ(2S) data, but
they are outside of the XK = 0.98 − 1.02 signal region. Figure 4.13b shows that only
ψ(2S) → K+K− events survive after applying the net momentum criterion, and Figure
4.14b shows that only e+e− → K+K− events survive after applying the net momentum
criterion.
Figure 4.15a shows the XK signal region and the vicinity after the K
+K− final state
criteria are applied to the e+e− → hh signal and e+e− → l+l− MC samples. Only
e+e− → K+K− MC events populate the signal region. Figures 4.15b and 4.15c show
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Figure 4.13: Effect of net momentum criterion on the ψ(2S) data for the K+K− final
state. Figure (a) shows the ψ(2S) data after applying all K+K− final state criteria except
for the net momentum criterion, while Figure (b) includes it. The J/ψ, χc0, and χc2 are
clearly seen in Figure (a) at XK = 0.840, 0.926, and 0.965, respectively, outside of the
0.98 < XK < 1.02 signal region, and are removed in Figure (b) due to the net momentum
criterion.
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Figure 4.14: Effect of net momentum criterion on the continuum data for the K+K− final
state. Figure (a) shows the continuum data after applying all K+K− final state criteria
except for the net momentum criterion, while Figure (b) includes it. The net momentum
criterion removes events below the 0.98 < XK < 1.02 signal region but has no effect on
the e+e− → l+l− events near XK = 1.03.
172
the XK distributions after the e
+e− → K+K− selection criteria have been applied to
the ψ(2S) and continuum data samples, respectively. In both cases, a small number of
ψ(2S)→ pp events aroundXK = 0.9 are observed, far away from theK+K− signal region.
The presence of events around XK = 1.03 is consistent with the leptonic background. The
determination of the l+l− contamination in the K+K− signal region is discussed below.
The l+l− contamination is determined by a ratio of the number of l+l− events from
the leptonic MC samples without applying the kaon PID criteria. We determine the l+l−
events inside the K+K− signal region and in the peak region of e+e− → l+l− production,
namely 1.02 < XK < 1.07. The ratio of the two gives the leptonic MC scale factor
N l
+l−
MC (0.98 < XK < 1.02)
N l
+l−
MC (1.02 < XK < 1.07)
=
84378± 290
1495073± 1223 = 0.0564± 0.0002.
We scale the number of events in the l+l− peak region, 1.02 < XK < 1.07, in the data
samples with this ratio. The number of events in the l+l− peak region from the continuum
data sample is 10.00+3.81−3.22. Therefore, the leptonic background in the K
+K− signal region
is determined to be N contl+l− = 0.56
+0.21
−0.18. The number of events in the l
+l− peak region from
the ψ(2S) data sample is 1.00+1.75−0.63. Therefore, the leptonic background in the K
+K−
signal region is determined to be N
ψ(2S)
l+l− = 0.06
+0.10
−0.04.
4.5.3 Selection of pp Events
Even though the pp final state signal region is substantially displaced from the e+e− →
l+l− peak region, contamination from the leptonic background still exists. Constraining
the net momentum of the pp pair and particle identification based on dE/dx and RICH
information are used to suppress the leptonic background.
The net momentum of the pp pair and the leptonic background in the pp signal region
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Figure 4.15: MC and data XK distributions for events which satisfy the K
+K− final
state event selection criteria. The arrows in Figure (a) and the dashed lines in Figures
(b) and (c) denote the signal region of 0.98 < XK < 1.02. The solid histogram in Figure
(a) is e+e− → K+K− signal MC, the dotted histogram is dimuon MC, the dot-dashed
histogram is the e+e− → π+π− signal MC, and the dashed histogram is the e+e− → pp
signal MC obtained with |GPE(s)| = 0 . Figure (b) is for the ψ(2S) data sample. Figure
(c) is for the continuum data sample. There are 92 events in the ψ(2S) signal region and
72 events in the continuum signal region.
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is shown in Figure 4.16. Requiring Σpi < 100 MeV/c removed a substantial portion of
the leptonic background and has an efficiency of > 98%.
The PID criteria for the pp final state is determined from a S2/(S + B) study. The
signal is from the e+e− → pp signal MC sample obtained with |GPE(s)| = 0 and the
background is from the continuum data sample. The background data sample satisfies
the following criteria: 1.109 < Xp < 1.155, with each track having EtkCC/p < 0.7 for the
e+e− → µ+µ− sample and EtkCC/p > 0.7 for the e+e− → e+e− sample. Figure 4.17 shows
the S2/(S +B) distributions for different values of ∆χ2(p− l) applied (for the definition
of ∆χ2, see Eqn. 4.5). The effect of applying an additional cut of EtkCC/p < 0.85 is also
considered for rejection of the e+e− → e+e− background. Applying the EtkCC/p cut to
the proton candidate track improves the S2/(S +B) ratio but is worse for the antiproton
candidate, as compared to only requiring ∆χ2(p− e). The reason is that the antiproton
occasionally annihilates in the calorimeter. This has the effect of creating a broad bump
in the EtkCC/p distribution ranging from 0.4 to 2.0. The S
2/(S +B) studies suggest cuts
of ∆χ2(p− e) < 0 and ∆χ2(p−µ) < -2 for each track, with the additional cut of EtkCC/p
< 0.85 for the positive track.
Table 4.4 lists the individual and total efficiencies determined from the e+e− → pp
signal MC samples. The total efficiency for the pp final state, assuming |GPE(s)| = 0, is
ǫtot = 0.626 ± 0.003 and, assuming |GPE(s)| = |GPM(s)|, is ǫtot = 0.657 ± 0.003.
The generic ψ(2S) MC sample is analyzed to test for other backgrounds which satisfy
the pp final state criteria. In the 40,568,651 generic ψ(2S) decays, there are only 1778
ψ(2S) → pp decays. After applying the pp selection criteria, 1145 ψ(2S) → pp events
survive. The ψ(2S)→ pp branching ratio is not determined from this MC sample due to
the issues discussed at the end of Section 4.2.
Figures 4.18a and 4.19a show the ψ(2S) and continuum data Xp distributions, respec-
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Figure 4.16: MC distributions in the pp signal region with acceptance, trigger, and track-
ing cuts applied. The solid histogram is the e+e− → pp signal MC obtained with |GPE(s)|
= 0, the dashed histogram is Bhabha MC, and the dotted histogram is dimuon MC.
Figure (a) is the Xp signal region, and Figure (b) is the net monemtum (Σpi) of the two
tracks. A cut is be applied at Σpi < 100 MeV/c to remove contamination from the lep-
tonic background. Figure (c) is the Xp signal region after applying the Σpi < 100 MeV/c
cut.
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Figure 4.17: Proton PID S2/(S + B) study. The values on the abscissa imply a cut on
∆χ2(p− l) less than the value. The signal (S) used in both figures is from the e+e− → pp
signal MC obtained with |GPE(s)| = 0 . The background (B) in Figure (a) is from e+e− →
e+e− sideband data. The solid points in Figure (a) only have the ∆χ2(p− e) cut applied,
the star points correspond to an additional cut of EtkCC/p < 0.85 applied to the positive
(proton) track, and the open points correspond to an additional cut of EtkCC/p < 0.85
applied to the negative (antiproton) track. The background (B) in Figure (b) is from
e+e− → µ+µ− sideband data. The study suggests cuts of EtkCC/p < 0.85 and ∆χ2(p− e)
< 0 for the positive track and only ∆χ2(p−e) < 0 for the negative track (arrows in Figure
(a)). It also suggests a cut of ∆χ2(p− µ) < -2 (arrow in Figure (b)) on each track.
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Table 4.4: Efficiencies for the pp final state determined from the |GPE(s)| = 0 and |GPE(s)|
= |GPM(s)| e+e− → pp signal MC samples. The individual efficiencies (1-7) are determined
with respect to the acceptance cuts.
Cuts Requirement ǫ ǫ
(
|GP
E
(s)|
|GP
M
(s)|
= 0) (
|GP
E
(s)|
|GP
M
(s)|
= 1)
Ntrk = 2
Acceptance ΣQ = 0 0.666 0.704
|cos(θtk| < 0.8
1. Trigger L1 Trigger = TRUE 0.998 0.997
2. Xp = (Ep+Ep)/
√
s 0.98 < Xp < 1.02 0.987 0.982
3. IP |db| < 5 mm 0.999 0.998
|zb| < 5 cm
4. Track Quality 0.5 < DRHF < 1.2 0.9997 0.9995
χ2/dof < 10
5. Net Momentum Σpi < 100 MeV/c 0.986 0.981
6. p− e Separation EtkCC/p < 0.85 (+ track) 0.978 0.976
∆χ2(p− e) < 0
7. p− µ Separation ∆χ2(p− µ) < -2 0.959 0.958
ǫtot Acc + Cuts 1-7 0.626(3) 0.657(3)
tively, after applying all pp final state criteria except for the net momentum criterion.
The J/ψ resonance is seen in both data samples, but it is outside of the Xp signal re-
gions. Figure 4.18b shows that only ψ(2S) → pp events survive after applying the net
momentum criterion, and Figure 4.19b shows that only 16 e+e− → pp events survive after
applying the net momentum criterion.
Figure 4.20a shows the Xp signal region and the vicinity after the pp final state event
selection criteria are applied to the e+e− → hh signal sample and e+e− → l+l− MC
samples. Only e+e− → pp MC events populate the signal region. Figures 4.20b and 4.20c
show the Xp distributions after the pp selection criteria have been applied to the ψ(2S)
and continuum data samples, respectively.
The same method is used for treating the l+l− background as for the K+K− final
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Figure 4.18: Effect of net momentum criterion on the ψ(2S) data for the pp final state.
Figure (a) shows the ψ(2S) data after applying all pp final state criteria except for the net
momentum criterion, while Figure (b) includes it. The J/ψ is clearly seen in the Figure
(a) at Xp = 0.840, outside of the 0.98 < Xp < 1.02 signal region, and is removed in Figure
(b) due to the net momentum criterion.
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Figure 4.19: Effect of net momentum criterion on the continuum data for the pp final state.
Figure (a) shows the continuum data after applying all pp final state criteria except for
the net momentum criterion, while Figure (b) includes it. The J/ψ is clearly seen in
Figure (a) at Xp = 0.840, outside of the 0.98 < Xp < 1.02 signal region, and is removed
in Figure (b) due to the net momentum criterion.
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Figure 4.20: MC and data Xp distributions for events which satisfy the pp final state
event selection criteria. The arrows in Figure (a) and the dashed lines in Figures (b) and
(c) denote the signal region of 0.98 < Xp < 1.02. The solid histogram in Figure (a) is the
e+e− → pp signal MC obtained with |GPE(s)| = 0 , the dashed histogram is Bhabha MC,
the dotted histogram is dimuon MC, and the dot-dashed histogram is the e+e− → π+π−
and e+e− → K+K− signal MC combined. Figure (b) is for the ψ(2S) data sample. Figure
(c) is for the continuum data sample. There are 269 events in the ψ(2S) signal region
and 16 events in the continuum signal region.
181
state analysis, as described at the end of Section 4.5.2. The peak region of e+e− → l+l−
production for the pp analysis is 1.109 < Xp < 1.155 and its corresponding leptonic MC
scale factor is
N l
+l−
MC (0.98 < Xp < 1.02)
N l
+l−
MC (1.109 < Xp < 1.155)
=
1890± 43
1, 547, 388± 1244 = (1.22± 0.03)× 10
−3.
The number of events in the l+l− peak region in both the ψ(2S) and continuum data is
found to be 1.00+1.75−0.63, so the l
+l− background in the pp signal region is N
ψ(2S)
l+l− = N
cont
l+l− =
(1.22± 0.03)× 10−3, and is considered negligible in the pp analysis.
4.6 Other Backgrounds
4.6.1 Contamination from Charmonium Resonances
Since the continuum data was taken at
√
s = 3.671 GeV, contributions from nearby
charmonium states need to be accounted for. The resonances considered are the off-mass
shell production of the charmonium vector states J/ψ, ψ(2S), ψ(3770), ψ(4040), ψ(4160),
and ψ(4415), and the P-wave spin triplet states χc0 and χc2 produced via untagged two-
photon fusion. Since the continuum data was only 15 MeV below the ψ(2S) resonance,
the contribution from the ψ(2S) is treated directly in the Results section (Section 4.8).
The resonance parameters of the listed charmonium states are given in Table 4.5.
Vector States, ψ(nS)
The contribution from the vector states are determined by convoluting a pure Born-level
resonance with a Gaussian center-of-mass uncertainty inherent in e+e− annihilations. The
resonance production cross section of a vector state is characterized by a non-relativistic
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Table 4.5: Charmonium resonances parameters. The full width, e+e− partial width, and
two-photon partial width are denoted by Γ, Γee, and Γγγ , respectively. The parameters
for J/ψ, χc0, χc2, ψ(2S), and ψ(3770) are from the PDG [2]. The parameters for ψ(4040),
ψ(4160), and ψ(4415), are from Seth [196].
Resonance Mass (GeV) Γ (MeV) Γee (keV) (2J+1)Γγγ (keV)
J/ψ 3.096916(11) 0.0910(32) 5.40(17) —–
χc0 3.41519(34) 10.1(8) —– 2.6(5)
χc2 3.55626(11) 2.11(16) —– 2.6(3)
ψ(2S) 3.686093(34) 0.281(17) 2.12(12) —–
ψ(3770) 3.7700(24) 23.6(2.7) 0.26(4) —–
ψ(4040) 4.0394(9) 88(5) 0.89(8) —–
ψ(4160) 4.153(3) 107(8) 0.83(7) —–
ψ(4415) 4.426(5) 119(15) 0.71(10) —–
Breit-Wigner given as [2]
σBWV (s) =
3π
s
ΓeeΓhh
[(
√
s−MR)2 + (Γ/2)2] , (4.7)
where s is the center-of-mass energy squared of the e+e− annihilation, and MR, Γ, Γee,
Γhh are the mass, full width, e
+e− partial width, and the hh (π+, K+, or p) partial widths
of the resonance. The hh partial widths of the J/ψ and ψ(2S) are listed in Table 4.6.
None are known for the higher vectors. The distribution of the center-of-mass energy of
the e+e− annihilation is given by the following Gaussian expression
G(s, s′) =
1√
2π σCME
exp
(
−(
√
s−√s′)2
2 σ2CME
)
, (4.8)
where s is the nominal center-of-mass energy squared, s′ is the actual center-of-mass
energy squared of the e+e− annihilation, and σCME = 2.3 MeV is the Gaussian uncertainty
in the center-of-mass energy. The cross section of a resonance at the center-of-mass energy
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of the continuum data (
√
s = 3.671 GeV) is given by the following convolution expression
σV (s) =
∫ ∞
0
σBWV (s
′) G(s, s′) d(s′), (4.9)
where σV (s) is the observed cross section for e
+e− → V → hh.
Table 4.6: J/ψ and ψ(2S) partial widths for π+π−, K+K−, and pp. The values are from
the PDG [2].
Resonance Γpi+pi− (eV) ΓK+K− (eV) Γpp (eV)
J/ψ 13.4±2.1 21.6±2.9 193±11
ψ(2S) 22.5±14.1 28.1±19.7 58.2±9.4
The number of expected events in the continuum data sample, denoted by Nhh, are
determined by the expression
Nhh = σV (s) · ǫhh · L, (4.10)
where ǫhh = 0.166, 0.743, and 0.657 for the π
+π−, K+K−, and pp decays, respectively.
Since the hh decay modes have not been experimentally observed for the ψ(3770), ψ(4040),
ψ(4160), and ψ(4415) resonances, the J/ψ partial widths for the corresponding final states
have been used. Table 4.7 lists the number of hh events expected from the J/ψ, ψ(3770),
ψ(4040), ψ(4160), and ψ(4415) resonances. The total number of π+π−, K+K−, pp events
from charmonium vector states, excluding ψ(2S), are (6.6±0.8)×10−4, (4.9±0.6)×10−3,
and 0.039±0.003, respectively.
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Table 4.7: Number of expected events from off-mass shell production of the J/ψ, ψ(3770),
ψ(4040), ψ(4160), and ψ(4415) resonances.
Resonance Npi+pi− NK+K− Npp
J/ψ (20±3)×10−5 (15±2)×10−4 (117±7)×10−4
ψ(3770) (32±7)×10−5 (24±5)×10−4 (190±30)×10−4
ψ(4040) (7.9±1.4)×10−5 (6.0±1.0)×10−4 (46±5)×10−4
ψ(4160) (4.3±0.8)×10−5 (3.3±0.5)×10−4 (25.3±2.6)×10−4
ψ(4415) (1.5±0.3)×10−5 (1.14±0.22)×10−4 (8.9±1.3)×10−4
Total (6.6±0.8)×10−4 (4.9±0.6)×10−3 0.039±0.003
P-wave States, χcJ
Untagged two-photon fusion resonance production occurs when a photon is emitted by
each incident electron and positron, the two photons “fuse” to form the resonance, while
the scattered electron and positron are not detected. Such two-photon events have some
very distinct characteristics: the total observed energy is less than the center-of-mass
energy of the two incident beams and, because the emitted photons are almost “real”,
i.e., they have little transverse momentum, the transverse momentum of the produced
resonance and hence its decay products is small. The resonance produced by the two
“fused” photons has positive C parity and is observed by fully reconstructing its decay
into a particular channel.
The total cross section for producing a resonance, R, in two-photon fusion is [187]
σγγ(
√
s,mR) =
8α2(2J + 1)Γγγ(R)
m3R
[
f
(
m2R
s
)(
ln
s
m2e
− 1
)2
− 1
3
(
ln
s
m2R
)3]
,
f
(
m2R
s
)
=
[(
1 +
m2R
2s
)2
ln
s
m2R
]
−
[
1
2
(
1− m
2
R
s
)(
3 +
m2R
s
)]
(4.11)
where J , mR, and Γγγ(R) is the total angular momentum, mass, and two-photon partial
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width of the produced resonance, respectively.
The number of expected events in the continuum data sample are determined by the
expression
Nhh = σγγ(
√
s,mR) · ǫhh · L · B(χc0,2 → hh), (4.12)
where ǫhh are 0.166, 0.743, and 0.657 for the π
+π−,K+K−, and pp decays, respectively. By
using the same efficiencies as for the direct production of the hh final states, a conservative
estimate of the number of events is determined since the efficiency should be lower due
to the net momentum and signal region selection criteria. As is apparent in Figures 4.8a
and 4.13a, the hh final states from χc0 and χc2 will peak in their respective Xpi,K at 0.926
and 0.965, respectively. The branching ratios B(χc0,2 → hh) are given in Table 4.8. Table
4.9 lists the results of the number of hh events expected from the χc0 and χc2 produced
in untagged two-photon fusion. Under the assumption that all events from the decays of
the χc0 and χc2 were to populate the corresponding signal regions, the total number of
π+π−, K+K−, and pp events from χc0 and χc2 decays produced in untagged two-photon
fusion are (2.2±0.4)×10−3, 0.011±0.003, and (3.7±0.8)×10−4, respectively.
The total number of background events from neighboring charmonium states, ex-
cept from ψ(2S), i.e., the sum of the totals in Tables 4.7 and 4.9, are (2.9±0.6)×10−3,
0.016±0.003, and 0.038±0.009 for the π+π−, K+K−, and pp final states, respectively,
These values are considered negligible for the determination of the electromagnetic form
factors. The ψ(2S) decays to the hh final states are specifically treated in the Results
section (Section 4.8).
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Table 4.8: χc0 and χc2 branching ratios for π
+π−, K+K−, and pp. The values are from
the PDG [2].
Resonance B(R→ π+π−) B(R→ K+K−) B(R→ pp)
χc0 (4.9±0.5)×10−3 (6.0±0.9)×10−3 (2.24±0.27)×10−4
χc2 (1.77±0.27)×10−3 (9.4±2.1)×10−4 (6.8±0.7)×10−5
Table 4.9: Number of expected events from untagged two-photon fusion production of
the χc0 and χc2 resonances.
Resonance Npi+pi− NK+K− Npp
χc0 (19±4)×10−4 (100±30)×10−4 (33±8)×10−5
χc2 (2.6±0.5)×10−4 (6.2±1.6)×10−4 (4.0±0.6)×10−5
Total (2.2±0.4)×10−3 0.011±0.003 (3.7±0.8)×10−4
4.6.2 Common Collider Backgrounds
Two types of backgrounds are common to all collider experiments. The first type of
background is related to unwanted beam collisions with the residual gas in the beam pipe
(called beam-gas) and with the beam pipe wall (beam-wall). The other type of background
is due to cosmic rays, typically muons, traversing the detector. These backgrounds sources
are observed in the IP variables db and zb (see Section 4.4 for the definitions of db and zb)
and the track variable φ0. The variable φ0 is the azimuthal angle of the track defined in
the plane perpendicular to the positron beam (or z-axis) and with respect to the x-axis,
which points radially outward from the storage ring.
Figure 4.21 shows the φ0 distribution for positive tracks in continuum data events.
A cosmic ray typically traverses the detector in the vertical (or y) direction. This is
apparent by the abundance of events at φ0 = π/2 = 1.57 radians (up) and φ0 = 3π/2 =
4.71 radians (down). A majority of the cosmic ray events is removed by the IP and track
quality criteria (dashed histogram).
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Figure 4.22 shows the two-dimensional distribution of the IP variables db and zb for
events in the continuum data sample which pass the acceptance and trigger criteria. The
background events surrounding the volume defined by the nominal IP region, |db| < 5 mm
and |zb| < 5 cm, are analyzed to test for possible contamination. This background volume,
which is arbitrarily taken to be twice as large as the nominal IP region, is bounded by
|db| < 7.2 mm and |zb| < 7.2 cm, while excluding the volume defined by the nominal IP
region. After applying the respective hh final state criteria, no events are found in the
corresponding Xh signal regions originating from this sideband volume. Based on these
studies, possible contamination from beam-gas, beam-wall, and cosmic ray backgrounds
are considered negligible.
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Figure 4.21: Azimuthal angle (φ0) distribution of positive tracks in the continuum data
sample. The dotted histogram are events which satisfy the acceptance (Acc) and trigger
(Trig) criteria. The dashed histogram are events which satisfy the acceptance, trigger, IP,
and track quality (TQ) criteria. The solid histogram are events in the Xpi signal region
(0.98 < Xp < 1.02) which satisfy the acceptance, trigger, IP, and track quality criteria.
Similar features are present in the XK and Xp signal regions.
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Figure 4.22: Two-dimensional distribution of the IP variables db and zb in the continuum
data sample. Only the acceptance and trigger selection criteria have been applied. The
IP selection criteria accepts events if the tracks have |db| < 5 mm and |zb| < 5 cm, as
shown by the box. The outer boundary of the figure corresponds to a total volume which
is three times larger than is enclosed by the inner box.
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4.7 Radiative Corrections
The effect of initial state radiative corrections to the production of a virtual photon in e+e−
annihilation needs to be determined to obtain the Born cross section for e+e− → hh (h =
π+, K+, p) from the experimentally measured cross section. Figure 4.23 (top) shows the
Born, or tree-level, Feynman diagram for hadron pair production. Figure 4.23 also shows
the Feynman diagrams for radiative corrections corresponding to the e+e− annihilation
vertex correction, vacuum polarization of the virtual photon, and bremstrahlung radiation
from the colliding e+e− pair.
The radiative corrections are determined using the method of Bonneau and Martin
[188], with the addition of µ and τ pair loops to the vacuum polarization correction. This
is also the first method suggested by Berends and Kleiss [189]. The Born cross section,
σ0(s), is related to the experimental cross section, σexp(s), by
σ0(s) =
σexp(s)
(1 + δ)
(4.13)
where s is the center-of-mass energy squared of the initial e+e− system and δ is the
radiative correction. The radiative correction is expressed as [188]
δ =
2α
π
(
3
4
ln
s
m2e
+
π2
6
− 1
)
+
∑
l=e,µ,τ
2α
π
(
1
3
ln
s
m2l
− 5
9
)
+ t(lnxmin)
+ t
[ ∫ xmax
xmin
dx
x
(
1− x+ x
2
2
)
σ0(s(1− x))
σ0(s)
ǫ(x)
ǫ(0)
]
, (4.14)
where α is the fine-structure constant, me is the electron mass, x is the ratio of the
bremstrahlung photon energy to the beam energy defined as x = Eγ/Eb, ǫ(x) is the
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Figure 4.23: Feynman diagrams associated with e+e− → hh. The top figure is the Born,
or tree-level, diagram. The middle left figure is the e+e− annihilation vertex correction,
the middle right figure is the vacuum polarization correction from lepton pair loops, and
the bottom figures are the initial state radiation bremstrahlung corrections.
experimental detection efficiency as a function of x, and
t =
2α
π
(
ln
s
m2e
− 1
)
. (4.15)
The first term in Eq. 4.14 is the vertex correction, the second term is the sum of the
leptonic loop contributions to the vacuum polarization correction, and the last two terms
are associated with bremstrahlung radiation from the colliding e+e− pair. Since the
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integral in the last term is infrared divergent, the third term corresponds to the low energy
cutoff of the bremstrahlung integral. In order to evaluate the bremstrahlung integral, the
efficiency ratio ǫ(x)/ǫ(0) is determined from initial state radiation (ISR) MC samples and
the cross section ratio σ0(s(1− x))/σ0(s) is described in the following paragraphs.
As already mentioned in Eqn. 1.15, the differential cross section for e+e− → m+m−
(m = π,K) can be expressed as [13]
dσ0(s)
dΩ
=
α2
8s
β3m |Fm(s)|2 sin2θ, (4.16)
where βm and Fm(s) is the pseudoscalar meson velocity (in terms of c) measured in the
laboratory system and electromagnetic form factor, respectively. Integrating over θ, the
total cross section is
σ0(s) =
πα2
3s
β3m |Fm(s)|2. (4.17)
The cross section ratio for e+e− → m+m−, using βm =
√
1− (4m2m/s), where mm is the
mass of the meson, and making the PQCD assumption that |Fm(s)| ∝ s−1, is
σ0(s(1− x))
σ0(s)
=
1
(1− x)9/2
[
s(1− x)− 4m2m
s− 4m2m
]3/2
. (4.18)
As already mentioned in Eqn. 1.13, the differential cross section for e+e− → pp can
be expressed as
dσ0(s)
dΩ
=
α2
4s
βp
[
|GPM(s)|2 (1 + cos2θ) +
(
4m2p
s
)
|GPE(s)|2 (sin2θ)
]
. (4.19)
Integrating over θ, the total cross section is
σ0(s) =
4πα2
3s
βp |GPM(s)|2
(
1 +
2m2p
s
· r
)
, (4.20)
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where r = |GPE(s)|2/|GPM(s)|2. The cross section ratio σ0(s(1 − x))/σ0(s) for e+e− → pp,
using βp =
√
1− (4m2p/s) and making the PQCD assumption that |GPM(s)| ∝ s−2, is
σ0(s(1− x))
σ0(s)
=
1
(1− x)13/2
[
s(1− x)− 4m2p
s− 4m2p
]1/2 [
s(1− x)− 2m2p · r
s− 2m2p · r
]
. (4.21)
The efficiency ratio ǫ(x)/ǫ(0) is determined by generating ISR MC samples for a par-
ticular final state as a function of bremstrahlung photon energy, Eγ. The ISR MC starts
at the continuum center-of-mass energy and goes to a generic delta-function “resonance”
and a single ISR photon. This makes the reaction a two-body decay followed by the
“resonance” decaying to the final state of interest.
The ISR MC sample consists of individual subsamples with Eγ fixed, starting with Eγ
= 10 keV, and each subsequent subsample with Eγ increasing by 2 MeV. There are 10,000
generated events in each individual sample. The value of ǫ(0), the efficiency with no ISR,
is determined from a 10,000 event MC sample generated with the initial center-of-mass
energy fixed at
√
s = 3.671 GeV. Note that all MC samples have final state radiation
incorporated.
Figures 4.24a, 4.24b, and 4.24c (top row) show ǫ(x)/ǫ(0) as a function of x for the
π+π−, K+K−, and pp final states, respectively. The detection efficiency drops to zero
around x = 0.05 (Eγ = 92 MeV). Figures 4.24d, 4.24e, and 4.24f (bottom) show how the
numerically-evaluated bremstrahlung integral in Eqn. 4.14 varies as a function of x.
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Figure 4.24: Efficiency ratio (top row) and bremstrahlung integral (bottom row) distribu-
tions. The left, middle, and right columns are for the π+π−, K+K−, and pp final states,
respectively. The bremstrahlung variable B(x) is defined by Eqn. 4.22.
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The radiative correction at
√
s = 3.671 GeV, with a bremstrahlung energy cutoff of
Eγ,min = 10 keV (xmin = 5.448× 10−6), is
1 + δ = 1 + (0.0649) + (0.0330) + t(−12.1202) + tΣB(x)∆x = 0.154 + tΣB(x)∆x.
where t = 0.0779 and
B(x) =
1
x
(
1− x+ x
2
2
)
σ0(s(1− x))
σ0(s)
ǫ(x)
ǫ(0)
. (4.22)
The radiative corrections to σ0(e
+e− → π+π−), σ0(e+e− → K+K−), and σ0(e+e− →
pp) are listed is Table 4.10. The radiative corrections have the effect of increasing the
experimental cross sections by 14-19%.
Table 4.10: Radiative corrections for σ0(e
+e− → π+π−), σ0(e+e− → K+K−), and
σ0(e
+e− → pp) at √s = 3.671 GeV. The variable B(x) is defined by Eqn. 4.22.
Final State ΣB(x)∆x 1 + δ
π+π− 8.692 0.831
K+K− 8.426 0.810
pp 8.969 0.853
(|GPE(s)| = 0)
pp 9.057 0.860
(|GPE(s)| = |GPM(s)|)
4.8 Results for the Form Factors
In this presentation we use the following convention to specify the number of counts,
N . The superscripts ’ψ(2S)’ and ’cont’ denote the source of the data: the ψ(2S) and
continuum data samples. The subscripts ’obs’, ’l+l−’, ’ψ(2S)’, and ’cont’ denote the
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observed counts, and the contamination counts: the l+l− background, the ψ(2S), and the
continuum contributions, respectively.
4.8.1 Determination of B(ψ(2S)→ hh)
Form factor measurements are made at energies removed from resonances which can be
formed or decay into e+e−, such as J/ψ or ψ(2S). However, studying the decays of
ψ(2S) → hh (h = π+, K+, p) serve two important purposes: they can be used to cross
check the analysis procedure for measuring the form factors, and they are necessary for
determining the amount of ψ(2S) tail in the continuum data sample for a given final state.
The branching ratio for ψ(2S)→ hh is determined by
B(ψ(2S)→ hh) = N(ψ(2S)→ hh)
ǫhN
ψ(2S)
prod
, (4.23)
where the number of ψ(2S)→ hh signal events is
N(ψ(2S)→ hh) = Nψ(2S)obs −Nψ(2S)l+l− −Nψ(2S)cont , (4.24)
and N
ψ(2S)
obs is the number of observed events, N
ψ(2S)
l+l− is the expected number of l
+l−
background events, and N
ψ(2S)
cont is the number of e
+e− → hh events, all for the ψ(2S) data
sample. The hh final state detection efficiency is denoted by ǫh and N
ψ(2S)
prod = 1.52×106
is the total number of ψ(2S) events in the ψ(2S) data sample [183]. The number of
e+e− → hh events in the ψ(2S) data sample from the continuum contribution is
N
ψ(2S)
cont = An
(
N contobs −N contl+l− −N contψ(2S)
)
, (4.25)
where N contobs is the number of observed events, N
cont
l+l− is the expected number of l
+l−
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background events, and N contψ(2S) is the number of ψ(2S) events, all for the continuum data
sample. The quantity An in Eqn. 4.25 is the continuum scaling factor. It is defined as
An = (Lψ(2S)/Lcont) · (scont/sψ(2S))n, (4.26)
where n denotes the inverse s-dependence of the e+e− → hh cross section, i.e., for π+π−
and K+K−, n = 3 (σ0(s) ∝ s−3) gives A3 = 0.136, and for pp, n = 5 (σ0(s) ∝ s−5) gives
A5 = 0.134.
In turn, the number of ψ(2S) events in the continuum data is defined as
N contψ(2S) = C
pi+pi−J/ψ(N
ψ(2S)
obs −Nψ(2S)l+l− ), (4.27)
where N
ψ(2S)
obs and N
ψ(2S)
l+l− are the number of observed events and the expected number of
l+l− background events in the ψ(2S) data sample, respectively. The scale factor Cpi
+pi−J/ψ
= 0.0072±0.0005 is the contamination from ψ(2S) in the continuum data, as defined in
Eqn. 4.1. At this level, the continuum content of the ψ(2S) data itself is considered
negligible.
4.8.2 Determination of σ0(e
+e− → hh)
The Born cross section for e+e− → hh for the continuum data is determined by
σ0(e
+e− → hh) = N
cont(e+e− → hh)
ǫh(1 + δ)Lcont , (4.28)
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where the number of e+e− → hh signal events is
N cont(e+e− → hh) = N contobs −N contl+l− −N contψ(2S), (4.29)
and N contobs is the number of observed events, N
cont
l+l− is the expected number of l
+l− back-
ground events, and N contψ(2S) is the number of ψ(2S) contamination events, all for the con-
tinuum data sample. The hh final state detection efficiency and radiative correction are
denoted by ǫh and 1+ δ, respectively, while Lcont = 20.7 pb−1 is the integrated luminosity
for the continuum data sample. The radiative corrections are listed in Table 4.10. The
number of ψ(2S)→ hh events in the continuum data is
N contψ(2S) = C
pi+pi−J/ψ(N
ψ(2S)
obs −Nψ(2S)l+l− −Nψ(2S)cont ), (4.30)
where N
ψ(2S)
obs is the number of observed events, N
ψ(2S)
l+l− is the expected number of l
+l−
background events, and N
ψ(2S)
cont is the number of e
+e− → hh events, all for the ψ(2S) data
sample. The scale factor Cpi
+pi−J/ψ is the ψ(2S) contamination in the continuum data, as
defined in Eqn. 4.1. The number of e+e− → hh events in the ψ(2S) data is defined as
N
ψ(2S)
cont = An
(
N contobs −N contl+l−
)
, (4.31)
where N contobs and N
cont
l+l− are the number of observed events and the expected number of
l+l− background events in the continuum data sample, respectively. The quantity An is
the continuum scaling factor, as defined in Eqn. 4.26. At this level, the ψ(2S) content in
the continuum data itself is considered negligible.
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4.8.3 Determination of B(ψ(2S)→ π+π−)
Figure 4.10 shows both the Xpi signal region and its vicinity after the π
+π− event selection
criteria have been applied to the ψ(2S) and continuum data samples. There are 8 events
in the Xpi signal region for the ψ(2S) data sample and 26 events for the continuum data
sample. Figure 4.25 shows that the ψ(2S) data events are confined to the regions predicted
by the signal MC.
The number of e+e− → π+π− events in the ψ(2S) data sample is
N
ψ(2S)
cont = A3[(26.0± 5.1)− (0.108± 0.013)− (0.057± 0.024)] = 3.5± 0.7.
The number of ψ(2S)→ π+π− signal events is
N(ψ(2S)→ hh) = (8.0+3.3−2.7)− (3.5± 0.7)− (0.021± 0.002) = 4.5+3.4−2.8
From Eqn. 4.23, the ψ(2S)→ π+π− branching ratio is
B(ψ(2S)→ π+π−) = N(ψ(2S)→ π
+π−)
ǫhN
ψ(2S)
prod
=
4.5+3.4−2.8
(0.166)(1.52× 106) = (1.8
+1.3
−1.1(stat))× 10−5.
This value of B(ψ(2S)→ π+π−) is a factor ∼4 smaller than the PDG value of B(ψ(2S)→
π+π−) = (8 ± 5) × 10−5 [2], but consistent with the recent BES I measurement of
B(ψ(2S)→ π+π−) = (0.84± 0.55+0.16−0.35)× 10−5 [197]. Our result is also only 1.6σ above a
null observation.
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Figure 4.25: The ψ(2S) data with the π+π− final state criteria applied. The points
are data events. The solid histograms are e+e− → π+π− signal MC, normalized to the
number of observed events in the signal region. Figure (a): Xpi distribution. The Xpi
signal region is enclosed by the dashed lines. The points near Xpi = 0.85 are associated
with ψ(2S) → pp decays. Figure (b): Xpi signal region. The dashed histogram is the
continuum data scaled according to Eqn. 4.26. Figure (c): ∆χ2(π − e) for the positive
track. Figure (d): EtkCC for the positive track. Figure (e): Net momentum of the two
tracks. Figure (f): |cos(θ)| for the positive track.
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4.8.4 Determination of σ(e+e− → π+π−) and |Fpi(s)|
Figure 4.26 shows the event distributions for several variables for the continuum data and
signal MC after applying the π+π− event selection criteria. There are 26 observed events
in the π+π− signal region. The data events are distributed in accord with the signal MC
predictions.
The values of all measured quantities for the 26 observed events are listed in Tables A.1-
10 of Appendix A. Two interesting features are present. Table A.7 lists the dE/dx+RICH
PID variable ∆χ2(π−µ), and it is apparent that it does not contain discriminating power
between pions and muons. As seen in Table A.10, one pion candidate track has an
associated signal in the muon detector. A pion track will decay to a muon ∼3% of the
time according to the e+e− → π+π− signal MC. Therefore, one pion decaying to a muon,
out of 52 candidates, is consistent with the MC prediction.
The number of ψ(2S)→ π+π− events in the continuum data sample is
N contψ(2S) = C
pi+pi−J/ψ[(8.03.32.7)− (0.021± 0.002)− (3.5± 0.7)] = 0.03± 0.02.
The number of e+e− → π+π− signal events is
N cont(e+e− → π+π−) = (26.0± 5.1)− (0.108± 0.013)− (0.03± 0.02) = 25.9± 5.1.
Therefore, using Eqn. 4.28, the cross section for e+e− → π+π− is
σ0(e
+e− → π+π−) = N
cont(e+e− → π+π−)
ǫh(1 + δ)Lcont
=
25.9± 5.1
(0.166)(0.832)(20.7 pb−1)
= 9.0± 1.8 pb.
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Figure 4.26: Continuum data sample with the π+π− final state criteria applied. The
points are data events. The solid histogram are e+e− → π+π− signal MC, normalized to
the number of observed events in the signal region. Figure (a): Xpi distribution. The Xpi
signal region is enclosed by the dashed lines. Figure (b): Xpi signal region. Figure (c):
∆χ2(π − e) for the positive track. Figure (d): EtkCC for the positive track. Figure (e):
Net momentum of the two tracks. Figure (f): |cos(θ)| for the positive track.
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As stated in Eqn. 1.15, the cross section is related to the pion electromagnetic form factor
by [13]
σ0(e
+e− → π+π−) = πα
2β3pi
3s
|Fpi(s)|2. (4.32)
Inserting the constants in the equation above, the pion form factor at
√
s = 3.671 GeV is
|Fpi(13.48 GeV2)| =
√
9.0± 1.8 pb
1598 pb
= 0.075± 0.008 (4.33)
where the errors are statistical only.
4.8.5 Determination of B(ψ(2S)→ K+K−)
Figure 4.15 shows both the XK signal region and its vicinity after the K
+K− event
selection criteria have been applied to the ψ(2S) and continuum data sample. There
are 92 events in the XK signal region for the ψ(2S) data sample and 72 events for the
continuum data sample. Figure 4.27 shows that the distributions of the ψ(2S) data events
are in agreement with the e+e− → K+K− signal MC predictions.
The number of e+e− → K+K− events in the ψ(2S) data sample is
N
ψ(2S)
cont = A3[(72.0± 8.5)− (0.56+0.21−0.18)− (0.66± 0.08)] = 9.6± 1.2.
The number of ψ(2S)→ K+K− signal events is
N(ψ(2S)→ K+K−) = (92.0± 9.6)− (0.06+0.10−0.04)− (9.6± 1.2) = 82.3± 9.7.
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Figure 4.27: The ψ(2S) data with the K+K− final state criteria applied. The points are
data events. The solid histograms are the e+e− → K+K− signal MC, normalized to the
number of observed events in the signal region. Figure (a): XK distribution. The XK
signal region is enclosed by the dashed lines. The points near XK = 0.90 are associated
with ψ(2S) → pp decays. Figure (b): XK signal region. The dashed histogram is the
continuum data scaled according to Eqn. 4.26. Figure (c): Net momentum of the two
tracks. Figure (d): |cos(θ)| for the positive track.
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From Eqn. 4.23, the ψ(2S)→ K+K− branching ratio is
B(ψ(2S)→ K+K−) = 82.3± 9.7
(0.743)(1.52× 106) = (7.3± 0.9(stat))× 10
−5.
This value of B(ψ(2S) → K+K−) is consistent with the PDG value of B(ψ(2S) →
K+K−) = (10 ± 7) × 10−5 [2] and the BES I measurement of B(ψ(2S) → K+K−) =
(6.1± 1.4+1.5−1.3)× 10−5 [197].
4.8.6 Determination of σ(e+e− → K+K−) and |FK(s)|
Figure 4.28 shows the event distributions for several variables for the continuum data and
signal MC after applying the K+K− event selection criteria. There are 72 observed events
in the K+K− signal region. The distributions of data events are in agreement with the
signal MC predictions.
The number of ψ(2S)→ K+K− events in the continuum data sample is
N contψ(2S) = C
pi+pi−J/ψ[(92.0± 9.6)− (0.06+0.10−0.04)− (9.7± 1.2)] = 0.59± 0.08.
The number of e+e− → K+K− signal events is
N cont(e+e− → K+K−) = (72.0± 8.5)− (0.56+0.21−0.18)− (0.59± 0.08) = 70.9± 8.5.
Therefore, using Eqn. 4.28, the cross section for e+e− → K+K− is
σ0(e
+e− → K+K−) = N
cont(e+e− → K+K−)
ǫh(1 + δ)Lcont
=
70.9± 8.5
(0.743)(0.810)(20.7 pb−1)
= 5.7± 0.7 pb.
206
0
2
4
6
8
10
12
14
16
18
20
22
24
0.8 0.9 1 1.1 1.2
XK = (EK+ + EK-) / √s
Ev
en
ts
 / 
0.
00
4
(a) K+K-
cont.
0
2
4
6
8
10
12
14
16
18
20
0.98 0.99 1 1.01 1.02
XK = (EK+ + EK-) / √s
Ev
en
ts
 / 
0.
00
25
(b) K+K-
cont.
0
2
4
6
8
10
12
14
16
18
20
22
24
0 0.02 0.04 0.06
S pi (GeV/c)
Ev
en
ts
 / 
(5 
M
eV
/c)
(c) K+K-
cont.
0
2
4
6
8
10
12
14
16
0 0.2 0.4 0.6 0.8 1
|cos( q )|
Ev
en
ts
 / 
0.
05
(d) K+K-
cont.
Figure 4.28: Continuum data sample with the K+K− final state criteria applied. The
points are data events. The solid histograms are e+e− → K+K− signal MC, normalized to
the number of observed events in the signal region. Figure (a): XK distribution. The XK
signal region is enclosed by the dashed lines. The points near XK = 1.03 are associated
with e+e− → l+l− events. Figure (b): XK signal region. Figure (c): Net momentum of
the two tracks. Figure (d): |cos(θ)| for the positive track.
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As stated in Eqn. 1.15, the cross section is related to the kaon electromagnetic form factor
by [13]
σ0(e
+e− → K+K−) = πα
2β3K
3s
|FK(s)|2. (4.34)
Inserting the constants in the equation above, the kaon form factor at
√
s = 3.671 GeV is
|FK(13.48 GeV2)| =
√
5.7± 0.7 pb
1440 pb
= 0.063± 0.004 (4.35)
where the errors are statistical only.
4.8.7 Determination of B(ψ(2S)→ pp)
Figure 4.20 shows both the Xp signal region and its vicinity after the pp event selection
criteria have been applied to the ψ(2S) and continuum data samples. There are 269 events
in the Xp signal region for the ψ(2S) data sample and 16 events for the continuum data
sample. Figure 4.29 compares the distributions of ψ(2S) data events with the e+e− → pp
signal MC prediction calculated with |GPE(s)| = 0. There is good agreement between the
data and MC predictions.
The number of e+e− → pp events in the ψ(2S) data sample is
N
ψ(2S)
cont = A5[(16.0
+4.8
−3.7)− (1.94± 0.18)] = 1.9± 0.6.
Note that the l+l− contamination is negligible in both the continuum and ψ(2S) data
samples, as discussed at the end of Section 4.5.3. The number of ψ(2S) → pp signal
events is
N(ψ(2S)→ pp) = (269.0± 16.4)− (1.9± 0.6) = 267.1± 16.4.
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Figure 4.29: The ψ(2S) data with the pp final state criteria applied. The points are data
events. The solid histograms are e+e− → pp signal MC, normalized to the number of
observed events in the signal region. Figure (a): Xp distribution. The Xp signal region is
enclosed by the dashed lines. Figure (b): Xp signal region. The dashed histogram is the
continuum data scaled according to Eqn. 4.26. Figure (c): Net momentum of the two
tracks. Figure (d): |cos(θ)| for the positive track.
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From Eqn. 4.23, the ψ(2S)→ pp branching ratio is
B(ψ(2S)→ pp) = 267.1± 16.4
(0.626)(1.52× 106) = (2.81± 0.17(stat))× 10
−4.
This value of B(ψ(2S) → pp) is 2.4σ larger than the PDG value of B(ψ(2S) → pp) =
(2.07± 0.31)× 10−4 [2] but is in good agreement with the E760 result B(ψ(2S)→ pp) =
(2.61+0.31−0.21±0.17±0.17)×10−4 [198]. Assuming |GPE(s)| = |GPM(s)| decreases the branching
ratio by 0.04%.
4.8.8 Determination of σ(e+e− → pp) and |GPM(s)|
Figure 4.30 shows the event distributions for several variables for the continuum data
and signal MC after applying the pp event selection criteria under the two assumptions
|GPE(s)| = 0 and |GPE(s)| = |GPM(s)|. There are 16 observed events in the pp signal region.
The distributions of the data events are in agreement with both MC predictions, which
differ very little.
The values of all measured quantities for the 16 observed events are listed in Tables
A.11-20 of Appendix A. The EtkCC/p values for the antiproton candidates are listed in
Table A.20. The EtkCC/p < 0.85 requirement is applied only to the protons, and not to
the antiprotons because of their possible annihilation in the CC. Table A.20 shows that 5
of the 16 antiproton candidates have an EtkCC/p > 0.85, consistent with the expectation
of annihilation.
The number of ψ(2S)→ pp events in the continuum data sample is
N contψ(2S) = C
pi+pi−J/ψ[(269.0± 16.4)− (2.1+0.6−0.5)] = 1.92± 0.18.
Note that the l+l− contamination is negligible in both the continuum and ψ(2S) data
210
0
2
4
6
8
10
12
0.8 0.9 1 1.1 1.2
Xp = (Ep + Ep_) / √s
Ev
en
ts
 / 
0.
00
4
(a) pp_
cont.
0
1
2
3
4
5
6
7
8
9
0.98 0.99 1 1.01 1.02
Xp = (Ep + Ep_) / √s
Ev
en
ts
 / 
0.
00
25
(b) pp_
cont.
0
1
2
3
4
5
6
7
8
9
0 0.02 0.04 0.06 0.08 0.1
S pi (GeV/c)
Ev
en
ts
 / 
(5 
M
eV
/c)
(c) pp_
cont.
0
1
2
3
4
5
6
0 0.2 0.4 0.6 0.8 1
|cos( q )|
Ev
en
ts
 / 
0.
05
(d) pp_
cont.
Figure 4.30: Continuum data sample with the pp final state criteria applied. The points
are data events. The solid histograms are the e+e− → pp signal MC obtained with |GPE(s)|
= 0, and the dashed histograms are the e+e− → pp signal MC obtained with |GPE(s)| =
|GPM(s)| . The signal MC samples are normalized to the number of observed events in the
signal region. Figure (a): Xp distribution. The Xp signal region is enclosed by the dashed
lines. Figure (b): Xp signal region. Figure (c): Net momentum of the two tracks. Figure
(d): |cos(θ)| for the positive track.
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samples, as discussed at the end of Section 4.5.3. The number of e+e− → pp signal events
is
N cont(e+e− → pp) = (16.0+4.8−3.7)− (1.92± 0.18) = 14.1+4.8−3.7.
Therefore, using Eqn. 4.28, the cross section for e+e− → pp is
σ0(e
+e− → pp) = 14.1
+4.8
−3.7
(0.626)(0.853)(20.7 pb−1)
= 1.27+0.43−0.33 pb, ( |GPE(s)| = 0 )
and
σ0(e
+e− → pp) = 14.1
+4.8
−3.7
(0.657)(0.860)(20.7 pb−1)
= 1.20+0.41−0.31 pb, ( |GPE(s)| = |GPM(s)| ).
Solving Eqn. 4.20 for |GPM(s)| gives
|GPM(s)| =
√√√√ 3s
4πα2
σ0(e+e− → pp)
βp(1 +
2m2p
s
|GP
E
(s)|2
|GP
M
(s)|2
)
. (4.36)
The magnetic form factor of the proton is therefore
|GPM(13.48 GeV2)| =
√
1.27+0.43−0.33 pb
5542 pb
= 0.0152+0.0026−0.0020, assuming ( |GPE(s)| = 0 ),
and
|GPM(13.48 GeV2)| =
√
1.20+0.41−0.31 pb
6266 pb
= 0.0139+0.0024−0.0018, assuming ( |GPE(s)| = |GPM(s)| ).
where all errors are statistical only.
Due to the low statistics, a definitive measurement of the |GPE(s)|/|GPM(s)| ratio is not
possible from our data. A rough measurement can be done by calculating the ratio of
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the number of events with |cosθ| < 0.5 to the events with 0.5 < |cosθ| < 0.8 from the
continuum data and comparing it to the ratio obtained from the |GPE(s)| = 0 and |GPE(s)|
= |GPM(s)| MC samples. The experimental ratio is found to be 0.78+0.49−0.38. The MC results
are 1.282±0.023 for |GPE(s)| = 0, and 1.416±0.025 for |GPE(s)| = |GPM(s)|. It is clear that
our data does not have the statistical precision to distinguish between the two.
4.9 Systematic Uncertainties
Various sources of systematic uncertainty arise from possible biases in the event selection
criteria, the treatment of the leptonic background, the treatment ψ(2S) contamination
in the continuum data sample, the statistical uncertainty in the detection efficiency, the
bremstrahlung energy cutoff in the radiative correction, and the uncertainty in the lumi-
nosity.
The trigger uncertainty was studied in Ref. [184] for events with only two hard tracks
and determined to be at most 0.62%. A conservative estimate of the trigger uncertainty
is taken to be 1%.
Tracking uncertainties was studied in Ref. [192] and, again for the case of two hard
tracks, in Ref. [184]. A tracking uncertainty of 0.7% was found for charged kaons, but a
study of hard µ tracks in ψ(2S)→X J/ψ, J/ψ→ µ+µ− decays determined an uncertainty
of 1.0%. The tracking uncertainty per track is taken to be 1%.
The biases imposed by the signal region, net momentum, and EtkCC criteria are stud-
ied by varying the cuts, recalculating the efficiency, leptonic background, and radiative
correction, and stating the difference in the cross section as a systematic uncertainty.
Tables 4.11 and 4.12 list their effect on σ0(e
+e− → π+π−) and σ0(e+e− → K+K−), re-
spectively. For σ0(e
+e− → pp), Table 4.13 lists their effect on e+e− → pp events with the
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assumption |GPE(s)| = 0 and Table 4.14 lists their effect on e+e− → pp events with the
assumption |GPE(s)| = |GPM(s)|. The final results are listed in Table 4.15.
Table 4.11: Systematic uncertainties in σ0(e
+e− → π+π−) from signal region, net momen-
tum, and EtkCC variation. The larger variation is taken as the systematic uncertainty.
Xpi Signal Region σ0(e
+e− → π+π−) (pb) Change (%)
0.98 < Xpi < 1.02 (nominal) 9.045 —
0.985 < Xpi < 1.015 9.416 +4.1
0.975 < Xpi < 1.025 8.846 −2.2
Net momentum (MeV/c)
Σpi < 100 (nominal) 9.045 —
Σpi < 60 9.479 +4.8
Σpi < 150 9.009 −0.4
EtkCC (MeV)
EtkCC < 420 (nominal) 9.045 —
EtkCC < 540 10.013 +10.7
EtkCC < 380 8.737 −3.4
Table 4.12: Systematic uncertainties in σ0(e
+e− → K+K−) from signal region and net
momentum variation. The larger variation is taken as the systematic uncertainty.
XK Signal Region σ0(e
+e− → K+K−) (pb) Change (%)
0.98 < XK < 1.02 (nominal) 5.687 —
0.985 < XK < 1.015 5.657 −0.5
0.975 < XK < 1.025 5.666 −0.4
Net momentum (MeV/c)
Σpi < 60 (nominal) 5.687 —
Σpi < 50 5.770 +1.5
Σpi < 80 5.541 −2.6
The uncertainty in the dE/dx+RICH PID criteria is determined by studying a sub-
stantial statistical sample of pion, kaon, and proton tracks at the desired momenta. The
only source of such samples are from D0 → K−π+ decays for charged pions and kaons
and Λ → pπ decays for protons with data taken at √s = 10.58 GeV with the CLEO III
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Table 4.13: Systematic uncertainties in σ0(e
+e− → pp) for |GPE(s)| = 0 from signal region
and net momentum variation. The larger variation is taken as the systematic uncertainty.
Xp Signal Region σ0(e
+e− → pp) (pb) Change (%)
0.98 < Xp < 1.02 (nominal) 1.274 —
0.985 < Xp < 1.015 1.321 +3.7
0.975 < Xp < 1.025 1.248 −2.0
Net momentum (MeV/c)
Σpi < 100 (nominal) 1.274 —
Σpi < 60 1.326 +4.1
Σpi < 150 1.360 +6.8
Table 4.14: Systematic uncertainties in σ0(e
+e− → pp) for |GPE(s)| = |GPM(s)| from signal
region and net momentum variation. The larger variation is taken as the systematic
uncertainty.
Xp Signal Region σ0(e
+e− → pp) (pb) Change (%)
0.98 < Xp < 1.02 (nominal) 1.204 —
0.985 < Xp < 1.015 1.249 +3.7
0.975 < Xp < 1.025 1.179 −2.0
Net momentum (MeV/c)
Σpi < 100 (nominal) 1.204 —
Σpi < 60 1.252 +4.0
Σpi < 150 1.287 +6.9
detector (note that charge conjugation is implied for D0 and Λ and their decays). The
PID uncertainty is studied by calculating the efficiencies for finding D0s and Λs using the
method and resources described in Ref. [199]. Either the mean value, or the uncertainty,
of the difference between the CLEO III data and MC efficiency for a particular particle
type is taken as the systematic uncertainty per track. For pions with track momenta
of ∼1.83 GeV/c, the difference is −2.7 ± 1.9%; for kaons with track momenta of ∼1.77
GeV/c, the difference is +0.2 ± 1.2%; and for protons with track momenta of ∼1.58
GeV/c, the difference is −1.2± 1.6%. Therefore, the pion, kaon, and proton PID criteria
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is assigned a 2.7%, 1.2%, and 1.6% uncertainty per track, respectively.
The uncertainty in the pion identification efficiency from the EtkCC criteria is 2.3%
per track and is described in Section 4.5.1.
Uncertainties from the ψ(2S) contamination, leptonic background, and statistical un-
certainty in efficiency determination due to finite MC sample sizes is determined by indi-
vidually varying the mean values by ±1σ. The uncertainty in the bremstrahlung energy
cutoff in the radiative correction is determined by varying the cutoff energy by a factor
of two, i.e., changing Eγ,min to 5 keV and 20 keV. The results are listed in Table 4.15.
The determination of the continuum data luminosity systematic uncertainty is docu-
mented in Ref. [181] and is determined to be 1%.
The individual and total systematic uncertainties for σ0(e
+e− → hh) are summarized
in Table 4.15. The total uncertainty is determined by a sum in quadrature of all indi-
vidual contributions. The total systematic uncertainty on σ0(e
+e− → π+π−) is 14.6%,
in σ0(e
+e− → K+K−) it is 4.4%, in σ0(e+e− → pp) for |GPE(s)| = 0 it is 8.8% and for
|GPE(s)| = |GPM(s)| it is 8.9%.
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Table 4.15: Sources of systematic uncertainty for σ0(e
+e− → hh). The values are listed as
percentages. The total uncertainty is determined by a sum in quadrature of all individual
contributions.
Source π+π− K+K− pp pp
(
|GP
E
(s)|
|GP
M
(s)|
= 0) (
|GP
E
(s)|
|GP
M
(s)|
= 1)
Trigger 1.0 1.0 1.0 1.0
Tracking 2×1.0 2×1.0 2×1.0 2×1.0
Xh Signal Region 4.1 0.5 3.7 3.7
Net Momentum 4.8 2.6 6.8 6.9
EtkCC 10.7 — — —
EtkCC/p >0.1 >0.1 >0.1 >0.1
dE/dx+RICH PID 2×2.7 2×1.2 2×1.6 2×1.6
ǫpi(EtkCC) 2×2.3 — — —
ψ(2S) Contam >0.1 0.1 0.9 1.0
Leptonic BG >0.1 0.3 >0.1 >0.1
MC statistics 1.3 0.4 0.5 0.5
xmin 0.2 0.2 0.2 0.2
L 1.0 1.0 1.0 1.0
Total (%) 14.6 4.4 8.8 8.9
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Chapter 5
Conclusions
Using the 20.7 pb−1 of e+e− data collected at
√
s = 3.671 GeV, the electromagnetic form
factors of the pion, kaon, and proton have been measured at a timelike momentum transfer
of |Q2| = s = 13.48 GeV2. The results are
|Fpi(13.48 GeV2)| = 0.075± 0.008(stat)± 0.005(syst),
|FK(13.48 GeV2)| = 0.063± 0.004(stat)± 0.001(syst),
and, assuming |GPE(Q2)| = |GPM(Q2)|,
|GPM(13.48 GeV2)| = 0.0139+0.0024−0.0018(stat)± 0.0006(syst).
In order to facilitate comparison with PQCD predictions, equivalently
|Q2||Fpi(13.48 GeV2)| = (1.01± 0.11(stat)± 0.07(syst)) GeV2, (5.1)
|Q2||FK(13.48 GeV2)| = (0.85± 0.05(stat)± 0.02(syst)) GeV2, (5.2)
218
and
|Q4||GPM(13.48 GeV2)|/µp = (0.91+0.16−0.12(stat)± 0.04(syst)) GeV4. (5.3)
The results are displayed in Figures 5.1, 5.2, and 5.3 as |Q2||Fpi|, |Q2||FK|, and
|Q4||GpM |/µp, together with the existing world data for the same.
The precision result for |Q2||Fpi(13.48 GeV2)| is the first such directly measured result.
Figure 5.3 shows that the PQCD predictions by Gousset and Pire [113] and Brodsky
et al . [44] are factor two and three smaller than our result, respectively. The prediction
by Bakulev et al . [115], based on the QCD Sum Rules, is also lower than our result.
Our result also provides empirical validity for |Q2||Fpi(9.6 GeV2)| = (0.94 ± 0.06) GeV2
obtained by interpreting Γ(J/ψ → π+π−)/Γ(J/ψ → e+e−) as a measure of the form
factor [114]. Together, the two appear to support the PQCD prediction of αs(|Q2|)/|Q2|
variation of the form factor at large Q2. Bebek et al . [42] have reported Q2Fpi(9.77 GeV
2)
= 0.69±0.19 GeV2 for the spacelike form factor. Within errors this is consistent with
being nearly factor two smaller than the timelike form factors for Q2 > 9 GeV2, as found
for protons.
The measurement of the kaon form factor stands alone at present. While no explicit
predictions exist for the kaon form factor in the timelike region, the αs(|Q2|) and |Q2|
independent PQCD prediction [24] |FK(Q2)|/|Fpi(Q2)| = f 2K/f 2pi = 1.49±0.03 is in dis-
agreement with our result |FK(13.48 GeV2)|/|Fpi(13.48 GeV2)| = 0.84±0.11. Chernyak
and Zhitnitsky [95] use the PQCD factorization scheme, but with two-humped distribu-
tion amplitudes obtained by the QCD Sum Rules. They obtain a factor 2/3 multiplying
f 2K/f
2
pi and predict |FK(Q2)|/|Fpi(Q2)| = 0.99±0.02, which is consistent with our result
within errors. However, the discrepancy between our experimental results and the PQCD
based theoretical predictions has to be considered as unexplained.
Seth [200] has pointed out that because the J/ψ → K+K− decay can proceed through
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Figure 5.1: Experimental status of the pion form factors with timelike momentum trans-
fer. The solid points are from e+e− → π+π− measurements with pions experimentally
identified [28]-[33]. The open points are from e+e− → h+h− measurements with the pion
fraction of the observed h+h− determined according to a VDM prescription [34]. The
value denoted with the triangle comes from interpreting the J/ψ → π+π− branching ratio
as a pion form factor measurement as in Ref. [114]. The result from the present analysis
is denoted by the open square. The arbitrarily normalized solid line shows the variation
of αs(|Q2|) using its two-loop form with nf = 4 and Λ = 0.322 GeV. The dashed and
dash-dotted lines are the timelike PQCD predictions by Brodsky et al . [44] and Gousset
and Pire [113], respectively. The dotted line is the timelike QCD Sum Rules (QCDSR)
prediction by Bakulev et al . [115].
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Figure 5.2: Experimental status of the kaon form factors with timelike momentum trans-
fer. The solid points are from e+e− → K+K− measurements with kaons experimentally
identified [28]-[30], [48]-[51]. The open points are from e+e− → h+h− measurements with
the kaon fraction of the observed h+h− determined according to a VDM prescription [19].
The value denoted with the triangle comes from interpreting the J/ψ → K+K− decay via
a virtual photon as a kaon form factor measurement, as described in the text. The result
from the present analysis is denoted by the open square. The vertical dotted line specifies
the threshold for K+K− production, i.e., |Q2| = (2mK)2 = 0.975 GeV2. The arbitrarily
normalized solid line shows the variation of αs(|Q2|) using its two-loop form with nf = 4
and Λ = 0.322 GeV.
221
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
4 6 8 10 12 14 16 18 20
Timelike
Spacelike
|Q2|  (GeV2)
(|Q
4 ||G
M
(Q
2 )|)
 / m
p 
 
 
(G
eV
 4 ) CLEO
p
Figure 5.3: Experimental status of the proton magnetic form factor with timelike mo-
mentum transfer assuming |GPE(Q2)| = |GPM(Q2)|. The solid points are from pp final state
measurements [54]-[62], while the stars are the E760/E835 measurements from pp→ e+e−
events [63]-[65]. The result from the present analysis is denoted by the open square. The
ellipse represents the variation of the central value with the different assumptions of
|GPE(Q2)| listed in Table 5.1. The vertical dotted line specifies the threshold for pp pro-
duction, i.e., |Q2| = (2mp)2 = 3.52 GeV2. The arbitrarily normalized solid line shows the
variation of α2s(|Q2|) using its two-loop form with nf = 4 and Λ = 0.322 GeV. The dashed
line is the fit result of the variation of α2s(|Q2|) for the spacelike momentum transfer data.
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a virtual photon as well as three gluons, and the two decays have been shown to be
orthogonal [201, 202], the measured B(J/ψ → K+K−) can be related to the kaon form
factor after removing the contribution from the three gluon decay. The J/ψ → K+K−
branching fraction can be written in terms of the amplitudes for the one photon Aγ and
three gluon Aggg decay as [202]
B(J/ψ → K+K−) = |Aγ + Aggg|2 = |Aγ|2 + |Aggg|2 = BK+K−γ + BK
+K−
ggg , (5.4)
where BK+K−γ and BK+K−ggg are the branching fractions for the one photon and three gluon
components of the J/ψ → K+K− decay. Using the assumption that the decay J/ψ →
K0SK
0
L only occurs through the three gluon channel, its branching fraction can be used to
determine BK+K−ggg . The one photon component is related to the kaon form factor by [203]
BK+K−γ = 2B(J/ψ → e+e−)
(
pK
MJ/ψ
)3
|FK(M2J/ψ)|2, (5.5)
where (pK/MJ/ψ)
3 = 0.106 is the phase space factor, pK is the kaon momentum in the J/ψ
rest frame, and MJ/ψ and B(J/ψ → e+e−) are the mass and the e+e− branching fraction
of J/ψ, respectively. Using the PDG values [2] of B(J/ψ → K+K−) = (2.37 ± 0.31)−4,
BK+K−ggg = B(J/ψ → K0SK0L) = (1.46 ± 0.26)−4, B(J/ψ → e+e−) = 0.0593 ± 0.0010, and
MJ/ψ = 3096.916± 0.011 MeV, the kaon form factor at |Q2| =M2J/ψ = 9.6 GeV2 is
|Q2||FK(9.6 GeV2)| = (0.81± 0.18) GeV2.
This result is consistent with our result,
|Q2||FK(13.48 GeV2)| = (0.85± 0.05(stat)± 0.02(syst)) GeV2,
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as shown in Figure 5.2. Using |Q2||Fpi(9.6 GeV2)| = (0.94 ± 0.06) GeV2 [114], the form
factor ratio |FK(9.6 GeV2)|/|Fpi(9.6 GeV2)| = 0.86±0.20 is also consistent with our ex-
perimental result, 0.84±0.11, at |Q2| = 13.48 GeV2 and smaller than the theoretical pre-
dictions discussed above. Together, the two also appear to support the PQCD prediction
of αs(|Q2|)/|Q2| variation of the form factor at large Q2.
The result for |GPM(13.48 GeV2)| is in excellent agreement with the results of the
Fermilab E760/E835 experiments in which the reverse reaction pp¯→ e+e− was measured
[63, 64, 65]. The result is also consistent with the magnetic form factor in the timelike
region being twice as large as in the spacelike region.
The extraction of the experimental value of the proton magnetic form factor is de-
pendent on the particular assumption of the electric form factor. The magnetic form
factor has already been determined using two different assumptions: |GP,tlE (Q2)| = 0
and |GP,tlE (Q2)| = |GP,tlM (Q2)|, where the superscript tl refers to timelike values. The re-
cent measurements of the electric-to-magnetic form factor ratio in the spacelike region
can be used to determine the same ratio in the timelike region by assuming that the
Pauli-to-Dirac form factor ratio for the proton is the same in the spacelike and timelike
regions. The electric-to-magnetic form factor ratio from the Rosenbluth measurements
in the spacelike region is GP,slE (Q
2) = GP,slM (Q
2)/µp, where the superscript sl refers to
spacelike values. This corresponds to F P2 (Q
2)/F P1 (Q
2) = 0.0855, and leads to |GP,tlE (Q2)|
= 1.38 |GP,tlM (Q2)|. A linear extrapolation of the spacelike results from the polarization
transfer measurements (GP,slE (13.48 GeV
2) = −0.8 GP,slM (13.48 GeV2)/µp) corresponds to
F P2 (Q
2)/F P1 (Q
2) = 0.2027, and leads |GP,tlE (Q2)| = 1.75 |GP,tlM (Q2)|. The different assump-
tions of the electric form factor affect the differential and total cross sections and therefore
the value of the magnetic form factor.
As mentioned earlier (Section 4.2), the differential cross section for e+e− → pp is given
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by Eqn. 4.2 as
dσ0
dΩ
∝ 1 +B cos2θ, (5.6)
where B = (1− η)/(1 + η) and
η =
4m2p
|Q2|
|GP,tlE (Q2)|2
|GP,tlM (Q2)|2
. (5.7)
The corresponding total cross section is
σ0 =
πα2
3|Q2| βp(1 + η) [3 +B]× |G
P,tl
M (Q
2)|2 ≡ σkin |GP,tlM (Q2)|2, (5.8)
where σ0 = N/[ǫ(1 + δ)L], N = 14.1+4.8−3.7, (1 + δ) = 0.856, L = 20.7 pb−1, and the
efficiencies as listed in Table 5.1. Table 5.1 shows the results of the four different assump-
tions of |GP,tlE (Q2)|/|GP,tlM (Q2)| on the present results for the |GP,tlM (Q2)| measurement.
It is interesting to note that with all these possible variations of GP,slE (Q
2)/GP,slM (Q
2),
|Q4||GP,tlM (Q2)|/µp varies by only ±0.1 GeV4, which is well within the errors of our mea-
surement.
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Table 5.1: Effect of different assumptions of |GP,tlE (Q2)|/|GP,tlM (Q2)| on the extracted value
of |GP,tlM (Q2)|. The variable B is the coefficient of cos2θ in the differential cross section
given by Eqn. 5.6. The σkin and |GP,tlM (Q2)| terms are determined from Eqn. 5.8. The
errors are the statistical and systematic uncertainties summed in quadrature.
|GP,tlE (Q2)|/|GP,tlM (Q2)|
0 1 1.38 1.75
B = (1− η)/(1 + η) 1 0.59 0.34 0.11
Efficiency: ǫ 0.626 0.657 0.668 0.685
σ0 (pb) 1.27
+0.44
−0.35 1.21
+0.42
−0.33 1.19
+0.42
−0.33 1.16
+0.41
−0.32
σkin (pb) 5541 6265 6919 7757
|GP,tlM (Q2)| 0.0152+0.0027−0.0021 0.0139+0.0025−0.0019 0.0131+0.0023−0.0018 0.0122+0.0022−0.0017
|Q4||GP,tlM (Q2)|/µp 0.99+0.18−0.14 0.91+0.16−0.13 0.85+0.15−0.12 0.79+0.14−0.11
(GeV4)
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Appendix A
Event Lists for e+e−→ π+π− and
e+e−→ pp at √s = 3.671 GeV
Tables A.1-10 list the properties of all 26 events included in the final event selection for
the channel e+e− → π+π− as described in Chapter 4. Tables A.11-20 list the properties of
all 16 events included in the final event selection for the channel e+e− → pp as described
in Chapter 4.
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Table A.1: Properties of the events for the e+e− → π+π− final selection (Part 1). The
variableXpi is defined asXpi ≡ (E(+)+E(−))/
√
s, where E(±) isE(±) =√|p(±)|2 +m2pi.
The variable Σpi is the net momentum of the two tracks. Acolin is the acolinearity between
the two tracks. The variables p(+) and p(−) are the momenta of the positive and negative
tracks, respectively.
Run Event Xpi Σpi Acolin p(+) p(−)
(GeV/c) (deg.) (GeV/c) (GeV/c)
203165 39815 0.999 0.039 0.407 1.810 1.848
203182 45425 0.992 0.023 0.391 1.806 1.826
203203 10540 0.996 0.025 0.427 1.832 1.811
203218 27556 1.002 0.020 0.558 1.830 1.839
203232 12545 1.003 0.036 0.306 1.852 1.818
203247 101424 1.008 0.017 0.531 1.845 1.845
203280 41768 1.007 0.013 0.383 1.845 1.841
203328 7923 0.991 0.022 0.583 1.819 1.808
203363 52988 1.008 0.035 0.508 1.860 1.829
203949 64635 1.003 0.013 0.159 1.841 1.830
203972 42766 1.003 0.016 0.484 1.837 1.834
204001 56773 1.012 0.019 0.161 1.861 1.843
204002 21854 0.998 0.019 0.585 1.827 1.826
204003 87811 0.998 0.012 0.284 1.830 1.822
204014 27853 1.000 0.005 0.155 1.831 1.831
204020 11274 0.999 0.016 0.492 1.826 1.829
204064 45495 1.006 0.020 0.419 1.848 1.833
204083 53808 0.999 0.031 0.166 1.844 1.813
204117 56203 0.998 0.009 0.287 1.828 1.826
204134 39364 0.997 0.023 0.501 1.817 1.833
204160 8433 0.993 0.022 0.479 1.810 1.825
204195 1949 0.996 0.031 0.578 1.811 1.836
204197 39119 1.007 0.027 0.673 1.851 1.835
204213 2886 1.005 0.021 0.291 1.848 1.830
204297 32047 1.002 0.021 0.626 1.837 1.831
204327 82333 1.001 0.020 0.532 1.827 1.837
Requirement 0.98−1.02 < 0.100 — —
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Table A.2: Properties of the events for the e+e− → π+π− final selection (Part 2). The
variables cosθ, φ0, and χ
2/dof are the cosine of the angle between the charged track
and the positron beam, the angle of the charged track in the plane perpendicular to the
positron beam, and the reduced χ2 of the helix fit of the charged track, respectively. The
+ and − specify the charge of the track.
Run Event cosθ(+) cosθ(−) φ0(+) φ0(−) χ2/dof(+) χ2/dof(−)
(deg.) (deg.)
203165 39815 -0.238 0.241 285.7 106.1 0.818 0.734
203182 45425 0.499 -0.494 37.4 217.1 0.861 0.880
203203 10540 0.063 -0.059 127.0 306.7 0.956 0.498
203218 27556 -0.250 0.258 226.0 46.3 0.831 1.208
203232 12545 0.585 -0.589 187.8 8.0 1.506 1.014
203247 101424 0.445 -0.436 10.6 190.5 1.032 0.775
203280 41768 0.595 -0.593 300.3 120.8 1.126 1.105
203328 7923 -0.315 0.324 169.4 349.1 0.887 1.334
203363 52988 0.378 -0.384 25.9 205.5 0.830 0.628
203949 64635 0.121 -0.120 200.4 20.7 0.783 1.098
203972 42766 -0.533 0.534 92.3 271.7 0.839 0.986
204001 56773 0.247 -0.245 357.5 177.4 1.352 1.395
204002 21854 0.346 -0.352 248.3 68.8 1.377 0.961
204003 87811 0.658 -0.655 174.8 354.7 1.046 0.941
204014 27853 0.152 -0.154 359.7 179.8 0.637 1.081
204020 11274 0.682 -0.677 57.6 237.1 0.689 0.953
204064 45495 0.584 -0.579 340.2 160.4 0.739 0.947
204083 53808 -0.486 0.486 208.9 29.1 0.791 1.185
204117 56203 -0.203 0.201 53.1 232.8 0.631 0.996
204134 39364 0.487 -0.488 332.3 152.9 1.273 1.542
204160 8433 0.266 -0.269 285.2 105.7 0.836 0.551
204195 1949 -0.345 0.343 275.3 95.9 0.971 0.832
204197 39119 0.397 -0.404 128.3 307.7 1.862 1.157
204213 2886 -0.469 0.473 191.0 11.1 1.333 0.694
204297 32047 0.119 -0.112 70.4 249.9 1.327 0.540
204327 82333 -0.735 0.729 350.4 170.5 1.072 0.858
Requirement |cosθ(±)| < 0.75 — χ2/dof(±) < 10
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Table A.3: Properties of the events for the e+e− → π+π− final selection (Part 3). The
variables db and zb are the distances between the origin of the helix fit and the position
of the e+e− annihilation in the plane perpendicular to and along the axis defined by the
positron beam, respectively. DRHF is defined as the ratio of the number of Drift Chamber
wire “hits” observed to the number of “hits” expected from the helix fit. The + and −
specify the charge of the track.
Run Event db(+) db(−) zb(+) zb(−) DRHF(+) DRHF(-)
(mm) (mm) (cm) (cm)
203165 39815 0.224 -0.105 0.330 0.205 0.907 0.907
203182 45425 -0.118 0.075 0.192 0.340 0.963 0.944
203203 10540 0.357 -0.132 -1.373 -1.344 0.963 0.963
203218 27556 -0.092 0.409 0.414 0.524 0.852 0.963
203232 12545 -0.090 -0.019 -1.335 -1.329 0.944 0.944
203247 101424 -0.083 0.013 -1.132 -0.917 0.944 0.981
203280 41768 0.101 0.048 -0.628 -0.618 0.944 0.963
203328 7923 0.012 -0.008 -0.314 0.206 0.870 0.926
203363 52988 -0.407 0.154 0.893 0.547 0.926 0.926
203949 64635 0.012 0.025 -0.880 -0.642 0.963 0.944
203972 42766 0.252 0.019 0.626 0.540 1.000 0.907
204001 56773 -0.291 -0.065 -0.628 -0.906 0.833 0.926
204002 21854 0.005 -0.302 -1.629 -1.691 0.963 0.926
204003 87811 -0.181 0.115 -0.390 -0.306 0.963 0.944
204014 27853 -0.048 -0.038 -1.045 -1.253 0.944 0.926
204020 11274 0.315 -0.496 1.179 1.293 0.963 0.963
204064 45495 -0.184 0.071 0.379 0.459 0.963 0.926
204083 53808 0.052 -0.127 0.797 0.559 0.907 0.944
204117 56203 -0.087 -0.008 0.320 0.388 0.889 0.963
204134 39364 0.176 -0.046 0.755 0.389 0.963 0.907
204160 8433 0.217 -0.268 -0.295 -0.157 0.944 0.926
204195 1949 -0.078 0.016 1.503 1.401 0.926 0.963
204197 39119 0.066 0.108 -0.148 -0.333 0.926 0.870
204213 2886 0.202 -0.035 -0.194 0.257 0.944 0.981
204297 32047 0.243 -0.186 1.100 1.024 0.926 0.907
204327 82333 -0.074 0.067 1.170 0.895 0.907 0.944
Requirement |db(±)| < 5 |zb(±)| < 5 0.5−1.2
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Table A.4: Properties of the events for the e+e− → π+π− final selection (Part 4). The
variables S(i) [i = e, µ, π,K, p] are the pulls based on the ionization energy loss (dE/dx)
of the charged track in the Drift Chamber and are defined as S(i) ≡ ((dE/dx)meas −
(dE/dx)expected,i)/σ. The measured dE/dx of the charged track is (dE/dx)meas, the ex-
pected dE/dx for particle hypothesis i is (dE/dx)expected,i, and the uncertainty in the
dE/dx measurement is σ. The values below are for positive tracks only, the values for the
negative tracks are given in Table A.5.
Run Event S(e+) S(µ+) S(π+) S(K+) S(p)
203165 39815 -3.4158 -0.5323 -0.0014 1.4992 -0.0489
203182 45425 -4.8347 -1.9824 -1.4359 0.1406 -1.5020
203203 10540 -2.6720 0.2610 0.7919 2.2988 0.8366
203218 27556 -3.5736 -0.8540 -0.3457 1.1227 -0.3138
203232 12545 -3.5419 -0.5487 0.0076 1.6331 0.1378
203247 101424 -3.4473 -0.4866 0.0620 1.6538 0.1586
203280 41768 -3.7438 -0.7175 -0.1535 1.4903 -0.0502
203328 7923 -2.6994 0.1601 0.6775 2.1333 0.6690
203363 52988 -3.7028 -0.8622 -0.3285 1.2495 -0.1732
203949 64635 -4.8308 -1.9759 -1.4164 0.2250 -1.2822
203972 42766 -3.6171 -0.4889 0.0993 1.7808 0.2210
204001 56773 -2.1967 0.6125 1.1320 2.6073 1.3276
204002 21854 -3.2839 -0.3697 0.1738 1.7161 0.2373
204003 87811 -4.5225 -1.4148 -0.8195 0.8990 -0.7298
204014 27853 -2.6898 0.3253 0.8792 2.4377 0.9667
204020 11274 -3.8742 -0.7395 -0.1498 1.5327 -0.0774
204064 45495 -4.0482 -1.0278 -0.4488 1.2306 -0.2776
204083 53808 -2.7069 0.4102 0.9854 2.6120 1.1295
204117 56203 -2.7890 0.1844 0.7319 2.2740 0.8088
204134 39364 -2.6972 0.3675 0.9260 2.4852 0.9547
204160 8433 -3.6618 -0.7608 -0.2183 1.3183 -0.2196
204195 1949 -2.6643 0.3413 0.8878 2.4098 0.8935
204197 39119 -3.8755 -1.0414 -0.4966 1.0867 -0.3290
204213 2886 -4.4551 -1.4863 -0.9107 0.7699 -0.7440
204297 32047 -3.3744 -0.6618 -0.1488 1.3229 -0.0479
204327 82333 -2.7469 0.6104 1.2223 2.9337 1.2984
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Table A.5: Properties of the events for the e+e− → π+π− final selection (Part 5). The
variables S(i) [i = e, µ, π,K, p] are the pulls based on the ionization energy loss (dE/dx)
of the charged track in the Drift Chamber and are defined as S(i) ≡ ((dE/dx)meas −
(dE/dx)expected,i)/σ. The measured dE/dx of the charged track is (dE/dx)meas, the ex-
pected dE/dx for particle hypothesis i is (dE/dx)expected,i, and the uncertainty in the
dE/dx measurement is σ. The values below are for negative tracks only, the values for
the positive tracks are given in Table A.4.
Run Event S(e−) S(µ−) S(π−) S(K−) S(p)
203165 39815 -3.6418 -0.8653 -0.3446 1.1810 -0.2407
203182 45425 -3.6141 -0.7130 -0.1742 1.3722 -0.1571
203203 10540 -4.4347 -1.5859 -1.0454 0.5104 -1.0899
203218 27556 -2.3698 0.5825 1.1130 2.6179 1.1840
203232 12545 -4.4078 -1.4868 -0.9339 0.6622 -0.9521
203247 101424 -3.3184 -0.2232 0.3461 1.9919 0.4501
203280 41768 -2.5923 0.6279 1.2069 2.8513 1.2911
203328 7923 -4.4856 -1.7139 -1.1859 0.3337 -1.2445
203363 52988 -2.9475 0.0653 0.6133 2.1694 0.6445
203949 64635 -2.0894 0.9977 1.5549 3.1043 1.6347
203972 42766 -2.8245 0.3217 0.9009 2.5340 1.0073
204001 56773 -3.4900 -0.6101 -0.0647 1.5029 0.0720
204002 21854 -3.5622 -0.5561 0.0071 1.6099 0.0742
204003 87811 -4.6514 -1.5548 -0.9618 0.7469 -0.9070
204014 27853 -4.4539 -1.6971 -1.1624 0.3934 -1.0748
204020 11274 -2.7461 0.6925 1.3191 3.0726 1.4103
204064 45495 -4.6621 -1.6189 -1.0318 0.6718 -0.9284
204083 53808 -4.5409 -1.5315 -0.9573 0.6904 -0.9424
204117 56203 -3.7167 -0.8560 -0.3151 1.2328 -0.2468
204134 39364 -3.1438 -0.1954 0.3541 1.9148 0.4497
204160 8433 -2.5479 0.5153 1.0738 2.6363 1.1388
204195 1949 -3.3511 -0.2538 0.3250 1.9726 0.4387
204197 39119 -2.3580 0.6411 1.1886 2.7242 1.2912
204213 2886 -5.0126 -2.0889 -1.5181 0.1484 -1.4308
204297 32047 -3.6854 -0.7180 -0.1581 1.4437 -0.0687
204327 82333 -4.0414 -0.8221 -0.2124 1.5379 -0.0889
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Table A.6: Properties of the events for the e+e− → π+π− final selection (Part 6). This
table deals with separating pions from electrons based on dE/dx and RICH information.
Columns 1 and 3 are ∆S2(π−e) = S2(π)−S2(e) for positive and negative tracks, respec-
tively. Columns 2 and 4 are ∆χ2RICH(π−e) = −2 logL(π) + 2 logL(e) for positive and
negative tracks, respectively. Column 1+2 (3+4) is the sum of columns 1 and 2 (3 and
4). A track is more likely to be a pion than an electron if the value is <0.
Run Event 1 2 1+2 3 4 3+4
203165 39815 -11.668 0.311 -11.356 -13.144 0.256 -12.887
203182 45425 -21.313 -0.040 -21.353 -13.031 0.345 -12.686
203203 10540 -6.512 0.577 -5.935 -18.573 -1.626 -20.199
203218 27556 -12.651 0.666 -11.985 -4.377 -0.242 -4.620
203232 12545 -12.545 0.899 -11.646 -18.556 -2.235 -20.792
203247 101424 -11.880 0.690 -11.190 -10.892 -1.909 -12.801
203280 41768 -13.992 -2.672 -16.665 -5.264 0.099 -5.164
203328 7923 -6.8277 -2.911 -9.739 -18.714 -0.372 -19.086
203363 52988 -13.603 0.208 -13.395 -8.312 -1.065 -9.377
203949 64635 -21.330 4.142 -17.189 -1.948 1.341 -0.607
203972 42766 -13.074 -0.245 -13.319 -7.166 -0.501 -7.667
204001 56773 -3.544 -0.442 -3.986 -12.176 -1.522 -13.699
204002 21854 -10.754 0.334 -10.420 -12.689 -1.952 -14.641
204003 87811 -19.781 -0.577 -20.358 -20.710 1.470 -19.241
204014 27853 -6.462 -2.439 -8.901 -18.486 6.159 -12.327
204020 11274 -14.987 0.450 -14.537 -5.801 0.216 -5.585
204064 45495 -16.187 2.926 -13.261 -20.671 0.084 -20.587
204083 53808 -6.356 -1.062 -7.418 -19.703 0.329 -19.374
204117 56203 -7.243 4.108 -3.135 -13.715 -2.932 -16.647
204134 39364 -6.4176 1.879 -4.538 -9.758 -0.296 -10.054
204160 8433 -13.361 -0.723 -14.084 -5.339 -1.246 -6.585
204195 1949 -6.310 0.027 -6.284 -11.124 1.420 -9.704
204197 39119 -14.773 -0.135 -14.907 -4.147 0.744 -3.403
204213 2886 -19.018 -0.740 -19.758 -22.822 -0.885 -23.707
204297 32047 -11.364 0.209 -11.156 -13.557 -1.601 -15.158
204327 82333 -6.0512 -0.534 -6.585 -16.288 -1.120 -17.407
Requirement — — < 0 — — < 0
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Table A.7: Properties of the events for the e+e− → π+π− final selection (Part 7). This
table deals with separating pions from muons based on dE/dx and RICH information.
Columns 1 and 3 are ∆S2(π−µ) = S2(π)−S2(µ) for positive and negative tracks, respec-
tively. Columns 2 and 4 are ∆χ2RICH(π−µ) = −2 logL(π) + 2 logL(µ) for positive and
negative tracks, respectively. Column 1+2 (3+4) is the sum of columns 1 and 2 (3 and
4). A track is more likely to be a pion than an muon if the value is <0.
Run Event 1 2 1+2 3 4 3+4
203165 39815 -0.283 0.201 -0.082 -0.630 0.120 -0.510
203182 45425 -1.868 0.038 -1.831 -0.478 0.203 -0.275
203203 10540 0.559 0.316 0.875 -1.422 -0.588 -2.010
203218 27556 -0.610 0.373 -0.237 0.900 -0.023 0.876
203232 12545 -0.301 0.448 0.148 -1.338 -0.868 -2.207
203247 101424 -0.233 0.370 0.137 0.070 -0.736 -0.666
203280 41768 -0.491 -1.032 -1.523 1.062 0.110 1.173
203328 7923 0.433 -1.136 -0.703 -1.531 -0.072 -1.603
203363 52988 -0.635 0.152 -0.484 0.372 -0.416 -0.045
203949 64635 -1.898 3.450 1.552 1.422 0.681 2.103
203972 42766 -0.229 -0.038 -0.267 0.708 -0.156 0.553
204001 56773 0.906 -0.097 0.810 -0.368 -0.498 -0.866
204002 21854 -0.107 0.277 0.170 -0.309 -0.703 -1.012
204003 87811 -1.330 -0.170 -1.500 -1.492 0.678 -0.815
204014 27853 0.667 -1.015 -0.348 -1.529 4.920 3.391
204020 11274 -0.524 0.234 -0.291 1.261 0.120 1.380
204064 45495 -0.855 -0.400 -1.255 -1.556 0.086 -1.471
204083 53808 0.803 -0.357 0.446 -1.429 0.216 -1.213
204117 56203 0.502 0.080 0.581 -0.633 -1.099 -1.733
204134 39364 0.722 0.878 1.601 0.087 -0.041 0.047
204160 8433 -0.531 -0.239 -0.770 0.888 -0.405 0.483
204195 1949 0.672 0.124 0.796 0.041 0.680 0.721
204197 39119 -0.838 -0.009 -0.846 1.002 0.346 1.348
204213 2886 -1.380 -0.209 -1.589 -2.059 -0.310 -2.369
204297 32047 -0.416 0.180 -0.236 -0.490 -0.620 -1.110
204327 82333 1.121 -0.169 0.952 -0.631 -0.447 -1.077
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Table A.8: Properties of the events for the e+e− → π+π− final selection (Part 8). This
table deals with separating pions from kaons based on dE/dx and RICH information.
Columns 1 and 3 are ∆S2(π−K) = S2(π) − S2(K) for positive and negative tracks,
respectively. Columns 2 and 4 are ∆χ2RICH(π−K) = −2 logL(π)+2 logL(K) for positive
and negative tracks, respectively. Column 1+2 (3+4) is the sum of columns 1 and 2 (3
and 4). A track is more likely to be a pion than an kaon if the value is <0.
Run Event 1 2 1+2 3 4 3+4
203165 39815 -2.248 -28.836 -31.083 -1.276 -7.619 -8.895
203182 45425 2.042 -23.463 -21.421 -1.853 -29.295 -31.147
203203 10540 -4.657 -38.716 -43.373 0.832 -15.533 -14.700
203218 27556 -1.141 -45.013 -46.154 -5.615 -24.845 -30.460
203232 12545 -2.667 -38.662 -41.329 0.434 -11.827 -11.393
203247 101424 -2.731 -31.920 -34.651 -3.848 -17.838 -21.686
203280 41768 -2.197 -22.150 -24.347 -6.674 -28.714 -35.388
203328 7923 -4.092 -16.930 -21.021 1.295 -23.840 -22.545
203363 52988 -1.453 -24.021 -25.475 -4.330 -7.901 -12.231
203949 64635 1.956 -61.203 -59.247 -7.219 -50.836 -58.054
203972 42766 -3.162 -28.373 -31.535 -5.609 -16.671 -22.280
204001 56773 -5.516 -28.234 -33.751 -2.254 -57.159 -59.413
204002 21854 -2.915 -42.901 -45.816 -2.592 -33.268 -35.860
204003 87811 -0.137 -25.477 -25.614 0.367 -33.886 -33.519
204014 27853 -5.169 -0.595 -5.765 1.196 -74.474 -73.278
204020 11274 -2.327 -19.427 -21.754 -7.701 -16.342 -24.043
204064 45495 -1.312 -29.268 -30.581 0.613 -20.971 -20.358
204083 53808 -5.852 -30.594 -36.445 0.440 -35.001 -34.562
204117 56203 -4.635 -38.807 -43.443 -1.421 -28.982 -30.402
204134 39364 -5.319 -44.112 -49.431 -3.541 -35.119 -38.660
204160 8433 -1.690 -24.125 -25.815 -5.797 -36.961 -42.758
204195 1949 -5.019 -48.936 -53.955 -3.786 -43.839 -47.624
204197 39119 -0.934 -18.757 -19.691 -6.009 -21.239 -27.247
204213 2886 0.237 -35.883 -35.646 2.283 -18.696 -16.414
204297 32047 -1.728 -38.732 -40.460 -2.059 -9.927 -11.986
204327 82333 -7.113 -22.856 -29.969 -2.320 -3.089 -5.409
Requirement — — < 0 — — < 0
248
Table A.9: Properties of the events for the e+e− → π+π− final selection (Part 9). This
table deals with separating pions from protons based on dE/dx and RICH information.
Columns 1 and 3 are ∆S2(π−p) = S2(π)−S2(p) for positive and negative tracks, respec-
tively. Columns 2 and 4 are ∆χ2RICH(π−p) = −2 logL(π) + 2 logL(p) for positive and
negative tracks, respectively. Column 1+2 (3+4) is the sum of columns 1 and 2 (3 and
4). A track is more likely to be a pion than an proton if the value is <0.
Run Event 1 2 1+2 3 4 3+4
203165 39815 -0.002 -70.294 -70.297 0.061 -21.822 -21.761
203182 45425 -0.194 -102.678 -102.872 0.006 -100.294 -100.288
203203 10540 -0.073 -115.476 -115.548 -0.095 -146.877 -146.972
203218 27556 0.021 -110.937 -110.916 -0.163 -82.639 -82.803
203232 12545 -0.019 -149.792 -149.811 -0.034 -128.522 -128.556
203247 101424 -0.021 -135.227 -135.249 -0.083 -129.667 -129.750
203280 41768 0.021 -195.545 -195.524 -0.210 -115.735 -115.945
203328 7923 0.012 -127.004 -126.993 -0.142 -80.387 -80.529
203363 52988 0.078 -85.402 -85.324 -0.039 -55.816 -55.856
203949 64635 0.362 -148.569 -148.207 -0.254 -129.155 -129.410
203972 42766 -0.039 -123.886 -123.925 -0.203 -91.949 -92.152
204001 56773 -0.481 -143.892 -144.373 -0.001 -141.017 -141.018
204002 21854 -0.026 -111.513 -111.539 -0.005 -117.623 -117.629
204003 87811 0.139 -110.106 -109.967 0.102 -116.477 -116.375
204014 27853 -0.161 -91.503 -91.665 0.196 -175.258 -175.062
204020 11274 0.016 -79.879 -79.863 -0.249 -64.357 -64.605
204064 45495 0.124 -154.176 -154.052 0.203 -85.709 -85.506
204083 53808 -0.305 -160.211 -160.516 0.028 -139.807 -139.779
204117 56203 -0.118 -110.080 -110.199 0.038 -139.011 -138.973
204134 39364 -0.054 -155.698 -155.752 -0.077 -165.091 -165.168
204160 8433 -0.001 -106.285 -106.286 -0.144 -172.356 -172.500
204195 1949 -0.010 -151.338 -151.348 -0.087 -103.506 -103.593
204197 39119 0.138 -88.223 -88.084 -0.254 -75.811 -76.065
204213 2886 0.276 -179.510 -179.234 0.257 -106.701 -106.444
204297 32047 0.020 -145.397 -145.377 0.020 -59.201 -59.180
204327 82333 -0.192 -135.996 -136.188 0.037 -58.977 -58.940
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Table A.10: Properties of the events for the e+e− → π+π− final selection (Part 10).
Columns 1 and 4 are EtkCC/p for positive and negative tracks, respectively. Columns 2
and 5 are EtkCC for positive and negative tracks, respectively. Columns 3 and 6 are the
distances transversed in the Muon Chamber (in terms of nuclear interaction lengths) by
positive and negative tracks, respectively.
Run Event 1 2 3 4 5 6
(GeV) (GeV)
203165 39815 0.632 1.144 0.00 0.378 0.698 0.00
203182 45425 0.496 0.896 0.00 0.512 0.935 0.00
203203 10540 0.632 1.158 0.00 0.722 1.308 0.00
203218 27556 0.382 0.698 0.00 0.464 0.853 0.00
203232 12545 0.445 0.824 0.00 0.392 0.713 0.00
203247 101424 0.485 0.895 0.00 0.596 1.100 0.00
203280 41768 0.396 0.731 0.00 0.795 1.463 0.00
203328 7923 0.500 0.910 0.00 0.529 0.955 0.00
203363 52988 0.445 0.827 0.00 0.404 0.739 0.00
203949 64635 0.446 0.822 0.00 0.505 0.923 0.00
203972 42766 0.464 0.853 0.00 0.317 0.581 0.00
204001 56773 0.591 1.101 0.00 0.273 0.502 0.00
204002 21854 0.406 0.742 0.00 0.389 0.710 0.00
204003 87811 0.492 0.901 0.00 0.402 0.732 0.00
204014 27853 0.617 1.130 0.00 0.319 0.584 0.00
204020 11274 0.553 1.010 0.00 0.415 0.760 0.05
204064 45495 0.253 0.468 3.95 0.385 0.706 0.00
204083 53808 0.695 1.282 0.00 0.357 0.648 0.00
204117 56203 0.572 1.045 0.00 0.495 0.904 0.00
204134 39364 0.516 0.938 0.00 0.466 0.855 0.00
204160 8433 0.537 0.972 0.00 0.337 0.615 0.00
204195 1949 0.553 1.001 0.00 0.498 0.915 0.00
204197 39119 0.493 0.913 0.00 0.571 1.047 0.00
204213 2886 0.471 0.870 0.00 0.538 0.984 0.00
204297 32047 0.623 1.144 0.00 0.451 0.826 0.00
204327 82333 0.431 0.788 0.00 0.385 0.708 0.00
Requirement < 0.85 > 0.420 — < 0.85 > 0.420 —
250
Table A.11: Properties of the events for the e+e− → pp final selection (Part 1). The
variableXp is defined asXp ≡ (E(+)+E(−))/
√
s, where E(±) is E(±) =
√
|p(±)|2 +m2p.
The variable Σpi is the net momentum of the two tracks. Acolin is the acolinearity between
the two tracks. The variables p(+) and p(−) are the momenta of the positive and negative
tracks, respectively.
Run Event Xp Σpi Acolin p(+) p(−)
(GeV/c) (deg.) (GeV/c) (GeV/c)
203131 37307 0.997 0.013 0.485 1.571 1.571
203224 11782 1.003 0.011 0.398 1.583 1.585
203240 39099 0.987 0.025 0.854 1.545 1.555
203267 26988 0.997 0.026 0.406 1.582 1.559
203267 61798 1.007 0.016 0.489 1.597 1.587
203273 35020 1.000 0.019 0.606 1.582 1.572
203274 18555 0.999 0.019 0.284 1.585 1.567
203352 26890 0.999 0.020 0.490 1.568 1.584
203359 41016 0.990 0.032 0.912 1.546 1.567
203375 74490 0.993 0.030 0.477 1.575 1.548
203403 44417 1.000 0.022 0.236 1.567 1.588
203418 6948 1.002 0.017 0.567 1.586 1.578
204014 15143 1.004 0.023 0.355 1.597 1.576
204064 24504 1.000 0.013 0.446 1.578 1.575
204069 53356 0.988 0.025 0.753 1.544 1.558
204277 19757 0.990 0.016 0.216 1.549 1.563
Requirement 0.98−1.02 < 0.100 — —
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Table A.12: Properties of the events for the e+e− → pp final selection (Part 2). The
variables cosθ, φ0, and χ
2/dof are the cosine of the angle between the charged track
and the positron beam, the angle of the charged track in the plane perpendicular to the
positron beam, and the reduced χ2 of the helix fit of the charged track, respectively. The
+ and − specify the charge of the track.
Run Event cosθ(+) cosθ(−) φ0(+) φ0(−) χ2/dof(+) χ2/dof(−)
(deg.) (deg.)
203131 37307 -0.680 0.677 294.5 115.1 1.043 1.034
203224 11782 -0.386 0.380 10.0 189.8 1.013 1.226
203240 39099 0.604 -0.614 327.9 148.4 0.444 1.019
203267 26988 0.544 -0.550 206.0 26.2 0.789 1.775
203267 61798 0.453 -0.458 238.6 59.0 0.684 0.997
203273 35020 0.540 -0.548 222.9 43.2 1.092 0.971
203274 18555 -0.770 0.772 191.8 12.1 0.789 0.615
203352 26890 -0.396 0.393 321.8 142.2 0.673 1.035
203359 41016 0.301 -0.315 191.6 11.3 0.557 0.990
203375 74490 0.285 -0.283 101.7 281.2 0.835 1.825
203403 44417 0.356 -0.353 39.9 219.7 0.779 1.114
203418 6948 0.744 -0.744 249.7 70.5 1.012 0.898
204014 15143 0.232 -0.232 231.9 52.2 1.131 1.004
204064 24504 -0.681 0.687 159.1 339.0 0.922 0.870
204069 53356 0.751 -0.759 67.8 247.3 1.303 1.304
204277 19757 0.768 -0.768 289.0 109.4 1.051 1.358
Requirement |cosθ(±)| < 0.80 — χ2/dof(±) < 10
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Table A.13: Properties of the events for the e+e− → pp final selection (Part 3). The
variables db and zb are the distances between the origin of the helix fit and the position
of the e+e− annihilation in the plane perpendicular to and along the axis defined by the
positron beam, respectively. DRHF is defined as the ratio of the number of Drift Chamber
wire “hits” observed to the number of “hits” expected from the helix fit. The + and −
specify the charge of the track.
Run Event db(+) db(−) zb(+) zb(−) DRHF(+) DRHF(-)
(mm) (mm) (cm) (cm)
203131 37307 -0.100 0.084 -1.208 -1.311 0.944 0.981
203224 11782 -0.010 0.090 0.249 -0.058 0.944 0.944
203240 39099 0.155 -0.029 -0.610 -0.624 0.926 0.926
203267 26988 0.166 -0.035 0.852 1.011 0.926 0.963
203267 61798 -0.073 -0.100 0.489 0.284 0.963 0.926
203273 35020 0.008 0.049 0.052 0.185 0.870 0.926
203274 18555 0.011 -0.261 -0.864 -0.798 0.981 0.963
203352 26890 0.079 -0.184 0.542 0.568 0.944 0.963
203359 41016 -0.066 0.037 -0.689 -0.783 0.944 0.944
203375 74490 -0.197 0.173 1.022 0.876 0.944 0.926
203403 44417 0.128 0.215 1.379 1.670 0.981 0.963
203418 6948 -0.171 -0.181 -0.019 -0.018 0.981 0.944
204014 15143 -0.548 0.302 1.534 1.520 0.889 0.963
204064 24504 -0.177 0.028 1.271 1.140 0.907 0.944
204069 53356 0.061 0.322 0.666 0.443 0.963 0.963
204277 19757 -0.119 0.112 -0.744 -0.973 0.926 0.981
Requirement |db(±)| < 5 |zb(±)| < 5 0.5−1.2
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Table A.14: Properties of the events for the e+e− → pp final selection (Part 4). The
variables S(i) [i = e, µ, π,K, p] are the pulls based on the ionization energy loss (dE/dx)
of the charged track in the Drift Chamber and are defined as S(i) ≡ ((dE/dx)meas −
(dE/dx)expected,i)/σ. The measured dE/dx of the charged track is (dE/dx)meas, the ex-
pected dE/dx for particle hypothesis i is (dE/dx)expected,i, and the uncertainty in the
dE/dx measurement is σ. The values below are for positive tracks only, the values for the
negative tracks are given in Table A.15.
Run Event S(e+) S(µ+) S(π+) S(K+) S(p)
203131 37307 -2.7385 0.8449 1.4250 2.6909 0.0163
203224 11782 -1.7344 1.7652 2.3205 3.5351 1.0517
203240 39099 -2.2952 1.3861 1.9648 3.1733 0.3509
203267 26988 -2.5557 0.9376 1.5042 2.7544 0.1961
203267 61798 -2.6684 0.8160 1.3874 2.6730 0.1687
203273 35020 -2.2696 1.0713 1.6103 2.7953 0.3605
203274 18555 -2.9767 0.7211 1.3259 2.6687 -0.0532
203352 26890 -4.1479 -0.8983 -0.3467 0.8794 -1.6993
203359 41016 -1.1329 2.2322 2.7464 3.8073 1.3165
203375 74490 -2.3373 0.8277 1.3395 2.4593 0.1143
203403 44417 -1.3077 2.2583 2.8114 3.9868 1.4239
203418 6948 -0.6430 3.3571 3.9706 5.2886 2.5629
204014 15143 -2.5385 0.6083 1.1123 2.3125 0.0675
204064 24504 -3.4627 -0.0157 0.5409 1.8571 -0.7183
204069 53356 -2.8516 0.9016 1.4799 2.7763 -0.1252
204277 19757 -4.0103 -0.4269 0.1459 1.4579 -1.3926
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Table A.15: Properties of the events for the e+e− → pp final selection (Part 5). The
variables S(i) [i = e, µ, π,K, p] are the pulls based on the ionization energy loss (dE/dx)
of the charged track in the Drift Chamber and are defined as S(i) ≡ ((dE/dx)meas −
(dE/dx)expected,i)/σ. The measured dE/dx of the charged track is (dE/dx)meas, the ex-
pected dE/dx for particle hypothesis i is (dE/dx)expected,i, and the uncertainty in the
dE/dx measurement is σ. The values below are for negative tracks only, the values for
the positive tracks are given in Table A.14.
Run Event S(e−) S(µ−) S(π−) S(K−) S(p)
203131 37307 -2.738930 0.8908 1.4773 2.7539 0.0408
203224 11782 -2.383696 0.9368 1.4754 2.6670 0.2493
203240 39099 -3.469368 0.0042 0.5745 1.8056 -0.9217
203267 26988 -1.005250 2.6353 3.1923 4.3585 1.7381
203267 61798 -3.954325 -0.7604 -0.2151 1.0255 -1.4281
203273 35020 -3.558450 -0.2287 0.3266 1.5558 -1.0138
203274 18555 -3.641736 0.0977 0.7138 2.0622 -0.8179
203352 26890 -2.845031 0.4209 0.9584 2.1551 -0.2683
203359 41016 -2.949881 0.2458 0.7700 1.9154 -0.5294
203375 74490 -2.197144 1.2037 1.7407 2.8696 0.2714
203403 44417 -4.254406 -1.1532 -0.6168 0.6119 -1.8017
203418 6948 -4.259047 -0.5353 0.0917 1.4939 -1.3811
204014 15143 -2.228664 1.1651 1.6944 2.9200 0.4585
204064 24504 -3.520055 0.0353 0.6063 1.9467 -0.7323
204069 53356 -3.062407 0.7606 1.3575 2.7208 -0.1809
204277 19757 -2.461900 1.4513 2.0550 3.4318 0.5428
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Table A.16: Properties of the events for the e+e− → pp final selection (Part 6). This
table deals with separating protons from electrons based on dE/dx and RICH informa-
tion. Columns 1 and 3 are ∆S2(p−e) = S2(p) − S2(e) for positive and negative tracks,
respectively. Columns 2 and 4 are ∆χ2RICH(p−e) = −2 logL(p) + 2 logL(e) for positive
and negative tracks, respectively. Column 1+2 (3+4) is the sum of columns 1 and 2 (3
and 4). A track is more likely to be a proton than an electron if the value is <0.
Run Event 1 2 1+2 3 4 3+4
203131 37307 -7.499 -90.334 -97.833 -7.500 -24.676 -32.176
203224 11782 -1.902 -54.274 -56.176 -5.619 -15.512 -21.132
203240 39099 -5.145 -62.874 -68.019 -11.186 -106.279 -117.465
203267 26988 -6.493 -91.694 -98.187 2.011 -50.344 -48.333
203267 61798 -7.092 -72.475 -79.567 -13.597 -46.258 -59.855
203273 35020 -5.021 -120.827 -125.848 -11.634 -51.287 -62.921
203274 18555 -8.858 -41.762 -50.619 -12.593 -94.390 -106.983
203352 26890 -14.317 -107.075 -121.393 -8.022 -57.359 -65.381
203359 41016 0.450 -151.575 -151.125 -8.421 -12.197 -20.618
203375 74490 -5.450 -62.220 -67.670 -4.754 -78.443 -83.197
203403 44417 0.318 -63.508 -63.190 -14.854 -223.358 -238.211
203418 6948 6.155 -100.519 -94.363 -16.232 -61.634 -77.866
204014 15143 -6.439 -92.645 -99.084 -4.756 -89.057 -93.813
204064 24504 -11.475 -115.501 -126.976 -11.854 -113.530 -125.384
204069 53356 -8.116 -82.173 -90.289 -9.346 -44.003 -53.349
204277 19757 -14.143 -78.231 -92.374 -5.766 -21.996 -27.762
Requirement — — < 0 — — < 0
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Table A.17: Properties of the events for the e+e− → pp final selection (Part 7). This
table deals with separating protons from muons based on dE/dx and RICH information.
Columns 1 and 3 are ∆S2(p−µ) = S2(p)−S2(µ) for positive and negative tracks, respec-
tively. Columns 2 and 4 are ∆χ2RICH(p−µ) = −2 logL(p) + 2 logL(µ) for positive and
negative tracks, respectively. Column 1+2 (3+4) is the sum of columns 1 and 2 (3 and
4). A track is more likely to be a proton than an muon if the value is <0.
Run Event 1 2 1+2 3 4 3+4
203131 37307 -0.714 -90.334 -91.048 -0.792 -24.081 -24.873
203224 11782 -2.010 -52.893 -54.903 -0.815 -16.121 -16.937
203240 39099 -1.798 -62.874 -64.672 0.849 -105.826 -104.976
203267 26988 -0.841 -91.694 -92.534 -3.924 -50.308 -54.232
203267 61798 -0.637 -72.254 -72.892 1.461 -46.395 -44.934
203273 35020 -1.018 -120.815 -121.833 0.976 -51.543 -50.567
203274 18555 -0.517 -41.755 -42.272 0.659 -94.390 -93.730
203352 26890 2.081 -107.075 -104.995 -0.105 -57.217 -57.323
203359 41016 -3.250 -149.820 -153.070 0.220 -11.361 -11.141
203375 74490 -0.672 -62.220 -62.892 -1.375 -77.204 -78.579
203403 44417 -3.073 -62.663 -65.735 1.916 -222.964 -221.048
203418 6948 -4.702 -100.519 -105.220 1.621 -61.010 -59.389
204014 15143 -0.365 -92.259 -92.625 -1.147 -89.631 -90.778
204064 24504 0.516 -115.501 -114.985 0.535 -113.959 -113.424
204069 53356 -0.797 -82.173 -82.970 -0.546 -44.094 -44.640
204277 19757 1.757 -78.219 -76.462 -1.812 -21.996 -23.807
Requirement — — < -2 — — < -2
257
Table A.18: Properties of the events for the e+e− → pp final selection (Part 8). This
table deals with separating protons from pions based on dE/dx and RICH information.
Columns 1 and 3 are ∆S2(p−π) = S2(p)−S2(π) for positive and negative tracks, respec-
tively. Columns 2 and 4 are ∆χ2RICH(p−π) = −2 logL(p) + 2 logL(π) for positive and
negative tracks, respectively. Column 1+2 (3+4) is the sum of columns 1 and 2 (3 and
4). A track is more likely to be a proton than an pion if the value is <0.
Run Event 1 2 1+2 3 4 3+4
203131 37307 -2.030 -90.334 -92.364 -2.181 -23.738 -25.919
203224 11782 -4.278 -51.788 -56.067 -2.115 -16.573 -18.687
203240 39099 -3.737 -62.874 -66.612 0.519 -105.540 -105.021
203267 26988 -2.224 -91.694 -93.918 -7.170 -50.272 -57.441
203267 61798 -1.896 -72.111 -74.007 1.993 -46.511 -44.518
203273 35020 -2.463 -120.801 -123.264 0.921 -51.733 -50.812
203274 18555 -1.755 -41.773 -43.528 0.159 -94.390 -94.230
203352 26890 2.768 -107.075 -104.308 -0.847 -57.075 -57.922
203359 41016 -5.809 -148.655 -154.465 -0.313 -10.803 -11.116
203375 74490 -1.781 -62.220 -64.001 -2.956 -76.269 -79.226
203403 44417 -5.877 -62.071 -67.947 2.866 -222.613 -219.748
203418 6948 -9.197 -100.519 -109.716 1.899 -60.544 -58.645
204014 15143 -1.233 -91.993 -93.226 -2.661 -94.247 -96.908
204064 24504 0.223 -115.501 -115.278 0.169 -114.277 -114.108
204069 53356 -2.175 -82.173 -84.347 -1.810 -44.107 -45.917
204277 19757 1.918 -78.205 -76.287 -3.928 -21.996 -25.924
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Table A.19: Properties of the events for the e+e− → pp final selection (Part 9). This
table deals with separating protons from kaons based on dE/dx and RICH information.
Columns 1 and 3 are ∆S2(p−K) = S2(p) − S2(K) for positive and negative tracks,
respectively. Columns 2 and 4 are ∆χ2RICH(p−K) = −2 logL(p) + 2 logL(K) for positive
and negative tracks, respectively. Column 1+2 (3+4) is the sum of columns 1 and 2 (3
and 4). A track is more likely to be a proton than an kaon if the value is <0.
Run Event 1 2 1+2 3 4 3+4
203131 37307 -7.241 -90.289 -97.530 -7.582 -36.224 -43.807
203224 11782 -11.391 -38.167 -49.558 -7.051 -27.987 -35.038
203240 39099 -9.947 -62.874 -72.821 -2.411 -107.370 -109.781
203267 26988 -7.548 -91.694 -99.242 -15.975 -33.068 -49.043
203267 61798 -7.117 -74.137 -81.253 0.988 -43.297 -42.309
203273 35020 -7.684 -107.202 -114.886 -1.393 -56.538 -57.931
203274 18555 -7.119 -46.069 -53.188 -3.584 -94.381 -97.965
203352 26890 2.114 -107.035 -104.920 -4.572 -47.864 -52.437
203359 41016 -12.763 -153.117 -165.880 -3.388 -12.560 -15.949
203375 74490 -6.035 -62.220 -68.255 -8.161 -43.880 -52.040
203403 44417 -13.867 -70.242 -84.109 2.872 -206.506 -203.634
203418 6948 -21.401 -100.519 -121.919 -0.324 -45.542 -45.866
204014 15143 -5.343 -93.899 -99.242 -8.316 -101.827 -110.143
204064 24504 -2.933 -115.456 -118.389 -3.253 -125.285 -128.539
204069 53356 -7.692 -81.952 -89.644 -7.370 -38.665 -46.035
204277 19757 -0.186 -68.257 -68.444 -11.482 -21.996 -33.478
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Table A.20: Properties of the events for the e+e− → pp final selection (Part 10). Columns
1 and 3 are ECC/p for positive and negative tracks, respectively. Columns 2 and 4 are
the distances transversed in the Muon Chamber (in terms of nuclear interaction lengths)
by positive and negative tracks, respectively.
Run Event 1 2 3 4
203131 37307 0.129 0.00 0.237 0.00
203224 11782 0.268 0.00 1.028 0.00
203240 39099 0.193 0.00 0.713 0.00
203267 26988 0.129 0.00 0.137 0.00
203267 61798 0.143 0.00 0.123 0.00
203273 35020 0.143 0.00 0.852 0.00
203274 18555 0.127 0.00 0.603 0.00
203352 26890 0.471 0.05 0.882 0.00
203359 41016 0.260 0.00 1.085 0.00
203375 74490 0.135 0.00 0.232 0.00
203403 44417 0.128 0.00 0.751 0.00
203418 6948 0.135 0.00 0.723 0.00
204014 15143 0.113 0.00 0.181 0.00
204064 24504 0.181 0.00 0.694 0.00
204069 53356 0.176 0.00 0.442 0.00
204277 19757 0.197 0.00 0.990 0.00
Requirement < 0.85 — — —
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Appendix B
Results from Other Experiments
This appendix summerizes the electromagnetic form factor results from other experiments.
Tables B.1-3 contain measurements of the pion form factor in the timelike region. Tables
B.4-7 contain measurements of the pion form factor in the spacelike region from π-e
scattering experiments. Table B.8 contains measurements of the pion form factor in the
spacelike region from electroproduction experiments. Tables B.9,10 contain measurements
of the kaon form factor in the timelike region. Table B.11 contains measurements of
the kaon form factor in the spacelike region from K-e scattering experiments. Tables
B.12,13 contain measurements of the proton magentic form factor in the timelike region,
assuming |GPE(Q2)| = |GPM(Q2)|. Tables B.14,15 contain measurements of the proton
magentic form factor in the timelike region from the Babar experiment. Tables B.16,17
contain measurements of the proton magentic form factor in the spacelike region, assuming
GPE(Q
2) = GPM(Q
2)/µp. Table B.18 contains measurements of proton form factor ratios
in the timelike region from the Babar experiment. Table B.19 contains measurements of
proton form factor ratios in the spacelike region from polarization transfer experiments.
Tables B.19-23 contain measurements of proton form factor ratios in the spacelike region
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from Rosenbluth separation experiments. All errors listed in the tables have statistical
and systematic uncertainties summed in quadrature.
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Table B.1: Pion electromagnetic form factor in the timelike region (Part 1).
|Q2| (GeV2) |Fpi| |Q2||Fpi| (GeV2) Ref.
1.369 1.17±0.16 1.60±0.22 [31]
1.385 1.15±0.08 1.60±0.11 [32]
1.39 1.26+0.40−0.28 1.76
+0.56
−0.39 [28]
1.409 1.17±0.09 1.66±0.13 [32]
1.416 1.16±0.15 1.64±0.21 [31]
1.433 1.07±0.07 1.54±0.11 [32]
1.44 1.086+0.132−0.151 1.56
+0.19
−0.22 [34]
1.457 1.16±0.10 1.69±0.14 [32]
1.464 1.28±0.13 1.87±0.19 [31]
1.481 0.87±0.08 1.29±0.12 [32]
1.506 0.93±0.10 1.40±0.15 [32]
1.513 1.12±0.14 1.70±0.21 [31]
1.530 1.12±0.09 1.72±0.14 [32]
1.555 0.92±0.08 1.43±0.13 [32]
1.563 1.03±0.16 1.61±0.25 [31]
1.580 0.93±0.08 1.47±0.12 [32]
1.59 1.67+0.57−0.36 2.66
+0.91
−0.57 [28]
1.605 0.82±0.08 1.31±0.13 [32]
1.613 0.87±0.17 1.41±0.27 [31]
1.631 0.66±0.08 1.08±0.12 [32]
1.656 0.78±0.07 1.29±0.12 [32]
1.664 0.69±0.21 1.14±0.35 [31]
1.682 0.82±0.09 1.38±0.15 [32]
1.69 0.846+0.125−0.146 1.43
+0.21
−0.25 [34]
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Table B.2: Pion electromagnetic form factor in the timelike region (Part 2).
|Q2| (GeV2) |Fpi| |Q2||Fpi| (GeV2) Ref.
1.708 0.82±0.08 1.40±0.14 [32]
1.716 0.57±0.37 0.99±0.63 [31]
1.734 0.83±0.10 1.44±0.17 [32]
1.761 0.67±0.10 1.18±0.17 [32]
1.769 0.81±0.26 1.44±0.46 [31]
1.788 0.82±0.08 1.47±0.15 [32]
1.80 1.05+1.58−0.48 1.88
+2.82
−0.85 [28]
1.814 0.58±0.07 1.06±0.12 [32]
1.823 0.73±0.05 1.33±0.09 [33]
1.841 0.64±0.08 1.18±0.14 [32]
1.869 0.51±0.07 0.95±0.13 [32]
1.896 0.55±0.08 1.04±0.16 [32]
1.924 0.62±0.07 1.20±0.14 [32]
1.946 0.73±0.08 1.43±0.16 [33]
1.952 0.45±0.08 0.87±0.15 [32]
1.96 0.798+0.112−0.131 1.56
+0.22
−0.26 [34]
2.031 0.46±0.05 0.93±0.11 [33]
2.176 0.39±0.05 0.84±0.11 [33]
〈2.21〉 0.54±0.16 1.19±0.35 [30]
2.326 0.28±0.09 0.66±0.21 [33]
2.481 0.25±0.08 0.61±0.20 [33]
〈2.56〉 0.361+0.064−0.078 0.92+0.16−0.20 [34]
2.56 0.49±0.14 1.25±0.37 [29]
2.641 0.28±0.04 0.75±0.09 [33]
2.806 0.35±0.04 0.97±0.12 [33]
2.976 0.57±0.05 1.71±0.16 [33]
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Table B.3: Pion electromagnetic form factor in the timelike region (Part 3).
|Q2| (GeV2) |Fpi| |Q2||Fpi| (GeV2) Ref.
3.151 0.47±0.05 1.48±0.17 [33]
3.331 0.56±0.06 1.85±0.21 [33]
3.42 0.267+0.072−0.101 0.91
+0.25
−0.35 [34]
3.516 0.53±0.08 1.86±0.27 [33]
3.61 0.349+0.049−0.057 1.26
+0.18
−0.21 [34]
3.706 0.46±0.07 1.70±0.24 [33]
3.76 0.253+0.105−0.253 0.95
+0.40
−0.95 [34]
3.901 0.17±0.09 0.68±0.34 [33]
3.92 0.312+0.090−0.129 1.22
+0.35
−0.51 [34]
4.101 0.33±0.06 1.36±0.25 [33]
4.306 0.28±0.05 1.22±0.23 [33]
4.41 0.174+0.031−0.038 0.77
+0.14
−0.17 [34]
4.516 0.26±0.06 1.19±0.26 [33]
4.731 <0.50 <2.37 [33]
4.951 <0.47 <2.32 [33]
5.688 <0.32 <1.80 [33]
5.76 <0.160 <0.92 [34]
6.76 0.227+0.064−0.091 1.53
+0.43
−0.62 [34]
7.84 0.133+0.063−0.133 1.04
+0.49
−1.04 [34]
9.00 0.129+0.064−0.129 1.16
+0.58
−0.16 [34]
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Table B.4: Pion electromagnetic form factor in the spacelike region from π-e scattering
experiments (Part 1).
Q2 (GeV2) Fpi Q
2 Fpi (GeV
2) Ref.
0.0138 1.00±0.05 0.0138±0.0007 [35]
0.0149 1.00±0.05 0.0149±0.0007 [35]
0.0150 0.972±0.004 0.01457±0.00005 [38]
0.0159 0.99±0.04 0.0158±0.0007 [35]
0.0169 0.99±0.05 0.0168±0.0008 [35]
0.0170 0.960±0.003 0.01631±0.00005 [38]
0.0179 0.99±0.05 0.0178±0.0008 [35]
0.0190 0.961±0.023 0.0183±0.0004 [35]
0.0190 0.966±0.003 0.01835±0.00006 [38]
0.0200 0.957±0.022 0.0191±0.0004 [35]
0.0210 0.973±0.023 0.0204±0.0005 [35]
0.0210 0.962±0.003 0.02021±0.00007 [38]
0.0220 0.974±0.025 0.0214±0.0005 [35]
0.0230 0.956±0.004 0.02199±0.00008 [38]
0.0231 0.958±0.024 0.0221±0.0006 [35]
0.0241 0.947±0.025 0.0228±0.0006 [35]
0.0250 0.951±0.004 0.02378±0.00009 [38]
0.0251 0.951±0.026 0.0239±0.0006 [35]
0.0261 0.947±0.027 0.0247±0.0007 [35]
0.0270 0.948±0.004 0.02559±0.00011 [38]
0.0272 0.95±0.03 0.0257±0.0008 [35]
0.0282 0.95±0.03 0.0269±0.0009 [35]
0.0290 0.940±0.004 0.02727±0.00012 [38]
0.0292 0.920±0.027 0.0269±0.0008 [35]
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Table B.5: Pion electromagnetic form factor in the spacelike region from π-e scattering
experiments (Part 2).
Q2 (GeV2) Fpi Q
2 Fpi (GeV
2) Ref.
0.0302 0.93±0.03 0.0282±0.0009 [35]
0.0310 0.940±0.005 0.02915±0.00015 [38]
0.0312 0.95±0.03 0.0298±0.0010 [35]
0.0317 0.950±0.014 0.0301±0.0004 [36]
0.0323 0.93±0.03 0.0299±0.0010 [35]
0.0330 0.943±0.005 0.03113±0.00016 [38]
0.0333 0.86±0.04 0.0287±0.0013 [35]
0.0337 0.954±0.014 0.0321±0.0005 [36]
0.0343 0.94±0.04 0.0323±0.0015 [35]
0.0350 0.931±0.005 0.03257±0.00019 [38]
0.0353 0.92±0.06 0.0325±0.0020 [35]
0.0358 0.963±0.016 0.0345±0.0006 [36]
0.0370 0.936±0.006 0.03463±0.00022 [38]
0.0378 0.994±0.017 0.0376±0.0006 [36]
0.039 0.925±0.010 0.0361±0.0004 [37]
0.0390 0.926±0.006 0.03610±0.00023 [38]
0.0399 0.954±0.018 0.0381±0.0007 [36]
0.0419 0.964±0.020 0.0404±0.0008 [36]
0.0420 0.921±0.005 0.03870±0.00021 [38]
0.043 0.930±0.011 0.0400±0.0005 [37]
0.0439 0.938±0.021 0.0412±0.0009 [36]
0.0460 0.939±0.021 0.0432±0.0010 [36]
0.0460 0.915±0.005 0.04208±0.00023 [38]
0.047 0.906±0.012 0.0426±0.0006 [37]
0.0480 0.938±0.023 0.0450±0.0011 [36]
0.0500 0.911±0.005 0.04555±0.00027 [38]
0.0501 0.963±0.024 0.0482±0.0012 [36]
0.051 0.917±0.013 0.0467±0.0007 [37]
0.0521 0.985±0.026 0.0513±0.0014 [36]
0.0540 0.895±0.006 0.0483±0.0003 [38]
0.0542 0.957±0.028 0.0518±0.0015 [36]
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Table B.6: Pion electromagnetic form factor in the spacelike region from π-e scattering
experiments (Part 3).
Q2 (GeV2) Fpi Q
2 Fpi (GeV
2) Ref.
0.055 0.912±0.014 0.0501±0.0008 [37]
0.0562 0.86±0.03 0.0482±0.0017 [36]
0.0580 0.894±0.007 0.0519±0.0004 [38]
0.0583 0.88±0.03 0.0515±0.0019 [36]
0.059 0.876±0.015 0.0517±0.0009 [37]
0.0603 0.92±0.04 0.0557±0.0021 [36]
0.0620 0.899±0.007 0.0558±0.0004 [38]
0.0623 0.93±0.04 0.0581±0.0024 [36]
0.063 0.915±0.016 0.0577±0.0010 [37]
0.0644 0.90±0.04 0.0582±0.0027 [36]
0.0660 0.887±0.008 0.0585±0.0005 [38]
0.0664 0.90±0.04 0.060±0.003 [36]
0.067 0.870±0.018 0.0583±0.0012 [37]
0.0685 0.89±0.05 0.061±0.003 [36]
0.0700 0.886±0.008 0.0620±0.0006 [38]
0.0705 0.88±0.05 0.062±0.004 [36]
0.072 0.889±0.020 0.0640±0.0014 [37]
0.0740 0.881±0.009 0.0652±0.0007 [38]
0.076 0.873±0.022 0.0663±0.0017 [37]
0.0780 0.877±0.010 0.0684±0.0008 [38]
0.080 0.875±0.023 0.0700±0.0019 [37]
0.0830 0.870±0.009 0.0722±0.0007 [38]
0.084 0.896±0.025 0.0752±0.0021 [37]
0.088 0.849±0.028 0.0747±0.0024 [37]
0.0890 0.846±0.009 0.0753±0.0008 [38]
0.092 0.853±0.029 0.0785±0.0027 [37]
0.0950 0.851±0.011 0.0808±0.0010 [38]
0.1010 0.825±0.010 0.0833±0.0010 [38]
0.1070 0.834±0.011 0.0893±0.0012 [38]
0.1130 0.829±0.012 0.0937±0.0014 [38]
0.1190 0.822±0.013 0.0978±0.0015 [38]
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Table B.7: Pion electromagnetic form factor in the spacelike region from π-e scattering
experiments (Part 4).
Q2 (GeV2) Fpi Q
2 Fpi (GeV
2) Ref.
0.1250 0.815±0.014 0.1019±0.0018 [38]
0.1310 0.807±0.015 0.1057±0.0019 [38]
0.1370 0.804±0.017 0.1101±0.0023 [38]
0.1440 0.785±0.015 0.1130±0.0021 [38]
0.1530 0.809±0.014 0.1237±0.0022 [38]
0.1630 0.750±0.016 0.1223±0.0026 [38]
0.1730 0.731±0.021 0.126±0.004 [38]
0.1830 0.766±0.022 0.140±0.004 [38]
0.1930 0.738±0.024 0.142±0.005 [38]
0.2030 0.727±0.027 0.148±0.006 [38]
0.2130 0.78±0.03 0.167±0.007 [38]
0.2230 0.70±0.04 0.156±0.008 [38]
0.2330 0.65±0.04 0.150±0.010 [38]
0.2430 0.77±0.05 0.187±0.012 [38]
0.2530 0.58±0.06 0.147±0.016 [38]
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Table B.8: Pion electromagnetic form factor in the spacelike region from electroproduction
experiments. The values listed as Ref. [42] are from the reevaluation in Ref. [43].
Q2 (GeV2) Fpi Q
2 Fpi (GeV
2) Ref.
0.18 0.850±0.044 0.153±0.008 [39]
0.29 0.634±0.029 0.184±0.008 [39]
0.40 0.570±0.016 0.228±0.006 [39]
0.60 0.493±0.022 0.296±0.013 [43]
0.62 0.445±0.016 0.309±0.019 [40]
0.70 0.471±0.032 0.330±0.022 [43]
0.75 0.407±0.031 0.305±0.023 [43]
0.79 0.384±0.014 0.303±0.011 [39]
1.00 0.351±0.018 0.351±0.018 [43]
1.07 0.309±0.019 0.331±0.020 [40]
1.18 0.256±0.026 0.302±0.031 [42]
1.19 0.238±0.017 0.283±0.020 [39]
1.20 0.269±0.012 0.323±0.014 [40]
1.20 0.262±0.014 0.314±0.017 [40]
1.20 0.294±0.019 0.353±0.023 [41]
1.22 0.290±0.030 0.354±0.037 [41]
1.31 0.242±0.015 0.317±0.020 [40]
1.60 0.251±0.016 0.402±0.026 [43]
1.71 0.238±0.020 0.407±0.034 [41]
1.94 0.193±0.025 0.374±0.049 [42]
1.99 0.179±0.021 0.356±0.042 [41]
2.01 0.154±0.014 0.310±0.028 [40]
3.30 0.102±0.023 0.337±0.076 [41]
3.33 0.086±0.033 0.286±0.110 [42]
6.30 0.059±0.030 0.372±0.189 [42]
9.77 0.070±0.019 0.684±0.186 [42]
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Table B.9: Kaon electromagnetic form factor in the timelike region (Part 1).
|Q2| (GeV2) |FK | |Q2||FK | (GeV2) Ref.
〈1.28〉 2.3±0.3 2.9±0.4 [50]
〈1.32〉 1.97±0.16 2.6±0.2 [50]
〈1.37〉 1.81±0.12 2.47±0.17 [50]
1.39 1.1+1.3−0.5 1.5
+1.8
−0.6 [28]
〈1.42〉 1.75±0.10 2.48±0.14 [50]
〈1.46〉 1.34±0.09 1.96±0.13 [50]
〈1.51〉 1.45±0.09 2.19±0.14 [50]
〈1.56〉 1.36±0.08 2.12±0.13 [50]
1.59 1.0+1.2−0.5 1.7
+1.9
−0.8 [28]
〈1.61〉 1.44±0.08 2.32±0.12 [50]
〈1.66〉 1.29±0.08 2.14±0.14 [50]
〈1.72〉 1.35±0.12 2.3±0.2 [50]
〈1.77〉 1.25±0.09 2.22±0.16 [50]
1.80 1.8+1.2−0.6 3.3
+2.1
−1.1 [28]
〈1.82〉 1.27±0.06 2.32±0.11 [50]
〈1.821〉 1.08±0.06 1.97±0.12 [51]
〈1.88〉 1.24±0.06 2.34±0.12 [50]
〈1.93〉 1.18±0.06 2.28±0.12 [50]
〈1.959〉 1.00±0.10 1.97±0.20 [51]
〈2.029〉 1.15±0.10 2.33±0.19 [49]
〈2.087〉 0.88±0.06 1.83±0.12 [51]
〈2.154〉 0.94±0.13 2.0±0.3 [49]
〈2.21〉 0.90±0.26 2.0±0.6 [30]
〈2.249〉 0.74±0.07 1.67±0.17 [51]
〈2.324〉 0.88±0.09 2.0±0.2 [49]
2.40 0.50±0.08 1.20±0.19 [48]
〈2.432〉 0.72±0.08 1.75±0.19 [51]
〈2.479〉 0.71±0.09 1.75±0.16 [49]
〈2.527〉 0.73±0.07 1.86±0.19 [51]
〈2.590〉 0.87±0.09 2.2±0.2 [49]
〈2.590〉 0.73±0.05 1.89±0.14 [51]
〈2.6〉 0.53±0.12 1.38±0.31 [19]
2.6 0.68±0.19 1.8±0.5 [29]
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Table B.10: Kaon electromagnetic form factor in the timelike region (Part 2).
|Q2| (GeV2) |FK | |Q2||FK | (GeV2) Ref.
〈2.655〉 0.67±0.06 1.78±0.16 [51]
〈2.655〉 0.81±0.09 2.1±0.2 [49]
〈2.721〉 0.71±0.05 1.92±0.13 [49]
〈2.721〉 0.63±0.04 1.72±0.11 [51]
〈2.787〉 0.77±0.06 2.16±0.18 [49]
〈2.804〉 0.50±0.04 1.40±0.11 [51]
〈2.854〉 0.59±0.08 1.7±0.2 [49]
〈2.940〉 0.45±0.04 1.31±0.13 [51]
〈2.940〉 0.24±0.31 0.72±0.90 [49]
〈3.043〉 0.37±0.09 1.1±0.3 [49]
〈3.078〉 0.40±0.04 1.23±0.12 [51]
〈3.256〉 0.17±0.06 0.56±0.19 [51]
〈3.421〉 0.20±0.10 0.68±0.34 [51]
〈3.570〉 0.50±0.07 1.8±0.2 [49]
〈3.589〉 0.22±0.09 0.80±0.32 [51]
3.6 0.47+0.09−0.10 1.7
+0.3
−0.4 [19]
〈3.742〉 0.24±0.10 0.92±0.38 [51]
3.76 0.33+0.14−0.33 1.2
+0.5
−1.2 [19]
〈3.840〉 0.22±0.18 0.86±0.69 [51]
〈3.847〉 0.30±0.12 1.2±0.4 [49]
〈3.958〉 0.20±0.10 0.79±0.40 [51]
〈4.099〉 0.24±0.08 1.00±0.33 [51]
〈4.121〉 0.33±0.14 1.4±0.6 [49]
〈4.239〉 0.32±0.08 1.34±0.34 [51]
〈4.345〉 0.22±0.07 0.97±0.29 [51]
4.41 0.23+0.06−0.09 1.0
+0.3
−0.4 [19]
〈4.471〉 <0.39 <1.73 [51]
〈4.599〉 <0.32 <1.45 [51]
〈4.750〉 <0.37 <1.78 [51]
〈4.948〉 <0.37 <1.85 [51]
〈5.758〉 <0.36 <2.08 [51]
5.76 <0.14 <0.81 [19]
9.0 0.10+0.08−0.20 0.9
+0.7
−1.8 [19]
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Table B.11: Kaon electromagnetic form factor in the spacelike region from K-e scattering
experiments.
Q2 (GeV2) FK Q
2 FK (GeV
2) Ref.
0.0175 0.982±0.012 0.0172±0.0002 [53]
0.0225 0.949±0.013 0.0213±0.0003 [53]
0.0275 0.986±0.016 0.0271±0.0004 [53]
0.0325 0.981±0.019 0.0319±0.0006 [53]
0.0375 0.958±0.022 0.0359±0.0008 [53]
0.0409 0.964±0.016 0.0394±0.0006 [52]
0.0425 0.943±0.026 0.0401±0.0011 [53]
0.0475 0.936±0.029 0.0445±0.0014 [53]
0.0491 0.949±0.021 0.0466±0.0010 [52]
0.0525 0.90±0.03 0.0473±0.0017 [53]
0.0572 0.943±0.026 0.0540±0.0015 [52]
0.0575 0.94±0.04 0.0539±0.0022 [53]
0.0625 0.97±0.04 0.0605±0.0027 [53]
0.0654 0.922±0.033 0.0603±0.0021 [52]
0.0675 0.86±0.05 0.059±0.003 [53]
0.0725 0.86±0.06 0.062±0.004 [53]
0.0736 0.88±0.04 0.0654±0.0029 [52]
0.0775 0.85±0.07 0.066±0.005 [53]
0.0818 0.95±0.05 0.078±0.004 [52]
0.0850 0.85±0.06 0.073±0.005 [53]
0.0899 0.82±0.06 0.074±0.005 [52]
0.0950 0.89±0.08 0.085±0.007 [53]
0.0981 0.88±0.07 0.086±0.007 [52]
0.1063 0.87±0.09 0.093±0.010 [52]
0.1145 0.95±0.12 0.109±0.014 [52]
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Table B.12: Proton magnetic form factor in the timelike region (Part 1). |GPE(Q2)| =
|GPM(Q2)| is assumed.
|Q2| (GeV2) |GPM | |Q4||GPM |/µp (GeV4) Ref.
3.52 0.51±0.08 2.3±0.4 [55]
3.523 0.53+0.06−0.04 2.36
+0.27
−0.18 [58]
3.553 0.39±0.05 1.8±0.2 [58]
3.572 0.34±0.04 1.55±0.18 [58]
3.599 0.31±0.03 1.44±0.14 [58]
3.61 0.42+0.14−0.08 2.0
+0.7
−0.4 [55]
3.69 0.36±0.05 1.8±0.2 [60]
〈3.76〉 0.262±0.014 1.33±0.07 [59]
〈3.76〉 0.39±0.06 2.0±0.3 [54]
〈3.83〉 0.253±0.010 1.33±0.05 [59]
〈3.90〉 0.25±0.08 1.4±0.4 [54]
〈3.94〉 0.247±0.014 1.37±0.08 [59]
4.00 0.24±0.03 1.38±0.17 [60]
4.00 0.175+0.067−0.055 1.00
+0.38
−0.32 [61]
〈4.0〉 0.26±0.03 1.49±0.17 [56]
〈4.12〉 0.26±0.03 1.6±0.2 [54]
〈4.18〉 0.252±0.011 1.58±0.07 [59]
〈4.2〉 0.22±0.02 1.39±0.13 [56]
〈4.4〉 0.19±0.02 1.32±0.14 [56]
4.41 0.22±0.02 1.53±0.14 [60]
〈4.60〉 0.21±0.04 1.6±0.3 [54]
〈4.6〉 0.17±0.02 1.29±0.15 [56]
〈4.8〉 0.19±0.02 1.57±0.17 [56]
4.84 0.179±0.018 1.50±0.15 [61]
〈5.0〉 0.14±0.04 1.3±0.4 [56]
5.693 0.083+0.017−0.013 0.96
+0.20
−0.15 [57]
5.76 0.072+0.041−0.023 0.86
+0.49
−0.27 [61]
5.95 0.15±0.03 1.9±0.4 [60]
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Table B.13: Proton magnetic form factor in the timelike region (Part 2). |GPE(Q2)| =
|GPM(Q2)| is assumed.
|Q2| (GeV2) |GPM | |Q4||GPM |/µp (GeV4) Ref.
6.25 0.131+0.037−0.029 1.83
+0.52
−0.41 [61]
6.76 0.054±0.006 0.88±0.10 [61]
7.29 0.070+0.039−0.022 1.33
+0.56
−0.42 [61]
7.84 0.063+0.036−0.020 1.39
+0.79
−0.44 [61]
8.41 <0.073 <1.85 [61]
8.84 0.0359±0.0030 1.01±0.08 [64]
8.9 0.033+0.006−0.004 0.94
+0.17
−0.11 [63]
9.00 0.028+0.010−0.006 0.81
+0.29
−0.17 [61]
9.42 0.027+0.006−0.004 0.86
+0.19
−0.13 [61]
10.78 0.021+0.007−0.008 0.87
+0.29
−0.33 [64]
11.63 0.0174+0.0021−0.0017 0.84
+0.10
−0.08 [65]
12.4 0.013+0.003−0.002 0.72
+0.17
−0.11 [63]
12.43 0.0143±0.0015 0.79±0.08 [64]
12.43 0.0148+0.0017−0.0014 0.82
+0.09
−0.08 [65]
13.0 0.013+0.005−0.003 0.79
+0.30
−0.18 [63]
13.11 0.0112±0.0017 0.69±0.10 [64]
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Table B.14: Proton magnetic form factor in the timelike region from the Babar experiment
(Part 1). The measurements are from e+e− annihilations after initial state radiation [62].
|GPE(Q2)| = |GPM(Q2)| is assumed.
|Q2| (GeV2) |Fp| = |GPM | |Q4||GPM |/µp (GeV4)
3.57±0.05 0.453+0.023−0.025 2.07+0.11−0.13
3.66±0.05 0.354±0.017 1.70±0.09
3.76±0.05 0.305±0.015 1.55±0.09
3.85±0.05 0.276±0.015 1.47±0.09
3.95±0.05 0.266±0.015 1.49±0.09
4.05±0.05 0.273±0.014 1.60±0.09
4.15±0.05 0.250±0.014 1.54±0.09
4.26±0.05 0.254±0.014 1.65±0.10
4.36±0.05 0.239±0.013 1.63±0.10
4.46±0.06 0.250±0.013 1.78±0.10
4.57±0.06 0.237±0.013 1.77±0.11
4.68±0.06 0.207±0.013 1.63±0.11
4.79±0.06 0.191±0.013 1.57±0.11
4.90±0.06 0.183±0.013 1.57±0.11
5.01±0.06 0.174±0.012 1.57±0.11
5.12±0.06 0.137±0.013 1.29±0.13
5.23±0.06 0.137±0.013 1.34±0.13
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Table B.15: Proton magnetic form factor in the timelike region from the Babar experiment
(Part 2). The measurements are from e+e− annihilations after initial state radiation [62].
|GPE(Q2)| = |GPM(Q2)| is assumed.
|Q2| (GeV2) |Fp| = |GPM | |Q4||GPM |/µp (GeV4)
5.41±0.12 0.105±0.010 1.10±0.12
5.64±0.12 0.103±0.009 1.17±0.11
5.88±0.12 0.110±0.008 1.36±0.11
6.13±0.12 0.083±0.008 1.12±0.12
6.38±0.13 0.092±0.008 1.34±0.13
6.63±0.13 0.072±0.008 1.13±0.13
6.89±0.13 0.065±0.009 1.11±0.16
7.16±0.13 0.059±0.009 1.08±0.17
7.43±0.14 0.054+0.008−0.010 1.07+0.16−0.20
7.70±0.14 0.060+0.008−0.010 1.28+0.18−0.22
7.98±0.14 0.054±0.009 1.23±0.21
8.27±0.14 0.052+0.008−0.010 1.27+0.20−0.25
8.56±0.15 0.052±0.009 1.37±0.24
8.85±0.15 0.035+0.010−0.014 0.98+0.28−0.39
9.6±0.6 0.021+0.009−0.021 0.7+0.3−0.7
10.9±0.7 0.017+0.008−0.017 0.7+0.4−0.7
12.3±0.7 0.016+0.005−0.009 0.9+0.3−0.5
13.7±0.7 0.019+0.005−0.008 1.3+0.3−0.5
15.2±0.8 0.015+0.005−0.009 1.2+0.4−0.7
17.0±1.0 0.011+0.005−0.010 1.1+0.5−1.0
19.1±1.1 0.005+0.008−0.005 0.7+1.0−0.7
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Table B.16: Proton magnetic form factor in the spacelike region (Part 1). Results deter-
mined by Rosenbluth separation, and GPE(Q
2) = GPM(Q
2)/µp is assumed.
Q2 (GeV) GPM/µp Q
4GPM/µp (GeV
4) Ref.
0.39 0.410±0.008 0.0624±0.0012 [66]
0.78 0.226±0.005 0.137±0.003 [66]
0.999 0.1733±0.0016 0.1730±0.0016 [69]
1.16 0.145±0.003 0.195±0.004 [66]
1.498 0.1071±0.0010 0.2403±0.0022 [69]
1.55 0.100±0.002 0.240±0.005 [66]
1.75 0.0861±0.0017 0.264±0.005 [66]
1.94 0.0739±0.0015 0.278±0.006 [66]
1.999 0.0718±0.0007 0.2869±0.0028 [69]
2.495 0.04932±0.00016 0.307±0.001 [70]
2.502 0.0505±0.0004 0.3161±0.0025 [69]
2.862 0.0404±0.0007 0.331±0.006 [71]
2.91 0.0405±0.0010 0.343±0.008 [66]
3.621 0.0275±0.0006 0.361±0.008 [71]
3.759 0.02606±0.00026 0.368±0.004 [69]
3.990 0.02242±0.00013 0.357±0.002 [70]
4.08 0.0222±0.0007 0.370±0.012 [66]
4.08 0.0211±0.0011 0.351±0.018 [67]
4.16 0.0218±0.0011 0.377±0.019 [67]
4.20 0.0210±0.0011 0.370±0.019 [67]
4.88 0.0155±0.0008 0.369±0.019 [67]
4.991 0.0157±0.0003 0.391±0.008 [71]
5.017 0.0154±0.0003 0.387±0.008 [71]
5.027 0.01543±0.00028 0.390±0.007 [71]
5.075 0.01513±0.00016 0.390±0.004 [69]
5.89 0.0115±0.0006 0.399±0.021 [67]
5.996 0.01068±0.00008 0.384±0.003 [70]
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Table B.17: Proton magnetic form factor in the spacelike region (Part 2). Results deter-
mined by Rosenbluth separation, and GPE(Q
2) = GPM(Q
2)/µp is assumed.
Q2 (GeV) GPM/µp Q
4GPM/µp (GeV
4) Ref.
6.270 0.00999±0.00023 0.393±0.009 [69]
6.85 0.0081±0.0004 0.380±0.019 [67]
7.300 0.00745±0.00015 0.397±0.008 [71]
7.498 0.00709±0.00011 0.399±0.006 [69]
7.85 0.0066±0.0003 0.407±0.018 [67]
7.988 0.00610±0.00006 0.389±0.004 [70]
8.752 0.00496±0.00015 0.380±0.011 [69]
8.78 0.0054±0.0008 0.42±0.06 [67]
9.53 0.0043±0.0003 0.391±0.027 [68]
9.59 0.0049±0.0010 0.45±0.09 [67]
9.629 0.00421±0.00010 0.390±0.009 [71]
9.982 0.00404±0.00008 0.403±0.008 [69]
10.004 0.00390±0.00007 0.390±0.007 [70]
11.99 0.00273±0.00006 0.392±0.009 [71]
12.50 0.00245±0.00009 0.383±0.014 [69]
15.10 0.00168±0.00009 0.383±0.021 [69]
15.72 0.00153±0.00004 0.378±0.011 [71]
19.47 0.00090±0.00003 0.343±0.013 [71]
20.00 0.00093±0.00009 0.37±0.04 [69]
23.24 0.000641±0.000028 0.346±0.015 [71]
25.03 0.00078±0.00017 0.49±0.11 [69]
26.99 0.000465±0.000027 0.339±0.020 [71]
31.20 0.00036±0.00003 0.35±0.03 [71]
Table B.18: Proton electromagnetic form factor ratios in the timelike region from the
Babar experiment. The measurements are from e+e− annihilations after initial state
radiation [62].
|Q2| (GeV2) |GPE|/|GPM | µp|GPE|/|GPM |
3.663±0.140 1.41+0.29−0.25 3.93+0.81−0.70
3.952±0.149 1.78+0.36−0.29 4.97+1.00−0.81
4.256±0.154 1.52+0.31−0.26 4.24+0.86−0.73
4.625±0.215 1.18+0.23−0.22 3.29+0.64−0.61
5.30±0.46 1.32+0.31−0.27 3.68+0.86−0.75
7.38±1.62 1.22+0.34−0.34 3.40+0.95−0.95
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Table B.19: Proton electromagnetic form factor ratios in the spacelike region from polar-
ization transfer experiments.
Q2 (GeV) µpG
P
E/G
P
M F2/F1 Q F2/F1 Q
2 F2/F1 Ref.
0.32 0.93±0.07 [89]
0.35 0.91±0.06 [89]
0.38 0.95±0.05 [88]
0.38 1.00±0.10 [88]
0.39 0.96±0.03 [89]
0.46 0.95±0.03 [89]
0.49 0.979±0.017 [91]
0.50 1.02±0.05 [88]
0.50 1.07±0.06 [88]
0.57 0.96±0.04 [89]
0.76 0.97±0.04 [89]
0.79 0.951±0.016 [91]
0.86 0.87±0.03 0.691±0.017 0.641±0.016 0.595±0.015 [89]
0.88 0.92±0.09 0.646±0.048 0.606±0.045 0.568±0.042 [89]
1.02 0.90±0.04 0.618±0.020 0.624±0.020 0.630±0.020 [89]
1.12 0.83±0.03 0.638±0.015 0.675±0.016 0.714±0.017 [89]
1.18 0.85±0.06 0.607±0.028 0.660±0.030 0.716±0.033 [89]
1.18 0.883±0.022 0.586±0.010 0.637±0.011 0.692±0.012 [91]
1.42 0.73±0.06 0.620±0.027 0.739±0.032 0.881±0.038 [89]
1.48 0.80±0.04 0.564±0.016 0.686±0.020 0.834±0.024 [91]
1.76 0.82±0.13 0.497±0.044 0.659±0.058 0.875±0.077 [89]
1.77 0.79±0.04 0.510±0.014 0.678±0.018 0.902±0.024 [91]
1.88 0.78±0.04 0.495±0.013 0.678±0.018 0.930±0.025 [91]
2.13 0.75±0.05 0.468±0.015 0.682±0.022 0.996±0.032 [91]
2.47 0.70±0.04 0.439±0.010 0.691±0.017 1.085±0.026 [91]
2.97 0.62±0.04 0.408±0.009 0.703±0.016 1.211±0.028 [91]
3.47 0.61±0.04 0.363±0.008 0.675±0.015 1.258±0.028 [91]
3.50 0.57±0.07 0.371±0.014 0.694±0.026 1.298±0.049 [90]
3.97 0.48±0.05 0.356±0.009 0.709±0.018 1.413±0.036 [90]
4.75 0.38±0.05 0.325±0.008 0.708±0.017 1.543±0.037 [90]
5.54 0.27±0.09 0.302±0.012 0.711±0.029 1.674±0.068 [90]
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Table B.20: Proton electromagnetic form factor ratios in the spacelike region from Rosen-
bluth separation experiments (Part 1).
Q2 (GeV) µpG
P
E/G
P
M Ref.
0.038 1.02±0.03 [75]
0.049 1.00±0.02 [75]
0.061 0.98±0.02 [75]
0.068 1.01±0.04 [75]
0.130 0.997±0.020 [82]
0.16 1.11±0.04 [76]
0.18 1.01±0.03 [76]
0.19 0.97±0.05 [76]
0.190 0.999±0.015 [82]
0.23 1.08±0.05 [76]
0.27 1.06±0.05 [76]
0.270 0.992±0.023 [82]
0.29 1.07±0.05 [76]
0.31 0.97±0.05 [76]
0.330 0.980±0.016 [82]
0.35 0.97±0.07 [76]
0.389 0.95±0.04 [81]
0.39 1.06±0.05 [76]
0.39 1.03±0.04 [77]
0.390 1.020±0.021 [82]
0.43 1.05±0.07 [76]
0.450 1.02±0.03 [82]
0.47 1.02±0.06 [76]
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Table B.21: Proton electromagnetic form factor ratios in the spacelike region from Rosen-
bluth separation experiments (Part 2).
Q2 (GeV) µpG
p
E/G
p
M F2/F1 Q F2/F1 Q
2 F2/F1 Ref.
0.50 1.07±0.13 [76]
0.530 1.01±0.05 [82]
0.54 1.00±0.09 [76]
0.58 1.02±0.19 [76]
0.580 0.969±0.020 [82]
0.584 0.98±0.03 [81]
0.62 0.96±0.09 [76]
0.650 0.96±0.05 [82]
0.65 1.07±0.09 [86]
0.66 0.84±0.15 [76]
0.70 1.10±0.11 [76]
0.720 1.09±0.08 [82]
0.74 1.04±0.16 [76]
0.779 0.95±0.05 [81]
0.78 0.8±0.3 [76]
0.78 0.90±0.05 [77]
0.78 0.93±0.18 [78]
0.780 0.94±0.04 [82]
0.85 0.7±0.3 0.85±0.22 0.78±0.21 0.72±0.19 [76]
0.91 0.93±0.07 0.629±0.036 0.600±0.034 0.573±0.032 [86]
0.940 1.04±0.05 0.548±0.022 0.531±0.021 0.515±0.021 [82]
0.973 1.03±0.07 0.546±0.030 0.539±0.030 0.531±0.030 [81]
0.99 0.97±0.05 0.580±0.023 0.577±0.023 0.574±0.023 [80]
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Table B.22: Proton electromagnetic form factor ratios in the spacelike region from Rosen-
bluth separation experiments (Part 3).
Q2 (GeV) µpG
p
E/G
p
M F2/F1 Q F2/F1 Q
2 F2/F1 Ref.
1.00 0.99±0.05 0.564±0.022 0.564±0.022 0.564±0.022 [83]
1.000 0.98±0.09 0.571±0.041 0.571±0.041 0.571±0.041 [84]
1.100 0.87±0.04 0.616±0.019 0.646±0.020 0.678±0.021 [82]
1.16 1.01±0.13 0.515±0.051 0.555±0.055 0.598±0.059 [77]
1.16 0.86±0.07 0.606±0.032 0.653±0.035 0.703±0.038 [78]
1.168 1.05±0.15 0.49±0.06 0.53±0.06 0.57±0.07 [81]
1.17 0.97±0.06 0.536±0.024 0.580±0.026 0.627±0.029 [83]
1.350 0.90±0.05 0.536±0.020 0.623±0.023 0.724±0.027 [82]
1.363 0.88±0.18 0.54±0.07 0.64±0.08 0.74±0.10 [81]
1.51 0.83±0.21 0.54±0.08 0.66±0.10 0.82±0.12 [78]
1.53 0.82±0.08 0.542±0.031 0.670±0.038 0.829±0.047 [80]
1.55 0.87±0.14 0.51±0.05 0.64±0.06 0.79±0.08 [77]
1.557 1.2±0.3 0.37±0.08 0.46±0.10 0.57±0.13 [81]
1.56 0.96±0.10 0.47±0.03 0.58±0.04 0.73±0.05 [83]
1.75 1.15±0.18 0.36±0.05 0.48±0.06 0.63±0.08 [77]
1.75 1.14±0.17 0.36±0.04 0.48±0.06 0.64±0.08 [78]
1.750 0.80±0.08 0.508±0.027 0.673±0.037 0.890±0.048 [82]
1.75 0.75±0.11 0.53±0.04 0.71±0.05 0.93±0.07 [83]
1.75 0.91±0.06 0.457±0.019 0.605±0.025 0.800±0.033 [85]
1.752 0.8±0.5 0.51±0.17 0.67±0.23 0.89±0.30 [81]
1.94 1.0±0.4 0.39±0.11 0.55±0.15 0.76±0.21 [77]
1.94 1.01±0.25 0.39±0.07 0.54±0.09 0.76±0.13 [79]
1.98 1.06±0.17 0.37±0.04 0.52±0.06 0.73±0.09 [80]
2.00 0.88±0.11 0.43±0.03 0.61±0.04 0.87±0.06 [83]
2.003 1.16±0.09 0.331±0.021 0.469±0.030 0.664±0.043 [84]
2.20 0.88±0.13 0.41±0.03 0.60±0.05 0.89±0.08 [86]
2.33 0.71±0.20 0.45±0.06 0.69±0.09 1.06±0.13 [83]
2.497 1.07±0.14 0.315±0.029 0.50±0.05 0.79±0.07 [84]
2.50 1.16±0.09 0.290±0.018 0.458±0.029 0.72±0.05 [80]
2.50 0.82±0.07 0.393±0.017 0.621±0.027 0.98±0.04 [85]
2.64 0.90±0.04 0.353±0.009 0.573±0.014 0.932±0.023 [87]
2.75 0.84±0.11 0.361±0.024 0.60±0.04 0.99±0.07 [86]
2.91 2.7±0.7 0.01±0.08 0.02±0.13 0.03±0.23 [77]
2.91 0.9±0.7 0.33±0.14 0.56±0.24 0.96±0.41 [79]
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Table B.23: Proton electromagnetic form factor ratios in the spacelike region from Rosen-
bluth separation experiments (Part 4).
Q2 (GeV) µpG
p
E/G
p
M F2/F1 Q F2/F1 Q
2 F2/F1 Ref.
3.00 0.65±0.22 0.39±0.05 0.68±0.09 1.18±0.15 [83]
3.007 1.22±0.20 0.24±0.03 0.42±0.06 0.73±0.10 [84]
3.25 0.85+0.11−0.12 0.316
+0.021
−0.022 0.57±0.04 1.03± [85]
3.20 0.96±0.05 0.292±0.009 0.523±0.016 0.936±0.029 [87]
3.74 1.4±0.3 0.18±0.04 0.34±0.08 0.67±0.15 [80]
3.75 0.84±0.22 0.29±0.04 0.55±0.07 1.07±0.14 [86]
4.00 0.89+0.12−0.14 0.261
+0.018
−0.021 0.52±0.04 1.05+0.07−0.09 [85]
4.07 3.2±1.3 -0.04±0.11 -0.07±0.23 -0.15±0.46 [77]
4.10 1.10±0.08 0.217±0.011 0.440±0.022 0.89±0.05 [87]
4.20 1.24±0.16 0.190±0.021 0.39±0.04 0.80±0.09 [86]
5.00 0.93+0.16−0.19 0.212
+0.020
−0.023 0.48
+0.04
−0.05 1.06
+0.10
−0.12 [85]
5.20 1.18±0.55 0.17±0.06 0.39±0.14 0.88±0.32 [86]
6.00 0.97+0.20−0.24 0.178
+0.020
−0.025 0.44
+0.05
−0.06 1.07
+0.12
−0.15 [85]
7.00 1.51+0.25−0.28 0.101
+0.020
−0.023 0.27
+0.05
−0.06 0.71
+0.14
−0.16 [85]
8.83 0.95+0.57−0.95 0.13
+0.04
−0.07 0.38
+0.12
−0.20 1.14
+0.36
−0.61 [85]
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