Abstract-In this paper, we present a robust road detection and tracking method based on a condensation particle filter for real-time video-based navigation applications. The image is divided into horizontal strips, and vanishing point (VP) detection is performed on each image strip. We propose a method for estimating the density of road boundary line segments in the image so that VP detection in an image strip takes into account the detection results in the neighboring image strips. This use of contextual information for VP detection leads to more accurate detection results. The estimated road parameters are then used to initialize the condensation tracker. Experiments using real road videos demonstrate the robustness of our method to difficult road conditions due to the presence of partial occlusion, shadows, and road signs.
I. INTRODUCTION
V ISION-BASED intelligent road-navigation applications often represent the road as a mathematical model, such as a cubic B-spline [1] , [2] , clothoid [3] , [4] , parabola [5] , and hyperbola [6] , [7] . These models are then instantiated with features extracted from images of the road, such as corners [8] , edges [9] , ridges [10] , color [11] , [12] , texture [13] , [14] , and hybrid features [15] , [16] .
For example, Southall and Taylor [3] described a collision warning system in which the road is modeled as a clothoid approximated by a polynomial. However, Cramer et al. [17] , [18] have pointed out that the clothoid road model is unreliable when the road curvature tends to significantly vary. They instead model the road as connected arc segments with the help of a digital map.
In this paper, we present a robust system for road detection and tracking. Our system consists of two components, i.e., road detection and road tracking, as shown in Fig. 1(a) . The road detection stage initializes the road model to kick-start the tracking process. Fig. 1(b) shows a flowchart for road detection.
The particular contributions of this paper are threefold. First, rather than using a complex and often-unreliable road model, we use a simple hyperbola road model with an additional nonlinear term to handle roads with varying curvatures. Second, we use both geometrical and statistical reasoning in vanishingpoint (VP) detection to accurately estimate the parameters of the road model. Third, we integrate the hyperbola road model with a condensation particle filter [19] to track the road in real time.
This paper is organized as follows: Section II describes our method for estimating the road model. Section III integrates the road model with a tracker based on the condensation algorithm. Section IV presents experimental results using real road videos. Section V concludes this paper.
II. ESTIMATING THE ROAD MODEL

A. Road Model
We use a flat-world road model that represents the left and right road boundaries in the image plane as a pair of hyperbolas. This hyperbolic road model is shown in Fig. 2 .
The hyperbolic road model is represented by
where (u, v) are the coordinates of the points on the road boundaries; b represents the road curvature in 3-D; and (u H , v H ) is a point on the horizon where the two asymptotes of the hyperbola intersect. Positive a represents the inverse tangent of the asymptote of the left road boundary, in which case, a can be denoted as a l . When a is negative, it is the inverse tangent of the asymptote of the right road boundary, in which case, a can be denoted as a r . For simplicity, we use a to represent both a l and a r . The parameters u H , v H , a, and b of the hyperbolic road model need to be estimated from the image data. To deal with both straight and curved roads, we divide the image into horizontal strips and detect the road boundary line segments in each strip. We then cluster the road boundary line segments into left and right groups using both geometrical and statistical reasoning. Pairs of road boundary line segments-one from each group-are then used to detect multiple VPs for estimating the parameters of the road model. Details of these procedures are given here.
B. Estimating Parameter v H of the Road Model
To locate parameter v H (horizon) of the road model, we first detect multiple VPs and then use an M-estimator [20] a line to the VPs. A VP is a point at which, in perspective view, two parallel lines intersect [21] , [22] . We first cluster the line segments found in the image into left and right boundary groups. The probability that a line segment belongs to a road boundary is learned based on its location in the image and its gradient. We use a circular road model [24] to generate road samples for learning this probability. The circular road model allows the projections of the road boundary points onto the image to be calculated, given the intrinsic and extrinsic parameters of the camera, the position and pose of the camera relative to the road, and the road parameters (width, curvature, etc.). This involves estimating three values for each road boundary point P i , i.e., the image coordinates (u i , v i ) and gradient g i of the tangent to the road boundary at (u i , v i ). As the image is divided into horizontal strips, we know the v i coordinate for each strip; thus, only u i and g i need to be estimated. Given v i , u i can be determined by
where γ = −1 for the left boundary point, and γ = 1 for the right boundary point. f is the camera focal length; d u and d v are the width and height of the pixel, respectively; e u = f/d u is the horizontal focal length in pixels; e v = f/d v is the vertical focal length in pixels; (u c , v c ) is the center of the image; z 0 is the height of the camera; x 0 is the lateral offset of the camera from the center of the lane; ϕ is the yaw angle of the camera relative to the lane axis; α is the pitch angle of the camera relative to the ground plane; W is the lane width; and C 0 is the road curvature. The proof of (2) can be found in [23] . This model is consistent with the hyperbola model defined in (1) , where
Differentiating u i in terms of v i gives the gradient
The circular road model is used to generate road samples for the learning stage. Each of the parameters in the circular road model (z 0 , C 0 , l 0 , ϕ, α, and W ) is uniformly sampled from a range that is empirically defined (e.g., 0.8 (3) . The confidence intervals for u i and g i can then be defined as
, respectively, for the boundary points corresponding to v i , as shown in Fig. 3 . Note that, although our learning stage uses the same circular road model as that described in [24] , the outcomes are different, because we learn gradient g i , and we do not take into account the covariance of u i in the image strips.
With these confidence intervals, we can cluster the line segments into left and right road boundary groups. An example is given in Fig. 3 : P 1 and P 2 are the endpoints of a line segment detected in an image strip. The v coordinate of P 1 is v P 1 = i, and its u coordinate u P 1 is within the interval
, where l indicates the left boundary. The v coordinate of P 2 is v P 2 = i + Δ, and its u coordinate u P 2 is within the interval
The segment is thus assigned to the left boundary.
We detect multiple VPs using the least median squares method (LMedS) [25] . We first define a feature vector for each pair of left and right road boundary line segments, i.e.,
T , where i corresponds to the horizontal image strip and g l,i and g r,i represent the gradients at the two intersection points of the center line of the image strip with the pair of road boundary line segments. The distribution of these feature vectors can be characterized by mean x i and covariance matrix C xi , which are calculated from the road samples. We randomly pick a line segment L 1 from the left boundary and a line segment L 2 from the right boundary and calculate its Mahalanobis distance d to the mean of x i , i.e., x i , using covariance matrix
Only if this distance is small enough can the intersection of L 1 and L 2 be considered a VP candidate. The M-estimator is then applied to fit a horizontal line to the detected VPs to arrive at the horizon.
C. Density Estimation of Road Boundary Line Segments
VP detection in each image strip, which is independent of the detection results in neighboring image strips, may lead to inconsistent detection results in different image strips. Ideally, VP detection in the current image strip should take into account the detection results in neighboring image strips. To do this, we estimate the likelihood that a line segment in the current image strip is part of the road boundary by propagating the estimates in adjacent image strips.
For the jth image strip, we model the density of the road boundary line segments as a mixture of n j piecewise Gaussian components [26] , i.e.,
where
μ i,j and Σ i,j are the mean and covariance of the ith Gaussian, respectively. w i,j is the weight of the ith Gaussian, p j is a constant, d is the dimension of the Gaussian, α is the road boundary feature vector detected in the jth image strip, u is the u coordinate of the road boundary, and g is the gradient (derivative of u w.r.t. v). To propagate the density estimate through the image strips, we use the Kalman filter (KF) to update each Gaussian. We augment each Gaussian with two parameters to use the KF: 1)ġ i,j is the second derivative of u i,j w.r.t. v, and 2) (v H ) i,j is the v coordinate of the vanishing line. Starting from the strip at the bottom of the image, we use the KF to propagate the density from the jth strip up to the (j + 1)th strip. The prior density of road boundaries in the (j + 1)th image strip is predicted by applying the following dynamics to each Gaussian of the density of road boundaries in the ith strip:
with T being the distance between two adjacent image strips. The derivation of the dynamics can be found in [27] . The predicted state covariance matrix is given by
and R is the measurement covariance matrix. Note that we differentiate the left and right road boundary line segments so that there are two sets of Gaussians, i.e., one for the density of the left road boundary and the other for the density of the right boundary. These two sets are separately and simultaneously propagated. All the line segments are regarded as potential observations of the KF to update the Gaussians. A valid observation is expected to lie in the following region for the ith Gaussian, with its Mahalanobis distance to the feature vector α less than threshold γ:
When several observations fall within the search region of a Gaussian, the Gaussian will be duplicated to be associated with each observation. The weight of the Gaussian is updated via the following expression:
L α is the likelihood of the observed line segment α and is estimated as
L H is the vanishing line likelihood defined as (13) 
which takes the history of Gaussians into account. The more image strips through which a Gaussian is propagated, the more weight it will gain. n survival is the number of image strips through which a Gaussian has been propagated so far. n max is a predefined upper bound of n survival , which is empirically set to 20 in our application.
D. Estimating Other Road Parameters u H , a, and b
We now estimate u H , a, and b for the road model in (1). Differentiating (1) with respect to v yields
Suppose that a road boundary point P i (u P i , v P i ) has the same v image coordinate as the center line of the ith image strip, i.e., v P i = v i . Linking the ith VP V P i to P i gives the gradient of P i , i.e.,
Replacing u P i in (17) by (18), we have the following linear equations where
Note that a has been cancelled out and that (18) involves only two unknowns, i.e., b and u H , which can easily be solved using the least-squares method. However, detected VPs may still contain outliers or non-Gaussian noise, so a robust fitting method is needed. Thus, a weight matrix is multiplied to both sides of the linear system: WAX = WC, where W = diag[w 1 , . . . , w n ]. An iterative robust fitting algorithm is applied until the solution converges or maximal iteration has been reached.
The final step is the estimation of a. A search is carried out in the space containing all the possible values of a (0 < a < 3 or − 3 < a < 0) with a step size of 0.1. This produces a set of hypothesized hyperbolas that are evenly distributed in the image. We then search for the two best hyperbolas (one for the left boundary and one for the right boundary) by measuring the spatial proximity of the estimated model to the edge features in the edge map. (This measurement is discussed in Section III-B.) It should be noted that the use of prior knowledge about the road, as described in Section II-A, makes our approach more efficient.
E. Road Detection Results
Three road video sequences containing images of motorways, suburban roads, and rural roads are used to test our road detection method. We randomly pick 500 frames from each video sequence, visually inspecting the road boundaries on each video frame as ground truths and comparing them with the detection results. The success criterion is that the detected road boundaries are close enough to the ground truth and that they can successfully be tracked. We show in Fig. 4 a comparison of the density estimate described in this paper with the approach described in [27] without density estimate. The detection result using density estimates is correct, because fewer outliers are produced using this method, compared with that without density estimate, which produces more outliers (represented as circles); some of these outliers (those surrounded by dashed ellipses) are mistaken as road features, resulting in erroneous detection results. We also show the detection rates in Table I .
III. ROAD TRACKING
A. Road Tracking Using Condensation
The condensation filter can be used to estimate distributions that are non-Gaussian. It does this by generating a number of particles {s, π}, where s represents the state of the object and π is the probability of s being the true state. Initially, the condensation filter assigns each possible state the same weight. At each time step, a new set of particles is sampled from the particles in the previous step. The dynamics of an object in the state space are mostly deterministic but are affected by random noise. The probabilities are then updated based on image measurements, such as the presence of image features. Finally, the true object state can be estimated as the weighted moments of the particles at each time step t.
The estimated parameters of the road model described in Section II-B can be used to generate particles for the condensation algorithm to track the road: x = (a l , a r , b, u H , v H ) T . However, during road tracking, the pair of hyperbolas is not efficient in handling large road curvatures. We thus extend this road model using a third-degree term. We choose to extend a hyperbola model rather than directly use a clothoid model, because the purpose of our work is to estimate the road shape in the image rather than on the ground plane; thus, a transformation between 3-D and 2-D spaces is not needed. This is contrary with applications using the clothoid model, in which the camera has to be fully calibrated because the clothoid has to be backprojected onto the image plane, which requires knowledge of both the intrinsic and extrinsic parameters of the camera. Thus, we choose to extend the hyperbola model for both simplicity and efficiency. Hence, equation (1) of the hyperbolic model becomes
where b is related to the change of curvature C 1 via the following equation (the proof is omitted), provided yaw angle α is small enough:
The state variables for condensation can now be represented as
The dynamics of the states have the following form:
where x t is the state vector at time t; A is the state transition matrix; and B t is the stochastic part. We model the dynamics simply as a Gaussian random walk, so that A = I and B t carry the stochastic variation Δx t|t−1 of x from time t − 1 to time t. Now, B t is derived as follows: Notice that each state variable in x can be expressed using parameters W , h, l 0 , α, ϕ, C 0 , and C 1 via (2) and (21) . It is easy to see that some state variables, as well as their variations from t − 1 to t, are implicitly correlated (such as a r and a l ). It is thus desirable to incorporate such correlation information into B t . Let y := (W l 0 α ϕ C 0 C 1 ) T , and assume that z 0 is a known constant (1.0 m in our case). Parameters in y can be regarded as independent of each other. We shall derive Δx t|t−1 from the variation Δy t|t−1 of y from time t − 1 to t. Δx t|t−1 has the following relation with Δy t|t−1 : where
Variation Δy t,t+1 is modeled as a set of independently distributed normal variables, i.e.,
Finally, B t may be written as
, and ω is a 6 × 1 vector with the ith element ω (i) ∼ N (0, 1). Note that H t has incorporated the correlations between variations of the state variables. It is easy to show that x t ∼ N (x t−1 , Σ x ), where
An example of condensation tracking is shown in Fig. 5 , where the curves marked in white represent hypothesized particles generated from the particles at the previous time step. An optimal estimation is given by the first moment of all the particles weighted by image measurement (i.e., expectation).
B. Measurement Model
Measurement probability p(z|x) is needed to weigh the samples for the condensation filter, which is also called the likelihood function. We integrate image likelihood and road width likelihood in the measurement model. In [19] , a general form of the image measurement model is given by
in which f (ν, μ) = min(ν, μ). r is a variance constant; z(s) is the measured feature closest to the predicted feature x(s); and μ is the spatial scale constant defining the maximal scale of search intervals for image features. In our case, a set of points is sampled from the predicted road curve at specified intervals. First, we search for the nearest edge point to each sampled point within a neighborhood, which is defined as a horizontal line segment with the sampled point as its center. We consider not only the distance between the ith sampled point P i on the predicted road curve and its closest edge point Q i but the similarity of the normal n P i at P i and the normal n Qi at Q i as well to suppress the influence of outliers that do not belong to the true road boundary. Our measurement model has the following form:
where g P i is the normalized gradient vector (perpendicular to n P i ) at P i sampled on the estimated road boundary. If no edge point is found in the neighborhood, P i − Q i is set to σ, and |g P i • n Qi | is set to 1. In addition to image likelihood, road width likelihood is defined as (3.5 m in our application). σ w controls the relative importance of the lane width likelihood to the weight of the particle (0.5 m in our case). The overall likelihood is the multiplication of these two factors, i.e.,
IV. ROAD-TRACKING RESULTS
We have tested the road detection and tracking algorithms using real road videos. An example is shown in Fig. 6 . The video was shot on rural roads with intruding road signs and shadows and significant curvature variations. Tracking results were recorded every 50 frames. To evaluate the performance of the road-tracking system, we define a tracking quality measure as
where P I is the sampled point on the predicted road curve; Q i is the closest edge point to P I ; g P i is the normalized gradient vector at P I ; and n Qi is the normal at Q I , as defined in Section III-B. Q i is only considered if it has a similar normal as P I , and ε is set to 0.25 for the experiment. The quality measure is effectively the ratio of the number of detected feature points δ to the total number of sampled points N s along the estimated road boundaries, using the image measurement model described in Section III-B. We run several trials with different numbers of particles and observe that the tracking quality (over the number of video frames) increases with the number of particles but becomes stable when the number is more than 400. We therefore choose to use 600 particles for the experiments.
V. COMPARISION WITH KF
We compare our road-tracking method using condensation with an extended KF (EKF). Both trackers use the same road feature extraction algorithm and the hyperbolic road model. From Fig. 7 , it can be seen that the condensation approach is more robust than the EKF in tracking. The images in the first row show the EKF tracking results. Fig. 8(a) shows some of the problems with the EKF. For example, some of the image measurements, e.g., edge points, do not belong to the true road boundaries, so the EKF is minimizing the fitting errors between the estimated road curves and these outliers.We also observe that, when the vehicle changes lanes, the EKF either gets lost or converges to the target much more slowly than condensation. Quantitative comparison of the two filters is also given in terms of tracking quality and the number of times reinitialization is needed due to low tracking quality (see Table II ). Tracking failure may occasionally occur due to bad image quality, irregular road boundaries, heavy occlusion, etc., but reinitialization will be triggered when the tracking quality degenerates (e.g., when the quality is less than the threshold). Fig. 8(b) shows a comparison of the tracking quality between the two filters. It is clear that the performance of condensation is superior to that of the EKF.
VI. CONCLUSION
We have integrated an extended hyperbola model into the condensation-tracking framework for road tracking. A significant contribution of this paper lies in estimating the road model using high-level and high-confidence road features and exploiting road geometry under perspective projection. We do not make the assumption that the VPs of two adjacent image strips are close to one another, as is the case in [12] , because in certain circumstances (e.g., when the road has a large curvature), this assumption may not be true. Experimental results have shown that our method accurately and robustly operates on real roads and in real time. Despite some potential problems, for example, when the ground plane or the parallel road boundary assumption is violated, our method provides a robust tool for use in real-time road tracking.
