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a b s t r a c t
We propose a new preconditioner DASP (discrete approximate spectral preconditioner),
based on the existing well-known preconditioners and our computational experience.
Parallel preconditioning strategies for large scale partial difference equation systems
arising from partial differential equations are investigated. Numerical results are given to
show the efficiency and effectiveness of the new preconditioners for both model problems
and real applications in petroleum reservoir simulation.
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1. Introduction
Solving large scale partial difference equation systems arising from discretization of partial differential equations (PDEs)
plays an important role in many applications. We have been involved in petroleum reservoir simulation, global atmosphere
prediction simulation and high energy physics molecular dynamics since the early 1990’s. The number of unknowns in real
data application has been approaching 107–109.
This kind of large scale partial difference equation systems has been traditionally dealt with as a general algebraic system,
either linear or nonlinear. However, we have a different approach. From our point of views, this is a special partial difference
equation system; they essentially have different behavior from a general algebraic system. They are a discrete form of a
PDE’s. A well-posed difference scheme should preserve some basic properties of the original PDE’s, including conservation
law, inverse operator, eigen-decomposition etc. These properties are not only important for constructing the difference
system itself, but also useful for designing a solver with good preconditioners.
The basic equations for three-phase black-oil reservoir simulation consist of conservation equations and momentum
equations for water, oil and gas phases, denoted by subscripts w, o and g , respectively. A more thorough description of the
model can be found in [15,16]. The mass conservation equation of each phase in porous media is given by
∇[ρwUw] + qw = ∂(φρwSw)
∂t
∇[ρoUo] + qo = ∂(φρoSo)
∂t
∇[ρgUg + RsρoUo] + qg + Rsqo = ∂[φ(ρgSg + RsρoSo)]
∂t
,
(1)
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with constraint So + Sw + Sg = 1, where for phase l (l = w, o, g), ρl is the density, φ is the porosity, Sl is the saturation, t
is time, ql is the source term which denotes the production or injection rates at reservoir conditions, Rs is the gas solubility
which is expressed as a function of oil pressure Rs := Rs(Po), and Ul is the fluid velocity. In our simulator, the density is
allowed for slight compressibility, and can be given by ρl := AleclPl , where Al is a given constant, and cl is a given physical
constant-compressibility of phase-l fluid. The porosity is a function of oil pressure, i.e. φ := φ(0)[1+ C(Po − P (0)o )], where C
is a given physical constant-compressibility of porous media, the values of both φ(0) and P (0)o are known. The source term is
given by
ql := CW Kl
µl
(Po − Pwf )
where CW is a function of position related to wells, Pwf is the bottom hole pressure of the production/injection well. Pwf is
regarded as unknowns and the values of ql are given.
Another application area we have been involved in is the numerical meteorological models for a long range climate
simulation. The dynamical core, which governs the evolution of resolved fluid dynamical processes, is critical for any
numerical weather prediction or climate simulation model. Essential to its performance is the form of the continuous
governing equations and the related numerical discretization schemes.
The most complete equation set is the so-called deep nonhydrostatic primitive equations. To describe the atmosphere
flow on the rotating earth, the fully elastic Euler equations is solved by an efficient semi-implicit semi-lagrangian marching
scheme. These equations, when expressed in a conformal projection, take the following form [4,21]:
(1− κ)dq
dt
= −
[(
1+ sinφ0
1+ sinφ
)2 (
∂U
∂x
+ ∂V
∂y
)
+ ∂W
∂z
]
+ RHSSource term of heat
T
(2)
dT
dt
= (κT )dq
dt
+ RHSSource term of heat (3)
dU
dt
= f V − U
2 + V 2
2
∂
(
1+sinφ0
1+sinφ
)2
∂x
− RT ∂q
∂x
+ Fx (4)
dV
dt
= −f U − U
2 + V 2
2
∂
(
1+sinφ0
1+sinφ
)2
∂y
− RT ∂q
∂y
+ Fy (5)
dW
dt
= −g − RT ∂q
∂z
+ Fz (6)
whereU ,V andW are the velocity components along the x, y and z coordinates, respectively; T means temperature; q := ln pln p0
with p for pressure and p0 a constant; Fx, Fy and Fz correspond to the source termofmomentumequations for their respective
wind components; f is the Coriolis parameter, g is the gravitational acceleration parameter, φ is the latitude, φ0 is the
reference latitude for conformal transformation, R is the gas constant for air, and κ := RCp with Cp the heat capacity at
constant pressure.
In the discrete formula of (2), if we substitute the variables U (t+∆t), V (t+∆t) and W (t+∆t) with the formulae from
momentum PDEs, we will get a three-dimensional Helmholtz equation for p(t+∆t). How to solve this Helmholtz equation
effectively and efficiently is critical for numericalmeteorologicalmodels. The choice of a goodpreconditioner is essential.We
aim to construct a powerful preconditioner by combining several categories of preconditioning technique such as physical
preconditioning, algebraic preconditioning, analysis preconditioning, geometry preconditioning, etc.
Krylov subspace methods are often used for solving large scale linear systems. A linear system Ax = f satisfies the
condition f − Ax(m) ⊥ Lm where Lm is a subspace of dimension m, has a projection method which generates aproximate
solutions x(m) in the affine shifted Krylov subspace
x(0) +Km(A, r (0)) = x(0) + span{r (0), Ar (0), . . . , Am−1r (0)}
of dimensionmwhere r (0) = f − Ax(0) and x(0) is an initial approximation.
There are three primary choices of the subspace Lm, each of which generates a different class of Krylov subspace
projection methods. First, Lm = Km(A, r (0)) which leads to many popular methods such as CG, Lanczos method and FOM,
etc. Second,Lm = AKm(A, r (0))which leads to methods like GMRES and Orthomin. Third,Lm = Km(AT , r (0))which leads
to several bi-orthogonal algorithms such as BiCG, BiCGSTAB, CGS and TFQMR, etc. [17].
The convergence rate of Krylov subspace methods depends mainly on the distribution of eigenvalues of the matrices. If
these eigenvalues are clustered (e.g. around 1), the L2 norm of residual vector r (m) from any of the above Krylov subspace
methods may converge to zero in a fast and steady fashion. One method to produce clustered eigenvalues is to use good
preconditioners.
Finding a good preconditioner to solve a given sparse linear system is often regarded as a combination of art and science.
The chosen preconditioning algorithm is often required to have themerits of low computation overheads, good acceleration
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effects and high parallel efficiency. For linear systemdiscretized froma single PDE, there are a lot of effective preconditioning
techniques provided by numerical software packages such as PETSc [2], Aztec [30], and Sparsekit [18] etc. For linear system
discretized from a coupled PDE system, however, the above preconditioning techniques are usually not enough.
In application, some methods of constructing preconditioning for a coupled linear system have been proved to be
effective. For example, when solving the coupled linear systems from petroleum reservoir simulation, the combinative
preconditioning technique [3], the two-stage preconditioning technique [12] and the nested factorization preconditioning
technique [1] are adopted and have proved to be effective in the related literatures. These preconditioners consist of several
preconditioning components. Those components are integrated by means of a multi-step method.
We described in [23] a method to construct such a preconditioner for petroleum reservoir simulation. From physical
and mathematical point of view, the PDEs with respect to pressure, are intrinsically near-elliptic; the PDE with respect to
oil or water saturation term is usually near-hyperbolic; while the PDE with respect to gas saturation term typically shows
nonlinear diffusion-convection behavior. The features of the numerical PDEs require well-designed preconditioned solvers
so as to solve application problems efficiently and effectively. The preconditioner system includes several preconditioning
components: row scaling component deals with a decoupling process and do works of row scale equilibration; additive
Schwarz component handles grid partition of the solving region; Watts correction component deals with anisotropic
phenomenon of the permeability; constraint residual preconditioning component adopts Schur complement to increase
the effect of the pressure term (i.e. elliptic effect) within the whole coefficient matrix; the sub matrices with respect to
pressure variables may adopt general-purposed preconditioning components such as ILU, AMG and DASP etc.
Based on the above preconditioning strategy and combining with our computational experiences, we propose a new
preconditioning component named DASP, which will be introduced in Section 2. Numerical tests on both model problems
and real applications are presented in Section 3.
2. DASP (Discrete Approximate Spectral Preconditioner)
2.1. Continuous and discrete spectral decompositions
To begin, let us consider a model eigen-problem in one dimension.
− ∂
2u
∂x2
= λu, x ∈ (0, 1), (7)
subject to typical boundary conditions, such as, e.g., u(0) = ∂u
∂x (1) = 0. It is well-known that the solution of Eq. (7) is
uj(x) = sin(j− 1/2)pix, λj = (j− 1/2)2pi2, j = 1, 2, . . . .
The discrete spectral decomposition of the linear system resulted from (7) with a centered difference discretization on the
uniform grid is closely connected with the discrete Sine or Cosine transforms (of type-1 till type, see, e.g., [22]). This result
can be easily extended to the ‘‘box’’ domain in higher dimensions via matrix tensor-product due to variable separation.
For example, study the following eigen-problem in two dimensions
−
(
∂2u
∂x2
+ ∂
2u
∂y2
)
= λu, (x, y) ∈ (0, 1),
u(0, y) = u(1, y) = 0,
∂u
∂y
(x, 0) = ∂u
∂y
(x, 1) = 0.
(8)
Through variable separation, one can easily obtain the eigen-functions
uj1,j2(x, y) = sin(j1pix) cos(j2piy),
which is themultiplication of the two eigen-function systems of the corresponding one-dimensional sub-problems. And the
eigen-values
λj1,j2 = (j21 + j22)pi2
are exactly the summation of that of the two sub-problems. A five-point centered finite difference of Eq. (8) on a uniform
grid, such as, e.g., {(xk, yj) | xk = k/m, yj = j/n}m−1,nk=1,j=0 results in a difference matrix in the form of
A = A1 ⊗ In+1 + Im−1 ⊗ A2,
where
A1 = W1Λ1W>1 , D2A2D−12 = W2Λ2W>2 ,
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with
W1 = S Im−1 :=
(√
2
m
sin
kjpi
m
)m−1
k,j=1
, Λ1 = diag
{
2− 2 cos jpi
m
}m−1
j=1
,
W2 = C In+1 :=
(√
2
n
αkαj cos
kjpi
n
)n
k,j=0
, Λ2 = diag
{
2− 2 cos jpi
n
}n
j=0
,
D2 = diag{α0, α1, . . . , αn} := diag
{
1√
2
, 1, . . . , 1,
1√
2
}
n+1
.
The spectral decomposition of A can be obtained via matrix tensor-product.
A = (W1Λ1W>1 )⊗ In+1 + Im−1 ⊗ (D−12 W2Λ2W>2 D2)
= (W1Λ1W>1 )⊗ (D−12 W2In+1W>2 D2)+ (W1Im−1W>1 )⊗ (D−12 W2Λ2W>2 D2)
= {W1 ⊗ (D−12 W2)} (Λ1 ⊗ In+1) {W>1 ⊗ (W>2 D2)}+ {W1 ⊗ (D−12 W2)} (Im−1 ⊗Λ2) {W>1 ⊗ (W>2 D2)}
= {W1 ⊗ (D−12 W2)} (Λ1 ⊗ In+1 + Im−1 ⊗Λ2) {W>1 ⊗ (W>2 D2)} .
For non-‘‘box’’ domains, such as the triangles or the hexagons, spectral-decomposition [24] as well as the corresponding
fast transforms [29,31] can also established, where the homogenous coordinates-system [24] are utilized. For any point P in
the plane, its homogenous coordinates are defined as (t1, t2, t3)where tj = P ·ej (j = 1, 2, 3) and e1 = (1, 0), e2 = (− 12 ,
√
3
2 ),
e1 = (− 12 ,−
√
3
2 ). Sine e1 + e2 + e3 = 0, we have t1 + t2 + t3 = 0 for any point in the plane. In terms of the homogenous
coordinates, the Laplacian operator can be written as
L := −
{(
∂
∂t1
− ∂
∂t2
)2
+
(
∂
∂t2
− ∂
∂t3
)2
+
(
∂
∂t3
− ∂
∂t1
)2}
= −3
8
∆. (9)
And a regular hexagon can be defined as
H = {(t1, t2, t3) | t1 + t2 + t3 = 0,−1 ≤ t1, t2, t3 ≤ 1}.
Analogously, an equilateral triangle can be defined as
T = {(t1, t2, t3) | t1 + t2 + t3 = 0, 0 ≤ −t1, t2, t3 ≤ 1}.
We have the following spectral decomposition result for H and T respectively.
Theorem 2.1 ([24]). For all integer triple j = ( j1, j2, j3), with j1 + j2 + j3 = 0,
gj(t1, t2, t3) := ei 2pi3 ( j1t1+j2t2+j3t3)
forms an eigen-function system of L on the regular hexagon H with periodic boundary conditions, where t1 + t2 + t3 = 0. The
corresponding eigenvalues equal to
λj =
(
2pi
3
)2
{(j1 − j2)2 + (j2 − j3)2 + (j3 − j1)2}.
Theorem 2.2 ([24]). Denote
g+j :=
1
3
{gj1,j2,j3 + gj2,j3,j1 + gj3,j1,j2},
g−j :=
1
3
{g−j1,−j3,−j2 + g−j2,−j1,−j3 + g−j3,−j2,−j1}.
The generalized sine functions TSinj := 12i {g+j − g−j } or the generalized cosine functions TCosj := 12 {g+j + g−j }, form an
eigen-function system of L on the equilateral triangle domain T with homogeneous Dirichlet or Neumann boundary conditions,
respectively. The corresponding eigenvalues equal to
λj =
(
2pi
3
)2
{(j1 − j2)2 + (j2 − j3)2 + (j3 − j1)2},
for j1 > 0, j2, j3 < 0 or j1 ≥ 0, j2, j3 ≤ 0, respectively.
The results in Theorems 2.1 and 2.2 can be generalized to higher dimensions. A natural generalization of the regular
hexagon is the rhombic-dodecahedron in 3-D (see Fig. 1) and the so-called super-simplex domains in higher dimensions,
see [27]. Fig. 2 represents the nonzero structure of the discrete Helmholtz system over the rhombic-dodecahedron domain
with periodic conditions and the reordered matrix towards the original.
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Fig. 1. Rhombic-dodecahedron.
Fig. 2. Non-zero structure of the differencematrix on the rhombic-dodecahedron domainwith periodic conditions (left) and the reorderedmatrix towards
the original (right), where ‘‘nz’’ means the number of non-zero entries.
2.2. Concepts of DASP
For a model problem listed in Section 2.1, the continuous as well as the discrete spectral decompositions are known
exactly. In real applications, however, exact spectral decompositions are difficult to find. Spectral decompositions of some
model problems can be utilized as preconditioners in many situations. It is remarkable that direct usage of the discrete
spectral decompositions (DSP) of model problems will not lead to good results in general, for model problems are far more
different from the real ones in most cases. Based on DSP, our DASP (discrete approximate spectral preconditioner) includes
extra approximating and preprocessing.
For many real application problems, the corresponding PDE system is mixed-type from the mathematical point of view,
and contains different physical components. For example, as mentioned in Section 1, each component in the three-phase
black-oil reservoir equations (1) should be treated separately. The main goal of our preprocessing before using DASP is
to further enhance the elliptic feature of the discretized equations. The preprocessing may include decoupling, Schur
complement, diagonal scaling and rank-correction, among others. Some of the preprocessings have already been described
in Section 1.
The main purpose of diagonal scaling is to stretch the difference systems, named A, in real application ‘‘nearer’’ to that of
the model problem, named A˜. For example, scaling A to D−1/2AD−1/2, where diagonal matrix D can be diag(A). However, in
many application cases, the diagonal entries ofD aremore complicated (dependentwith problems), orD could evenbe a non-
diagonal matrix. Another preprocessing is rank-correction, which is based on the fact that the inverse of any (invertible) low
rank modification of a matrix whose inverse is already known can be explicit computed (cf. Sherman–Morrison-Woodbury
formula and its generalizations, see, e.g., [9,11,7]).
Implementations of DASP efficiently and effectively on parallel platforms are important. We employ well-developed
libraries such as PETSc [2] and FFTW [8] to achieve high efficiency. For DASP, FFT of same size is performed at least twice per
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Fig. 3. Transformed grid in Test-1 (ε = 0.14).
iteration. In many situations the iteration counts are large and initialization of FFT outside of the iteration loop will reduce
the extra working load greatly. Since a preconditioner is just an approximation, one can use single-precision FFTs instead
of double-precision to speed up the calculation, and typically about 20% (for 3-D) to 40% (for 2-D) reduction in calculation
time can be made.
The original ideas of DASP can be found in our early papers such as [24–28]. In this paper we develop the basic idea and
name the method as DASP. In comparison with some other well-known preconditioners such as SPAI (sparse approximate
inverse, see, e.g., [13]), there are still a lot of work to be done on DASP both in theory and in practice.
3. Numerical results
Some numerical tests are performed for model problems and real applications. The computational platform for model
problem tests is equipped with PIII-1 GHz CPU, 2048M local SDRAM and PETSc 2.1.3 package with relative tolerance of CG
as 1× 10−6.
Real data numerical tests are performed on a Beowulf cluster LSSC-II installed at the State Key Laboratory of Scientific
and Engineering Computing. Each computational node is equipped with two Intel 2 GHz Xeon CPUs, 1 GB physical memory,
and connected by a Myrinet 2000 network with 4Gflops peak performance. Intel Fortran 6.0 and MPICH-GM 1.2.5.10 are
used as the compilers and the parallel communication library [32], respectively.
3.1. Model problem tests
Test-1{−∇ · (p∇u) = f , inΩ = [0, 1]2
u = 0, on ∂Ω.
Assume the exact solution is u = x(1 − x) sin(sin(2piy)). Let {(ξi, ηj)}ni,j=1 be the uniform grid with grid size 1/n, then the
calculation grid is given by1{
xj = ξj + ε sin 2piξj sin 2piηj,
yj = ηj + ε sin 2piξj sin 2piηj, j = 1, . . . , n, (10)
where ε ∈ [0, 0.14] is the grid transform factor. Herewe restrict ε ∈ [0, 0.14] or grid intersectionwill occur when ε > 0.14.
In Fig. 3, we give an illustration of the transformed grid with ε = 0.14. If ε > 0, traditional five-point difference scheme
does not work well and the nine-point support operator scheme (cf. [19]) is utilized. The following four different variable
coefficients p is considered.
p = p0 := 1,
p = p1 := (x+ 2)(y+ 2),
p = p2 := (1− x2)(1− y2),
p = p3 := x(1− x)y(1− y).
Table 1 lists the iteration counts for ε = 0, 0.10, 0.14 by using CGwithDASP,which indicates that DASP is nearly optimal.
And in Table 2, we give the test results of iteration counts and solution time (in brackets, units: seconds) among different
1 This grid is suggested by Prof. Zhijun Shen.
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Table 1
Iteration counts for Test-1 with CG+ DASP
n ε = 0 ε = 0.10 ε = 0.14
p = p0 p = p1 p = p2 p = p3 p = p0 p = p1 p = p2 p = p3 p = p0 p = p1 p = p2 p = p3
32 1 2 6 8 8 8 9 11 17 17 18 19
64 1 2 7 9 8 9 10 13 16 16 17 21
128 1 2 8 9 9 9 11 13 16 16 17 20
256 1 2 8 10 9 9 11 15 16 16 17 21
512 1 2 8 11 9 9 12 16 16 16 17 21
1024 1 2 9 12 9 9 13 17 17 17 17 22
Table 2
Iteration counts and solution time (in brackets, units: seconds) for Test-1, ε = 0.14 and p = p2
1/h 32 64 128 256 512 1024
None 378(0.05) 859(1.95) 1826(19.7) 3933(194) >8000 N/A
DSP 119(0.05) 188(0.67) 262(4.5) 344(28.0) >500 N/A
Scaling 93(0.01) 177(1.40) 363(3.9) 744(36.7) >1000 N/A
DASP 18(0.01) 17(0.06) 17(0.30) 17(1.43) 17(6.10) 17(24.2)
ILU 20(0.01) 19(0.15) 17(1.01) 28(6.60) 46(44.6) 86(316.7)
-Level 0 2 7 8 10 11
Table 3
Iteration counts and solution time (in brackets, units: seconds) for Test-2
nx × ny × nz 4× 32× 128 8× 64× 256 16× 128× 512
None 1008(2.4) 2824(95.0) N/A
DSP 154(1.4) 346(36.4) N/A
Scaling 282(0.7) 558(19.1) N/A
DASP 7(0.1) 7(1.2) 8(12.2)
ILU 30(0.1) 59(3.7) 119(68.0)
-Level 0 0 0
Table 4
Iteration counts for Test-3 by CG+ DASP
1/h 16 32 64 128
ρ = 0.1 6 7 7 7
ρ = 0.2 8 9 10 11
ρ = 0.3 11 12 13 14
preconditioners with case p = p2 and ε = 0.14. Here DSP means directly using spectral decomposition as preconditioner
without pre-processing and Scaling means diagonal scaling preconditioners. And for ILU, we give the best testable results
in solution time with different fill-in levels. We can see that for this case, when 1/h = 1024 DASP is about 90% faster than
the ILU provided in PETSc.
Test-2
We solve the 3-D Poisson equation −∇ · (p∇u) = f in a cubic domain [0, 1]3 with homogeneous Dirichlet boundary
conditions. Assume the exact solution isu = x(1−x)y(1−y)z(1−z) and the variable coefficient is p = (1−x2)(1−y2)(1−z2).
Table 3 gives the results for the ‘‘long and narrow’’ grid.
Test-3
We solve the 2-D Poisson equation −∆u = f in the regular hexagon domain with periodic boundary conditions.
Assume the exact solution is u = sin 2pi t1 + sin 2pi t2 + sin 2pi t3 where t1, t2, t3 are the homogenous coordinates [24].
The computation grid is random disturbed from the uniform triangular with factor ρ ∈ (0, 1), see Fig. 4 (N = 8, ρ = 0.3),
where we also give the Voronoi grid by which a control volume finite difference scheme can be constructed. Table 4 lists
the iteration counts by using DASP, all of the results are averaged over five tests.
3.2. Results in real applications
The industrial application is a three-dimensional and three-phase oil-water-gas black oil problem from DaQing Oilfield
in China, with a 199 × 87 × 67 grid system (i.e. 1.16M grid cells), 6 rock types and 291 wells. And the simulation time is
31.5 years.
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Fig. 4. A random disturbed grid (left) for Test-3 with N = 8, ρ = 0.3 and the corresponding Voronoi grid (right).
Fig. 5. The spectral distributions of all the nine sub-matrices of the original matrix A in (11).
The partial difference equation system derived from the three phase black oil model can be presented as the following
linear system in the 3× 3 block form [14](A11 A12 A13
A21 A22 A23
A31 A32 A33
)
·
(x1
x2
x3
)
=
(f1
f2
f3
)
(11)
where xi := (xi,1, xi,2, . . . , xi,N)> (i = 1, 2, 3) and x1, x2 and x3 are oil phase pressure, oil phase saturation, and gas phase
saturation, respectively; A := (Aij)3×3 is the coefficient matrix, each Aij is a hepta diagonal matrix; f := (fi)3×1 is the vector
representing the right-hand side. This coupled linear system is significantly non-symmetric and highly indefinite; it can be
traced back to the distinguished PDE behaviors of three types of physical variables. A11 shows its elliptic feature in some
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Fig. 6. The spectral distributions of all the nine sub-matrices of the preconditioned matrix A¯ of A in Fig. 5.
degree which is derived from the pressure equation, A22 shows its first-order nonlinear hyperbolic feature, and A33 shows
its diffusion-convection feature according to the effects of capillary pressures and fluid velocities.
A total simulation of 31.5 years for this case takes 126 time steps. Each time step consists of 3.58 inexact Newton steps
on average for solving nonlinear system of equations; each Newton step consists of 5.92 FGMRES(12) iterations on average;
the preconditioning process in each FGMRES iteration needs 7.77 ILU-GMRES(12) iterations on average to solve the small
system (RTAR)z = r; each ILU-GMRES iteration step needs 11.44 iterations on average.
Now we consider the effects of our preconditioing system. Figs. 5 and 6 demonstrates the spectral distributions of all
the nine sub-matrices of the original matrix A in (11) and the preconditioned matrix A¯ respectively. From the two figures,
we observe that, before preconditioning process, all the nine sub-matrices have obvious effects to the whole system for
their spectral distribution shows that their effect can not be neglected. However, after preconditioning process, the effects
of some off-diagonal sub-matrices such as A12, A13 and A23 are so small that they can even be considered as zero matrices
without too much loss of accuracy.
Fig. 7 illustrates the spectral distribution of the whole original matrix A and the preconditioned matrix A¯. The figure
shows the significant effect of the preconditioning, it clusters the complex eigenvalue distribution from (−36 000, 28 000)×
(−32 000, 32 000) to (0, 2)× (−0.02, 0.02).
Fig. 8 gives the elapsedwall-clock times with CPU numbers ranging from 4 to 128. The relative parallel efficiencies on 16,
32, 64, and 128 processors with respect to 8 processors are 78%, 73%, 75%, and 63%, respectively. The communication costs
are 0.24 (8CPU), 0.71 (16CPU), 0.45 (32CPU), 0.41 (64CPU), and 0.45 (128CPU) hour, respectively.
The communication time is relatively small compared to the computation time. The parallel efficiencies are
quite satisfactory considering the communication complexity of the parallel nonlinear solver. The communication-to-
computation ratio is almost 1:1 in the case of 128 processors, indicating that 8 to 128 processors are suitable for onemillion-
grid cell problems of black oil model on this kind of machines.
4. Conclusion
There aremany general-purpose preconditioning algorithms used to precondition an algebraic sparse linear system, such
as incomplete factorization [5,6], algebraic multi-level method [20] and matrix row scaling [10] etc. These algorithms can
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Fig. 7. The spectral distribution of the original matrix A in (11) and the preconditioned matrix A¯.
Fig. 8. Elapsed times with variable CPUs ranging from 4 to 128.
be used for the coupled PDE problems and can have distinct improvements in linear iterations. From the knowledge of the
original physical problems, one can also construct very effective preconditioners which are closely related to the original
PDEs. This kind of preconditioning methods is usually called physics-based or PDE-based preconditioners, see, e.g., [23].
This type of preconditioners is getting more attractive as the computational needs increase rapidly. From this point of view,
a new preconditioning method, DASP, is introduced in this paper. The efficiency and effectiveness of DASP are shown by
numerical tests for both model problems and real applications. A further thorough analysis of DASP will be given in our
future papers.
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