Extensions and isomorphisms for the generalized Fourier algebras of a locally compact group  by Monfared, Mehdi Sangani
Journal of Functional Analysis 198 (2003) 413–444
Extensions and isomorphisms for the generalized
Fourier algebras of a locally compact group
Mehdi Sangani Monfared1
Department of Mathematical and Statistical Sciences, University of Alberta, Edmonton, Alberta,
Canada T6G 2G1
Received 08 January 2002; accepted 13 June 2002
Abstract
It is shown that for amenable groups, all ﬁnite-dimensional extensions of ApðGÞ algebras
split strongly. Furthermore, each extension of ApðGÞ which splits algebraically also splits
strongly. We also show that if G is an almost connected locally compact group, or a subgroup
of GLnðVÞ (V being a ﬁnite-dimensional vector space), and if for a ﬁxed pAð1;NÞ; all ﬁnite-
dimensional singular extensions of ApðGÞ split strongly, then G is amenable. Continuous order
isomorphisms for the pointwise order of ApðGÞ algebras, are characterized as weighted
composition maps. Similarly, order isomorphisms for the pointwise order of BpðGÞ algebras,
are characterized as *-algebra isomorphisms followed by multiplication by an invertible
positive multiplier. In addition, it is shown that for amenable groups, an order isomorphism
for the pointwise order between ApðGÞ algebras that preserve cozero sets is necessarily
continuous, and hence induces an algebra isomorphism.
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1. Introduction
Let G be a locally compact group and let p; p0Að1;NÞ be such that 1=p þ 1=p0 ¼ 1:
For a function f on G let us deﬁne fˇðxÞ ¼ f ðx1Þ: Suppose LpðGÞ ##Lp0 ðGÞ is the
projective tensor product of LpðGÞ and Lp0 ðGÞ; and P : LpðGÞ ##Lp0 ðGÞ-C0ðGÞ is a
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continuous linear map whose action on simple tensors is deﬁned by Pðf#gÞ ¼ g* fˇ:
It was observed by Herz that the quotient space LpðGÞ ##Lp0 ðGÞ=P1ð0Þ;
is isometrically isomorphic with the Banach space ApðGÞ consisting of all func-
tions uAC0ðGÞ such that u ¼
PN
i¼1 gi * fˇi; where fiALpðGÞ; giALp0 ðGÞ; andPN
i¼1 jj fijjp jjgijjp0oN: The norm on ApðGÞ is deﬁned as
jjujjAp ¼ inf
XN
i¼1
jj fijjp jjgijjp0 : u ¼
XN
i¼1
gi * fˇi; fiALpðGÞ; giALp0 ðGÞ
( )
:
The Banach space ApðGÞ; for the case of abelian groups, was ﬁrst introduced by
Figa`-Talamanca [19], in connection with his studies of convolution operators on
LpðGÞ: Using the techniques of topological projective tensor products, Herz showed
that ApðGÞ is a Banach algebra with pointwise operations of addition and
multiplication (convenient references for the elementary properties of ApðGÞ algebras
are [27], Eymard’s Bourbaki seminar [17], and for more recent results [32]). When
p ¼ 2; A2ðGÞ coincides with the Fourier algebra AðGÞ; introduced by Eymard in
1964 [16]. In case that G is abelian, A2ðGÞ is the set of Fourier transforms of all
integrable functions on the dual group of G:
This paper is organized as follows. In Section 2, we brieﬂy discuss the basic
notions and terminologies that are used throughout the rest of the paper.
Section 3 is devoted to the study of Banach algebra extensions of ApðGÞ algebras
with emphasize on ﬁnite-dimensional extensions. The algebraic and strong splittings
of Banach algebra extensions have been studied by many authors among them Bade
and Curtis [7,8], Bade et al. [9], Bade and Dales [10], Feldman [18], Helemskii [26],
and Johnson [29,30]. The most comprehensive of such studies is the work by Bade
et al. [11]. In Section 3.1, we show that if G is amenable, then all ﬁnite-dimensional
extensions of ApðGÞ split strongly. Furthermore, we show that in this case, each
extension of ApðGÞ which splits algebraically also splits strongly. In Section 3.2, we
obtain a partial converse to our main result in Section 3.1. More precisely, we will
prove that if G is an almost connected locally compact group, or a subgroup of
GLðVÞ for a ﬁnite-dimensional vector space V ; and if all ﬁnite-dimensional singular
extensions of ApðGÞ (pAð1;NÞ ﬁxed) split strongly, then G is amenable; this extends
a result of Steiniger for the case of Fourier algebra AðGÞ [36].
In Section 4, we study order isomorphisms of the Banach algebras ApðGÞ and their
multiplier algebras BpðGÞ: In Section 4.1, we introduce and study the pointwise and
positive deﬁnite orders on ApðGÞ algebras. Here among other things we prove that a
continuous order isomorphism for the pointwise order is a weighted composition
map. In Section 4.2, we obtain a characterization of order isomorphisms for the
pointwise order of BpðGÞ algebras. We prove these are *-algebra isomorphisms
followed by multiplication with an invertible positive multiplier. As a corollary we
show that a biorder isomorphism between BpðGÞ algebras is a multiple of a *-
algebra isomorphism. In Section 4.3, we brieﬂy study the disjointness preserving
mappings between ApðGÞ algebras. As an application, we show that for amenable
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groups, an order isomorphism for the pointwise order between ApðGÞ algebras that
preserve cozero sets is necessarily continuous, and consequently the two algebras are
isomorphic. Our results in Section 4 extend the results of Arendt and De Cannie`re
[5,6], and Font [22].
2. Preliminaries and notations
We assume throughout this paper that all groups under consideration are locally
compact groups. In particular, we assume free groups have discrete topology. The
free group on r generators is denoted by Fr: Every locally compact group is equipped
with a ﬁxed left Haar measure (in the case of discrete groups we assume that the
Haar measure is the counting measure, and for the case of compact groups we
assume the Haar measure is normalized). The integral of a measurable function f on
G with respect to such a measure is denoted by
R
G
f ðxÞ dx: If E is a measurable
subset of G; jEj denotes the measure of E: The modular function of a left Haar
measure is denoted by D:
If f is a function on G and aAG; we deﬁne af ðxÞ ¼ La1 f ðxÞ ¼ f ðaxÞ; faðxÞ ¼
Raf ðxÞ ¼ f ðxaÞ; fˇðxÞ ¼ f ðx1Þ; f˜ðxÞ ¼ f ðx1Þ; f nðxÞ ¼ f ðx1Þ=DðxÞ; for all xAG:
As usual, C00ðGÞ; C0ðGÞ; and CðGÞ are respectively, the collection of all
continuous functions on G whose support is compact, the collection of all
continuous functions on G that vanish at inﬁnity, and the collection of all bounded
continuous functions on G: The set of all continuous positive-deﬁnite functions is
denoted by PðGÞ; and the subset consisting of functions f such that f ðeÞ ¼ 1; is
denote by P1ðGÞ:
If 1pppN; fAL1ðGÞ; and gALpðGÞ; then the function f *g in LpðGÞ deﬁned by
the integral f *gðxÞ ¼
R
G
f ðyÞgðy1xÞ dy is called the convolution of f and g:
A group G is called amenable if there exists a continuous linear functional
mALNðGÞn such that jjmjj ¼ mð1Þ ¼ 1; and mðaf Þ ¼ mðf Þ for all fALNðGÞ and all
aAG: Amenable groups include all abelian groups and all compact groups. It is
known that any group with a closed subgroup isomorphic to the free group on two
generators, is not amenable. For two classes of groups the converse is also true: the
class of almost connected groups (that is, groups whose quotient over the connected
component of the identity is compact) [35, Theorem 5.5]; and the class of linear
groups over ﬁnite-dimensional vector spaces (Tits Dichotomy Theorem [37, pp. 250,
251, Theorem 1, Corollary 1]).
Let A be a Banach algebra and let E be a Banach space which is a left and a right
A-module. If the module multiplications are continuous, then E is called a Banach
A-bimodule. The Banach spaces An and Ann are Banach A-bimodules in the usual
way. When A is commutative, the left and right module actions on An (and on Ann)
coincide. When a  x ¼ x  a ¼ 0; for all aAA and all xAE; we call E an annihilator
A-bimodule. We deﬁne A  E ¼ fa  e : aAA; eAEg: When span ðA  EÞ ¼ E (respec-
tively, span ðE  AÞ ¼ E), we call E essential as a left (respectively, essential
as a right) module. If S is a subset of A; and nAN; then we deﬁne
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S½n ¼ fa1?an : a1;y; anASg; and Sn ¼ Spanfa1?an : a1;y; anASg; the linear
span of S½n:
Let X be a topological space. We say that ðA; jj  jjAÞ is a Banach algebra in C0ðXÞ
if A is a subalgebra of C0ðX Þ and if A is a Banach algebra under pointwise
operations and its own norm jj  jjA: For each xAX ; let dxðf Þ ¼ f ðxÞ for all fAA:
This map is one-to-one, continuous from X into the spectrum of A: If it is also onto,
we say A is a Banach algebra in C0ðX Þ; where X is the spectrum of A [28, p. 489].
Such a Banach algebra is called a strong Ditkin algebra if (a) A has a bounded
approximate identity consisting of functions with compact support; and (b) for each
xAX ; the set Mx ¼ fuAA : uðxÞ ¼ 0g has a bounded approximate identity consisting
of functions whose supports are compact subsets of X  fxg (see [11, p. 41]).
Let pAð1;NÞ be ﬁxed. The Banach algebra ApðGÞ was deﬁned in Section 1. The
proof of all the properties of this algebra that we need in the sequel can be found in
[17,27]. ApðGÞ is a Banach algebra in C0ðGÞ; where G is the spectrum of G (see the
previous paragraph). For every xAG; fxg is a set of spectral synthesis for ApðGÞ; in
the sense that the set Jx ¼ fuAApðGÞ : u has a compact support disjoint from fxgg; is
dense in Mx ¼ fuAApðGÞ : uðxÞ ¼ 0g (see also [14, Corollary 4]). It is well known
that ApðGÞ has a bounded approximate identity if and only if G is amenable.
Let ApðGÞn be the dual of ApðGÞ: Suppose flp; LpðGÞg is the left regular
representation of L1ðGÞ on LpðGÞ deﬁned by lðf Þg ¼ f *g; ðfAL1ðGÞ; gALpðGÞÞ;
then ApðGÞn ¼ lpðL1ðGÞÞCBðLpðGÞÞ—where the closure is with respect to the
weakn-topology of BðLpðGÞÞ: The dual norm on ApðGÞn coincides with the operator
norm induced from BðLpðGÞÞ; and for fAL1ðGÞ; uAApðGÞ we have: /lpðf Þ; uS ¼R
f ðxÞuðxÞ dx: A function u on G is called a multiplier of ApðGÞ if uvAApðGÞ (for all
vAApðGÞ). The set of all multipliers of ApðGÞ is denoted by BpðGÞ:
A basic reference for algebraic and strong splittings of extensions of Banach
algebras is [11]. Our terminologies and notations are mainly those used in this
reference.
If f;cAsðApðGÞÞ,f0g; we deﬁne an ApðGÞ-bimodule action on C by u  z ¼
fðuÞz; z  u ¼ cðuÞz; (for all uAApðGÞ; zAC). We denote the resulted Banach
ApðGÞ-bimodule by Cf;c: If f ¼ dx is the evaluation functional at x; we use the
slightly modiﬁed notation Cx;c; instead of Cf;c: Similarly, when f and c are both the
zero functional, we denote the resulted Banach ApðGÞ-bimodule by C0;0:
Suppose B and A are Banach algebras, and I is a closed two-sided ideal of B: An
extension SðB; IÞ of A by I ; is a short exact sequence
0-I-
i
B-
p
A-0;
where i is the inclusion map and p is a continuous algebra epimorphism with
ker p ¼ I : We call the extension SðB; IÞ
1. ﬁnite-dimensional, when I is ﬁnite-dimensional;
2. singular, if I2 ¼ f0g;
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3. admissible, if there exists a continuous linear map d : A-B; such that p3d ¼ idA
(the identity map on A).
We say that SðB; IÞ splits algebraically if there exists an algebra homomorphism
h : A-B such that p3h ¼ idA; if in addition, such a homomorphism is continuous, we
say that the extension splits strongly. It is easy to verify that an extension SðB; IÞ
splits algebraically if and only if there exists a subalgebra C of B such that B ¼
I}C: The symbol } means that B ¼ I þ C and I-C ¼ f0g: Similarly, an
extension SðB; IÞ splits strongly if and only if there exists a closed subalgebra C of B
such that B ¼ I"C: The symbol" means that I and C are closed subspaces of B;
and B ¼ I}C:
Suppose SðB; IÞ is a singular extension of A by I : We regard I as a Banach A-
bimodule with the following module operations: for aAA; and xAI ; if bAB is such
that pðbÞ ¼ a; we deﬁne a  x ¼ bx; and x  a ¼ xb: If E is a Banach A-bimodule
isomorphic to I ; then SðB; IÞ is called a singular extension of A by I : We refer to [11]
for detailed discussions and also for the deﬁnitions of the cohomology groups
H2ðA; EÞ; and H˜2ðA; EÞ; that are used in the next section.
3. Algebraic and strong splittings of extensions of the Banach algebras ApðGÞ
Our study of extensions of ApðGÞ algebras was motivated in parts, by the results of
Steiniger [36] for the case of the Fourier algebra AðGÞ:
3.1. Extensions of the Banach algebras ApðGÞ
In [24, Theorem 5, p. 123] Granirer showed the existence of a topological invariant
mean C on ApðGÞn: In other words, he showed the existence ofCAApðGÞnn such that
jjCjj ¼ CðdeÞ ¼ 1; and u C ¼ uðeÞC for every uAApðGÞ: Now if xAG and Lx1 is
the left translation by x1 on ApðGÞ; and if we set Cx ¼ Lnnx1C; then it is easy that
jjCxjj ¼ CxðdxÞ ¼ 1; and for every uAApðGÞ; u Cx ¼ uðxÞCx: So we have the
following result:
Lemma 3.1. For every xAG; there exists an ApðGÞ-bimodule homomorphism
Cx : ApðGÞn-Cx;x such that jjCxjj ¼ CxðdxÞ ¼ 1:
The ﬁrst part of the next result is proved in [30, Proposition 1.5, p. 10], and its
second part can be proved in a similar way.
Proposition 3.2. Let A be a Banach algebra, and let E be an annihilator Banach A-
bimodule.
1. If A has a bounded left (or right) approximate identity, then H2ðA; EÞ ¼ f0g:
2. If A has a left (or right) approximate identity, then H˜2ðA; EÞ ¼ f0g:
M.S. Monfared / Journal of Functional Analysis 198 (2003) 413–444 417
For the convenience of reference, we mention the following result due to Bade,
Dales, and Lykova. This result is proved in [11, Proposition 2.5(i), p. 28, Proposition
2.10(i), p. 32].
Proposition 3.3. Let A be a Banach algebra and E be a Banach A-bimodule.
* Every singular admissible extension of A by E splits strongly if and only if
H2ðA; EÞ ¼ f0g:
* Every singular admissible extension of A by E splits algebraically if and only if
H˜2ðA; EÞ ¼ f0g:
Lemma 3.4. Suppose E is a finite-dimensional Banach ApðGÞ-bimodule, and let E be
essential as a left (or as a right) module. Then every singular extension of ApðGÞ by E
splits strongly.
Proof. We assume that E is essential as a left module. By Proposition 3.3, it sufﬁces
to show that H2ðApðGÞ; EÞ ¼ f0g: If xAG; and Mx ¼ fuAApðGÞ : uðxÞ ¼ 0g; then
from the fact that fxg is a set of spectral synthesis for ApðGÞ; we can easily deduce
that M2x ¼ Mx: Therefore by Bade et al. [11, pp. 56–57], E ¼"ni¼1Cfi ;ci ; where
n ¼ dim E; and fi;ciAsðApðGÞÞ,f0g; for every i: Hence H2ðApðGÞ; EÞ ¼
"ni¼1H
2ðApðGÞ;Cfi ;ciÞ: Since by assumption E is essential as a left module, fia0
for every i ¼ 1; 2;yn: To complete the proof, it sufﬁces to show that
H2ðApðGÞ;Cx;cÞ ¼ f0g; whenever xAG; and cAsðApðGÞÞ,f0g (note that
sðApðGÞÞ ¼ fdx : xAGg).
Let TAZ2ðApðGÞ;Cx;cÞ; and T 0 be the unique element in ðApðGÞ ##ApðGÞÞn which
canonically correspond to T (that is, T 0ða#bÞ ¼ Tða; bÞ)—here ## denotes the
projective tensor product operation. Now consider the canonical isometric
isomorphism
ðApðGÞ ##ApðGÞÞnCBðApðGÞ; ApðGÞnÞ;
R-FR;
where /FRðaÞ; bS ¼ Rðb#aÞ; for every a; bAApðGÞ: Then the 2-cocycle identity for
T 0; that is,
aðxÞT 0ðb#cÞ  T 0ðab#cÞ þ T 0ða#bcÞ  T 0ða#bÞcðcÞ ¼ 0;
can be written as
/T 0ðb#cÞdx; aS/FT 0 ðcÞ; abSþ/FT 0 ðbcÞ; aS/cðcÞFT 0 ðbÞ; aS ¼ 0
or
/T 0ðb#cÞdx; aS/b  FT 0 ðcÞ; aSþ/FT 0 ðbcÞ; aS/cðcÞFT 0 ðbÞ; aS ¼ 0:
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As aAApðGÞ is arbitrary, it follows that
T 0ðb#cÞdx  b  FT 0 ðcÞ þ FT 0 ðbcÞ  cðcÞFT 0 ðbÞ ¼ 0:
Suppose Cx is the ApðGÞ-bimodule homomorphism in Lemma 3.1. If we deﬁne
SABðApðGÞ;Cx;cÞ to be Cx3FT 0 ; then by applying Cx from left to the last equality
we obtain
T 0ðb#cÞ  bðxÞSðcÞ þ SðbcÞ  cðcÞSðbÞ ¼ 0
or
Tðb; cÞ ¼ b  SðcÞ  SðbcÞ þ SðbÞ  c:
This means that TAN2ðApðGÞ;Cx;cÞ; and hence H2ðApðGÞ;Cx;cÞ ¼ f0g: &
Remark 3.5. The above proof shows that all ﬁnite-dimensional ApðGÞ-bimodules are
isomorphic to direct sums like "ni¼1Cfi ;ci ; where nAN; and fi;ciAsðApðGÞÞ,f0g:
Proposition 3.6. All singular finite-dimensional extensions of ApðGÞ split algebraically
if the algebra has an approximate identity.
Proof. By Proposition 3.3, it sufﬁces to show H˜2ðApðGÞ; EÞ ¼ f0g for each ﬁnite-
dimensional Banach ApðGÞ-bimodule E: Our proof of Lemma 3.4 shows that if
dim E ¼ n; then H˜2ðApðGÞ; EÞ ¼"ni¼1H˜2ðApðGÞ;Cfi ;ciÞ (where fi;ciAsðApðGÞÞ,
f0gÞ: By the same lemma and the fact that N2ðApðGÞ;Cfi ;ciÞCN˜2ðApðGÞ;Cfi ;ciÞ
(see [11, pp. 21, 22]), it follows that H˜2ðApðGÞ;Cfi ;ciÞ ¼ f0g; whenever fi or ci
is nonzero. But by Proposition 3.2, H˜2ðApðGÞ;C0;0Þ ¼ f0g as well. Thus
H˜2ðApðGÞ; EÞ ¼ f0g: &
Theorem 3.7. If G is amenable, all finite-dimensional extensions of ApðGÞ split
strongly.
Proof. By Bade et al. [11, Theorem 1.8, p. 13] it sufﬁces to show that all ﬁnite-
dimensional singular extensions of ApðGÞ split strongly. Suppose E is a ﬁnite-
dimensional Banach ApðGÞ-bimodule. By Remark 3.5, H2ðApðGÞ; EÞ ¼
"ni¼1H
2ðApðGÞ;Cfi ;ciÞ: Now the result follows from Propositions 3.3, 3.2, and
Lemma 3.4. &
Remark 3.8. An alternative proof for Theorem 3.7 is as follows. By Bade et al. [11,
Theorem 4.18, p. 72] if A is a Banach algebra such that every closed ideal of ﬁnite
codimension in A has a bounded left approximate identity, then every ﬁnite-
dimensional extension of A splits strongly. The fact that when G is amenable, ApðGÞ
is such a Banach algebra is a result of Forrest [23, Theorem 4.2, p. 239].
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The following result for the case of p ¼ 2; is due to Lau [31, Corollary 4.4]. For a
detailed study of the Ditkin sets of ApðGÞ algebras see [15].
Proposition 3.9. A locally compact group G is amenable if and only if ApðGÞ is a strong
Ditkin algebra.
Proof. Suppose G is amenable. Then, it is well known that ApðGÞ has a bounded
approximate identity consisting of functions with compact support [27, Theorem 6,
p. 120]. Furthermore, by a result of Forrest [23, Proposition 3.4, p. 236] for each
xAG; Mx also has a bounded approximate identity consisting of functions with
compact support. Now, since Jx ¼ Mx; we can easily obtain a bounded approximate
identity for Mx from elements in Jx; which means that ApðGÞ is a strong Ditkin
algebra.
The converse follows immediately from the fact that ApðGÞ has a bounded
approximate identity if and only if G is amenable. However we can prove the
converse using a weaker assumption. Suppose Me has a bounded approximate
identity, then by Cohen’s factorization theorem, M
½2
e ¼ Me: Now let vAApðGÞ be
arbitrary, and take uAApðGÞ such that uðeÞ ¼ 1: Then v  vuAMe; and therefore for
some u1; v1 in Me; v  vu ¼ u1v1: Thus vAApðGÞ2: This means that ApðGÞ factorizes
weakly, and hence G is amenable by Losert [34, Proposition 2, p. 138] and Herz
[27, p. 121]. &
Proposition 3.10. Let G be amenable.
1. If G is infinite, then there exists a singular admissible extension of ApðGÞ; which does
not split algebraically.
2. Each extension of ApðGÞ; which splits algebraically also splits strongly; and
H˜2ðApðGÞ; EÞ ¼H2ðApðGÞ; EÞ; for each Banach ApðGÞ-bimodule E:
Proof. This follows from Proposition 3.9 and [11, Theorems 3.11, p. 43, 3.10, p. 42,
3.19, p. 48]. &
3.2. Almost connected groups
In this section we will prove that when G is an almost connected locally compact
group, or a linear group on a ﬁnite-dimensional vector space, then the converse of
Theorem 3.7 is also true.
For an element x of the free group with r generators Fr; jxj denotes the length of
the word x (that is, the length of its reduced form, obtained by making the necessary
cancellations). We let Wn ¼ fxAFr : jxj ¼ ng; and we denote the characteristic
function of Wn by wn: In Fr there is only one element of length zero (that is, the
empty word ð1; 1;yÞÞ; and 2rð2r  1Þn1 elements of length n ðnANÞ: We always
assume that the free group Fr is equipped with the discrete topology.
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We begin with some lemmas on the estimation of the norms of certain convolution
operators on LpðGÞ; for ﬁnitely generated free groups G: Our results generalizes
earlier results of Leinert [33, pp. 150, 154], Bo’zejko [12, p. 408], and Haagerup [25,
Lemmas 1.3 and 1.4]. Our proofs have been inspired by the techniques of the latter.
Lemma 3.11. Let k; l; and m be nonnegative integers, and f and g be two functions on
Fr; with supports in Wk and Wl ; respectively. Then
1. ðf *gÞwma0 implies that k þ l  m is even, and jk  ljpmpk þ l:
2. If 1opp2; then jjðf *gÞwmjjppjj f jjpjjgjjp:
3. If 2ppoN; then jjðf *gÞwmjjppjj f jjp0 jjgjjp:
Proof. The ﬁrst statement is proved in [25, p. 283, Lemma 1.3]. We will prove the
second statement. Let us ﬁrst assume that m ¼ k þ l: In this case, if jxj ¼ m; then the
sum f *gðxÞ ¼
P
y f ðxyÞgðy1Þ; has only one nonzero term because, there is only one
word y of length l such that jxyj ¼ k: Let us denote this word by yx: Then
jjðf *gÞwmjjpp ¼
X
jxj¼m
X
y
f ðxyÞgðy1Þ


p
¼
X
jxj¼m
j f ðxyxÞjpjgðy1x Þjp
p jjgjjpp 
X
jzj¼k
j f ðzÞjp
¼ jjgjjppjj f jjpp:
Therefore
jjðf *gÞwmjjppjj f jjpjjgjjp: ð1Þ
Turning back to the general case, suppose that m ¼ k þ l  2i; where
0pipmin ðk; lÞ (see statement (1) of the lemma). We deﬁne f 0 and g0 with supports
in Wki and Wli as follows:
f 0ðxÞ ¼
P
jwj¼i
j f ðxwÞjp
 !1=p
if jxj ¼ k  i;
0 otherwise;
8><
>:
g0ðxÞ ¼
P
jwj¼i
jgðw1xÞjp
 !1=p
if jxj ¼ l  i;
0 otherwise:
8><
>:
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Then
jj f 0jjpp ¼
X
jxj¼ki
X
jwj¼i j f ðxwÞj
p
¼
X
jyj¼k j f ðyÞj
p
¼ jj f jjpp:
Similarly jjg0jjp ¼ jjgjjp: Now let xAFr; and assume jxj ¼ k þ l  2i: We can write
f *gðxÞ ¼
P
f ðtÞgðsÞ; where the sum is taken over all t; sAFr such that x ¼ ts; jtj ¼
k; jsj ¼ l: Let t0 be the word consisting of the ﬁrst k  i letters of x; and s0 be the
word consisting of the last l  i letters of x (in the case that either k  i or l  i is
zero, we take the corresponding word to be the empty word ð1; 1;yÞ). Since in the
sum above, x ¼ ts; with jxj ¼ jtj þ jsj  2i; there are i cancellations in the product ts:
That is, t ¼ t0w; s ¼ w1s0; with t0 and s0 deﬁned as above. Thus
j f *gðxÞj ¼
X
jtj¼k;jsj¼l;x¼ts
f ðtÞgðsÞ


¼
X
jwj¼i
f ðt0wÞgðw1s0Þ


p
X
jwj¼i
j f ðt0wÞjjgðw1s0Þj
p
X
jwj¼i
j f ðt0wÞjp
0
@
1
A
1=p X
jwj¼i
jgðw1s0Þjp0
0
@
1
A
1=p0
p
X
jwj¼i
j f ðt0wÞjp
0
@
1
A
1=p X
jwj¼i
jgðw1s0Þjp
0
@
1
A
1=p
¼ f 0ðt0Þg0ðs0Þ:
As there is only one pair ðt0; s0Þ such that x ¼ t0s0; jxj ¼ jt0j þ js0j; jt0j ¼ k  i; and
js0j ¼ l  i; we have f 0*g0ðxÞ ¼ f 0ðt0Þg0ðs0Þ: Hence j f *gjwmpðf 0 *g0Þwm: This implies
that
jjðf *gÞwmjjpp jjðf 0 *g0Þwmjjp
p jj f 0jjpjjg0jjp by inequality ð1Þ
¼ jj f jjpjjgjjp:
The proof of the third statement is similar to the one above, once we replace p with p0
in the deﬁnition of f 0: &
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Lemma 3.12. Let f be a function defined on Fr such that its support is in Wn:
1. If 1opp2; then jj f jjAnpðFrÞpðn þ 1Þjj f jjp:
2. If 2ppoN; then jj f jjAnpðFrÞpðn þ 1Þjj f jjp0 :
Proof. We prove the ﬁrst inequality; the proof of the second inequality is similar. We
know that jj f jjAnpðFrÞ ¼ supfjj f *gjjp : gAlpðFrÞ; jjgjjpp1g: For a function gAlpðFrÞ;
let gk ¼ gwk; for every k ¼ 0; 1; 2;y: Hence jjgjjpp ¼
PN
k¼0 jjgkjjpp: Let also h ¼ f *g ¼PN
k¼0 f *gk; where the convergence of the series is pointwise. Then by Lemma 3.11,
jjhmjjp ¼
XN
k¼0
ðf *gkÞwm




p
¼
Xmþn
k¼jmnj
ðf *gkÞwm




p
p jj f jjp
Xmþn
k¼jmnj
jjgkjjp
0
@
1
A:
By Lemma 3.11, for the nonzero terms of the above sum, n þ k  m is even which
implies that m þ n  k is also even. Let us write k ¼ m þ n  2s; and deﬁne gi ¼ 0 if
io0; then
jjhmjjpp jj f jjp
Xminðn;mÞ
s¼0
jjgmþn2sjjp
 !
p jj f jjp
Xn
s¼0
jjgmþn2sjjp
 !
p ðn þ 1Þ1=p0 jj f jjp
Xn
s¼0
jjgmþn2sjjpp
 !1=p
:
Therefore
jjhjjpp ¼
XN
m¼0
jjhmjjpp
p ðn þ 1Þp=p0 jj f jjpp
Xn
s¼0
XN
m¼0
jjgmþn2sjjpp
 !
p ðn þ 1Þp=p0 jj f jjpp
Xn
s¼0
XN
k¼0
jjgkjjpp
 !
p ðn þ 1Þ1þp=p0 jj f jjpp
XN
k¼0
jjgkjjpp
 !
¼ðn þ 1Þpjj f jjppjjgjjpp:
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Thus we have shown that for every gAlpðFrÞ; jj f *gjjpppðn þ 1Þpjj f jjppjjgjjpp: This of
course implies that
jj f jjAnpðFrÞpðn þ 1Þjj f jjp: &
Lemma 3.13. Let uAApðFrÞ:
1. If 1opp2; then jjujjApX 1nþ1jjuwnjjp0 :
2. If 2ppoN; then jjujjApX 1nþ1jjuwnjjp:
Proof. For 1opp2;
jjuwnjjp0 ¼ sup j/u; vSj : supp vCWn; jjvjjpp1
n o
p sup jjujjAp jjvjjAnp : supp vCWn; jjvjjpp1
n o
p supfðn þ 1ÞjjujjAp jjvjjp : supp vCWn; jjvjjpp1
o
by Lemma 3:12
¼ðn þ 1ÞjjujjAp :
The second inequality follows similarly. &
Lemma 3.14. If 1opoN; and M is the maximum of ð2rð2r  1Þn1Þ1=p and ð2rð2r 
1Þn1Þ1=p0 ; then
#WnXMjjwnjjAp ;
(where #Wn denotes the number of elements of Wn).
Proof. We have
#Wn ¼ ð2rð2r  1Þn1Þ ¼ ð2rð2r  1Þn1Þ1=pð2rð2r  1Þn1Þ1=p
0
¼ ð2rð2r  1Þn1Þ1=pjjwnjjp0
X ð2rð2r  1Þn1Þ1=pjjwnjjAp ;
the last inequality follows because jjwnjjAp ¼ jjwn * $dejjAppjjdejjpjjwnjjp0 ¼ jjwnjjp0 :
Similarly, we can show that #WnXð2rð2r  1Þn1Þ1=p
0 jjwnjjAp ; which completes the
proof. &
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Let A be a Banach algebra and p0 : A  A-A be the continuous bilinear map
deﬁned by ðu; vÞ/uv: Suppose p :A ##A-A is the continuous linear map associated
with p0: We say that A has the p-property if the image of p is equal to A2:
Theorem 3.15. For rX2 and pAð1;NÞ; the map p : ApðFrÞ ##ApðFrÞ-ApðFrÞ defined
as above, is not surjective.
Proof. Assume p is surjective. Then as a consequence of the open mapping theorem,
there exists a positive constant C with the property that for every uAApðFrÞ; there
exists xAApðFrÞ ##ApðFrÞ such that pðxÞ ¼ u; and jjxjjpCjjujjAp : Therefore
CjjujjApXjjxjj ¼ inf
XN
i¼1
jj fijjAp jjgijjAp : fi; giAApðFrÞ; x ¼
XN
i¼1
fi#gi
( )
X inf
XN
i¼1
jj fijjAp jjgijjAp : fi; giAApðFrÞ; u ¼
XN
i¼1
figi
( )
:
For an arbitrary nAN; since wnAApðFrÞ and p is assumed to be surjective, there
exists an element x ¼PNi¼1 fi#giAApðFrÞ ##ApðFrÞ such that pðxÞ ¼PNi¼1 figi ¼ wn:
Now by Lemma 3.13 we observe that
XN
i¼1
jj fijjAp jjgijjApX
XN
i¼1
jj fiwnjjpjjgiwnjjp0
ðn þ 1Þ2ð#WnÞj
1
p
1
p0 j
X
PN
i¼1 jjðfigiÞwnjj1
ðn þ 1Þ2ð#WnÞj
1
p
1
p0j
¼
PN
i¼1
P
sAWn j fiðsÞgiðsÞj
ðn þ 1Þ2ð#WnÞj
1
p
1
p0 j
X
P
sAWn j
PN
i¼1 fiðsÞgiðsÞj
ðn þ 1Þ2ð#WnÞj
1
p
1
p0 j
¼ #Wn
ðn þ 1Þ2ð#WnÞj
1
p
1
p0j
:
Now let us assume for the moment that 1opp2: Then by Lemma 3.14,
#Wn
ðn þ 1Þ2ð#WnÞj
1
p
1
p0 j
X
ð2rð2r  1Þn1Þ1=p
ðn þ 1Þ2ð2rð2r  1Þn1Þ
1
p
1
p0
jjwnjjAp
¼ð2rð2r  1Þ
n1Þ1=p0
ðn þ 1Þ2 jjwnjjAp :
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Thus CjjwnjjApX
ð2rð2r1Þn1Þ1=p0
ðnþ1Þ2 jjwnjjAp : This is impossible, since nAN is arbitrary and
rX2: The case of 2ppoN also leads to a contradiction by a similar argument.
Therefore p is not surjective. &
Corollary 3.16. If rX2 and pAð1;NÞ; then ApðFrÞ does not have the p-property.
Proof. Since ApðFrÞ is regular and its elements with compact support are dense in
ApðFrÞ; we have ApðFrÞ2 ¼ ApðFrÞ: Hence the corollary follows from Theorem
3.15. &
We notice that in the special case of r ¼ 1; Fr ¼ Z is amenable, and hence
H2ðApðZÞ;C0;0Þ ¼ f0g: Consequently, it follows from Lemma 3.17 (below), that
ApðZÞ has the p-property, and in particular p is surjective.
Lemma 3.17. If ðA; jj  jjÞ is a Banach algebra such that H2ðA;C0;0Þ ¼ f0g; then A has
the p-property.
Proof. We deﬁne the projective norm jj  jjproj on A2 by
jjujjproj ¼ inf
Xn
i¼1
jjaijj jjbijj : ai; biAA; u ¼
Xn
i¼1
aibi; nAN
( )
:
Our assumption implies that N2ðA;C0;0Þ ¼ N˜2ðA;C0;0Þ; and hence by Helemskii
[26, Proposition I.1.19, p. 64] the two norms jj  jj and jj  jjproj are equivalent on A2:
In other words, there exists a positive constant C such that for every
uAA2; jjujjpjjujjprojpCjjujj: Now it is not difﬁcult to show that
A2 ¼
XN
i¼1
aibi : ai; biAA; and
XN
i¼1
jjaijj jjbijjoN
( )
:
So if u ¼PNi¼1 aibiAA2 (where PNi¼1 jjaijj jjbijjoN), then w ¼PNi¼1 ai#biAA ##A;
and pðwÞ ¼ u: That is, p is onto A2: &
Corollary 3.18. If rX2 and pAð1;NÞ; then there exists a singular extension of ApðFrÞ
by C0;0 which does not split strongly.
Proof. This follows from Proposition 3.3, Corollary 3.16, and Lemma 3.17. &
Lemma 3.19. Let H be a closed subgroup of a locally compact group G; and let
IðHÞ ¼ fuAApðGÞ : ujH ¼ 0g: Then the quotient algebra ApðGÞ=IðHÞ is isometrically
isomorphic to ApðHÞ:
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Proof. By Herz [27, Theorem 1a, p. 92], the restriction of functions
ApðGÞ-ApðHÞ; f/f jH ; is a linear contraction; that is, jj f jH jjApðHÞpjj f jjApðGÞ:
Also by Herz [27, Theorem 1b, p. 92], for every hAApðHÞ and e40; there exists a
function gAApðGÞ such that jjgjjApðGÞpjjhjjApðHÞ þ e; and gjH ¼ h: Therefore for
every hAApðHÞ; jjhjjApðHÞ ¼ inffjjgjjApðGÞ : gjH ¼ h; gAApðGÞg: The natural homo-
morphism C : ApðGÞ=IðHÞ-ApðHÞ; ½f /f jH is an isometric algebra isomorphism
since,
jj½f jj ¼ inffjj f þ kjjApðGÞ : kAIðHÞg
¼ inffjjgjjApðGÞ : gAApðGÞ; gjH ¼ f jHg
¼ jj f jH jjApðHÞ: &
Lemma 3.20. Let G be a locally compact group which contains Fr; rX2; as a closed
subgroup. Then H2ðApðGÞ;C0;0Þaf0g; for any pAð1;NÞ:
Proof. We argue by contradiction. If H2ðApðGÞ;C0;0Þ ¼ f0g; then by Lemma 3.17,
ApðGÞ will have the p-property. And then the quotient algebra ApðGÞ=IðFrÞ will also
have the p-property [36, Proposition 12, p. 10]. But this is impossible by Corollary
3.16 and Lemma 3.19. &
So as a consequence of Lemma 3.20, Rickert’s Theorem [35, Theorem 5.5], and
Tits’ Theorem [37, pp. 250, 251, Theorem 1, Corollary 1]) we have
Theorem 3.21. Suppose pAð1;NÞ; and G is an almost connected group, or a subgroup
of GLðVÞ for a finite-dimensional vector space V. Then G is amenable if all finite-
dimensional singular extensions of ApðGÞ split strongly.
4. Order isomorphisms of the Banach algebras ApðGÞ and BpðGÞ
Order isomorphisms of the Fourier algebra AðGÞ and the Fourier–Stieltjes
algebra BðGÞ are studied by Arendt and De Cannie`re [5,6]. In this section we study
order isomorphisms of the Banach algebras ApðGÞ and their multiplier algebras
BpðGÞ:
4.1. Order isomorphisms of the Banach algebras ApðGÞ
The main result of this section is Theorem 4.8, where continuous order
isomorphisms between ApðGÞ algebras are characterized as weighted composition
maps.
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Deﬁnition 4.1. Let ApðGÞþ be the set of all fAApðGÞ such that f ðxÞX0 for all xAG;
and let PðGÞ be the set of all continuous positive-deﬁnite functions on G: The
pointwise order X and the positive-definite order b on ApðGÞ are deﬁned as follows:
1. fXg if f  gAApðGÞþ:
2. fbg if f  gAPðGÞ:
One may easily verify that both of these relations are partial orders on ApðGÞ (notice
that PðGÞ-ðPðGÞÞ ¼ f0gÞ: Corresponding to the partial orders X and b on
ApðGÞ; we may deﬁne two order relations on ApðGÞn which we still denote byX and
b: These relations are deﬁned as
1. T1XT2 if /T1  T2; fSX0 for all fAApðGÞþ:
2. T1bT2 if /T1  T2; fSX0 for all fAApðGÞ-PðGÞ:
Lemma 4.2. The two relations X and b on ApðGÞn are partial orders.
Proof. For the case ofX; reﬂexivity and transitivity are immediate consequences of
the deﬁnition. To verify the anti-symmetry of X suppose T1XT2 and T2XT1; then
/T1; fS ¼ /T2; fS ðfor all fAApðGÞþÞ:
Now let fAApðGÞ be a real valued function with compact support K; and let
cAApðGÞ be such that cX0 and cjK ¼ 1: Then
jj f jjNcpfpjj f jjNc;
and therefore
/T1; jj f jjNc fS ¼ /T2; jj f jjNc fS
and
/T1; jj f jjNcþ fS ¼ /T2; jj f jjNcþ fS:
Subtracting the last two equations we obtain
/T1; fS ¼ /T2; fS;
for every real valued function fAApðGÞ-C00ðGÞ: Since T1 and T2 are linear and
continuous, and since ApðGÞ-C00ðGÞ is dense in ApðGÞ we conclude that T1 ¼ T2:
Reﬂexivity and transitivity of b follow from the deﬁnition. To check the anti-
symmetry suppose T1bT2 and T2bT1; then
/T1; fS ¼ /T2; fS ðfor all fAApðGÞ-PðGÞÞ:
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Now let f ; gAC00ðGÞ: Then f * *gAApðGÞ and by the polar identity
4f * *g ¼ðf þ gÞ*ðf þ gÞB  ðf  gÞ*ðf  gÞB
þ iðf þ igÞ*ðf þ igÞB  ðf  igÞ* iðf  igÞB:
That is, f * *g is a linear combination of positive deﬁnite functions in ApðGÞ: Thus
T1 ¼ T2 on the subspace of ApðGÞ generated by ff * *g : f ; gAC00ðGÞg; since this
subspace is dense in ApðGÞ we have T1 ¼ T2: &
Proposition 4.3. Let sAG and let dsAApðGÞn be the evaluation functional at s. Then
1. dsX0:
2. s ¼ e is the only element of G for which dsb0:
Proof. The ﬁrst assertion is an immediate consequence of the deﬁnitions. To prove
the second assertion we notice that for fAApðGÞ-PðGÞ
/de; fS ¼ f ðeÞ ¼ jj f jjNX0:
So certainly deb0: Now suppose sae; we show that dsb=0: We consider two cases:
Case I: s2ae: Let K be a compact neighborhood of e such that sK-s1K ¼ |: Let
us choose c; zAC00ðGÞ in such a way that cX0; zX0; ca0; zjs1K ¼ 1; zjsK ¼ 0;
and supp ðcÞCK : We deﬁne
f ¼ ðcþ izÞ*ðcþ izÞB ¼ c* *cþ z* *zþ iðz* *c c* *zÞ:
Then fAApðGÞ-PðGÞ: But from our choices of c and z it follows that fðsÞ is not
even a real number, in fact
z* *cðsÞ  c* *zðsÞ ¼
Z
zðtÞ *cðt1sÞ dt 
Z
cðtÞ*zðt1sÞ dt
¼ 
Z
cðstÞzðtÞ dt
¼ 
Z
cðtÞ dt
a 0:
Case II: s2 ¼ e: Let K be a compact neighborhood of e such that K-sK ¼ |: We
ﬁnd c and zAC00ðGÞ such that cX0; zp0; cjV ¼ 1; zjsV ¼ 1 for some
neighborhood V of e contained in K ; supp ðcÞCK ; and supp ðzÞCsK (in fact, once
c is found with the above properties, it sufﬁces to take z ¼ s1c). We deﬁne f ¼
cþ z; then f is real valued, supp ðfÞCK,sK;fjKX0; fjsKp0; fjV ¼ 1; and
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fjsV ¼ 1: Therefore
f* *fðsÞ ¼
Z
fðtÞ *fðt1sÞ dt
¼
Z
fðtÞfðstÞ dt
¼
Z
K
fðtÞfðstÞ dt þ
Z
sK
fðtÞfðstÞ dt
o 0:
So dsb=0: &
Deﬁnition 4.4. Let G1 and G2 be locally compact groups. A linear map
F :ApðG1Þ-ApðG2Þ is called positive for the pointwise order (respectively, positive
for the positive-definite order) if FApðG1ÞþCApðG2Þþ (respectively, if
FðApðG1Þ-PðG1ÞÞCApðG2Þ-PðG2Þ), in which case we write FX0 (respectively,
Fb0). The linear map F is called an order isomorphism for the pointwise order
(respectively, an order isomorphism for the positive-definite order) if F is bijective and
FApðG1Þþ ¼ ApðG2Þþ (respectively, FðApðG1Þ-PðG1ÞÞ ¼ ApðG2Þ-PðG2Þ). We say
that F is a biorder isomorphism if F is order isomorphism for both of pointwise and
positive-deﬁnite orders.
We can of course make similar deﬁnitions for linear maps between duals of ApðGÞ
spaces, the details of which are left for the reader.
Proposition 4.5. A linear map F : ApðG1Þ-ApðG2Þ is X0 (respectively, b0) if and
only if Fn : ApðG2Þn-ApðG1Þn is X0 (respectively, b0).
Proof. If fX0; then it is easy to verify that fnX0: Conversely, suppose FnX0 and
fAApðG1Þþ; then for every xAG2
Ff ðxÞ ¼ /dx;FfS ¼ /Fndx; fSX0;
since dxX0 by Proposition 4.3. Hence FX0:
Similarly, for the case of b; it is easy to show that Fnb0 whenever Fb0: To
prove the converse, suppose Fnb0 and fAApðG1Þ-PðG1Þ; we want to show that
FfAApðG2Þ-PðG2Þ: It sufﬁces to show thatZ
ðfn*fÞFfX0 ðfor all fAL1ðG2ÞÞ:
Let flp; LpðG2Þg be the left regular representation of L1ðG2Þ on LpðG2Þ; then
lpðfn*fÞAApðG2Þn; and
/lpðfn*fÞ; gS ¼
Z
ðfn*fÞgX0 ðfor all gAApðG2Þ-PðG2ÞÞ:
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So lpðfn*fÞb0: Consequently, for all fAApðG1Þ-PðG1ÞZ
ðfn*fÞFf ¼/lpðfn *fÞ;FfS
¼/Fnlpðfn*fÞ; fSX0: &
Corollary 4.6. F :ApðG1Þ-ApðG2Þ is an order isomorphism for the pointwise order
(respectively, for the positive-definite order) if and only if Fn is so.
Lemma 4.7. Let TAApðGÞn and TX0: Then sAsuppðTÞ if and only if for every
neighborhood U of s, there exists some fAApðGÞþ such that supp ðf ÞCU ; and
/T ; fSa0:
Proof. To prove the necessity of the condition let sAsupp ðTÞ; and let U be a
neighborhood of s: Let V be a relatively compact neighborhood of s such that %VCU :
From the deﬁnition of supp ðTÞ we know that there exists gAApðGÞ such that
supp ðgÞCV ; and /T ; gSa0: Since the real and imaginary parts of g belong to
ApðGÞ; we may assume that g is real valued. We also notice that since %V is compact,
supp ðgÞ is a compact set. Let fAApðGÞþ be such that f jsuppðgÞ ¼ 1 and supp ðf ÞCU :
Since
jjgjjNfpgpjjgjjNf ;
we have
jjgjjN/T ; fSp/T ; gSpjjgjjN/T ; fS:
Therefore /T ; fSa0: &
Theorem 4.8. Let F : ApðG1Þ-ApðG2Þ be a continuous order isomorphism for the
pointwise order. Then there exists a homeomorphism a : G2-G1 and a continuous
function c : G2-ð0;NÞ such that
Ff ðtÞ ¼ cðtÞf ðaðtÞÞ ðtAG2Þ:
Proof. To deﬁne a the idea is to show that for every tAG2; support of Fndt is a single
point of G1 that we denote by aðtÞ: Since Fn is injective and dta0; we have Fndta0;
and hence suppFndta|: Let us assume that there are at least two different points
s1; s2 in supp ðFndtÞ; and let U and V be two disjoint neighborhoods of s1 and s2;
respectively. By Proposition 4.3 and Lemma 4.7, there exist f ; gAApðG1Þþ such that
supp ðf ÞCU ; supp ðgÞCV ; and
Ff ðtÞ ¼ /Fndt; fS40; FgðtÞ ¼ /Fndt; gS40:
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Pick an open neighborhood W of t; and a constant c040 such that for all
xAW ; Ff ðxÞ4c0; and FgðxÞ4c0: Let KCW be a compact neighborhood of t: We
can ﬁnd uAApðG2Þ such that 0pup1; u ¼ 1 on K ; and u ¼ 0 outside W (to ﬁnd u let
V be a compact symmetric neighborhood of e such that KV 2CW ; and let wKV and
wV be the characteristic functions of KV and V ; respectively, then
1
jV jwKV * $wV is
the required function). Let h ¼ c0u: Hence ha0; hAApðG2Þþ; 0phpFf ; and
0phpFg: Since by assumption F1X0; we obtain 0pF1hpf ; and 0pF1hpg:
But F1ha0; so for some sAG1;
0oF1hðsÞpf ðsÞ and 0oF1hðsÞpgðsÞ:
In other words sAU-V ; which is impossible. Thus supp ðFndtÞ is a single point in
G1 which we denote by aðtÞ: Thus for some constant cðtÞ40;
Fndt ¼ cðtÞdaðtÞ;
(the fact that cðtÞ40 is a consequence of Fndta0;FndtX0). Note that if fAApðG1Þ;
then for every tAG2;
Ff ðtÞ ¼ /dt;FfS ¼/Fndt; fS
¼/cðtÞdaðtÞ; fS
¼ cðtÞf ðaðtÞÞ:
To show that a is bijective, we apply the argument above to F1 to obtain
functions d : G1-ð0;NÞ; and b :G1-G2 such that for every sAG1
ðFnÞ1ds ¼ dðsÞdbðsÞ:
Hence
ds ¼ dðsÞFnðdbðsÞÞ ¼ dðsÞcðbðsÞÞdaðbðsÞÞ ðfor all sAG1Þ;
and
dt ¼ ðFnÞ1ðcðtÞdaðtÞÞ ¼ cðtÞdðaðtÞÞdbðaðtÞÞ ðfor all tAG2Þ:
Therefore
bðaðtÞÞ ¼ t aðbðsÞÞ ¼ s and dðsÞ ¼ 1
cða1ðsÞÞ:
It remains to show that a; a1; and c are continuous functions. Suppose a is not
continuous at some t0AG2: Let ðtjÞjAJ be a net in G2 such that tj-t0; but aðtjÞ does
not converge to aðt0Þ: So there exists a neighborhood W of aðt0Þ such that for any
given j1AJ; there exists some j2Xj1 for which aðtj2ÞeW : Let fAApðG1Þ be such that
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f ¼ 1 on some neighborhood U of aðt0Þ; UCW ; and f ¼ 0 outside W : From
continuity of Ff we have
Ff ðtjÞ-Ff ðt0Þ ¼ cðt0Þf ðaðt0ÞÞ ¼ cðt0Þ40:
So we may choose j1AJ such that Ff ðtjÞ40; for all jXj1: This is of course impossible
in view of the properties of W and f : A similar argument shows that a1 is also
continuous.
Finally, to show the continuity of c : G2-ð0;NÞ; let t0AG2 and let W be a
compact neighborhood of aðt0Þ: Choose fAApðG1Þ such that f jW ¼ 1: Then for
every tAa1ðWÞ;
Ff ðtÞ ¼ cðtÞf ðaðtÞÞ ¼ cðtÞ:
Since Ff is continuous at t0; so is c: &
Remark 4.9. In the above theorem for any fAApðG1Þ; f 3aABpðG2Þ: To see this let
gAApðG2Þ and let Fh ¼ g for some hAApðG1Þ: Then
g  f 3a ¼ FðhÞ  f 3a ¼ c  ðh3aÞ  ðf 3aÞ
¼ c  ðh  f Þ3a
¼Fðh  f ÞAApðG2Þ:
4.2. Order isomorphisms of the Banach algebras BpðGÞ
The main result of this section is Theorem 4.18, where it is shown that order
isomorphisms for the pointwise order between BpðGÞ algebras are *-algebra
isomorphisms followed by multiplication with invertible positive multipliers.
Deﬁnition 4.10. Let BpðGÞþ be the set of all fABpðGÞ such that f ðxÞX0 for all xAG;
and let PðGÞ be the set of all continuous positive-deﬁnite functions on G: The
pointwise order X and the positive-definite order b on BpðGÞ are deﬁned as follows:
1. fXg if f  gABpðGÞþ:
2. fbg if f  gAPðGÞ:
Now let G1 and G2 be locally compact groups. A linear mapC :BpðG1Þ-BpðG2Þ is
called positive for the pointwise order (respectively, positive for the positive-definite
order) if CBpðG1ÞþCBpðG2Þþ (respectively, if CðBpðG1Þ-PðG1ÞÞCBpðG2Þ-PðG2Þ),
in which case we write CX0 (respectively, Cb0). The linear map C is called an order
isomorphism for the pointwise order (respectively, an order isomorphism for the
positive-definite order) if C is bijective, and CBpðG1Þþ ¼ BpðG2Þþ (respectively,
CðBpðG1Þ-PðG1ÞÞ ¼ BpðG2Þ-PðG2Þ). We say thatC is a biorder isomorphism ifC is
order isomorphism for both of pointwise and positive-deﬁnite orders.
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Remark 4.11. It is easy to see that an element uABpðGÞ can be written as a linear
combinations of elements in BpðGÞþ; in fact since %uABpðGÞ; without loss of
generality we may assume that u is real valued. From jjujjN1pupjjujjN1;
it follows that u þ jjujjN1 and jjujjN1 u belong to BpðGÞþ; and hence
u ¼ ðu þ jjujjN1 ðjjujjN1 uÞÞ=2 has the desired form.
Lemma 4.12. If C : BpðG1Þ-BpðG2Þ is positive for the pointwise order, then C is
continuous.
Proof. We use the closed graph theorem. Let ðfnÞnAN be a sequence in BpðG1Þ such
that jj fnjjBp-0; and jjCfn  gjjBp-0 for some gABpðG2Þ: Since jj  jjBpXjj  jjN; we
obtain jj fnjjN-0; and jjCfn  gjjN-0: Furthermore, since
 jj fnjjN1pRe ðfnÞpjj fnjjN1;
 jj fnjjN1pIm ðfnÞpjj fnjjN1;
we have
 jj fnjjNC1pCðReðfnÞÞpjj fnjjNC1;
 jj fnjjNC1pCðImðfnÞÞpjj fnjjNC1;
which implies that jjCfnjjNp2jj fnjjNjjC1jjN: So when n-N; jjCfnjjN-0; that is,
g ¼ 0: &
Since BpðGÞ is unital, if h is a function on G such that hBpðGÞCBpðGÞ; then
hABpðGÞ:
Deﬁnition 4.13. For hABpðGÞ let Mh : BpðGÞ-BpðGÞ be deﬁned by Mhðf Þ ¼ hf : We
call fMh : hABpðGÞg; the set of multipliers of BpðGÞ:
Proposition 4.14. Let M : BpðGÞ-BpðGÞ be positive for the pointwise order. Then M
is a multiplier of BpðGÞ if and only if there exists cX0 such that Mfpcf ; for all
fABpðGÞþ:
Proof. First let us assume that M ¼ Mh is a multiplier. Then h ¼ Mhð1ÞABpðGÞþ;
and hence
Mhf ¼ hfpjjhjjNf ðfor every fABpðGÞþÞ:
The idea for the proof of the converse is to show that M ¼ Mh for h ¼ M1:
This can be achieved by the following trick. We show that if vABpðGÞ and vðtÞ ¼ 0
for some tAG; then MvðtÞ ¼ 0: If vABpðGÞþ; then 0pMvðtÞpcvðtÞ implies that
MvðtÞ ¼ 0: Now if v is arbitrary and vðtÞ ¼ 0; we deﬁne a semi-inner product on
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BpðGÞ by
ðhjkÞ ¼ Mðh %kÞðtÞ:
Applying the Cauchy–Schwartz inequality we get
jMvðtÞj2 ¼ jðvj1Þj2p ðvjvÞ  ð1j1Þ
¼Mjvj2ðtÞ  ð1j1Þ:
Since jvj2ðtÞ ¼ 0; the ﬁrst part of our argument implies that Mjvj2ðtÞ ¼ 0; and hence
MvðtÞ ¼ 0:
Now set h ¼ M1; and let tAG be arbitrary. Then for every fABpðGÞ;
ðf  f ðtÞ1ÞðtÞ ¼ 0; and hence
ðMf  f ðtÞM1ÞðtÞ ¼ 0
or
Mf ðtÞ ¼ hðtÞf ðtÞ;
as we wanted to show. &
Lemma 4.15. If w : G-T is a continuous homomorphism, then wABpðGÞ; jjwjjBp ¼ 1;
and Mw : ApðGÞ-ApðGÞ; u/wu; is an isometric isomorphism.
Proof. Let fALpðGÞ; gALp0 ðGÞ; then for every tAG
wðtÞg* f˜ðtÞ ¼ wðtÞ
Z
gðyÞf˜ðy1tÞ dy
¼
Z
wðyÞgðyÞ%wðt1yÞ %fðt1yÞ dy
¼ðwgÞ*ðwf ÞB ðtÞ:
Since wfALpðGÞ and wgALp0 ðGÞ; wðg* f˜ÞAApðGÞ: Now suppose u ¼
PN
i¼1 gi * f˜i is an
arbitrary element of ApðGÞ: Then for every tAG
wðtÞuðtÞ ¼ wðtÞ lim
n-N
Xn
1
gi * f˜iðtÞ
¼ lim
n-N
Xn
1
ðwgiÞ*ðwfiÞBðtÞ
¼
XN
1
ðwgiÞ*ðwfiÞBðtÞ:
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Since for every i; jj fijjp ¼ jjwfijjp and jjgijjp ¼ jjwgijjp; the last series is absolutely
(and hence uniformly) convergent and therefore wuAApðGÞ: We have shown that
wABpðGÞ; and (by the deﬁnition of jj  jjApÞ jjwujjAppjjujjAp ; but then
jjujjAp ¼ jj%wðwuÞjjAppjjwujjAppjjujjAp :
So jjujjAp ¼ jjwujjAp for every uAApðGÞ; that is, Mw is an isometric isomorphism. &
Proposition 4.16. For hABpðGÞ; Mh is an order isomorphism for the positive-definite
order if and only if h ¼ cw; where w is a continuous character and c40: Furthermore
Mcw is an isometry if and only if c ¼ 1:
Proof. First let us assume that h ¼ cw: Then Mcw is certainly injective and since
%wABpðGÞ (Lemma 4.15), and cwð1c %wf Þ ¼ f for every fABpðGÞ; Mcw is also surjective.
In addition, BpðGÞ-PðGÞ is invariant under the action of Mcw and M1
c %
w
; therefore
Mcw is an order isomorphism for positive-deﬁnite order.
Conversely, suppose Mh is an order isomorphism for the positive deﬁnite order.
Since Mhb0 and M1h ¼ M1=hb0; h; and 1=h are positive deﬁnite functions. Thus
jhðtÞjphðeÞ; 1=hðtÞj jp1=hðeÞ ðfor all tAGÞ:
So jhðtÞj ¼ hðeÞ for all tAG: But on PðGÞ; jj  jjN ¼ jj  jjBðGÞ [16, (1.19) and (2.5)],
hence jjhjjBðGÞ ¼ jhðtÞja0 for all tAG: Now by Arendt and De Cannie`re [5, Lemma
4.3], h ¼ cw; where c ¼ hðeÞ and w is a continuous character on G:
To prove the last part of the theorem, notice that by Lemma 4.15, Mw is an
isometry. On the other hand, if Mcwðc40Þ is an isometry then
1 ¼ jj%wjjBp ¼ jjcw  %wjjBp ¼ c: &
For our next result recall that BpðGÞ with pointwise operations and complex
conjugation is an involutive Banach algebra.
Lemma 4.17. Every *-algebra isomorphism C : BpðG1Þ-BpðG2Þ is an order
isomorphism for the pointwise order.
Proof. Suppose C0 ¼ CjApðG1Þ : ApðG1Þ-BpðG2Þ: First, we show that C0 is order
preserving. Let fAApðG1Þþ and tAG2; then
C0f ðt2Þ ¼ /dt2 ;C0fS ¼ /Cn0dt2 ; fS:
If Cn0dt2 ¼ 0 we have nothing to show. Otherwise Cn0dt2 is a nonzero multiplicative
linear functional on ApðG1Þ and hence Cn0dt2 ¼ daðt2Þ; for some aðt2ÞAG1: Thus
C0f ðt2Þ ¼ f ðaðt2ÞÞX0: Similarly, one can show that C1gX0 for all gAApðG2Þþ:
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We now prove that C preserves the pointwise order on BpðG1Þ: Suppose
fABpðG1Þþ but for some t2AG2; Cf ðt2Þo0: Since ApðG2Þ is regular we may ﬁnd a
function gAApðG2Þþ such that gðt2Þa0; and g is zero outside ftAG2 :Cf ðtÞo0g (if
the complement of this set is empty, we drop the last condition). Then
gCfa0; gCfp0; and gCfAApðG2Þ: Therefore, by the ﬁrst part of our proof
ðC1gÞ  f ¼ C1ðg Cf Þp0 and C1gX0: Since ðC1gÞ  fa0 and fX0 we have a
contradiction. Similarly, we can prove that C1 preserves the pointwise order and
thus C is an order isomorphism. &
Theorem 4.18. In order that a linear map C : BpðG1Þ-BpðG2Þ be an order
isomorphism for the pointwise order it is necessary and sufficient that for some *-
algebra isomorphism V : BpðG1Þ-BpðG2Þ;
Cf ¼ h  Vf ðfor all fABpðG1ÞÞ;
where hABpðG2Þþ is such that 1=hABpðG2Þþ:
Proof. First, we show the sufﬁciency of our hypotheses. Since V is linear and
injective and hðtÞ40 for all tAG2;C is also an injective linear map. Given gABpðG2Þ
let kABpðG1Þ be such that Vk ¼ g=h: Then Ck ¼ h  Vk ¼ g and hence C is
surjective. By Lemma 4.17, V is an order isomorphism for the pointwise order which
implies that C is an order isomorphism for the pointwise order as well.
Next we show the necessity of our hypotheses. The idea for obtaining V is as
follows: for any given fABpðG1Þ we show that CMfC1 : BpðG2Þ-BpðG2Þ is a
multiplier and hence is given by some function in BpðG2Þ; which we denote by Vf :
First, we note that if fABpðG1Þþ; then CMfC1X0: And since for every
gABpðG2Þþ; f C1gpjj f jjNC1g we have CMfC1g ¼ Cðf C1gÞpjj f jjN g:
So by Proposition 4.14, CMfC1 is a multiplier given by a function in BpðG2Þþ:
But BpðG1Þþ spans BpðG1Þ (Remark 4.11), so the above argument shows that for
every fABpðG1Þ; CMfC1 is a multiplier given by some (necessarily unique)
function in BpðG2Þ which we call Vf ; that is, CMfC1 ¼ MVf :
Next, we claim that V : BpðG1Þ-BpðG2Þ; f/Vf ; is a *-algebra isomorphism.
The following identities (rAC; f ; gABpðG1Þ):
MVðfþrgÞ ¼ CMfþrgC1 ¼CMfC1 þ rCMgC1
¼MVf þ rMVg
¼MVf þrVg;
show that V is a linear map. Injectivity of V follows from bijectivity of C: We show
that V is onto. For given gABpðG2Þ; using a similar argument as in above we may
show that C1MgC : BpðG1Þ-BpðG1Þ is a multiplier, and hence C1MgC ¼ Mf for
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some fABpðG1Þ: Thus
MVf ¼ CMfC1 ¼ CðC1MgCÞC1 ¼ Mg;
that is, Vf ¼ g: To show that V is a homomorphism we observe that
MVðfgÞ ¼ CMfgC1 ¼CMf MgC1
¼ðCMfC1ÞðCMgC1Þ
¼MVf MVg
¼MVfVg:
So VðfgÞ ¼ VfVg: We also note that since C sends real-valued functions to real-
valued functions, so does V : Hence if f ¼ f1 þ if2 where f1; f2 are real-valued
functions in BpðG1Þ; then from linearity of V we conclude that Vð %fÞ ¼ Vðf1  if2Þ ¼
Vf1  iVf2 ¼ Vf :
The ﬁnal stage of the proof is to show that if h ¼ C1; then for every
fABpðG1Þ;Cf ¼ h  Vf : Since C is order preserving, hX0: And since MVf ¼
CMfC1 we get MVfC1 ¼ CMf 1; or Cf ¼ h  Vf : Furthermore since C is onto,
for some gABpðG1Þ; h  Vg ¼ Cg ¼ 1: In other words 1=h ¼ VgABpðG2Þ: &
Corollary 4.19. Let C : BpðG1Þ-BpðG2Þ be a biorder isomorphism. Then there exists a
constant c40 and a *-algebra isomorphism V : BpðG1Þ-BpðG2Þ which is also a
biorder isomorphism, such that C ¼ cV :
Proof. From Theorem 4.18 we know that C ¼ MhV ; where h ¼ C1 and 1=h both
belong to BpðG2Þþ: Since Cb0; hAPðG2Þ: If we can show that 1=hAPðG2Þ; then
hðtÞ ¼ hðeÞ for all tAG2 which is what we need to complete the proof. From the
proof of Theorem 4.18, we saw that for every fABpðG1Þ; MVf ¼ CMfC1:
So if fAPðG1Þ; then MVfb0: In particular Vf ¼ MVf 1APðG2Þ; that is Vb0: Thus
M1=h ¼ VC1b0; which implies that 1=hAPðG2Þ: &
4.3. Disjointness preserving mappings between the Banach algebras ApðGÞ
Disjointness preserving mappings between various spaces has been studied by
many authors including Abramovich [1], Abramovich and Kitover [2,3], Abramo-
vich et al. [4], Font and Hernandez [20], and most recently by Brown and N.-C.
Wong [13].
Font [21,22] studied the properties of disjointness preserving mappings between
Fourier algebras. Most of this theory can be adopted for ApðGÞ algebras without
signiﬁcant changes. However the proof of the main result in [22] uses a Bochner–
Schoenberg–Eberline-type characterization of the elements in BðGÞ [16, p. 202,
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Corollary 2.24]. Such a characterization is not available for BpðGÞ (when G is not
commutative). In this section we give an alternative proof that does not use such
characterization.
The main result in this section is Theorem 4.22, where it is shown that for
amenable groups G1 and G2; ApðG1Þ is Banach algebra isomorphic to ApðG2Þ if and
only if there exists a disjointness preserving bijection between these algebras. As an
application, we show that for amenable groups, an order isomorphism for the
pointwise order between ApðGÞ algebras that preserve cozero sets, is necessarily
continuous, and consequently the two algebras are isomorphic.
Deﬁnition 4.20. Let G1 and G2 be two locally compact group s. A linear operator
T : ApðG1Þ-ApðG2Þ is called disjointness preserving if whenever f1 and f2 in ApðG1Þ
are such that f1  f2 ¼ 0; then Tf1  Tf2 ¼ 0:
Clearly, every homomorphism between ApðGÞ algebras is a disjointness preserving
mapping, but the converse is not true. As an example, if f is a multiplier of ApðGÞ
then multiplication by f is disjointness preserving on ApðGÞ; but is not a
homomorphism.
First, we state the following characterization of continuous disjointness preserving
bijections that we need in the sequel, due to Font [21]. A rather complicated proof of
this theorem can be found scattered through section three of [21]. Our proof is quite
simple.
Theorem 4.21. Let T : ApðG1Þ-ApðG2Þ be a continuous, bijective, disjointness
preserving mapping. Then
1. There are continuous maps
h : G2-G1;
k : G2-C\f0g;
(called the weight functions of T) such that
Tf ðyÞ ¼ kðyÞf ðhðyÞÞ for all fAApðG1Þ; yAG2:
2. hðG2Þ is dense in G1:
3. T1 is disjointness preserving and for some continuous map c : G1-C\f0g we have
T1gðxÞ ¼ cðxÞgðh1ðxÞÞ ðfor all gAApðG2Þ; xAG1Þ:
In particular, h is a homeomorphism and
c k3h1 ¼ 1G1 ;
k c3h ¼ 1G2 :
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Proof.
1. For yAG2; let dyAApðG2Þn be the evaluation functional at y; then the map
dy T : ApðG1Þ-C;
f/Tf ðyÞ
is in ApðG1Þn: Since T is onto and ApðG2Þ is regular, it follows that dy T is
nonzero, and hence supp dyTa|: We show that this support is a single point.
If x1; x2Asupp dy T ; x1ax2; then we can ﬁnd disjoint neighborhood s V1; V2
of x1 and x2; respectively, and functions f1; f2AApðG1Þ such that
supp f1CV1; supp f2CV2; and Tf1ðyÞa0; Tf2ðyÞa0: But f1  f1 ¼ 0 and so by
assumption Tf1  Tf2 ¼ 0; which is a contradiction. Hence supp dy T ¼ fxg for
some xAG1: So we deﬁne a map h : G2-G1; y/x; where x is associated to y as
above. It follows that for some kðyÞAC\f0g; dy T ¼ kðyÞ dhðyÞ; and
Tf ðyÞ ¼ kðyÞf ðhðyÞÞ ðfor all fAApðG1Þ; and all yAG2Þ:
That is,
Tf ¼ kf 3h:
Suppose h is not continuous at some y0AG2: Then for some net ðyaÞaAI in
G2; ya-y0; and yet hðyaÞ does not tend to hðy0Þ: So there exists a neighborhood
U of hðy0Þ such that for every a0AI ; there exists some aXa0 such that hðyaÞeU :
Let fAApðG1Þ be such that supp fCU ; and f ðhðy0ÞÞa0: Then Tf ðy0Þ ¼
lima Tf ðyaÞ ¼ lima kðyaÞf ðhðyaÞÞ ¼ 0: Since Tf ðy0Þ ¼ kðy0Þf ðhðy0ÞÞa0 we have
a contradiction, which proves the continuity of h: The continuity of k follows
from the continuity of h and that of Tf ; since if y0AG2; and if fAApðG1Þ is
identically equal to 1 on a compact neighborhood U of hðy0Þ; then for every
yAh1ðUÞ:
Tf ðyÞ ¼ kðyÞf ðhðyÞÞ ¼ kðyÞ:
2. We want to show that hðG2Þ is dense in G1: Assuming the contrary, there exists
x0AG1 and a neighborhood U of x0 such that U-hðG2Þ ¼ |: Let fAApðG1Þ be
such that supp fCU ; and f ðx0Þa0: Then
dy Tðf Þ ¼ kðyÞf ðhðyÞÞ ¼ 0 ðfor all yAG2Þ;
and thus Tf ¼ 0: Since T is one-to-one, f ¼ 0; which is a contradiction.
3. To show that T1 is disjointness preserving, suppose g1 and g2 in ApðG2Þ are such
that
g1 ¼ Tf1 ¼ kf13h; g2 ¼ Tf2 ¼ kf23h; and g1  g2 ¼ 0:
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Then k2ðf13hÞðf23hÞ ¼ 0; and so ðf1  f2Þ3h ¼ 0: Since hðG2Þ is dense in
G1; f1  f2 ¼ 0 as we wanted to show. By the Inverse Mapping Theorem, T1
is continuous and therefore by the ﬁrst part of our theorem
T1g ¼ cg3k ðfor all gAApðG2ÞÞ;
where c : G2-C\f0g; and k : G1-G2 are continuous functions, and kðG1Þ is
dense in G2: Now suppose fAApðG1Þ; then
f ¼ T1ðTf Þ ¼ T1ðkf 3hÞ ¼ c  ðk3kÞðf 3hÞ3k: ð*Þ
Now we claim that h3k ¼ 1G1 ; since otherwise for some x0AG1; h3kðx0Þ ¼
x1ax0; and taking fAApðG1Þ such that f ðx0Þ ¼ 0; f ðx1Þ ¼ 1 we obtain
0 ¼ f ðx0Þ ¼ cðx0Þkðkðx0ÞÞf ðx1Þa0;
which is of course impossible. Similarly, k3h ¼ 1G2 : It follows from ð*Þ that,
f ¼ c ðk3kÞf ; for all fAApðG1Þ; and hence ck3h1 ¼ 1G1 : Similarly,
kc3h ¼ 1G2 : &
Theorem 4.22. For amenable groups G1 and G2; ApðG1Þ is Banach algebra isomorphic
to ApðG2Þ if and only if there exists a disjointness preserving bijection between these
algebras.
Proof. We use the terminologies and notations of Theorem 4.21. Let
T : ApðG1Þ-ApðG2Þ be a continuous disjointness preserving bijection, with weight
functions k and c: By Font [22, p. 182, Theorem 3], it sufﬁces to show that the k and
c are multipliers of ApðG2Þ and ApðG1Þ; respectively. We prove that kABpðG2Þ (the
proof of cABpðG1Þ is similar). First, we note that if gAApðG2Þ-C00ðGÞ; and if
fAApðG1Þ is such that f jhðsuppðgÞÞ ¼ 1; then
k  g ¼ k  ðf 3hÞ  g ¼ ðTf Þ  gAApðG2Þ:
Next, let ðgbÞbAJ be a bounded approximate identity of bound one for ApðG2Þ;
consisting of functions with compact support. We claim that ðkgbÞbAJ converges
uniformly to k on compact subsets of G2: Suppose ECG2 is compact. Let
gEAApðG2Þ-C00ðG2Þ be such that gE jE ¼ 1: Then as we saw above, kgEAApðG2Þ;
and hence
jjðkgEÞgb  kgE jjApðG2Þ-0:
In particular (since gE jE ¼ 1)
jjkgbjE  kjE jjN-0:
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This proves that ðkgbÞbAJ converges uniformly on compact sets to k: Since G2 is
amenable, the unit ball of BpðG2Þ is closed in CðG2Þ in the topology of uniform
convergence on compact sets [17, p. 59, Remark 2, Proposition 3.2]. So the proof of
our theorem is complete if we show that the net ðkgbÞbAJ is bounded. Let e40: Using
the amenability of G1; for each bAJ we choose fbAApðG1Þ-C00ðG1Þ such that
fbjhðsupp gbÞ ¼ 1; jj fbjjApðG1Þpð1þ eÞ: We have
ðTfbÞ  gb ¼ k  ðfb3hÞ  gb ¼ k  gb;
and therefore
jjkgbjjBpðG2Þp jjk  gbjjApðG2Þ
¼ jjðTfbÞ  gbjjApðG2Þ
p jjTfbjjApðG2ÞjjgbjjApðG2Þ
p ð1þ eÞjjT jj: &
Remark 4.23. Under the conditions of the above theorem, if gAApðG2Þ we have
g3h1 ¼ ðck3h1Þ  g3h1 ¼ cðkgÞ3h1 ¼ T1ðkgÞAApðG1Þ;
(since kABpðG2Þ). Similarly, for fAApðG1Þ; f 3hAApðG2Þ: Now it is not difﬁcult to
show that if fABpðG1Þ; then kf 3hABpðG2Þ; and hence a disjointness preserving
mapping T between ApðGÞ algebras of amenable groups, can be extended in a
natural way, to a bijective, disjointness preserving mapping between their multiplier
algebras.
For the next result, we recall that the cozero set of a function is the set of all points
at which the function is nonzero.
Corollary 4.24. Suppose G1 and G2 are amenable, and T : ApðG1Þ-ApðG2Þ is an order
isomorphism for the pointwise order which preserves the cozero sets. Then T is
automatically continuous, and ApðG1Þ and ApðG2Þ are Banach algebra isomorphic.
The proof of this corollary consists of showing that T is disjointness preserving,
and is similar to the case of p ¼ 2; see [22, p. 184, Corollary 2].
Corollary 4.25. Suppose G1 and G2 are amenable. If there exits a linear bijection
T : ApðG1Þ-ApðG2Þ; such that jjTf jjN ¼ jj f jjN; for all fAApðG1Þ; then ApðG1Þ is
Banach algebra isomorphic to ApðG2Þ:
M.S. Monfared / Journal of Functional Analysis 198 (2003) 413–444442
In general for arbitrary locally compact group G; it is easy to see that if xAG and if
V is a neighborhood of x; then there exists vAApðGÞ such that supp vCV ; 0pvp1;
and vðxÞ ¼ 1: In other words, G is the set of all strong boundary points of ApðGÞ:
Now a proof similar to that of [22, p. 183, Corollary 1] can be used to verify the
corollary.
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