ABSTRACT Continuous annealing production process generally consists of multiple complex processes that are coupled to each other, and each process contains many control variables. It is difficult to establish a precise mechanism model of the production process. The operators mainly set these control variables based on past production experience, which often result in great fluctuations of product quality (even unqualified products) and high energy consumption. This in turn significantly affected production cost and economic benefits of the cold rolling mill. To efficiently handle this problem, an ensemble learning modeling method based on production data is first proposed for this production process, and then, a multiobjective operation optimization model is established to optimize the operation of continuous annealing production process. Finally, an improved multiobjective differential evolution algorithm based on search process memory is developed to solve this model and achieve the optimal setting of control variables. The computational results on both benchmark problems and practical problems illustrate that the proposed algorithm is superior to some powerful multiobjective evolutionary algorithms in the literature and it can effectively achieve good setting of control variables for the continuous annealing production process.
I. INTRODUCTION
Continuous annealing process is an important process in iron and steel production. It is also the most energy consuming process in the cold rolling mill, which accounts for more than half of the energy cost. The continuous annealing process of cold rolling mill is depicted in Figure 1 . The continuous annealing production line mainly consists of a heating furnace, a soaking pit, a slow cooling furnace, two cooling furnaces, two overage furnaces, a water quenching furnace, a leveling machine, a curling machine. The strip steel first enters the heating furnace according to the set speed for heating. After reaching the heating temperature required by the process, it enters the soaking furnace for heat preservation, and then enters the slow cooling furnace, 1# cooling furnace, 1# overage furnace, 2# overage furnace, 2# cooling furnace, water quenching furnace in turn, for cooling and overaging.
The associate editor coordinating the review of this manuscript and approving it for publication was Chung Shue Chen. The plate type is corrected by the leveling machine. Finally, use a crimper to crimp the strip into a coil. Through these treatments, the grain distribution inside the strip can be made uniform, and the internal stress generated during the cold rolling process is eliminated, thereby meeting the quality requirements of the strip.
Continuous annealing process consists of multiple production phases, and the control variables for each phase have an impact on product quality and energy consumption. In addition, there is a significant coupling relationship between the control variables of these adjacent stages (for example, the temperature setting of the heating furnace will affect the temperature setting in the subsequent stage). At the same time, complex heat exchange and metallic phase transformation processes occur inside the strip at each stage of production. Therefore, it is currently difficult to obtain a precise mechanism model for the continuous annealing production process. In the current actual production process, hardness is an important index to measure the quality of steel strip. However, this index cannot be achieved by online measurement, and can only be obtained by off-line laboratory inspection after the production of strip has been completed. The operation optimization of continuous annealing process includes three optimization objectives: product quality of the strip (i.e., hardness), energy consumption, and unit capacity utilization. Among them, in order to obtain higher unit capacity utilization, it is necessary to increase the speed of the strip. However, this will make it inevitable to increase the temperature of the heating furnace to meet the requirement of strip temperature, which will result in an increase of energy consumption. Therefore, the operation optimization of the continuous annealing process is a typical multiobjective optimization problem.
In practical production, the operators usually set and adjust the control variables according to their experience based on the information such as strip dimension and composition to obtain a satisfactory strip hardness. However, for many thin strips, due to the faster production speed, the manual setting of control variables often results in significant fluctuations of the hardness of the strip, and even failure to meet the quality requirements of the contract, which has seriously affected the economics of the enterprise revenue.
To effectively handle the above problems, this paper firstly establishes an online prediction model of strip hardness using the ensemble learning that is a data analytics method. With this prediction model, the strip hardness can be obtained for a given set of control variables. Subsequently, the operation optimization problem of the continuous annealing process is formulated as a tri-objective optimization model. To solve this model, a multiobjective differential evolution algorithm with search process memory strategy (denoted as MMODE) is developed. Finally, the TOPSIS method [1] is adopted to select an appropriate solution (i.e., the setting of all control variables) from the set of Pareto optimal solutions obtained by MMODE so as to achieve a balance of three objectives, i.e., improving strip quality, reducing energy consumption, and increasing capacity utilization.
Since operation optimization can help enterprises improve product quality and reduce energy consumption without increasing equipment and cost, many scholars have done a lot of researches on the operation optimization problems [2] , especially in the iron and steel industry.
Based on the process data, Heidari and Forouzan [3] established the operation optimization model of hot rolling production process and designed a genetic algorithm to solve the problem. Chen et al. [4] established an operation optimization model of hot rolling production process based on empirical parameter calculation and proposed an adaptive genetic algorithm to solve the model. Based on the dynamic mechanism model, MacRosty and Swartz [5] studied the process of EAF steelmaking in iron and steel enterprises and put forward a real-time operation optimization model. Zhang [6] proposed a robust real-time operation optimization model and a solution strategy for the reheating furnace production process to deal with uncertainty in production.
The rest of this paper is organized as follow. Based on the practical data, section 2 presents the ensemble learning method based on AdaBoost and the differential evolution (DE) algorithm that is used to optimize the parameters in the model to construct the online detection model of the strip hardness. Section 3 establishes the tri-objective operation optimization model for the continuous annealing process. The MMODE algorithm based on search process memory is presented in details in Section 4. Section 5 reports and analyzes the computational results based on both benchmark problems and actual production problems. Finally, the paper is summarized in Section 6.
II. ENSEMBLE LEARNING MODEL BASED ON ADABOOST A. SELECTION OF ENSEMBLE LEARNING MODELING METHODS
Unlike traditional machine learning methods which use only one learning machine, the idea of ensemble learning is to use multiple independent individual learning machines at the same time. Each individual learning machine is called a sub-learning machine. They independently use the training data to learn, and then output the results separately. Finally, the output of the ensemble learning model is determined by these sub-learning machines. Such a method can significantly improve the accuracy and generalization ability of the model. Traditional ensemble learning methods mainly include the Bagging and the AdaBoost. As shown in Fig. 2 , the Bagging [7] method first uses the method of random sampling with replacement to construct the training data set with k samples from the original data set with n samples for each sub-learning machine. It is generally required that k/n is not less than 63.2%, which ensures that each training data set is independent of each other and at the same time the union of all the training data sets can contain all the samples in the original data set. Each sub-learning machine is trained according to the respective training set to obtain a weak sub-learning machine model. Finally, all sub-learning machines are integrated by weighting or voting to establish an ensemble learning model. The AdaBoost [8] is shown in Fig. 3 , and it is an improved version of the Boosting algorithm [9] . The major difference between AdaBoost and Bagging is that independent training data sets is used in Bagging. In contrast, each sub-learning machine in AdaBoost uses the same training data set, i.e., the original data set. In addition, AdaBoost trains sub-learning machines in a sequential manner. By adjusting the weight of samples based on prediction error, the learning results of the previous sub-learning machine will be passed to the next sublearning machine, thereby achieving repeated learning of the samples with large errors to further improve the accuracy of the ensemble learning model. It can be seen from the above analysis that the advantage of the Bagging method is that the sub-learning machines are independent of each other, so it is easy to achieve parallelization. However, [10] shows that the Bagging method can only significantly improve the accuracy for the unstable learning machines, but for stable learning machines such as support vector regression machine (SVR), the improvement effect is trivial. Although the AdaBoost is more difficult to achieve parallelization, it can guarantee the accuracy of the ensemble learning model through repeated learning of samples with large errors. This paper uses a Least Square Support Vector Regression (LSSVR) as a sub-learning machine. Because LSSVR is a relatively stable learning machine, the Bagging method has no obvious improvement effect. Therefore, we prefer to adopt AdaBoost algorithm as the modeling method of the strip hardness.
B. SUB-LEARNING MACHINE TRAINING METHOD
Compared with traditional SVR, LSSVR mainly transforms inequality constraints into equality constraints, and thus can determine the parameters of the model by solving a linear programming problem, which helps to reduce the complexity of the algorithm. Therefore, LSSVR has been widely used [11] - [13] .
Given a set of training samples N = {s j , y j , j = 1, 2, . . . , n} where s j ∈ R d is the input data and y j ∈ R is the output value, the regression problem of LSSVR can be viewed as the following optimization problem
where w is the normal of the hyperplane, γ is the penalty parameters that controls the balance between the estimation minimization and function smoothness, ξ j is the prediction error of the jth sample, ϕ(s j ) is a nonlinear mapping function that maps s j into a high dimension feature space, and b is a bias term.
With the help of Lagrangian relaxation, the above problem can be reformed to the following unconstrained version
where α = (α 1 , . . . , α j , . . . , α n ) and α j is the Lagrangian multiplier for the jth sample and ξ = (ξ 1 , . . . , ξ j , . . . , ξ n ). According to the KKT conditions, the optimal solution should satisfy the following equations (3)- (6) that are the partial derivatives of L for w, b, ξ j and α j , respectively.
By eliminating w and ξ j , the above four equations (3)- (6) can be transformed into the following linear equations:
where
· ϕ s j is called the kernel function and in this paper we use the traditional radial basis func-
where parameter σ 2 represents the width of the kernel function.
By solving the above linear equations, the relationship between input sample s i and outputŷ(s i ) in LSSVR model can be expressed as:
In order to obtain the optimal parameters (i.e., σ and γ ), the training process of LSSVR is taken as an optimization problem. Taking the root mean square error (RMSE) of the LSSVR model as the objective, the optimal parameters can be obtained by solving the following optimization problem: (11) whereŷ(s j ) is the prediction value of LSSVR model (i.e. Equations (8)) determined by the given decision variables σ and γ for the jth training samples s j .
To solve this optimization problem, a single objective differential evolution (DE) algorithm is used in this paper. The details of the algorithm are as follows, in which a solution consists of two variables σ 2 and γ :
Step 1. Initialization of the parameters. Set population size N = 100, maximum iteration number g max = 50, F = 0.5, C r = 0. Step 3. Set the number of generations g = 1.
Step 4. Set k = 1.
Step 5. Mutation operation. For the target solution X k in the population, the other three solutions are randomly selected from the population, and an intermediate solution V k is then generated by DE/rand/1 mutation operator based on these three solutions.
Step 6. Crossover operation. For the intermediate solution V k , a new solution U k is obtained as follows.
For the jth dimension value of U k , it is set to be the jth dimension value of V k if j equals to a given random dimension index or a random number generated in [0, 1] is not larger than C r ; otherwise, it is set to be the jth dimension value of the target solution X k . Step 7. Selection operation. Evaluate the objective function value of the new solution
Step 9. Otherwise, go to
Step 5.
Step 9. Set g = g + 7 temperature of 2 zones in the soaking furnace
temperature of 2 zones in the slow cooling furnace x 10 − x 11 temperature of 2 zones in the overaging furnace 1# x 12 − x 13 temperature of 2 zones in the overaging furnace 2# x 14 inlet tension of leveling machine x 15 intermediate tension of leveling machine x 16 outlet tension of leveling machine x 17 rolling force of leveling machine x 18 strip speed
A. MATHEMATICAL MODEL
Based on the parameters and decision variables and the data analytics model of the strip hardness proposed in Section II, the multiobjective operation optimization model of the continuous annealing process can be established as follows:
Minimize
Among them, the objective function (12) is to minimize the deviation between the hardness of the produced strip and the target hardness required by the contract, thereby optimizing the strip quality. The sample s consists of two parts, and the first part X is the set of decision variables (i.e., X = (x 1 , x 2 , . . . ., x 18 )) and the second part Para is the set of production parameters (i.e., Para = (W , T , T s , T c , T f , C, CDCM, T CF , T WQ ). The objective function (13) is to minimize the average temperature of the furnace, thereby reducing energy consumption. The objective function (14) is to maximize the travel speed of the strip and thus increase the utilization of the unit capacity. Constraint (15) indicates the range of values for each control variable.
IV. MULTIOBJECTIVE DIFFERENTIAL EVOLUTION ALGORITHM BASED ON MEMORY
Besides single objective optimization [14] , [15] , the application of DE in multiobjective optimization problems has illustrated promising results and now it has become one of the state-of-the-art algorithms for multiobjective optimization problems [16] - [24] . Ali et al. [18] developed an improved MODE algorithm (MODEA) by incorporating the opposition-based learning to generate the initial population. Kukkonen and Lampinen [20] developed a generalized MODE named GDE3 that could handle arbitrary number of objectives and constraints. Huang et al. [16] first proposed a self-adaptive MODE named MOSaDE which can adaptively select appropriate mutation strategies. Later, a new version hybrid with objective-wise learning strategies (OWMOSaDE) was proposed [27] . Different form MOSaDE, OWMOSaDE can adaptively select the appropriate mutation strategies and the crossover parameters for each objective separately.
In this paper, MODE is also used to solve the problems in this paper. In the multiobjective optimization, the exploration and exploitation are the two main indicators that need to be balanced during algorithm design. In the search process of traditional MODE, many solutions with good quality and diversity cannot be fully used due to the limited size of the population. In view of this situation, this paper proposes a memory-based MODE to improve the performance of the MODE algorithm.
A. INITIAL POPULATION GENERATION METHOD
To ensure the diversity of the initial population, the random generation method is used to generate the initial population P, which contains n randomly generated initial solutions. Then we set a solution to a personal archive and get n archives.
B. MEMORY MECHANISM
In traditional MODE, the population consists of n different solutions, meaning that the size of the population is fixed. In the selection procedure of MODE, only the solutions that can dominate the target solution can survive to the next generation. Although this method can guarantee better selection pressure, the direct abandonment of some good quality solutions (for example, solutions that are not inferior to the target solution, but the diversity may be better) will result in poor exploration ability, and the information of these solutions cannot be fully utilized. In response to this problem, this paper proposes a memory mechanism, which records all nondominated solutions of each solution in the search process, and establishes the external archive set A i for each solution X i . During each generation, the parent solutions are randomly selected from these external archive sets. This can expand the range of the population and make full use of the information of non-dominated solutions obtained during the search process. In order to prevent the number of external archive sets from being too large, each external archive has a maximum size. When the number of solutions in an external archive exceeds the maximum value, the algorithm will automatically delete the most crowded solution based on the crowding distance of NSGA-II. At the same time, we will shrink each external archive so that each external archive only has one solution so as to guarantee a good evolution pressure. The shrinking procedure is similar to the selection procedure of NSGA-II to construct the next population. That is, we first rank the solutions of the union of all external archives using the fast non-dominated sorting method. Then we select solutions from the first Pareto front until n solutions are obtained. Finally, we empty all external archives and add a solution to each external archive. So the external archives can help to maintain more solutions, which can improve the diversity of candidate solutions used in the generation of offsprings, and the shrinking procedure can help to maintain a good evolution pressure. The cooperation of them can guarantee a good balance between exploration and exploitation.
C. ADAPTIVE SELECTION OF MULTIPLE MUTATION STRATEGIES
Various mutation strategies have been proposed for MODEs, including DE/rand/1, DE/rand/2, DE/cur-to-best/1 and so on. These mutation strategies show different search performance when solving different problems. The definitions of these mutation operators are as follows:
DE/rand/1:
DE/cur-to-best/1: X new = X +F(X best −X )+F(X r1 −X r2 ). where X is the target solution, X best is the non-dominated solution randomly selected from the population, X r1 to X r5 are solutions randomly selected from the population, and F is the control parameter.
In the MMODE, we also adopt the above three mutation operators and the adaptive selection mechanism proposed in [16] . Such adaptive selection mechanism has also resulted in promising results for MOEAs [25] . The selection method of the mutation strategy in the algorithm is as follows. The selection probability of each mutation operator is initialized to be 0.25. The success and failure times of each mutation operator j are recorded in each generation. According to the statistical result, the selection probability(p j ) of jth mutation operator is updated every g 0 generations as p j = R j 3 k=1 R k . In this equation, R k denotes the success ratio of the kth mutation operator in previous generations, and it is calculated by R k = r k (r k + fail k ) + 0.01, where r k and fail k are the accumulated success and failure counts of the kth mutation operator. Finally, based on the values of p j the roulette wheel is used to adaptively select a certain mutation operator.
The main difference between this method and the one in [16] is that the method in [16] updates the selection probability in every generation, but the method in this paper is performed every g 0 generations. The reasons for adopting this strategy are as follows. If the selection probability is updated in every generation, the statistical samples used to calculate the selection probability are relatively small, so that the selection probability of each mutation strategy fluctuates greatly. Conversely, if the selection probability is updated after a certain number of generations, more samples can be used, thereby ensuring that the obtained probabilities of the mutation strategies are more precise and can reflect their true search capabilities.
D. ADAPTIVE STRATEGY FOR SETTING ALGORITHM PARAMETERS
The MMODE employs an adaptive adjustment strategy of algorithm parameters, which consists of two stages. In the first stage, the mean value of F and C r are determined based on (16) and (17). In the second stage, random values of F and C r are generated for each solution based on the normal distribution, i.e., F = N (F mean , 0.1) and C r = N (C r,mean , 0.1), where F mean and C r,mean are the mean value of F and Cr. (18) in which j rand is an integer randomly generated in [1, D] and it can guarantee that U i is different from X i for at least one dimension, i.e., the dimension j rand . 
G. OVERALL PROCEDURE OF MMODE
Based on the above descriptions, the overall procedure of the proposed MMODE is presented in Algorithm 1.
Algorithm 1 Framework of MMODE
1: Initialize n external archives A i (each contains one solution). Set the generation count g = 0. Set the selection probability of each mutation operator to be 0.25. 2: while the maximum number of iterations is not reached do 3: Update F mean and C r,mean according to equations (10) and (11) 4: Update the selection probability of each crossover operator. 5: Set i = 1. 6: while i ≤ n do 7:
Randomly select a solution from external archive A i as the target solution X i .
8:
Randomly select a mutation operator according to their selection probability. Then based on the selected mutation operator, randomly select the required number of solutions from other external archives.
9:
Perform mutation operation on the selected solutions to generate an intermediate solution. 
V. EXPERIMENTAL RESULTS AND ANALYSIS
The following experiments consist of two parts. The first one is carried out to verify the validity of the prediction model of strip hardness based on AdaBoost, and the second one is used to illustrate the effectiveness of the proposed MMODE in both the benchmark problems and the practical problems.
A. TEST ENVIRONMENT, TEST FUNCTION AND PERFORMANCE EVALUATION
The AdaBoost method and MMODE algorithm proposed in this paper are implemented by C++ language, and tested and analyzed on a personal computer with Intel I7-6700 CPU (3.4G Hz), 8GB memory, and Windows 10 operating system. For the prediction model of the strip hardness, 600 strip samples are collected from actual production. Among them, 100 samples are randomly selected as test data, and the remaining 500 samples are used as training data. The inputs of a sample include: strip width, strip thickness, temperature of reheating furnace, average crimp temperature of hot rolling, average finished rolling temperature, carbon content, CDCM elongation, cooling gas temperature of the cooling furnace, cooling water temperature of quenching furnace, temperatures of the 5 zones in heating furnace, temperatures of the 2 zones in soaking furnace, temperatures of the 2 zones in slow cooling furnace, temperatures of the 2 zones in overaging furnace 1#, temperatures of the 2 zones in overaging furnace 2#, inlet tension of leveling machine, intermediate tension of leveling machine, outlet tension of leveling machine, rolling forces of leveling machines 1# and 2#, and strip speed. The output of the sample is the actual measured hardness of the strip. In the experiment, the strip hardness model based on AdaBoost is compared with the traditional LSSVR modeling method. The performance of the modeling method is measured by the root mean square error (RMSE) and the average relative error (ARE).
For the MMODE algorithm, 9 benchmark problems and 5 actual production problems are used, and the MMODE is compared with some other powerful multiobjective evolution algorithms. The inverted general distance (IGD) is used as an indicator to measure the performance of the algorithms.
B. EXPERIMENTAL RESULTS AND ANALYSIS OF STRIP HARDNESS MODELING
In order to evaluate the effectiveness of the AdaBoost model that is optimized by DE algorithm, in the experiment each model is run for 30 independent times, and the statistical results are compared for analysis. The comparison method is LSSVR, and its modeling process is consistent with the sub-learning machine modeling process in AdaBoost (details are presented in Section II).
The experimental results for 500 training samples and 100 test samples are shown in Table 1 . It can be seen from the table that the ensemble learning modeling method based on AdaBoost is significantly better than the LSSVR modeling method in both ARE and RMSE indicators. The error distribution for the 100 test samples is shown in Fig. 4 . As can be seen from the figure, the error of the ensemble learning modeling method based on AdaBoost is generally smaller than that of the LSSVR modeling method. 
C. RESULTS FOR BENCHMARK PROBLEMS
The MMODE algorithm based on the memory mechanism proposed in this paper is tested by the Benchmark problem. The test problems are the LZ_09 series of problems proposed by Li and Zhang [26] , which consist of 9 problems. Because the problems have a very complex Pareto optimal solution set, they pose a great challenge to the multiobjective evolutionary algorithms. In this experiment, the MMODE algorithm is compared with several state-of-the-art MODE algorithms such as GDE3 [20] , MODEA [18] , and OWMOSaDE [27] .
The population size of all algorithms in the experiment is set to 100. The parameters used in GDE3, MODEA, and OWMOSaDE are set according to the original references. The stopping criterion of all test algorithms is the maximum number of objective function evaluations, which is set to 3000 for bi-objective problems and 50000 for tri-objective problems. To collect the statistical results, each algorithm will run for 30 independent times for each problem.
The comparison results of IGD metrics obtained by each test algorithm are presented in Table 2 , where the symbols ''+'', ''−'', and ''='' represent that the performance of the MMODE algorithm is significantly better than, worse than, or similar to the rival algorithm according to Wilcoxon's rank sum test at a 5% significance level.
It can be seen from the results that the Pareto frontier obtained by the MMODE algorithm proposed in this paper is obviously superior to the Pareto frontier obtained by the NSGA-II algorithm for the two multi-objective operation optimization problems in the continuous production process. In addition, the solution obtained by the MMODE algorithm can dominate most of the solutions obtained by the NSGA-II algorithm, thus demonstrating the effectiveness of the proposed algorithm.
D. RESULTS AND ANALYSIS OF MULTIOBJECTIVE OPERATION OPTIMIZATION for CONTINUOUS ANNEALING PRODUCTION PROCESS
For the multi-objective operation optimization of the continuous production process, this paper uses two actual production problems to test the algorithm. Each problem is an actual It can be seen from the results that the Pareto frontier obtained by the MMODE algorithm proposed in this paper is obviously superior to the Pareto frontier obtained by the NSGA-II algorithm for the two multi-objective operation optimization problems in the continuous production process. In addition, the solution obtained by the MMODE algorithm can dominate most of the solutions obtained by the NSGA-II algorithm, thus demonstrating the effectiveness of the proposed algorithm.
E. SOLUTION SELECTION FROM PARETO FRONT FOR CONTINUOUS ANNEALING OPERATION OPTIMIZATION
Subsequently, the TOPSIS method [1] is then used to select a single appropriate solution from the obtained Pareto front. The basic principle of TOPSIS is that the chosen solution should have the shortest distance from the ideal solution and the farthest distance from the negative-ideal solution. To get the ideal and negative-ideal solutions, the decision matrix DM should be constructed by 
where X 1 , X 2 , . . . , X m are the m non-dominated solutions in the Pareto front. Each element of the decision matrix is then normalized by the following equation:
That is, we used the normalized value v ij to replace e ij in the DM. Since the three objectives are equally important for the decision maker, the ideal point I + can be obtained by 
Finally, the solution with the largest preference value is selected as the final setting of control variables. The comparison between the selected solution and the one obtained by human experience is presented in Table 3 , from which it can be seen that our algorithm can obtain much better solution than human experts.
VI. CONCLUSIONS
In this paper, a new kind of MODE algorithm was developed. Instead of a traditional population of fixed size, an evolution memory mechanism based on a set of personal best archives for each solution was developed to store the search process. An adaptive mutation selection strategy was adopted and an adaptive refining procedure was proposed to improve the quality of the global external archive. An extensive of experiments based on 30 benchmark problems was carried out to test the proposed algorithm. The computational results illustrated the efficiency of the improvement strategies. That is, the evolution memory mechanism with personal best archives can help to improve the convergence and maintain diversity. The adaptive mutation selection strategy can also help to improve the convergence of MODE. The refining procedure can improve the quality of global external archive, especially in the early stage of the search process. With these strategies, the proposed AMODEEM algorithm can achieve a better performance than some other powerful MODEs and some state-of-the-art MOEAs in the literature. Our future research will be the application of the AMODEEM algorithm for some complex multi-objective optimization problems in practical industries. 
