Abstract-We present a method to smooth a signal-whether it is an intensity image, a range image or a planar curve-while preserving discontinuities. This is achieved by repeatedly convolving the signal with a very small averaging mask weighted by a measure of the signal continuity at each point. The method is extremely attractive since edge detection can be performed after a few iterations, and features extracted from the smoothed signal are correctly localized. Hence no tracking is needed, as in Gaussian scale-space. This last property allows us to derive a new scale-space representation of a signal using the adaptive smoothing parameter k as the scale dimension. We then show how this process relates to anisotropic diffusion. When a large amount of smoothing is desired, we propose a multigrid implementation which reduces the computational time significantly. Given the local nature of the algorithm, we also propose a parallel implementation: the running time on a 16K Connection Machine is three orders of magnitude faster than on a serial machine. We then present several applications of adaptive smoothing: edge detection, range image feature extraction, comer detection, and stereo matching. Examples are given throughout the text using real images.
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51s some success by Asada and Brady for 2-D curves [l] in their Curvature Primal Sketch, then by Ponce and Brady [33] and Fan et al. [15] in the case of surfaces. In his paper [8] , Canny defines a set of heuristic criteria for the integration of multiple size masks, and shows some promising results for two scales.
Adaptive Methods: The general idea behind adaptive smoothing is to apply a versatile operator which adapts itself to the local topography of the signal to smooth. Even though detailed overviews of some adaptive smoothing methods can be found in [lo] , [27] in which some evaluations are also provided, it is interesting to recall some ideas which form the basis of many of these methods, including the newest approaches.
One of the first interesting investigations in this field may be found in [23] , in which Lev et al. propose some iterative weighted averaging methods. In particular, they propose to apply at each point a weighted mask whose coefficients are based on an evaluation of the differences between the value at the center point and values of its neighbors. A similar, but simpler approach, can be found in [37] , in which the weighting coefficients are the normalized gradient-inverse between the current point and each neighbor. Another method consists in selecting the neighbor points which have the closest values from the value of the central point and replacing the latter by the average of these values [ll] . More sophisticated methods are based upon local statistical studies of each point's neighborhood [27] . The major drawback of these iterated smoothing methods is that their convergence properties are unknown.
In more recent papers(51, [33] , Brady et al. prevent smoothing across previously detected discontinuities by using computational molecules proposed by Terzopolous [35] . This implies that they already have detected discontinuities, which is the problem we have to solve! Geman and Geman [17] propose to use simulated annealing, which is computationally very expensive. The results are impressive, but are shown only on images with very few gray levels. Blake and Zisserman [4] propose a different method which aims at overcoming the difficulty of local operator approaches by introducing weak continuity constraints to allow discontinuities in a piecewise continuous reconstruction of a noisy signal. Their results are very impressive, even though their method may require long computational times. A completely different approach, which makes use of the curvature of the underlying image surface, is proposed by Saint-Marc and Richetin [34] , in which they apply a directional mask in the direction of least curvature in highly curved areas, or a standard averaging square mask otherwise. The results are very good, but this method is only applicable to the smoothing of surfaces, not to planar curves for instance. Parvin and Medioni [31] present a method to extract meaningful features from range images. Their strategy consists of automatically selecting an adequate kernel size for the detection and localization of such features. Although the method requires the nonobvious setting of five parameters, it directly provides features at different scales and is applicable for curves. Finally, Perona and Malik [32] have proposed anisotropic diffusion in order to cast the problem in terms of the heat equation [22] .
We propose a method, called adaptive smoothing, which turns out to be an implementation of anisotropic diffusion. The idea is to iteratively convolve the signal to be smoothed with a very small averaging mask whose coefficients reflect, at each point, the degree of continuity of the signal. After convergence, which may take an extremely large number of iterations, the resulting image consists of a set of constant intensity regions, separated by perfect step edges. Two effects can be observed during adaptive smoothing, one is the sharpening of those edges which would eventually become the boundaries the constant intensity regions, the other is the smoothing within each region. The smoothing effect is extremely slow and asymptotic, whereas the sharpening occurs after only a few iterations, as discussed later. In Section IT, we introduce adaptive smoothing by first processing a I-D signal and then we extend the method to the smoothing of intensity images. We analyze the behavior of the algorithm in the 1-D case, and the influence of the parameter k. Since no tracking is needed for detected features, we propose a new scale-space representation using the smoothing parameter k as the scale dimension. We show how this process relates to anisotropic diffusion. We then propose a scheme to preserve higher order discontinuities and results on range images are shown. In Section 111, we present different implementations of adaptive smoothing, first on a serial machine for which a multigrid algorithm is proposed to speed up the smoothing effect, then on a SIMD parallel machine such as the Connection Machine whose NEWS network allows a straightforward implementation. In Section IV, we present various applications of adaptive smoothing such as edge detection, range image feature extraction, corner detection, and stereo matching. Finally, we provide some concluding remarks in Section V. Examples are given throughout the text using real images.
ADAPTIVE SMOOTHING

A. Principle of the Algorithm
By far the most common filter used in smoothing is the Gaussian filter. As pointed out by many authors, such a filter has very desirable properties, in particular no new zerocrossings appear in the Laplacian of the smoothed signal as 0, the standard deviation of the Gaussian, increases [39] . In addition, Gaussian convolution can be computed efficiently by a cascade of convolutions with any finite averaging filter [7] , [ 5 ] , [8] , using a small mask of equal weights for instance. In the case of a 1-D signal, we formulate this process as follows. Let S(O)(x) be the signal before smoothing. The smoothed signal S(t+l)(x) at the (t + 1)th iteration is simply with 
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This filter smoothes the data everywhere, even across discontinuities. If we already knew the locations of these discontinuity points, then we could set the corresponding weights of the convolution mask d t ) ( x ) to zero, so that smoothing the signal near discontinuities would not take into account those points belonging to the discontinuities; and two points belonging to different regions separated by a discontinuity would not be averaged since we use a very small mask. For points belonging to discontinuities, the repeated averaging process would then force them to belong to one of the nearby regions, thereby enhancing the discontinuities.
Unfortunately, we do not know the locations of the discontinuities, otherwise our problem would be solved and we would not need any smoothing. Instead, we can formulate a guess by computing at each point of the signal a continuity value 
'(t)(x) is the derivative of the signal S ( t ) ( x ) ,
and k is a parameter. Fig. 1 illustrates the application of this algorithm on a 1-D signal which consists of a slice taken horizontally from the gray level image displayed in Fig. l(a) , as shown in Fig. l(b) where the y-axis indicates the gray-level intensity and the x-axis the pixel positions along the extracted slice. As one can notice, this noisy signal contains several discontinuities of varying amplitude. The result of the application of adaptive smoothing to this signal after 250 iterations is shown in Fig. l(c) with the value of k set to 2. Notice how smooth the signal is and how well the discontinuities have been preserved.
The parameter k determines the magnitude of the edges to be preserved during the smoothing process. The influence of this parameter is fully discussed in the next subsection, but we can summarize it as follows. If k is chosen to be large, all discontinuities disappear, and the result is the same as if Gaussian smoothing was used. If k is chosen to be small, then all the discontinuities are preserved, and no smoothing is performed. If we wait until the adaptive smoothing process coaverges, which may take an extremely large number of iterations, the resulting signal is piecewise constant. It is important to realize that there are two different operations affecting the signal as the iteration proceeds: one is the sharpening of the edges that will survive, the other is the smoothing within regions. The sharpening effect is obtained after just a few iterations, but the smoothing part is an extremely slow and asymptotic effect. It is therefore reasonable, for the purpose of edge detection, to stop the iterative process after only a few steps, since edges do not change afterwards, and to use a simple thresholding scheme in which the threshold is a simple function of the parameter k.
Note that, from these edges, it is also possible to predict the The image has been smoothed while its discontinuities have been preserved. For comparison, we also show the results of Gaussian smoothing in Fig. 2(b) and (c) with the standard deviation ( U ) of the Gaussian mask set to 2 and 4, respectively.
B. A New Scale-Space Representution
The purpose of multiscale signal processing is not only to identify the important features of a signal but also to construct a representation with different degrees of detail, which can be used for higher level vision tasks. Causality is a useful property for multiscale signal processing, i.e., features detected at a coarse scale are caused by features at the finer scales.
A scale-space representation of a 1-D signal can be visually displayed by a diagram which indicates the position of the discontinuities of the signal, computed at different scales [see Fig. 3(c) ]. The y-axis indicates the scale whereas the x-axis indicates the position of the discontinuities along the signal. Using adaptive smoothing, two different scale-space representations can be obtained.
The first approach, which is similar to Gaussian scale-space, is to fix k, the sensitivity or the threshold of the gradient magnitude, and then use the number of iterations to serve as scale [see Fig. 3(b) ]. Gaussian scale-space is a special case of this representation when k is set to infinity [see Fig. 3(c) ]. Note that in this case, the locations of the detected features do not change much as the iteration progresses (vertical axis). On the other hand, when Gaussian smoothing is used, the zero-crossings migrate and merge as the iteration progresses. Not surprisingly, discontinuities completely disappear after a certain number of iterations.
The other approach, which we call adaptive scale-space, is to use k as the scale while fixing the number of iterations.
We prefer this approach because the iteration scale-space representation is useless in the case of adaptive smoothing This formulation is therefore equivalent to Gaussian smoothing and the number of iterations is related to 0, the standard deviation of the Gaussian kernel. But we already saw that this filter smoothes the data everywhere, even across discontinuities.
When the weights are allowed to vary along spatial locations as well as time, we can rewrite the weighted averaging scheme as follows:
C. Smoothing and Difision with
used for smoothing signals in early vision tasks. Iterative weighted averaging with constant weights is exactly implementing a linear filter by iteratively convolving with a very small mask. Considering the case of a 1-D signal, we can reformulate the iterative averaging process as follows:
We already pointed out that iterative averaging is commonly
It can be rearranged as
to guarantee the stability of the iterative process.
We can rewrite the above iteration scheme as follows:
which is implementing the anisotropic diffusion proposed by Perona and Malik [32]:
In particular, when c1 = c3, it reduces to
which is a discrete approximation of the heat diffusion equation
D.
We 
1) Iterative Behavior:
If we wait until the adaptive smoothing process converges, which may take an extremely large number of iterations, the resulting signal is piecewise constant. It is important to realize that there are two different operations affecting the image as the iteration proceeds: one is the sharpening of the edges that will survive, the other is the smoothing of regions. The sharpening effect is obtained after just a few iterations, but the smoothing part is an extremely slow and asymptotic effect. It is therefore reasonable, for the purpose of edge detection, to stop the iterative process after only a few steps, since edges do not change afterwards, and to use a simple thresholding scheme in which the threshold is a simple function of the parameter k. Note that, from these edges, it is also possible to predict the final convergence state for the entire image accurately, and therefore to reconstruct it (if necessary).
The stability problem concerns the unbounded growth or the controlled decay or boundness of the exact solution of the finite-difference equations, and therefore of all rounding errors introduced during the computation because the errors and exact solution are processed by the same arithmetic operations. The essential criterion defining stability is that this numerical process should limit the amplification of all components from the initial conditions.
A constant-coefficient iterative process, such as Gaussian smoothing (the solution to the diffusion partial differential equation), can be written as follows:
where bt is a column vector of known boundary-values and zeros, and matrix A is an N x N matrix of known elements and N is the number of data points. In order for the process to be stable, then, for some norm, A must satisfy The basic derivation of the above stability condition comes from the following famous equation of the norm If follows that if I (AI 1 I 1 then I JA" 11 5 1, then the stability is guaranteed as the iteration progresses.
The same principle can be applied to a nonlinear partial differential equation, more specifically, to the iterative process where the matrix A is actually time-dependent. Let us rewrite the iteration as follows:
As a general property of the definition of a norm, it follows that: Therefore, if we can guarantee that J)Akll I 1 for k = O , l , . . . , n -2,n -1, we can guarantee the stability of the iterative process. We now show that the matrix At of the adaptive smoothing satisfies the stability requirement.
Let us consider the 1-D adaptive smoothing iteration equation:
. +1 The infinity norm of a matrix is simply the maximum sum of the moduli of the elements of the matrix. Since the continuity values are always positive, the infinity norm of our iteration matrix is unity, because 
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Therefore the 2-norm of the matrix At is also bounded by unity. And we derive the stability of the iteration of adaptive smoothing since llAtll I 1 is always guaranteed during the iterative process.
2) The parameter k: In Gaussian smoothing, there is one parameter controlling the degree of smoothing, namely CT. Choosing a value for CT is equivalent to choosing the number of iterative convolutions with a small fixed averaging mask.
Adaptive smoothing, because it implements anisotropic diffusion, inherits the nice scaling behavior of the scale space of Gaussian smoothing when using the number of iterations as the scale parameter in the scale space. As stated earlier, the behavior of adaptive smoothing includes interregion edge sharpening as well as intraregion edge smoothing. The locations of the interregion edges will basically remain unchanged as the iteration progresses, while the locations of the intraregion edges will deviate along the iteration scale until they finally disappear. We choose the parameter k (in the computation of the continuity function c ) to be the scale parameter of our new scale space. It has a stable interpretation at each scale when the iteration converges, and also the new scale space representation has the property of accurate edge detection at different scales, therefore removing the tedious correspondence problem encountered in the traditional scale space. Let us consider a 1-D signal as shown in Fig. 4 , and denote the signal as f ( x ) . At the neighborhood of the edge, f ( x ) increases as x increases, i.e., fx > 0. Also note that f x x z < 0 in our example. Recall that the continuity function and the adaptive smoothing is the approximation of the following anisotropic diffusion 
E. Preserving Higher Order Discontinuities
What happens if the original signal cannot be considered as approximately piecewise constant? This question is of great importance if we wish to apply adaptive smoothing to the processing of range images for instance. Also, in range imagery, surface orientation discontinuities need to be preserved in addition to depth discontinuities. Fig. 5(a) shows the 126 x 131 x 8 bits range image of a toy chair acquired in our laboratory, to which Gaussian noise ((T = 10) has been added. Here, depth is inversely encoded by gray-level. The higher the gray-level of a pixel, the closer it is to the sensor. We extracted from this image a vertical slice, which is displayed in Fig. 5(b) , with the y-axis showing the range along that slice. We applied to this 1-D signal the same algorithm as for the 1-D signal of Fig. 1 , leading, after 250 iterations, to the smoothed signal shown in Fig. 5(c) . The depth discontinuities have obviously been preserved, but as the signal is not piecewise constant, areas with significant values of the derivative have been broken up into constant pieces. Furthermore, tangent orientation discontinuities have not been preserved. There is an elegant solution that solves both of the above mentioned problems at the same time: instead of applying adaptive smoothing to the signal itself, the idea is to apply it to its first derivative. Fig. 5(d) shows the result obtained with this method. Since we process the derivative only, the smoothed signal is not directly accessible. For the purpose of display only, we have performed a numerical integration of the smoothed derivative. The noise has been removed, while discontinuities, including tangent discontinuities, have been preserved.
We can now generalize this approach to the smoothing of a range image ~( t ) ( x , y ) . 
P ( t ) ( x ,
y) and &(')(x, y) cannot be performed independently, which is legitimate. The choice of the Laplacian is not unique but is the simplest. It would have been possible for instance to consider the quadric variation or another measure of the local variation of the first derivatives. Furthermore, we do not attempt to impose the integrability constraint as it would lead to a much more complex expression (see [4] , p. 120 for a similar argument). Even though the smoothed version of a given range image is not directly accessible using this scheme, one can compute values such as surface normals or principal curvatures from the available smoothed partial derivative images. For instance, it is possible to directly compute a shaded image of the smoothed range image using the smoothed partial derivatives.' Fig. 6(a) shows the shaded image of the original range image of a complex object (a tooth) including jumps and creases. We applied the adaptive smoothing scheme to this range image, and the resulting shaded image after 10 iterations is shown in Fig. 6(b) . The jumps and creases have been preserved while the curved surface has been smoothed in between, the irregularities present in the original range image having disappeared. Using the smoothed derivative images and eventually their derivatives, surface features such as jumps and creases can then be easily extracted using a simple thresholding scheme. This is further developed in Section IV.
IMPLEMENTATIONS
A. Serial Machine
1) Direct Implementation:
We have already seen in the previous section some results of adaptive smoothing in the case ' A shaded image of a range image is easily obtained by computing at each point the dot product of the surface normal unit vector with the unit vector pointing to an arbitrary light source. of different types of signal: 1-D signal, intensity image, and range image. The different versions of the algorithm have been implemented on a Symbolics Lisp machine. Typically, it takes 10 seconds per iteration to smooth a 128 x 128 intensity image. Since very few iterations are needed to achieve edge sharpening, feature extraction can be performed in a reasonable amount of time. If, however, a significant amount of smoothing is needed, then computational times may be much larger. We show in Fig. 7 (a) a 79 x 114 x 8 bit intensity image and the result after 220 iterations of adaptive smoothing in Fig. 7(b) . This result was obtained after 750 seconds. We propose next a multigrid algorithm which performs a similar amount of smoothing in much less computational time.
2) Multigrid Adaptive Smoothing: As mentioned previously, the convergence of the adaptive smoothing process to a piecewise constant function is slow and asymptotical. In this section, we present a multigrid algorithm which reduces the required number of iterations by an order of magnitude. Multigrid methods were originally applied to simple boundary value problems which arise in many physical applications (see [6]). Many iterative methods for relaxation problems can be speeded up by multigrid algorithms. The basic idea behind multigrid methods is that the standard iterative methods are very effective at eliminating the high frequency or oscillatory components of the relaxation errors, while leaving the lowfrequency or smooth components relatively unchanged. The coarser levels trade off spatial resolution for direct communication paths over larger distances. Hence, they effectively accelerate the global propagation of information to increase the overall efficiency of the relaxation process.
Principle of the Multigrid Algorithm: We first briefly describe the multigrid algorithm. Consider a two-level relaxation process: the original signal is relaxed at fine grid nl times to remove the high frequency components; that is followed by some decimation process to reduce the resolution to a coarser grid; we then perform the relaxation n2 times at coarser grid for the decimated signal; the difference, which is called relaxation error, at coarser grid between the decimated signal before and after iteration is then interpolated back to the fine grid and subtracted from the signal at original resolution; finally, we relax the signal at fine grid 713 times.
The algorithm described above has a recursive nature and we can therefore define an arbitrary level multigrid algorithm. The original signal at the finest grid level can use the relaxation error from the coarser grid level, while the coarser grid level can use the relaxation error from the next coarser grid level, and so on.
Muitigrid Adaptive Smoothing:
Adaptive smoothing is basically a relaxation scheme and therefore inherently has the general property of faster converging speed for the highfrequency components than for the low-frequency ones. It not only removes the noise and undesired edges but also sharpens the desired features. Because of the inherent property of the relaxation scheme, as shown in the previous sections, the sharpening of the desired features is much faster than the smoothing of the noise and therefore we have proposed a simple thresholding scheme after a small number of iterations, to serve the purpose of feature extraction. We show in this section, however, a multigrid adaptive smoothing algorithm to achieve a more complete smoothing process in a reasonable computational time. The assumption of the multigrid adaptive smoothing algorithm is that the edge sharpening effect should have been completed before entering the next coarser level, otherwise there will be some undesired overshoot produced at both ends of the edges. The overshoot, however, can be smoothed by some further iterations when the signal is interpolated back from the coarser resolution to finer resolution. Fig. 8 shows a flowchart of the algorithm for a two-level multigrid adaptive smoothing and it can be directly extended to more levels due to the recursive nature of the algorithm. The signal is first adaptively smoothed at full resolution, the smoothed signal is then decimated to half of its original resolution. The decimated signal is again adaptively smoothed and subtracted from the decimated signal to obtained the "relaxation error" at that resolution. This relaxation error is then interpolated back to original resolution to improve the relaxation at full resolution. Fig. 9 illustrates the multigrid algorithm for adaptive smoothing. We show the original signal in Fig. 9(a) . After 20 iterations at original resolution the signal is subsampled to a coarser resolution and is shown in Fig. 9(b) . The signal at coarser grid is then relaxed for another 10 iterations, and we plot the signal and the relaxation error in Fig. 9(c) and (d) respectively. We then interpolate the relaxation error by a linear interpolation scheme back to the original full resolution and subtract it from the signal in Fig. 9(b) to get the result of Fig. 9(e) . Finally, we relax the signal at full resolution.
The number of grid levels can be increased to achieve a significant degree of smoothing. The extra computation time, however, is only very small. We show in Fig. 10(a) , with adaptive smoothing, the result on the signal in Fig. 9 (a) after 40 iterations at full resolution, i.e., only using a single grid.
We then show the results of multigrid adaptive smoothing with 2, 3, and 4 levels in Fig. lO The number of iterations at each level, namely nl, n 2 , and 713, can be fixed or dynamic. Dynamic schemes usually monitor the relaxation error to measure convergence rates. Although dynamic schemes tend to be more efficient, a fixed number of iterations is easier to implement on distributed locally interconnected machines since there is no need to compute the relaxation error, which require global computations.
The speedup from the multigrid algorithm comes from two sources, one is the reduction in the number of iterations, and the other is the reduction in the number of data points because of the computation at a coarser resolution. There are overheads in multigrid algorithms, namely decimation and interpolation. We, however, implement the algorithm with direct subsampling for decimation and simple linear interpolation, and the overheads are therefore negligible. For the multigrid algorithm described above, and assuming the parameters 711, 712, and 713 are chosen to be the same constant, the computational time can be estimated as follows: for a one-dimensional signal, each iteration takes half of the iteration time at the previous finer level since there are only half the number of data points at finer level, the total computation time for a limiting case, namely an infinite number of grid levels is twice the computation of the single grid adaptive smoothing (Er=, 2-"). For a two-dimensional multigrid algorithm, since the number of data points at a coarser level is only of that at next finer scale, the extra computation time for a limiting case is only one third of the total computation time by a single grid algorithm (E,"==, 4Cn).
We show in Fig. 11 an example of multigrid adaptive smoothing on a real image. We show the original 79 x 114 x 8 bit image in Fig. ll(a) , and the result of direct adaptive smoothing at the original image resolution with 220 iterations is shown in Fig. ll(b) . We then apply the a four-level multigrid algorithm on the image with the number'of iterations at each level fixed at 10, and show the result in Fig. ll(c) . To illustrate the degree of smoothing we extract a vertical slice from Fig. ll(b) and plot it in Fig. ll(d) . We also extract the corresponding slice in Fig. ll(c) and plot it in Fig. ll(e) .
The multigrid algorithm is implemented on the Symbolics Lisp Machine, and the computation for the direct single grid adaptive smoothing with 220 iterations takes 750 seconds. The computation for the result of Fig. ll(c) takes only 104 seconds. The major part of time consumed comes the iterations at full grid size, including 10 iterations before entering the next coarser grid level (113 x 104) and 10 iterations after coming back from the coarser level. The degree of smoothing for Fig. ll(b) and (c) is approximately the same, the computation, however, is much faster for the multigrid algorithm. up to 64K processors. Most of the low-level vision tasks such as edge detection can be performed with a speed up of three orders of magnitude, depending on the degree of parallelism of the algorithms. Applications of the Connection Machine to various scientific research areas have also been developed, such as in VLSI design, fluid dynamics, neural networks, and computer vision (see [36] ).
The Connection Machine provides two modes of communication among processors. One of the communication mechanisms uses the topology of a boolean 16-cube and is called the router network. Long range communication is very efficient using the router. The other mechanism relies on a mesh of 128 x 512 grid (the so-called NEWS network since the connections are in the four cardinal directions), allowing fast direct communication between neighboring processors. This facilitates the processing of images, especially at the low level. To allow the machine to handle images larger than 64K (or 16K), the Connection Machine supports virtual processors: a single physical processor can be divided into several virtual processors, denoted as virtual-to-physical (VP) processor ratio, by serializing operations in time, and partitioning the memory in each processor.
2) Parallel Implementation: Given its local nature, adaptive smoothing is extremely suitable for the NEWS network of the Connection Machine. We summarize one iteration of the parallel adaptive smoothing of an image I ( t ) ( z , 
. -
We have implemented the algorithm on a 16K Connection Machine, and it takes about 11 milliseconds for one iteration of adaptive smoothing in the case of one pixel per physical processor. Compared to the 10 seconds per iteration obtained on a serial machine (Symbolics 3645) for a 128 x 128 image, we obtain a speedup of three orders of magnitude. Table I summarizes the timing statistics of adaptive smoothing on the 16K Connection Machine for various virtual-to-physical (VP) processor ratios.
IV. APPLICATIONS
A. Edge Detection
We saw in Section I1 how adaptive smoothing can be applied to an intensity image, the result being a smoothed image within regions separated by lines of discontinuity. The parameter k determines the strength of the transitions to be preserved and enhanced during the smoothing process. After a few iterations, the detection of discontinuities becomes trivial. As an example, Fig. 12 (c) and (d) show the results of edge detection after adaptive smoothing of intensity image of an outdoor scene (see Section 11) . The gradient maxima (in the direction of the gradient) above a given threshold r were used. Notice that the location of the edges is not affected by the choice of the scale at which the smoothing was performed. For comparison, we also show the results of edge detection after Gaussian smoothing in Fig. 12(a) and (b) where, this time, the zero-crossings in the Laplacian were used. The edges are no longer localized correctly, hence the well-known coarse-to-fine correspondence problem.
B. Range Image Segmentation
Surface curvature has been widely used recently by many researchers to achieve range image segmentation[3], [5] , [15] , [33] . Indeed, local curvature is an excellent tool to characterize a surface, especially because it captures intrinsic properties of the surface. The extraction of meaningful features from range images is thus possible by locally observing the behavior of the curvature. Zero-crossings and extrema of the maximal curvature are particularly interesting. Unfortunately, as curvature is very sensitive to noise, it is often difficult to both detect and localize precisely such events. Ponce and Brady [33] and Fan et al. [16] both propose to solve this problem by integrating multiple scales, in effect detecting features at a coarser scale and locating them at a finer scale. Since there is, in general, no one-to-one correspondence, they use heuristics to resolve ambiguities.
We have seen in Section I1 how range image adaptive smoothing preserves and even enhances surface discontinuities while smoothing out noise. Therefore, their detection and localization is performed simultaneously. As range image adaptive smoothing is applied to the first partial derivatives, the latter are directly available to compute the second partial derivatives, and hence the principal curvatures which we use to detect surface discontinuities. Fig. 13 shows the result of the extraction of the surface orientation discontinuities from the range image of a toy chair. This extraction is performed as follows: we first label all points in the image at which there is an extremum of the maximal curvature (in the direction of the maximal curvature). Then, starting from all points at which the maximal curvature is above a high threshold 7 1 (in absolute value), we follow the "contours" using hysteresis [8] until the maximal curvature becomes less than a low threshold 7 2 . We use a similar scheme to extract zero-crossings of the maximal curvature. Fig. 13(b) and (c) show the results obtained after Gaussian smoothing with (T = 2 and 0 = 4, respectively. The latter one is smoothed adequately, but the blurring effect causes the extrema to be detected away from their true locations. Fig. 13(d) shows the result obtained after adaptive smoothing: the extrema are very well detected and localized. It is also important to note that since the discontinuities have also been enhanced during the smoothing process, the method is relatively insensitive to the choice of the thresholds 7 1 and 72. The range image adaptive smoothing scheme is now part of the 3-D object recognition system [14] developed in our laboratory.
C. Corner Detection
A planar curve such as the bounding contour of an object in an image can be defined using the parametrization ( x ( s ) , y(s)), where x ( s ) and y(s) are two continuous functions of the variable s. Usually, these two functions are not smooth, because of the discretization of the bounding contour. Therefore, smoothing is generally necessary when significant local events need to be extracted from this contour. Such meaningful features can consist of discontinuities of the tangent (corners), discontinuities of the curvature (smooth joints) or inflection points along the curve [l] , [29] , [28] . As our filter smoothes any original signal while preserving its discontinuities, it seems appropriate to use it for such a purpose. If we wish to extract corners, the idea is to take as original signal tangent orientation along the curve e(s) where
Y/(S) x/(s).
O(s) = arctanAs a comparison with the results given by Asada and Brady in their "Curvature Primal Sketch [l] ", we show some results of comer detection obtained after adaptive smoothing. Fig. 14(a) shows the modified arctangent value (magnified 100 times) as a function of the arc length along the contour of a hammer. The starting point is marked by an X as shown in Fig. 14(d) or (e) and the curve is traversed clockwise. Fig. 14(b) shows the Gaussian scale space of the edges (corners). The corresponding adaptive scale-space is shown in Fig. 14(c) . Finally, in Fig. 14(d) and (e) we show the detected corners after adaptive smoothing at different scales. No tracking is needed since the features are directly localized whatever the scale is.
D. Stereo Matching
A central problem in edge-based stereo is the difficulty of establishing the correct correspondence between features extracted from both images, especially when a dense disparity map is desired. The idea then is to apply a coarse-to-fine strategy which basically consists of establishing correspondences at a coarse level in order to guide the matching at the next level and so on.
Marr and Grimson [24] , [18] use Gaussian kernels with different standard deviations to smooth the images before extracting the zero-crossings of the Laplacian. The multiscale stereo matching algorithm first locates a zero-crossing in one image, then the region surrounding the same location in the second image is divided into three pools: a small zero disparity pool centered on the predicted match location and two larger "convergent" and "divergent" pools. The total size of the three pools is twice the width of the central positive region of the LOG convolution mask. Zero-crossings from the pool of the second image can be matched to the ones in the first image if they have the same sign and approximately the same orientation. The transfer of the matching results to a finer scale is not trivial, because the position of the zero-crossings may shift between scales. Adaptive smoothing can overcome this problem because of its ability to preserve the location of the edges over different scales.
We have used Drumheller and Poggio's [13] single scale parallel stereo matching algorithm implemented on the Connection Machine as a basis for multiscale stereo matching using adaptive smoothing. Our contribution is to show that, because of the property that edges detected by adaptive smoothing are properly localized, a multiscale implementation is relatively straightforward. The advantage of using a multiscale approach is to reduce the ambiguity at finer levels by using predictions from the coarser ones.
This algorithm, like most stereo algorithms, uses the uniqueness and the continuity constraint as well as an opacity constraint on the matching edges. Three scales are used: coarse, intermediate, and fine. We first extract edges at all scales from both images after adaptive smoothing. A match is acceptable only when the corresponding edges from the two images approximately have the same orientation and gradient. Imposing the continuity constraint, the number of potential matches is counted over a flat uniformly-weighted square support (chosen for computational convenience) centered at each pixel. Enforcing the opacity and uniqueness constraints, there must be no more than one match, therefore a winnertake-all strategy is applied. Matches from a given scale are then propagated to the next finer scale. Each match at a given scale generates a "forbidden zone" which prevents some potential matches from being marked at the next finer scale. This greatly reduces the number of potential matches, and therefore produces more reliable matching results. We show in Fig. 15 the result obtained using this algorithm on the stereo image pair of a fruit scene (courtesy of Professor T. Kanade). Fig. 15 Poggio algorithm, and Fig. 15(d) the disparity map obtained when applying the multiscale algorithm described above. The results using the multiscale approach are more accurate and leave much fewer areas with an unknown disparity (black) .
The multiscale stereo matching algorithm is implemented on the Connection Machine and takes only a matter of few seconds depending on the range and the resolution of the disparity. The accurate edge detection after adaptive smoothing allows for a very simple control mechanism for multiscale signal processing, and this simplicity is essential when considering parallel implementation.
V. CONCLUSION
Adaptive smoothing is a nonlinear filtering scheme that can achieve discontinuity-preserving smoothing. It is a weighted averaging algorithm which turns out to be an implementation of anisotropic diffusion. The weights vary at each pixel and at each iteration, being computed as a function of the gradient at each pixel. This function depends on a single parameter k controlling the amplitude of the discontinuities to be preserved during the smoothing process. Using this parameter k, we form an adaptive scale-space in which the accuracy of edge detection at different scales is guaranteed. We also propose a scheme to process signals involving higher order discontinuities, range images for instance.
Since very few iterations are needed to achieve edge sharpening, feature extraction can be performed in a reasonable computational time on a serial machine. However, when a significant amount of smoothing is needed, we propose a multigrid implementation which speeds up the smoothing effect significantly. Since adaptive smoothing uses at each pixel a very small neighborhood, it is straightforward to implement on a massively parallel computer such as the Connection Machine and we have obtained a speedup factor of three orders of magnitude over the direct implementation on a serial machine.
We have presented several applications of adaptive smoothing: edge detection. range image feature extraction, corner detection. We have also shown a multiscale coarse-tofine hierarchical approach for extracting matching primitives in a stereo image pair.
