ABSTRACT
INTRODUCTION
The availability of an increasing number of fully sequenced genomes has promoted the development of large-scale comparative genomic approaches to better understand the machinery of the cell. One such approach is the use of phylogenetic profiles to assign functions to genes based on their patterns of inheritance across species. The hypothesis behind this method is that proteins that participate in a common structural complex or metabolic pathway evolve in a correlated fashion, and should therefore be present in the same organisms. As a matter of fact the phylogenetic profile of a gene has been shown to provide information about its function and is an interesting alternative to other approaches to gene function prediction based on direct sequence comparisons or gene co-expression .
In its simplest form the phylogenetic profile of a gene is a string of bits, each bit indicating the presence or absence of a homologue of the gene in a different organism. Once the phylogenetic profiles for all the genes of a given organism have been computed, the function of a gene can be inferred to some extent by examining the functions of other genes with 'similar' or at least 'related' profiles. A fundamental question addressed in this paper is therefore the following: how do we measure the 'similarity' between phylogenetic profiles?
The simplest approach to quantify the difference between two profiles is to count the number of organisms where they differ. Intuitively, the smaller this number, the more similar the profiles. This method was used in where two profiles are defined as 'neighbours' when they differ by less than 3 bits. A more appealing measure is the differential parsimony introduced in (Liberles et al., 2002) , based on the phylogenetic reconstruction of the ancestors and the comparison of the reconstructed trees. Indeed, it is intuitively more meaningful to compare the whole historical evolutions of two genes, rather than just their presence or absence in current organisms.
In this paper we generalize this idea and embed it into a powerful mathematical framework that opens new analysis opportunities. Instead of just defining a measure of similarity between profiles, such as the number of bits where they differ or the differential parsimony of the reconstructed phylogenetic trees, we propose to map each profile to a high-dimensional vector space (which we call feature space), defined in such a way that each coordinate in the feature space corresponds to one particular pattern of inheritance during evolution. As an example, one pattern of inheritance could be 'the gene has been transmitted to proteobacteria and eukaryotes, but not to Gram-positive bacteria'. As it is impossible to know for sure the ancestor genomes the mapping of a phylogenetic profile to the feature space is defined thanks to a probabilistic model of evolution (a classical Bayesian tree model) to give weights to features that correspond to plausible patterns of inheritance for the given profile.
If one considers all possible patterns of evolution the dimension of the feature space is very large, and the explicit computation of the image of a profile could be prohibitive in terms of computation time and memory storage. However, as a main contribution, this paper provides an algorithm to compute very simply and quickly the inner product between the images of any two profiles in the feature space, which does not involve the explicit computation of each image.
The resulting function, which maps any two profiles to the inner product of their images in the high-dimensional feature space, is called a tree kernel. It belongs to a larger class of functions, called kernels, defined as the inner product of two objects mapped to any vector space. Once a kernel and a corresponding feature space are chosen, it is possible to define the distance between two profiles as the Euclidean distance between their images in the feature space. In the case of the tree kernel presented in this paper, two profiles are near each other in the feature space if they are likely to have shared common patterns of inheritance during evolution, which is an appealing property.
However, more than just computing a Euclidean distance can be done once a kernel is defined. In particular a whole set of algorithms, known as kernel methods, have been developed recently and shown to be very helpful in many real-world applications Schölkopf and Smola, 2001) . Kernel methods work implicitly in the feature space using only the kernel function, and include such diverse algorithms as Support Vector Machines for classification or regression (Vapnik, 1998) , kernel principal component analysis , kernel clustering (Ben-Hur et al., 2001) or kernel Fisher discriminants (Mika et al., 1999) .
To illustrate the use of kernel methods to analyse phylogenetic profiles, we test the ability of a Support Vector Machine to predict the functional class of a gene from its phylogenetic profile, and show that incorporating knowledge about the phylogenetic relationships between species into the kernel consistently improves its accuracy. In order to get a better insight of the relative positions of the phylogenetic profiles in the feature space, we also perform a kernel principal component analysis that shows that the tree kernel is more sensitive to evolutionary patterns than a kernel that does not incorporate any information about the phylogeny. 
METHODS AND ALGORITHMS

Bayesian tree models for phylogenetic profiles
The transmission of genes during evolution is modelled by a simple Bayesian tree model, i.e. a graphical model (Lauritzen, 1996) based on a rooted tree. A rooted tree is a connected acyclic directed graph in which each node is connected by a unique path from a designated node called the root and denoted λ. We denote by T the set of nodes of the tree, L ⊂ T the set of leaves (i.e. the nodes with no child), and T * = T \{λ} the set of nodes without the root. For any node u ∈ T * we write p(u) ∈ T to represent the parent node of u, and for any node u ∈ T , c(u) ⊂ T and l(u) ⊂ L to represent respectively the set of children of the node u, and the set of leaves descendants of u ( Figure  1 ).
In this paper the tree is meant to be a phylogenetic tree: each leaf of the tree represents one organism currently living, and each internal node represents an ancestor of the current organisms (see for example Figure 3) .
The tree is used to define a joint probability distribution P for a set of random variables {X u , u ∈ T } indexed by the nodes of the tree and with values in a finite alphabet A. We will focus on binary variables, i.e. A = {0, 1}, but this work could be generalized to any finite alphabet. The variable X u attached to a node u ∈ T is supposed to be 1 whenever the corresponding organism has a homologue of the gene under study, 0 otherwise.
For convenience we will use the following notations in the sequel. For any set of nodes S ⊂ T , X S = {X u , u ∈ S} is the subset of variables indexed by S, and x S ∈ A S a particular set of values that X S can take. For any two sets of nodes S ⊂ T and S ⊂ T , and any values x S ∈ A S and y S ∈ A S , the notation p(x S | y S ) represents the following probability:
With these notations a phylogenetic profile can be defined as follows: DEFINITION 1. A phylogenetic profile is a set of bits assigned to the leaves of the tree, i.e. x L ∈ A L .
To model the evolution of genomes along the branches of the evolutionary tree an initial distribution p λ on A is assigned to the root of the tree, and a conditional probability distribution p u (i | j) for (i, j) ∈ A 2 is assigned to each node u ∈ T * . The tree together with the set of distributions { p u , u ∈ T } defines a joint probability distribution for X T as follows:
Kernels
Our approach to analysing phylogenetic profiles is to map them to a high-dimensional space whose dimensions correspond to evolutionarily relevant features. Let us denote by :
In the sequel we consider a large set of evolutionarily relevant features, leading to a high-dimensional feature space. In such a case, rather than computing explicitly the image (x L ) of each profile x L ∈ A L , it is more interesting to be able to compute efficiently the inner product between the images of any two
The resulting function K (., .) is called a kernel (Schölkopf and Smola, 2001 ) and can be used to perform implicitly various data analysis algorithms in the feature space. The simplest kernel for phylogenetic profiles is the inner product when strings of bits are considered as real-valued vectors. In other words the naive kernel is defined as follows:
The resulting squared Euclidean distance between two profiles is simply the number of organisms where they differ, hence the naive kernel is the natural way to represent profiles geometrically when their similarity is defined in such a way. 
The tree kernel
The naive kernel (2) does not incorporate any knowledge about the nature of phylogenetic profiles, in particular the phylogenetic relationships among species. In order to develop a more biologically relevant measure of similarity it would be natural to compare not just the profiles themselves, but also their global patterns of inheritance if the genomes of all ancestors were available. In that case we could check, for any two genes, when in evolution they were transmitted together or not, and get a more pertinent view of how similar their phylogenetic histories are than by just comparing their phylogenetic profiles organism per organism.
In order to create a distance for phylogenetic profiles that reflects the similarity between evolutions we propose to map any profile to a feature space where each feature corresponds to a particular pattern of evolution defined as follows: DEFINITION 2. An evolution pattern is a pair (S, z S ) where S ⊂ T is a subtree of the complete Bayesian tree (i.e. a connected subgraph which contains the root), and z S ∈ A S is a set of values attached to the nodes of S (see an example on Figure 2 ).
For each evolution pattern (S, z S ) we define a feature S,z S : A L → R which ideally would be 1 for profiles whose histories match the pattern, and 0 otherwise. The history of the each profile (i.e. the assignment of a 0 or a 1 to each ancestor organism in the phylogenetic tree) is of course not known, but the probabilistic model of evolution described previously can help approximate these ideal features. One way to proceed is to replace the ideal 0/1 assignment by the probability that the profile x L be observed conditionally to the pattern z S . We therefore define the feature S,z S as follows:
Of course there is a priori no reason to focus on only one particular subtree S and one particular pattern z S . On the contrary it is more interesting to look at as many features as possible in order to characterize each profile. If we denote by C(T ) the set of all subtrees of T we therefore define the set of features as the features S,z S corresponding to all possible subtrees S ∈ C(T ) and patterns z S ∈ A S .
Combining (1) and (3) we see that the resulting kernel is the following, for any two
In this expression all features are given the same importance in the sense that the kernel is obtained by adding the contributions of all features. However some features might be considered more 'important' than others, because some evolution patterns are more likely to have effectively occurred than others. In other words it is likely that most features corresponding to patterns (S, z S ) which have a very low probability of appearance are irrelevant and only add noise to the feature space. One solution to reduce this effect is to weight the contribution of each feature in the kernel by the probability of the corresponding pattern, which results in the following kernel:
In this form the tree kernel appears to be related to convolution kernels introduced by Watkins (1999) and Haussler (1999) , and to generalize the class of kernels developed in Vert (2002) to graphical models with latent variables.
Computation of the tree kernel
Whereas the naive kernel between two profiles can be easily computed from (2), Equation (4) should not be implemented to compute the tree kernel directly because of the large number of terms to add (the number of subtrees of a tree increases exponentially with the number of nodes, and for each subtree S there are 2 |S| features to compute). In this section we present an algorithm to compute the tree kernel with a complexity linear with respect to the size of the phylogenetic profiles.
Given a Bayesian tree model, the algorithm first computes the following functions η, indexed by the nodes of the tree, for each phylogenetic profile x L using a postorder traversal of the tree:
• If u is a leaf:
• If u is an internal node different from the root:
In a second step, in order to compute the kernel between any two profiles x L and y L , a second functional ζ , indexed by the nodes of the tree, is computed using a post-order traversal of the tree:
• If u is not a leaf:
Finally the kernel value is obtained as follows:
This algorithm is based on post-order traversals of the tree and has therefore a complexity linear with respect to the size of the tree (and of the phylogenetic profiles). The reason why it returns the correct kernel value is a consequence of the following proposition which can be proved by induction, by working up the tree from the leaves (due to space limitation the complete proof is omitted in this paper): PROPOSITION 1. The functions η and ζ computed by the previous algorithm satisfy the following equations, for
•For any node u ∈ T * and i ∈ A:
and for the root:
•For any node u ∈ T and i ∈ A:
where (u) is the set of non-empty subtrees rooted in u.
Support vector machines
Support Vector Machines (SVMs) are a class of supervised learning algorithms first introduced by Vapnik and coworkers (Boser et al., 1992; Vapnik, 1998) . Given a kernel K (., .) and a set of training examples (phylogenetic profiles in our case) labelled as positive or negative, SVMs learn a linear decision boundary in the feature space defined by the kernel in order to discriminate between positive and negative examples. Any new unlabeled example is then predicted to be positive or negative depending on the position of its image in the feature space relatively to the linear boundary.
Apart from having strong mathematical foundations in statistical learning theory SVMs have been shown to perform very well in many real-world applications. They have found recently several applications in computational biology, including but not limited to protein function prediction (Jaakkola et al., 2000) , genes or tissues classification from microarray data (Brown et al., 2000; or translation initiation site recognition in DNA (Zien et al., 2000) . More details about the theory and practice of SVMs can be found in several books Schölkopf and Smola, 2001) .
In this paper we use SVMs to infer the function of a gene from its phylogenetic profile. We test the ability of the tree kernel to incorporate biologically relevant information by comparing the performances of SVMs using either the tree kernel (4) or the naive kernel (2).
We used the software SVMLight v.3.50 (Joachims, 1999) , a public implementation † of SVMs that offers the possibility to implement user-defined kernels.
Once a kernel is fixed only two parameters have to be specified before running the algorithm, namely the constant C, which penalizes misclassification errors, and the relative weights of positive and negative examples. To ensure a comparison as fair as possible between the naive and the tree kernels, we used in all experiments the default value proposed by the software for the C parame-
). The relative weight parameter was adjusted to ensure that the total weight of positive examples be equal to the total weight of negative examples.
Kernel PCA
In order to get a glimpse of the relative positions of the phylogenetic profiles in the feature space defined by a kernel, it is possible to perform a principal component analysis (PCA) of their images in the feature space, and to look at their projections on the first few principal components. The PCA in the feature space, which is called a kernel PCA, can be performed entirely without computing the images of the profiles, but instead by computing the kernel between all pairs of profiles and then performing an eigenvalue decomposition of the resulting Gram matrix centered in the feature space (see details in Schölkopf et al. (1999) ). We computed the Gram matrix with the C implementation of the kernel used by SVMLight, and performed the kernel-PCA using the free public mathematical software Octave ‡ .
DATA
We performed experiments with the genes of the budding yeast Saccharomyces cerevisiae. Using the same data as Pavlidis et al. (2001) the phylogenetic profiles of 2465 yeast genes selected for their accurate functional classifications were generated by computing the E-value reported by BLAST version 2.0 (Altschul et al., 1997) in a search against each of the 24 genomes listed in Figure 3 and collected from The Institute for Genomic Research website § or from the Sanger Center website ¶ . Each bit in the phylogenetic tree was set to 0 or 1 if the E-value for the corresponding organism was larger or smaller than 1, respectively.
The phylogenetic tree used to compute the tree kernel, shown in Figure 3 , is similar to the one used in Liberles et al. (2002) . The parameters of the Bayesian model were set arbitrarily as follows: p λ (1) = 0.9 and for every node u, p u (1 | 1) = p u (0 | 0) = 0.9. In other words this probabilistic model favours the transmission of genes along evolution but enables the appearance or disappearance of a gene along any branch with probability 0.1. In spite of its crudeness this simplistic model of gene transmission is sufficient to capture information about the phylogenetic relationships among different organisms.
The function prediction experiments were based on the functional categories in the Munich Information Center for Protein Sequences Comprehensive Yeast Genome Databases (CYGD) , whose functional catalog contains several hundred functional classes. We used all classes with at least 10 genes, resulting in 133 classes.
RESULTS
Function prediction
For each functional category we trained a SVM to predict whether a gene should be assigned to it or not, based only on its phylogenetic profile. Using 3-fold cross validation repeated 50 times for each class, we compared the performances of a SVM using the naive kernel with a SVM using the tree kernel through there receiver operating characteristic (ROC) curves, i.e. the plot of true positives as a function of false positives. When predicting the category of a gene, a SVM outputs a score (related to the distance between the example and the linear boundary in the feature space) so we could compute the ROC curves by varying a threshold and classifying the profiles depending on their scores compared to the threshold.
http://www.mips.biochem.mpg.de/proj/yeast As each functional class contains a small number of genes, each learning problem is very unbalanced (there are few positive examples but many negative ones). We handled this issue by giving more weight to the positive examples in the SVM learning (such that the total weight of positive examples be equal to the total weight of negative examples). Moreover this implies that only a small percentage of false positives can be tolerated in realworld applications (such as function predictions), so we measured the R OC 50 score for each SVM, i.e. the area under the ROC curve up to the first 50 false positives (Gribskov and Robinson, 1996) . Table 1 shows the functional categories with the highest R OC 50 scores obtained by a SVM using the naive kernel, together with the R OC 50 scores of the SVM using the tree kernel. It turns out that the tree kernel performs better than the naive kernel on most of the classes, and sometimes improves the R OC 50 score considerably (for such classes as Glycolysis and gluconeogenesis, or tRNA modification). Classes that are better predicted by the naive kernel (amino-acid metabolism, transport facilitation, organization of plasma membrane and metabolism) tend to be larger and more general classes than the others.
We plotted on Figures 4 the ROC curves up to 50 false positives corresponding to the four classes with the highest naive R OC 50 score, in order to further study the differences in performance. These plots show that in several cases the tree kernel significantly outperforms the naive kernel when a very small number of false positives is allowed (for example, if 3 false positives are accepted, the tree kernel retrieves on average more than 65% of all amino-acid transporters, while the naive kernel retrieves less than 30%).
Kernel PCA analysis of four functional families
In order to better understand the difference between the tree kernel and the naive kernel, we performed a kernel PCA analysis of the phylogenetic profiles belonging to the first four categories listed in Table 1 . Figure 5 shows the projections of these profiles on the first four principal components (PC) in the feature space defined by the tree and the naive kernel, respectively.
These plots show a clear difference between the geometries generated by both kernels. In the feature space defined by the naive kernel, the profiles are more scattered in all dimensions than in the feature space defined by the tree kernel. With the naive kernel, the profiles seem to form a convex set, but with the tree kernel, each PC seems to characterize particularly well a few profiles, which happen to belong to the same functional category (amino-acid transporters for the first component, or ABC transporters for the third one). The resulting shape looks like a small cluster at the center with many branches starting from the center toward various orthogonal direc- tions, each direction being particularly relevant to one functional class. These observations show that the tree kernel is particularly sensitive to biologically relevant variations in the profiles. As an example, the 6 ABC transporters (∇) characterized by a small value on the third PC with the tree kernel are also clustered together by the naive kernel (they have, for instance, a small value on the 4-th PC). However they are aligned along one particular PC with the tree kernel, which indicates that the variations among them are very typical of a neat combination of evolution patterns detected by the tree kernel. To the contrary their variations are spread among several PCs by the naive kernel.
DISCUSSION AND CONCLUSION
This paper presents an attempt to define a measure of similarity between phylogenetic profiles that incorporates knowledge about the phylogenetic relationships among species. More than just a measure of similarity, we were able to build a whole Euclidean geometry for phylogenetic profiles which is tractable in spite of its large dimension thanks to the availability of an efficient algorithm to compute the inner product in that space. Defining such a Euclidean geometry is more appealing than just defining a measure of similarity, because many data mining methods can be applied readily in such spaces.
We demonstrated through a series of function prediction experiments and kernel PCA analysis that the geometry defined by the tree kernel is more sensitive to biologically relevant patterns in the profiles than the geometry generated when no evolutionary information is used. As a result a SVM using the tree kernel performed better on average than a SVM using a naive kernel.
Because of the efficiency of kernel methods such as SVMs for classification, developing kernels for particular objects has received much attention recently. As an example, a number of kernels for strings have been developed and applied to the classification of biological sequences or text written in natural language, including the Fisher kernel (Jaakkola et al., 2000) , convolution kernels (Haussler, 1999; Watkins, 1999) , string kernels (Lodhi et al., 2000) , interpolated kernels (Vert, 2002) or spectrum kernels (Leslie et al., 2002) .
More than a string kernel, the tree kernel introduced in this paper should be regarded as a graph kernel, as it is computed for sets of strings indexed by nodes of a tree.The algorithm can easily be generalized to handle any tree graphical model with or without latent variables, in order to define a kernel on the set of realizations of these graphical models. As such models are widely used not only in computational biology but also in many other fields, the potential applications of this kernel in combination with the increasing library of kernel methods for data mining are numerous.
