where under P θ0, F0 . Consider the densities on δ = 0, we see thatF (y)h(a, θ)/µ(θ, F ) =F 0 (y)h(a, θ 0 )/µ(θ 0 , F 0 )
for almost all 0 a y τ . Let t * = sup{t : F 0 (t) < 1}. Because F 0 is assumed to be continuous, for 0 a y τ . Combining with the previous result, we can show that that f (y)/f 0 (y) = 1 for all
The proof of consistency for ψ n is similar to those of Murphy (1995) and Parner (1998) , thus we only state the main results for the proof. Since ψ n is bounded, by Helly's selection theorem, there exists a convergent subsequence ψ n k = ( θ n k , F n k ), whose limit is denoted by ψ * = (θ * , F * ) ∈ Θ × F. It suffices to show that ψ * = ψ 0 for any convergence subsequence. This can be accomplished by applying the classical Kullback-Leibler information approach. Specifically, we choose θ = θ 0 and
, where E 0 is the expectation under ψ 0 . In fact, if ψ 0 was used as the initial value in the ExpectationMaximization algorithm in Section 2, F n is simply the one-step estimator of F . Applying the GlivenkoCantelli Theorem and a standard argument for Donsker class, we can show that F n (t) converges to F 0 almost surely and uniformly in [0, τ ] . By the strong law of large numbers for empirical processes, we can
n )} converges almost surely to the negative Kullback-Leibler distance between P ψ * and P ψ0 , where P ψ is the probability measure under the parameter ψ = (θ, F ).
surely. Thus by model identifiability, we have ψ
We now prove the asymptotic normality of n 1/2 { θ n − θ 0 , F n (t) − F 0 (t)} by applying the general Z-estimator convergence theorem (Theorem 3.3.1 in van der Vaart and Wellner, 1996) . For theoretical development, we reparametrize the model and express the log-likelihood in terms of the hazard function:
where
be the true parameter values, and let S 0 and λ 0 be the survival function and the hazard function that correspond to the true cumulative hazard function Λ 0 .
Denote by φ n = ( θ n , Λ n ) the maximum likelihood estimator that maximizes ℓ n (φ). Taking the derivative of ℓ n with respect to θ, we obtain the (normalised) score function for θ,
where, for convenience, we define the functions h (k) (t, θ) = ∂h (k−1) (t, θ)/∂θ, k = 1, 2, and h (0) (t, θ) = h(t, θ). To derive the likelihood equation for the nonparametric component Λ, we consider a submodel
taking the derivative of ℓ n (θ, Λ α ) with respect to α, evaluating it at α = 0, and setting η(·) = 1(· t), the (normalised) likelihood equation for Λ is given by
Denote the vector of likelihood equations by
The maximum likelihood estimator φ n is the solution to the system U n1 (φ) = 0 and
Let E 0 denote the expectation under the true value φ 0 . Define U (φ)(t) = {U 1 (φ), U 2 (φ)(t)} with
The asymptotic normality of φ n can be established by verifying the three main conditions of the general Z-estimator convergence theorem (Theorem 3.3.1 in van der Vaart and Wellner, 1996) : Fréchet differentiability, weak convergence of the likelihood equations √ nU n (φ 0 ), and the stochastic approximation of the likelihood equations.
We first show that U is Fréchet differentiable at φ 0 and its Fréchet derivative is continuously invertible.
The Gâteaux derivative of U exists at any
variations of U at (θ 0 , Λ 0 ) can be obtained by taking the derivative of U (θ α , Λ α ) with respect to α and
with u ∧ w = min(u, w), S c being the survival function of the censoring time, and
Thus it is easy to see that the mapping from ψ ∈ Θ × L 2 [0, τ ] to the derivative of U at ψ is continuous.
Hence by a similar argument as the proof of Lemma 15.8 in Kosorok (2008) , we can show that U is Fréchet differentiable and its derivative at ψ 0 is given byU 0 . Note that the operator U 0 is a linear continuous ) .
The operator σ 11 (θ) = J 0 θ is a linear operator, where the matrix J 0 is the Fisher information for θ if Λ 0 is known. By Assumption (A4), the matrix J 0 is singular. Hence σ 11 is invertible.
Define the functions
with F c being the cumulative distribution of the censoring time. Then
R(t, u)dΛ(u).
(1.1)
The invertibility of Φ is equivalent to show that there exists a unique solution to the equation
Taking the derivative with respect to t on both sides of (1.1), we have
which is a Fredholm equation of the second type. By Assumptions (A1) ∼ (A3), the bivariate functioṅ
and the function Q(t) is continuous and bounded away from 0 for t > 0. Then it follows from the classical theory for integral equation (Tricomi, 1985 , Chap 2) that there is a unique solution dΛ(t) to the Fredholm integral equation, characterized by
where the function η(u, v) satisfies
Thus we show the invertibility of the functional Φ, where the inverse operator is
It is easy to see that U n (φ) = {U n1 (φ), U n2 (φ)} is the sum of independently and identically distributed stochastic processes. The weak convergence of √ n{U n1 (φ 0 )−U 1 (φ 0 )} to a multivariate normal distribution W 1 follows from the multivariate central limit theorem. Moreover, by applying the central limit theorem for processes with bounded variation (see Example 2.11.16 in van der Vaart and Wellner, 1996) , it can be shown that √ n{U n2 (φ 0 ) − U 2 (φ 0 )} converges weakly to a tight Gaussian process W 2 . Thus the
follows from the continuous mapping theorem.
Finally, to apply the Z-theorem for infinite dimensional estimating equations, we need to estab-
, U 2 (θ, Λ)(t)} the likelihood equations based on a single observation (a, y, δ), that is,
The likelihood equations are defined on Θ × H. LetH be the closed linear subspace generated by H. Thus
where ∥ · ∥ is the Euclidean norm and
∥ · ∥ v is the total variation norm.
We now show that the class of functions
is P 0 -Donsker. It follows (A2) that the classes of functions {h (1) (a, θ) : θ ∈ Θ} and {h (0) (a, θ) :
θ ∈ Θ} are bounded, and hence both are P 0 -Donsker. Moreover, because the function S 0 is of bounded variation on [0, τ ] and ∫ τ 0 h (0) (u, θ)S(u)du is bounded away from 0, the classes of bounded functions
are also P 0 -Donsker. Thus the class of functions {U 1 (θ, Λ) :∥ φ − φ 0 ∥ Θ×H < ϵ} is P 0 -Donsker, as the summation and production of Donsker classes are also Donsker. Similarly, we can show that the classes
P 0 -Donsker, as they have uniformly bounded envelop functions. Again, by applying the fact that sums, productions and Lipschitz transformations of P 0 -Donsker classes are still P 0 -Donsker, we can show that
and the convergence also holds in the square moment by the dominated convergence theorem, we have
Thus it follows from Lemma 3.3.5 of van der Vaart and Wellner (1996) 
The weak convergence of n 1/2 ( φ n − φ 0 ) to the mean zero Gaussian process −U 
ADDITIONAL SIMULATION RESULTS
We evaluated the power of the proposed semiparametric likelihood ratio test under various scenarios. We simulated survival time T 0 from a truncated exponential distribution with density function exp(−t)/{1 − exp(−10)} for t ∈ (0, 10] and T 0 /10 from a beta distribution with parameters 0.5 and 5. The underlying truncation times were generated so that A 0 /10 followed the uniform distribution on [0, 1] and a beta distribution with shape parameters 0.75 and 1. The censoring times were generated from uniform distributions that compares the truncation time distribution and the residual survival time distribution, and reported the size and power of the test in Table S .1. When the underlying truncation time is uniformly distributed, the estimated sizes of both tests are close to the predetermined significance level (0.05). As expected, when the truncation time distribution is not uniform, the power to reject the null hypothesis increases with the sample size but decreases with the proportion of censored subjects. The proposed test is more powerful than the paired logrank test when the proportion of censored subjects is low, and is as efficient as its competitor when the censoring proportion is high. 
