Abstract. Bilinear kinetic models of Maxwell-Boltzmann type are often used to model socio-economic systems composed by agents that undergo binary interactions, which in general obey to some conservation law. Then, the details of the microscopic interaction are such that an equilibrium solution emerges. At difference with the classical Boltzmann equation for elastic gas particles, the analytic form of the equilibria is known only in some particular case. In the present note, we present and discuss the situations in which this equilibrium profile can be explicitly found. Applications to dissipative gases and to wealth redistribution models are presented.
Introduction
In the last two decades, kinetic theory of rarefied gases has been successfully applied to model socio-economic systems composed by a huge number of agents [27] . The main assumption which enlightens strong analogies with the classical kinetic theory of rarefied gases is that agents mostly interact by means of binary interactions. Maybe the most studied models are those relative to wealth distribution in a western society [27] , where the principles of statistical mechanics have been fruitfully employed and led to the flowering of econophysics.
The prototype of these bilinear models can be easily introduced by resorting to the analogous description valid for a system of elastic molecules of an ideal gas. The basic assumption used to describe the various models for a spatially homogeneous gas, in which particles move only in one spatial direction, is that particles change their velocities only because of binary collisions. The most general (linear) binary interaction among two selected particles, can be described by assuming that their velocities, say v and w, change to
where (p 1 , q 1 ) and (q 2 , p 2 ) are two random vectors. In (1) we denoted with p i , i = 1, 2 (respectively q i , i = 1, 2) the percentage of the pre-collision velocity which remains in the corresponding (respectively the other) postcollision velocity. The binary interaction (1) satisfies in general some conservation law. A typical one is the conservation of momentum, which asserts that
As mentioned before, one main example of this collision rule is given by the study of wealth distribution. In this case, the (non-negative) variables v and w have the meaning of the wealth of the two selected agents, and the collision (1) describes the details of the binary trade between agents. Hence (1) describes trades in which agents change their wealth according to some well-defined universal strategy. In this case, conservation of momentum in (2) simply means that the pair of agents exit from the trade with the same total amount of wealth they possessed before trading. Given a binary collision rule of type (1) one can build, following the standard tools of kinetic theory, the corresponding kinetic equation for the particle density in the limit of infinite particles [27] . These bilinear kinetic equations can be described in the following abstract way. Set (L, R) = (p 1 , q 1 )δ + (q 2 , p 2 )(1 − δ), where δ is a random variable stochastically independent of p i , q i , i = 1, 2, taking only the values 0, 1 with equal probabilities and define, for every couple of probability measures (µ 1 , µ 2 ), the randomly weighed convolution
where V 1 , V 2 , (L, R) are stochastically independent, and V i , i = 1, 2, has law µ i . Then, the (weak form of the) bilinear kinetic equation corresponding to (1) reads d dt R ϕ(x)µ(t, dx) + R ϕ(x)µ(t, dx) = R ϕ(x)Q + (µ(t), µ(t))(dx),
for any smooth function ϕ(x). Here the solution µ(t) is a time-dependent probability measure on the real line R which describes the particle density at time t and µ 0 is the initial distribution of the particle. Equation (4) can be equivalently and more conveniently written in Fourier variables as
whereμ(t, ξ) := R e iξv µ(t)(dv) denotes the Fourier-Stieltjes transform of µ(v, t) and E denotes the expectation with respect to the joint law of (L, R).
In this paper, we will be mainly concerned with the study of (explicit) steady states solutions to equation (4), or, alternatively, to its Fourier version (5) . A probability distribution µ ∞ is a steady state for (4) if it satisfies
Note that equation (6) in terms of random variables reads
where X, X 1 , X 2 ∼ µ ∞ , X 1 , X 2 , (L, R) are stochastically independent and d = means equality in distribution. Here and after, the notation X ∼ µ is a shorthand to say that the random variable X is distributed with law µ.
Usually, the presence of suitable conservation laws -like (2) -yields the existence of a steady state. Then, the details of the microscopic interactions (1) induce certain properties at the macroscopic level, which can be read by looking at the steady state [27] . However, on the contrary to what happens in the classical kinetic theory of rarefied gases, where the stationary solution is explicitly known (the Maxwellian density), in the general case one can only reach few properties of the steady states, but not their analytic expressions, with the exception of few particular cases, see e.g. [8] .
In this paper, we discuss in details some of the (relatively few) cases in which equilibria are explicitly known. These cases refer to bilinear kinetic models describing wealth distribution and dissipative gases.
Our results will take essential advantage from the linearity of the interactions, expressed by (1) (respectively (7)). Consequently, other kinetic models of interest for applications, in which the underlying interactions are nonlinear in terms of the pre-collision variables, fall out of our treatise. This is the case, for example, of the various kinetic models for opinion formation considered into the pertinent literature the last ten years, starting from [32] (cf. in particular [12, 13] ).
Review of general results

Stable laws and domain of attraction
We will start by briefly recalling some known facts about stable laws. A probability distribution g α is said to be a centered stable law of exponent α (with α ∈ (0, 2]) and real parameters (λ, β), λ > 0 and |β| ≤ 1, if its Fourier-Stieltjes transformĝ α (ξ) = R e iξv g α (dv) has the form
By definition, a probability measure µ belongs to the normal domain of attraction (briefly NDA) of a stable law of exponent α, if for any sequence of independent and identically distributed real-valued random variables (X n ) n≥1 with common distribution µ, there exists a sequence of real numbers (c n ) n≥1 such that the law of n −1/α n i=1 X i − c n converges weakly to a stable law of exponent α. It is well-known that, provided α = 2, a probability measure µ belongs to the NDA of an α-stable law if and only if it shares with the stable law the decay at infinity, more precisely if and only if
Typically, in order to exclude convergence to the probability measure concentrated at zero, one also requires that c 
with the convention that β = 0 if c [22] . Above, Γ(·) denotes as usual the Euler Gamma function. The case α = 2, i.e. the Gaussian case, is distinct from the others. The probability distribution µ belongs to the normal domain of attraction of a Gaussian law if and only if it has finite variance σ 2 . The parameter λ of the associated Gaussian law in (8) is now given by λ = σ 2 /2. When α ∈ (0, 1) and β = 1, the corresponding stable distribution is supported on R + , so that g α (R + ) = 1. Analogously, when α ∈ (0, 1) and β = −1 one has g α (R − ) = 1. In all the other cases, the stable distributions are supported on R [33] . In particular, if α ∈ (0, 1) and β = 1 the Laplace transform of an α-stable law of parameters (λ, β = 1) is given by [33] 
A well-known useful result, that goes back to Ibragimov and Linnik [22] , gives a complete characterization of the normal domain of attraction of a probability distribution µ in term of its Fourier-Stieltjes transform µ(ξ) = exp(iξx)µ(dx). 
where k 0 is a constant andĝ α is given by (8) . Analogously, when α = 2, µ has finite variance if and only if, as
Moreover, for α > 1, k 0 = xµ(dx).
Convergence to steady states
Given α ∈ (0, 2] we introduce two important assumptions. The first one concerns the collision coefficients (L, R), the second one the initial distribution µ 0 . (H 0 ) L and R are non-negative random variables such that
for some p > 0.
(H α ) The measure µ 0 is such that:
• when α ∈ (0, 1) then µ 0 satisfies (9); • when α = 1 then µ 0 satisfies (9) with c xµ 0 (dx) = k 0 with −∞ < k 0 < +∞; • when α ∈ (1, 2) then µ 0 satisfies (9) and xµ 0 (dx) = 0; • when α = 2 then x 2 µ 0 (dx) = σ 2 < +∞ and xµ 0 (dx) = 0.
These assumptions allow to describe in a precise way the asymptotic behavior of equation (4).
hold true with α = 1. If p < α, µ t converges weakly to the degenerate probability measure δ 0 . Conversely, if p > α, µ t converges weakly to a steady state µ ∞ with Fourier-Stieltjes transform
In (12), ν α is a suitable probability measure on R + = [0, +∞), such that R + mν α (dm) = 1, and the parameters λ and β are defined in (10) for α < 2 and (λ, β) = (σ 2 /2, 0) for α = 2. 
In (13), ν 1 is a suitable probability measure on R such that [0,+∞) mν 1 (dm) = 1.
The distribution ν α appearing in the previous theorems can be characterized in a precise way: ν α is the unique probability distribution such that ν α (R + ) = 1, R + xν α (dx) = 1 and
Note that ν α does not depend on the initial condition µ 0 . Positive solutions of (14) (known as positive fixed points of the smoothing transformation) are deeply studied, in particular in connection with the so-called Branching Random Walk, see e.g. [2, 17, 23, 25] . Moreover, it has been recently proven in [3] that the set of all the solutions of equation (6) coincides precisely with the mixtures of stable laws defined in (12) for α = 1 and in (13) for α = 1, under the mild additional assumption that P {L, R ∈ {0} ∪ r Z } < 1 for all r > 1. We lastly mention that self-similar solutions to equation (4) are studied in [5, 11] .
Examples of explicit solutions
Beta and Gamma distributions
To find explicitly steady states to equation (4), we need some preliminary computations, which are mainly related to well-known special functions. We first recall formula 3.197.4 for integrals in [20] . This formula gives, for any
Note that identity (15) is a special case of Euler's transformation for Hypergeometric functions. Indeed Euler's representation of the Hypergeometric function 2 F 1 (a, b; c; z) is
for Re(c) > Re(b) > 0 and |z| < 1. The previous formula gives also the analytic continuation of 2 F 1 (a, b; c; z) for any complex z with |arg(1 − z)| < π (cf. formula 2.1.3 of [18] ). Now formula 2.1.4 of [18] shows that Euler's transformation is given by
for |z| < 1. When a = c = α 1 + α 2 , b = α 1 and z = −ξ this last equation reduces to (15) for 0 < ξ < 1. Analytic continuation gives (15) for ξ > 0.
A random variable B is said to have a Beta distribution of parameters (a, b) (in symbols B ∼ Beta(a, b)), if its density is given by
for a > 0, b > 0. We denoted by I A (x) the indicator function of a set A. Note that the uniform distribution on (0, 1) is obtained for a = b = 1. A random variable G is said to have a Gamma distribution of parameter (γ, θ) (in symbols G ∼ Gamma(γ, θ)), if its density is given by
with θ > 0 and γ > 0, or, analogously, if its Laplace transform, for ξ > 0, is given by
Note that in this parametrization θ is a scale parameter. Clearly the exponential distribution is obtained from (17) as the special case in which γ = 1.
As a first application of (15), by computing Laplace transforms one can reckon that if G ∼ Gamma(γ, θ) and B ∼ Beta(a, b) are independent with a + b = γ, then
Hence, in particular,
where B ∼ Beta(a, a) and G i ∼ Gamma(a, θ), i = 1, 2, are independent. This example can be easily extended to more general distributions, known as Generalized Linnik distributions.
Generalized Linnik distributions are steady states
A random variable X with characteristic function [15, 24] 
where θ > 0, γ > 0, and α ∈ (0, 2], is said to have (generalized) symmetric Linnik law of parameters (α, γ, θ) (in symbols SLi(α, γ, θ)).
A positive random variable X is said to have positive Linnik distribution (in symbols P Li(α, γ, θ)), if its Laplace transform is given by
where θ > 0, γ > 0 and α ∈ (0, 1]. Note that in this second case the parameter α belongs to a reduced interval α ∈ (0, 1]. Note also that P Li(1, γ, θ) is nothing but the Gamma distribution of parameters (γ, θ). By using Lemma A.2 it is immediate to reckon that (19) and (19) are Fourier transform and Laplace transform (respectively). More precisely, P Li(α, γ, θ) and SLi(α, γ, θ) are stable mixture of gamma distributions. Let now α ∈ (0, 2], γ > 0 and θ > 0, and let us choose the random vector (L, R) := (B 1/α , B 1/α ), with B ∼ Beta(γ, γ) and X, X 1 , X 2 ∼ SLi(α, γ, θ). If X 1 , X 2 , B are independent, combining formulas (15) and (19) one obtains
This shows that, with the previous choices, (7) holds. Similar computations can be done by choosing 2 ) where B 1 and B 2 are stochastically independent, B 1 ∼ Beta(γ, a 1 ) and B 2 ∼ Beta(a 1 , a 2 ) with a 1 + a 2 = γ.
Matching these considerations with the results of Theorems 2.2 and 2.3 one obtains the following:
If α = 1 let us assume in addition that k 0 = 0. Lastly, let us assume that for some γ > 0, a 1 > 0, a 2 > 0 one of the following conditions holds
2 ) with B 1 and B 2 stochastically independent, B 1 ∼ Beta(γ, a 1 ), B 2 ∼ Beta(a 1 , a 2 ) and a 1 + a 2 = γ.
Then, µ(t) converges weakly to a stationary state µ ∞ which is a (generalized) symmetric Linnik law of parameters (α, γ, θ)μ
where
Proof. Note that, if hypothesis (a) holds,
and the random vector (L, R) still satisfies assumption (H 0 ). Similar computations can be done in case (c) to prove (11) . Thanks to Theorems 2.2 and 2.3 we conclude that the solution µ(t) to equation (4) converges weakly to a steady state. Since we have shown that µ ∞ given in (21) is a steady state, it remains to determine the correct value of θ. This can be easily deduced by Theorem 2.1. Indeed
Hence, for α < 2, µ ∞ attracts all the initial conditions µ 0 satisfying (H α ) with c Whenever α ≤ 1, a similar result can be obtained for X, X 1 , X 2 ∼ P Li(α, γ, θ), using the Laplace transform in place of the characteristic function. The details are left to the reader. 
where θ = (c
Proposition 3.2, case (a), contains the results obtained in [8] about the explicit solutions for the pure gambling model, as it will be discussed in Section 4.1.
Inverse gamma distributions are steady states
The examples of this Subsection are re-elaborations of [8] . A random variable X is said to have inverse Gamma distribution of parameters (θ, γ) (in symbols X ∼ InvGamma(γ, θ)), if its density reads
It is well known and easily shown that if G ∼ Gamma(γ, 1/θ) then G −1 ∼ InvGamma(γ, θ). Moreover, the Laplace transform of an InvGamma(γ, θ) random variable is
where K γ is the Modified Bessel function of second kind [20] . Equation (24) follows by the well-known integral representation of K γ
See, e.g., 8 .432.6 [20] . Note that the characteristic function of X is
.
At this stage, we need the recall a well-known fact on product of beta random variables: if B 1 ∼ Beta(a, b) and B 2 ∼ Beta(a + b, c) are independent, then
See e.g. [29] .
Then the following are true:
Moreover, 4X 0 /B 0 has density
Proof. Since θ is a scale parameter, it clearly suffices to prove the statements for θ = 1. Let us first prove (26) . Formula 6.592.8 in [20] , after a simple change of variables, gives
], recalling that we are assuming θ = 1, a combination of (24) and (29) gives
Using the duplication formula Γ(2γ) = 2 2γ−1 Γ(γ)Γ(γ + 1/2)/Γ(1/2) (see 8.335.1 in [20] ) one obtains
which gives (26) . As for (28) it follows by writing the density of 4X 0 /B 0 and using the relation
See, e.g., 3.471.4 in [20] . Now let
, then by (26) one has
Now by (25) it follows that B 0 B 1 ∼ Beta(γ, γ) and hence, by (18) , 1) . To conclude note that clearly g(s) is convex and finite for s ∈ (0, γ + 1/2), moreover
Recalling that Γ(z + 1)/Γ(z) = z, one gets
where the last equality follows by the duplication formula recalled above. Note that a different proof of (27) is given in [8] . 
, with B 1 ∼ Beta(γ + 1/2, γ − 1/2). Then, µ(t) converges weakly to a stationary state µ ∞ which is InvGamma(γ, θ) for θ = k 0 (γ − 1) if γ > 1 and θ = (c
, with B i ∼ Beta(γ + 1/2, γ − 1/2) stochastically independent. Then, µ(t) converges weakly to a stationary state µ ∞ with density given by (28) for θ = k 0 (γ − 1)/2 if γ > 1 and θ = (c
Proof of (a). We already know by (27) , that InvGamma(γ, θ) is a stationary state of (4)
. Assume first that γ > 1. By the previous Lemma we know that g is convex and g(1) = g(γ) = 1. This shows that H 0 is valid for α = 1 and 1 < p < γ. Hence Theorem 2.3 gives that µ(t) converges weakly to a stationary state. It remains to observe that, since for γ > 1 the mean of an InvGamma(γ, θ) random variable is finite and equal to θ/(γ − 1), it must be θ = k 0 (γ − 1). If γ < 1, by the previous Lemma we know that (H 0 ) is valid for α = γ and γ < p < 1. Hence Theorem 2.2 gives that µ(t) converges weakly to a stationary state which is a mixture of γ-stable distribution. Using Lemma A.1 we obtain that µ ∞ (x, +∞)x γ → 1/(θ γ γΓ(γ)) and hence µ ∞ attract the all the initial condition such that c − 0 = 0 and c + 0 = θ γ /(γΓ(γ)). Proof of (b). Let X 1 , . . . , X 4 be independent random variable with InvGamma(γ, θ) distribution. By (26), X 1 + X 2 and X 3 + X 4 have density (28) , moreover, by (27) , (4B 1 ) −1 (X 1 + X 2 ) have the same law of X 1 and (4B 2 ) −1 (X 3 + X 4 ) have the same law of X 3 , so that (4B 1 )
have the same law of X 1 + X 3 which has density (28) again by (26) . This show that if µ ∞ has density (26) it is a steady state.
. So the proof that (H 0 ) holds is exactly as in part (a). The computation of θ follows by using Lemma A.1.
A further class of explicit solutions
Let p, q be two numbers in (0, 1) such that p β + q β = 1 for some β ∈ (0, 1] and consider
with γ * = −(pq) β /β and U uniformly distributed on (0, 1). In this case a steady state must satisfŷ
Note that, if one looks for positive solutions, the previous equation is still valid whenμ is the Laplace transform of µ. Following [11] , Sect. 6, let us introduce the change of variable u γ * ξ = y. Then, standard computations show that equation (30) can be rewritten as
(yp)μ(yq)dy.
Differentiating this equation and rearranging terms, one obtains that µ(·) satisfies the equivalent differential equation
Direct computations finally show thatμ
solves (31) for all values of p and q satisfying the constraint p β + q β = 1, and hence also (30) . When β = 1/2, (32) is the Laplace transform of the inverse Gamma distribution
Using this fact and Lemma A.2, one immediately obtains that if β ∈ (0, 1/2], then the function ξ →μ(ξ) defined in (32) is the Laplace transform of a probability distribution µ ∞ on R + while if β ∈ (1/2, 1], ξ →μ(ξ) is the Fourier-Stieltjes transform of a (symmetric) probability distribution µ ∞ on R. Moreover, if β = 1, µ ∞ is explicit, and coincides with the density [4, 27] 
Note that, for β > 1, the function (32) is neither a Fourier-Stieltjes transform, nor a Laplace transform of any probability measure. Indeed, for β > 1,μ (0) =μ (0) = 0. 
and one can prove that the function s → h β (s) is decreasing in s = α = 2β (see Lemma 3.3 in [26] ). This shows that (H 0 ) holds. The explicit evaluation of the constants λ follows by using Theorem 2.1.
Applications
Wealth distribution by pure gambling
As briefly discussed in the introduction, one of the main applications of kinetic models with interactions of type (1) is the mathematical modelling of wealth distribution in a multiagent society in which agents interact by means of binary trades. Among other more realistic models, the pure gambling process [16] describes how wealth distributes for large-enough times when the entire sum of wealths of two agents is up for gambling in each trade and some random fraction of this sum is assigned to one agent and the rest goes to the other. Variants of the original model in [16] have been considered in [8] . Despite its simplicity, the model of pure gambling is able to produce stationary distributions with very different characteristics, which simply follow from the microscopic binary interaction considered for the game.
In [16] the randomness is introduced into the model through a parameter ε which is a random number taking values in [0, 1]. The interaction rule reads
Some exact steady solutions to the pure gambling model have been presented in [8] . Previous attempts, both from a numerical point of view [21] , and theoretical ones [28, 30] , were in fact able to describe the case in which ε is a random number with uniform distribution on (0, 1). In this case the individual wealth distribution at equilibrium emerges out to be the exponential distribution. The main feature of trade (37) is that the total amount of wealth which is paid back in a single trade coincides with the amount of wealth the two agents use for gambling (pointwise conservative trade). In other words, in this gambling market agents do not take advantage from the amount of wealth available in the market. In [8] the idea of using this wealth as a reservoir for trades has been implemented by allowing agents to trade with random profit v = ε 1 (v + w), w = ε 2 (v + w).
where the parameters (ε 1 , ε 2 ) are now random numbers drawn from a joint probability distribution such that
Within this picture, v + w can be strictly less than v + w, and in this case the lost wealth is achieved by the market, or the reverse situation is verified, and the additional wealth is taken from the market. Condition (39), however, guarantees that in the mean the wealth present in the market is left unchanged. This model has been introduced in [8] for a better understanding of the (eventual) formation of tails in the steady distribution. Note that if one assumes that ε i ≥ γ > 0, i = 1, 2 then agents are prevented from loosing all their wealth in a single trade. Note also that, choosing (ε 1 , ε 2 ) = (ε, 1 − ε) the collision rule (38) becomes (37).
Pure gambling with one lottery
The pointwise conservative interaction studied in [8] corresponds to the choice (37) with ε ∼ Beta(γ, γ). In this case, as already noted, v +w = v +w. The corresponding kinetic equation follows in case (a) of Proposition 3.2 with α = 1 and (L, R) = (ε, ε). Consequently the steady states are Gamma distributions of parameter γ. The particular case in which ε has uniform distribution on (0, 1), is included. In this case γ = 1 and the steady distribution is a exponential distribution.
Pure gambling with two lotteries
A different situation appears when the outcome of the trade depends on two independent random results. The outcome in this case is given by (38) where ε i ≥ 0 are independent and identically distributed, with E[ε i ] = 1/2. By choosing ε i ∼ Beta(γ, γ) the corresponding kinetic equation reduces to the case (a) of Proposition 3.2 with α = 1 and (L, R) = (ε 1 , ε 1 ). As before, the steady states are given by Gamma distributions of parameter γ.
The main novelty is represented here by the choice ε i = (4B i ) −1 with B i ∼ Beta(γ + 1/2, γ − 1/2) (γ > 1). Then, the kinetic equation corresponds to the case (a) of Proposition 3.4 with α = 1 and (L, R) = (ε 1 , ε 1 ). In this case the steady states are inverse-Gamma distributions and possess heavy tails at infinity.
Mixed gambling with two lotteries
A third case, which has not been considered in [8] , is given by a trade in which the outcome depends on two independent random results, like in the previous case, but the random numbers are mixed in the result. The trade reads
In (40) the ε i ≥ 0 are independent and identically distributed in the interval (0, 1), and such that E[ε 1 + ε 2 ] = 1. Also this collision rule is only conservative in mean. By choosing ε 1 ∼ Beta(a 1 , a 2 ) and ε 1 ∼ Beta(a 2 , a 1 ) the corresponding kinetic equation reduces to the case (a) of Proposition 3.2 with α = 1 and (L, R) = (ε 1 , ε 2 ). Once again the steady states are Gamma distributions of parameter a 1 + a 2 . If now ε i = (4B i ) −1 with B i ∼ Beta(γ + 1/2, γ − 1/2) (γ > 1), the kinetic equation corresponds to the case (a) of Proposition 3.4 with α = 1 and (L, R) = (ε 1 , ε 2 ). Consequently, the steady states are mixture of inverse-Gamma distributions with density given by (28).
Dissipative interactions with random fluctuations
In 2003 Ben-Avraham and coworkers [9] introduced a one-dimensional model of the Boltzmann equation, in which binary collision processes are given by a collision rule of type (1), where p 1 = q 2 = p and p 2 = q 1 = q, with p and q positive constants. Hence
As observed in [9] , while in the long-time limit velocity distributions are generically self-similar, there is a wide spectrum of possible behaviors for the solution of the kinetic equation. The velocity distributions are characterized by algebraic or stretched exponential tails and the corresponding exponents depend sensitively on the collision parameters. Interestingly, when there is energy or momentum conservation, the behavior is universal. Momentum conservation corresponds to the choice
In this case, the bilinear kinetic equation represents the simplest one-dimensional model of a dissipative gas. Indeed, energy is dissipated in any single collision, since
In classical kinetic theory of rarefied gases, dissipation is usually expressed in terms of the so-called coefficient of restitution, which relates the absolute values of the relative velocities before and after collisions. A dissipative collision is such that momentum is preserved, while
with 0 < e < 1. In collisions of type (41), in case (42) holds, one has e = |p − q| < 1. Note that collisions of type (41) also include the case of sticky particles, which correspond to p = q = 1/2. In this case, in fact, the coefficient of restitution e = 0, and
Suppose now that the coefficient of restitution is a random variable, in the formẽ = ϑe, where E(ϑ 2 ) > 1. Then, E(ẽ 2 ) = e 2 E(ϑ 2 ) > e 2 . Note that this choice corresponds to change the mixing parameters p and q intõ p = ϑp, andq = ϑq.
Let us choose the random variable ϑ in such a way that E(ϑ) > 1, and at the same time E(ϑ 2 )(p 2 + q 2 ) = 1. Then, in the case in which the initial mean value of the solution of the kinetic equation (4) is assumed equal to zero, so that it remains equal to zero at subsequent times, the second moment of the solution to (4) is preserved (provided that it is finite at time 0). This idea has been developed in [14] for the three-dimensional dissipative Boltzmann equation for Maxwell molecules introduced in [10] . The choice of a random coefficient of restitution was there motivated by the presence of an external background, able to generate random fluctuations in any collision. The analysis of [14] put in evidence that conservation of energy in the mean is responsible of the development of equilibria with heavy tails. However, it was impossible to obtain examples of explicit equilibria.
In the one-dimensional setting, the binary collision proposed in [14] can be replaced by
where p, q, ϑ satisfy
(46) Collisions of type (45) describe a toy model in which the result of the binary collision depends on the simultaneous action of two different effects. The first, described by the collision in which θ is assumed equal to one, represents a simple dissipative collision. This collision is then changed by a multiplicative random perturbation (the multiplication by θ), which can be seen as the effect of the environment. The combined effect of dissipation and random perturbation is such that the energy is preserved in the mean, due to the second condition in (46) and the assumption of zero mean value. Thanks to Theorem 2.2, if conditions (46) are satisfied, the solution to (4) converges towards a steady state µ ∞ (v). In reason of Proposition 3.5, by choosing ϑ = U −pq , where U is a uniform variable on the interval (0, 1), ϑ satisfies conditions (46), and the steady state µ ∞ (ξ) now takes the form (36), with λ = σ 2 0 /2 and β = 1. As discussed in Section 3.4, in this case the steady state has an explicit form in the physical space, given by (34), and possesses heavy tails at infinity.
In the present one-dimensional situation, analogous reasoning leads to consider, for 1/2 < β ≤ 1 mixing parameters p and q such that p β + q β = 1, and random mixing parametersp andq which are obtained from p and q by multiplying them by a random variable ϑ = U γ * , where γ * = −(pq) β /β, where as before U is a uniform distribution on the interval (0, 1). Then, the result of Proposition 3.5 insures that the kinetic model has a solution which converges to an explicit steady state as given by its Fourier transform (36).
Self-similar solutions
The analysis of the previous Section can be easily adapted to obtain some explicit self-similar solutions of bilinear models of type (4). Self-similar solutions can appear in (4) as soon as conservation laws in the binary collisions are missing. Two cases have been recently discussed, which are linked respectively to dissipative kinetic theory [4] and to kinetic modelling of nonconservative economies [31] . In the former case, an explicit solution of type (34) has been obtained in [4] as self-similar solution of a one-dimensional kinetic model of type (4), modelling binary dissipative interactions. In this case, while there is conservation of momentum, the second moment is exponentially decaying to zero (cooling effect). In the latter case, an analytical solution of type (23) with γ = 3/2 has been discovered in [31] as self-similar solution of a kinetic model for wealth distribution, in which the mean wealth is not preserved. Motivated by the analogy with a dissipative Maxwell gas, Slanina [31] considered a bilinear kinetic model of Boltzmann type, based on dissipative binary collisions (41) with √ p + √ q = 1 and p, q ∈ (0, 1). In this case v + w = 1 − 2 √ pq (v + w) < v + w, which implies that the mean value decays exponentially to zero, with m(t) = vµ(t, dv) = m(0)e −2 √ pqt .
The standard way to look for the existence of self-similar solution is to consider a scaling of the solution to (4) in such a way that the missing conservations are restored. For example, in the wealth case considered by Slanina, after scaling the new solution has to be such that its mean value remains constant. This can be easily done through the scaling (in Fourier variables)ĝ(t, ξ) =μ t, ξ/m(t) . Indeed, this scaling implies that vg(t, dv) = 1 for all t ≥ 0. This procedure can be applied in more generality. Let us assume that p β + q β = 1, for some β ∈ (0, 1]. The scaling of the solution (in Fourier variables) in this case readŝ g(t, ξ) =μ t, ξe −γ * t , where γ * = −(pq) β /β. It is standard to verify that the equation satisfied byĝ takes the form ∂ĝ(t, ξ) ∂t + ξγ * ∂ĝ(t, ξ) ∂ξ =ĝ(t, pξ)ĝ(t, qξ) −ĝ(t, ξ).
Using the results of [5] (see also [11] ), one can prove that if µ 0 satisfies (H α ) for α = 2β, then g(t, ·) converges (weakly) to a steady state. Moreover, the steady solutions to equation (47) solve the equation
which is equivalent, as shown in Section 3.4, to (30) . The two relevant cases studied in [4] and [31] correspond to β = 1 and β = 1/2, respectively. In both cases, the solutions are explicit in the physical space. If β = 1, the steady state which generates the self-similar solution by reverting to the original density is given by (34). If β = 1/2 the steady state is given by (23) with γ = 3/2. Thanks to the equivalence between (47) and (30) , all the other cases for β can be treated as well, to obtain selfsimilar solutions with an explicit description in Fourier or Laplace variables. Unfortunately, to these solutions do not correspond explicit solutions in the physical space.
Conclusions
Bilinear kinetic models of Maxwell-Boltzmann type have a wide range of applications. By virtue of the possibility to consider a variety of binary interactions, these models can be fruitfully applied to different multiagent systems, ranging from economics to kinetic theory of dissipative gases. In most cases, the explicit form of the steady states and of the self-similar solutions is unknown, and one can only access few properties, including fat tails at infinity and/or existence of a limited number of moments. In some cases, however, the particular form of the binary interaction allows to recover explicitly stationary solutions and self-similar solutions. In this note, we reviewed briefly all the known cases in which solutions can be made explicit, and we added an almost complete description of the underlying binary interactions.
A. Appendix Proof. If X is InvGamma(γ, θ) then 1/X ∼ Gamma(γ, 1/θ), hence Proof. Let α < 1. Let X be a (positive) random variable with Laplace transform L and S α a (positive) stable random variable with Laplace transform E[exp{−ξS α }] = exp{−ξ α } (ξ > 0). When S α and X are independent, it is easy to check that the Laplace transform of X 1/α S α is given by L(ξ α ). Analogously if α ∈ (0, 2], introduce the (symmetric) stable random variable S α with characteristic function E[exp{iξS α }] = exp{−|ξ| α }. The characteristic function of X 1/α S α is L(|ξ| α ).
