In this paper, the notion of Birkhoff-James approximate orthogonality sets is introduced for rectangular matrices and matrix polynomials. The proposed definition yields a natural generalization of standard numerical range and q-numerical range (and also of recent extensions), sharing with them several geometric properties.
Introduction
The numerical range (also known as the field of values) of a square matrix A ∈ C n×n is the compact and convex set F (A) = {x * Ax ∈ C : x ∈ C n , x * x = 1}. The compactness follows readily from the fact that F (A) is the image of the compact unit sphere of C n under the continuous mapping x −→ x * Ax, and the convexity of F (A) is the celebrated Hausdorff-Toeplitz Theorem [12, 29] . The numerical range has been studied extensively for many decades, and it is useful in studying and understanding matrices and operators (see [3, 4, 11, 13] and the references therein).
Stampfli and Williams [28, Theorem 4] , and later Bonsall and Duncan [4, Lemma 6.22.1], observed that the numerical range of a matrix A ∈ C n×n can be written F (A) = {µ ∈ C : A − λI n 2 ≥ |µ − λ|, ∀ λ ∈ C} = λ∈C {µ ∈ C : |µ − λ| ≤ A − λI n 2 } , where · 2 denotes the spectral matrix norm (i.e., that norm subordinate to the euclidean vector norm) and I n is the n×n identity matrix. Hence, F (A) is an infinite intersection of closed (circular) disks D (λ, A − λI n 2 ) = {µ ∈ C : |µ − λ| ≤ A − λI n 2 } (λ ∈ C). In this way, it is confirmed once again that F (A) is a compact and convex subset of the complex plane that lies in the closed disk D(0, A 2 ).
Inspired by the above intersection property, Chorianopoulos, Karanasios and Psarrakos [8] recently introduced a definition of numerical range for rectangular complex matrices. In particular, for any A, B ∈ C n×m with B = 0, and any matrix norm · , the numerical range of A with respect to B is defined as F · (A; B) = {µ ∈ C : A − λB ≥ |µ − λ|, ∀ λ ∈ C} (1)
This set is obviously compact and convex, and satisfies basic properties of the standard numerical range [8] . Moreover, it is nonempty if and only if B ≥ 1 [8, Corollary 4] . For a q ∈ [0, 1], the q-numerical range of a square matrix A ∈ C n×n is defined as the compact and convex set F (A; q) = {y * Ax ∈ C : x, y ∈ C n , x * x = y * y = 1, y * x = q}. This range was introduced in [22] as a generalization of the standard numerical range F (A) (it is clear that F (A; 1) = F (A)), and has been systematically investigated in the last two decades [5, 6, 19, 20] . In [1] , Aretaki and Maroulas, motivated by the definition of F · (A; B) in (1) and (2), introduced a definition for the q-numerical range of rectangular complex matrices. Namely, for any A, B ∈ C n×m with B = 0, any q ∈ [0, 1], and any matrix norm · , they define the q-numerical range of A with respect to B as the compact and convex set F · (A; B; q) = {µ ∈ C : A − λB ≥ |µ − qλ|, ∀ λ ∈ C}
= λ∈C D (qλ, A − λB ) .
They have also obtained that [1] 1 q 2 F · (A; B; q 2 ) ⊆ 1 q 1 F · (A; B; q 1 ) ; 0 < q 1 < q 2 ≤ 1
(generalizing Theorem 2.5 of [19] ), and F · (A; B; q) = F · (A; q −1 B) ; 0 < q ≤ 1.
By the latter relation and [8, Corollary 4] , it follows that F · (A; B; q) is nonempty if and only if B ≥ q (0 < q ≤ 1). Furthermore, it is immediate that for q = 0, F · (A; B; 0) = D (0, inf λ∈C A − λB ), extending Proposition 2.11 of [19] .
For n = m, · = · 2 and B = I n , we have that F · 2 (A; I n ) = F (A) and F · 2 (A; I n ; q) = F (A; q) (0 ≤ q ≤ 1) [1, 4, 28] , i.e., the ranges F · (A; B) and F · (A; B; q) are direct generalizations of the numerical range F (A) and the qnumerical range F (A; q), respectively.
In this article, we introduce a new range of values for rectangular matrices and matrix polynomials, which is based on the notion of Birkhoff-James approximate orthogonality and generalizes the numerical ranges F · (A; B) and F · (A; B; q). We also show that it is quite rich in structure by establishing some of its main properties. In the next section, we give the definition together with basic properties of this set for rectangular matrices, and in Section 3, we study the case of matrix polynomials. In Section 4, we obtain necessary and/or sufficient conditions for the boundary points, and finally, in Section 5, we investigate the case of matrix norms induced by inner products of matrices. Simple illustrative examples are also given to verify our results.
Approximate orthogonality sets of matrices
The analysis in [8] is based on the properties of matrix norms and the Birkhoff-James orthogonality [2, 14] ; namely, for two elements χ and ψ of a complex normed linear space (X , · ), χ is called Birkhoff-James orthogonal to ψ, denoted by χ ⊥ BJ ψ, if χ + λψ ≥ χ for all λ ∈ C. This orthogonality is neither symmetric nor additive [14] . However, it is homogeneous, i.e., χ ⊥ BJ ψ if and only if aχ ⊥ BJ bψ for any nonzero a, b ∈ C.
Furthermore, for any ǫ ∈ [0, 1), we say 1 that χ is Birkhoff-James ǫ-orthogonal to
It is straightforward to see that this relation is also homogeneous. In an inner product space (X , ·, · ), with the standard orthogonality relation ⊥, a χ ∈ X is called ǫ-orthogonal to a ψ ∈ X , denoted by χ ⊥ ǫ ψ, if | χ, ψ | ≤ ǫ χ ψ . Moreover, by [7, 9] , χ ⊥ ψ if and only if χ ⊥ BJ ψ, and χ ⊥ ǫ ψ if and only if χ ⊥ ǫ BJ ψ. For any A, B ∈ C n×m with B ≥ 1, using the Birkhoff-James ǫ-orthogonality for ǫ = ǫ B = B 2 − 1 / B , one can verify that (see also Theorem 1 in [8] )
In particular, if ||B = 1, then F · (A; B) = {µ ∈ C : B ⊥ BJ (A − µB)}. By the above discussion, the next definition arises in a natural way.
Definition 1.
For any A, B ∈ C n×m with B = 0, any matrix norm · , and any ǫ ∈ [0, 1), the Birkhoff-James ǫ-orthogonality set of A with respect to B is defined and denoted by
Apparently, the Birkhoff-James ǫ-orthogonality set F ǫ · (A; B) is a compact and convex subset of the complex plane that lies in the closed disk Figure 1. o B Figure 1 : Two affine spaces that contain B and do not intersect
We remark that in the sequel, the zero matrix is always considered as a scalar multiple of B. 
Since matrix A is not a scalar multiple of B, there exists a real δ > 0 such that
As a consequence,
and for any ξ ∈ D(0, δ/ B ),
Hence, every point of the compact set F Corollary 3. Suppose A, B ∈ C n×m such that B = 0 and A is not a scalar multiple of B. Then for every ǫ ∈ (0, 1), the ǫ-orthogonality set F ǫ · (A; B) has a nonempty interior, and it cannot be degenerated to a singleton or a line segment.
If we allow the value 1 for the parameter ǫ, then the first two equalities in Definition 1 yield F 1 · (A; B) = C. Moreover, if A is not a scalar multiple of B, then the ǫ-orthogonality set F ǫ · (A; B) can be arbitrarily large for ǫ sufficiently close to 1.
Proposition 4. Suppose A, B ∈ C n×m such that B = 0 and A is not a scalar multiple of B. Then for any bounded region Ω ⊂ C, there is an
. Proof. Without loss of generality, we can assume that Ω is compact. Consider a
Thus, the sequence {λ k } k∈N is always bounded, and hence, it has a converging subsequence {λ kt } t∈N . If we assume that λ kt → λ 0 , then by (6),
where the latter relation is a contradiction since A is not a scalar multiple of B.
As a consequence, there is an ǫ µ ∈ [0, 1) such that µ ∈ F ǫµ · (A; B). Without loss of generality, we may assume that every µ ∈ Ω lies in the interior of F Since Ω is compact, there is a finite number of points
. . , s}, Proposition 2 completes the proof.
As mentioned above, for B ≥ 1 and ǫ B = B 2 − 1 / B , the ǫ-orthogonality set F ǫ B · (A; B) coincides with the numerical range F · (A; B). It is also easy to see that
Thus, keeping in mind [8, Proposition 8] and (5), we have the following results.
Theorem 5. For any A, B ∈ C n×m with B = 0, and ǫ ∈ [0, 1), it holds that
where
Equivalently, for any A, B ∈ C n×m and q ∈ (0, 1], with
,
Corollary 6. For any A, B ∈ C n×m and q ∈ (0, 1], with B = q, it holds that 
. By the above discussion and Theorem 5, it is apparent that the Birkhoff-James ǫ-orthogonality set F ǫ · (A; B) is a generalization 2 of the numerical ranges F · (A; B) and F · (A; B; q), in the sense that it does not require any condition for the norm of matrix B = 0 and it coincides with F · (A; B) and F · (A; B; q) for certain values of ǫ. Furthermore, basic properties of the numerical range F · (A; B) obtained in [8] are extended readily to F ǫ · (A; B).
The converse is not true in general; for example, if the matrix norm · is induced by an inner product of matrices, then F 0 · (A; B) is always a singleton (see Property (P 7 ) below).
(P 3 ) Suppose the matrix norm · is induced by a vector norm (acting on C n and C m ) and n ≥ m, and let µ 0 ∈ C be an eigenvalue of A with respect to B, with an associate unit eigenvector
. (In combination with Theorem 5, this property is a direct generalization of Theorem 2.7 in [19] .)
(P 7 ) If the matrix norm · is induced by the inner product of matrices ·, · (this is the case of the Frobenius norm · F ), then
If the matrix norm · is induced by a vector norm, then by Property (P 3 ) (see also [8, Proposition 17] ), an eigenvalue µ 0 of A with respect to B lies in F ǫ · (A; B) if there is an associated unit eigenvector x 0 (i.e., (A − Bµ 0 )x 0 = 0) such that Bx 0 ≥ √ 1 − ǫ 2 B . As a consequence, if the matrices A and B are square, say n × n, and B is invertible with Proposition 7. Suppose the matrix norm · is induced by a vector norm. Let ǫ ∈ [0, 1), and let A, B be two n × n matrices with B invertible and
and thus,
. By [18] , for any convex set V that contains
and the proof is complete.
Approximate orthogonality sets of matrix polynomials
Consider an n × m matrix polynomial
where z is a complex variable and A j ∈ C n×m (j = 0, 1, . . . , l) with A l = 0. The study of matrix polynomials has a long history, especially with regard to their applications on higher order linear systems of differential equations (see [10, 17, 23] and the references therein). If n ≥ m, then a scalar µ 0 ∈ C is said to be an eigenvalue of P (z) in (7) if P (µ 0 )x 0 = 0 for some nonzero vector x 0 ∈ C m . This vector x 0 is called an eigenvector of P (z) corresponding to µ 0 .
For an n × n matrix polynomial P (z), the (standard) numerical range of P (z) is defined as
This range and its properties have been studied extensively in [21, 24, 25, 26, 27] . Motivated by (8) , and recalling (1), (3) and Definition 1, for an n × m matrix polynomial P (z) as in (7), any nonzero matrix B ∈ C n×m , and any matrix norm · , we define the numerical range of P (z) with respect to B ( B ≥ 1)
= {µ ∈ C :
the q-numerical range of P (z) with respect to B (0 ≤ q ≤ 1, B ≥ q) W · (P (z); B; q) = µ ∈ C : 0 ∈ F · (P (µ); B; q)
and the Birkhoff-James ǫ-orthogonality set of P (z) with respect to B (0 ≤ ǫ < 1)
The closeness of these sets follows from the continuity of matrix norms, and for q = 0, W · (P (z); B; 0) = C. Furthermore, by definitions (9), (10) and (11), Theorem 5 and Corollary 6 are extended readily to the case of matrix polynomials.
Theorem 8. Let P (z) be an n × m matrix polynomial as in (7) . For any nonzero B ∈ C n×m and ǫ ∈ [0, 1),
where q ǫ = √ 1 − ǫ 2 B . Equivalently, for any B ∈ C n×m and q ∈ (0, 1], with
Corollary 9. For any B ∈ C n×m and q ∈ (0, 1], with B = q, it holds that
It is worth noting that for the linear pencil P (z) = Bz − A, the first equality of Definition 1 and (12) 
. If all the coefficient matrices of P (z) are scalar multiples of B, then the matrix polynomial is written in the form P (z) = p(z)B for some scalar polynomial p(z). Thus, for any ǫ ∈ [0, 1), the Birkhoff-James ǫ-orthogonality set
contains all zeros of p(z).
As in the case of constant matrices, the ǫ-orthogonality set W ǫ · (P (z); B) is a natural generalization of the numerical ranges W · (P (z); B) and W · (P (z); B; q), and hence, in the remainder of the paper, we focus our interest on this set. In the special case where n = m, B = I n and · = · 2 , it is clear that W · 2 (P (z); I n ) = µ ∈ C : 0 ∈ F · 2 (P (µ); I n ) = {µ ∈ C : 0 ∈ F (P (µ))} = W (P (z)), i.e., the definition of W · (P (z); B) introduced above is a direct extension of the definition of the standard numerical range W (P (z)).
Consider an n × m matrix polynomial P (z) = l l=0 A l z l as in (7), a nonzero matrix B ∈ C n×m , a matrix norm · , and an ǫ ∈ [0, 1).
Proposition 10. The following hold:
(iii) If the norm · is invariant under the conjugate operation · , and the coefficients of P (z) and B are all real matrices, then W ǫ · (P (z); B) is symmetric with respect to the real axis.
(iv) Suppose the matrix norm · is induced by a vector norm. If there exist two unit vectors x 0 ∈ C n and y 0 ∈ C m such that |x * 0 By 0 | ≥ √ 1 − ǫ 2 B , and x * 0 A j y 0 = 0 for every j = 0, 1, . . . , l, then W ǫ · (P (z); B) = C.
Proof. (i) It is easy to see that
(ii) A nonzero µ ∈ C lies in W ǫ · (R(z); B) if and only if
or equivalently, if and only if
(iii) It follows from the equalities P (µ) − λB = P (µ) − λB = P (µ) − λB and |λ| = |λ| (µ, λ ∈ C).
(iv) For any µ ∈ C, it holds that
for every λ ∈ C.
Proposition 11. Suppose the matrix norm · is induced by a vector norm and n ≥ m, and let µ 0 be an eigenvalue of P (z) with an associated unit eigenvector x 0 ∈ C n . Then for every ǫ ∈ B 2 − Bx 0 2 / B , 1 , µ 0 lies in W ǫ · (P (z); B).
Proof. Since Bx 0 ≥ √ 1 − ǫ 2 B , it follows
For a square matrix polynomial P (z) = l j=0 A j z j , it is known that the numerical range W (P ) is unbounded if and only if 0 ∈ F (A l ) [21] .
Theorem 12. Let P (z) be an n × m matrix polynomial as in (7), B ∈ C n×m be nonzero, and ǫ ∈ [0, 1).
(ii) Suppose 0 ∈ F ǫ · (A l ; B) and 0 is not an isolated point of W ǫ · (R(z); B), where
Proof. (i) Suppose that the ǫ-orthogonality set W ǫ · (P (z); B) is unbounded, and let µ ∈ W ǫ · (P (z); B)\{0}. Then it holds that
For the sake of contradiction, we assume that 0 / ∈ F ǫ · (A l ; B), or equivalently, that there exists a λ 0 ∈ C such that A l − λ 0 B < √ 1 − ǫ 2 B |λ 0 |. Since the set W ǫ · (P (z); B) is unbounded, for sufficiently large µ ∈ W ǫ · (P (z); B), the quantity
This is a contradiction.
(ii) Consider the reverse matrix polynomial
, it follows that 0 ∈ W ǫ · (R(z); B). Moreover, since 0 is not an isolated point of W ǫ · (R(z); B), there is a sequence {µ k } k∈N ⊂ W ǫ · (R(z); B)\{0} that converges to the origin. This means that the sequence {µ
is also unbounded.
The condition that the origin is not an isolated point of the set W ǫ · (R(z); B) is always satisfied in the case of standard numerical range W (P (z) ). This can be verified by the second part of the proof of [21, Theorem 2.3] , the second part of [24, Lemma in page 103], and the fact that the leading coefficient of P (z) is nonzero.
As in the case of constant matrices, the ǫ-orthogonality set W ǫ · (P (z); B) can be arbitrarily large for ǫ sufficiently close to 1.
Proposition 13. Let P (z) be an n × m matrix polynomial as in (7), B ∈ C n×m be nonzero, and ǫ ∈ [0, 1). Suppose also that Ω ⊂ C is a compact region such that that for every µ ∈ Ω, P (µ) is not a nonzero scalar multiple of B. Then there is an (P (z); B) . Proof. By Proposition 4, we have that for any µ ∈ Ω, there is an ǫ µ ∈ [0, 1) such that 0 ∈ F ǫµ · (P (µ); B), or equivalently, µ ∈ W ǫµ · (P (z); B). The last part of the proof of Proposition 4 implies the desired conclusion.
Finally, we consider an n × n matrix polynomial P (z) = l j=0 A j z j and the norm · 2 . Proposition 14. Suppose µ 0 ∈ W (P (z)), and let x 0 ∈ C n such that x 0 2 = 1 and
, it is straightforward to verify that for every 
The boundary
By Definition 1, it is apparent that a µ 0 ∈ C lies in the Birkhoff-James ǫ-orthogonality set 
Since the difference A − λB − √ 1 − ǫ 2 B |µ 0 − λ| is nonnegative for every λ ∈ C, it follows that inf λ∈C { A − λB − √ 1 − ǫ 2 B |µ 0 − λ|} = 0. For the converse, suppose inf λ∈C { A − λB − √ 1 − ǫ 2 B |µ 0 − λ|} = 0, and for the sake of contradiction, assume that (A; B) ], and hence,
(ii) Suppose ǫ > 0 and µ 0 ∈ ∂F ǫ · (A; B). Setting δ = 1/k and
Next, we adapt arguments from the proof of Proposition 4. It is clear that
, and since ǫ > 0, we have
Hence, the sequence {λ k } k∈N is always bounded, and thus, it has a converging subsequence {λ kt } t∈N . If we assume that λ kt → λ 0 , then
where the latter relation is possible only as an equality. The converse follows readily from (i).
If ǫ > 0, then the above proposition implies that for any µ 0 ∈ ∂F ǫ · (A; B), there is a generating disk D λ 0 ,
. As a consequence, since F ǫ · (A; B) is convex and lies in D λ 0 ,
, we have the following corollaries (see also Corollary 3).
Corollary 17. If 0 < ǫ < 1, then the boundary ∂F ǫ · (A; B) does not have any flat portions.
Corollary 18. Suppose 0 < q < 1 and B ≥ q. Then for any µ 0 ∈ ∂F · (A; B; q), there is a λ 0 ∈ C such that A − λ 0 B = |µ 0 − qλ 0 |. In particular, the boundary of the q-numerical range F · (A; B; q) does not have any flat portions.
On the other hand, if B = 1, then F 0 · (A; B) = F · (A; B) might have flat portions; see, for example, Proposition 20 in [8] . Hence, in Proposition 16 (ii), the condition ǫ > 0 cannot be omitted.
The properties of a point µ of the standard numerical range W (P (z)) are strongly related to the properties of the origin as a point of F (P (µ)) [16, 24, 26] . Parts (i) and (ii) of the following theorem are generalizations of Theorem 1.1 in [24] and Theorem 2 in [16] , respectively. (We denote the derivative of P (z) by P ′ (z).) Theorem 19. Suppose P (z) is an n × m matrix polynomial as in (7), B ∈ C n×m is nonzero, ǫ ∈ [0, 1), and µ 0 ∈ W ǫ · (P (z); B).
(ii) If 0 ∈ ∂F ǫ · (P (µ 0 ); B)\F ǫ · (P ′ (µ 0 ); B) and P (µ 0 ) = 0, then µ 0 lies on the boundary ∂W ǫ · (P (z); B).
, it is clear that 0 ∈ F ǫ · (P (µ 0 ); B). For the sake of contradiction, we assume that the origin lies in the interior of
]. Then by Proposition 16 (i), there exists a δ > 0 such that
and hence,
Also, we have
where E(z, µ 0 ) = o(1) as |z − µ 0 | → 0. As a consequence, there is a real r > 0 such that for every µ ∈ D(µ 0 , r), |µ − µ 0 | P ′ (µ 0 ) + E(µ, µ 0 ) ≤ δ. Thus, for every µ ∈ D(µ 0 , r), it holds that
and hence, µ 0 is an interior point of W ǫ · (P (z); B); this is a contradiction. Thus, the origin is a boundary point of F ǫ · (P (µ); B). (ii) For the sake of contradiction, assume that
Recall (14), and observe
By choosing δ sufficiently small, we may assume that for every µ in the (closed) circular annulus
Hence, we can define
Since 0 ∈ ∂F ǫ · (P (µ 0 ); B), Proposition 16 (i) implies that there is a λ 0 ∈ C such that
Consequently, for every µ ∈ D(µ 0 , δ, δ/2),
Observe now that λ 0 and λ 1 do not depend on µ, and thus, we can choose aμ ∈ D(µ 0 , δ, δ/2) such that arg(λ 1 (μ − µ 0 )) = arg(λ 0 ). Then it follows
and hence,μ / ∈ W ǫ · (P (z); B); this is a contradiction.
Definition (11), Proposition 2 and Theorem 19 (i) yield the following.
Proposition 20. Let P (z) be an n × m matrix polynomial as in (7), B ∈ C n×m be nonzero, and 0 ≤ ǫ 1 < ǫ 2 < 1. Then W (P (z); B) . Moreover, if µ ∈ W ǫ 1 · (P (z); B) with P (µ) = 0, then the matrix P (µ) cannot be a scalar multiple of B and Proposition 2 implies that the origin lies in the interior of F ǫ 2 · (P (µ); B) . Hence, by Theorem 19 (i), µ is an interior point of W ǫ 2 · (P (z); B) .
Corollary 21. For any scalar b ∈ C, ǫ ∈ [0, 1) and q ∈ (0, 1], we have that
Proof. Since the Birkhoff-James ǫ-orthogonality is homogeneous,
Moreover,
The proof is completed by Proposition 20.
Corollary 22. Suppose the matrix norm · is induced by a vector norm, and let x 0 ∈ C n and y 0 ∈ C m be two unit vectors such that |x * 0 By 0 | = B . Then for any ǫ ∈ [0, 1), the Birkhoff-James ǫ-orthogonality set W ǫ · (P (z); B) contains all zeros of the scalar polynomial x * 0 P (z)y 0 = x * 0 A l y 0 z l + · · · + x * 0 A 1 y 0 z + x * 0 A 0 y 0 . Moreover, for any µ ∈ C such that P (µ) = 0 and x * 0 P (µ)y 0 = 0, it holds that µ ∈ Int[W ǫ · (P (z); B)] for every ǫ ∈ (0, 1).
Proof. Let µ 0 ∈ C be a zero of the scalar polynomial x * 0 P (z)y 0 . Then for every λ ∈ C,
, and Proposition 20 completes the proof.
The last result of the section is partially complementary to Proposition 20 and gives a sufficient condition for the appearance of isolated points.
Proposition 23. Let P (z) be an n × m matrix polynomial as in (7), B ∈ C n×m be nonzero, and 0 ≤ ǫ < 1. If there is a µ 0 ∈ C such that P (µ 0 ) = 0 and 0 / ∈ F ǫ · (P ′ (µ 0 ); B), then µ 0 is an isolated point of W ǫ · (P (z); B). Proof. As in the proof of Theorem 19 (see (14) ), we have
where P (µ 0 ) = 0 and
, there is a λ 0 such that P ′ (µ 0 ) − λ 0 B < √ 1 − ǫ 2 B |λ 0 |, and by choosing a sufficiently small δ > 0, we may assume that for every µ ∈ D(µ 0 , δ)\{µ 0 },
As a consequence, W ǫ · (P (z); B) ∩ D(µ 0 , δ) = {µ 0 }, and µ 0 is an isolated point of W ǫ · (P (z); B).
The case of norms induced by inner products
Let A, B ∈ C n×m with B = 0, and ǫ ∈ [0, 1), and suppose that the matrix norm · is induced by the inner product of matrices ·, · . Then by Property (P 7 ) (see also Proposition 13 in [8] ), the Birkhoff-James ǫ-orthogonality set of A with respect to B is a closed disk, namely, It is worth mentioning that this relation (independently from the proof of [8, Proposition 13]) can be confirmed by the observation that the Birkhoff-James ǫ-orthogonality coincides with the inner product ǫ-orthogonality [7, 9] . In particular, a scalar µ ∈ C lies in Consider now an n × m matrix polynomial P (z) = l j=0 A j z j as in (7) . Then by (12), we have W ǫ · (P (z); B) = {µ ∈ C : B ⊥ ǫ BJ P (µ)} = {µ ∈ C : B ⊥ ǫ P (µ)} = {µ ∈ C : | P (µ), B | ≤ ǫ B P (µ) } .
As a consequence, 
