We give an algorithm for solving the exact Shortest Vector Problem in n-dimensional lattices, in any norm, in deterministic 2 O(n) time (and space), given poly(n)-sized advice that depends only on the norm. In many norms of interest, including all p norms, the advice is efficiently and deterministically computable, and in general we give a randomized algorithm to compute it in expected 2 O(n) time. We also give an algorithm for solving the exact Closest Vector Problem in 2 O(n) time and space, when the target point is within any constant factor of the minimum distance of the lattice. Our approach may be seen as a derandomization of 'sieve' algorithms for exact SVP and CVP STOC 2001 and CCC 2002), and uses as a crucial subroutine the recent deterministic algorithm of Micciancio and Voulgaris (STOC 2010) for lattice problems in the 2 norm.
Introduction
The Shortest and Closest Vector Problems (SVP and CVP, respectively) on lattices are central algorithmic problems in the geometry of numbers, with applications to integer programming [Len83] , factoring polynomials over the rationals [LLL82] , cryptanalysis (e.g., [Odl90, JS98, NS01] ), and much more. (An n-dimensional lattice L is a discrete additive subgroup of R n , and is generated as the set of integer linear combinations of some basis vectors b 1 , . . . , b k ∈ R n , for some k ≤ n.) The SVP is simply: given a lattice L represented by a basis, find a nonzero v ∈ L such that v is minimized, where · denotes a particular norm on R n . Often one uses the Euclidean (i.e., 2 ) norm, but many applications require other norms, such as p or, most generally, the norm defined by a centrally symmetric convex body K as x K = inf{r ≥ 0 : x ∈ rK}. The CVP is an inhomogeneous analogue of SVP: given a lattice L and a point t ∈ R n , find some v ∈ L that minimizes v − t .
Much is known about the computational complexity of SVP and CVP, in both their exact and approximation versions. On the negative side, SVP is NP-hard (in 2 , under randomized reductions) to solve exactly, or even to approximate to within any constant factor [Ajt98, CN98, Mic98, Kho03] . Many more hardness results are known for other p norms and under complexity assumptions stronger than P = NP (see, e.g., [vEB81, Din00, RR06, HR07] ). CVP is NP-hard to approximate to within n c/ log log n factors for some constant c > 0 [ABSS93, DKRS98, Din00] , where n is the dimension of the lattice. Therefore, we do not expect to solve (or even closely approximate) these problems efficiently in high dimensions. Still, algorithms providing weak approximations or having super-polynomial running times are the foundation for the many applications mentioned above.
The celebrated LLL algorithm [LLL82] and variants [Sch87] give 2 n/polylog(n) approximations to SVP and CVP in 2 , in poly(n) time. For exact SVP and CVP in any p norm, Kannan's algorithm [Kan87] gives a solution in deterministic 2 O(n log n) time and poly(n) space. This performance remained essentially unchallenged until the breakthrough randomized "sieve" algorithm of Ajtai, Kumar, and Sivakumar [AKS01] , which provides a 2 O(n) -time and -space solution for exact SVP, and generalizes straightforwardly to p and other norms [BN07, AJ08] . For CVP, in a sequence of works [AKS02, BN07, AJ08] it was shown that a modified version of the AKS sieve can be used approximate CVP for any p norm to within a (1 + ) factor in time and space (1/ ) O(n) for any > 0. Furthermore, these algorithms can solve CVP exactly in 2 O(n) time as long as the target point is "very close" to the lattice. It is worth noting that the AKS sieve is a Monte Carlo algorithm: while the output solution is correct with high probability, it is not guaranteed.
In another recent breakthrough, Micciancio and Voulgaris [MV10] gave a deterministic 2 O(n) -time (and space) algorithm for exact SVP and CVP in the 2 norm, among many other lattice problems in NP. Interestingly, their algorithm works very differently from the AKS sieve, by computing an explicit description of the Voronoi cell of the lattice. (The Voronoi cell is the set of all points in R n that are closer to the origin than to any other lattice point.) However, the algorithm of [MV10] appears to be quite specialized to the 2 norm, in part because the Voronoi cell is convex for 2 , but not in general. We do note, however, that the algorithm does work for any norm defined by an ellipsoid K, by applying a linear transformation that takes K to an 2 ball.
Results and Techniques
Our main high-level result is the following theorem. 1 Theorem 1.1 (SVP algorithm for any norm, informal). There is a deterministic 2 O(n) -time (and -space) algorithm that, given any n-dimensional symmetric convex body K and some poly(n)-sized 'advice' that depends only on K, solves exact SVP on any n-dimensional lattice L in the norm defined by K.
Our SVP algorithm is conceptually very simple, as we illustrate here for the special case of the 1 norm, where K = {x ∈ R n : n i=1 |x i | ≤ 1} is the associated unit ball. Let L be an n-dimensional lattice, and let λ 1 = λ 1 (L) be the length of its shortest vector in 1 ; without loss of generality, we can assume by scaling that 1/2 < λ 1 ≤ 1. Our algorithm covers K using at most (6e) n copies (translates) of E = 1 √ n B n 2 , the 2 ball of radius 1 √ n (the largest inscribed ball in K), centered at the points in {x ∈ 2 n Z n :
The validity of the covering follows from the fact the chosen centers provide a tiling of K by cubes of side length 2 n , i.e., C = [− 1 n , 1 n ] n , and that C ⊆ E. For the size of the covering, we note that this is bounded by the maximum number of disjoint copies of C which can intersect K, where the bound (6e) n now follows from a simple packing argument. Now for each copy of E, the algorithm enumerates all lattice points in it, using a slight extension of the Micciancio-Voulgaris CVP algorithm for 2 . Among all nonzero lattice points considered, the algorithm simply outputs one of the shortest. To see that the complexity is 2 O(n) , we just need to bound the total number of enumerated points. Note that K was covered by at most (6e) n copies of E; moreover, we only need 1 copy of K to cover E (since E ⊆ K). Thus, the number of lattice points in any translate of E is at most the maximum number in any translate of K. Lastly, because λ 1 > 1/2, a simple packing argument shows that the number of lattice points in any translate of K is at most 2 O(n) , as desired.
To make this covering approach work for arbitrary norms, we need an ellipsoid E having approximately the same 'size' and 'shape' as an arbitrary convex body K. The object we seek is a so-called M-ellipsoid for K (defined below), which is the 'advice' in the theorem statement above. An M-ellipsoid is efficiently and deterministically computable for many norms of interest, including all p norms (where it is just a scaling of the 2 ball), and so in these cases our SVP algorithm is fully deterministic given just K and L. In general, we show that an M-ellipsoid can be computed, with a proof of correctness, in expected 2 O(n) time using randomization. Therefore, while the full SVP algorithm may in general be randomized, the randomization is limited to 'preprocessing' the norm before the lattice is known. Moreover, the resulting SVP algorithm is Las Vegas, i.e., it is guaranteed to output a correct solution. (It also seems plausible that the preprocessing could be derandomized, leading to a fully deterministic algorithm for arbitrary K.)
Our main new technique, which is used to prove Theorem 1.1 along with new results on CVP (discussed below), is a method for enumerating lattice points in an arbitrary (not necessarily symmetric) convex body K.
Enumerating lattice points in convex bodies. Informally speaking, we reduce the enumeration of lattice points in a convex body K to enumeration in 2 O(n) copies of an M-ellipsoid E of K. The essential property of an M-ellipsoid is that it has 'essentially the same size and shape' as K: specifically, 2 O(n) copies of E can entirely cover K, and 2 O(n) copies of K can cover E. The existence of such an ellipsoid was established by Milman [Mil86, MP00] ; furthermore, under the widely believed slicing conjecture [Bou86] , an appropriate scaling of K's inertial ellipsoid is in fact an M-ellipsoid. 2 Note that when K is an p ball, an M-ellipsoid is simply an appropriately scaled 2 ball, such as in the 1 example above.
One of our technical contributions, which may be of independent interest, is an algorithm for computing an M-ellipsoid of an arbitrary convex body K along with the implied coverings. We note that under the slicing conjecture, computing an M-ellipsoid (but not the coverings) is straightforward: simply estimate the covariance matrix of K using any algorithm for sampling uniformly from a convex body, e.g. [DFK89] , and use this estimate to build an approximation of the inertial ellipsoid of K. To avoid assuming the slicing conjecture, we build upon the techniques of Klartag [Kla06] (which implicitly give an alternative proof of the existence of an M-ellipsoid) to obtain the following.
Theorem 1.2 (M-ellipsoid and covering algorithm, informal).
There is a randomized algorithm that finds an M-ellipsoid E of a given n-dimensional convex body K, as well as a covering of K by 2 O(n) copies of E, in expected time 2 O(n) .
We are indebted to Bo'az Klartag and Gideon Schechtman for their assistance in proving the above theorem: Klartag for suggesting to us that the techniques in [Kla06] could be used to algorithmically construct an M-ellipsoid, and Schechtman for suggesting the use of parallelepiped tilings to construct the covering.
Given the above theorem, our algorithm for enumerating all lattice points in a given body K is the natural one: simply enumerate all lattice points in each of the 2 O(n) copies of E that cover K, keeping only the points that lie in K. As alluded to above, enumerating lattice points in any translate of E can be solved deterministically by a simple extension of the Micciancio-Voulgaris CVP algorithm for the 2 norm [MV10] , in time 2 O(n) times the number of lattice points in the translate of E. For a lattice L, define
to be the largest number of lattice points in any translate of K. Using the two conditions of the M-ellipsoid covering, it follows immediately that
Using this fact and Theorem 1.2 above, we establish the following general enumeration theorem.
Theorem 1.3 (Enumeration in convex bodies, informal). Given any convex body K ⊆ R n and any n-
In other words, our reduction from enumerating in K to enumerating in an M-ellipsoid covering of K is optimal, up to single exponential factors, with respect to the worst translate of K.
Enumerative lattice algorithms. With the above enumeration strategy in hand, an algorithm establishing Theorem 1.1 (i.e., solving exact SVP in the norm defined by a convex body K) is straightforward. First, scale K appropriately so that the only lattice point it contains is the origin, and so that 2 poly(n) ·K contains a nonzero lattice point. This can be achieved using the LLL algorithm to compute a bound λ
where λ 1 (L) denotes the minimum distance of L in 2 , and then scaling so that K is contained in the 2 ball of radius λ. Then successively double the body K, enumerating all lattice points within each scaling until one or more nonzero lattice points are found, and return any of the shortest of these (under
To analyze the running time of the above algorithm, let K be the first scaling of K to contain a nonzero lattice point, i.e., {0}
(Note that we try only poly(n) scalings of K, due to its initial resizing.) We bound G(K , L), and hence every G(K /2 i , L) for integers i ≥ 1, by an easy packing argument: for any translate K + x, place a copy of K /4 centered at each point in (K + x) ∩ L. These copies each have volume vol(K )/4 n , are disjoint (otherwise we would contradict (K /2 ∩ L) = {0}), and are all contained in 5 4 K + x, so there are at most 5 n in total. Therefore, we have G(K , L) ≤ 5 n , and hence by Theorem 1.3 the total running time of the SVP algorithm is 2 O(n) .
For CVP, our strategy is essentially the same, though the runtimes are more subtle. Given a lattice L and a target point t ∈ R n , we just enumerate within successively larger scalings of K centered at t until we find some lattice point(s), and return the closest of these to t. The chief obstacle is that in the worst case, the number of enumerated lattice points can exceed 2 O(n) , so we do not get a singly exponential-time CVP algorithm in general. However, we can bound the enumeration by 2 O(n) in some interesting special cases; two of these include:
1. When the target point is within any constant factor of the minimum distance of the lattice (under · K ); 2. When K is sufficiently 'well-rounded,' as is the case for p balls, 1 ≤ p ≤ 2, and the lattice is sufficiently 'smooth,' as is the case with high probability for random lattices drawn from natural distributions.
In retrospect, our SVP and CVP algorithms can be seen as a derandomization of the AKS algorithms for exact SVP and CVP [AKS01, AKS02] , in that it is able to enumerate all lattice points within a convex neighborhood, rather than relying on repeated sampling until all such points are found with overwhelming probability. However, we do not know whether our techniques can be used to recover a derandomized version of their (1 + )-approximate CVP algorithm (with asymptotically the same or better running time).
Organization
The remainder of the paper is organized as follows. In Section 3 we give the M-ellipsoid construction (formalizing Theorem 1.2). In Section 4 we formalize our enumeration technique (Theorem 1.3) and apply it to give algorithms for SVP (formalizing Theorem 1.1 above) and CVP. Section 5 contains the enumeration complexity bounds used in the analysis.
Preliminaries

Concepts and definitions
For two probability distributions σ 1 , σ 2 over a domain X , their total variation (or statistical) distance is
(2.1)
Convex bodies. K ⊆ R n is a convex body if K is convex, compact and full-dimensional. We say that a body is centrally symmetric, or 0-symmetric, if K = −K. For sets A, B ∈ R n we define the Minkowski sum of A and B as
For a vector t ∈ R n , we define t + A = {t} + A for notational convience. Let K ⊆ R n be a convex body such that 0 ∈ K. We define the gauge function, or Minkowski functional, of K as
From classical convex analysis, we have that the functional · K is a semi-norm, i.e., it satisfies the triangle inequality and tx K = t x K for t ≥ 0, x ∈ R n . If K is centrally symmetric, then . K is a norm in the usual sense.
The polar body K * is defined as
A basic result in convex geometry is that K * is convex and that (K * ) * = K. Define the p norm on R n as
For convenience we write x for x 2 . Let B n p = {x ∈ R n : x p ≤ 1} denote the p ball in R n . Note from our definitions that x B n p = x p for x ∈ R n . For a positive definite matrix A ∈ R n×n , we define the inner product with respect to A as
We define the norm generated by A as x A = x, x A = √ x t Ax. For a vector a ∈ R n , we define the ellipsoid E(A, a) = {x ∈ R n : x − a A ≤ 1}. For convenience we shall let E(A) = E(A, 0). Note that with our notation, x A = x E(A) . The volume of an ellipsoid E(A, a) is given by the formula
Lastly, an elementary computation gives the useful fact that E(A) * = E(A −1 ). For a positive definite matrix A ∈ R n×n and a vector b ∈ R n , we define the gaussian distribution with centroid b and covariance matrix A as N (b, A), where the density induced by
For a convex body K containing 0, we define the k th Gaussian moment of K as
where γ is the canonical gaussian measure on R n : for measurable A ⊆ R n , γ is defined as
In asymptotic convex geometry, l 2 (K) is known as the l-norm of K, which plays a fundamental role in the proof of the Dvoretzky theorems, and many other aspects of the theory. For a detailed reference, we refer the reader to [Pis89] . We define the centroid (or barycenter) b(K) ∈ R n and covariance matrix cov(K) ∈ R n×n as
We note that cov(K) is always positive definite and symmetric. We define
as the eigenvalues of cov(K) in non-increasing order. We say that K is ρ-round for ρ > 0 if
A major open conjecture in convex geometry, which will play prominent role in this paper, is the following:
Conjecture 2.1 (Slicing Conjecture [Bou86] ). There exists an absolute constant C > 0, such that L K ≤ C for all n ≥ 0 and any convex body K ⊆ R n .
The original bound computed by Bourgain [Bou86] was L K = O(n 1/4 log n). This has since been improved by Klartag [Kla06] to L k = O(n 1/4 ). In addition, the conjecture has been verified for many classes of bodies including the p norm balls.
In this paper, we will need to work with the generalization of convex bodies to logconcave functions. A function f : R n → R + is logconcave if for all x, y ∈ R n , and 0 ≤ α ≤ 1, we have that
The canonical examples of logconcave functions are the indicator functions of convex bodies as well as the Gaussian distributions. We will now generalize the concepts defined before for convex bodies to logconcave functions. For a logconcave function f on R n such that 0 < R n f (x) dx < ∞, we define the associated probability measure (distribution) π f , where for measurable A ⊆ R n , we have
We define the centroid (or barycenter) and covariance matrix of f as
The matrix cov(f ) is positive semi-definite and symmetric. Let
We say that f is isotropic, or in isotropic position, if b(f ) = 0 and cov(f ) is the identity matrix. Define the inertial ellipsoid of f as
The isotropic constant of f is defined as
A natural extension of the slicing conjecture (Conjecture 2.1) is that L f is bounded by a universal constant. This generalized slicing conjecture was shown by Ball [Bal88] to be equivalent to the slicing conjecture for convex bodies, up to a constant factor in the precise bound. For a convex body K, let π K denote the uniform measure (distribution) over K. Let f K denote the associated density, i.e.
We note that the definitions coincide exactly if we replace
We extend all the notions defined above for log-concave functions to convex bodies in the same way, e.g. we let E K = E f K . We say that K is in isotropic position if b(K) = 0 and cov(K) is the identity (a different normalization is sometimes used in asymptotic convex geometry, namely, b(K) = 0, vol(K) = 1, and cov(K) is constant diagonal).
Lattices. An n-dimensional lattice L ⊂ R n is a discrete subgroup under addition. It can be written as
for some (not necessarily unique)
The dual lattice L * of L is defined as
The shortest vector problem (SVP) with respect to K is the following: given a basis of an n-dimensional
The closest vector problem (CVP) with respect to K is: given a basis of an n-dimensional lattice L and a point x ∈ R n , compute an element of
To denote the sets of approximate minimizers for SVP and CVP, we define for any > 0
For a lattice L ⊆ R n , define the smoothing parameter η (L) as the smallest s > 0 such that
The smoothing parameter was first defined by Micciancio and Regev [MR04] , and has found many applications in computational complexity and cryptography. Here we change the usual normalization to coincide with the standard normalization for the Gaussian measure in R n , i.e., the above coincides with the Fourier transform of the measure e − x/s 2 /2 , as opposed to e −π x/s 2 as used in [MR04] . For τ > 0, we shall say that a lattice is τ -intrinsically smooth if
Computational model. For a rational matrix A, we define A as the length of the binary encoding of A. The lattice algorithms presented will have complexity depending on the dimension n of the lattice and the bit length of the description of the input basis. Since we work with general (semi-)norms, we shall need an appropriate way to represent them. We now define the two different types of oracles that we will need. For convenience, our semi-norms will always be indexed by a convex body K.
Let K ⊆ R n be a convex body. For ≥ 0, we define
A weak membership oracle O K for K is function which takes as input a point x ∈ Q n and real > 0, and returns
where any answer is acceptable if x ∈ K \ K − . The oracle O K is (x 0 , r, R)-guaranteed for x 0 ∈ R n and real R ≥ r > 0 if we are assured that
Let K be a convex body containing the origin. A weak distance oracle S K for K is a function that takes as input a point x ∈ R n and real > 0, and returns a real number satisfying
Inequalities
The following containment relationship was proved in [KLS95] :
where equality holds for any simplex.
The above containment relationship was shown in [MP89] for centrally symmetric bodies (with better bounds), and by [Son90] for general bodies with suboptimal constants.
The next theorem gives estimates on the volume product, a fundamental quantity in Asymptotic Convex Geometry. The upper bound for centrally symmetric bodies follows from the work of Blashke in [Bla18] , and for general bodies by Santaló in [San49] . The lower bound was first established by Bourgain and Milman in [BM87] , and was recently refined by Kuperberg in [Kup08] , as well as by Nazarov [Naz09] , where Kuperberg achieves the best constants. Finding the exact minimizer of the volume product is a major open problem in Asymptotic Convex Geometry. Theorem 2.3. Let K be a convex body in R n . Then we have that
In both cases, the upper bounds holds at equality if and only if K is an ellipsoid.
We remark that the upper and lower bounds match within a 4 n factor (2 n for symmetric bodies) since vol(B n 2 ) 2 = 2πe(1+o(1)) n n . Using the M-ellipsoid, one can directly derive weak bounds (i.e. with suboptimal constants) on the volume product. Furthermore, as we shall see in Section 3.3 , the techniques developed by Klartag in [Kla06] can be used to derive the existence of the M-ellipsoid as an essential consequence of the volume product bounds.
We shall use the following theorem from [MP00].
Theorem 2.4 ([MP00]
). Let K be a convex body with centroid at the origin. Then
The following lemma is well-known. We include the proof in Appendix A for completeness.
Lemma 2.5. Let K, T ⊆ R n be convex bodies. Then
(2.31)
Computing M-Ellipsoids and Coverings
An M-ellipsoid of a convex body K is an ellipsoid E with the property that at most 2 O(n) translated copies of E are sufficient to cover all of K, and at most 2 O(n) copies of K are sufficient to cover E. More precisely, for any two subsets A, B ∈ R n , define the covering number
Hence N (A, B) is the minimum number of translates of B needed to cover A. The next theorem was first proved for symmetric bodies by Milman [Mil86] and extended by Milman and Pajor [MP00] to the general case. For a detailed reference on the M-ellipsoid, we refer the reader to [Pis89] .
). There exists an absolute constant C > 0, such that for all n ≥ 1 and any convex body K ⊆ R n , there exists an ellipsoid E satisfying
Definition 3.2 (M-ellipsoid). Let K ⊆ R n be a convex body. If E is an ellipsoid satisfying Equation (3.2) (for some particular fixed C) with respect to K − b(K), then we say that E is an M-ellipsoid of K.
The proofs of existence in [Mil86] and [MP00] are nonconstructive. It is worth noting, however, that under the slicing conjecture, also known as the hyperplane conjecture, the inertial ellipsoid of K is an M-ellipsoid. For many norms of interest, such as the p norms, the slicing conjecture has already been verified and the inertial ellipsoid is explicitly known (generally just a scaling of the 2 ball). Therefore, for such norms, the M-ellipsoid computation is trivial.
In the rest of this section, we describe how to construct an M-ellipsoid in general, without directly relying on the slicing conjecture, in probabilistic polynomial time. Moreover, we will show how to certify that an ellipsoid is an M-ellipsoid in 2 O(n) time. This certificate will include a covering of size at most 2 O(n) of the target body by translates of the constructed M-ellipsoid, which will be used by all the lattice algorithms in this paper.
The main result of this section, as described above, is found in Theorem 3.14, which provides the the formalization of Theorem 1.2 in the introduction.
Finding a Candidate M-Ellipsoid
Our algorithm for finding a candidate M-ellipsoid is based on a recent constructive proof of Theorem 3.1 by Klartag [Kla06] . As noted in the introduction, the idea of using these techniques to algorithmically build the M-ellipsoid is also due to Klartag (and was suggested to us by him). Klartag's main theorem in [Kla06] , reproduced below, does not explicitly refer to M-ellipsoids. Instead, it shows that for every convex body K, there is another convex body K that sandwiches K between two small scalings and satisfies the slicing conjecture.
Theorem 3.3 ([Kla06]
). Let K ⊆ R n be a convex body. Then for every real ∈ (0, 1), there exists a convex body K ⊆ R n such that
where c > 0 is an absolute constant and L K is the isotropic constant of K .
From the closeness of K and K it follows that an M-ellipsoid for K is an M-ellipsoid for K; and from the bound on L K , we get that the inertial ellipsoid for K is an M-ellipsoid for K .
Here we will not need to construct K itself, but only an ellipsoid very close to its inertial ellipsoid (which as just mentioned is an M-ellipsoid for K). The body K is derived from a certain family of reweighted densities over K. These densities are given by exponential reweightings of the uniform density along some vector s ∈ R n , i.e., f s (x) = e s,x for x ∈ K (and 0 otherwise). For s chosen uniformly from n · conv{K − b(K), b(K) − K} * , the reweighting f s has two important properties: (i) it is not too highly biased away from uniform over K, and (ii) it has bounded isotropic constant (independent of n) with very high probability. Let E be the inertial ellipsoid of f s (or any reasonably good approximation to it), which can be found by sampling from f s . The first property of f s allows us to prove that E can be covered by 2 O(n) copies of K, while the second property lets us cover K by 2 O(n) copies of E (see Lemma 3.6 in the next section).
To make everything work algorithmically, we need robust versions of Klartag's main lemmas, since we will only be able to compute an approximate centroid of K, sample s from a distribution close to uniform, and estimate the covariance matrix of f s .
Algorithm 1 makes the above description more formal. Theorem 3.6 together with Lemma 3.7 implies that the algorithm's output is indeed an M-ellipsoid with very high probability, and if it is, then Algorithm 2 in the next subsection certifies it by producing a witness. In case it is not, we can just choose a new candidate and attempt to certify it. This gives a Las Vegas algorithm with expected running time bounded by 2 O(n) , along with a certificate of correctness.
Algorithm 1 Randomized construction of a candidate M-ellipsoid. Input: An (r, R)-guaranteed weak membership oracle O K for a convex body K. Output: With probability 1 − o(1), an M-ellipsoid of K.
1: Estimate the centroid b of K using uniform samples from K. 2: Construct a membership oracle for n (conv{K − b, b − K}) * .
3: Sample a random vector s from n (conv{K − b, b − K}) * .
4: Estimate the covariance matrix A of the density proportional to e s,x restricted to K using random samples. 5: Output the ellipsoid E(A −1 ) = {x :
Given an oracle for a convex body, an oracle for the polar body can be constructed in polynomial time [GLS88] . Sampling, both from the uniform and exponentially reweighted distributions, can be done in polynomial time using the random walk algorithm of [LV06b, LV06a] .
Certifying a Candidate M-Ellipsoid
Here we illustrate the procedure used to certify that an ellipsoid E is an M-ellipsoid for K. To simplify the presentation, we shall assume that the centroid of K is at the origin. In the general case, we will estimate the centroid of K using sampling techniques, but we shall delay this discussion for now. Under the assumption that b(K) = 0, the following procedure can deterministically verify whether E is an M-ellipsoid for K.
Algorithm 2 Deterministic construction of an M-ellipsoid covering.
Input: An (r, R)-guaranteed membership oracle O K for a convex body K satisfying b(K) = 0, and an ellipsoid E. Output: Either coverings of K and K * by 2 O(n) translates of E and E * (respectively), or a declaration that E is not an M-ellipsoid of K. 1: Let C E and C E * be any maximum-volume inscribed parallelepipeds of E and E * respectively (e.g. a maximum volume inscribed cuboid with the same axes as the ellipsoid would do). 2: Attempt to cover K and K * using translates of C E and C E * with respect to the natural parallelepiped tilings, via a standard breadth-first search over the tiling lattice, starting from the origin. 3: If either of the above attempted coverings grow larger than 2 O(n) , abort. Otherwise, output the coverings.
To certify that a candidate ellipsoid E produced by Algorithm 1 is in fact an M-ellipsoid, we use Algorithm 2 above. If it succeeds, then N (K, E), N (K * , E * ) = 2 O(n) , and N (E, K) ≈ N (K * , E * ) (up to 2 Θ(n) factors) by the duality of entropy and that b(K) = 0 (Theorem 3.5). If the algorithm fails, then one of N (K, E) or N (K * , E * ) (and hence N (E, K)) is too large, because the number of inscribed parallelepipeds needed to cover is only a 2 O(n) factor larger than the number of ellipsoids.
Here we are indebted to Gideon Schechtman for suggesting to us the use of parallelepiped tilings to produce the M-ellipsoid coverings described above.
Analysis
We begin with a slight extension of Theorem 2.4.
Proof. From Theorem 2.4 we have that
Next, we note that for x ∈ R n
Hence we can write
where
where both sets on the left hand side are non-empty by (3.6). Therefore by the Brunn-Minkowski inequality, we have that
Therefore we get that
as needed.
The next theorem is a slightly more robust version of Theorem 5 in [MP00] . In this version, we allow the centroid to deviate slightly away from the origin, and compute explict constants. Another slight difference is that we specialize to the case where one of the bodies is symmetric, this allows us to get better constants for our purposes. The theorem exhibits what is known as the duality of entropy in Asymptotic Convex Geometry.
Theorem 3.5. Let K, T ⊆ R n be convex bodies where 0 ∈ K and T is centrally symmetric. Then
Proof. The first inequality is a standard proof. From Lemma 2.5 we have that
Now note that (K ∩ T ) * = conv{K * , T * }. Hence applying Bourgain Milman to vol(K ∩ T ), and the Blashke-Santaló inequality to vol(T ) (remember that T is symmetric) we have that
where the last inequality follows since 0
Hence we have that
Combining (3.13),(3.14) we get
We now show that if
by Theorem 3.4 we have that
Using (3.14) and (3.16) we have that
where the last inequality follows since 0 ∈ T, K. Now as in (3.13), we apply Theorem 2.3 to vol(K ∩ −K) (since this set is symmetric) and to conv{T, K}, yielding
where the last inequality follows from Lemma 2.5.
We now make precise the relationship between the isotropic constant of the exponential reweightings defined by Klartag [Kla06] and the M-ellipsoid.
Lemma 3.6. Let K ⊆ R n be a convex body. Take s ∈ R n and let f s (x) = e s,x for x ∈ K and 0 otherwise. Let T ⊆ R n be a convex body such that for some δ ≥ 1 we have that
where E fs is the inertial ellipsoid of f s . Then we have that
where b(K) is the centroid of K, and L fs is the isotropic constant of f s .
Proof. Since the above estimates are all invariant under shifts of K, we may assume that b(f s ) = 0 (centroid of f s ). We note that b(f s ) ∈ K always and hence 0 ∈ K. Let X be distributed as π fs , where π fs is the probability measure induced by f s . So we have that
Remember that E fs = {x :
Now by Markov's inequality, we have that
By Jensen's inequality, we see that
where b(K) is the centroid of K. Using (3.24) and (3.23) we see that
Using that √ n δ E fs ⊆ T , 0 ∈ K, δ ≥ 1, and by (3.25) we get that
Using the definition of L fs , (3.23), √ nE fs ⊆ δT and that 0 ∈ K, we get that
Using that T ⊆ δ √ nE fs and the ellipsoid volume formula (2.7), we have that
Combining equations (3.27),(3.28) we get that
Now applying Lemma 2.5 to the inequalities inequalities (3.26),(3.29) the theorem follows.
From Lemma 3.6, we see that if the slicing conjecture is true, then for any convex body, its inertial ellipsoid appropriately scaled is an M -ellipsoid. To bypass this, Klartag shows that for any convex body K, there exists a "mild" exponential reweighting f s of the uniform density on K with bounded isotropic constant. As one can see from Lemma 3.6, the severity of the reweighting controls N (K, √ nE fs ) whereas the isotropic constant of f s controls N ( √ nE fs , K). The main tool to establish the existence of "good" exponential reweightings for K is the following lemma, which one can extract from the proof of Theorem 3.3 in [Kla06] . We will use it here for = 1, in which case the expectation below is of order 2 O(n) . Since the argument is essentially identical to [Kla06] , we defer the proof till the appendix.
We now move towards a complete algorithm for computing an M -ellipsoid of K. We will need tools from Convex Optimization and the Algorithmic Convex Geometry. The following theorem is essentially the classical equivalence between weak membership and weak optimization [YN76, GLS88].
Theorem 3.8 (Algorithm Convex-Opt). Let K ⊆ R n be a convex body given by an (0, r, R) guaranteed weak membership oracle
where A i is the i th row of A. Then for > 0, a number ω ∈ Q satisfying
can be computed using O K in time
The next theorem comes from the literature on random walks on convex bodies [LV06b, LV06a, LV06c] .
Theorem 3.9 (Algorithm Logconcave-Sampler, [LV06a] ). Let K ⊆ R n be a convex body given by an (0, r, R) guaranteed weak membership oracle O K . Let f : K → R + be a polynomial time computable log-concave function satisfying sup
for some β > 1. Let , τ > 0. Then the following can be computed:
with probability 1 − δ in time
We now derive some straightforward conclusions from the above fundamental theorems. Their routine proofs are given for completeness in the appendix.
Corollary 3.10 (Algorithm Estimate-Covariance). Let K ⊆ R n be a convex body given by an (0, r, R) guaranteed weak membership oracle O K . Let f : K → R + be a polynomial time computable log-concave function satisfying sup
Then an ellipsoid E(A), A ∈ Q n×n , can be computed satisfying
with probability 1 − δ in time poly(n) polylog(n, R /r, 1 /δ). (3.40)
Corollary 3.11 (Algorithm Estimate-Centroid). Let K ⊆ R n be a convex body given by an (0, r, R) guaranteed weak membership oracle O K . Then ∃ ALG such that
2. with probability at least 1 − δ, ALG outputs b ∈ K satisfying
where ALG runs in time poly(n) polylog(n, R /r, 1 /δ).
The next theorem is a guarantee for the randomized algorithm for building an M-ellipsoid.
Theorem 3.12 (Algorithm M-Build). Let K ⊆ R n be a convex body with b(K) ∈ 1 n+1 E K given by a (0, r, R) guaranteed weak membership oracle O K . Then an ellipsoid E(A), A ∈ Q n×n , satisfying
can be computed with probability at least 1 − 3 n in time poly(n) polylog( R /r).
(3.45)
for n large enough.
Proof. The proof has two parts, first building the right oracle, then using it to sample and estimate the inertial ellipsoid.
Building a membership oracle for the polar: We first show that a polynomial time weak membership oracle for S = n (conv{K, −K}) * can be built from O K . We note that
Given the guarantees on O K , we have that
Constructing a weak membership oracle for S therefore requires only the ability to perform 2 different approximate optimizations over K. This can achieved using the standard optimization techniques described in Theorem 3.8. Hence, a polynomial time weak membership oracle for S can be built as claimed.
Building the M-ellipsoid: Le π S denote the uniform distribution on S. Equipped with a weak membership oracle for S, we may use the sampling algorithm of Theorem 3.9, to sample a point Y ∈ S with distribution σ satisfying d TV (σ, π S ) ≤ 1 n in time poly(n) polylog( R /r, n). Set s = Y , where Y is the computed sample. We shall use s to specify a reweighting of the uniform distribution on K. Let f s (x) = e s,x for x ∈ K and 0 otherwise. Using the algorithm described by Corollary 3.10, we may compute a matrix A ∈ R n×n satisfying e − 1 /n E fs ⊆ E(A) ⊆ e 1 /n E fs (3.48) with probability 1 − 1 n in time poly(n) polylog( R /r). We return the ellipsoid √ nE(A) as our candidate M -ellipsoid for K.
Analysis: We now show that for n large enough, the ellipsoid returned by this algorithm satisfies with high probability the covering conditions
First, we condition on the event (3.48), i.e. that we get a good estimate of E fs . Hence at this point, our success probability is at least 1 − Let η > 0 be a constant to be decided later. Let X be uniformly distributed on S, and let Y denote the approximately uniform sample the above algorithm computes on S, remembering that S = n (conv{K, −K}) * .
Given the guarantee that b(K) ∈ 1 n+1 E K , from Lemma 3.7 setting = 1, for n large enough we have that
Using Markov's inequality, we see that
for n large enough (η will be chosen to be constant). Hence after additionally conditioning on the complement of event 3.52, our success probabiblity is at least 1 − 3 n . At this point, letting s = Y , we see that s specifies a density f s on K satisfying
Hence by Lemma 3.6, letting √ nE(A) = T , and δ = e 1 /n , we get that
for n large enough. Choosing η > 0 such that (1 + η) = 25 /24 yields the result.
The next theorem yields an algorithm to approximately decide (up to single exponential factors) whether a given convex body K can be covered by a specified number of translates of an ellipsoid E. The algorithm is constructive and proceeds by constructing a simple parallelepiped tiling of K, where the parallelepiped in question is a maximum volume inscribed parallelepiped of E.
Theorem 3.13 (Algorithm Build-Cover). Let K ⊆ R n be a convex body given by an (0, r, R)-guaranteed weak membership oracle O K . Then given an ellipsoid E(A), A ∈ Q n×n , and H ≥ 1, either it can be decided that
or a set T ⊆ R n , |T | ≤ (4 πe 2 H) n can be computed satisfying
Proof. The goal here is to either compute a covering of K by E, or conclude that N (K, E) is large. To make this task easier, we will replace E by a parallelepiped P inscribed in E, and use a tiling procedure (since P can be used to tile space) to cover K. We will show any cover produced in this way is not much larger than N (K, E), and hence will help provide a lower bound on N (K, E). Furthermore since P ⊆ E, any cover of K by P immediately translates into a cover of K by E.
Building P : To compute P we will need to perform some standard matrix algebra. First we compute the Cholesky Factorization of A, i.e. we compute V ∈ R n×n such that A = V t V . Next we compute B = V −1 , the inverse of V , and label the columns of B as B = (b 1 , . . . , b n ). Both of the computations here can be done in time poly( A ) via standard methods. Now we note that
Hence the vectors (b 1 , . . . , b n ) form an orthonormal basis of with respect to the dot product ·, · A . Therefore the ellipsoid E(A) may be expressed as
Now define P as
where the second equality follows since the b i s are orthonormal under ·, · A . Now for x ∈ R n , we see that
Now a standard computation yields that
where we remember here that det(B) = det(V −1 ) = det(V ) −1 = det(A) −1 /2 . Therefore we have that vol(E(A)) ≤ πe 2 (1 + o(1)) n vol(P ).
Tiling K with P : Define the lattice
so L is the lattice spanned by the vectors
From here it is straightforward to verify that P tiles space with respect to L, so L + P = R n and for x, y ∈ L, x = y, x + int(P ) ∩ y + int(P ) = ∅, i.e. the interiors are disjoint. In fact, one can see that P is simply a shift of the fundamental parallelepiped of L with respect to the basis 2 √ n (b 1 , . . . , b n ). We now wish to tile K with copies of P . To do this we examine the set H = {x ∈ L : x + P ∩ K = ∅}. Since P + L = R n , it is easy to see that
(3.66)
Hence, we shall want to decide for x ∈ L, whether x + P ∩ K = ∅. Since we only have a weak membership oracle for K, we will only be able to decide whether x + P approximately intersects K. To formalize this, we build an weak intersection oracle INT which queried on x ∈ R n , > 0 satisfies
Using this oracle we will be able to "overestimate" T , and compute a set S ⊆ L such that
which will suffice for our purposes. Now to build INT, we first remark that for x ∈ R n , t ≥ 0
Hence deciding the minimum scaling t of P for which x + tP ∩ K = ∅ is equivalent to solving a simple convex program. The above convex program is exactly in the form described in Theorem 3.8, hence for > 0, and x ∈ Q n , we may compute a number ω ≥ 0 such that
in time poly(n, x , A ) polylog( R /r, 1 / ). We now build INT. On query x ∈ Q n , > 0, we do the following:
2. If ω ≤ 1 + 2 return 1, otherwise return 0.
From (3.70) the above procedure clearly runs in polytime. To prove correctness, we must show that INT(x, ) = 1 if x + P ∩ K = ∅ and INT(x, ) = 0 if x + (1 + )P ∩ K = ∅. If x + P ∩ K = ∅, we note that inf y∈K y − x K ≤ 1, hence by the guarantee on ω we have that
and so we correctly classify x. If x + (1 + )P ∩ K = ∅, then inf y∈K y − x K > 1 + and so
as needed. We now compute a tiling of K. The idea here will be simple. We define a graph G on the lattice L, where for x, y ∈ L, x ∼ y iff x − y ∈ 2 √ n {±b 1 , . . . , ±b n }. We identify each lattice point x ∈ L with the tile x + P . Starting from the tile centered at 0, we begin a breadth first search on G of the tiles intersecting K. In this way, we will compute the connected component containing 0 in G of tiles intersecting K. Lastly, if the number of intersecting K tiles exceeds 4 πe 2 H n , we abort and return that N (K, E) ≥ H n . The algorithm is given in Algorithm 3.
Algorithm 3 Computing a tiling. for all δ ∈ 2 √ n {±b 1 , . . . , ±b n } do 10:
N ← N ∪ {x}, M ← M ∪ {x} 12: return T Correctness: To argue correctness of the above algorithm, we must guarantee that the algorithm either computes a valid covering of K or that it proves that N (K, E) > H n . For ≥ 0, let H = {x ∈ L : x + (1 + )P ∩ K = ∅} and H = {x ∈ L : INT(x, ) = 1} (3.73)
From the description above, we see that the algorithm performs a breath first search on G starting from 0 of the tiles in H 1 /n . From the properties of the weak intersection oracle INT, we know that H 0 ⊆ H 1 /n ⊆ H1 /n . The goal of the algorithm is to discover a super-set of H 0 . Since H 0 ⊆ H 1 /n , the algorithm will correctly add elements of H 0 to the cover T if it finds them. Since we perform a breadth first search from 0, to guarantee we find all of H 0 we need only ensure that H 0 forms a connected subgraph of G. As noted before, the set of tiles indexed by H 0 are just lattice shifts of the fundamental parallelepiped of L with respect to the basis
In this setting, the connectivity of H 0 with respect the edges defined by the basis (i.e. the set of tiles touching any convex set), is a classical fact. Therefore, the algorithm will indeed discover all of H 0 , provided that the partial cover T remains no larger than 4 πe 2 H n .
Now we must justify that if the algorithm aborts, i.e. if |T | > 4
Now at every timestep we have that T ⊆ H 1 /n ⊆ H1 /n . Therefore, to show correctness, it suffices to show that |H1 /n | ≤ 4 πe 2 n N (K, E). Now for x ∈ H1 /n , we have that
Furthermore, since for x, y ∈ H1 /n , x = y, x + int(P ) ∩ y + int(P ) = ∅, we have that
Using that P ⊆ E, and vol(E) ≤ πe 2 (1 + o(1)) n vol(P ) we get
for n large enough. Hence the algorithm correctly decides whether N (K, E) > H n .
Runtime: The running time of the algorithm is proportional to the number of tiles visited and the number of edges crossed during the search phase. Since all the tiles visited in the algorithm are adjacent to the tiles in the set T , and the number of edges is 2n, the total number of tiles visited is at most 2n|T | ≤ 2n 4 πe 2 H n .
Furthermore, the edges traversed correspond to all the outgoing edges from T , and hence is bounded by the same number. Now at every visited tile, we make a call to INT(x, 1 /n) for some x ∈ L, which takes poly(n, A ) polylog( R /r) time. Hence the total running time is
The next theorem, which represents the main result of this section, provides an algorithm to compute an M-ellipsoid for a given convex body K in 2 O(n) expected time. The algorithm proceeds by first computing an M-ellipsoid E of K with high probability using algorithm M-Build, and then attempts to certify it using algorithm Build-Cover over K,E and K * ,E * . If the process fails, the algorithm is simply restarted, finally yielding an expected time algorithm.
Theorem 3.14 (Algorithm M-Cover). Let K be a convex body presented by a weak (0, r, R)-guaranteed membership oracle O K . Then an ellipsoid E(A), A ∈ Q n×n satisfying
along with a set T ⊆ Q n , |T | ≤ 4 πe 2 · 13e n such that
in expected time poly(n) polylog( R /r) 4 πe 2 · 25e · 97 n for n large enough.
Proof. Here we combine together the algorithms in Theorems 3.12 and 3.13 to output a guaranteed Mellipsoid for K. The algorithm loops over the following:
1. Approximate the centroid of K using Lemma 3.11. If the algorithm fails, restart loop. Otherwise, let b denote returned estimate for b(K).
2. Compute tentative M -ellipsoid E of K using Theorem 3.12 on K − b.
3. Check if N (K, E) > (13e) n using Theorem 3.13. If yes, restart loop. Otherwise, let T denote the returned cover of K by E.
Check if N ((K − b)
* , E * ) > (25e · 97) n using Theorem 3.13. If yes, restart loop. Else, return (E, T ).
Implementation:
Here we give more detail as to the implementation of each of the above steps:
1.
Step 1: Make a direct call to the algorithm of Lemma 3.11 on K.
2.
Step 2: If the algorithm from step 1 returns an estimate b of b(K), we have the guarantee that
Since the guarantees about b in K are polynomial in the input, we can build a weak (0, r 2(n+1) √ n , 2R)-guaranteed membership oracle O K−b for K − b in polynomial time from O K . Now we run the algorithm of Theorem 3.12 on the oracle O K−b and retrieve the tentative M -ellipsoid E(A) of K.
3.
Step 3: Here we make a direct call to the algorithm of Theorem 3.13 on (K, E(A)) where we ask whether N (K, E(A)) > (13e) n .
4.
Step 4: First, we implement a weak (
Since the guarantees around b in K are polynomial in the input, this can be done in polynomial time. Next, we note that E(A) * = E(A −1 ), and hence can be computed in polynomial time. Next, we call the algorithm of Theorem 3.13 on ((K − b) * ,E(A) * ) where we ask whether N (K * , E(A) * ) > (25e · 97) n .
Correctness: We must show that if the algorithm succeeds, returning the ellipsoid E(A), that E(A) indeed satisfies
These guarantees depend only on the correctness of the algorithm of Theorem 3.13. In, step 3, if the test passes, we are guaranteed to get a covering T of K by E where |T | ≤ 4 πe 2 · 13e n . Hence the first requirement is met. In step 4, if the test passes, we are guaranteed that N (K * , E * ) ≤ 4 πe 2 · 25e · 97 n . Now by Theorem 3.5, since 0 ∈ K * and E * is centrally symmetric, for n large enough, we have that
Runtime: We note that of each the steps 1 − 4 already have a running time bounded by the desired runtime. Hence, it suffices to show that the main loop is executed on expectation only O(1) times. To do this, we first condition on the event that in step 1, the returned estimate b satisfies that b − b(K) ∈ 1 n+1 E K . This occurs with probability at least 1 − 1 n . Next, in step 2, given that K − b satisfies the conditions of Theorem 3.12,
n+1 E K , we may condition on the event that the returned ellipsoid E(A) satisfies
Since this event occurs with probability 1 − 3 n , our total success probability is 1 − 4 n . Now in step 3, given that N (K, E(A)) ≤ (13e) n , the test is guaranteed to pass. Since E is centrally symmetric, and b(K − b) ∈ 1 n+1 E K by Theorem 3.5, for n large enough, we have that
Therefore, the test in step 4 is also guaranteed to succeed. Finally, we see that the probability that each execution of the loop terminates successfully is at least 1 − 4 n , therefore the expected number of runs of the loop is O(1) as needed.
Lattice Algorithms
We now use enumeration via the M-ellipsoid covering to solve the Shortest and Closest Vector Problems. To do this we will need the recent algorithm of Micciancio and Voulgaris [MV10] for the Closest Vector Problem under the 2 norm (and hence any ellipsoidal norm), which we call the MV algorithm for short. The following is an immediate extension of their graph-traversal approach [Vou] .
Proposition 4.1 ([MV10], Algorithm Ellipsoid-Enum). Let E(A) for positive definite A ∈ R n×n be an ellipsoid. Given A, any basis B of an n-dimensional lattice L ⊆ R n , and any t ∈ R n , the set L ∩ (E(A) + t) can be computed in deterministic time
Here the idea is that the points inside (E(A) + t) ∩ L form a connected subgraph, where we consider two lattice points adjacent if they differ by a Voronoi-relevant vector of L (see [MV10] for formal definitions). An initial point inside (E(A) + t) ∩ L can be computed (if it exists) in a single call to the MV algorithm, and the rest can be computed by a standard breadth-first search of the graph.
For a convex body K ⊆ R n and a lattice L ⊆ R n define
the maximum number of lattice points in K under any translation. We can now state our enumeration theorem, which formalizes Theorem 1.3 from the introduction.
Theorem 4.2 (Enumeration in convex bodies).
Let K ⊆ R n be a convex body given by a weak (r, R)-guaranteed oracle S K for · K . Given S K , any basis B of an n-dimensional lattice L ⊆ R n , any x ∈ R n , and any ∈ (0, 1), a set S ⊆ L such that
Proof. We claim that Algorithm 4 below establishes the theorem.
Correctness: We first note that
Hence given a covering for K, we have a covering of dK + t. Now on input (dE, L, x + ds) the algorithm Ellipsoid-Enum returns the set
Now we first show that for all y ∈ x + dK ∩ L, y ∈ S. By the covering property, we know that for some s ∈ T , y ∈ x + (s + E) ∩ L. Finally, by the properties of the weak-semi norm oracle since y ∈ dK + x ⇔ y − t K ≤ d, we have that
This covering need only be computed once for repeated calls. 2: Let S ← ∅ 3: for all s ∈ T do 4:
S ← S ∪ {y : y ∈ U S , S K (y − x, /2) ≤ d + /2} 6: return S and hence y is correctly placed in S as needed. Lastly, we must show that if y / ∈ (d + )K + x ⇔ y − t > d + , then y / ∈ S. Again, from the properties of the weak distance oracle we see that
as needed. Lastly, by construction, the set S only contains lattice points, and so by the above arguments U satisfies the required properties.
Runtime: By Theorem 3.14, M-Cover computes an M-ellipsoid in expected time polylog( R /r)C n 1 . Let E denote an M-ellipsoid of K and let T ⊆ R n be as above. From Theorem 3.14, we know that |T | ≤ C n 2 , hence the algorithm makes at most C n 2 calls to Ellipsoid-Enum. Now to bound the complexity of enumerating
by Theorem 3.14. Hence for any s ∈ T , Ellipsoid-Enum takes at most C n 3 poly( B ,
Hence the total running time is bounded by
where C 5 > 0 is an absolute constant.
We remark that the only randomness in the algorithm is to build the M-ellipsoid; once this has been achieved the rest of the algorithm is deterministic. Hence, in the cases where the M-ellipsoid is known explicitly, as it is for the p balls (where an appropriately scaled Euclidean ball suffices), the algorithm can be in fact made completely deterministic. The algorithms for the shortest vector and closest vector problem described in the next sections will only depend on the Lattice-Enum algorithm, and hence they will be deterministic as long as Lattice-Enum is deterministic.
Shortest Vector Problem
Our main goal will be to use the above enumeration algorithm to solve the Shortest Vector Problem. The following lemma is essentially identical to Lemma 5.3 of [BN07] . Here we show that their argument extends to all norms and for all shifts of K without difficulty. Lemma 4.3. Let K ⊆ R n be a centrally symmetric convex body, and let L be an n-dimensional lattice. Then for d > 0 we have that
(4.5)
The proof is straightforward and given in Appendix A for convenience.
We can now state the algorithm and main theorem of this section.
Algorithm 5 Shortest-Vectors(K, L, ) Input: An (r, R)-guaranteed weak oracle S K for · K , a basis B for a lattice L, and 0 < < 1.
Theorem 4.4 (Algorithm Shortest-Vectors). Let K ⊆ R n be a centrally symmetric body with S K a weak (r, R)-guaranteed oracle for · K . Algorithm 5, given S K , any basis B of an n-dimensional lattice L ⊆ R n , and any ∈ (0, 1), outputs a set S ⊆ L satisfying
Proof of Theorem 4.4. We claim that Algorithm 5 establishes the theorem.
Correctness: First note that since S K is (r, R)-guaranteed, we know that y R ≤ y K ≤ y r for all y ∈ R n . Now take z ∈ SVP(K, L) and z ∈ SVP(B n 2 , L). Let ω = z K , and as in the algorithm let t = z R . Now we have that
, we must show that z ∈ S. Let d f denote the final value of d after the while loop terminates. Since U = ∅ and 0 / ∈ U after the while loop terminates, and since the enumeration algorithm guarantees that U ⊆ {y ∈ L :
e. the final setting of the set U . By the properties of Lattice-Enum, we know that {y ∈ L : y − x K ≤ d f + t} ⊆ U f , and hence we have that SVP(K, L) ⊆ U f . From the computation of the number m, during the final stage of the algorithm, we now see that ω − 4 t ≤ m ≤ ω + 4 t. Therefore for z ∈ SVP(K, L), we have that
and hence z will correctly be placed in S as needed. Now assume that z ∈ L \ {0} and z / ∈ SVP(K, L) . We must show that z / ∈ S. Since ω ≥ t from above, we have that z K > (1 + )ω ≥ ω + t. Therefore, we see that
and hence z will never be added to S as needed.
Runtime: First we run MV to compute an element of SVP(B n 2 , L) which takes poly( B , x )2 O(n) time. Next since ω ≥ t (ω, t as above), we have that λ 1 (K, L) ≥ t. Now the enumeration algorithm is seeded with
. From here we see that the moment d is pushed above λ 1 (K, L), the set U returned by Lattice-Enum will be non-empty. Hence during the execution of the while loop, the value of d is never more that 2λ 1 (K, L). Furthermore, the last execution of the enumeration algorithm is run on
Hence every run of the enumeration algorithm happens for distances less than 3λ 1 (K, L). Therefore by Lemma 4.3 and Theorem 1.3, we have that each run of the enumeration algorithm takes at most
, we see that we will execute the enumeration algorithm at most ln 2 R r + 1 times. Remembering that t = z R , we have that all the lattice points of L generated by the algorithm lie inside a ball of radius at most 3 R r z ≤ 3 R r √ n B around x. Hence, these lattices points as well as the number t can be represented using at most poly( B , x , ln( R r )) bits. Therefore, apart from in the enumeration algorithm, we only evaluate the weak norm oracle on inputs of size poly( B , ln( R r ), x , ln 1 ) which is polynomial in the input. Finally, we filter the list U f into S, which requires exactly 2|U f | evaluations of the norm-oracle, where the cardinality of U f is bounded by (4.11). Combining all of the above bounds, yields the desired result.
Closest Vector Problem
Before presenting our CVP algorithm, we again need a simple enumeration bound.
Lemma 4.5. Let K ⊆ R n be a convex body, and let L ⊆ R n denote an n-dimensional lattice. Then for t > 0 we have
Proof of Lemma 4.5. Since G(tK, L) is invariant under shifts of K, we may assume that b(K) = 0. Since .4) ). We remember that N (tK, K ∩ −K) denotes the minimum number of translates of K ∩ −K needed to cover tK. Since K ∩ −K is symmetric, by a standard packing argument we have that
(4.13)
. Now let Λ ⊆ R n denote a set satisfying |Λ| = N (tK, K) and tK ⊆ x∈Λ x + K. Then for c ∈ R n we have that
(4.14)
Input: An (r, R)-guaranteed weak oracle S K for · K , a basis B for a lattice L, an input point x, and 0 < < 1.
return S Theorem 4.6 (Algorithm Closest-Vectors). Let K ⊆ R n be a convex body with S K a weak (r, R)-guaranteed oracle for · K . Algorithm 6, given S K , a basis B of an n-dimensional lattice L ⊆ R n , an x ∈ R n , and
The proof is essentially identical to the one for SVP.
Proof of Theorem 4.6. We claim that Algorithm 6 establishes the theorem.
Correctness: If x ∈ L, clearly there is nothing to do, so assume x / ∈ L. First note that since S K is (r, R) guaranteed, we know that y R ≤ y K ≤ y r for all y ∈ R n . Now take z ∈ CVP(K, L, x) and z ∈ CVP(B n 2 , L, x). Let ω = z − x K , and as in the algorithm let t = z −x R . Now we have that
, we must show that z ∈ S. Let d f denote the final value of d after the while loop terminates. Since U = ∅ after the while loop terminates, and since the enumeration algorithm guarantees that U ⊆ {y ∈ L :
e. the final setting of the set U . By the properties Lattice-Enum, we know that {y ∈ L : y − x K ≤ d f + t} ⊆ U f , and hence we have that CVP(K, L, x) ⊆ U f . From the computation of the number m, during the final stage of the algorithm, we now see that ω − 4 t ≤ m ≤ ω + 4 t. Therefore for z ∈ CVP(K, L, x), we have that
and hence z will correctly be placed in S as needed. Now assume that z ∈ L and z / ∈ CVP(K, L, x) . We must show that z / ∈ S. Since ω ≥ t from above, we have that z − x K > (1 + )ω ≥ ω + t. Therefore, we see that
Runtime: We first check if x ∈ L, this take poly( B , x ) time. Next, we run the MV algorithm to compute an element of CVP(B n 2 , L, x) which takes poly( B , x )2 O(n) time. Next, note that since ω ≥ t (ω, t as above), we have that d K (L, x) ≥ t. Now the enumeration algorithm is seeded with
. Now we note that the moment d is pushed above d K (L, x), the set U returned by the enumeration algorithm will be non-empty. Hence during the execution of the while loop, the value of d is never more that 2d K (L, x). Furthermore, the last execution of the enumeration algorithm is run on d + t ≤ 3d K (L, x). Hence every run of the enumeration algorithm happens for distances less than 3d K (L, x). Therefore by Lemma 4.5 and Theorem 4.2, we have that each run of the enumeration algorithm takes at most
, we see that we will execute the enumeration algorithm at most ln 2 R r + 1 times. Now remembering that t = z −x R , we see that all the lattice points of L generated by the algorithm lie inside a ball of radius at most 3
n B around x. Hence, these lattices points as well as the number t can be represented using at most poly( B , x , ln( R r )) bits. Therefore, apart from in the enumeration algorithm, we only evaluate the weak norm oracle on inputs of size poly( B , ln( R r ), x , ln 1 ) which is polynomial in the input. Finally, we filter the list U f into S, which requires exactly 2|U f | evaluations of the norm-oracle, where the cardinality of U f is bounded by (4.20). Combining all of the above bounds, yields the desired result.
Though the runtime of the Closest-Vectors algorithm cannot be bounded bounded in general due to the G(dK, L) term, there are many interesting special cases where it performs quite well. For example, if K is centrally symmetric, and d K (L, x) ≤ Cλ 1 (K, L), i.e. the target point is relatively close to the lattice, then by Lemma 4.3 the main complexity term of the Closest-Vectors algorithm on K, L, x becomes
which is of order 2 O(n) when C = O(1). With this bound, we recover (up to large C n factors) the running time of the AKS sieve for exact CVP when the target point is close.
Round bodies and smooth lattices
In this section, we present a finer analysis of the worst-case performance of the Closest-Vectors algorithm (i.e., for all x ∈ R n ) for special bodies and lattices. Roughly speaking, we will show that Closest-Vectors performs well when the lattice L is intrinsically 'smooth' and the body K is round. In particular we will show the following:
Theorem 4.7. Let L be an n-dimensional τ -intrinsically smooth lattice with basis B ∈ Q n×n . Then for any x ∈ Q n , CVP(B n p , L, x) can be computed in time
where C > 0 is an absolute constant.
Here we remark that the above algorithm is completely deterministic. This is because for l p balls an M -ellipsoid is explicity known. In particular, an M -ellipsoid for B n p is simply n 1 /2− 1 /p B n 2 , i.e. just a scaling unit ball.
Theorem 4.8. Let P = {x ∈ R n : Ax ≤ b}, A ∈ Q m×n , b ∈ Q m , be a ρ-round m-facet polytope containing the origin. Let L be an n-dimensional τ -intrinsically smooth lattice with basis B ∈ Q n×n . Then for any x ∈ Q n , CVP(P, L, x) can be computed in expected time
To justify the ρ round condition, we note that every convex body K can be made 1-round (in particular isotropic) by applying a suitable linear transformation. In particular, the l p balls, by virtue of symmetry, are all 1-round. The notion of τ -intrinsicate smoothness arises naturally when examining many reasonable distribution of random lattices. We discuss such lattice distributions in Section 5.4.
The proofs of the above theorems are straightforward using the bounds on G(., .).
Proofs of Theorems 4.7 and 4.8. Given the discussion in Section 5.1, to prove a running time bound on the Closest-Vectors algorithm for K, a ρ-round m-facet polytope or l p ball, and L, a τ -intrinsically smooth lattice, it suffices to prove a bound on
The required bounds are proven in Lemmas 5.9 and 5.10, and so we are done.
Bounding the CVP Enumeration Complexity
The purpose of this section will be to establish interesting special cases where the algorithm Closest-Vectors performs well in the worst case, by bounding the enumeration complexity.
A Volume Bound
We will first show that the number of lattices points in K acts like volume once µ(K, L) ≤ 1. This will allow us to gain control over the main complexity term G(K, L) of Closest-Vectors algorithm from the previous section.
Lemma 5.1. Let K ⊆ R n be a convex body and let L be an n-dimensional lattice. Then
Proof. Let F denote any fundamental region of L. Then note that
det(L) as needed. By shifting K, we may assume that 0 ∈ K. Now let ≤ lex denote the standard lexicographic ordering on R n . Define
Then we see that x, y ∈ CVP(−K, L, z), but then x ≤ lex y and y ≤ lex x, a contradiction. Now take z ∈ R n . Let x denote the lex least element of CVP(−K, L, z). Then clearly
Now we note that it suffices to prove the theorem when µ(K, L) ≤ 1, i.e. when V(K, L) ⊆ K. Now take x ∈ R n . We wish to bound |K ∩ L + x|. Since V(K, L) ⊆ K, we note that for y ∈ K ∩ L + x, we have that
, and so
Now we remember that when running the Closest-Vectors algorithm on a body K, lattice L, and target t the main complexity term is
Applying Lemma 5.1 above, we get that on any x ∈ R n , Closest-Vectors(K,L,x) runs time at most
With the above, we reduce the question of bounding the worst case running time of Closest-Vectors to bounding the volume of K once it has been scaled to have covering radius 1 with respect to L. We address quantity in the following sections.
A Simple Transference Theorem
Here we prove a specialization of a transference theorem of Banaszczyk based on gaussian measures. The classic flatness theorem states that for a convex body K, and lattice L the quantity
where f (n) is a function depending only on dimension. The best known bounds for f (n) come from the work of Banaszczyk et al [Ban96, BLPS99] , and are based on estimate
The right hand side is the classical l-l * estimate in the Local Theory of Banach Spaces. For symmetric bodies it can be shown that right hand side is bounded O(n log n) (see [Pis89] ) and for general bodies can be bounded by O(n 4 /3 log c n) (see [Rud00] ). In this section, we give a simple proof of "half" of the above inequality which will allow us to specialize our analysis to the class of τ -intrinsically smooth lattices.
Theorem 5.2. Let K ⊆ R n be a convex body and let L ⊆ R n be an n dimensional lattice. Then for all ∈ (0, 1), we have
Before proving the theorem we need a few definitions and simple facts. For a countable subset A ⊆ R n , we define We define the discrete gaussian distribution
. Let L ⊆ R n be an n-dimensional lattice and take s ≥ η (L). Then for all c ∈ R n , we have that
From Lemma 5.3 we will be able to conclude that the discrete Gaussian looks "almost" like the continuous Gaussian above the smoothing parameter. We make this precise in the following simple lemma, which says that if we convolve a discrete Gaussian with a continuous Gaussian, we get back a distribution very close to a continuous gaussian in density.
Lemma 5.4. Let L ⊆ R n be an n-dimensional lattice and take s ≥ η (L). Let X be distributed as D L,s,c and Y be distributed as N (0, s 2 Id n ). Then for all x ∈ R n , we have that
. Now we have that
, by Lemma 5.3 we have that
Combining the above inequalities with 5.14 yields the result.
We can now prove our transference theorem.
Proof of Theorem 5.2. To bound µ(K, L) we must find t ≥ 0 such that ∀c ∈ R n , c + tK ∩ L = ∅. Since the previous property is invariant under shifts of K, we may pick x ∈ K and work with K − x. Hence we may assume that 0 ∈ K.
, and let Y be distributed N (0, s 2 Id n ). Since 0 ∈ K, the function · K is convex, therefore by Jensen's inequality we get that
, we know that the density function of X + Y is a function g(z) : R n → R + such that
Therefore, we have that
Since the choice of c was arbitrary, we have that µ(K, L) ≤ t. Next, since we have the freedom to re-center K, we can achieve inf x∈K l 1 (K − x). The theorem thus follows.
The above gives us a simple formulation of half of Banaszczyk's transference theorem. To get the other half, what is required is to bound η (L) as a function λ 1 ((K − K) * , L * ). This is explicitly done for different bodies K in each of [Ban93, Ban95, Ban96] , where in full generality it is approached via Talagrand's theorem on majorizing measures. The main difference here is that for us η (L) is in fact a "norm-free" concept depending only on the lattice, whereas in Banaszczyk's work this concept generally appears entangled with a specific norm.
Round Bodies and Smooth Lattices
Here we show how to bound the term in Equation (5.6), i.e., the main complexity term of the Closest-Vectors algorithm. The bounds are completely general, and can be arbitrarily large, but they help establish an interesting class of cases where the bounds are quite reasonable.
Theorem 5.5. Let K ⊆ R n be a ρ-round convex body with b(K) = 0, and let L ⊆ R n be an τ -intrinsically smooth n-dimensional lattice. Then
Proof. First choose x ∈ K, and recenter K around x. Hence as usual, we may assume that 0 ∈ K. Since L is τ -intrinsically smooth, we have that
Now from Theorem 5.2, we have that
Now we note that
(5.23) Since we picked the center x ∈ K arbitrarily, we may achieve inf x∈K l 1 (K − x).
Lemma 5.6. Let f : R → R be a convex function. Let X 1 , X 2 be independent random variables distributed as N (0, s 1 ) and N (0, s 2 ) respectively, where s 1 ≤ s 2 . Then we have that
Proof. Pick s 3 > 0 such that s 2 1 + s 2 3 = s 2 2 , and let X 3 be independent of X 1 , X 2 and distributed as N (0, s 3 ). Then by the properties of the gaussian distribution, we know that
Now by Jensen's inequality, since f is convex, we have that
completing the proof.
Lemma 5.7. Let K ⊆ R n be a convex body with
Hence, the above quantity is maximized when K is in isotropic position.
Proof. Since b(K) = 0, we have that 0 ∈ K and hence · K is a semi-norm. First we note that L K = L T K for any affine transformation T , hence the term in the denominator is constant and therefore immaterial to the maximization. Now for any scaling s > 0, we note that l 1 (sK) = 1 s l 1 (K) (since x sK = 1 s x K ), and λ n (sK) 1 /2 = sλ n (K) 1 /2 . Therefore the quantity we wish to maximize is scale invariant. After an appropriate scaling we may therefore assume that λ n (K) = 1. Next for any orthogonal transformation R : R n → R n , we have that
and λ n (RK) = inf
Therefore both quantities in the maximation are rotationally invariant. Hence after an appropriate rotation, since the matrix cov(K) is positive definite, we may assume that
where we know that
From here, we show that making K isotropic only increases l 1 (K) while keeping λ n (K) the same, and therefore l 1 (K)λ n (K) 1 /2 increases. Now let
To show this, it suffices to prove the inequality for the linear transformation T (x 1 , . . . , x n ) = (ax 1 , x 2 , . . . , x n ) where 0 < a < 1. Once this is shown, the general inequality is obtained by expressing a general T as a composition of single coordinate scaling matrices and appying the inequality recursively. Now we have that
Now by Lemma 5.6, since (·, x 2 , . . . , x n ) K is a convex function of on R and a ≤ 1, we see that
Plugging this back into (5.31), we have that
as needed. Now by construction, the matrix C satisfies the conditions of the above claim, and hence l 1 (CK) ≥ l 1 (K). Therefore l 1 (K)λ n (K) 1 /2 ≤ l 1 (CK)λ n (CK) 1 /2 as needed. Now we have shown that from any starting position, the quantity l 1 (K)λ n (K) 1 /2 only increases when we put K in isotropic position. Given that the isotropic position K is uniquely determined up to rotation, this proves the theorem.
We will need the following fact about Gaussian random variable. For a reference, see [Pis89, Lemma 4.14].
Lemma 5.8. Let X 1 , . . . , X m denote a sequence of mean zero real valued gaussian random variables on a probability space (Ω, P ).
where c > 0 is an absolute constant.
We are now able to prove the two main technical lemmas required to prove Theorem 4.7 and 4.8.
Lemma 5.9. Let P be a ρ-round m-facet polytope and let L ⊆ R n be an τ -intrinsically smooth n dimensional lattice. Then
Proof. Given Theorem 5.5 and Lemma 5.7, it suffices to prove that
when P is in isotropic position, i.e. when cov(P ) = Id n and b(P ) = 0. Since P is isotropic we have that λ n (P ) = 1. We now bound l 1 (K). Since 0 ∈ P and P has m facets, P can be represented as
where A is an m × n matrix. Let a i denote the i th row of A. It is a simple calculation to verify that for x ∈ R n , x P = max 1≤i≤m a i , x . By Theorem 2.2, since P is isotropic, we know that
. . , m}. Let X be distributed as N (0, Id n ). Then we see that
For each i, we see that a i , X = n j=1 a ij X j is distributed as N (0, a i 2 ). Therefore, from Lemma 5.8 we have that
Now we need a lower bound on L K . Among all convex bodies, the unit ball has the smallest isotropic constant (see [Bal88] or [Bou86] ). A direct computation yields then that L K ≥ (2πe) − 1 /2 (1 + o(1)). Combining the above bounds, we get that
Lemma 5.10. Take p ≥ 1, and let L ⊆ R n be an τ -intrinsically smooth n-dimensional lattice. Then
Proof. As in the previous corollary, it suffices to show that
for a universal constant c > 0. A standard computation gives λ n (B n p ) = λ 1 (B n p ) ≈ n − 1 /p up to universal constants. For 1 ≤ p ≤ 2, we note that
As in the previous corollary, it suffices to use the bound L B n p ≥ (2πe) − 1 /2 (1 + o(1)). Combining the above inequalities yields the desired result for 1 ≤ p ≤ 2.
For p ≥ 2, we use a result of Schechtman and Zinn [SZ90] , where Lemma 2 Part 4 gives that
where the approximation is up to universal constants. This yields the result.
Distributions over Lattices
We begin with a simple lower bound on τ -intrinsic smoothness.
Lemma 5.11. Let L ⊆ R n be an n-dimensional τ -intrinsically smooth lattice. Then τ
. Let s = τ det(L) For natural distributions, a 'random' lattice is O(1)-intrinsically smooth with very high probability. By the Gaussian heuristic, a random n-dimensional lattice L having determinant 1 has dual minimum distance (in the 2 norm) Ω( √ n), which implies that its smoothing parameter η (L) = O(1) for = 2 −n , by [MR04, Lemma 3.2]. The Gaussian heuristic can be made rigorous for natural distributions, such as the Goldstein-Mayer distribution [GM03] and the Haar measure over the group of lattices of determinant 1. We defer the details to the full version.
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A Known proofs
Proof of Lemma 2.5. Since the covering estimate is shift invariant, we shall assume that K and T have been shifted such that vol(K ∩T ) is maximized, and that the centroid of K ∩T is at 0. Let S = (K ∩T )∩−(K ∩T ). By Theorem 2.4 we have that vol(S) ≥ 2 n vol(K ∩ T ). Note that S is a centrally symmetric convex body. Let Λ ⊆ K be a maximal subset of K such that for x 1 , x 2 ∈ Λ, x 1 = x 2 , x 1 + S/2 ∩ x 2 + S/2 = ∅.
Claim 1: K ⊆ ∪ x∈Λ x + S .
Take y ∈ K. By maximality of Λ, there exists x ∈ Λ such that y + S/2 ∩ x + S/2 = ∅ ⇒ y ∈ x + S/2 − S/2 ⇒ y ∈ x + S where the last equality follows since S is centrally symmetric. The claim thus follows.
Claim 2: |Λ| ≤ 6 n vol(K) vol(K ∩ T ) .
For x ∈ Λ, note that since x ∈ K, we have that x + S/2 ⊆ K + S/2 ⊆ K + K/2 = 3/2K. Therefore ∪ x∈Λ x + S/2 ⊆ 3/2K. Since the sets x + S/2, x ∈ Λ, are disjoint, we have that (3/2) n vol(K) = vol(3/2K) ≥ vol(∪ x∈Λ x + S/2) (A.1) = |Λ| vol(S/2) = (1/2) n |Λ| vol(S) (A.2) Hence Λ ≤ 3 n vol(K)/ vol(S) ≤ 6 n vol(K)/ vol(K ∩ T ). Combining Claim 1 and 2 gives the theorem.
Proof of Lemma 4.3. Let s = 1 /2λ 1 (K, L). For x ∈ L, we examine x+int(sK) = {z ∈ R n : z − x K < s}. Now for x, y ∈ L, x = y, we claim that x + int(sK) ∩ y + int(sK) = ∅ (A.3)
Assume not, then ∃ z ∈ R n such that z − x K , z − y K < s. Since K is symmetric, we note that y − z K = z − y K < s. But now we see that
a clear contradiction since y − x = 0.
Take c ∈ R n . To bound G(dK, L) we must bound |c + dK ∩ L|. For x ∈ c + dK, we note that x + sK ⊆ c + (d + s)K. Therefore, The above quantity is exactly E[L f X ] since X is uniform over nL * . The statement thus follows.
Proof of Corollary 3.10. Using Theorem 3.9, we can compute a matrix B ⊆ Q n×n satisfying |x t (B − cov(f s ))x| ≤ 1 n x t cov(f s )x ∀ x ∈ R n , (A.15)
with probabiliy 1 − δ in time poly(n) polylog(n, R /r, 1 /δ). We now condition on the event (A.15). Remembering that x t Bx = x 2 B and x t cov(f s )x = x 2 cov(fs) , we may rewrite (A.15) as n − 1 n x cov(fs) ≤ x B ≤ n + 1 n x cov(fs) (A.16)
From the above, we see that the ellipsoid E(cov(f s )) = {x : x cov(fs) ≤ 1} and E(B) = {x : x B ≤ 1} satisfy n n + 1 E(cov(f s )) ⊆ E(B) ⊆ n n − 1 E(cov(f s )) (A.17)
Remembering that the polar ellipsoids satisfy E(B) * = E(B −1 ) and E(cov(f s )) −1 = E(cov(f s ) −1 ) = E fs . (A.18) where the last equality follows by the definition of E fs . Taking the polars of the above ellipsoids, the containment relationships in (A.17) flip, and we get n − 1 n E fs ⊆ E(B −1 ) ⊆ n + 1 n E fs (A.19) Now using the inequalities 1 − 1 n ≥ e − 2 /n for n ≥ 3 and 1 + 1 n ≤ e 2 /n , we see that (A.19) implies e − 1 /n E fs ⊆ E(B −1 ) ⊆ e 1 /n E fs (A.20)
as needed. Letting A = B −1 , the ellipsoid E(A) satisfies the desired requirements.
Proof of Corollary 3.11. Using Theorem 3.9, we compute a center b ∈ K satisfying | x, b − b(K) | ≤ 1 (n + 1) 2 x t cov(K)x ∀ x ∈ R n , (A.21) with probability 1 − δ in time poly(n) polylog(n, R /r, 1 /δ). as needed. We now show that if the event (A.21) holds, then the above test will pass and condition (b) will also be satisfied. Since this event holds with probability 1 − δ, this will suffice to prove the statement.
For the center b, we note that for all x ∈ (n + 1)E(cov(f s )), by equation (A.21) we have that | b − b(K), x | ≤ 1 (n + 1) 2 x t cov(K)x ≤ 1 (n + 1) 2 (n + 1) 2 = 1 (A.25) Therefore, we have that b − b(K) ∈ ((n + 1)E(cov(K))) * = 1 n+1 E K as needed. We now show that the tests must all pass. From Theorem 2.2, we know that
By the guarantee on O K , we know that rB n 2 ⊆ b(K) + n(n + 2)E K . But we have that rB n 2 − b(K) ⊆ n(n + 2)E K ⇒ rB n 2 + b(K) ⊆ n(n + 2)E K ⇒ 1 /2(rB n 2 − b(K)) + 1 /2(rB n 2 + b(K)) ⊆ n(n + 2)E K ⇒ rB n 2 ⊆ n(n + 2)E K (A.27) since both E K and B n 2 are symmetric. From the inequality n + 1 ≥ n(n + 2), we have that r n + 1 B n 2 ⊆ n(n + 2) n + 1
n+1 E K by assumption, and Therefore by the properties of O K , the tests in A.22 must all pass. The claim thus holds.
