This paper is devoted to the discreteness of the transmission eigenvalue problems. It is known that this problem is not self-adjoint and a priori estimates are non-standard and do not hold in general. Two approaches are used. The first one is based on the multiplier technique and the second one is based on the Fourier analysis. The key point of the analysis is to establish the compactness and the uniqueness for Cauchy problems under various conditions. Using these approaches, we are able to rediscover quite a few known discreteness results in the literature and obtain various new results for which only the information near the boundary are required and there might be no contrast of the coefficients on the boundary.
Introduction
Let d ≥ 2 and Ω be a smooth bounded simply connected open subset of R d and denote Γ = ∂Ω. Let A 1 , A 2 be two real symmetric matrix-valued functions and Σ 1 , Σ 2 be two bounded positive functions all defined in Ω such that A 1 and A 2 are uniformly elliptic and Σ 1 , Σ 2 are bounded below by a positive constant in Ω, i.e., for some constant Λ ≥ 1, and for j = 1, 2,
for all ξ ∈ R d , for a.e. x ∈ Ω, (1.1) and Λ −1 ≤ Σ j (x) ≤ Λ for a.e. x ∈ Ω.
(1.2)
Here and in what follows ·, · denotes the Euclidean scalar product. A complex number λ is called an eigenvalue of the interior transmission eigenvalue (ITE) problem associated with the pairs (A 1 , Σ 1 ) and (A 2 , Σ 2 ) in Ω if there is a non-zero pair of functions (u 1 , u 2 ) ∈ [H 1 (Ω)] 2 satisfying the system div(A 1 ∇u 1 ) − λΣ 1 u 1 = 0 in Ω, div(A 2 ∇u 2 ) − λΣ 2 u 2 = 0 in Ω, (1.3) and the boundary conditions 4) where ν denotes the outward normal unit vector on Γ. Such a pair (u 1 , u 2 ) is called an eigenfunction pair of (1.3) and (1.4).
The ITE problem was introduced in the middle of eighties by Kirsch in [18] and Colton and Monk in [10] . One of its interests comes from the connection between the density of the range of the far field operator with the injectivity of ITE problem. The ITE problem is known to be not self-adjoint. More severely, a priori estimates are non-standard and do not hold in general. These create many difficulties for the investigation and a source of interesting problems. Some important directions in the study of the ITE problems are the discreteness of the spectrum [6, 11, 13, 15, 18, 20, 21, 22, 34, 35] , the completeness of the generalized eigenfunctions [3, 22] , and the Weyl-laws for the spectrum [15, 17, 21, 22] . The reader can find a review on the ITE problem in [9] . This paper is devoted to the discreteness of the eigenvalues for the ITE problem. The discreteness of the spectrum of (1.3)-(1.4) was established by Rynne and Sleeman in [34] and Colton, Kirsch, Paivarinta in [11] in the case A 1 = A 2 = I, the identity matrix, Σ 1 − Σ 2 = Σ 1 − 1 ≥ c > 0 in Ω for some constant c. Using the fact that Σ 1 − Σ 2 > c > 0, they can transform (1.3)-(1.4) into an elliptic equation of fourth order and then derive the discreteness of the spectrum of the ITE problem from the new one. The discreteness of the spectrum of the ITE problem involving only the information near the boundary was established quite recently. Using the T-coercivity method, which is related to the (Banach-Necas-Babuska) inf-sup condition, Bonnet-BenDhia, Chesnel, and Haddar in [4] obtained the discreteness of the spectrum of the ITE problem under the two assumptions i) (A 1 , Σ 1 ) = (I, 1) or (A 2 , Σ 2 ) = (I, 1) and ii) A 1 −A 2 ≥ cI and Σ 1 − Σ 2 ≥ c in a neighborhood of Γ for some positive constant c. In [35] , Sylvester showed that the discreteness takes place if A 1 = A 2 = I in Ω and Σ 1 − Σ 2 = Σ 1 − 1 ≥ c > 0 in a neighbourhood of Γ for some constant c using the theory of upper triangular compact operators and an apriori estimate for the ITE problem. His method also works in the case A 1 = A 2 smooth in Ω. In [20] , Lakshtanov and Vainberg obtained the discreteness of ITE problem under the assumption that (A 1 , Σ 1 ) = (I, 1), (A 1 , A 2 , Σ 1 , Σ 2 ) is smooth in Ω and satisfies the so-called parameter-elliptic conditions. In a related direction, Lakshtanov and Vainberg in [21] obtained the discreteness of the ITE problem for the case (A 1 , A 2 , Σ 1 , Σ 2 ) = (I, I, 1, Σ 2 ) in Ω, Σ 2 is smooth inΩ, and Σ 2 = 1 and ∂ ν Σ 2 = 0 on Γ.
In this paper, we follow the standard strategy used in the context of Laplace operator to investigate the discreteness of the eigenvalues for the ITE problem. To this end, we first establish the well-posedness of the following system, for some γ 0 ∈ C,
in Ω, 5) where (g 1 , g 2 ) is a given pair of functions in an appropriate space. We then define the operator T (f 1 , f 2 ) = (u 1 , u 2 ) where (u 1 , u 2 ) is the unique solution of (1.5) with (g 1 , g 2 ) = (Σ 1 f 1 , Σ 2 f 2 ).
(1.6) The discreteness of the eigenvalues for the ITE problem can be now derived from the discreteness of the spectrum of T . In this paper, the well-posedness and the compactness of the operator T , for some appropriate choice λ 0 ∈ C are obtained via the multiplier technique and the Fourier analysis. The first approach has roots from the work of H-M. Nguyen in [29] where he studies the well-posedness of the Helmholtz equations with sign changing coefficients. Various ideas in this paper were introduced there. The Fourier analysis is quite natural in this setting and the idea is to compute solutions of Cauchy problems in half space and derive the information from this. and for two matrices M 1 , M 2 , we denote M 1 ≥ M 2 if M 1 − M 2 is a nonnegative matrix.
Our first result of the discreteness of the eigenvalues for the ITE problem is Theorem 1. Assume that for some 0 ≤ α < 2 and for some positive constant c, The spectrum of (1.3)-(1.4) is discrete.
No regularity assumption on (A 1 , A 2 , Σ 1 , Σ 2 ) is imposed in Theorem 1. The conditions in (1.8) are only required near Γ and neither upper bound of A 1 − A 2 nor the one of Σ 1 − Σ 2 is required. The proof of Theorem 1 is based on the multiplier technique and given in Section 2. To our knowledge, Theorem 1 is new even in the case α = 0. Applying Theorem 1 for α = 0, one recovers and extends the discreteness results obtained by Bonnet-BenDhia, Chesnel, and Haddar in [4] mentioned.
When the second inequality in (1.8) is reversed and Σ 2 is large enough, the discreteness also holds. More precisely, we have For every 0 < Λ 2 < 1 there exists K(Λ 2 ) > 0 depending only on Λ 1 , Λ 2 , c, α, and the neighborhood of Γ in (1.9) such that if
, then the spectrum of (1.3)-(1.4) is discrete.
As far as we know, Theorem 2 is new even in the case α = 0. The proof of Theorem 2 is based on the multiplier technique and presented in Section 3. Another related result of Theorem 2 assuming only a mild condition on (Σ 1 , Σ 2 ) is given in Proposition 8; however, one requires that
Γ I in the whole domain Ω. We next deal with the case A 1 = A 2 in a neighborhood of Γ.
Theorem 3. Assume that for some 0 ≤ β < 2 and for some positive constants c,
(1.12)
The spectrum of (1.3)-(1.4) is discrete.
Applying Theorem 3 for the case A 1 = A 2 smooth in Ω, and β = 0, one recovers and extends the results mentioned of Sylvester's in [35] and Lakshtanov and Vainberg's in [21] . In comparison with their results, the novelty of Theorem 3 relies on the two facts: i) only the information near the boundary on (A 1 , A 2 , Σ 1 , Σ 2 ) is assumed and ii) no regularity on the coefficients is required.
In the case (A 1 , A 2 , Σ 1 , Σ 2 ) is continuous in a neighborhood of Γ, we prove the following result which involves the complementing condition due to Agmon, Douglas, and Nirenberg in [1] : Theorem 4. Assume that A 1 , A 2 , Σ 1 , Σ 2 are continuous in a neighbourhood of Γ and the following two conditions hold: i) For all x ∈ Γ, A 1 (x), A 2 (x) satisfy the complementing boundary condition with respect to
The complementing condition corresponding to the ITE problem has the following explicit characterization given in [29, Proposition 1] (see e.g. [29, Definition 2] for the definition of the complementing condition for the ITE problem). Proposition 1. Let e be a unit vector in R d and let A 1 and A 2 be two constant positive symmetric matrices. Then A 1 and A 2 satisfy the complementing boundary condition with respect to e if and only if A 2 e, e A 2 ξ, ξ − A 2 e, ξ 2 = A 1 e, e A 1 ξ, ξ − A 1 e, ξ 2 ∀ ξ ∈ P \ {0}, (1.13)
We next give some comments on the conditions i) and ii) of Theorem 4:
• It is shown in [29, Proposition 1] that if A 1 > A 2 then A 1 and A 2 satisfy the complementing boundary condition for all unit vector e.
• It is clear from (1.13) that if d = 2 then (1.13) is equivalent to the condition det A 1 = det A 2 .
• Assume that A 1 and A 2 are isotropic on Γ, i.e., A 1 = a 1 I and A 2 = a 2 I for some (positive) functions a 1 , a 2 on Γ. Then i) and ii) are equivalent to the conditions a 1 = a 2 and
The proof of Theorem 4 is via Fourier analysis and given in Section 5. Applying Theorem 4 and Proposition 1, one recovers and extends the result of Lakshtanov and Vainberg's in [20] .
The discreteness of the eigenvalues of a general elliptic system equipped complementing boundary condition was investigated by Faierman [15] and references therein. The conditions given in [15] are not explicit and require that the coefficients are of class C 1 (Ω). The proof in [15] involved the work of Agmon, Douglis, and Nirenberg in [1] .
It is worth noting that ITE problem is invariant after a change of variables. In fact, let F be a diffeomorphism from Ω into itself 1 such that F (x) = x on Γ. Set U 1 = u 1 • F −1 in Ω. By the rule of a change of variables (see e.g. [24, Lemma 2]), u 1 ∈ H 1 (Ω) is a solution to the equation
where
Moreover,
(1.15)
1 In this paper, this means that F is bijective and F, F −1 ∈ C 1 (Ω).
It follows that (u
(1.16)
Moreover, (u 1 , u 2 ) = 0 if and only if (U 1 , U 2 ) = 0. Using this observation, we can extend the previous results in which the conditions on (A 1 , Σ 1 ) and (A 2 , Σ 2 ) are involved to the case where the same conditions hold for (F * A 1 , F * Σ 1 ) and (A 2 , Σ 2 ) for some diffeomorphism F verifying the condition F (x) = x on Γ 2 . We state here two results following from Theorems 1 and 3 in this direction as an illustration. A variant of Theorem 2 is left to the reader. Theorem 4 is already invariant under a change of variables.
Proposition 2. Assume that for some diffeomorphisms F from Ω into itself such that F (x) = x on Γ, and for 0 ≤ α < 2 and for some positive constant c,
The spectrum of (1.3)-(1.4) is discrete. 18) for some 0 ≤ β < 2 and for some positive constants c. The spectrum of (1.3)-(1.4) is discrete.
Applying Propositions 2 and 3, one is able to obtain the discreteness of the spectrum of the ITE problem even in the case A 1 − A 2 changes the sign in a neighborhood of Γ.
We now describe briefly the ideas of the proof of Theorems 1, 2, 3, and 4. The proof of Theorems 1, 2, and 3 are based on the multiplier technique while the proof of Theorem 4 is based on the Fourier analysis. The key point is to establish the well-posedness and the compactness of T given by (1.6) for some γ 0 ∈ C. Concerning Theorem 1, the well-posedness of and the compactness of T take place for γ 0 = λ 0 for some large positive λ 0 . The existence of a solution of the system (1.5) is based on a priori estimates (Lemma 1) for a Cauchy problem with its roots from [29] and via the limiting absorption process (Lemma 7). To require the information only near the boundary Γ, λ 0 is chosen to be large and a standard exponential decay estimate for elliptic equations is involved (Lemma 2). Since the exponent α might be positive, some weighted spaces are involved and the solutions are not in [H 1 (Ω)] 2 as usual. The proof of the uniqueness of (1.5) faces some issues due to the lack of the regularity of the solutions. To overcome this, we introduce the concept of viscosity solution (Definition 2), the terminology is inspired by from the one of systems of conservation laws. The compactness of T follows from the condition 0 ≤ α < 2 in (1.8). Concerning Theorem 2, the well-posedness of and the compactness of T 2 One can use two diffeomorphisms F1, F2 and require the corresponding conditions on (F1 * A1, F1 * Σ1) and (F2 * A2, F2 * Σ2) to obtain the discreteness of the ITE problem. However, the same conditions hold by using the diffeomorphisms
take place for γ 0 = iλ 0 for some small positive λ 0 . This modification is necessary for the proof of the uniqueness. As in the proof of Theorem 1, a priori estimates hold for (3.1) (Lemma 8). Nevertheless, the uniqueness of (3.1) even for smooth solutions does not follow directly from the a priori estimates as in the proof of Theorem 1. Additional arguments are required in this case (Lemma 10). Beside these points, the proof of Theorem 2 follows similarly as the one of Theorem 1. The proof of Theorem 3 is somehow in the spirit of the one of Theorem 1 but with the following key difference. While the same arguments as used in the proof of Theorem 1 imply the uniqueness of T with γ 0 = λ 0 for large λ 0 , they do not imply the compactness of T since the first condition in (1.8) does not hold. To be able to deal with the situation in which A 1 = A 2 in a neighborhood of Γ, we make some modifications on T . The idea is to take into account the fact from the a priori estimates u 1 − u 2 is more regular than u 1 and u 2 . After the modification of T , the proof of Theorem 3 is in the spirit of the one of Theorem 1 but the functional spaces used in this case is different and somehow more involved and the theory of compact analytic operator is used. The proof of Theorem 4 is via the Fourier analysis. The approach is based on the computation of solutions of the Cauchy problems in half space via Fourier analysis. We then use local charts and the exponential decays of the solutions to deal with the general case. The analysis is also in the spirit of the work Agmon, Douglis, and Nirenberg [1] .
The analysis in this paper is devoted to the study of the Cauchy problem (1.3) and (1.4). There is a connection between the study of the Cauchy problem and the Helmholtz equations with sign changing coefficients modelling negative index materials. This connection was pointed out by H-M. Nguyen in [29] . Various ideas in this paper were introduced there. It is worth noting that resonance might appear in various interesting potential applications of negative index materials such as superlensing using complementary media [25] , cloaking using complementary media [28, 32] , cloaking a source via anomalous localized resonance, see e.g. [26, 27, 30] , and cloaking an object via anomalous localized resonance in [31] .
The paper is organized as follows. The proof of Theorems 1, 2, 3, and 4 are given in Sections 2, 3, 4, and 5 respectively.
On the case
The section is devoted to the proof of Theorem 1. To this end, as mentioned in the introduction, we first establish the well-posedness of the following system, for some
for a given pair (g 1 , g 2 ) in an appropriate space. We then define the operator
is the unique solution of (2.1) with (
2) and prove the compactness for it.
The proof of the well-posedness of (2.1) is as follows. The existence of a solution of (2.1) is based on a priori estimates (Lemma 1) for a Cauchy problem with roots from [29] and via a limiting absorption process (Lemma 7). To require only the information near the boundary, λ 0 is chosen to be large and a standard exponential decay estimate for elliptic equations is involved (Lemma 2). The solutions are not in [H 1 (Ω)] 2 as usual and hence it is not clear whether the a priori estimates hold for the difference of two solutions. To overcome this issue, we introduce the concept of viscosity solutions (Definition 2). We now present the details of the proof. We start with the following result (Lemma 1) which plays an important role in the proof of Theorem 1. Lemma 1 is a more detailed version of [29, Lemma 9] and its proof follows closely from there.
We have, with
and
As a consequence of (2.4) and (2.5), we obtain
Here and in what follows in this paper, for a complex number z,z denotes its conjugate.
Proof. We derive from the definition of w that w = 0 on Γ and
Multiplying this equation byw and integrating on Ω, we havê
which is (2.4). Multiplying the equation of v 2 byw and integrating on Ω, we obtain
It is clear that 11) and, by (2.9),
it follows from (2.10), (2.11), and (2.12) that
which is (2.5).
Assertion (2.6) and (2.7) are direct consequences of (2.4) and (2.5). The proof is complete.
In what follows, we denote, for s > 0,
The following exponential decay property for elliptic equations is useful for our analysis.
, A be a matrix-valued function, and Σ be real function defined in Ω such that, for some Λ > 1,
For all s > 0, there exist two positive constants c 1 and c 2 , depending only on Λ, s, and Ω, such that
Proof. Lemma 2 is quite standard and its proof presented here is in the spirit of the one of [16,
Here and in what follows in this proof C denotes a positive constant depending only on Λ, s, and Ω. By considering u − U , without loss of generality, one might assume that f = 0 in Ω; this is assumed from now. Fix ϕ ∈ C 2 (Ω) such that ϕ = cs in Ω \ Ω s and ϕ = 0 in Ω s/2 , and |∇ϕ| ≤ c in Ω where c is a small positive constant defined later (the smallness of c depends only on Λ and Ω, it is independent of s). Set φ(x) = e √ λϕ(x) and
Note that, by Cacciopoli's inequality,
Hence there exists τ ∈ (s/4, s/2) such that
byv, integrating by parts in Ω \ Ω τ , and using (2.13) and the fact that ϕ = 0 in Ω s/2 , we havê
By taking c small enough, one can absorb the first term in the RHS of (2.16) by the LHS, and the conclusion follows.
We next recall the following compactness result from [29, Lemma 7] 3 .
Using Lemma 3, we can prove Lemma 4. Let σ be a bounded real function defined in Ω such that´Ω σ = 0. There exists a positive constant C such that
Proof. Lemma 4 can be derived from Lemma 3 by a contradiction argument as follows. Assume that (2.18) does not hold. There exists a sequence (
By Lemma 3, one may assume that u n → u strongly in L 2 (Ω) and almost everywhere in Ω, and
The first identity implies that u = 0 in Ω since Ω is connected; this contradicts the second identity. Hence (2.18) holds.
Using Lemma 2, we obtain Lemma 5. Let 0 ≤ α < 2 and assume that, for some τ > 0 and c > 0,
There exists
and (2.6) and (2.7) hold for some g = (
for some positive constant C independent of v, g, and h where
and γˆΩ
Taking γ > 1 and close to 1, and adding (2.6) and (2.7), we derive that
Here and in what follows in this proof, C denotes a positive constant independent of v, g, h and λ 0 .
On the other hand, applying Lemma 6 below, we havê
This implies, by applying Lemma 4 with
The conclusion now follows from (2.25) and (2.26) by applying Lemma 2 to v 2 and taking Λ 0 large enough. In the proof of Lemma 5, we used the following result.
, A be a matrix-valued function, and Σ be real function defined in Ω such that
for some positive constant C independent of λ, f , and u.
Proof. We only prove (2.27); the proof of (2.28) follows similarly. Set Γ s = ∂(Ω \ Ω s ) and 
Letting s → 0, applying the Fatou lemma to the LHS and the dominated convergence theorem to the RHS, one obtains (2.26).
Remark 2. The same conclusion of Lemma 6 holds if instead of imposing that div(A∇u)
The next basic result involving the limiting absorption process is
There exists a unique solution
30)
for some positive constant C independent of g and δ. Consequently,
Then X is a Hilbert space equipped the scalar product:
Let a be the bilinear form on X × X defined as follows, for ϕ = (
and let b be the linear form on X given by
It is easy to check that a is a continuous on X × X and b is continuous on X; moreover,
On the other hand, by considering the imaginary part of a, we have
which implies the coercivity of a. By Lax-Milgram's theorem, there exists a unique ϕ ∈ X such that
is a solution of (2.36). The proof is complete.
Let τ > 0 be such that (1.8) holds in Ω τ . Define
where, for u = (u 1 , u 2 ) and
One can check that H(Ω) equipped the scalar product in (2.38) is a Hilbert space.
We have
The last identity on Γ in (2.39) makes sense.
Using Lemmas 1, 5, and 7 one can construct a weak solution (v 1 , v 2 ) ∈ H(Ω) of (2.1). More precisely, we have 
40)
for some positive constant C independent of δ and g. As a consequence, there exists a weak
Proof. Applying Lemma 7, we have
Here and in what follows in the proof, C denotes a positive constant independent of δ and g. Rewriting the system of v δ , we get
Denote g δ = (g 1,δ , g 2,δ ). For λ 0 ≥ Λ 0 and for large Λ 0 , we have, by Lemmas 1 and 5 and (2.42),
Here we used the fact that, by (2.42),
and in addition by the trace theory and (2.30),
We derive from (2.45) that
which is (2.40). Assertion (2.41) follows from (2.40) by a standard compactness argument. The details are left to the reader.
We next discuss the uniqueness of the weak solutions. To obtain the uniqueness, one needs to show that (v 1 , v 2 ) = (0, 0) if (v 1 , v 2 ) is a weak solution of (2.39) with g 1 = g 2 = 0. A natural way for this is to obtain (2.6) and (2.7) with g 1 = g 2 = 0 and h = 0 for (v 1 , v 2 ) and then to apply Lemma 5. Note that estimate (2.6) follows from (2.4) and estimate (2.7) follows from (2.5). It is not clear that (2.4) and (2.5) hold for (v 1 , v 2 ) ∈ H(Ω) which satisfies (2.39). One way to remedy the situation is to consider only solutions of (2.39) which come from the limiting absorption principle process given in Lemma 7. Even making this restriction, the proof of the uniqueness is still not straightforward since (2.4) and (2.5) are non-linear with respect to (v 1 , v 2 ). To overcome this difficulty, we use an kind of relaxation argument which we now introduce.
Multiplying this equation byw and integrating in Ω, we obtain (2.48). On the other hand, multiplying the equation of v 2 byw and integrating in Ω, we derive that
and, as in (2.12),
Since
it follows from (2.50) that
which is (2.49).
We are ready to introduce the notion of viscosity solutions of (2.1). 
satisfying (2.47).
We are now in the position to state and prove the crucial result of this section. 
51)
for some positive constant C independent of g.
be the unique solution of (2.29) and set w δ = v 1,δ − v 2,δ . By Proposition 4, we have, for large Λ 0 ,
Let v be the weak limit of (v δn ) in H(Ω) for some sequence (δ n ) → 0 such that w δn ⇀ w = v 1 −v 2 weakly in H 1 (Ω). Then v is a weak solution of (2.1). We prove that v is a viscosity solution. Define g 1,δ , g 2,δ via (2.44). Then, by (2.48) and (2.49),
By (2.52), it follows from (2.30) of Lemma 7 that
By letting δ → 0 in (2.53) and (2.54), and using (2.55), one obtains (2.48) and (2.49) for v. Hence v is a viscosity solution. The uniqueness of v follows from the definition of viscosity solutions as follows. Assume that (v 1 , v 2 ) and ( v 1 , v 2 ) are two viscosity solutions. Set 
where (u 1 , u 2 ) ∈ H(Ω) is the unique viscosity solution of (2.1) with (g 1 , g 2 ) = (Σ 1 f 1 , Σ 2 f 2 ). Using (2.51) and applying Lemma 3, we derive that T 1 is compact.
We are ready to give the Proof of Theorem 1. By the theory of compact operator see, e.g., [5] , the spectrum of T 1 is discrete. It is clear that if (u 1 , u 2 ) is an eigenfunction pair of the ITE problem corresponding to the eigenvalue λ then (u 1 , u 2 ) is eigenfunction pair of T 1 corresponding to the eigenvalue
Hence, the spectrum of the ITE problem is discrete.
Remark 4. The condition 0 ≤ α < 2 is necessary to guarantee the compactness of T 1 .
Remark
This section contains two sections. In the first one, we deal with the case A 1 ≥ A 2 and Σ 1 ≤ Σ 2 in a neighborhood of Γ and give the proof of Theorem 2. In the second one, we deal with the case A 1 ≥ A 2 globally in Ω. The main result in this section is Proposition 8.
On the case
The section is devoted to the proof of Theorem 2. As mentioned in the introduction, we first establish the well-posedness of the following system, for some λ 0 > 0 (small),
is the unique solution of (3.1) with (g 1 , g 2 ) = (Σ 1 f 1 , Σ 2 f 2 ) (3.2) and prove the compactness for T 2 . System (3.1) is slightly different from the one (2.1) where the constant i appears in front of λ 0 . This modification is necessary for the proof of the uniqueness. As in the proof of Theorem 1, similar a priori estimates hold for (3.1) (Lemma 8). Nevertheless, the uniqueness of (3.1) even for smooth solutions does not follow directly from the a priori estimates as in the proof of Theorem 1. Additional arguments are required and the condition on the largeness of Σ 2 is involved (Lemma 10). Beside this point, the proof of Theorem 2 is in the spirit of the one of Theorem 1.
We now process the proof of Theorem 2. We first establish a variant of Lemma 1.
As a consequence of (3.4) and (3.5), we obtain
where M(v, g, h) is defined in (2.8).
Proof. The proof is in the spirit of the one of Lemma 1; nevertheless, different coefficients appear in the conclusion due to the effect of the constant i in the front of λ 0 . For the convenient of the reader, we present the proof. From the definition of w, we derive that w = 0 on Γ and
(3.9) which is (3.4). Multiplying the equation of v 2 byw and integrating on Ω, we obtain
It is clear that
and, by (3.8),
it follows from (3.10), (3.11), and (3.12) that
which is (3.5).
Subtracting (3.4) from (3.13) and considering the imaginary part yields
which is (3.6). Adding (3.4) and (3.13) and considering the real part implieŝ
which is (3.7). The proof is complete.
Here is a variant of Lemma 2.
Proof. The proof of Lemma 9 is similar to the one of Lemma 2. The details are omitted.
The following result is a variant of Lemma 5 and plays an important role in the proof of the uniqueness in Theorem 2.
Lemma 10. Assume that for some c, τ > 0 and for some 0 ≤ α < 2,
Let Λ 1 ≥ 1 be such that,
For every 0 < Λ 2 < 1 there exists K 1 > 1 depending only on Λ 1 , Λ 2 , c, α, and τ such that if 19) and (3.6) and (3.7), we have
20)
Proof. Fix 0 < ε < 1 a small constant which is defined later and set λ 0 = εK −1/2 . Note that λ 0 K = εK 1/2 is large if K is large; this fact is assumed from now. We derive from (3.6) and Lemma 9 that, for large K,
Here and in what follows in the proof, C denotes a positive constant depending only on Λ 1 , Λ 2 , Ω, and τ ; it is independent of K and ε. This implies, for large K,
Using the fact, for γ > 0,
and taking γ > 1 and close to 1, we derive from (3.7) that
it follows from (3.21) and (3.22) that
Choosing ε small enough, one can absorb the first term in the RHS of (3.23) by the first term of the LHS of (3.23) (recall that λ 0 K 1/2 = ε) and obtainŝ
Similar to (2.26), we haveˆΩ The following result is a variant of Lemma 7 and its proof uses essentially Lemma 10.
Lemma 11. Assume that for some c, τ > 0 and for some 0 ≤ α < 2,
For every 0 < Λ 2 < 1 there exists K 1 > 1 depending only on Λ 1 , Λ 2 , c, α, and τ such that if
28)
for some K > K 1 , then there exists λ 0 > 0, depending on K, such that for δ ∈ (0, 1),
30)
Proof. Applying Lemma 10 with A 1 = (1 + δ)A 1 and A 2 = A 2 , there exists K 1 > 1 depending only on Λ 1 , Λ 2 , c, α, and τ such that if
for some K > K 1 , there exists λ 0 > 0, depending on K, such that if
(Ω) , (3.32) for some positive constant C independent of g, v δ , and δ. This implies the uniqueness of v δ and estimate (3.30). The existence of v δ follows from Fredholm's theory and can be proceeded as follows. Define
is the unique solution of (2.1) where (A 1 , A 2 ) and (Σ 1 , Σ 2 ) are replaced by (1 + δ)A 1 , A 2 and (2ε −1 , ε −1 ) for small ε. T 1,ε is well-defined since T 1 given in (2.56) is welldefined (α = 0 in this case). The existence of v δ follows from the uniqueness of v δ by applying the Fredholm theory for the operator
Clearly B is invertible if ε is small enough. Note that I − T 1,ε • B is injective by the uniqueness of (3.29) . By the Fredholm theory it is bijective.
In other words, v is a solution of (3.29). The proof is complete.
We are now in the position to give the definition of a weak solution of (2.1). Let τ > 0 be such that (1.9) holds in Ω τ . Define H(Ω) as in (2.37) with the scalar product given in (2.38). The notion of weak solution is similar to the one in Definition 1 and is given in
Using Lemmas 10 and 11, one can construct a weak solution (v 1 , v 2 ) ∈ H(Ω) of (3.1). More precisely, we have
be the unique solution of (3.29). Assume (3.26), (3.27) , and (3.28). Let K > K 1 > 1 and λ 0 > 0 be as in Lemma 11. We have 35) for some positive constant C independent of δ and (g 1 , g 2 ). As a consequence, there exists a
Proof. The proof is similar to the one of Proposition 4. However, instead of using Lemmas 1, 5, and 7, one applies Lemmas 8, 10, and 11. The details are left to the reader.
As in the proof of Theorem 1 in Section 2, we introduce the concept of viscosity solutions using a relaxation argument. Let (v 1 ,v 2 ) ∈ H(Ω) and (
(3.37)
Involving the same arguments used to derive (2.48) and (2.49), we havê
(3.38) and
We are ready now to define the notion of viscosity solution of (3.1). .1) is called a viscosity solution if (3.38) and (3.39) hold for any (v 1 ,v 2 ) ∈ H(Ω) and (ĝ 1 ,ĝ 2 ) ∈ [L 2 (Ω)] 2 which satisfy (3.37).
Applying Lemma 8 and using Lemma 11, we can prove Proposition 7. Assume (3.26), (3.27) , and (3.28). Let K 1 > 1 and λ 0 > 1 be as in Lemma 11.
40)
for some positive constant C independent of (g 1 , g 2 ).
Proof. The proof of Proposition 7 is similar to the one of Proposition 5. The details are left to the reader.
Fix λ 0 in Proposition 7. Define
where (u 1 , u 2 ) ∈ H(Ω) is the unique viscosity solution of (3.1). The compactness of T 2 is a consequence of Lemma 3.
We are ready to give the Proof of Theorem 2. By the theory of compact operator, the spectrum of T 2 is discrete. It is clear that if (u 1 , u 2 ) is an eigenfunction pair of the ITE problem corresponding to λ then (u 1 , u 2 ) is eigenfunction pair of T corresponding to the eigenvalue
. Hence, the spectrum of the ITE problem is discrete.
Remark 6. As in the proof of Theorem 1, the condition 0 ≤ α < 2 in Theorem 2 is necessary to guarantee the compactness of T 2 .
On the case
The main result of this section is Proposition 8. Assume that The proof of Proposition 8 is based on the following lemma Lemma 12. Assume that for some c > 0 and for some 0 ≤ α < 2,
There exists Λ 0 > 0 such that if 0 < λ 0 < Λ 0 , and
and (3.6) and (3.7) for some g = (
, for some positive constant C independent of v, g, and h where M(v, g, h) is defined in (2.8).
Proof. The proof is in the spirit of the one of Lemma 11. From (3.6), we have, for all 0 < γ < 1,
Here and in what follows in the proof, C denotes a positive constant depending only on Λ 1 , Λ 2 , Ω; it is independent of λ 0 and γ. As in (3.23), we deduce from (3.7) that
Note that´Ω |w| 2 ≤ C´Ω |∇w| 2 by Poincaré's inequality, and
by Lemma 4. Fixing γ small enough in (3.45) and (3.46), adding (3.45) and (3.46), and using (3.47), we derive that if λ 0 is small enough,
The conclusion now follows from (3.48) by noting that
We are ready to present
Proof of Proposition 8. The proof follows as in the one of Theorem 2 by considering the transformation
where (u 1 , u 2 ) ∈ H(Ω) is the unique viscosity solution of (3.1). The details are left to the reader.
4 On the case A 1 = A 2 in a neighborhood of Γ -Proof of Theorem 3
The condition A 1 − A 2 ≥ cd α Γ I in a neighborhood of Γ with 0 ≤ α < 2 plays a crucial role in establishing the compactness of T , more precisely T 1 and T 2 (see Remarks 4 and 6). To be able to deal with case A 1 = A 2 in a neighborhood of Γ, we make some modifications on T . The idea is to take into account the fact that u 1 − u 2 ∈ H 1 0 (Ω) which is more regular u 1 and u 2 which are in general not in H 1 (Ω). A modification on T was also used in the work of Sylvester's [35] . Nevertheless, the modification in [35] requires the condition A 1 = A 2 globally in Ω and does not fit for our situation.
The motivation for reformulating the problem is as follows. Let λ ∈ C be an eigenvalue of the ITE problem and let (u 1 , u 2 ) ∈ [H 1 (Ω)] 2 be a corresponding pair of eigenfunctions. Then
(4.1)
Fix λ 0 = 0 and set w = u 1 − u 2 in Ω. From (4.1), we have
It follows from (4.2) and (4.3) that, in Ω,
Since A 1 = A 2 near Γ, we also have
One can rewrite (4.4), (4.5), and (4.6) under the form
Here
The discreteness of T can now be derived from the discreteness of T 3,λ . To this end, we first establish the well-posedness of the system
for appropriate functions g 1 , g 2 and vector field G 1 . We follows the strategy used in the proof of Theorem 1. We first introduce some notations. Given s ∈ R, we denote
We also define, for a given 0 ≤ β 1 < 2,
Here is a variant of Lemma 1.
As a consequence of (4.10) and (4.11), we obtain
Proof. The proof of Lemma 13 follows closely to the one of Lemma 1 by noting that one still has (2.4) and (2.5) in which g 1 is replaced by g 1 + div(G 1 ) and h = 0, i.e, (4.10) and (4.11) holds. The details are left to the reader.
We next establish a variant of Lemma 5.
Lemma 14. Let 0 ≤ β < β 1 < 2 and assume that, for some c, τ > 0, 16) and (4.12) and (4.13) for some g = (g 1 , g 2 ) ∈ H 0 (Ω), and
for some positive constant C independent of v, g, and G 1 where N (v, g, G 1 ) is defined by (4.14).
In particular, if v ∈ [H 1 (Ω)] 2 is a solution of (4.9) then (4.17) holds.
Proof. The proof is in the spirit of the one of Lemma 5 and even simpler. Adding (4.12) and (4.13), using the fact, for γ > 0,
and taking γ > 1 and close to 1 in the previous two inequalities, we obtain
for some positive constant C independent of v, g, G 1 , and λ 0 . Since, for γ > 0, 19) by applying Lemma 2 to v 2 in Ω \ Ω τ /2 after fixing γ > 1 large enough in (4.19), we have, for large λ 0 ,
for some positive constant C independent of v, g, and G 1 ; which is the conclusion.
We now introduce functional spaces. In what follows in this section, we assume that (1.12) holds in Ω τ for some τ > 0 and set β 1 = (2 + β)/2. Definê 20) where the norm is generated from the following scalar product, with u = (u 1 , u 2 ) and v = (v 1 , v 2 ),
One can verify thatĤ 1 (Ω) is a Hilbert space.
We are ready to give the (4.21) . The last identity on Γ in (4.22) makes sense.
Applying Lemma 14, we can prove
(4.23) 24) for some positive constant C independent of δ, g, and G 1 . As a consequence, there exists a weak
Noting that w δ ∈ H 1 0 (Ω) and hence, by the Hardy inequality, we obtain
Since 0 ≤ β < β 1 < 2, it follows from the definition of N that
By Lemma 6, we haveˆΩ
Since β 1 > β, we derive from (4.28) that
Combining ( As in the proof of Theorem 1 in Section 2, we introduce the concept of viscosity solutions.
(4.30)
we have, with
We are now in a position to state and prove the key result of this section.
Proposition 9.
There exists Λ 0 > 1 such that for λ 0 > Λ 0 and for g = (g 1 , g 2 ) ∈ H 0 (Ω) and 33) for some positive constant C independent of g and G 1 .
Proof. We first prove that viscosity solutions exist. By Lemma 15, there exists a unique solution 34) for some positive constant C independent of δ, g, and G 1 . Set w δ = v 1,δ − v 2,δ . Let v be the weak limit of (v δn ) inĤ 1 (Ω) for some sequence (δ n ) → 0 such that w δn ⇀ w := v 1 − v 2 weakly in H 1 0 (Ω). Then v is a weak solution of (4.8). We prove that v is a viscosity solution. Multiplying the equation of w δ ,
byw and integrating in Ω, we obtain
Similar to (2.49), we havê
There is no term (1 + δ) in front of A 1 and Σ 1 in (4.36) since we only use the equation of v 2 and the system ofv here. Choosing δ = δ n , letting n → +∞ in (4.35) and (4.36) and using (4.34), we obtain (4.31) and (4.32) . Therefore, v is a viscosity solution.
The uniqueness of viscosity solutions is now standard from its definition as in the proof of Proposition 5.
Fix λ 0 > Λ 0 where Λ 0 is the constant in Proposition 9. Define
where (u 1 , u 2 ) ∈Ĥ 1 (Ω) is the unique viscosity solution of (4.8) with
Proof. Let (f 1,n , f 2,n ) be an arbitrary bounded sequence inĤ 0 (Ω) and set
Denote g 1,n , g 2,n , G 1,n as in (4.40) where (f 1 , f 2 ) is replaced by (f 1,n , f 2,n ). It follows from (4.33) that (u 1,n , u 2,n ) is bounded sequence inĤ 1 (Ω). Using the equations of u 1,n and u 2,n , we derive
(4.41) By Hardy's inequality, we have, with w n = u 1,n − u 2,n ,
Since the embedding H 1 ⊂ L 2 is compact, applying Lemma 17 below to ψ n = w n , s = −2, and t = −β 1 , one might assume in addition that
Since the embedding H 1 ⊂ L 2 is compact, applying Lemma 17 below to ψ n = u n , s = β, and t = β 1 > β, one might assume in addition that
Using (4.41) and applying Lemma 17 to ψ n = ∇u 2,n , s = β + 2, and t = β 1 + 2, one can assume in addition that
The convergence of (u n ) inĤ 0 (Ω) now follows from (4.41), (4.42), (4.43), and (4.44).
Remark 8. The embeddingĤ 1 (Ω) intoĤ 0 (Ω) is not compact. Nevertheless, T 3,λ is compact as shown in Lemma 16.
In the proof of Lemma 16, we used the following compactness result.
Proof. The proof is almost in the spirit of the one [29, Lemma 7] . For the sake of completeness, we present the proof. Set
A combination of (4.46) and (4.47) yields
. We are ready to give Proof of Theorem 3. By the spectral theory of a family of compact analytic operators, the spectrum of T 3,λ is discrete (see, e.g., [33, Theorem 8.92] ). The conclusion follows by the definition of T 3,λ .
5 On the case A 1 and A 2 satisfying the complementary condition on Γ -Proof of Theorem 4
This section is devoted to the proof of Theorem 4. We first establish the well-posedness in [H 1 (Ω)] 2 of the following system (Proposition 10), for λ 0 > 0 (large),
for a given pair (g 1 , g 2 ) ∈ [L 2 (Ω)] 2 under the following three assumptions, which are the assumptions of Theorem 4:
C2) For all x ∈ Γ, A 1 (x) and A 2 (x) satisfy the following condition, with e = ν(x),
for all ξ ∈ P(x) \ {0}, where
, and Σ 2 (x) verify
We then define the operator
is the unique solution of (5.1) with (
3) The basic ingredient in the proof of Proposition 10 is the following lemma: Lemma 18. Let λ ≥ 1, A 1 , A 2 be two constant positive symmetric matrices and let Σ 1 , Σ 2 be two positive constants. Assume that
for all ξ ∈ P \ {0}, where
where C is a positive constant depending only on d, A 1 , A 2 , Σ 1 , and Σ 2 .
Here and in what follows in this section,
Proof. Let u j ∈ H 1 (R d + ) (j = 1, 2) be the unique solution of the system div(A j ∇u j ) − iλΣ j u j = g j + div(G j ) in R 
which implies
Since, for j = 1, 2,ˆR
it follows that, for j = 1, 2,
A combination of (5.8) and (5.9) yields, for j = 1, 2,
By considering the system of (v 1 −u 1 , v 2 −u 2 ), one might assume that g 1 = g 2 = 0, G 1 = G 2 = 0, and φ = 0. In what follows, we make this assumption.
Letv j (ξ ′ , t) for j = 1, 2 andφ(ξ ′ , t) be the Fourier transform of v j and ϕ with respect to x ′ ∈ R d−1 , i.e., for (ξ ′ , t) ∈ R d−1 × (0, +∞), Sincev j (ξ ′ , t) ∈ L 2 (R d + ), we derive from (5.11) that, for j = 1, 2, Since, by (5.14), A j ξ, e d − A j e d , e d b j /a j = 0 for j = 1, 2, the last identity of (5.16) implies
Combining this identity and the first one of (5.16) yields and |∆ j | ≤ C(|ξ| 2 + λ). 
This implies
we deduce from (5.19) that
. which yields the corresponding estimate for v 1 L 2 (R d + ) . The estimates follows similarly. The details are left to the reader. 21) for some positive constant C independent of g and λ.
Proof. We first assume the existence of v ∈ [H 1 (Ω)] 2 and derive the estimate for v. Assume that (A 1 , A 2 , Σ 1 , Σ 2 ) ∈ C(Ω τ 0 ) for some τ 0 > 0. Using local charts, applying Lemma 18 with ϕ = 0 and φ = 0, and involving the standard freezing coefficient technique, we have 24) where (u 1 , u 2 ) ∈ [H 1 (Ω)] 2 is the unique solution of (5.1) with (g 1 , g 2 ) = (Σ 1 f 1 , Σ 2 f 2 ). Since H 1 (Ω) ⊂ L 2 (Ω) is compact, so T 4 is compact. The conclusion of Theorem 4 follows.
