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Abstract
We consider the minimum number of cliques needed to partition the edge set of D(G), the distance multigraph of a simple graph
G. Equivalently, we seek to minimize the number of elements needed to label the vertices of a simple graph G by sets so that the
distance between two vertices equals the cardinality of the intersection of their labels. We use a fractional analogue of this parameter
to ﬁnd lower bounds for the distance multigraphs of various classes of graphs. Some of the bounds are shown to be exact.
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1. Introduction
To every family of sets S1, S2, . . . , Sn we may associate a multigraph H having n vertices v1, v2, . . . , vn such that,
for i = j , |Si ∩Sj | is the number of edges joining vi and vj in H. Szpilrajn–Marczewski (see for example [10]) proved
the converse statement:
Theorem 1.1. For any multigraph H with vertices v1, v2, . . . , vn there exists a set S and a family of subsets, {S1, S2,
. . . , Sn}, of S such that, for i = j , |Si ∩ Sj | is the number of edges joining vi and vj in H.
Focusing on simple graphs, Erdo˝s et al. [7] introduced the problem of ﬁnding the minimum cardinality of a set S in
Theorem 1.1:
Question 1.1. Given a simple graph G of order n, what is the minimum cardinality of a set S such that there is a family
of subsets S1, S2, . . . , Sn, of S where, for i = j , |Si ∩ Sj | = 1 or 0 according to whether vertex vi is adjacent to, or not
adjacent to, vertex vj in G?
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Fig. 1. A set representation of a graph and its associated vertex-clique incidence matrix.
It is well known that this problem can be posed in terms of clique partitions. A clique in a graph or multigraph
G is a simple complete subgraph of G. A clique partition of G is a partition of the edge set of G into cliques. Thus,
each edge of G is in precisely one clique of a clique partition. Suppose G is a simple graph with n vertices and
S = {x1, x2, . . . , xr}, with prescribed subsets S1, S2, . . . , Sn, is a set representation of G as described in Question 1.1
above. The characteristic vector of a subset Sk of S is the {0, 1} r-tuple with a 1 in position i if and only if xi ∈ Sk . Let
N be the n× r {0, 1}-matrix whose rows are the characteristic vectors of the set representation. Then N can be viewed
as a vertex-clique incidence matrix of a clique partition of G into r cliques, where the positions of the 1’s in column m
indicate the vertices that are in clique m.
Example 1.2. Let S ={1, 2, 3} and G be the graph in Fig. 1 having vertices labelled with subsets S1 ={1}, S2 ={1, 2},
S3 = {2, 3} and S4 = {1, 3} as shown. The corresponding vertex-clique incidence matrix is given in Fig. 1. The edge
set of G is partitioned into a K3 and two K2’s.
Therefore, ﬁnding the minimum cardinality of the set representation in Question 1.1 is equivalent to ﬁnding the
minimum number of cliques in a clique partition of G. We denote this number by cp(G). The problem of ﬁnding cp(G)
for arbitrary graphs G has been observed to be NP-hard [9]. A detailed survey of clique partitions has been completed
by Monson et al. [10]. Rephrasing Question 1.1 for multigraphs we get:
Question 1.2. Given a multigraph graph G of order n, what is the minimum cardinality of a set S such that there is a
family of subsets S1, S2, . . . , Sn, of S where, for i = j , |Si ∩ Sj | is the number of edges joining vertex vi and vertex vj
in G?
Erdo˝s et al. [7] determined that the edge set of every simple graph G of order n can be partitioned by n2/4 or fewer
edges and triangles and that the complete bipartite graph G=Kn/2,n/2	 gives equality. Thus cp(G)n2/4 for each
simple graph G of order n. Chung [3] noted that equality is attained if and only if G=Kn/2,n/2	. If G is a multigraph
with maximum edge multiplicity , then by partitioning G into  simple graphs, it follows that cp(G)n2/4 with
equality if and only if G=Kn/2,n/2	. In [2], de Caen and Gregory showed that cp(G)n for multigraphs G of order
n satisfying modest constraints, including the complete multigraph Kn and certain combinatorial designs. Also for
multigraphs, Palisse [11] examined clique partitions with the additional property that no two vertices are in precisely
the same cliques. In this paper, we focus our attention on clique partitions of a particular type of multigraph: the distance
multigraph of a simple graph.
The distance, d(vi, vj ), between distinct vertices vi and vj of a simple graph G is the number of edges on a shortest
path connecting them. If i = j, then d(vi, vj ) = 0. The distance multigraph, D(G), of a graph G is the multigraph
having the same vertex set as G with d(vi, vj ) edges between vertex vi and vj . By looking at the situation when the
multigraph H (in Theorem 1.1) is the distance multigraph of a simple graph G, we are equivalently focusing on set
representations of a simple graph G which contain more information than what is described in Question 1.1, namely
the cardinality of the intersection of the two subsets associated with two distinct vertices indicates the distance between
those two vertices:
Question 1.3. Given a simple graph G of order n, what is the minimum cardinality of a set S such that there is a family
of subsets S1, S2, . . . , Sn, of S where |Si ∩ Sj | = d(vi, vj ) for each i = j?
The answer to Question 1.3 is the minimum number of cliques in a partition of D(G). In this paper, we determine
bounds on cp(D(G)) for various graphs G including paths, cycles, and complete multipartite graphs.
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Fig. 2. A set representation of the Petersen graph capturing the distance between vertices.
Example 1.3. Let G be the Petersen graph. In Fig. 2, we use the 3-subsets of S = {1, 2, 3, 4, 5} to represent the
vertices of G, with two vertices adjacent if and only if their corresponding 3-subsets intersect in one element and
two vertices are nonadjacent (at distance 2) if and only if their corresponding 3-subsets intersect in two elements.
The corresponding vertex-clique incidence matrix describes a partition of the edge set of D(G) into ﬁve K6’s.
Therefore cp(D(G))5.
In [8], Graham and Pollak address vertices of a simple graph by rows of a matrix with entries 0, 1, d so that the
distance between vertices is the number of positions in which one address has a 1 and the other has a 0 (for terminology
and more details see [15,5]). They aimed to minimize the length of the addresses, the number of columns in the matrix
of addresses. Taking the 0’s and 1’s of a column of an addressing matrix to indicate the vertex partition of a biclique (the
d’s indicating vertices not in the biclique), it follows that the minimum address length for G is equal to the minimum
number of complete bipartite graphs (bicliques) which partition the edge set of D(G). Here, the addressing matrix is
being regarded as a (0, 1, d)-vertex-biclique incidence matrix of the distance multigraph D(G). Similarly, one could
think of a (0, 1)-vertex-clique incidence matrix of the distance multigraph as being a list of addresses, for which the
distance between the vertices is the number of positions in which both addresses have a 1. In [5], it was shown that
any biclique addressing of the Petersen graph has length at least 6, but Example 1.3 provides a clique addressing of
the Petersen graph of length 5. The complete graph of order n is a dramatic example; Graham and Pollak have shown
that its minimum biclique addressing length is n − 1, but it has a clique addressing of length 1. Unfortunately, such
improvements are possible only for graphs of diameter at most O(n1/3); Winkler [16] proved that every simple graph
on n vertices has a biclique addressing of length at most n − 1, but Corollary 3.9 below implies that the length of a
clique addressing is at least cubic in the diameter of the graph.
To obtain some of our bounds, we introduce linear programming techniques by employing the notion of fractional
clique partitions. The idea was inspired in part by work of Rees [12, Theorem 3.1] which essentially uses a similar
technique. We demonstrate that a result of Erdo˝s, Faudree, and Ordman is also essentially a fractional clique partition
result. In [13], Watts examined fractional biclique partitions and covers.
2. Distance multigraphs of cycles and paths
We assume throughout the paper that the vertices of a graph G of order n (and of its associated distance multigraph,
D(G)) are indexed by the integers [n] = {1, 2, . . . , n}. In this section we examine the distance multigraphs of cycles,
Cn, and of paths, Pn. Of course, adjacency in Cn and Pn respects the order in [n].
For the purposes of clique partitions of the edge set of D(G), it is sufﬁcient to specify a clique (ambiguously)
by the indices of its vertex set in D(G). Then, a collection of subsets of [n] will correspond to a clique parti-
tion of the edge set of D(G) if and only if for each pair of distinct vertices vi, vj , both of i, j appear in pre-
cisely d(vi, vj ) of the subsets in the collection. Here d(vi, vj ), the distance between vi and vj in G, is the
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number of edges between vi and vj in D(G), or, to use slightly different terms, the multiplicity of the edge vivj
in D(G).
Example 2.1. The eight cliques {14, 25, 36, 135, 246, 1245, 2356, 3461} partition the edge set of D(C6). Here, each
edge of D(C6) with multiplicity 3 is covered once by a K2 and twice by a K4, each edge with multiplicity 1 is covered
once by a K4, and each edge with multiplicity 2 is covered once by a K4 and once by a K3. This partition is captured
in the next theorem.
Theorem 2.2. For k2,
cp(D(C2k))k +
(
k
2
)
+ 2
(
k
3
)
and cp(D(C2k−1))
(2k − 1)k(k − 1)
3(2)
.
Proof. We claim that the edge set of D(C2k) can be partitioned by a set of cliques C containing a subset W of k K2’s,
a subset T of 2
(
k
3
)
K3’s and a subset Q of
(
k
2
)
K4’s. Consider a drawing of the graph D(C2k) with its vertices equally
spaced around a circle. Let W consist of k distinct diameter edges. Let T consist of the 2
(
k
3
)
acute triangles formed
from these vertices. For every set of four vertices around the circle which form a rectangle, let Q contain a K4 induced
by the vertices of the rectangle. Then Q contains
(
k
2
)
K4’s. We claim C = W ∪ T ∪ Q is a partition of the edge set
of D(C2k): each edge with multiplicity m, 1mk − 1 appears in m − 1 triangles and one K4 and each edge with
multiplicity k appears in (k − 1) K4’s and in one K2.
Similarly, if the vertices of D(C2k−1) are equally spaced about a circle, its edge set can be partitioned by the
(2k − 1)k(k − 1)/3(2) acute triangles. 
Example 2.3. Clearly, cp(D(P2)) = 1 and cp(D(P3)) = 2. The following upper bounds on cp(D(Pn)) for 4n10
are realized by the clique partitions shown:
1. cp(D(P4))5 from {1234, 13, 24, 14, 14}.
2. cp(D(P5))9 from {12345, 135, 24, 25, 25, 14, 14, 15, 15}.
3. cp(D(P6))16 from {1246, 1356, 2345, 146, 136} and the 11 remaining K2’s.
4. cp(D(P7))24 from {13467, 1357, 1257, 2356, 245, 246, 147, 147} and 16 K2’s.
5. cp(D(P8))36 from {256, 347, 257, 148, 1257, 2467, 1358, 1358, 1458, 2368, 2468, 1478} and 24 K2’s.
6. cp(D(P9))50 from {2367, 1368, 1368, 3478, 1269, 1469, 1469, 2479, 2479, 1489, 256, 257, 257, 358, 358, 458,
159, 159, 159, 159} and 30 K2’s.
7. Using X to represent the tenth vertex, the edges of D(P10) can be partitioned into the ten K3’s {157, 368, 368,
259, 259, 259, 269, 269, 35X, 16X}, the 15 K4’s {2367, 3578, 1469, 2479, 2479, 3489, 126X, 146X, 156X, 137X,
137X, 147X, 158X, 158X, 459X} and the remaining 45 K2’s. Thus cp(D(P10))70.
By Theorems 3.7 and 3.8 in the next section, we will see that the partitions in Example 2.3 are minimum partitions.
Note that by induction, one can see that
|E(D(Pn))| =
(
n + 1
3
)
.
The number of edges in D(G) is called the Wiener index, W(G), of the graph G. As noted in [14], the Wiener index
for graphs on n vertices is maximized by the path (and minimized by the complete graph). Since a clique partition of
the edge set of a graph can consist entirely of K2’s,
cp(D(G))W(G)
(
n + 1
3
)
. (1)
The lower bounds on the path given in the next section determine that cp(D(Pn)) is of order n3. Consequently, the
maximum value of cp(D(G)) over all graphs G on n vertices is of order n3. We expect that cp(D(G)) is maximized
by the path (and minimized by the complete graph).
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Conjecture 2.4. Let G be a simple graph on n vertices. Then cp(D(G))cp(D(Pn)).
We end this section with an upper bound for cp(D(Pn)) which, while not sharp, is an improvement on (1) when
G = Pn.
Theorem 2.5. For k1,
cp(D(P2k))
4k3 − 3k2 + 5k
6
and cp(D(P2k+1))
2k3 + 3k2 + k
3
.
Proof. Observe that D(Cn) is a subgraph of D(Pn). Thus one can partition the edge set of D(P2k) with the k+
(
k
2
)
+
2
(
k
3
)
cliques described in the proof of Theorem 2.2, and the remaining
(
2k+1
3
)
− 6
(
k
2
)
− 6
(
k
3
)
− k edges. Similarly,
the edge set of D(P2k+1) can be partitioned into (2k + 1)(k + 1)k/6 K3’s and
(
2k+2
3
)
− (2k + 1)
(
k+1
2
)
K2’s. 
3. Fractional clique partitions
If the underlying graph of a multigraph G has exactly r different cliques, let M be ap×r edge-clique incidence matrix
of G, with multiple edges represented by a single row. Let m be the vector of length p with mi being the multiplicity
of edge i in G. Let the italic numbers 0 and 1 denote the all-zeros and all-ones column vectors, respectively. Then the
clique partition number of G is the solution to an integer linear programming problem:
cp(G) = min{1Tx : Mx = m, x0, x ∈ Nr}. (2)
Thus the fractional clique partition number,
cp∗(G) = min{1Tx : Mx = m, x0}, (3)
will be a lower bound on cp(G). In particular, cp∗(G) can be found by optimally assigning a nonnegative weight xj
to each clique j of G such that for each edge e, the sum of the weights of the cliques using that edge is equal to the
multiplicity of the edge in G (that is, if x(e) =∑e∈Cj xj then x(e) = mj ). The dual linear programming problem (see
for example [4, p. 141]) is often easier to compute:
cp∗(G) = max{mTw : Mtw1}. (4)
In particular, cp∗(G) can be found by optimally assigning a weight wi (possibly negative) to each edge i in such a way
that for each clique C, the sum of the weights on the edges of C is at most 1 (that is, w(C) =∑i∈C wi1).
It is helpful to note that when searching for an optimal weight assignment w of the edges (resp. assignment x of the
cliques in the dual case) one can assume that w(e) =we (resp. x(C) = xC) for every automorphism  of G and every
edge e (resp. clique C) in G.
Example 3.1. Consider D(C5). Assign weight −1 to each edge of C5 and weight 1 to the remaining edges of
D(C5). Then w(C)1 for any clique C ∈ D(C5). Thus cp∗(D(C5))5, and hence by Theorem 2.2, cp∗(D(C5)) =
cp(D(C5)) = 5.
Example 3.2. Consider D(P6). Assign weight −2 to each edge in {12, 56}, weight −1 to each edge in {13, 23, 45, 46},
weight 0 to the edge {34} and weight 1 to the remaining edges. Then one can check that w(C)1 for any clique C ∈
D(P6). Summing the weights, we have cp∗(D(P6))16, and hence by Example 2.3(3), cp∗(D(P6))= cp(D(P6))=6.
We say that H is an induced subgraph of a multigraph G if V (H) ⊆ V (G) and each pair of vertices of H has the
same edge multiplicity as in G. If H is an induced subgraph of a multigraph G, then restricting those cliques in a
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decomposition of E(G) that contain edges of H yields a clique decomposition of E(H). Thus
cp(H)cp(G). (5)
Also, in deﬁnition (3), deleting the rows of M and m corresponding to edges not in H and taking the same vector x
shows that
cp∗(H)cp∗(G) (6)
when H is an induced subgraph of G.
Example 3.3. Let G be the Petersen graph. Since D(C5) is an induced subgraph of D(G), by (6), cp∗(D(G))
cp∗(D(C5)). With Example 3.1 and the clique partition of Fig. 1, we have cp∗(D(G)) = cp(D(G)) = 5.
In the proof of the following lemma, we use the notation G ∨ H to refer to the join of the two graphs G and
H (see for example [14]), with V (G ∨ H) = V (G) ∪ V (H) and E(G ∨ H) = E(G) ∪ E(H) ∪ {xy|x ∈ V (G)
and y ∈ V (H)}.
Lemma 3.4. Suppose a1, b1 and a + b= 3. Suppose G=Kn is a weighted graph having vertex partition A∪B,
with weight −a on all edges with both endpoints in A, with weight −b on all edges with both endpoints in B and weight
1 on each of the remaining edges. Then w(C)1 for every clique C in G.
Proof. Suppose C is a clique in G and suppose C has m vertices in A and s vertices in B. Without loss of generality,
assume m= s + r , r0. Then C =F ∨Ds , where F is a Kr and Ds is also a clique with s vertices in each of A and B.
Thus the sum of the weights of the edges of C is w(Ds)+sr−asr+w(F). Now w(F)=−a
(
r
2
)
. Thus w(C)w(Ds).
But
w(Ds) = −a
( s
2
)
− b
( s
2
)
+ s2 = −3(s
2 − s) + 2s2
2
= s(3 − s)
2
.
Thus w(Ds)1 for all integers s0, and hence w(C)1 for each clique C. 
The following lower bound on cp∗(G) was ﬁrst proved for cp(G) by Erdös et al. [6].
Theorem 3.5. Suppose V (G) = A ∪ B with A ∩ B = ∅. Suppose E(G) contains eA edges with both endpoints in A
and eB edges with both endpoints in B. Then
cp(G)cp∗(G) |E(G)| − 2eA − 2eB − min{eA, eB}.
Proof. Using the weighting in Lemma 3.4 with a1, b1 and a + b = 3, we obtain
cp∗(G) |E(G)| − (a + 1)eA − (b + 1)eB .
We may assume that min{eA, eB} = eB . Then since a + b = 3, we obtain the largest lower bound on cp∗(G) by taking
b as large as possible. Therefore b = 2, a = 1 and cp∗(G) |E(G)| − 2eA − 3eB as claimed. 
Theorem 3.6. For k3,
cp∗(D(C2k))
k3 + 5k
6
and cp∗(D(C2k+1))
(
k + 2
3
)
.
Proof. By considering vertex degrees, we observe that
|E(D(C2k))| = 2k
(
k
2
)
+ k2 = k3 and |E(D(C2k+1))| = (2k + 1)
(
k + 1
2
)
.
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We will partition the vertices of the distance multigraph of C2k into two sets A={v1, . . . , vk} and B ={vk+1, . . . , v2k}.
Then it follows that
eA = eB =
(
k + 1
3
)
. (7)
Similarly, we partition the vertices of D(C2k+1) with the sets A = {v1, . . . , vk+1} and B = {vk+2, . . . , v2k+1}. The
bounds follow by Theorem 3.5. 
Although the bounds in Theorem 3.6 are not tight, together with Theorem 2.2 we have shown that both cp∗(D(Cn))
and cp(D(Cn)) are of order n3. Our computer runs indicate that cp∗(D(Cn)) = cp(D(Cn)) for 3n16. Thus we
wonder whether or not cp(D(Cn)) = cp∗(D(Cn)) for all n3.
Theorem 3.7. For k1,
cp∗(D(P2k))
k3 + k
2
and cp∗(D(P2k+1))
k3 + 2k2 + k
2
.
Proof. The bound for D(P2k) follows from Theorem 3.5 using the same partition as in (7).
Partition the edge set of D(P2k+1) into A∪{vk+1}∪B where A={v1, v2, . . . , vk} and B={vk+2, . . . , v2k+1}. Assign
each edge with both endpoints in A or both in B a weight of − 32 , assign each edge having vk+1 as an endpoint a weight
of zero and assign the remaining edges a weight of 1. Since w(C) = w(C\{vk+1}) for any clique C in the weighted
graph D(P2k+1), it follows from Lemma 3.4 that w(C)1 for every clique C. Further, the sum of the assigned weights
on all the edges of D(P2k+1) is the lower bound indicated. 
Using Example 3.2, and Theorem 3.7 with Example 2.3, we have shown that cp∗(D(Pn)) = cp(D(Pn)) for n =
4, 5, 6, 7, and 9. When n=2k and k > 3, or n=2k+1 and k > 5, then the bounds below improve the bounds in Theorem
3.7 by slightly adjusting the weights on some of the edges. With Theorem 3.8, we get cp∗(D(Pn)) = cp(D(Pn)) for
n10. We wonder if cp∗(D(Pn)) = cp(D(Pn)) for all n2.
Theorem 3.8. For k4,
cp∗(D(P2k))
k3 + k2 − 2k
2
and cp∗(D(P2k+1))
k3 + 3k2 − 4k
2
.
Proof. Suppose n = 2k. Consider the partition of the vertex set D(Pn) described by A ∪ {vk} ∪ {vk+1} ∪ B where
A = {v1, v2, . . . , vk−1} and B = {vk+2, . . . , v2k}. If e = vsvt is an edge of D(Pn) with s < t , assign a weight to e as
follows:
we =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
− 32 if vs, vt ∈ A or vs, vt ∈ B,
− 12 if t = k or s = k + 1,
1
2 if (s = k and vt ∈ B) or (vs ∈ A and t = k + 1),
0 if s = k and t = k + 1,
1 if vs ∈ A and vt ∈ B.
Then the sum of the weights on all the edges of D(Pn) is (k3 + k2 − 2k)/2. We claim that no clique in D(Pn) has
weight more than 1.
Suppose C is a clique in D(Pn) and suppose C contains r vertices from A and t vertices from B. If C does not contain
either vertex {vk} or {vk+1}, then w(C)1 by Lemma 3.4.
Suppose C contains both vertices {vk} and {vk+1}. The weight of all the edges incident to either {vk} or {vk+1}, or
both, is 12 (r + t) − 12 (r + t) + 0 = 0. Thus, by Lemma 3.4, w(C)1.
Suppose C contains exactly one of the vertices {vk} and {vk+1}. Without loss of generality, assume {vk} ∈ C. The
weight of the edges incident to {vk} is (t − r)/2 which is nonpositive if r t . Thus if r t , w(C)w(C\{vk}), but
w(C\{vk})1 by Lemma 3.4. Thus suppose t = r+ s with s > 0. Partition these t vertices from B into a set of r vertices
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B ′ and a set of s vertices B ′′. The weight of the edges incident to any vertex in B ′′ ∪ {vk} is
w′ = r + s
2
− r
2
+ rs − 3
2
( s
2
)
− 3
2
rs = (1 − r)s
2
− 3
2
( s
2
)
.
Now w′ < 0 for r > 0, in which case w(C)1 by Lemma 3.4. If r = 0, then w(C) = w′ = s(5 − 3s)/4< 1.
Suppose n = 2k + 1. Start with a path P2k with weighting scheme on D(P2k) as above. Insert a vertex y in the
path between vk and vk+1 to get a path Pn, assigning a weight of zero to any edge incident to vertex y. Then by the
argument above, w(C)1 for every clique C in D(Pn). The sum of the weights on all the edges of D(Pn) is the same
as above, except we must add the weights for the additional edges between A∪{vk} and B ∪{vk+1} since the distances
have increased by inserting vertex y. In particular, cp∗(D(P2k+1))(k3 + k2 − 2k)/2 + (k − 1)2 + 2 12 (k − 1) =
(k3 + 3k2 − 4k)/2. 
We end this section with a lower bound on cp(D(G)) based on a graph G’s diameter, the maximum distance between
any pair of vertices in G. The result follows from Theorem 3.7 and the observation that if G has diameter d and Pd+1
is a diametral path in G, then D(Pd+1) is an induced subgraph of D(G). Consequently cp(D(Pd+1))cp(D(G)). If
k4 in Corollary 3.9, then by Theorem 3.8, the bounds can be improved slightly.
Corollary 3.9. If a graph G has diameter 2k − 1 or 2k then
cp(D(G)) k
3 + k
2
or cp(D(G)) k
3 + 2k2 + k
2
respectively.
4. Complete multipartite graphs
In the previous section, we have seen that if G is a path or a cycle, then cp∗(D(G)) appears to be a good estimate
for cp(D(G)). That is not the case for all graphs G. In this section, we show that when G is a complete k-partite graph
Kn1,n2,...,nk with part sizes n1, n2, . . . , nk , then cp∗(D(G)) is bounded by a constant.
We ﬁrst determine cp(D(G)). Our argument uses the well-known de Bruijn–Erdo˝s Theorem (see [1,10,15]).
Theorem 4.1 (de Bruijn–Erdo˝s). Suppose n3 andC is a clique partition of Kn, each of whose members has at least
one edge. If |C|> 1, then |C|n, with equality if, and only if,
1. C consists of one Kn−1 and n − 1 copies of K2, or
2. C consists of n copies of Km+1, n = m2 + m + 1 and each vertex of Kn is a vertex of exactly m + 1 cliques of C.
Theorem 4.2. Let G = Kn1,n2,...,nk be a nonempty complete multipartite graph with s parts of size two or more. Then
cp(D(G)) =
{1 if G = Kn,
3 if k = s = 3,
s + 1 otherwise.
Proof. Suppose k > 1 and s1. Let n be the number of vertices of G and assume n1n2 · · · nk . Then D(G) can
be partitioned into cliques Kn1 ,Kn2 , . . . , Kns and Kn. Further, if k = s = 3, then D(G) can be partitioned into cliques
Kn1+n2 ,Kn1+n3 ,Kn2+n3 . Thus we have veriﬁed the upper bound on cp(D(G)).
Using (5), it is sufﬁcient to consider complete multipartite graphs having parts with size at most two to obtain the
lower bound on G. In particular we need only consider induced subgraphs H of the form K1,2, K1,2,2,2 or K2,2,...,2.
Note that cp(D(K1,2)) = 2, cp(D(K2,2)) = 3 and cp(D(K2,2,2)) = 3.
Suppose H = K1,2,2,2. Let C be a minimum clique partition for D(H). |C|4 since one clique partition is K7 plus
three independent edges. Since D(K2,2,2) is an induced subgraph of D(H), |C|3. Since the number of edges in
D(H) is 24, if |C| = 3, then C must contain one K6, one K4 and one K3. But this is impossible since D(H) has a
vertex of degree 6. Thus cp(D(K1,2,2,2)) = 4.
Finally, suppose H = K2,2,...,2 is a complete k-partite graph with k > 3. Let C be a minimum clique partition for
D(H). Suppose |C|k. Denote the vertices of H in pairs, v1, v′1, v2, v′2, . . . , vk, v′k , corresponding to the k parts of H.
Let C′ be a partition of Kk obtained from C by deleting the k independent vertices v1, v2, . . . , vk from H.
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Suppose |C′| = 1. By Theorem 4.1, |C′|k and hence |C| = |C′| = k. Let C′ = C′1 ∪ C′2 ∪ · · · ∪ C′k , and C= C1 ∪
C2 ∪ · · · ∪ Ck with C′i ⊆ Ci . It follows from Theorem 4.1 that there is some vertex, say v′1, in more than two cliques
of C′, say C′1, C′2, . . . , C′m, m3. Since the multiplicity of edge {v1v′1} is two in D(H), we may assume that v1 ∈ C1
and v1 ∈ C2. Since v1 /∈C3, there is some q >m such that v1 ∈ Cq . Note that by Theorem 4.1, every pair of cliques
in C′ has nonempty intersection. Let x ∈ C′q ∩ C′1. Then x = v1 since v1 /∈C′1. But this leads to a contradiction since
edge {xv1} has multiplicity 1 in D(H) but x and v1 share two cliques in the partition C.
Consequently, if deleting any set of k independent vertices of H leaves a clique partitionC′ with |C′| = 1, then we will
have a contradiction. Thus |C′|=1 regardless of the set of k independent vertices deleted from H. It follows thatK2k ∈ C.
Consequently, C−K2k can only consist of k independent edges. Therefore |C| = k + 1 and cp(D(K2,2,...,2))= k + 1,
for k > 3. 
The following result shows that if G is a complete multipartite graph, then cp∗(D(G)) does not provide a useful
lower bound for cp(D(G)). In fact, with Remark 4.4 below, it implies that cp∗(D(G))< 4.
Theorem 4.3. Let G = Kn1,n2,...,nk be a nonempty complete multipartite graph with all k parts of size two or more.
Then
cp∗(D(G)) =
⎧⎪⎨
⎪⎩
4
k + 1
k + 2 if k is even,
4
k
k + 1 if k is odd.
Proof. For an upper bound on cp∗(D(G)), we use deﬁnition (3), assigning clique weights that sum to one on each
edge. We ﬁrst assume that k is odd, k = 2r + 1 for some r > 0. Place weight 1
/(
2r−1
r−1
)
on each of the
(
2r+1
r+1
)
cliques whose vertices consist of exactly (r + 1) parts of G and place weight zero on all the other cliques of D(G).
Let e1 be any edge contained in a part of G and e2 be any edge whose endpoints are in different parts of G. Then
x(e1) =
(
2r
r
)/(
2r−1
r−1
)
= 2 while x(e2) =
(
2r−1
r−1
)/(
2r−1
r−1
)
= 1, giving the respective multiplicities of the edges of
D(G). Therefore cp∗(D(G))
(
2r+1
r+1
)/(
2r−1
r−1
)
=4k/(k+1). If k is even, then cp∗(D(G))cp∗(D(G∨K2))4(k+
1)/(k + 1) + 1 using (6).
For a lower bound, it follows from (6) that it is sufﬁcient to consider the case where each part has two vertices.
Suppose k is even. Denote the vertices of G in pairs, v1, v′1, v2, v′2, . . . , vk, v′k , corresponding to the k parts of G. Assign
a weight to each edge e in D(G) as follows:
we =
⎧⎪⎨
⎪⎩
4
k + 2 if e = viv
′
i for some i ∈ [k],
−2
k(k + 2) otherwise.
Then the sum of the weights on all the edges of D(G) is [2k(4/k + 2) + 4( k2 ) − 2/k(k + 2)] = 4(k + 1)/(k + 2). We
claim that no clique in D(G) has weight more than 1. Suppose C is a clique in D(G) and suppose C includes m edges
of the form viv′i . Then
w(C)m 4
k + 2 −
(m
2
) 8
k(k + 2) .
Since 4(m − k/2)(m − (k/2 + 1))0 for all integers m, w(C)1. Finally, if k is odd, the lower bound follows from
(6) by deleting the vertices of one part of G. 
Remark 4.4. With some additional work, we have been able to show that ifG=Kn1,n2,...,nk has s > 0 parts with size two
or more, then the expression for cp∗(D(G)) in Theorem 4.3 holds with k replaced by s. Thus, cp(D(G))= cp∗(D(G))
if and only if s = 0, 1, or 2, or k = s = 3.
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Fig. 3. The simple graphs on 6 vertices for which cp∗(D(G)) is not an integer.
Fig. 4. The other simple graphs on 6 or fewer vertices for which cp∗(D(G)) = cp(D(G)).
5. Concluding remarks
For small graphs G, the equality
cp∗(D(G)) = cp(D(G)) (8)
holds often. For example, with the help of a computer run, we determined that all graphs on ﬁve or fewer vertices
satisfy (8). There are three graphs G of order 6 listed in Fig. 3 for which cp∗(D(G)) is not an integer. Therefore (8)
will not hold for these graphs. We have determined that up to isomorphism, there are only 12 graphs of order 6 which
do not satisfy (8). These are shown in Figs. 3 and 4.
The following lemma, called the Principle of Complementary Slackness (see for example [4]), gave us a helpful tool
when searching for clique partitions after we found an edge weight assignment which we believed gave the fractional
clique partition number. In particular, when searching for potential cliques in a clique partition, we could ﬁrst limit
our search to cliques of weight one. Speciﬁcally, it follows from Lemma 5.1 that if C is a clique in a minimum clique
partition of a multigraph G for which cp(G) = cp∗(G), then w(C) = 1 (that is, the sum of the weights on the edges of
C is one).
Lemma 5.1. If C is a clique in a minimum fractional clique partition of a multigraph G, then w(C) = 1.
Proof. Let x and w be vectors which give the extreme values in (3) and (4), respectively. Then 1Tx =mTw =wTm=
wT(Mx) and hence (1T −wTM)x = 0. But both 1T −wTM and x are nonnegative vectors by (3) and (4), respectively.
Thus whenever xi = 0, then (wTM)i = 1. In other words, if a clique C has a nonzero weight xC in a fractional clique
partition, then w(C) = 1. 
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