We propose two output activation functions for estimating probability distributions over an unbounded number of categories with a recurrent neural network, and derive the statistical assumptions which they embody. Both these methods perform better than the standard approach to such problems, when applied to probabilistic parsing of natural language with Simple Synchrony Networks.
Introduction
Recurrent networks have the advantage over feed-forward networks that they can compute mappings from arbitrarily many input patterns to arbitrarily many output patterns. The work presented in this article focuses on the issues that arise with arbitrarily many output patters. In particular, we are concerned with the problem of estimating a probability distribution over an unbounded set of mutually exclusive categories. We propose two output activation functions which can be used for such tasks, and in each case derive the statistical assumptions which are necessary to prove that training networks which use these functions will result in estimates of the desired probability distributions. We then experimentally evaluate these activation functions in an application of a recurrent network architecture (Simple Synchrony Networks [9] ) to probabilistic parsing of real natural language sentences. We find that both of these activation functions perform better than the standard approach of converting the task to a sequence of bounded categorization problems. The main disadvantage of this method is that the sequential ordering chosen for the conditioning biases the estimate. When the estimates are smoothed, as with neural networks, then small probabilities will tend to be overestimated, thereby reducing the probability assigned to categories later in the sequence, due to the D © & ¦ ¨ terms. This will bias the estimates towards categories earlier in the sequence, and this bias will be detrimental for most tasks no matter what ordering we choose. In the next section we will propose methods which do not require any ordering, and thus do not introduce this bias.
Estimating the Probabilities Directly
The standard methods for estimating probabilities with neural networks apply only to feed-forward networks. However, for any (discrete time) recurrent network applied to a particular input, we can convert it into an equivalent feed-forward network with one copy of the recurrent network for each time step in the input [10] . We can use this fact to trivially extend the standard proofs for showing that a trained neural network will estimate a probability distribution to the use of recurrent networks discussed in the previous section. The difficulty arises because these standard proofs assume that all the outputs for a given probability distribution are computed from the same hidden layer activation pattern [1] . But if we want to estimate a probability distribution over an unbounded set of categories ¤ then we need to produce their outputs ¡ ¢ at different times using different hidden activation patterns ¥ ¢ . The fundamental issue in deriving new activation functions for estimating probability distributions over an unbounded set of categories is how to handle an unbounded number of hidden activation patterns.
An Unbounded Logistic Sigmoid Function
When we train a network to compute an output, the hidden layer learns a representation which is optimized for computing that particular output given the input. Thus it is natural to assume that a given output ¡ ¢ can be accurately computed from its hidden activation pattern ¥ ¢ without requiring additional information about the input¨. This independence assumption, plus the fact that ¥ ¢ is a function of¨, results in the following approximation:
In this model we are not assuming any ordering or other differentiation between the different category indexes ¤ , so the prior probability distribution over these categories © ¢ must be uniform. Therefore
¢ is the number of categories. Because each ¥ ¢ is different, we cannot use it to normalize across outputs, but we can write it as a sum over output cases:
The first element of the sum is the numerator in the previous formula. The second element represents the probability of computing the hidden activation vector ¥ V ¢ in situations where © ¢ is false. We assume that these later probabilities are only dependent on the fact that © ¢ is false, and not dependent on the specific index ¢ of the correct category. Thus:
These assumptions allow us to reduce © ¢ d ¨ to a form similar to the activation function used in the two-category case for finite mappings: ! (9) Note that this assumption is stronger than the one made in section 2 because in this case we do not have as much information in the conditional. For the two-category case, the logistic sigmoid activation function allows a single output unit to estimate the desired posterior probability, assuming that the categoryconditioned probability of the hidden activation vector is in a particular form of the exponential family of distributions [1] . Translating this to our case, we want to ensure that the output ¡ ¢ can estimate © ¢ ¨ , assuming that both
Note that the parameter ¢ must be the same for these two probabilities, and that both 
, and
Now using equation 10 as our output activation function and
as our output weights and bias gives us the desired result.
Here we can see why equations 11 and 12 had to have the same parameters The training algorithm for this model is the same as for the finite case, namely using the cross-entropy error function and back-propagation learning. The equivalence arises from the fact that equation 10 is the usual logistic sigmoid function applied to is the error). We can use the same proof as in the finite case to show that the minimum of the cross-entropy error occurs where the output function is the desired probability function, assuming an infinite training set [1] .
Because the independence assumptions in this model are not exactly correct, it is sometimes desirable to add a normalization factor by taking advantage of the fact that (17) In training, this requires a slight change to the back-propagation of error across the output layer.
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An Unbounded Softmax Function
As an alternative to the unbounded sigmoid activation function, we consider what statistical assumptions would be necessary to derive a version of the normalized exponential, or "softmax", activation function [2] . This is the proper activation function to use in the case of a bounded number of categories greater than 2, so it is natural to expect it would generalize to the unbounded case. For this derivation we do not assume that one hidden layer activation pattern is sufficient to estimate a given category's probability, but instead make the much weaker assumption that the total set of all hidden patterns is sufficient. This alternative provides us with a normalization factor equal to
Equation 24 is precisely the softmax activation function, applied to an unbounded number of categories. This activation function has also been used in other work on natural language parsing with neural networks [4] , but without any theoretical or empirical justification.
When the softmax activation function is applied to a finite number of categories, the outputs can be shown to estimate the desired posterior probabilities, assuming that the category-conditioned probabilities of the hidden activation vectors are in a particular form of the exponential family of distributions [1] . We can extend this result to our case by making the same assumptions as given for the sigmoid activation function in equations 11 and 12. Combining these assumptions with the definition of as our output weights gives us the desired result.
As with the sigmoid activation function, the training algorithm for this model is the same as for the finite case, namely using the cross-entropy error function and backpropagation learning. The same proofs as in the finite case apply to both showing that 
Experiments on Probabilistic Parsing
To empirically compare these three methods for estimating probabilities for unbounded categorization problems, we apply them to parsing natural language sentences. The input to this task is an unbounded sequence of words (the sentence), and the result is a tree of phrases with the words at its leaves. We will represent this tree as a set of phrases plus a set of parent-child relationships between these phrases and between these phrases and the words. In the previous example, the result of parsing "John said Mary left yesterday" would include two different phrases which are the parents of "said" and "left", respectively, and only one of these phrases can be parent of "yesterday".
The recurrent network architecture which we use in these experiments is Simple Synchrony Networks (SSNs) [9] . SSNs extend Simple Recurrent Networks [5] with the addition of Temporal Synchrony Variable Binding [11] . This extension allows them to model sets of sequences, rather than just individual sequences. At each position in the input sequence, a new sequence is added to the SSN's set of computed sequences, and one output pattern is computed for each of the computed sequences in the set at that position. This results in one output pattern for each pairing of a position in the input with a preceding position in the input,
. This gives SSNs a number of output patterns which is quadratic in the length of the input, rather than just linear.
When applied to natural language parsing, the quadratic number of SSN outputs allows SSNs to compute one probability estimate for every possible parent of every word or phrase in the sentence. For real natural language, it is fairly simple to encode a phrase structure tree in such a way that a bounded number of phrases are associated with each position in the input sentence (in these experiments the bound is one), so that the number of possible parent relationships grows quadratically with the length of the sentence. It is thus possible to define a mapping from possible parent relationships to position-position pairs such that only a bounded number of relationships are mapped to every position pair. We then use the SSN output pattern for a given position pair to compute the bounded number of probability estimates for possible parent relationships which have been mapped to that position pair.
To define the mapping from parent relationships to position pairs, we first assign each phrase to a position in the sentence (in this work, the position of the first word of the phrase). We then assign each relationship to the pairing of the positions for the two phrases (or phrase and word) involved in the relationship. This results in each pairing of positions having four possible relationships assigned to it. For relationships between two phrases, there is the case where the parent is assigned to the earlier position, plus the case where the parent is assigned to the later position. For relationships between a phrase and a word, the phrase is always the parent and the phrase is never assigned to a position later than the word, but there is the case where the phrase is assigned to a position earlier than the word, and there is the case where the phrase is assigned to the position of the word itself.
Each one of these four cases has a different output unit which is trained to compute probability estimates for parent relationships of that type. By computing values for these four output units at all the output patterns computed by the SSN, we get probability estimates for every possible parent relationship in the sentence. In addition, the SSN's outputs estimate the probabilities for the possible phrase labels for each phrase (noun phrase, verb phrase, etc.). After the SSN computation is finished, the total set of probability estimates are used in a statistical parser to determine the most probable parse, and this parse is the output of the SSN parsing system (see [7] for more details).
Training the SSNs is done with standard back-propagation through time [10] , but with SSNs we have two dimensions of time, one for the input sequence (as with Simple Recurrent Networks) and the other to cycle through the set of computed sequences (as with Temporal Synchrony Variable Binding). Thus we need to make one copy of the network's weights for each pairing of an input position with any of its preceding positions (i.e. one copy for each output pattern). With the version of SSNs used here, error flows backward through each individual sequence, but the only connection between different sequences is either pre-specified in the design of the network's input patterns or is a result of normalizing across different sequence's outputs.
In the experiments reported here, the same network architecture, training method, and statistical parser are applied for each probability estimation method. The only difference between the methods is the output activation function and its associated error function. For each method, we trained multiple networks with 60, 80, and 100 hidden units, using momentum and weight decay regularization. Training error was used to automatically reduce the learning rate, and a validation set was used to automatically reduce the regularization and to decide when to stop training. In each case the best network was chosen based on its performance on the validation set, and results were then computed on a held-out testing set. In each case one of the networks with 100 hidden units was chosen, but similar validation results were achieved by all the networks run with either 80 or 100 hidden units. Table 1 shows the performance of the chosen parsers for the three methods. "Sequence" uses the standard method of converting the unbounded distribution into a sequence of bounded distributions, "Unb Sig" uses the unbounded sigmoid function, and "Unb Soft" uses the unbounded softmax function. The standard single measure for comparing parser performance is the F-measure applied to labeled phrases in the testing set, shown in the last column of the table. F-measure is a balanced combination ( ¡ ¢ ¢ £ ) of recall (percentage of correct phrases which are output) and precision (percentage of output phrases which are correct). Table 1 Parsing results: percent labeled phrase recall, precision, and F-measure These results are all good considering the nature of the datasets. For comparison, the testing results for an un-smoothed statistical model (a Probabilistic Context Free Grammar, PCFG) were 29.2% recall, 53.7% precision, and 37.8% F-measure. The PCFG performs poorly because of the relatively small datasets used here, even though we combined the training and validation sets to train the PCFG. The SSN models all handle this problem robustly, finding appropriate ways to smooth the probabilities from the training cases to the novel testing cases (see [7] for a discussion). When a more specialized version of an SSN parser is trained using a much larger dataset (one million words, versus the 26,480 words used here), performance reaches 83.8% F-measure [8] , compared to only 72.1% F-measure for a smoothed PCFG trained on the same large dataset [3] . Other work on broad coverage parsing with neural networks has only achieved 61.0% F-measure on this dataset [4] , even worse than when we used our small dataset and the SSN architecture with the same output function as in that work ("Unb Soft" in table 1). All the above results are for models which only include the part-of-speech tags of words in their input, rather than the specific words. State-of-the-art statistical parsers, which all use specific words, reach performance levels around 89% or 90% F-measure. When an SSN parser is trained using a relatively small vocabulary of words, results reach 89.1% F-measure [8] .
Conclusions and Future Research
The experimental results show a clear advantage for both of the unbounded activation functions we have proposed in this article over the standard method. This shows that estimating an unbounded probability distribution directly does impose fewer undesirable biases than converting the unbounded distribution into a sequence of bounded distributions and then estimating the bounded distributions. This improvement also suggests that these alternative statistical estimation methods could improve the performance of many applications in unbounded domains, in particular statistical parsers. The unbounded sigmoid function does slightly better than the unbounded softmax function on the testing set, but the results on the validation set show that this is not likely to be a reliable difference. The fact that two quite different sets of statistical assumptions lead to roughly equivalent per-formance suggests that the training is able to produce hidden layer representations which fit the statistical properties required by the output layer computations. This is particularly interesting for the unbounded softmax function, since its statistical assumptions are less easy to motivate.
In on-going research we have looked at other output activation functions which weaken some of statistical assumptions made in this article. In particular we have looked at weakening the assumption
with a finite number of relationships between ¤ and the correct category (such as ¤ is a phrase which is above or below the correct phrase in the parse tree). These modifications resulted in networks which did not exhibit stable convergence during training. We hypothesize that this is caused by multiple conflicting statistical properties being required of the hidden layer representations, which training is not able to satisfy. Future research could try to solve this problem, and could address weakening other statistical assumptions, such as the uniform prior used for © ¢ . The promising results obtained here suggest further work is justified.
