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We study theoretically the interaction between the charge dynamics of a few-electron double quantum dot and
a capacitively-coupled AFM cantilever, a setup realized in several recent experiments. We demonstrate that the
dot-induced frequency shift and damping of the cantilever can be used as a sensitive probe of coherent inter-dot
tunnelling, and that these effects can be used to quantitatively extract both the magnitude of the coherent interdot
tunneling and (in some cases) the value of the double-dot T1 time. We also show how the adiabatic modulation
of the dot eigenstates by the cantilever motion leads to new effects compared to the single-dot case.
PACS numbers:
Quantum dots have received significant attention both for
their applications to quantum information and as laborato-
ries for studies of fundamental physics. Self-assembled, epi-
taxial quantum dots (QDs) offer advantages over lithograph-
ically defined dots in terms of size, confinement potential,
and scalability1. Their small size however makes direct elec-
trical characterization (e.g. via transport) extremely difficult.
An alternate approach uses an oscillating atomic force micro-
scope (AFM) tip which is only capacitively coupled to the QD
charge2–6. The dot charge acts as a force on the cantilever,
and hence its dynamics can alter the cantilever frequency and
damping rate. These effects provide detailed information on
the dot, similar to that revealed by transport measurements or
direct charge-sensing techniques (i.e. using a nearby coupled
electrometer). It can even reveal subtle effects involving the
interplay between orbital degeneracy and Coulomb blockade
physics that are difficult to obtain by other means5,7.
In this work, we focus theoretically on new effects that arise
when a low-frequency cantilever is coupled to a double quan-
tum dot (DQD) (i.e. two QDs which are coupled capacitively
and via coherent tunnelling8,9). Unlike the single-dot case, the
cantilever is now sensitive to variations in the distribution of
charge between the two dots. We find that this sensitivity leads
to new mechanisms for a dot-induced cantilever damping and
frequency shift. These effects are not solely the consequence
of incoherent tunnelling to a reservoir (as is the case for a
single dot), but instead depend sensitively on the strength of
coherent tunnelling between the quantum dots. Our results are
derived using a linear-response, quantum master-equation cal-
culation; this extends the semi-classical Fokker-Planck treat-
ments used so often in quantum electromechanics5,10–15 to
now include coherent interdot tunneling.
The most prominent new effects emerge in the vicinity of
the so-called charge transfer line, where two DQD charge
configurations having the same total charge are almost degen-
erate. In this regime, we find a new mechanism for DQD-
induced cantilever damping that is enhanced by the relatively
long time scale for charge relaxation. We show that this ef-
fect can be used to directly measure the T1 time of the DQD.
We also find a new mechanism for a dot-induced cantilever
frequency shift near the charge transfer line. In this regime,
the presence of coherent tunneling implies that the DQD en-
ergy eigenstates are superpositions of charge eigenstates. The
oscillator motion can adiabatically modulate the correspond-
ing wavefunctions, which gives rise to the new frequency-shift
mechanism. Not surprisingly, as this effect is a direct conse-
quence of having superpositions of charge states, it can be
used to probe the strength of coherent interdot tunneling.
Model– Motivated by experiments5,7, we consider a setup
where a self-assembled DQD sitting on a surface is capaci-
tively coupled to an oscillating metallized cantilever; the dots
are also tunnel-coupled to a two-dimensional electron gas
(2DEG) sitting below the surface. The DQD is described by a
standard Coulomb blockade Hamiltonian, plus a term describ-
ing coherent interdot tunneling (strength tc = |tc|). We will be
interested in the few-electron regime where each dot has at
most one electron, and thus retain only a single orbital in each
dot; for simplicity, we also treat the case of spinless electrons,
as including spin does not significantly change our results.
For a fixed cantilever position, we have:
HˆDQD = Hˆc + tcdˆ
†
LdˆR + tcdˆ
†
RdˆL + Hˆres (1)
where dˆ†α is the electron addition operator for dot α = L,R.
The charging Hamiltonian Hˆc takes the standard form8:
Hˆc =
∑
α=L,R
ECα (nˆα −Nα)2 + ECm (nˆL −NL) (nˆR −NR) . (2)
ECα is the charging energy of dot α, ECm describes their ca-
pacitive coupling, and nˆα = dˆ
†
αdˆα is the dot α electron num-
ber operator. We focus exclusively on the Coulomb block-
ade regime where ECα >> kBT . Finally, Hˆres describes the
2DEG as a free electron gas, and dot-2DEG tunneling. We
take the 2DEG to be in equilibrium at temperature T , and as-
sume for simplicity that the 2DEG-dot tunnel matrix element
is the same for both dots. We use Γ to denote the maximum
Golden rule tunnel rate from a given dot to the 2DEG.
The only parameters in HˆDQD depending on the can-
tilever position ~rtip are the dimensionless gate voltages Nα =
−VBCtip,α(|~rtip − ~rα|)/e, where Ctip,α is the cantilever-dot ca-
pacitance, ~rα denotes the position of dot α, and VB is the volt-
age applied between the cantilever and the 2DEG. As demon-
strated in Refs. 4–6, by varying the tip position at a fixed
height above the DQD sample plane, one effectively varies
NL,NR and thus maps out the well-known DQD “stability
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2diagram”8 (i.e realizes different ground-state charge configu-
rations). One can thus effectively viewNL,NR as independent
parameters, similar to conventional gated devices.
We now allow the cantilever height zm to oscillate, letting
zm = 0 denote its equilibrium position. The co-ordinate zm
is well-described as a harmonic oscillator having a frequency
ωm and mass m. The coupling between the oscillations and
the DQD electrons arises solely through the dependence of
the tip-sample capacitance (and hence Nα) on zm. For the
small oscillations of interest, we can linearize this depen-
dence. Eq. (2) then yields the DQD-cantilever interaction
Hamiltonian:
Hˆint = −zˆm
∑
α=L,R
Aαnˆα ≡ −zˆmFˆ, (3)
Aα = 2ECα
∂Nα
∂zm
+ ECm
∂Nα¯
∂zm
= −∂E+α
∂zm
, (4)
where α = L,R and α¯ = R, L are complementary indices. In
the last equality, we have introduced the electron addition en-
ergies Eα+ = ECα
(
1 − 2Nα) − ECmNα¯ associated with adding
a single electron to dot α to an initially empty DQD state
(i.e. zero electrons in either dot).
We are most interested in the regime where the total DQD
charge is fixed at one, and where the electrostatic energy de-
tuning δ = (E+L − E+R)/2 of the two relevant charge states
|10〉 (electron on left) and |01〉 (electron on right) is small. In
this regime, we can safely neglect charge states where the total
DQD charge is larger than 2. Further, we will focus on DQDs
where the coherent tunneling tc is much larger than both the
DQD-2DEG tunneling rate Γ and the mechanical frequency
ωm; this condition is readily achieved in self-assembled QDs
(cf. Ref. 16). It is thus useful to work in the basis of adia-
batic eigenstates: the eigenstates of HˆDQD determined by the
instantaneous value of 〈zˆm〉. Two of the four eigenstates are
simply charge eigenstates: |1[zm]〉 = |11〉, |4[zm]〉 = |00〉. For
the remaining eigenstates, note that Eq. (3) implies that the
detuning δ will vary linearly with zm. We thus define:
θ[zm] = arctan
[
tc
δ[zm]
]
= arctan
[
tc
δ − zm(AL − AR)/2
]
. (5)
The remaining adiabatic eigenstates are thus:
|2[zm]〉 ≡ |g[zm]〉 = − sin (θ/2) |10〉 + cos (θ/2) |01〉(6a)
|3[zm]〉 ≡ |e[zm]〉 = cos (θ/2) |10〉 + sin (θ/2) |01〉, (6b)
with corresponding adiabatic eigenenergies
Eg,e[zm] =
(
E+L + E+R − (AL + AR)zm
2
)
∓
√
[δ[zm]]2 + t2c
≡ ¯[zm]∓ ∆[zm]. (7)
For the low temperatures we focus on, the DQD will primarily
occupy the states |2[zm]〉 and |3[zm]〉, and thus will approxi-
mate the physics of a two-level system.
Calculation– As a result of the coupling in Eq. (3), the
average force from the dot 〈Fˆ〉 will respond with a delay to
the motion of the oscillator resulting in both a spring-constant
shift kdot and extra damping γdot; for the weak couplings of
interest, this is fully described within linear response17. To
quantitatively describe these effects in the regime ~ωm 
kBT , we derive a Lindblad master equation describing the
DQD and cantilever. For a single-QD system, this approach
yields a classical master equation with incoherent tunnelling
rates set by the instantaneous oscillator position5,10–15. To ex-
tend this approach to include coherent tunneling, note that
since we will calculate kdot and γdot within linear response,
we can without loss of generality replace the cantilever po-
sition zˆm by its average value: zˆm → zm(t) = z0 cos(ωmt).
Understanding how the DQD responds to this time-dependent
classical field will then yield kdot and γdot. Defining Uˆ[x] via
Uˆ[x]| j[0]〉 = | j[x]〉, we define ρˆrot(t) = Uˆ[zm(t)]†ρˆ(t) Uˆ[zm(t)],
where ρˆ(t) is the Schro¨dinger-picture reduced density matrix
of the DQD. ρˆrot is simply the DQD density matrix in the
adiabatic basis. Using the experimentally-relevant conditions
|tc| >> ~Γ and (A¯L,R z0~ωm) << (kBT )2, and making Born-
Markov and secular approximations, we obtain:
∂ρˆrot
∂t
=
1
i~
[Hˆeff , ρˆrot] +
4∑
j,k=1
ΓjkD[Sˆ jk]ρˆrot. (8)
The first term on the RHS describes coherent evolution. Using
Pauli matrices to describe the states |2〉 ≡ |2[0]〉, |3〉 ≡ |3[0]〉 as
a two-level system in the natural way, e.g. σˆz = |3〉〈3|− |2〉〈2|,
σˆx = |3〉〈2| + |2〉〈3|, σˆy = i(|2〉〈3| − |3〉〈2|), we find:
Hˆeff = ¯ nˆtot + Em|4〉〈4| + ∆ σˆz − ~2
∂zm
∂t
∂θ
∂zm
σˆy, (9)
The last term here describes an effective state preces-
sion; its origin is the rotation of the adiabatic eigenstates
brought on by zm(t). Note that similar adiabatic approaches
have been used to study periodically-modulated, dissipa-
tive two-level systems, with the dissipation being treated
phenomenologically18–22, or as a bosonic bath23. In contrast,
our system is effectively a four state system, and the dominant
dissipation due to 2DEG tunneling is treated microscopically.
The remaining terms on the RHS of Eq. (8) have the stan-
dard form of Lindblad dissipation. Letting Sˆ jk = | j〉〈k|, the
superoperators D[Sˆ jk] are defined as:
D[Sˆ jk]ρˆrot = Sˆ jkρˆrotSˆ †jk −
1
2
(
Sˆ †jkSˆ jk ρˆrot + ρˆrot Sˆ
†
jkSˆ jk
)
, (10)
In the case where the total charge in states | j〉 and |k〉 differ
by 1, Γjk is simply a Fermi Golden rule rate for DQD-2DEG
tunneling determined by the instantaneous eigenstate energies
E j[zm(t)], Ek[zm(t)]. In contrast, the rates Γ23,Γ32 describe the
intrinsic relaxation of the DQD (e.g. due to electron-phonon
interactions), with 1/T1,int ≡ Γ23 +Γ32. We will treat such pro-
cesses phenomenologically by taking 1/T1,int to be a parame-
ter. We also assume that the bath responsible for the intrinsic
relaxation has the same temperature as the 2DEG; as such, the
zm = 0 stationary solution of Eq. (8) is simply a thermal occu-
pation of the states | j〉. To find the dot-induced damping and
spring-constant shift of the cantilever, we use Eq. (8) to find
3the first-order-in-zm correction to ρˆrot, and use the correspond-
ing change in 〈Fˆ(t)〉 to get γdot and kdot in the standard manner
(see, e.g., Ref. 17).
Basic mechanisms- In the low-frequency limit, the linear-
response results take the form:
mγdot = τ
∂〈Fˆ〉
∂zm
, kdot = −∂〈Fˆ〉
∂zm
(11)
where τ is an effective response time17. In the single dot
case, the static susceptibility ∂〈Fˆ〉/∂zm is just proportional to
the charge susceptibility ∂〈nˆtot〉/∂N . γdot and kdot are thus
only significant when the QD is tuned to a point where its to-
tal charge can fluctuate via 2DEG-QD tunneling; correspond-
ingly, τ ∼ 1/Γ7. In contrast, these fluctuations of total charge
are exponentially suppressed in a DQD near the charge trans-
fer line. As we now show, γdot and kdot are instead determined
by the response and dynamics of the DQD charge distribution.
In the vicinity of the charge transfer line, the DQD-induced
force operator Fˆ takes the form (Aδ = (AL − AR)/2):
Fˆ − AL + AR
2
' Aδ (nˆL − nˆR) = Aδ (cos θ σˆz − sin θ σˆx) (12)
It follows that both γdot and kdot will have contributions from
three distinct mechanisms, corresponding to the susceptibil-
ities ∂zm〈σˆx〉, ∂zm〈σˆz〉 and ∂zmθ. The first of these involves
the oscillator motion modifying the coherence between the |e〉
and |g〉 DQD eigenstates. This corresponds to the well-known
resonant-damping mechanism of acoustic vibrations by a two-
level system19,20,24, and is strongly suppressed in our system
as ~ωm  tc; we thus do not discuss it further. The remaining
two mechanisms are important for our system, and we discuss
their effects in turn.
Adiabatic frequency shift– Eq. (12) implies that as Fˆ has
an explicit dependence on θ, the intrinsic zm-dependence of θ
(cf. Eq. (5)) will cause a modulation of Fˆ. Physically, this cor-
responds to the adiabatic modulation of the DQD eigenstates
by the cantilever oscillation (via the cantilever’s modulation
of the electrostatic detuning δ). The corresponding oscillation
in 〈nˆL − nˆR〉 causes a force oscillation which is in phase with
zm(t); it thus contributes to the DQD-induced spring-constant
shift kdot. One finds simply:
kdot,ad = −Aδ〈σˆz〉∂ cos θ
∂zm
=
−A2δ sin2θ tanh(∆/kBT )
∆
. (13)
where the RHS should be evaluated at zm = 0. Note that as
we focus on a small cantilever frequency (~ωm  t2c/(z0 Aδ)),
non-adiabatic Landau-Zener transitions will have negligible
probability and can be safely neglected. Such non-adiabatic
transitions were recently studied in a two-mode optomechan-
ical system25; unlike our work, the focus was on the regime
where ωm was much larger than the effective tunneling tc. We
stress that kdot,ad is a direct consequence of having coherent
interdot tunneling, and vanishes in the limit tc → 0. It is most
pronounced at low temperatures (kBT < tc), where it gives rise
to a feature near the charge transfer line whose width (in δ) is
∼ tc. Further, at such low temperatures this effect dominates
all other contributions to kdot near the charge transfer line. It
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FIG. 1: Calculated DQD-induced frequency shift ∆ω = kdot/(2mωm),
using parameter values similar to the experiment of Ref. 5.
Main plot: frequency shift versus dimensionless gate voltage for
ωm = 160 kHz, k0 = 7 N/m, Γ = 10 kHz, T = 4.2 K, tc = 1 meV,
ECL = 20 meV, ECR = 25 meV, ECm = 12 meV. Most interesting
is the feature along the charge transfer line (indicated with a dashed
line), which results from the adiabatic modulation of the DQD eigen-
states by the cantilever. The width of this feature is a measure of
tc. For simplicity, we have used fixed couplings AL ≈ 8 meV/nm,
AR ≈ 6 meV/nm. Lower inset: Same as main plot, but now
tc = 0.001 meV  kBT . The adiabatic feature is absent. Upper
inset: Simulated AFM data of frequency-shift versus lateral tip po-
sition, for a tip height of 20 nm and a bias voltage VB = −7.1 V;
white dots indicate the centres of the two dots. The parameters and
coherent tunneling are the same as the main plot, but the couplings
AL, AR now vary with tip position. See Appendix A for more details.
thus provides a direct means for both detecting the presence of
coherent interdot tunneling, and for measuring its magnitude.
Shown in Figure 1 is a full calculation of the DQD-induced
frequency shift ∆ω = kdot/(2mωm) obtained using Eq. (8)
and linear response, keeping all contributions. We have used
experimentally-relevant DQD and cantilever parameters; see
caption for details. The lower inset shows results for a small
value of tc; similar to a single QD system, the only appre-
ciable frequency shift occurs at charge addition lines where
lead tunneling is strong and the total dot charge can fluctuate.
In contrast, for a larger value of tc, one obtains a large fre-
quency shift along the charge transfer line, in agreement with
Eq. (13). Again, seeing this effect provides a direct probe of
coherent interdot tunneling. Note that there exists a somewhat
similar adiabatic contribution to the TLS - acoustic wave in-
teraction in glasses21, but that it is neglected in the standard
early treatments18–20.
Effective TLS damping– Eq. (12) indicates a second mech-
anism which contributes to kdot and γdot near the charge trans-
fer line: the cantilever’s modulation of 〈σz〉, the population
asymmetry of the two low-energy DQD eigenstates. This
corresponds directly to the well-known mechanism of non-
resonant damping by a two-level system (TLS), studied in the
context of acoustic damping in glasses18–23,26. On a heuris-
tic level, the cantilever oscillations cause the DQD splitting ∆
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FIG. 2: Calculated DQD-induced damping γdot. DQD parameters
are identical to Figure 1, except for tc = 0.3 meV, T = 8.4 K, and
Γ = 10 MHz. We have also included an intrinsic relaxation mecha-
nism (T−11,int ∼ 100 kHz) which imposes a lower bound on the TLS
relaxation rate. The AFM tip parameters are ωm = 75 kHz and
k0 = 3 N/m. The main plot shows the damping as a function of
the dimensionless gate voltages, while the inset shows a simulated
AFM damping-versus-position image. The damping features near
the charge transfer line correspond to the TLS damping mechanism
discussed in the text.
to oscillate (cf. Eq. (7)), which in turn causes the occupancy
of the states |2〉, |3〉 to oscillate. The corresponding oscilla-
tions in 〈σˆz〉 (and hence 〈Fˆ〉) are phase shifted with respect
to zm(t) due to the finite DQD T1 time; the mechanism thus
contributes both to γdot and kdot. This mechanism for damping
relies on the DQD being coupled to a bath (e.g. the reservoir
electrons) which allows its populations to re-equilibrate in re-
sponse to changes in the splitting energy ∆; hence, the energy
dissipated is ultimately transferred to this bath. Note also that
this mechanism is suppressed at low temperatures kBT  ∆,
as in this case the DQD is always in its ground state.
We find that the DQD-induced damping due to this process
is given by:
mγdot =
 T1
1 + ω2mT 21
 A2δ cos2θ
kBT cosh2(∆/kBT )
, (14)
in agreement with previous works18–20. Unlike previous
works, in this system one knows the precise microscopic na-
ture of the TLS (i.e. an electron in the DQD), and also knows
at least some of the processes contributing to its relaxation
time T1. For our model of spinless electrons, we find:
T−11 = Γ cosh(β∆)
(
e−β|¯| + eβ(|¯|−Em)
)
+ T−11,int, (15)
where β = 1/(kBT ). The first term in the relaxation rate corre-
sponds to relaxation processes involving 2DEG-DQD tunnel-
ing and an intermediate state where the total DQD charge is
either 2 or 0; note that this term depends explicitly on both ∆
and ¯, and will thus vary as one moves (in gate voltage space)
along and away from the charge transfer line. The form of this
term corresponds to the simple case of spinless electrons and
equal dot-2DEG tunnel couplings; the more general form is
given in Appendix B. The second term in Eq. (15) describes
intrinsic relaxation processes in the DQD (e.g. due to a cou-
pling to phonons). Note that for this mechanism (i.e. the σˆz
contribution to Fˆ), T1 plays the role of the response time τ in
Eq. (11).
One might naı¨vely think that significant dot-induced damp-
ing could only occur near charge addition lines where DQD-
2DEG tunneling is strong. However, for a low frequency can-
tilever, we see that near the charge transfer line, γdot scales as
T1; in contrast, the more conventional γdot mechanism near a
charge addition line scales as 1/Γ. Thus, if T1Γ > 1, this “TLS
damping” mechanism can be equal to or even greater in mag-
nitude than the more conventional damping peaks found near
charge addition lines. This behaviour is shown in Figure 2,
where we use our full calculation to plot the DQD contribu-
tion to the cantilever damping, γdot. It is interesting to note
the presence of coherent tunneling causes the effect to vanish
at δ = 0, as ∆ has no linear dependence on zm here. One can
thus use the suppression of this damping effect on the charge
transfer line as a direct probe of coherent interdot tunneling.
Measuring T1– In the simple case of a low frequency can-
tilever and a single mechanism contributing to both kdot and
γdot, Eq. (11) suggests that one can simply measure the rel-
evant response time τ by taking the ratio of the two effects,
without having to precisely know the strength of the dot-
cantilever coupling. A similar approach can be used to extract
the DQD T1 time near the charge transfer line, though more
care is needed, as there are two mechanisms contributing to
kdot. First, note that the γdot as given by Eq. (14) is only ap-
preciable for kBT & ∆. For kBT  ∆, one finds that the two
spring constant mechanisms combine in a particularly simple
manner, and that the damping versus spring constant shift ra-
tio takes the simple form:
mγdot/kdot ' − cos2θ T1. (16)
By fitting the experimentally-measured γdot and kdot to this
formula near the charge transfer line, one can thus get a di-
rect measure of the DQD T1 time. This shows an advantage
of this technique over conventional charge-sensing: as one is
measuring dynamic phenomena (as opposed to simply the av-
erage value of the charge in the two dots), it is possible to
directly extract important DQD timescales.
Conclusions– Using a somewhat novel master equation ap-
proach in conjunction with linear response, we have studied
theoretically how charge dynamics in a DQD can cause damp-
ing and frequency shifts of a low-frequency mechanical res-
onator (such as an AFM tip). Qualitatively new effects arise
compared to the case of a single dot due to the cantilever’s
sensitivity to charge distribution, and due to the presence of
coherent interdot tunneling. We demonstrated that these ef-
fects could be used to detect and measure the magnitude of
coherent tunneling, as well as extract the DQD T1 time near
the charge transfer line.
We thank Y. Miyahara and L. Cockins for useful con-
versations, and acknowledge research support from CIFAR,
NSERC and the McGill Centre for the Physics of Materials.
5Appendix A: Capacitance and coupling modelling
We briefly describe in this appendix the modelling of pa-
rameters used to generate Fig. 1 and 2; we stress that the main
results and equations of the paper are independent of this mod-
elling. To generate plots of AFM damping and frequency
shift as a function of tip position ~rtip, one needs to under-
stand the dependence of the dimensionless gate voltagesNβ =
−VBCtip,β(|~rtip − ~rβ|)/e on ~rtip. This dependence determines
both the addition energies ( E+β = ECβ
(
1 − 2Nβ) − ECmNβ¯ )
and the coupling strengths (Aβ = ∂E+β/∂zm). We describe the
dependence of Ctip on tip position using a simple functional
form (see Eq. (A2) below) derived from the experimental re-
sults of Ref. 5; we also take parameter values in this form that
correspond to typical values in those experiments.
Following standard convention, we define the “lever arm”
αβ between the 2DEG and dot β as:
αβ =
Ctip,β
CΣ,β
, (A1)
where CΣ,β = e2/(2ECβ) is the total capacitance of the dot.
In general, CΣ,β  Ctip,β and thus one can safely neglect the
position dependence of CΣ,β. Recent work reported in Refs. 5
and 27 has addressed the variation of α with tip postion both
experimentally and using finite difference modeling; the re-
sults can be approximated with a simple analytic form. Con-
sidering a single, isolated dot and defining ρ and h such that
(~rtip − ~r) = ~ρ + hzˆ, we approximate the lever arm as:
α(ρ, h) ' α0
1 +
√
(h/dh)2 + (ρ/dρ)2
. (A2)
Representative parameters are α0 ∼ 0.1, dh ∼ 10 nm, and dρ ∼
20 nm. Using this simple form and assuming moderate dot-
specific parameter variation, we model the addition energies
and coupling strengths for both dots at all oscillator positions.
Appendix B: Effective T1 times due to electron tunnelling
The effective TLS relaxation rate 1/T1 given in Eq. (14)
describes relaxation due to electron tunnelling in the simplest
case of spinless electrons, and where the 2DEG is symmetri-
cally coupled to the two dots of the DQD. Relaxing both these
assumptions in our master equation treatment results in a mod-
ified form for the first (tunneling-induced) term in Eq. (14):
T−11
∣∣∣∣
tunnel
= Γ¯
(
1 − cos2 θ Γ2δ
)
cosh(β∆)
(
e−β|¯ | + 2eβ(|¯|−Em)
)
.
(B1)
Here, tunnelling between the left (right) dot to the 2DEG is
described by the total rate ΓL (ΓR), and we have defined Γ¯ =
(ΓL + ΓR)/2, Γδ = (ΓL − ΓR)/(ΓL + ΓR). The factor of two in
the last term of the above expression reflects the presence of
spin degeneracy.
The above result (as well as Eq. (15)) neglects the possi-
bility of coherence in the 2DEG - DQD tunnelling (i.e. the
possibility of interference between tunnelling into a given
DQD eigenstate via the left dot or via the right dot). In the
limit where the interdot spacing is much larger than the Fermi
wavelength of the 2DEG, such interference terms are strongly
suppressed. In contrast, for a small interdot spacing, this inter-
ference will contribute. One thus finds a different expression
for the 2DEG-tunneling. Taking Γδ = 0, the tunnelling contri-
bution to the effective TLS relaxation rate 1/T1 becomes:
T−11
∣∣∣∣
tunnel
= Γ cosh(β∆)
(
cos2 θe−β|¯| + (1 + cos2 θ)eβ(|¯ |−Em)
)
,
(B2)
where the factors of cos θ (cf. Eq. (5) in the text) arise from
electron interference. This result suggests that the lead-
mediated T1 time is particularly long near the charge transfer
line (cos θ ∼ 0) due to destructive interference. Because T1,int
is likely to dominate the relaxation rate in this region, such an
effect will have minimal influence on TLS damping in the one-
electron DQD. Nevertheless, this interference effect is closely
intertwined with coherent tunneling in the DQD, and could
offer an interesting topic for future investigations.
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