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Non-equilibrium (NE) molecular dynamics (MD), or NEMD, gives a “direct” simulation of thermal
conductivity κ. Heat H(x) is added and subtracted in equal amounts (
∫
dxH(x) = 0) at different
places x. After steady state is achieved, the temperature T (x) is found by averaging over finite
sections. Usually the aim is to extract a value of dT/dx from a place distant from sources and
sinks of heat. This yields a value κeff(L) for the thermal conductivity, L being the system size.
The result is then studied as a function of L, to extract the bulk limit κ. Here instead, our heat is
H(x) = H0 sin(qx), where q = 2pi/L. This causes a steady-state temperature T0 + ∆T sin(2pix/L).
A thermal conductivity κ˜(q) is extracted, which is well converged at the chosen q (or L). Bulk
conductivity κ requires taking the q → 0 limit. The method is tested for liquid and crystalline
argon. One advantage is reduced computational noise at a given total MD run time. Another
advantage is that κ˜(q) has a more physical meaning than κeff(L). It can be easily studied using
Peierls-Boltzmann transport theory. New formulas for κ˜(q) in simplified Debye-type models give
new insight about extrapolation to q → 0 or 1/L → 0. In particular, it is shown that κeff(L) is
unlikely to behave as κ−C/L, and much more likely to behave as κ−C′/√L. Convergence problems
encountered in computational cells with very large aspect ratios L‖/L⊥ are also analyzed.
I. INTRODUCTION
Molecular dynamics (MD) simulation applies to crys-
tals provided the temperature kBT is reasonably high on
the scale of the lattice energies ~ω. Then classical New-
tonian trajectories give good thermal averages. Going
beyond harmonic lattice dynamics is difficult with quan-
tum mechanics, but easy with classical MD, not requir-
ing perturbation theory. A “direct” simulation of phonon
thermal conductivity κ by non-equilibrium molecular dy-
namics (NEMD) was first done by Payton et al.1 in 1967,
and is now common. Good examples are the comparative
study by Schelling et al.2 and the careful study of GaN
by Zhou et al.3. A difficulty occurs because small ωQ vi-
brational modes have long mean free paths ΛQ, but only
modes with ΛQ < L (where L is the length of the simu-
lation cell) have their contribution to κ correctly treated
by NEMD.
Long mean free paths imply non-locality of κ. Phonons
passing through point x bring information about the tem-
perature T (x′) over distances |x−x′| comparable to their
mean free path. Non-locality is widely acknowledged4–9,
but not always considered a direct topic of study. Recent
interest in inhomogeneous situations with boundary ef-
fects and spatially varying heat input H(~r) gives new im-
petus to non-local analysis10–16. Homogeneous systems
are much simpler; non-locality is easy to include theo-
retically. A non-local analysis has value that deserves
recognition.
In NEMD simulation, heat H(x) is added and sub-
tracted in equal amounts (
∫
dxH(x) = 0) at different
places x. After steady state is achieved, the tempera-
ture T (x) is found by averaging over finite discrete sec-
tions. Usually the aim is to extract a value of dT/dx
from a place distant from sources and sinks of heat. This
yields a value κeff(L) for the thermal conductivity, L be-
ing the system size. The result is then studied as a func-
tion of L, to extract the bulk limit κ = κeff(L → ∞).
If heating |H(x)| is weak, response is linear, and the
relation ∆T (x) =
∫
dx′S(x − x′)H(x′) must hold. In
Fourier variables, this is ∆˜T (q) = S˜(q)H˜(q). From en-
ergy conservation dJ(x)/dx = H(x) and the non-local
Fourier law17 J(x) = − ∫ dx′κ(x − x′)dT (x′)/dx′, one
finds κ˜(q) = 1/q2S˜(q). The “tilde” is used to indicate
when a function is in reciprocal space instead of direct
space.
In this paper, we show that we can improve on κeff(L)
by thinking non-locally. The results of NEMD calcula-
tions can be considered to arise from κ˜(q) for values q =
2pin/L (for periodically repeated slabs), or q = pin/L (for
terminated slabs). Here L is the length of the simulation
cell. The desired true bulk κ = κ˜(q → 0) = ∫ d~rκ(~r)/V ,
requires extrapolation. This extrapolation is best guided
by theory aimed at κ˜(q). A useful strategy is therefore
direct computation of κ˜(2pi/L), using this to optimize the
extrapolation to L → ∞. The reason why κ = κ˜(0) is
unavailable is because H˜(0) =
∫
d~rH(~r)/V must vanish
in order for a steady state to be allowed.
This paper does four things. (1) We Fourier-analyze
the common version of NEMD where the system is peri-
odic with length L along the direction of heat flow, and
heat input and removal occurs in isolated slabs separated
by L/2. A rigorous relation between κeff(L) and κ˜(q) is
worked out. (2) A method is given for direct MD sim-
ulation of κ˜(q), by applying and extracting heat in a si-
nusoidal pattern18. This has numerical advantages over
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2other protocols. (3) Convergence of κ˜(q) towards κ is
studied by NEMD simulation for the Lennard-Jones (LJ)
liquid and crystal. (4) The Peierls “Boltzmann Transport
Equation” (BTE)19,20 is solved for κ˜(q) in Debye approx-
imation (ωQ = v| ~Q|) with 1/τQ = (1/τD)(ωQ/ωD)p. The
appropriate power p is probably 2. This helps understand
convergence as the MD simulation-cell size L increases.
For the particular case p = 2 most often encountered, it
is shown that κeff(L) ∼ κ−C ′/
√
L, rather than the form
∼ κ− C/L which has been widely assumed.
II. PRELIMINARIES
Assume a homogeneous single crystal, represented by a
simulation cell with periodic boundary conditions. The
ith atom at ~ri and the atom at ~ri + ~R are equivalent,
and have the same trajectory ~ri(t). For simplicity, the
primitive translation vectors ~R of the simulation cell
( ~A1, ~A2, ~A3), are assumed orthogonal. For example, in
the sample calculations presented later, they are taken to
be Nxaxˆ, Nyayˆ, Nzazˆ, where a is the lattice constant,
the edge-length of the fcc conventional cube. A typical
cell has size (Nx, Ny, Nz) = (80, 6, 6), With 4 atoms in
the conventional cube, this means 11,520 atoms. Heat-
ing is done in slabs perpendicular to the long vector ~A1.
Therefore, current flows parallel to ~A1. This is why a
one-dimensional notation (J(x) and κ˜(q), for example) is
used. The simulation cell length L = Lx = | ~A1| = Nxa is
chosen as large as computation permits, trying to surpass
the distance Λ of non-local thermal memory.
Boundaries create challenging problems. Nanoscale
heat transfer is typically dominated by thermal boundary
(or Kapitza) resistance21,22. For study of bulk conductiv-
ity, the aim is to reduce the influence of boundaries. One
can argue23 that periodic boundary conditions are not
the most favorable way to do this. However, in this pa-
per, periodicity offers simplicity for analysis, overruling
other considerations.
A further simplification follows computational neces-
sity. Discretize the temperature T (~r) into slab values
T (`). The slabs are layered in the ~A1-direction, and have
width d = nSa where nS is a small integer and a fac-
tor of Nx. The number of slabs is NS = Nx/nS . Let
the variable x denote distance along the ~A1-axis, per-
pendicular to slabs. The slab indexed by the integer `
occupies the interval `d − d/2 < x < `d + d/2. The
temperature T (`) is found from the average kinetic en-
ergy of the atoms in the `’th slab. Heat is transferred
externally into the `’th cell at a volume-average rate
H(`). In steady state, an outward heat flux conserves
energy, H(`) = [J(` + 1/2) − J(` − 1/2)]/d. Both cur-
rent and temperature gradient are properties of the junc-
tion of two adjacent slabs. Their steady-state linear re-
lation is J(` + 1/2) = −∑`′ κ(`, `′)∇T (`′ + 1/2), where
the sum runs over the NS slabs. This definition is re-
quired by linear math. Periodicity requires κ(`, `′) =
κ(`+mNS , `
′ + nNS), and homogeneity (if the medium
is in fact homogeneous) requires that κ(`, `′) = κ(`− `′).
Corresponding (via a unitary Fourier transformation)
to the NS distinct slabs, there are NS distinct wave-
vectors qn = 2pinq/NSd = 2pinq/L, indexed by integers
nq (|nS | ≤ NS/2), and distributed in a one-dimensional
Brillouin zone. In the homogeneous case, the relation is
J˜(q) = −κ˜(q)∇˜T (q). These ideas were introduced in Ref.
18, where further properties are explained.
It is not hard to extend the usual derivation of the
Kubo formula (ref. 24, for example) to derive a Kubo
formula for κ(x, x′) or κ(`, `′). The classical limit is
κ(`, `′) = − 1
kBT 2
∫ ∞
0
dt < J(`+ 1/2, t)J(`′ + 1/2, 0) >
(1)
III. DISCRETE SLAB HEATING
A common version of NEMD simulation removes en-
ergy only from slab ` = 0, at a volume-average rate H,
and inserts energy at the same rate into slab ` = NS/2.
Zhou et al.3 did a careful study of κ for GaN by this
method. They discuss, but do not completely resolve,
the issue of how the answer for κ scales with system size.
Here we analyze this version with periodic boundaries
(` = ` + NS), rather than the rigid or free boundaries
sometimes used. Heat current Jx(`+ 1/2) = ±(d/2)H ≡
±J flows across slab boundaries, the plus sign for ` to
the right of the input and left of the output slab, and
the minus sign for opposite cases. Thermal conduction is
found using the relation κeff(L) ≡ −J/∇xT (mid). The
rigorous non-local Fourier law is J˜(qn) = −κ˜(qn)∇˜T (qn).
Analysis given in Appendix B shows that
1
κeff(L)
=
2
NS
nq=odd∑
q
(−1)(nq−1)/2
sin(qd/2)
[
cos(qd/2)
κ˜(q)
]
(2)
where the subscript on qn has been dropped. This holds
if NS/4 is an integer. If it is a half-integer, then cos(qd/2)
is replaced by 1. Liquids have a very local conductivity,
where κ˜(q) ≈ κ is nearly independent of q. Then the
sum in Eq.(2) converges correctly to κeff → κ without
needing a small q1 = qmin = 2pi/L. For crystals like
GaN, where non-local behavior is caused by long mean
free paths of small-Q phonons, κ˜(q) peaks around |q| = 0.
Accurate results require a small qmin or a large L. When
qmin is not very small, the first two terms nq = ±1 in
Eq.(2) dominate. Approximating sin(qmind/2) by pi/NS
and cos(qmind/2) by 1, the result is κeff ≈ piκ˜(qmin)/4,
which is smaller than piκ/4 (and still smaller than the
true κ.) It would be better to calculate κ˜(qmin) directly.
A method is given in the next section.
3heat input
temperature shift
FIG. 1. Schematic picture of an NS = 16 slab sim-
ulation cell with periodic boundary conditions. Heat is
added or subtracted according to position, in the `th slab,
as H cos(2pi`/NS). The central cell is numbered ` = 0. Tem-
perature T (`) is determined by averaging kinetic energy of
atoms in each slab. In linear approximation, the steady-state
temperature must vary as T0 + ∆T cos(2pi`/NS).
IV. SINUSOIDAL HEATING ALGORITHM
The simulation cell is divided into slabs centered at
x(`) = `d, ` = 1, . . . , NS . It is shown schematically in
Fig. 1. The distance d = L/NS is the width of a slab.
It is a multiple of a = L/Nx where Nxa = L is the re-
peat distance on the long axis. We want to modify the
heat input profile. Instead of the two slab version, let the
heat input be of the form H(`) = H˜(qmin) cos(qminx(`)).
The temperature variation then has the form T (`) =
T0 + ∆˜T (qmin) cos(qminx(`)). Since slab temperatures
T (`) at all of the NS different values of ` are used to com-
pute the Fourier amplitude ∆˜T (qmin), numerical noise
averages out faster.
Equation 26 of the previous paper18 says, for arbitrary
heating H(`), heating rate, temperature, and conductiv-
ity in Fourier space are related by (for q 6= 0),
∆˜T (q) =
H˜(q)d2
4 sin2(qd/2)κ˜(q)
(3)
For simple sinusoidal heating, H˜(q) and ∆˜T (q) are zero
except at q = qmin, where their values are denoted as H
and ∆T . Then the thermal conductivity is
κ˜(qmin) =
Hd2/∆T
4 sin2(qmind/2)
→
(
NSd
2pi
)2
H
∆T
(4)
This makes sense: 2pi∆T/NSd is the maximum temper-
ature gradient, and HNSd/2pi is the maximum heat cur-
rent.
Now we need a good numerical algorithm to drive the
oscillatory heat input. Furtado, Abreu, and Tavares25
(FAT) made an improvement on the popular algorithm
by Mu¨ller-Plathe26. The usual Mu¨ller-Plathe method
gives equal heating and cooling to two chosen slabs. The
hottest atom in the slab chosen for heat removal, and the
coldest atom in the slab for heat insertion, have their ve-
locities interchanged, conserving energy and momentum.
The FAT algorithm does not interchange velocities. It is
decided in advance what heat ∆ should be added and
subtracted. Then a corresponding velocity increment ∆~v
is added to one of the two atoms, and subtracted from
the other, in such a way that total energy and momentum
are conserved, local energy being altered by ±∆. The
minimum possible magnitude |∆~v|, is chosen, so that the
resulting disruption is minimized. This allows heat input
at a predetermined rate which can be spatially varied.
Details are given in the on-line supplemental material27.
V. TEST ON LENNARD-JONES LIQUID
The Lennard-Jones (LJ) liquid is a simple case, used by
Mu¨ller-Plathe26 to test his algorithm. The pair potential
is
VLJ = 4
[(σ
r
)12
−
(σ
r
)6]
(5)
The parameters for argon28 are /kB = 119.6K and σ
=3.405A˚. First, we use Mu¨ller-Plathe’s algorithm to re-
produce his results, at the same (N,V, T )= 2592 atoms,
ρ = N/V = 0.849/σ3, and T = 0.7/kB =84K. The same
simulation cell is used, consisting of 18 × 6 × 6 fcc con-
ventional cubes, and periodic boundary conditions. The
cut-off distance for the LJ potential is 3.0σ. We get the
same answer, κ=7.1 in LJ units.
As shown in Fig. 2 of ref. 26, and confirmed by our
calculation in Fig. 2, the temperature gradient is essen-
tially constant all the way to, and including, the slabs 0
and NS/2 = 10. This is because thermal conductivity in
a liquid is very local. This can be contrasted with Fig. 2
of ref. 3 or Fig. 4 of ref. 18, for crystals with non-local
κ. Gas theory is certainly not correct for a liquid; the
concept of a mean-free path is not valid. However, we
can get an idea of what happens by unlicensed use of the
gas formula κ = Cv¯Λ/3. The measured thermal conduc-
tivity of liquid argon (0.132 W/mK at temperature near
100K and pressure near 1Mbar29–32) then corresponds to
a mean free path Λ ≈ 0.14 A˚, more than 30 times smaller
than the slab separation a = 1.68σ. In other words, the
non-local conductivity κ(z−z′) decays to zero by the first
neighbor slab, or κ˜(q) is independent of q out to values
of q larger than qmax = pi/d.
Also shown in Fig. 2 is the sinusoidal temperature
profile gotten numerically from our sinusoidal heating.
The computational system is unaltered. The 2592 atoms
are in the same cell, divided into 20 slabs, at the same
T . Heat H(`) = H cos(2pi`/NS) was inserted, with H
between 1 and 5 /(∆t · slab). Slabs were heated by
choosing “adjoint” slabs (` and `+NS/2), finding coolest
and hottest atoms, and altering the kinetic energies sinu-
soidally by use of the FAT algorithm. This was done for
all slabs simultaneously, at a fixed time step (∆t = 15δt
for short samples and 60δt for long samples). The time
step δt used for the “velocity Verlet” Newton’s-law inte-
gration algorithm33,34 is δt = 0.007tLJ . The LJ unit of
time for argon is tLJ = σ
√
(m/) = 2.16 ps. Equilibra-
tion required 104 δt of constant T simulation, and T (`)
4FIG. 2. Temperature profiles from NEMD simulations for
the LJ liquid. The points fit by the straight line are a re-
production of the calculation of Mu¨ller-Plathe. The points fit
by the sine curve use the same simulation cell, with spatially
sinusoidal heating and cooling.
averaging was done for 2× 105δt; good convergence was
found in 5× 104δt as shown in Fig. 3.
To estimate errors, consider that there are 130 atoms
per slab, each with mean energy kBT and rms deviation
of kBT from the mean, according to Maxwell-Boltzmann
statistics. Thus the mean slab energy per atom, at any
particular moment, should be about kBT ± kBT/
√
130
Therefore, if averaged over 100 random and independent
thermalized configurations, the temperature error in a
slab will be less than 1%. A run of 5 × 104δt should be
more than sufficient for this purpose. Fig. 2 suggests
errors of order 0.001kBT in the slab temperatures.
Both of the current LJ liquid simulations give the same
value, κ = 7.1 in LJ units, equal to the Mu¨ller-Plathe26
result. In normal units, this is 0.133 W/mK, very close
to the experimental value for argon, 0.132 W/mK29–32.
The sinusoidal algorithm gives faster convergence and a
slightly more accurate final answer, as shown in Fig 3.
VI. EXTRAPOLATION
NEMD answers for κ are computed for finite size L.
Therefore extrapolation is required to estimate the bulk
(L → ∞) answer. Sellan et al.35 have analyzed this. It
was also analyzed in the previous paper18, using a Debye
model. Here we continue the analysis. Equations (22,23)
of ref. 18 are
κ(q) =
1
Ω
∑
Q
~ωQ
∂nQ
∂T
v2QxτQ cos
2(qd/2)F (q,ΛQx) (6)
FIG. 3. Time evolution of the error of simulation of κ for
the LJ liquid. The upper and noisier curve uses The lower
curve is the result of the sinusoidal algorithm of this paper.
F (q,Λ) =
[
1 + 4 sin2(qd/2)
{(
Λ
d
)
+
(
Λ
d
)2}]−1
, (7)
where vQx, τQ, and ΛQx = vQxτQ are the group veloc-
ity, quasiparticle lifetime, and x-component of mean free
path of the phonon mode of frequency ωQ. The sum
over modes Q implicitly includes a sum over branches.
These equations solve the BTE in relaxation-time ap-
proximation (RTA; also known as the “Single Mode
Approximation”) for the case where heat is applied as
H(`) ∝ cos(q`d). We focus on the smallest q, 2pi/L.
Recent progress in numerical solution of the BTE36–39
has enabled comparison of RTA against exact solutions.
Very often, RTA answers are accurate at room temper-
ature, graphene40,41 being a notable exception. Here
we adopt both the RTA and the overly simplistic De-
bye model. The aim is not an accurate κ, only insight
about the size-dependence of κ(qmin = 2pi/L), to guide
extrapolation to the L → ∞ limit. We choose the mean
free path ΛQx to scale as Q
−p,
ΛQx = vτD
Qx
Q
(
QD
Q
)p
. (8)
Then Eqns.(6, 7) become
κD(q) = κ0 cos
2(qd/2)
1
N
3N∑
Q
(
Qx
Q
)2(
QD
Q
)p
F (q,ΛQx).
(9)
Here the sum over Q contains an explicit factor of 3, for
the three acoustic branches, all given the same velocity
v in the Debye model; κ0 is a convenient scale factor,
κ0 =
N
Ω
kBv
2τD. (10)
5This is just the classical limit of the standard formula
(1/3)Cv` with ` = vτD. The Debye wavevector has its
usual value, (6pi2N/Ω)1/3. A common choice for the ex-
ponent is p = 2.
Here, instead of integrating over the Debye sphere, we
use direct numerics to do the discrete sum of Eq. 9 over
the actual discrete Q-mesh in the Brillouin zone of the fcc
simulation cell that will be used in the next section for
the LJ crystal. That is, we use only those ~Q’s in the fcc
Brillouin zone such that exp(i ~Q · ~Ai) = 1, where ~Ai, for
i = 1, 2, 3, are the orthogonal translation vectors of the
simulation supercell. As an example, the mesh used in
Sec. V for the LJ liquid corresponds to ~A1 = 18a(1, 0, 0),
~A2 = 6a(0, 1, 0), and ~A3 = 6a(0, 0, 1), where a = 1.68σ
is the lattice constant of the fcc conventional cubic cell,
using the liquid argon density, 0.849/σ3. Our simulation
cells in this and the next section will be very similar,
but longer in the ~A1 direction, and with a readjusted
to 1.56σ to give the higher density34,42, 1.053/σ3, of the
low pressure LJ crystal. The corresponding ~Q’s are the
vectors ` ~G1 +m~G2 + n~G3 of the lattice reciprocal to the
~A’s. This is an anisotropic reciprocal-space mesh, being
coarse in the directions ~A2 and ~A3, but finer in the direc-
tion ~A1, corresponding to the actual distribution of nor-
mal modes of the atoms in the simulation cell of the LJ
crystal (where |~G2,3| is larger than |~G1|.) We are guessing
that the Debye model, with frequency ωQ = v| ~Q| for all 3
branches, and 1/τQ = (1/τD)(Q/QD)
2, sufficiently cap-
tures the physics of the LJ crystal for purposes of learning
how to extrapolate to infinite simulation cell size.
Results are shown in Fig. 4 and in Appendices C and
D. The figure shows two things. First, quite smooth ex-
trapolation to the correct q = 0 answer appears when
κ(q) is plotted versus
√
qa, as anticipated in Refs. 35
and 18, and clarified in Appendix A. Second, an unex-
pected divergence (of the form 1/
√
qa begins to appear
for cells with small enough q (relative to the transverse
size q⊥ ≈ 2pi/Ny or z.) Specifically, the onset of the up-
ward turn appears roughly when
√
(qa) < 1/2Ny, which
corresponds to Nx > 25N
2
y , a limit not always achieved
in NEMD calculations. The origin and significance of
this divergence is discussed in Appendix C. The idea for
extrapolation is discussed in the caption to Fig. 4 and in
Appendix D.
VII. LENNARD-JONES CRYSTAL
Unlike the LJ liquid, for an LJ crystal, phonon gas
theory applies well, but only up to half the melting tem-
perature, where higher-order anharmonic terms become
important16. This non-Boltzmann regime is where an
MD simulation is worth doing . The resulting shorter
phonon mean free paths permit shorter simulation cells.
We simulate crystalline LJ argon at T=80K, close to the
experimental triple point (84K and 0.7 atmospheres) and
atmospheric pressure melting temperature (84K).
FIG. 4. Convergence of κ(q) toward 3κ0 found by numer-
ical summation of the Boltzmann-Debye RTA model (with
p = 2). The simulation cell is anisotropic, of size Ny = Nz
equalling 2, 3, 4, and 6 (top to bottom) and Nx = 2pi/qa
varying from 10 to 10,000. The Q-sum in Eq.(9) is evaluated
not over the Debye sphere, but over the anisotropic Q-mesh
corresponding to the normal modes of the fcc crystalline LJ
lattice; results are shown as solid lines. The inset shows that
the small q divergence has a 1/
√
qa form with coefficient di-
minishing as Ny increases. The simulation results are fitted
(for 50 < Nx < 1000 or .08 <
√
(qa) < .35) to a 3-term form
κ(q) ≈ A/√(qa) + B + C√(qa). The fits are indicated by
dots whose colors agree with the lines. The value of B (for
Nx ≥ 6) is a reasonable choice for κ(q = 0). The dashed
lines show the non-diverging parts κ(q) ≈ B+C√(qa) of the
3-term fits. The coefficient B is the slope of the lines in the
inset, and the
√
(qa) = 0 intercept of the dashed lines on the
main graph.
Higher energy phonons have mean free paths a bit
longer than the unit cell a = 5.32A˚, which we choose
to be the slab thickness d. Lower energy phonons have
mean free paths ΛQ increasing, roughly as 1/ω
2
Q. The
values of ΛQ are not as long as in GaN, modeled by Zhou
et al.3. Nevertheless, doing a converged calculation by
MD methods is challenging. We use this to test whether
our algorithm is helpful. We use a time step of the
“velocity Verlet” Newton’s-law integration algorithm33,34
δt = 0.007tLJ for smaller-size samples, and 0.014tLJ for
larger ones.
Figs.5 and 6 show results for κ(q = 2pi/L) where
L = Nxd is the length of the simulation cell, and d = a.
These calculations use a heat input H(`)∆t (per slab)
of 1.265 cos(2pi`/NS). The interval ∆t between heat in-
sertions is 60δt. The value of κ in argon at T =80 K is
measured43 to be in the range 0.4 to 0.6 W/mK. Christen
and Pollack44 found κ(80K) ≈ 0.30 W/mK. Fig. 5 looks
as if it might extrapolate linearly in the region qa < 0.1
to a value around 23 in LJ units, whereas Fig. 6 seems
more convincingly linear in
√
(qa), extrapolating to a
value κ(q = 0) ≈ 26 in LJ units. The LJ unit of ther-
6FIG. 5. Points are results of NEMD for the LJ crystal.
Values of κ are shown in LJ units (κLJ = (kB/σ
2)
√
(/M)=
0.0188 W/mK). The wave-vector q = 2pi/Lx is the small-
est compatible with the simulation cell, whose size is (Lx =
Nxa) × 6a × 6a. Values of Nx vary from 12 to 120. The red
line is a numerical summation of the Debye-RTA model, Eq.
9, with exponent p = 2, using a Q-mesh compatible with the
discrete normal mode quantum numbers of the y, z size of the
simulation cell, and Nx = 2pi/qa values varying from 10 at
the right, up to 104 at the left. The parameters κ0 and τD
are scaled to fit the NEMD numbers. The anomalous small-q
behavior is better seen in Fig. 6, and is shown in Appendix
C to be an artifact of the coarse Ny,z mesh.
FIG. 6. Points are numerical κ(q) in LJ units, the same as
those in Fig. 5. The red line is also as in Fig. 5, a scaled
RTA-Debye model with p = 2 (Eq. 9) summed using the
same coarse transverse Q-mesh as the simulation cell, and
varying Nx and thus q = qmin = 2pi/L = 2pi/Nxa. Use of√
(qa) for the horizontal coordinate gives better linearity and
a more reliable extrapolation to q = 0. The anomalous low-q
behavior of the red line is discussed in Appendix C.
mal conductivity is (kB/σ
2)
√
(/M)=0.0188 /W/mK.
Our LJ crystal simulation thus gives κ ≈ 0.49 W/mK.
This compares with the value 0.16 − 0.17 W/mK found
by Turney et al.16, 0.236 W/mK found by Omini and
Sparavigna36, 0.25 W/mK found (at 69.2K) by Kabu-
raki et al.45, 0.33 − 0.49 W/mK (depending on density)
found by Christen and Pollack44, and 0.19 W/mK found
by Chernatynskiy and Phillpot46.
VIII. CONCLUSIONS
The algorithm of Sec. IV works smoothly and con-
verges more rapidly than the common two-slab heating.
It generates a reliable value of κ˜(q = 2pi/L). The macro-
scopic conductivity, κ = Limq→0κ˜(q), found by extrapo-
lating the long sample dimension to L→∞, is problem-
atic, although less so than for the discrete-slab heating
algorithm. Even if Boltzmann transport theory fails be-
cause phonon mean free paths are so short that quasipar-
ticles are not well-defined, nevertheless, Boltzmann the-
ory should correctly model the long-wavelength phonon
contribution to κ(q), which is the problematic part.
Our analysis using the BTE reveals two effects re-
sponsible for slower than expected convergence of κ˜(q)
to κ. These are an inevitable correction which scales
as
√
(qa), and the anisotropic mesh artifact that scales
as 1/[NyNz
√
(qa)] ∝ √(Nx)/NyNz. These are found
by numerical summation of the Boltzmann-Debye RTA
version, but should faithfully model the effects seen in
NEMD models. Simple graphical extrapolation to q = 0
by assuming linear behavior in
√
qa is less justifiable
than had been hoped, because the contamination by the
1/
√
(qa) term alters the appearance of the κ(q) versus√
(qa) graph. The cure is to be sure that the ratio√
(Nx)/NyNz does not get too small. Appendix D dis-
cusses this further. There are reasons for mild insecurity
on the issue of to what extent extrapolation is justified.
Appendix A: Peierls-Boltzmann-Debye (PBD)
models
The normal Debye model visualizes three acoustic
branches of normal modes Q. For simplicity, they are
all given the same velocity v, and remain dispersionless
throughout the sphere of radius QD which models the
Brillouin zone. For anharmonic scattering, the relaxation
rate 1/τQ is Q-dependent. An appropriate extension of
the Debye model is to take 1/τQ = 1/τD(Q/QD)
p, where
the power p is important but a bit uncertain in real-
ity. The result is a family of Peierls-Boltzmann-Debye
relaxation-time approximations (PBD-RTA).
κ˜p(q) =
9
2
κ0
∫ 1
0
dxx2
∫ 1
−1
dµ
µ2
xp + iλµ
(A1)
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FIG. 7. The q-dependent PBD-RTA conductivities κ˜p(q) as
expressed in Eqs.A2 to A5.
where λ = qvτD = q`min, and Q is the phonon mode la-
bel. The integration is over x = Q/QD, and µ = cos θ =
Qx/Q. The scale factor is κ0 = kBv
2τD/Ωcell. This equa-
tion is just Eq.(13) of Ref. 18. It is also the continuum
version (qd→ 0) of the discrete slab Eq. 6.
For integer p, the integrations can be done analytically:
κ˜0(q)
κ0
=
3
λ2
[
1− tan
−1(λ)
λ
]
(A2)
κ˜1(q)
κ0
=
9
10
[
1 +
2
λ2
(
1− tan
−1(λ)
λ
)
− λ2 log
(
1 +
1
λ2
)]
(A3)
κ˜2(q)
κ0
=
9
7λ2
[
1− tan
−1(λ)
λ
+ 2λ2
−λ2
√
λ
2
(
tan−1
(√
2
λ
+ 1
)
+ tan−1
(√
2
λ
− 1
))
− λ
2
2
√
λ
2
log
(
1 +
√
2λ+ λ
1−√2λ+ λ
)]
(A4)
κ˜3(q)
κ0
=
1
2
log
(
1 + λ2
λ2
)
+
1
λ2
(
1− tan
−1(λ)
λ
)
(A5)
These equations are plotted versus λ = q`min in Fig.
7. Of these formulas, the most useful is probably the
p = 2 case, Eq.(A4). It is also the most difficult to de-
rive. Details of the derivation are given in the Online
Supplemental Material.
These four functions have simple large-q limits,
κ˜p(q) =
9
3 + p
κ0
(q`min)2
. (A6)
Their small-q limits are diverse, and contain the rules
for extrapolation to q = 0. The p = 0 function κ˜0 hardly
requires extrapolation if the cell size significantly exceeds
`min = vτD. The p = 3 function diverges to infinity as
log(1/q) when q → 0. If the exponent p exceeds 3, the
divergence is faster than logarithmic. The explicit small
q expansions are
κ˜0(q)
κ0
→ 1− 3
5
λ2 + . . . (A7)
κ˜1(q)
κ0
→ 3
2
− 9
5
λ2 log(1/λ)− 9
25
λ2 + . . . (A8)
κ˜2(q)
κ0
→ 3− 9pi
7
√
q`min
2
+ . . . (A9)
κ˜3(q)
κ0
→ log(1/q`min) + 3 + . . . (A10)
For p > 0, the leading term is non-analytic in q, but
higher corrections are analytic.
Appendix B: Discrete slab heating
The previous appendix A deals with non-local κ˜(q) for
an infinite homogeneous crystal. Then q is a continuous
variable with no upper bound. Now we must deal with
a situation where an artificial superlattice periodicity is
imposed, which forces T (x+L) = T (x). This means that
q is no longer continuous, but quantized (2pin/L for in-
teger n). Furthermore, T (x) is no longer defined for a
continuous spatial variable x, but only at discrete values
x(`) = `d where d = L/NS . The distance d = nSa is a
multiple of the crystalline period a in the xˆ-direction, and
NS = Nx/ns is the total number of discrete slabs within
which the temperature T (`) is thermally averaged. This
both simplifies and complicates the Fourier analysis. The
simplification is that now there are only a finite number
(NS) of Fourier coefficients for the functions of periodic-
ity L. Specifically, q = 2pin/L = (2pi/d)(n/NS), where
−NS/2 + 1 ≤ n ≤ NS/2, or −pi/d < q ≤ pi/d. The com-
plication is that the finite domain of q introduces simple
but unfamiliar detailed differences from continuous cases.
Equation 3 is a good example.
Since discrete variables T and H are defined for dis-
tinct slabs `, the discrete variables J and dT/dx are de-
fined between slabs (`+ 1/2, for example.) For example,
the Fourier representation of J is
J˜(q) =
1
NS
Ns values of `∑
`
e−iqd(`+1/2)J(`+ 1/2)
J(`+ 1/2) =
Ns values of n∑
q
eiqd(`+1/2)J˜(q). (B1)
In the case where heat is added in the slab ` = 0 and re-
moved in the slab ` = NS/2 (equivalent to slab −NS/2),
8the current is +J to the right and -J to the left of ` = 0,
or
J˜(q) =
J
NS
NS/2−1∑
`=0
[
e−iqx(`+1/2) − c.c.
]
=
J
NS
(
1− e−iqL/2
1− eiqd
)
e−iqd/2 − c.c.
=
J
iNS
[
1− (−1)nq
sin(qd/2)
]
. (B2)
At q = 0, the expression [ ] in the last line of Eq.(B2)
needs definition; the correct value is 0, as is also true for
all q’s with even nq. This happens because of choices that
made J antisymmetric around the points of maximum
heat insertion (` = 0) or removal (NS/2). Now let us
analyze the approximate thermal conductivity,
κeff(L) ≡ −J/∇zT (mid). (B3)
That is, the thermal conductivity is approximated by the
ratio of the actual current J , controlled by the heating
rate e˙, to the temperature gradient −∇zT (mid) found
midway between the heat input slab (` = 0) and output
slab (` = NS/2). This temperature gradient has the
Fourier representation
∇z T (mid) =
∑
q
eiqNSd/4∇˜zT (q) [NS/4 = half integer]
=
∑
q
eiqNSd/4 cos(qd/2)∇˜zT (q) [NS/4 = integer].
(B4)
In the case NS/4 = integer, the slab ` = NS/4 lies mid-
way between heat input and output, so the temperature
gradient (needed at the slab mid-point) is taken as the
average of the left and right slab boundaries. This in-
troduces the factor cos(qd/2) in the second version of
Eq.(B4). Finally, we substitute ∇˜zT (q) = −J˜z(q)/κ˜(q)
in Eq.(B4), and use Eq.(B2) for J˜z(q). Then Eq.(B3)
becomes
1
κeff
=
2
NS
nq=odd∑
q
sin(qL/4)
sin(qd/2)
[
1 or cos(qd/2)
κ˜(q)
]
=
[
4 or 4 cos(pi/NS)
NS sin(pi/NS)
]
1
κ˜(qmin)
+ {|nq| ≥ 3 terms}.
(B5)
This is a surprisingly complicated relation between
the size-dependent “computational” value of κeff and
the Fourier representation κ˜(q). From Eq.(B5), the
leading term (at small qmind/2 = pid/L = pi/NS)
is 1/κeff = 4/piκ˜(qmin), with oscillatory corrections∑
n=1(4/pi)(−1)n/[(2n+ 1)κ˜((2n+ 1)qmin)]. In the local
limit, κ˜(q) = κ, Eq.(B5) converges exactly to κeff = κ.
Appendix C: Anisotropic mesh
Fig. 6 indicates that Eq.(A9) gives a good match to
the size-dependence when Nx is not too big (and q is not
too small.) At smaller q there is an up-turn in the numer-
ical Debye-RTA sum, that is not derived in the analytic
integration Eq. A4. This up-turn is strongly enhanced at
small transverse cell size NyNz. The problem is that the
ratio Lx/Lz becomes very large at small q = 2pi/Lx. It is
necessary to reconsider how Eq. 9 (for p = 2) behaves in a
finite-size crystal or simulation cell, when one dimension
(Lx ≡ L) gets large but the other two (Ly = Lz ≡ Lyz)
remain small. The answer is, a new non-analytic piece
occurs. The results in Appendix A are for a crystal with
size going to ∞ in all directions. For p = 2, κ˜(q) de-
viates from κ as
√
q at small q. Here we show that the
deviation becomes like 1/
√
q if the simulation cell has too
large a ratio of Nx to NyNz. This is specific to the power
law relaxation τQ = τD(ωD/ω)
p with p = 2. The diver-
gence is a property of a one-dimensional wire, indicating
that ballistic transport has a dominant effect in such a
system. As the area LyLz of the wire increases, the di-
vergent term in κ(qmin) decreases as a
2/LyLz, restoring
the
√
q answer.
The specific system under consideration is an fcc crys-
tal of volume Na3/4, where a is the conventional prim-
itive cube size, N = 4NxNyNz is the total number of
atoms, Ny and Nz being small integers held fixed, and
Nx being a large integer. We seek the behavior as Nx gets
very large. The conductivity is given by Eq. 9, rewritten
as
κ˜(qmin)
κ0
=
1
N
∑
Qx
∑
Qy,Qz
(Qx/Q)
2(QD/Q)
2
1 + (Qx/Q)2λ2(QD/Q)4
, (C1)
where λ = qvτD. The Q-vectors are ~Q =
(2pi/a)(nx/Nx, ny/Ny, nz/Nz). This choice is required to
make vibrational normal modes satisfy periodicity in the
supercell. There are N Q-vectors in the Brillouin zone.
The Debye model simplifies summation over the Brillouin
zone by using the Debye sphere, with a volume equal to n
times the volume of the primitive Brillouin zone, n being
the number of atoms in the primitive cell, 4 for fcc. The
Q-points are dense along the x direction and sparse in
the others. Only the Qx-sum can be turned into an in-
tegral. It is consistent with the philosophy of the Debye
model, to not use a sphere in this case, but a cube-shaped
“pseudo-Brillouin zone”, of volume 4 times (2pi/a)3, con-
taining the correct number of states. The Qx sum is then
an integral, going from Qx = 0 to the boundary of the
“pseudo-Brillouin zone,” 41/3pi/a, and multiplied by 2 to
cover both negative and positive Qx.
κ˜(qmin)
κ0
=
1
4NyNz
∑
Qy,Qz
a
pi∫ 41/3pi/a
0
dQ
(Qx/Q)
2(QD/Q)
2
1 + (Qx/Q)2λ2(QD/Q)4
(C2)
9The number of terms in the Qy, Qz sum is ≈
n2/3NyNz, typically 50 for an MD simulation, or a few
thousand for a small nanowire. Of these terms, the one
which requires special attention is the Qy = Qz = 0 term.
We denote this term by κ˜00(qmin),
κ˜00(qmin)
κ0
=
1
4NyNz
a
pi
∫ 41/3pi/a
0
dQ
Q2Q2D
Q4 + λ2Q4D
=
(3/pi)1/3
2NyNz
∫ ζ
0
du
u2
u4 + λ2
, (C3)
where the variable u is Q/QD, and the upper limit is
ζ = (pi/6)1/3. The answer is
κ˜00(qmin)
κ0
=
(3/pi)1/3
2NyNz
[g(ζ)− g(0)], (C4)
where the indefinite integral g(u) is
g(u) =
1
2
√
(2λ)
[
−1
2
log
(
u2 +
√
2λu+ λ
u2 +
√
2λu+ λ
)
+ tan−1
( √
2λu
λ− u2
)]
. (C5)
Because Nx is large, λ = 2pivτ/Nxa is small, and to first
order, the definite integral g(ζ) − g(0) is determined by
tan−1(
√
(2/λ)) ∼ pi/2, and equals pi/4√(2λ) ∝ 1/√q,
insensitive to the details of the “pseudo-Brillouin zone”
boundary location. Thus to leading order, the piece of
κ˜(q) coming from the Qy = Qz = 0 part of the Q-mesh,
is
κ˜00(qmin)
κ0
=
(3/pi)1/3
2NyNz
pi
8
√
L
pivτ
(C6)
The Debye model is reliable as a guide for the low fre-
quency behavior, provided the relaxation-time approx-
imation and the associated power law p are correct.
The conclusion is a bit surprising. It indicates that if
anisotropic simulation cells are used for NEMD simula-
tion of κ, then the extrapolation to very long cells suffers
from an unintended 1D singularity. The product NyNz
should increase at least as rapidly as N
1/2
x to prevent this
term distorting the extrapolated answer. In actual simu-
lations, this is probably more a sobering thought than a
serious warning. But the effect is real, and shows up in
the Debye-model numerics shown in Figs. 5 and 6.
Appendix D: Semi-empirical Fitting
Figures 5 and 6 show (as red lines) Debye-RTA dis-
crete Q-sums adjusted to fit NEMD results. These are
intended to guide extrapolation, but reveal possible am-
biguity about how to correct for the 1/
√
(qa) behav-
ior. This is an artifact of too large a ratio Nx/Ny, not
achieved in the NEMD simulations, but easily achieved
FIG. 8. The coefficient of the singular part ∝ 1/√(qa)
scales nicely with the reciprocal of the transverse dimension
1/N2y = 1/N
2
z of the simulation cell, especially when the semi-
empirical fit is restricted to smaller values of q.
FIG. 9. The expected q → 0 limit of Debye-RTA numerical
sums corresponds to coefficient B → 1, which happens nicely
as the transverse cell size is increased to 10 × 10. The fact
that it happens most quickly when even short cells Nx = 10
are included in the fit, suggests fortuitous error cancellation.
in the Debye-RTA numerical sums on discrete Q-meshes.
Here we show some results of a 3-term fit to the numeri-
cal Debye-RTA sums. From Appendices A and C, we are
led to expect behavior of the type
κ(q)/3κ0 ≈ A/√qa+B + C√qa. (D1)
The coefficient A should diminish as NyNz increases,
since it arises from only the Qy = 0 and Qz = 0 part
of the normal mode spectrum, one part out of the total
of NyNz Qy, Qz-values. This is tested in Fig. 8, and
found correct. Numerical summation over the Q-mesh
was done for 7 choices of Ny = Nz, namely 2, 3, 4, 5, 6,
8, and 10, and for a mesh of Nx ranging from the coarse
10
FIG. 10. The coefficient C of the leading finite size correction
κ(q)/κ0 ≈ 1 + C
√
(qa) is suprisingly sensitive to transverse
simulation cell size and to the choice of q-range to use in the
fit.
value of 10 to the dense value of 10,000. The 7 result-
ing κDebye(q) curves were least-squares fitted to Eq. D1.
The fitting was done for the smallest q = 2pi/Nxa, up
to a cutoff (all Nx greater than a minimum value, cho-
sen as 10, 50, or 200.) The fit is extremely accurate for
the smallest q-cut (Nx = 200) and least accurate for the
largest (Nx = 10.) The scaling with 1/N
2
y behaves just as
expected. The singular up-turn at very small q is indeed
an artifact of an anisotropic simulation cell, and should
be avoided by not letting the ratio Nx/(NyNz) become
too large.
The coefficient B is supposed to represent the true con-
verged q → 0 limit of κ(q). Figure 9 shows how this coef-
ficient behaves as the transverse dimension increases. For
Ny = Nz = 10, the Debye-RTA calculation is converged
to 96% or better, no matter what range of q is used for
least-squares fitting. Even down to Ny = Nz = 5, the
value of B is 95% of the bulk value 1, provided all cell
sizes down to the smallest (Nx = 10) are included in the
least-squares fit, whereas, if only small q’s (Nx > 200)
are used, convergence is a lot slower. This odd result
indicates that the improved convergence found by fitting
the less relevant large q’s is likely to be partially a result
of a fortuitous cancellation of errors.
Finally, the leading finite size effect for bulk κ(q) is
contained in the term C
√
(qa). This term comes from
long-wavelength phonons whose mean-free path exceeds
the cell size unless the cell is large in all three directions.
This negative contribution to κ is apparently suppressed
when the cell becomes more anisotropic. Simultaneously
the diverging term is getting larger. These seem to acci-
dentally compensate, making the NEMD answers better
than the true convergence estimates lead one to expect.
This is nicely illustrated in Fig. 4, which shows that
for Nx not too big (0.22 <
√
(qa) < 0.5, correspond-
ing to 25 < Nx < 130), the curve of κ(q) versus
√
(qa)
is remarkably independent of Nx and appears to point
smoothly to the correct extrapolated value of κ0. The
more careful fitting to the 3-term expression gives ex-
trapolated values shown by the dotted lines, which con-
verge well for meshes Ny ≥ 6, but not as rapidly as the
less careful extrapolation. The prescription for extrapo-
lation of NEMD with realistic simulation cells seems to
be, don’t use meshes with Ny = Nz much smaller than
6, and extrapolate linearly if numerical results appear
linear when plotted against
√
(qa) ∝ 1/√(Nx).
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