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1.1 Crystals
In depth understanding of the self-assembly of molecules to form crystals has
always fascinated people, from the very first descriptive science towards the
predictive techniques of crystal growth nowadays. There are no direct analytical
techniques to observe the ordering of single molecules in solution to form nuclei, to
follow the growth processes that occur at the surfaces of these nuclei, or to study
which nucleus grows out to a crystal. The source of polymorphism, that is the
appearance of different crystal packings for one and the same compound, might be
in either of these steps. All we study are the resulting crystals and the relation of
the final form to the growth conditions. The different polymorphic forms, as well as
the amorphous state, determine the properties of the material. Melting point,
density and stability are a few examples; most important in this study are the
possible anisotropic optical properties of the organic dyes. The absorption and
reflection characteristics of each crystal facet may differ. Next to the crystalline
form, also the crystal habit plays a role in the final appearance of the material. The
crystal size and shape determine properties like filtration rate and bulk density. The
morphology depends on the growth rate of each facet, which can be influenced to
obtain particles with optimal properties for its use. Nucleation and growth
conditions of the crystals determine the final product.
The shapes and colors of crystals inspired people to accredit healing or
strengthening powers to them or to use them for jewelry1. Mostly, these gems are
cut and polished, like diamonds, with artificial facets. Also the word “crystal” is used
in descriptions to emphasize purity or beauty. In industry, purification or specific
product properties determine the choice for crystallization. The ordering of identical
molecules into a crystal lattice allows separation of the product and unwanted
impurities or solvents. Another reason for crystallization is the improved stability of
the crystalline state above the amorphous one, as well as specific physical
properties of crystalline products. Yet, control of crystallization is only possible with
good understanding of this process.
The word “crystal” derives from the Greek κρυσταλλος – “clear ice”, as used by 
Homer and Herodotus to describe the special solid form of water2. It was
considered that all matter consisted of earth, water, air, fire and aether. The word
became used to describe similar solid materials, like quartz. Nevertheless,
Democritus3 considered all matter to be composed of indestructible “atoms” in an
empty space called “void”. These Ancient Greek philosophical considerations and
disagreements formed the basis of the description of the solid state for many
centuries. In the 17th century Kepler suggested that the hexagonal symmetry of
snowflake crystals was caused by a close packing of spherical water particles4
(see figure 1.1). His further study of symmetry in regular solids resulted in a more
general statement of geometrical harmonies of all matter5.
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Figure 1.1. Hexagonal symmetry of a snowflake crystal.
The discovery of X-rays by Röntgen in 1895 and diffraction of X-rays by crystals by
Laue in 1912 added an important tool to the characterization of crystalline
materials. As each crystalline material is ordered according to a different lattice,
also the diffraction patterns will differ. These new techniques led to the discovery
that certain solids with different physical properties are in fact chemically identical,
for example carbon occurs in the form of diamond or graphite (see figure 1.2).
Figure 1.2. carbon: left) diamond, 3D ordered structure; right) graphite, 2D layered structure.
A crystalline material can be formed by strong covalent bonds, but also the weak
Van der Waals forces and π-π stacking play a role, resulting in a (solid) material 
that shows long-range order in three dimensions. In general, crystals are not
perfect, as stated by Frank6, or their growth velocity would be near zero. The lattice
contains dislocations or impurities, which provide the growth centers needed for
rapid growth. Introduction of dislocations or impurities will further influence material
properties, as used in the strengthening of iron by forging or the use of molecular
additives to influence the growth rate. Furthermore, the nucleation and growth
conditions determine the purity and quality of the crystals.
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1.2 Polymorphism
As shown in figure 1.2, chemically identical materials may occur in different
crystalline forms or polymorphs. Here we exclude combinations with different
compounds (salts, co-crystals), with solvents (solvate or hydrate) and the
amorphous state. Although polymorphs consist of the same compound (atom or
molecule) and are therefore chemically identical, the physical properties can differ
significantly. Polymorphism can be found in any crystalline material, yet whether
the different polymorphs are also observed is determined by the crystallization
conditions and the amount of research spend to study the polymorphic behavior of
that compound. From experiments, it was observed that during crystallization one
or more unstable forms often were formed first, that subsequently transformed into
a more stable form. Ostwald stated in his rule of stages7 that in all processes, it is
not the most stable state with the lowest amount of free energy that is initially
formed, but the least stable state lying nearest in free energy to the original state.
In other words, that the thermodynamically most stable form is not obtained first,
but a kinetically most favored form.
Which form will nucleate and whether other forms will be observed is determined
by the crystallization conditions like the temperature (T), concentration and
pressure (p), and the accessibility of other forms in terms of nucleation barrier and
Gibbs free energy (G):
G(p,T) = H – TS (1)
with H the enthalpy and S the entropy. The difference in Gibbs free energy
between two polymorphs determines if a form is accessible. Based on the mutual
stability of the polymorphs as a function of the temperature, Burger and
Ramberger8 defined two polymorphic systems: monotropic and enantiotropic. In a
monotropic system, one polymorph is the most stable form at all temperatures.
This is shown schematically in figure 1.3b where the Gibbs free energy of
polymorph 1, G1, is lower than G2 at all temperatures. In an enantiotropic system,
there is a most stable form at low temperatures and another one at high
temperatures. In figure 1.3a this is indicated at the transition temperature Tt. The
conditions needed for transformation into the stable form determine which form will
be present.
11
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Figure 1.3. a) enantiotropic system and b) monotropic system
These transitions in an enantiotropic system can be observed by raising the
temperature, but also during grinding (local sheer forces) or tabletting (pressure).
Handling these materials might result in another polymorphic form or a mixture of
forms, even for a monotropic system.
The thermodynamic information is obtained by measuring solubility curves. The
relation between the dissolution Gibbs free energy (ΔG
diss) and the solubility x as a
mole fraction is:
ln x = - ΔGdiss / RT = - ΔHdiss / RT + ΔSdiss / R (2)
From a Van ‘t Hoff plot, i.e. the logarithm of the solubility versus the reciprocal of
the absolute temperature, it is possible to determine the dissolution enthalpy ΔH
diss
and entropy ΔS
diss directly. In large-scale production also the high concentration
and fast isolation methods determine which form is accessible in time.
According to Bernstein9 et al., the process of nucleation determines which
polymorph is formed first. The kinetics of a polymorphic system is the competition
between the gain of bulk energy and the cost of surface energy. For a spherical
nucleus the corresponding Gibbs free energy is:
 ΔG (r) =  - (4πr
3
 / 3Ω) Δμ + 4πr
2
γ       (3) 
12
Chapter 1
where r is the radius of the nucleus, Ω is the molecular volume, Δμ the driving force 
for crystallization and γ the surface free energy (see figure 1.4). So, the surface-to-
volume ratio determines when a nucleus is large enough to become stable. Only
these stable nuclei will grow larger into crystals.
r
Figure 1.4. Gibbs free energy ΔG (r)
1.3 Morphology
The shape of the crystals, or crystal habit, is determined by the growth rate of each
crystal facet. Growth conditions, like supersaturation or solvent, influence the
overall growth rate, and also that of each crystal facet. This can lead to a different
crystal habit even for the same polymorphic form. Basic crystal morphology
modeling only uses the unit cell parameters and spacegroup of the crystal10,11. The
attachment energy model uses the energy released when a new layer has grown
on a surface and relates this to the growth rate of that orientation12,13,14,15. A more
recent model is based on the energy cost of step formation on the different
facets16. The growth rate of each facet determines if a certain orientation will be
visible in the crystal morphology. The vacuum morphology, where there is no
influence of the environment on the crystal growth, comes usually close to the
predicted shape of the crystal based on the strength of the interactions between
the molecules. Growth method, defects, impurities and the solvent are excluded.
But these play a very important role in the final growth morphology17 and cannot be
neglected in crystal morphology modeling.
4πr2γ 
- (4πr3/3Ω)Δμ 
ΔG (r) 
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Although crystallization is used as purification method, additives and solvents can
be used to influence the growth rate of specific facets, resulting in a different
crystal habit. This specific activity can be explained by molecular recognition of
these additives at the growth site of the crystal surface18,19,20,21. A layer of solvent
attached to the surface can inhibit growth considerably, while spiral growth avoids
the need for nucleation of a new layer on the surface and increases the growth
rate. Finally, the growth time, the temperature and the supersaturation also
influence the growth morphology and crystal size. Therefore, it is important to
determine which conditions have an effect on the morphology.
The combination of Atomic Force Microscopy, optical microscopy, crystal
morphology measurements and computer simulations has been shown to provide
a better understanding of the mechanism behind the crystal morphology
modifications using additives or solvents.22,23
1.4 Optical Properties
The organic dye studied in this work is used to avoid scattering of light within the
photographic film. A thin layer of amorphous material is deposited onto a carrier
material to absorb this scattered light in order to increase the sharpness of the
photo. This amorphous material is not very stable, crystallization and particle
growth or ripening may occur. Based on the extinction coefficient of this dye, a
thickness of about 30 molecular layers should be sufficient. In reality, over 1000
layers are needed to reach the required level of absorption. The optical properties
of a material depend on the molecules, the intermolecular interactions and the
orientation of the molecules (see figure 1.5). Different polymorphs have a different
molecular arrangement, and depending on the symmetry of the structure each
crystal facet will have a different orientation of the molecules and therefore different
optical properties. The anisotropy can be visualized by spectrophotometry on one
crystal facet using polarized light24. Each facet of this model dye shows a unique
pattern (see figure 1.6).
By selectively reducing the growth rate of one facet thin platelets can be obtained.
The orientation of the molecules in these platelets depends on which facet will be
blocked; only the crystal habit differs, not the polymorphic form. The facet with the
optimal absorption properties can thus be selected. To influence the growth rate of
this facet the growth conditions can be changed or additives can be used. The aim
is to find the optimal polymorph, to control the crystal thickness and to reduce the
growth rate of the facet with the highest absorption.
14
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Figure 1.5. Orientation of the transition dipole moment in different crystal morphologies
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Figure 1.6. Micro-spectrophotometry on the facets of crystals of a model dye
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1.5 This Thesis
The work presented in this thesis describes the crystal growth properties of organic
dye crystals and silver carboxylates, used in photographic industry.
First, the polymorphic behavior of a model compound is studied and the phase
diagram determined. The crystal structure of two of the polymorphs could be
determined. In chapter 3 the experimentally found and computationally predicted
growth morphologies of these two polymorphs are determined. The predicted
shape and dependence on supersaturation are compared to the experimental
observations. With the polymorphic behavior and the crystal habit of the pure
compound known, the effect of additives and solvents on the growth morphology
and polymorphic behavior is studied in chapter 4. The aim is to show facet
selectivity of additives and solvents. These three chapters give an overview and
understanding of the crystal growth properties and the resulting form and shape,
and how to control them to obtain a consistent result.
In chapter 5 the morphology of silver carboxylates is studied. The surface structure
and position of the silver at the surfaces should result in a better understanding on
its reactivity in photothermographic applications.
In chapter 6 a method is described to determine the influence of magnetic
orientation on polymorphism of certain organic dye crystals. This method shows
the relation between the typical arrangements of these materials and their
alignment in the magnetic field. The crystal structures are known from single crystal
X-ray diffraction. Finally, chapter 7 describes the alignment of the model compound
used in the first three chapters when nucleated and grown inside a magnetic field.
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Chapter 2
Polymorphic Behavior of a
Yellow Isoxazolone Dye
The crystal growth of a monotropic polymorphic system of a yellow isoxazolone
dye has been studied. One of the two metastable polymorphs grows in a needle
shaped morphology; the stable form is rhombic. The metastable third polymorph
grows only from the melt and has a solid-solid phase transition to the needle
shaped form within hours at any temperature below the melting point. The
polymorphic phase diagram has been determined for a wide range of
concentrations in three solvents.
Part of this chapter has been published: E. Aret, H. Meekes, E. Vlieg, G. Deroover,
Dyes and Pigments 2007, 72, 339–344.
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2.1 Introduction
A substance showing polymorphism is capable of crystallizing into different
crystalline forms, resulting in different arrangements of the molecules in the solid
state. Although each polymorph contains the same compound, the physical
properties can differ significantly. The difference in crystal structure, in principle,
leads to a difference in density, melting point, stability, solubility, morphology,
optical properties, etc. Even if only one of these properties is critical, it is essential
to selectively nucleate and grow the desired polymorph and to avoid possible
transitions to another form. For example, in the photographic industry single
crystalline compounds instead of amorphous powders are used because of their
anisotropic optical properties, which can be used advantageously. To produce high
quality products in a well-controlled way, a good knowledge of the polymorphic
system is a must. Because the crystallization of one specific polymorph is
controlled by a combination of thermodynamic and kinetic factors, it is necessary to
determine the difference in Gibbs free energy as well as the difference in
nucleation rate between the polymorphic forms.
In this work different polymorphic forms of an isoxazolone dye, that is used as a
filter dye in photographic films, and the polymorphic phase diagram are studied to
address the needs mentioned above for producing crystals in a well-controlled
way. Differential scanning calorimetry (DSC) is used to study the phase transitions
between the polymorphs. To determine the dissolution enthalpy and the dissolution
entropy, solubility curves are measured for solvents such as methanol, ethanol and
2-propanol. Also the metastable zone width at well-defined cooling rates is
measured for each polymorph in these solvents as a function of the temperature,
both for filtered and unfiltered solutions. The relevance of the measured
polymorphic phase diagram in industrial applications is discussed.
2.2 Polymorphism
2.2.1 Thermodynamics
The polymorph that nucleates first is not necessarily the stable form. Ostwald
already formulated this in 1897 in his rule of stages,1 to explain the appearance of
metastable polymorphs. Nowadays, it is generally accepted that any compound
can have different polymorphs, although they are not always observed. Based on
the mutual stability of the polymorphs as a function of the temperature different
polymorphic systems can be distinguished, which are described by Burger and
Ramberger.2 There are two main types of polymorphism, enantiotropic and
monotropic. For a monotropic system one of the polymorphs is the stable form at
all temperatures. Only in that case an exothermal solid-solid phase transition of a
metastable to the stable form can occur spontaneously. In case of enantiotropic
19
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polymorphism the solid-solid phase transition is reversible and there is a phase
transition temperature that separates a low temperature stable form and a high
temperature stable form. The phase transition is endothermic on heating. Because
of the corresponding crossing of the free energy curves below the melting
temperature also the solubility curves show this intersection point. At the transition
temperature Ttr both forms are equally stable and may co-exist. The transition
temperature is determined by thermodynamics, so independent of the solvent
used.3
A quick and easy method to obtain insight in the polymorphic phase diagram is
DSC. In general, polymorphs have different melting points and will also have
different melting enthalpies. By recording DSC traces, the transition temperatures
and corresponding enthalpies can be determined and thus information on the
polymorphic phase diagram can be obtained. Starting from the melt, upon cooling,
the kinetically most favorable polymorph will crystallize first and might subsequently
transform into the thermodynamically most stable one. Though not frequently
observed, this transition might be intermediated by other metastable phases.
More detailed thermodynamic information is obtained by measuring solubility
curves. For a regular solution the relation between the dissolution Gibbs free
energy (ΔG
diss) and the solubility x as a mole fraction is:
ln x = - ΔGdiss / RT = - ΔHdiss / RT + ΔSdiss / R (1)
From a Van ‘t Hoff plot, i.e. the logarithm of the solubility versus the reciprocal of
the absolute temperature, it is possible to determine the dissolution enthalpy ΔH
diss
and entropy ΔS
diss directly.
2.2.2 Kinetics
According to Bernstein et al.4 the most important kinetic factor in polymorphic
systems is the nucleation rate. This rate will be different for each polymorph, and is
not determined by the thermodynamic stability alone. The competition between the
gain of bulk energy and the cost of surface energy plays the key role in the process
of nucleation. For a spherical nucleus the corresponding Gibbs free energy is:
 ΔG (r) =  - (4πr
3
 / 3Ω) Δμ + 4πr
2
γ      (2) 
where r is the radius of the nucleus, Ω is the molecular volume, Δμ the driving force 
for crystallization and γ the surface free energy. So, the surface-to-volume ratio 
determines when a nucleus has the critical size (r = rc) and becomes stable. In
20
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general, the nucleation barrier, ΔG (rc), also determines the size of the metastable
zone, which is the supersaturation needed to observe crystals in a given time. The
nucleation rate (J) of each polymorph is related to the Gibbs free energy of this
critical nucleus according to the equation:
 J = A exp (- ΔG (rc) / kB T) (3)
where A is a kinetic constant depending on the substance used. Also the
nucleation mechanism, either homogeneous or heterogeneous, is important in
order to determine which polymorph will nucleate first. The presence of foreign
particles may not affect the nucleation rate of each polymorph equally but has its
influence on the metastable zones. The result is that often the stable form will not
be formed first, but rather the nearest metastable one, which has a lower
nucleation Gibbs free energy (ΔG(rc)). There is a certain amount of activation
energy necessary to transform from a metastable structure to the
thermodynamically more stable polymorph, though this will eventually occur in
time. This explains the coexistence of different polymorphic forms, often called
concomitant polymorphism.
2.3 Materials and methods
The pure isoxazolone dye was provided by Agfa-Gevaert N.V. and used as
received. The molecular structure is shown in Figure 2.1, the bulk crystal structures
of the rhombic and needle-shaped polymorphs at room temperature were
determined based on single crystal XRD data (see Table 2.1).5 The unit cells show
clearly a different arrangement of the molecules (Figure 2.2).
Figure 2.1. Molecular structure of the isoxazolone dye.
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In the rhombic shaped polymorph two molecules stack to form
centrosymmetrically-arranged dimers in an alternating open structure. The needle
shaped form consists of a herringbone like structure where all molecules stack
along the direction of the needle.
Table 2.1. Unit cell parameters of two polymorphic forms of the isoxazolone dye.
rhombic shaped polymorph needle shaped polymorph
Monoclinic orthorhombic
P21/n (no. 14) Cmc21 (no. 36)
a (Å) 10.801(4) 33.667
b (Å) 13.229(4) 13.705
c (Å) 17.310(6) 9.650
α (º) 90 90 
β (º) 102.28(2) 90 
γ (º) 90 90 
Z 4 8
V (Å3) 2416.8(14) 4453.9
Figure 2.2. Unit cells of the rhombic polymorph (left) and the needle shaped
polymorph (right).
The solvents used were methanol, ethanol and 2-propanol, all of p.a. quality
(Merck). Solutions with a known concentration were filtered over a 0.22 μm 
Millipore filter and put in a closed glass vessel which was placed in a temperature
controlled cell connected to a Julabo F25 waterbath (see Figure 2.3).
22
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Figure 2.3. Temperature controlled cell containing a closed glass vessel with the
dye solution, for in-situ observation of crystal growth.
The temperature in this cell was measured using a PT 100 resistance thermometer
(ΔT = 0.01°C). The temperature was lowered (10 to 0.1°C/h) and the crystallization 
process was monitored with an optical microscope. To determine the equilibrium
temperature of a polymorph, the temperature of a vessel with crystals of that
polymorph in solution was varied carefully. The average of the temperatures for
which the crystals just started to grow and just dissolved, respectively, was chosen
as the equilibrium temperature. The DSC diagrams were measured using a Mettler
Toledo DSC822 with the following conditions: aluminum pierced pan, temperature
changes of 10°C/min and a nitrogen atmosphere (40.0 ml/min). To characterize the
products a powder XRD diagram was measured using a Philips PW1820
diffractometer with a Cu target ( = 1.5406 Å) at room temperature. Powder XRD
measurements of all products formed were compared with calculated spectra of
the two known structures (Figure 2.4). Since the polymorphs as well as the
molecules have very characteristic optical absorption spectra, the concentration
and the occurrence of degradation products were monitored using a Perkin Elmer
Lambda 35 UV-Vis spectrophotometer with a PTP-1 temperature controller.
23
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Figure 2.4. Simulated powder XRD spectra (2Θ - normalized counts; CuKα 
radiation) of the rhombic polymorph (left) and the needle shaped form (right). The
clear differences allow unambiguous assignment of the measured powder-XRD
spectra to either of these forms.
Figure 2.5. The two polymorphic forms of the isoxazolone dye, to the left a
rhombic shaped crystal and to the right needle crystals.
24
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2.4 Results and discussion
2.4.1 Nucleation
It was already known that the isoxazolone dye could crystallize from methanol into
two possible morphologies, a rhombic form and needles (see Figure 2.5). Both
polymorphs can be nucleated from all solvents used and at all concentrations
studied, depending on the cooling rate. Slow cooling rates (0.1°C/h) give the
rhombic form while more rapid cooling always results in needles. When nucleated,
one to ten nuclei per cm3 of the rhombic polymorph grow out to separate mm-sized
single crystals in a few hours. The needles always nucleate on the glass or on
foreign particles as clusters or spherulites. Thousands of needle crystals per cm3
grow out in a few seconds. The kinetics of the system is clearly in favor of the
needle shaped polymorph. When the solution is not filtered, i.e., when more foreign
particles like dust or other impurities are present, nucleation of these needles
always occurs first, in that case independent of the cooling rate. Conversion of the
needle shaped polymorph to the rhombic one always occurs via the solvent; solid-
solid phase transitions are never observed for all temperatures up to the melting
point. Looking at the crystal packing in Figure 2.2, the large differences between
the structures explain the large kinetic barrier for such a transition.
2.4.2 DSC
A different shape alone is not a proof for polymorphism, as a change in
supersaturation can influence the morphology of a crystal dramatically. Therefore,
DSC measurements on both products were performed. Figure 2.6 and Figure 2.7
represent DSC heating runs starting from room temperature for the two habits. The
rhombic shaped crystals have a melting peak at 94.4 ± 0.2°C, with an onset at
88.5 ± 0.1°C and an enthalpy of melting of ΔfusH = -32.4 ± 0.9 kJ/mol (Figure 2.6).
The needle shaped crystals have a melting peak at 90.0 ± 0.2°C, an onset at 86.4
± 1.4°C and ΔfusH = -27.3 ± 0.9 kJ/mol (Figure 2.7). No solid-solid phase transition
is observed nor crystallization of the rhombic shaped crystals from the melt. These
runs show a clear difference in melting point and enthalpy, for high temperatures
the rhombic habit crystals are the stable polymorph because of the higher melting
temperature. Both these samples were subsequently cooled down until -60°C but
no phase transitions at all were observed, not at a cooling rate of 10°C/min or for
1°C/min. When the temperature was subsequently raised for a second heating run,
again with 10°C/min, the results for both samples were identical. In Figure 2.8 the
corresponding DSC-trace is given, showing a small endothermic peak at -6°C, a
broad exothermic peak around 55°C and one sharp endothermic peak at 90.0°C,
the latter corresponding to the melting peak of the needle shaped form. Quick
cooling of a melt often leads to an amorphous product that on heating undergoes a
glass transition followed by crystallization,6 which explains the other two peaks.
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Figure 2.6. DSC heating run for the rhombic habit crystals, the melting peak is at
94.4°C.
Figure 2.7. DSC heating run for the needle habit crystals, the melting peak is at
90.0°C.
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Figure 2.8. Second DSC heating run, starting from an undercooled melt, peaks at
-6.0°C, 55°C and 90.0°C.
To monitor the crystallization and melting processes visually a hot stage
microscope was used. Single crystals of the polymorphs were heated up to 120°C,
approximately 10°C/min. For the rhombic shaped polymorph a melting point
around 94°C was observed and for the needle shaped crystals around 90°C, and
no other transitions. From this melt, upon cooling, again no transition was
observed. A second heating run showed crystallization around 60°C and melting at
90°C. These observations are consistent with the DSC measurements.
Nevertheless, when the sample is not immediately heated for the second heating
run but brought to room temperature, another product starts to crystallize after
approximately two hours. DSC measurements on this product (Figure 2.9) show a
melting peak at 86.1 ± 0.4°C and a second one at 90.0 ± 0.2°C, the latter again
corresponding to the melting peak of the needle shaped form. No transition or
crystallization peaks were found as presented in Figure 2.8. We were not able to
isolate the product that melts at 86°C for identification because this form and the
needle shaped polymorph always co-existed. Nevertheless, the combined product
always fully transformed into the needle shaped polymorph within 12 hours at room
temperature: powder XRD measurements of a fresh sample show reflections of the
needle shaped polymorph, some amorphous product as well as extra peaks, of
which the latter disappear in time. The amorphous background did not disappear.
This unidentified crystalline form was never observed to grow from solution.
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Figure 2.9. Third DSC heating run, the starting material had been crystallized from
the melt that was cooled down to -60°C and subsequently kept at room
temperature for at least two hours, peaks at 86°C and 90.0°C.
2.4.3 Solubility curves
For the solubility curves various known concentrations in the closed glass cell were
used. To be certain that no degradation products were formed or other reactions
took place the concentration was determined after the growth experiments with the
use of UV-Vis spectroscopy. When the concentration measured afterwards differed
from the original one, e.g. because the solution was degraded as a result of
heating or light, the measurement was rejected. This is visible by the presence of
another optical absorption peak at 325 nm. At high concentrations a blue shift of
the maximum was observed, showing that a strong interaction between the dye
molecules occurs, resulting in a more ordered solution. As a result the solution
does not have an ideal character and equation 1 is no longer valid. This is clearly
visible in Figure 2.10 where the solubility curves are shown for methanol; the
equilibrium temperature at high concentration is lower than expected. For all three
solvents used we find a regular character of the solution at low concentration, and
a clear deviation from this at higher concentration.
To get an impression of the metastable zone width of both polymorphs the
nucleation was studied in more detail. In general, when continuously cooling down,
first the metastable needles nucleate followed by a transition to the stable rhombic
phase in time. Only at a small cooling rate of 0.1°C/hour separate nucleation
temperatures for both polymorphs are clearly observed: nucleation of a few
rhombic crystals, followed by nucleation and quick growth of clusters of needles.
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Figure 2.10. Measured equilibrium concentrations in methanol for the two
polymorphic forms as a function of the temperature. The solid lines are based on
equation 1, a deviation at high concentrations is clearly visible for both forms. This
is due to some structural ordering of the dye molecules in solution. The rhombic
polymorph is always the thermodynamically stable form; therefore this is a
monotropic polymorphic system.
Figure 2.11. measured equilibrium temperatures and nucleation temperatures of
the two polymorphic forms as a function of the mole fraction x in methanol. The
nucleation temperatures were determined for a cooling rate of 0.1°C/hour. Only the
low concentration data are used to fit the data to eq.1 (solid lines). The dashed
lines are a guide to the eye.
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But at concentrations where the solubility curves deviate from the regular solution
behavior the rhombic polymorph nucleates selectively. The metastable phase is
formed at these high concentrations only by precipitation, resulting in many well-
separated very fine needles. In Figure 2.11 the equilibrium and nucleation
temperatures are plotted in relation to the mole fraction for a filtered solution.
Similar results were found for ethanol and 2-propanol. This nucleation behavior is
only partly in accordance with Ostwald’s rule of stages, which states that the
metastable polymorph nucleates first, followed by a transition to the stable phase.
For high concentrations, in the non-linear part of the solubility curves, the stable
polymorph nucleates. This might be a result of some ordering in the solution, like
the formation of dimers, which are favorable precursors for the structure of the
stable phase (Figure 2.2). This would also explain the blue shift of the optical
absorbance spectrum as observed. A similar reasoning can explain the nucleation
at the lower cooling rates; for such rates the solute apparently has enough time to
form precursing dimers which favor the formation of the stable polymorph.
The results of the fit of the solubility measurements to equation 1 are summarized
in Table 2.2. The difference in enthalpy between both polymorphs, ΔΔH, equals the 
difference in the dissolution enthalpies for any solvent and the difference in melting
enthalpies. Using the solubility data for each solvent as well as the melting
enthalpies found in the DSC measurements, we find an average difference of
5.0 ± 0.4 kJ/mol. The difference in dissolution entropy, ΔΔS, is 12 ± 2 J/mol K. 
Table 2.2. Results of a fit of eq. 1 to the solubility curve data of two polymorphic
forms of the isoxazolone dye at low concentrations in different solvents.
Rhombic Needle
 ΔH
diss
(kJ/mol)
ΔS
diss
(J/mol K)
ΔH
diss
(kJ/mol)
ΔS
diss
(J/mol K)
methanol 79.2 ± 0.7 217 ± 4 75.0 ± 0.5 208 ± 4
ethanol 89.0 ± 0.9 242 ± 5 83.5 ± 1.0 229 ± 4
2-propanol 102 ± 1.2 279 ± 5 97.0 ± 1.0 266 ± 6
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2.5 Conclusions
The polymorphic system of three forms of a yellow isoxazolone dye has been
studied. One new polymorph was formed only from the melt, the two others grow
from solution. Melting points as well as solubility curves in methanol, ethanol and
2-propanol have been measured for these two polymorphs. The system is
monotropic; the metastable form has a needle shaped morphology while the stable
form grows as rhombic crystals. The third polymorph has a solid-solid phase
transition to the needle shaped form and only nucleates at room temperature from
an undercooled melt. This indicates that this polymorph is kinetically the most
favorable, but also that it is thermodynamically the least stable. The transition from
the melt or from solution to the stable crystalline form occurs via intermediate
metastable phases.
The solubility curves at relatively low concentrations follow the behavior of regular
solutions. At high concentrations the solubility shows a deviation to lower
equilibrium temperatures, indicative for ordering in the solution which was
confirmed by the blue shift in optical absorption measurements. For these high
concentrations, nucleation of the stable polymorph is preferred in contradiction with
Ostwald’s rule of stages. Only for very high cooling rates, the kinetics takes over
again resulting in very thin needles of the metastable polymorph. The latter
situation of high concentrations and very high cooling rates is relevant in industrial
production where precipitation is used. Especially in this case where no solid-solid
transition to the thermodynamically stable polymorph is observed the needle
polymorph will be harvested unless the system is given enough time to undergo a
solvent-mediated transformation at not too low temperature. Concentration and
cooling rate are, however, not the only discriminating factors in this system, the
presence of nucleation sources determines which polymorph will nucleate first. To
obtain the stable polymorph the solution generally has to be as clean as possible.
1 W. Ostwald, Z. Phys. Chem. 1897, 12, 289–330.
2 A. Burger and R. Ramberger, Mikrochim. Acta, 1979, II, 259–316.
3 T. Threlfall, Org.Process R & D, 2000, 4, 384–390.
4 J. Bernstein, R. J.Davey and J. O. Henck, Angew. Chem. Int. Ed. Engl., 1999, 38,
3441–3461.
5 M. A. Deij, E. Aret, S. X. M. Boerrigter, L. van Meervelt, G. Deroover, H. Meekes
and E.Vlieg, Langmuir, 2005, 21, 3831-3837.
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Chapter 3
Experimental and Computational
Growth Morphology of Two
Polymorphs of a Yellow
Isoxazolone Dye
In this chapter we report on the crystal structures, the experimentally found and the
computationally predicted growth morphologies of two polymorphs of a yellow
isoxazolone dye. The stable polymorph I has a block-like habit and the metastable
polymorph II grows as fine needles, nucleating only by heterogeneous or contact
nucleation. The habits of both polymorphs depend on the level of supersaturation
during growth. The experimental observations are compared with predictions of the
attachment energy model, and kinetic Monte Carlo lattice simulations in which the
growth is modeled as an ‘atomistic process’, governed by surface energetics.
These Monte Carlo simulations correctly predict the shape and the dependence on
supersaturation of the crystal morphology for both polymorphs. For polymorph I, a
strong dependence on supersaturation is found from the simulations. For
polymorph II, the order of morphological importance is reproduced correctly, as
well as the needle-like morphology.
Part of this chapter has been published: M.A. Deij, E. Aret, S.X.M. Boerrigter, L.
van Meervelt, G. Deroover, H. Meekes, E. Vlieg, Langmuir, 2005, 21, 3831–3837.
32
Chapter 3
3.1 Introduction
Crystallization is often the only viable step for separation and purification, both in
small and large-scale processes. The crystal morphologies obtained are strongly
dependant in the crystal structure, and different polymorphs of the same compound
may have different habits. Both the ability to exert control over the formation of a
desired polymorph, as well as the ability to influence the morphology of that
polymorph are desired by industry to optimize the processing of crystalline
compounds.1,2 General, it can be said that at the morphology desired in a
crystallization processes is a block-like habit, which ensures good flow, drying and
filtering properties. Needles and platelets on the other hand tend to block filters and
do not dry and flow very well. Therefore, besides a fundamental interest, a
thorough understanding of the mechanism behind the formation of crystal shape is
also essential for applications in industry.
Crystal morphology modeling often uses crude approximations. For instance, the
Bravais, Friedel, Donnay and Harker (BFDH) model relies solely on the unit cell
parameters and the crystal’s spacegroup.3,4 The more sophisticated attachment
energy model uses the energy released when two layers of the crystal structure
are brough together and relates this to the growth rate of the corresponding
crystallographic orientations.5,6,7,8 In reality, however, layer-by-layer crystal growth
is observed to proceed via the two-dimensional nucleation and further growth of
small islands or via the addition of growth units to spiral arms originating from a
dislocation. These surface processes of the growth mechanism are not
incorporated in the two models described above. A second shortcoming of the
often used attachment energy model is the inability to model the dependence of
crystal morphology on the supersaturation ration during growth. It has been shown
for a number of compounds that the supersaturation can determine the morphology
to quite an extent.9,10,11,12
To integrate the field of crystal morphology modeling and the world of Monte Carlo
growth simulations, the program MONTY was developed.13 This program is able to
simulate crystal growth in any crystallographic orientation using the structure’s
crystal graph. Crystal growth is thus modeled as an atomistic surface
phenomenon, with probabilities for attaching and detaching growth units based on
their local bonding topology as well as on crystallization parameters like
temperature and supersaturation. Also, the crystallization mechanism simulated
can be varied in MONTY from 2D-nucleation to step flow and spiral growth.
The integration on of different approaches towards crystal morphology
modeling –attachment energy, step energy, statistical mechanics, Monte Carlo
techniques– is a continuing effort to create a set of tools geared towards the
automation of morphology prediction. The Monte Carlo growth simulations are
based on the lattice-gas model of the crystal structure, as the length scales
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involved in simulating crystal growth are not yet accessible to off-lattice models in
terms of computing time. For the attachment energy and step energy, relaxation
and possible surface/step reconstruction can play a role. These phenomena,
although not as a function of supersaturation, can be studied with the MARVIN
program.14 Another important aspect in crystal growth is the influence of impurities.
Impurities can be studied in the attachment energy model in the program HABIT95,
which can study the influence both of impurities and vacancies on the attachment
energy.15 Neither impurities, nor surface relaxation or reconstruction are
incorporated in the MONTY program. The program uses a bulk termination as the
surface structure.
In this chapter we report on the crystal structure, experimental crystal habit and
computational prediction of the morphology for two polymorphs of a yellow
isoxazolone-base dye used in the photographic industry. The molecular structure is
shown in Figure 3.1. The extended conjugated ring system absorbs light in a
specific region of the visible spectrum, which explains the use of this compound in
the photographic industry.
The two polymorphs of the dye exhibit very different morphologies: polymorph I
grows as blocks whereas polymorph II grows as fine needles. Also, for both
polymorphs the morphologies depends on the supersaturation during growth. The
shortcomings of the attachment energy model are highlighted using these two
polymorphs.
The MONTY program is used to simulate crystal growth on the faces of the two
polymorphs of the yellow dye studied. The outcome of the simulations shows the
block-like morphology of polymorph I and its strong dependence on
supersaturation. For polymorph II, the simulations show its fine needle morphology,
its dependence on supersaturation and the roughening of the top faces, explaining
the fast growth in the direction of the needle.
3.2 Materials and methods
The isoxazolone dye was provided by Agfa Gevaert N. V. and used as received;
the solvent used was methanol of p.a. quality (Merck). Solutions were prepared by
first dissolving a well defined amount of dye in methanol, followed by filtrating the
solution over a 0.22 µm Millipore filter and finally putting the solution in a closed
glass vessel. This vessel was placed in a cell connected to a Julabo F25 waterbath
(ΔT = 0.01˚C) to stabilize and control the solution temperature. The temperature 
was measured with a PT100 resistance thermometer (ΔT = 0.01˚C). Nucleation 
and crystal growth in the vessel could be monitored in situ with an optical
microscope. The crystals were nucleated from the methanol solution by lowering
the temperature. To avoid exhaustion of the solution during growth, the crystals
were dissolved again until a single small crystal remained. Next, the temperature
was lowered again until the desired level of supersaturation was achieved.
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Figure 3.1 Molecular structure (a) and crystal packing of the yellow isoxazolon
dye. Polymorph I (viewed along the [201] direction) packs in anti-parallel dimers (b)
and polymorph II (viewed along the [100] direction) packs in sheets of parallel-
packed molecules (c). For polymorph II the corrected crystal structure is shown.
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Pictures were taken at well-defined intervals to determine the growth rate of each
face facet. These measurements were done at constant temperature, averaged
over time and repeated twice using different solutions. Although the solution was
not stirred, we assume that the concentration in the vessel was constant during
growth.
3.3 Computational methods
Crystal growth simulations were performed using the Monte Carlo growth
simulation program MONTY.13 This program performs growth simulations on any
crystal structure using its crystal graph. In the crystal graph, the molecules are
reduced to the growth units and are represented by the graph vertexes. The graph
also contains the pairwise interactions between the growth units, making up the
graph edges. As the crystal structure is three-dimensionally periodic, the result is
an infinite undirected weighted three-dimensionally periodic graph.
It has been shown that, for crystal graphs that are more complicated than the
Kossel model, the local bonding topology in step edges on the surface of a growing
crystal can be responsible for unexpectedly low step energies. As the steps
determine the growth process to a large extent, the ease with which they can be
formed is crucial for the correct modeling of the crystal growth. This process is
inherently present in the simulations performed, as this bonding is present in the
crystal graph.
The Monte Carlo “random rain” probability scheme used in the MONTY simulations
ensures microscopic reversibility. This particular probability scheme has been
shown to give good results for the simulations of solution growth.16 In the
remainder of this section the determination of the crystal graph and the way the
simulations are performed are elaborated in further detail.
3.3.1 Determination of the crystal graph
The crystal structures were determined from single crystal X-ray diffraction, as
described below. The crystal structure of the metastable polymorph showed – due
to disorder– a large overlap of one of the acetic acid propylester chains with that of
its counterpart growth unit generated by the mirror symmetry. The experimentally
determined spacegroup Cmc21 did not allow for the necessary correction to obtain
a valid molecular layout. A workaround was found in removing the mirror plane
symmetry from the spacegroup symmetry elements, effectively lowering the
spacegroup to P21. The disordered tails were then reconstructed after which a
correct molecular layout was as obtained. The chains were relaxed by means of
partial structure minimization; thereby allowing for the calculation of representative
interaction energies. Obviously, the asymmetric unit in this new structure contains
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two molecules. All following references to the structure of polymorph II will reflect
this new structure.
The molecules’ geometry was as optimized at the 6−31G* level using the program 
Gaussian, versions 9417 and 98.18 Electrostatic potential-derived charges were
obtained using a restricted electrostatic potential (RESP) fitting method, as
described by Cornell et al.19 using a modified procedure after Pigache et al.20 The
molecular electrostatic potentials (MEP) of the three different conformations were
fitted to a single set of charges, to be able to compare lattice energies of the
different polymorphs directly, instead of having to calculate, estimate or ignore the
energy for changing the charge distribution in the molecule. These fit results were
compared to fits obtained by a standard ESP charge fitting procedure in which a
set of charges was obtained for each individual conformation.
The Dreiding v2.21 forcefield was used to optimize the crystal structure geometry
using Ewald sums for van der Waals and Coulomb interactions. The pairwise
interactions between the growth units (molecules) in the crystal structure were
determined using a direct calculation of the van der Waals and Coulomb
interactions without a cutoff and with a constant dielectric constant εr. In Cerius2,21
the default value of εr in the implementation of the Dreiding force field scales
inversely with the distance to accomodate for polar environments. As we are
interested in vacuum energies, the εr was taken constant.
3.3.2 Monte Carlo growth simulations
The results from the connected net analysis using the program FACELIFT22 were
used to select crystallographic orientations (hkl) on which to perform the growth
simulations. The FACELIFT algorithm computes all orientations for which connected
nets exist; these orientations have relatively low surface energy and a high
probability to show up in the crystal morphology. Orientations that have no
connected nets grow rough and generally relatively fast and will not be considered
here.23,24,25 For all simulations a 2D-nucleation, or birth-and-spread, model was
used, because spiral growth was never observed in the performed crystal growth
experiments. For polymorph II, all orientations selected in the new spacegroup P21
conform to the spacegroup selection rules of the original space group Cmc21.
For each orientation (hkl) the birth and spread simulations were performed on a
grid of 100x100 unit cells with periodic boundary conditions. All simulations were
performed at a temperature of 300 K and at relative driving forces (Δ/kT) between
0 and 6.0 with steps of 0.4 in between. The {-101}, {011} and {110} orientations of
polymorph I and the {h0l} orientations of polymorph II were simulated between 0
and 12.0 to observe the onset of 2D-nucleation. In order to study the roughening
behavior of the fast-growining orientations of polymorph II, the orientations {hkl}
with k ≠ 0, i.e. {110}, {211}, {1-1-1} and {011} were simulated in detail for relative
driving forces of 0 to 0.5 with steps of 0.05 in between. A simulation run consisted
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of an equilibration stage of 105 Monte Carlo events at the driving force selected,
after which the simulation of 2 · 107 MC events was started.
The crystal graph bond strengths were scaled with respect to the experimentally
determined enthalpy of dissolution, to account for the fact that solution growth is
simulated. In this case, the enthalpies were 18.9 kcal·mol-1 and 17.9 kcal·mol-1 for
polymorphs I and II respectively. After scaling, bonds with bond strengths below
2 kcal·mol-1 have bond strength below kT, they were therefore discarded.
Table 3.1. Crystallographic data used for the crystal graph.
Polymorph I Polymorph II (uncorrected) Polymorph II (corrected)
monoclinic P21/n Orthorhombic Cmc21 monoclinic P21
a (Å) 10.801(4) 33.67 13.71
b (Å) 13.229(4) 13.71 9.65
c (Å) 17.310(6) 9.65 18.18
α (˚) 90 90 90 
β (˚) 102.28(2) 90 112.14 
γ (˚) 90 90 90 
Z 4 8 4
V (Å3) 2416.8(14) 4455 2226.95
3.4 Results
3.4.1 Crystal structure determination
Crystals of high quality and good size were selected for single crystal X-ray
diffraction. The bulk structure of both polymorphs was determined using a Siemens
P4-PC diffractometer and MoKα (λ = 0.71073 Å) at 289 K. The structure of 
polymorph I could be characterized fully with an R-value of 6.59% (for 1975
reflections with I > 2σ(I)). The structure of polymorph II could only be solved and 
refined in the space group Cmc21. Its fine needle morphology, a limited diffraction
pattern (1.0 Å resolution) and structural disorded inhibited refinement beyond an R-
value of 19%. At this level of refinement some of the acetic acid propyl ester side-
chains of symmetry-related molecules are overlapping. Further refinement of this
disorder was not possible. Assignment of the space group and possible twinning
were checked. As already mentioned in the section on the crystal graph, to correct
for this, the mirror-plane symmetry was removed from the crystal structure. This
correction lowers the symmetry, giving a P21 spacegroup with two molecules in the
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asymmetric unit. The new crystallographic axes a2, b2 and c2 expressed in the old
axes a1, b1 and c1 were defined as follows: a2 = b1, b2 = −c1 and c2 = ½(b1 − a1).
The crystal data of polymorph I and the experimentally determined and corrected
data of polymorph II are presented in Table 3.1.
3.4.2 Crystal growth and observed morphologies
To nucleate polymorph I within accessible experimental time, a relative
supersaturation (σ) of at least 1.6 is necessary. One to ten separate single crystals 
then start to grow per cm3. Depending on the relative supersaturation during
growth, several morphologies are observed, which means that the relative growth
rates are not constant. The measured indices are presented in Figure 3.2 and the
different morphologies as a function of the relative supersaturation during growth in
Figure 3.3. The average measured growth rates are displayed in Figure 3.6. The
{11-1} facets are present up to a relative supersaturation of 0.30; {002} and {101}
are visible up to σ = 0.40, whereas the {10-1}, {011} and {110} are always present.
The first three faces start to grow fast at their threshold supersaturations and grow
out of the crystal very quickly.
The nucleation of polymorph II occurs within accessible experimental time at a
relative supersaturation of 1.2; optical microscopy shows that this happens by
contact nucleation on the glass or on foreign particles. In this case, hundred to
several thousand needles per cm3 nucleate in clusters. At higher relative
supersaturations, above 2.5, the crystals nucleate heterogeneously as spherulites.
Only when an anti-solvent like water is used to obtain an extremely high
supersaturation, separate micron-sized crystals of this polymorph nucleate
homogeneously. Figure 3.4 shows the measured indices of this polymorph. The
changes in morphology as a function of the relative supersaturation during growth
can be found in Figure 3.5. The averaged growth rates are plotted in Figure 3.7.
The growth of the {001} facets was too slow to be measured using the method
described. The {101} facets were only present when the growth rate was near zero
for several days. The top of the needle was always rounded. The {100} facets are
present up to a relative supersaturation of 0.20; {001} was present up to σ = 0.29. 
Above this latter supersaturation, no faceted orientations are observed. The growth
rates for orientations displayed at too high values for the facets to be present were
obtained by measuring the rate at which an orientation grows out of the crystal. In
this case the facet still grows as a flat face, but too fast to be present at the end of
the growth.
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Figure 3.2. Schematic morphology that shows the measured indices for polymorph
I at low supersaturation (a). Above σ = 0.30 the small {11-1} faces disappear (b) 
and above σ = 0.40 only the faces {10-1}, {011} and {110} remain (c). 
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Figure 3.3. Observed morphologies of polymorph I at σ < 0.3 (left), 0.3 ≤ σ ≤ 0.4 
(middle) and σ > 0.4. All crystals have a width of 1−2 cm and a thickness of 
0.3−0.5 cm.
Figure 3.4. Schematic morphology to show the measured indices for polymorph II.
The lower left corner show the indices for a projection along the needles axis. The
top of the needle is always rounded.
Figure 3.5. Observed morphologies of polymorph II at low (left), medium (middle)
and high (right) supersaturation. Needle length 1 cm, width 0.1-0.5 mm and
thickness 0.1 mm.
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Figure 3.6. Average growth rates for polymorph I. Error bars are smaller than the
symbols used.
Figure 3.7. Average growth rates for two sides of polymorph II. Error bars are
smaller than the symbols used. The {10-1} orientation has zero growth rate at
Δµ/kT = 0 and could not be measured at other driving forces. The growth rate of 
{001} was zero for all measured driving forces.
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3.4.3 The crystal graph
For all conformations the molecular electrostatic potential (MEP) was determined
using the method described above. The MEPs were fitted to a single set of charges
as well as individual sets of charges for each conformer. The differences between
charges fitted to a single MEP and the charges fitted to the three MEPs were
smaller than 0.1 unit charge for all atoms. The relative rms values, which reflects
the quality of the fit of the ESP charges to the quantum mechanically determined
MEP, are displayed in Table 3.2. As can be seen from the relative root mean
square deviations (RRMS), fitting a single MEP does not give a worse fit than fitting
three MEPs simultaneously.
The total lattice energies of the two polymorphs, obtained after minimization of the
crystal structure, were -44.0 kcal·mol−1 and -37.6 kcal·mol−1 for polymorphs I and II
respectively. This large difference between lattice energies indicates that
polymorph I is more stable than polymorph II. On the other hand, the enthalpies of
dissolution, measured at room temperature, differ by merely 1.0 kcal·mol-1,
indicating that the lattice energy determined computationally is overestimating the
difference in stability of the polymorphs. This is probably due to the use of the
Dreiding force field that does not calculate the intermolecular interactions to a high
degree of accuracy. The resulting bonds of the crystal graph are listed in Table 3.3.
Table 3.2. Restricted Electrostatic Potential (RESP) fitting results. Relative root
mean square deviation is defined as in ref 19.
ESP relative RMS
Polymorph I 0.102
Polymorph II, molecule A 0.112
Polymorph II, molecule B 0.106
Combined MEPs 0.111
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Table 3.3. Crystal graph bonds before scaling (i.e. with respect to the vacuum) for
polymorph I (left table) and polymorph II (right table). All symmetrically equivalent
bonds have been omitted. The first bond is between molecule 1 and molecule 3 in
the neighboring unit cell in the [-1-11] direction with respect to the crystallopgraphic
axes.
Form I Form II
Bond Bond energy
[kcal·mol−1]
Bond Bond energy
[kcal·mol−1]
1−3 [-1-1 1] -21.05  1−2 [0-1 0] -22.00 
1−4 [-1 0 0] -8.81  1−2 [0 0 0] -18.75 
1−2 [-1-1 0] -7.07  1−4 [-1 0 0] -6.44 
1−3 [-1 0 1] -6.33  2−4 [-1-1 0] -6.39 
1−3 [0-1 1] -3.56  1−4 [0 0 0] -5.16 
1−2 [0 0 0] -3.55  1−4 [-1 0-1] -3.38 
1−1 [1 0 0] -2.64  1−3 [0 0 0] -3.33 
1−4 [-1-1 0] -2.21  1−3 [-1 0 0] -2.86 
   1−4 [-1-1 0] -2.21 
3.4.4 Attachment energy morphology
From the connected nets and their corresponding attachment energies, found with
the program FACELIFT, the attachment energy morphologies were constructed. The
attachment energies for both crystal structures are shown in Table 3.4. The
resulting morphologies are shown in Figure 3.8. The attachment energy
morphology of polymorph I is reasonable, although the forms {11-1} and {110} are
not predicted. For polymorph II, the prediction is worse however. The aspect ratio
of the predicted habit is approximately 5, whereas we find aspect ratios of 20–100
experimentally. Furthermore, the {10-1} orientations are not predicted, and the top
is predicted to be faceted. The dependence of both habits on supersaturation
during growth found experimentally, is not incorporated in this model.
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Table 3.4. All orientations with a connected net and the attachment energies in
kcal·mol-1 of the strongest connected net of polymorph I (left) and polymorph II
(right).
Form I Form II
hkl Uatt hkl Uatt
{ 1-1-2} -70.47 { 0 1 1} -68.53
{-1 0 1} -21.56 { 0 0-1} -9.30
{-1-1 1} -51.58 { 1 0-1} -22.61
{-1-1 0} -55.05 { 1-1 0} -64.17
{ 0-1-1} -47.47 { 1 0 0} -20.96
{ 1-1-3} -89.37 { 1-1-1} -65.55
{ 1 1 1} -69.42 {-2-1-1} -76.22
{-1 0-1} -65.07 {-2 0 1} -108.88
{ 0 1-2} -82.38 { 0-2 0} -106.99
{ 1-1 2} -92.84
{-1 1 4} -107.17
{ 1 0-3} -99.70
{ 0 0-2} -71.46
Figure 3.8. The predicted morphology based on the attachment energy model of
polymorph I (a) and polymorph II (b).
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3.4.5 Growth simulations
For the Monte Carlo simulations of both polymorphs, the crystallographic
orientations with a connected net attachment energy larger than -85 kcal·mol-1 (i.e.
lower absolute energies) were selected. The results of the growth simulations are
shown in Figure 3.9.
3.4.5.1 Polymorph I
The growth simulations in Figure 3.9(a) show that {-101} is the orientation with the
highest 2D-nucleation barrier; its growth starts between Δµ/kT = 8.8 and 9.2. All
other orientations start to grow at lower Δµ/kT. This value can not be compared
with the experimental observation for the nucleation, as the nucleation process is a
3D nucleation, whereas we are simulating 2D-nucleation only.
In the low Δµ/kT regime we have found in our simulations that the orientations
observed at low supersaturations grow slowly, but grow out of the morphology at
higher driving forces: the lines in the graph cross. This crossing of lines indicates a
(strong) dependence of the habit on the supersaturation, a phenomenon that has
been described earlier for paracetamol.10 This behaviour is displayed in the
logarithmic plot in Figure 3.10, where the growth rate of {002} is negligible
compared to that of the other orientations up to Δµ/kT = 1.6. Above this value, the 
growth rate is increasing much faster than the other two orientations plotted. Also,
albeit less dramatically, the curve of {-1-11} crosses the curve of {1-1-2} at around
Δµ/kT = 5.0. This is in line with the fact that these orientations are observed
experimentally at low supersaturations (see Figure 3.2).
The order in which the two orientations disappear from the morphology is not
correct, however. And as for the {101} orientation, this orientation's simulated
growth rate is always relatively slow, but faster than the {10-1}, {011} and {110}
orientations. As {101} is also the last orientation that grows out of the experimental
morphology at higher supersaturation, this agrees with the results found from the
simulations. The three forms left at high supersaturation, {-1-10}, {0-1-1} and {10-1}
also have the highest 2D-nucleation barrier in the simulations.
It can be seen from the simulations of polymorph I that the growth rate of the
slowest growing orientation {10-1} is zero until very high driving force values. All
other orientations already grow very fast when this orientation just starts to grow.
Experimentally it was observed that the {10-1} surface growth rate depended on
the presence of impurities in the form of small foreign particles or small crystallites.
Repeated growing and etching showed islands appearing and disappearing at the
same location of the crystal surface, indicating a pinned source of steps. It is
unclear, however, if the presence of these impurities is the cause of the
discrepancy between the observed and simulated growth rates.
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(a)
(b)
Figure 3.9. Growth simulations of polymorph I (a) and polymorph II (b).
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Figure 3.10. The low driving force regime of polymorph I. In this plot it can be seen
that the orientations {-1-11} and {1-1-2} start to grow at low driving force, but the
line of {002} crosses them at Δµ/kT = 1.7 and 2.1, respectively. This means that the 
relative morphological importance of the {002} compared to these two orientations
is high at low driving force and becomes lower at high driving force.
3.4.5.2 Polymorph II
For polymorph II a very clear difference between orientations in the {h0l} zone and
orientations with k ≠ 0 can be seen in Figure 3.9(b). All orientations with k ≠ 0 have 
a non-zero growth rate already at the lowest driving force simulated (see Figure
3.11), in contrast to the k = 0 zone. In Figure 3.12 two simulated surfaces are
shown. Figure 3.12a shows the surface of the (001) orientation at Δµ/kT = 10.8, a
value at which the surface is showing step flow as a result of 2D-nucleation. As can
be seen from the picture, the surface is very flat, showing only a few steps. The
(011) orientation however shows a rough surface already at Δµ/kT = 0.3 as can be
seen in Figure 3.12b. Similar pictures can be obtained for other top face
orientations. This means that the crystal grows rough in all orientations with k ≠ 0, 
and therefore, growth in the b-direction will be much faster. As a result, a needle is
formed in the direction of the b-axis, with rounded needle tips, due to the rough
growth. The finer details of the experimental observations are replicated in the
simulation as well: comparing the sequence in which the side facets disappear
from the morphology in the experiment, {101} < {100} < {001}, it is found that this
sequence is the same for the three {h0l} orientations simulated.
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Figure 3.11. The low supersaturation regime of polymorph II. The orientations (hkl)
with k ≠ 0 all lack a clear 2D-nucleation barrier.
(a) (b)
Figure 3.12. Surfaces of polymorph II showing the difference in surface roughness
of two orientations, (a) the (001) orientation with a flat surface with some steps
(oriented along the needle direction) at Δµ/kT = 10.8 and (b) the (011) orientation 
with a rough surface already at Δµ/kT = 0.3. Lighter values indicate higher regions. 
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3.5 Conclusions
The attachment energy model fails to predict the needle-like morphology of
polymorph II. Also, as this is not incorporated in the model, it cannot predict the
observed dependence on the supersaturation during growth of the morphology of
both polymorphs. The failure of the attachment energy model for the prediction of
the needle morphology of polymorph II is caused by the fact that the attachment
energy model describes crystal growth as the coming together of complete layers
of particles, whereas in reality, crystal growth is a process of individual particles
coming together to form the bulk structure. In this `atomistic' description of crystal
growth, the energetics for growth are determined by the individual bonding patterns
of particles attaching to a growing crystal surface, rather than the attachment
energy of a whole layer.
To study crystal growth as an `atomistic' process, we have used a kinetic Monte
Carlo simulation program that is able to simulate growth for any crystal structure,
using the structure's crystal graph. When we study the crystal growth of the two
polymorphs of the yellow isoxazolone dye, we find that the simulations are able to
predict the needles of polymorph II: the needle's long axis is along the b-axis and
all crystallographic orientations (hkl) with k ≠ 0 grow rough and therefore much 
faster than the orientations that are not in that crystallographic zone, effectively
predicting a needle. For polymorph I it has been found that the facets that are
present at low supersaturations have a low simulated growth rate at low driving
force values. At higher driving forces, these orientations grow much faster, causing
the growth rate curves to cross (see Figure 3.10).
The unusually high growth rates of certain orientations in polymorph II and the
dependence of growth morphology on supersaturation for both polymorphs can be
understood in terms of energetics of individual bonding patterns of particles
attaching to certain orientations. For the birth and spread simulations used, these
patterns ultimately determine the 2D-nucleation barrier and the growth rate. The
stability of the nuclei formed is based on the bonding energy differences in the
edge of the nucleus. These subtle energy differences are inherently present in the
kinetic Monte Carlo simulations, as these simulations are based on the crystal
graph, in which the bonding in the crystal structure is described.
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Chapter 4
Effect of Additives and Solvents
on the Crystal Habit and Surface
Morphology of a Yellow
Isoxazolone Dye
The effect of additives on the growth morphology of the most stable polymorph
of a yellow isoxazolone dye is studied. The face selectivity of these additives has
been shown and the incorporation into the crystal lattice or activity at the surface
can be related to specific habit modifications. Incorporation or surface activity is
related to molecular recognition of the additive at the growth site of the crystal
surface, which results in a change of the surface morphology. In addition, the effect
of solvents on the growth morphology is studied. The solvents are only active at
the surface and no solvates are formed. The effect is similar to what is observed
for additives.
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4.1 Introduction
Although the crystalline materials used in industrial processes in many cases
should be as pure as possible and without any residual solvents, additives and
solvents are widely used to influence crystal nucleation, growth, surface
morphology or reactivity. Especially tailor-made additives, molecules designed to
interact with specific crystal surfaces during growth, have been shown to control
crystallization and morphology, either by promoting growth, or by inhibiting and
even blocking nucleation and/or growth. This activity can be explained by
molecular recognition at the incorporation site of these additives.1, 2, 3, 4 Similar
effects on the crystal morphology can be achieved with the use of different
solvents.5 The crystal morphology is a result of the relative growth rates of each
surface;6 therefore, face selectivity of the additive or solvent will lead to a change of
crystal habit.
In this work we study the effect of additives and solvents on the nucleation and
growth of crystals of a yellow model dye, for which the crystal structures of two
polymorphs are known. The aim is threefold, 1) to control the growth of certain
facets selectively to obtain a morphology with the best optical properties, 2) to
study the possible different effects on the known polymorphs and 3) to understand
such effects on a molecular level to make rational choices for further additives
possible.
The yellow model dye (see figure 4.1a) belongs to the class of isoxazolones. It
is used in the photographic industry as an anti-halo filter and applied in the form of
an amorphous powder. It is of interest to use the compound in the form of single
crystals because of the anisotropic optical properties, yet in production this yellow
dye nucleates in different polymorphic forms. The stable polymorph I (space group
P21/n, a=10.80Å, b=13.23Å, c=17.31Å, β=102.28°, Z=4) has a rhombic shaped 
morphology, of which the number and relative sizes of the facets depends on the
supersaturation during growth. The kinetically favored polymorph II (corrected
space group P21, a=13.71Å, b=9.65Å, c=18.18Å, β=112.14°, Z=4) grows as fine 
needles, without a facetted surface.7 These needles have poor filterability,
dryability and flowability. The unstable polymorph III, grown from the melt, is of less
importance for large-scale production. In previous work, the polymorphic phase
diagram of the pure dye has been determined in several solvents and explained
using computational modeling.8, 9 The two different crystal morphologies, for form I
and form II, have been explained using morphology prediction methods. Using
these same methods, the growth patterns on each facetted surface can be
simulated and compared with the experimentally found surface morphology, with
and without additives. The combination of Atomic Force Microscopy (AFM) and
computer simulations has been shown to provide a better understanding of the
mechanism behind the crystal morphology modifications using additives or
solvents.10, 11
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Figure 4.1. Molecular structures of the host isoxazolone dye molecule (a) and four
selected additives: b represents the series of additives with modified ester chains;
c that with the modified propyl group; d is an example where both side groups are
modified; and e shows the selected additive with a modified conjugated system.
The substituted groups of the additives are shaded grey.
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4.2 Materials and Methods
The isoxazolone dye and all additives were provided by Agfa-Gevaert N.V. and
used as received. Classes of different additives have been used, each differing in a
specific side group as compared to the model dye. After screening a large number
of additives, the most promising ones were selected for a detailed study. The
molecular structures of the selected additives are shown in fig. 4.1b-e. The
solvents used were of p.a. quality (Merck).
Clear solutions of the pure dye with a known concentration were filtrated
over a 0.22 μm Millipore filter and put in a closed glass vessel that was placed in a 
temperature controlled cell connected to a Julabo F25 waterbath (ΔT = 0.01°C). 
The temperature in this cell was measured using a PT 100 resistance thermometer
(ΔT = 0.01°C). The temperature was lowered (1°C/h) and the crystallization 
process was monitored with an optical microscope. The morphology of the crystals
grown from these solvents was determined and compared.
To compare the effects of the different additives on the morphology,
methanol solutions of 0.122 M with 5 mol% additive were used, which were cooled
down at a constant rate (1°C/h) until nucleation occurred. The supersaturation was
calculated neglecting the effect of the additive and is based on the measured
solubility. After nucleation all crystals were allowed to grow for 24 hours. In another
series of experiments for both polymorphic forms a small seed crystal of the model
dye was used.
The single crystals were collected from solution and dried at room
temperature in air. The angles between the crystal facets were measured using an
optical goniometer. The amount of built-in additive was determined using HPLC on
samples of the solution of a dissolving crystal that were taken at well-defined time
intervals. To obtain more specific information on the preferential uptake of additives
by the various facets, samples of the growth sector of one facet were removed
from the crystal, dissolved again and measured using HPLC. The amount of
additive present at the crystal surface of one facet was measured using Time-of-
Flight Secondary Ion Mass Spectrometry (ToF-SIMS). This technique analyses the
outermost layer of the crystal by measuring the mass spectrum of emitted ions.
The crystal structures of two of the additives (c and e) were determined using
single crystal X-ray diffraction (see Appendix).
For the solvent study, crystals of polymorph I were grown from different
solutions at the same supersaturation for a period of 24 hours. Alternatively, for
both polymorphs seed crystals were used to avoid effects from nucleation. Again,
the angles between the crystal facets were measured using an optical goniometer.
Powder XRD was applied for all crystalline materials obtained and their patterns
compared with the calculated ones. All crystals grown from 5% additive solution
had XRPD patterns identical to the pure model dye polymorph I; no presence of
any solvate, additive or different bulk structure was found. This allows us to use the
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unit cell parameters of polymorph I of the model dye to determine the morphology
by indexing the facets using an optical goniometer.
The growth patterns on each surface of crystals of polymorph I were
studied using AFM for details at the molecular level. The measurements were
carried out in solution at equilibrium concentration, with and without additive. For a
large-scale overview, optical microscopy was used. Surface topology simulations
were performed using the Monte Carlo growth simulation program MONTY.12 The
results from the connected net analysis using the program FACELIFT13 were used to
select crystallographic orientations (hkl) on which to perform the growth
simulations. For all simulations a 2D-nucleation model was used, because spiral
growth was never observed.
4.3 Results and Discussion
The polymorphic behavior of two crystalline forms of the isoxazolone model dye
has been studied before.6,7 The meta-stable polymorph II is kinetically most
favored; a fast cooling rate and high supersaturation leads to the nucleation and
growth of this needle-shaped form. A slow cooling rate results in the
thermodynamically stable rhombic form I. If the needle shaped polymorph II
nucleates first, it is followed by nucleation and growth of polymorph I and
dissolution of the needles. Depending on the concentration and temperature,
conversion occurs in several days to weeks in solution. Transformation into the
stable polymorph I is only observed if a solvent is present. There is no effect of the
additives on the polymorph formation when compared to equal conditions with only
the pure model dye.
4.3.1 Polymorph II
In all experiments, no effect of an additive on the nucleation temperature,
morphology or growth rate of the needles was found, neither when using seed
crystals nor when nucleated from solution. Also, none of the needle shaped
polymorph II crystals had any additive built in or present at the surface down to the
detection limit of the HPLC measurement. In one experiment applying a very high
supersaturation, as on nearly complete evaporation of the solvent, the needles of
the dye as well as crystals of the additive nucleated and both grew as separate
crystals. It seems that there is no molecular recognition at any of the incorporation
sites. When form II was nucleated and grown from other solvents, no change in the
morphology of the needles was observed. For the remaining study we therefore
concentrate on the stable polymorph I.
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4.3.2 Polymorph I
Crystals of polymorph I, when grown from methanol (see fig. 4.2), have a
relatively large {10-1} basal face and several smaller side faces ({002}, {101}, {011}
and {110}) and a very small {11-1} face. A one to five percent additive in solution
has a big effect on the crystal shape; increasing the additive percentage further
has no additional effect. We observed that the pure additives have a lower melting
point and a higher solubility, compared to the host dye polymorph I. In every
combination with the stable polymorph I the saturation temperature is in between
the saturation temperature of the dye and that of the pure additive. Compared to
the morphology of crystals of polymorph I grown from pure solutions, no additional
facets were found in the presence of additives. Also, the morphologies of the
crystals nucleated from solution and those grown from a seed crystal were
identical. Powder XRD measurements confirm no change in the crystal structure
due to the presence of additives or other solvents.
a
b
1-1-1
101
00-2 10-1
1-100-1-1
01-1 11-1
110
Figure 4.2. a) Indices of the growth morphology of polymorph I of the host
isoxazolone dye molecule (4.1a). b) optical image of a typical crystal of polymorph I
grown from methanol
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4.3.2.1 Additive with modified ester groups (b)
The additives with modified ester groups have a clear effect on the growth rate of
the side faces. Side groups shorter than those of the host dye lead to very small or
even the absence of the {002} and {101} faces, while the other facets seem to be
unaffected in growth rate with respect to the basal face. These shorter side groups
probably give rise to less steric hindrance at the {002} and {101} surfaces resulting
in an increased growth rate of these faces.
One additional carbon atom in both ester groups as compared to the host
dye leads to a small change in morphology; the {002} and {101} faces become
larger and are now of equal size when compared with the {110} and {011} faces.
The overall growth rate seems not to be affected much; this additive slows down
the growth rate of the {002} and {101} faces. This is the reverse effect of the
additive described above; the length of the ester side groups determines the size of
the {002} and {101} faces. It is energetically less favorable to build the bigger ester
side chain into the crystal lattice of the pure model dye, or the growth of the next
layer is somewhat hindered. This could explain the slowing down of the growth rate
of the {002} and {101} faces.
a
b
002
101
011
01-1
-101
110
Figure 4.3. a) Indices of the growth morphology and b) optical image of a crystal
grown from methanol solution with 5% additive b.
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When both ester groups are two carbon atoms longer (the additive b), a
huge effect on the growth morphology is observed (fig 4.3). Using additive b all
facets remain present, yet they become very small and obtain a totally different
size ratio. The relative growth rate of the {002}, {101} and {011} faces is
considerably lower, resulting in very small {10-1} and {110} faces. The size of the
crystal is approximately one third of that of the pure model dye grown at the same
supersaturation during the same time. So all growth rates are lower due to the
presence of this additive. In table 4.1 the results of the HPLC measurements are
summarized. For the additive b the concentration built in into the crystal lattice is
roughly 10 times smaller than in the solution. Still, the additive is recognized at the
incorporation sites and built in into the bulk structure. The results of the amount
built in into the different growth sectors using HPLC measurements are listed in
table 4.2. In the same table the ToF-sims measurements are presented to indicate
the amount of additive present at the crystal surface. The data for the {011} faces
show a large difference before and after rinsing the crystal with methanol,
indicating that the additive b has a high affinity to this surface but it is not strongly
bond. The other faces show no difference as a result of the rinsing. We find clear
face selectivity, but there seems to be no relation between the amount of additive
built in and the amount present at the surface. The {011} and {101} surfaces have
a high affinity for the additive; approximately one fourth of the surface is covered
with the additive. Because the amount built in is much lower, the conclusion has to
be that first this additive is removed from the surface before further growth can
occur, resulting in considerably lower growth rates. At a molecular level, the
surfaces of the {002}, {101} and {011} faces show one orientation in the unit cell in
which both ester chains point outward of the surface, allowing a relatively easy
attachment of the additive at the growth sites on the surface. New molecules are
then hindered or even blocked until the additive is removed from the surface. The
faces {110} and {10-1} only have orientations in which one ester chain points
outward of the surface, and one parallel to it. Therefore, due to the longer side
chain, an additive molecule is less likely built in at the growth site.
Additives with modified ester groups are mainly surface active, face
selective and the size of the chain influences the growth rate of the side faces of
the crystal.
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Table 4.1. The percentage of additive built-in into the crystal of polymorph I of the
host isoxazolone dye for the additives of figure 1 as determined using HPLC. The
first column gives the amount of additive initially present in the solution from which
the crystals were grown.
Additive b c d e
0.1% 0.03% 0.33% 0%
1% 0.19% 1.4% 0% 0.007%
5% 0.65% 8.2% 0.06% 0.05%
10% 12% 0.2%
25% 34%
Table 4.2. HPLC (built-in) and ToF-sims (surface) measurements to determine the
percentage additive b built-in into each facet of the crystal of polymorph I and the
percentage at the surfaces of these crystals.
Facet HPLC ToF-Sims
{101} 1.2% 26%
{10-1} 0.40% 1.7%
{011} 0.90% 139% (32%*)
{110} 0.75% 0.5%
* after short rinse of the surface with methanol
4.3.2.2 Additive with modified propyl group (c)
The additives with as prototype c, for which the propyl group is changed,
hamper the growth of the {011} and {110} faces. This leads to equally thick crystals
as grown without additive, but with a very small {10-1} basal face and no {002} or
{101} faces as a result of the low growth rate of the side faces (see fig. 4.4). The
amount of additive built in, determined using HPLC, is approximately 1.5 times
higher than present in the solution (see table 4.1). There is a clear preferred
incorporation of this additive, and, although the growth rate is lowered, it is not
necessary to remove this additive from the surface for further growth.
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a
b
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1-10
0-1-1
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Figure 4.4. a) Indices of the growth morphology and b) optical image of a crystal
grown from methanol solution with 5% additive c.
It was possible to grow single crystals of the pure additive c and determine
the crystal structure. When the crystal structure of the pure additive and that of the
pure model dye are compared (see appendix), the conclusion is that these two are
isomorphic with only small differences in the orientation of the ester chains – not in
the modified part of this molecule. Also the morphology of these additive crystals is
similar to that of the model dye. Nevertheless, the combination of the additive and
model dye results in a different morphology. Figure 4.5 presents the saturation and
nucleation temperature as a function of the percentage additive c. The first few
percent additive results in a drop of the saturation temperature; next it approaches
that of the pure additive. The effect on the nucleation temperature is relatively
small. The smaller metastable zone width, and therefore lower supersaturation at
the nucleation temperature, can explain an overall lower growth rate, but not a
change in crystal morphology. In figure 4.6 the growth rates of three facets present
are measured as function of the percentage additive. The additive slows down the
growth rate considerably. Especially the different slope of the growth rate curves at
small additive concentrations explains the face selectivity of the additive and the
resulting change in morphology.
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Figure 4.5. Plot of the saturation temperature and nucleation temperature of the
crystals obtained as function of the percentage additive c, grown from methanol.
Figure 4.6. Plot of the growth rate of each facet as function of the percentage
additive c.
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Again, the faces {011} and {110} that have a reduced growth rate have a
molecule oriented such that the modified propyl group points out of the surface,
allowing recognition at the growth site but hindering a new layer. The {10-1} face
only has orientations of this side group parallel to the surface.
The additives with the modified propyl group are incorporated in the bulk
structure, and seem to form a solid solution with the model dye. The overall lower
growth rate of the additive has the largest effect on the side faces of the crystal.
4.3.2.3 Additive with both groups modified (d)
The additive d, with both side-chains modified, has no measurable effect on the
morphology in any concentration. Also, a negligible percentage is incorporated into
the crystal lattice or present at the surface (see table 4.1). The modified groups
consist of hydrocarbon chains, so the fact that this additive is not active at the
surface or incorporated in the bulk structure of all orientations at all facets can be
explained by steric hindrance. The differences between the additive and the model
dye are too large to get molecular recognition at the incorporation sites.
4.3.2.4 Additive with a modified conjugated system (e)
The additive e with a different optical spectrum does not noticeable change
the morphology or size of the crystals. This additive has a red color while the
model dye is yellow. Based on the color change and as checked with HPLC
measurements, the additive is built in into the crystals, but not equally distributed
over all facets. These differences in color of the growth sectors are illustrated in
figures 4.7a and b; based on the grown crystal in figure 4.7c. This shows that the
additive is only found in the {011} growth sectors. By using this additive the face
selectivity is made easily visible. The HPLC measurements show that the
percentage additive present in the crystal is much lower than in solution. This
indicates that the incorporation of the additive is not preferred above the model
dye, yet it also does not block or hinder further growth.
The bulk structure of this additive was also determined, which shows no
similarities with the crystal structure of the model dye. Activity of the additive is not
related to the crystal structure, but to the molecular structure and sufficient
recognition at the growth sites. The unchanged part of the molecule in additive e is
the same as for additive b; both are active at the {011} faces.
In addition, a crystal was studied using optical microscopy with polarized
light. The host structure of the model dye shows that the conjugated systems of
the molecules are 90 oriented with respect to each other, and parallel to the {10-1}
facet (see figure 4.11 left). The reflection of the (red) additive is only found in one
direction, and almost no reflection at all perpendicular to it. It proves that the
incorporation into the lattice is not only face specific, but also orientation specific.
This confirms the mechanism of molecular recognition at the growth sites.
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a
b
c
0-11 002
1011-10
-101
002-10-1
0-11
011
-1-10
110
-101
Figure 4.7. a) Indices of the growth morphology of the host isoxazolone dye
molecule with 5 mol% additive e. b) model of the growth sectors and indices, only
the dark parts contain additive as determined by HPLC. c) optical image of a
crystal; the dark sectors are caused by the (red) additive.
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4.3.3 Solvents
For the use in industry, it is often not preferred to have impurities like the
above additives present in the lattice or at the surface of the crystals. By using
various solvents, a similar surface activity of selectively slowing down the growth
rate of certain facets could be achieved. Incorporation of solvents is to be avoided.
The mechanism can besides by molecular recognition at the growth sites also be
based on the formation of a (ordered) layer of solvent at the crystal surface.
All solvents, except alkanes, resulted in the stable polymorph form I upon
cooling (1°C/h). The form was determined using powder XRD, no other polymorphs
or solvates were found. Morphology determination using the optical goniometer
showed no additional facets. As a reference, the crystals of the pure dye
polymorph I as grown from methanol were taken (fig. 4.2).
It seems not possible to nucleate block shaped crystals from alkanes, the
solubility is very low and crystallization by cooling does not occur. On complete
evaporation of the solvent, some clusters of needles are formed which have poor
crystallinity. This solvent is not suitable for crystallization of the model dye, and the
solids obtained were not further studied.
The crystals grown from alcohols like ethanol or iso-propanol are of equal
size as from methanol, just a bit thinner and without the {11-1} side faces (see fig
4.8a). Also, the {011} faces are larger compared to the crystals grown from
methanol. The reduced growth rate of the {10-1} basal face and {011} side faces
could be the reason why the {11-1} faces are not visible in this crystal morphology.
The use of different alcohols does not result in a change of morphology.
When grown from glycerol, the crystals obtained are almost isomorphous
compared to the crystals grown from methanol (see fig 4.8b). The {11-1} faces are
present yet the ratio between the different side facets is slightly different, in favor of
the bigger {101} and {002} faces. The solubility is smaller compared to the alcohols
used above.
Ethers, like diethyl ether and tert-butyl methyl ether, result in crystals with
large side faces (see fig 4.8c). Especially the {11-1} faces are much larger, and all
side faces have approximately equal growth rate.
Less polar solvents than methanol result in rich facetted, large crystals.
The interaction with the crystal surfaces becomes less strong, any blocking effects
are reduced which results in a more equal growth rate of each facet. This has the
strongest effect on the side facets, as these surfaces contain oxygen and nitrogen
available for H-bonding. The basal {10-1} surfaces contain mainly the hydrocarbon
groups and the solvent therefore influences their growth rate much less.
When 2,2,2-trifluoroethanol is used as solvent, the crystals are much
smaller, with very small or no {110} faces and no {101} or {002} faces present (see
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fig 4.8d). The growth rate of the top facet {10-1} seems not to be influenced, only a
strong blocking effect on the {011} side faces is observed.
This effect is even stronger when hexafluoro-isopropanol is used, resulting
in small, block shaped crystals with only the {011} side faces and the {10-1} top
faces left (see fig 4.8e).
More polar solvents tend to block the {011} side faces, changing the
morphology and keeping the crystals small. At this surface more hydrogen bond
acceptors in the molecule are present and available when compared to the other
surfaces. The growth rate of the {10-1} faces is not affected by a change in polarity
of the solvent.
Figure 4.8a-e. Morphologies of the pure model dye grown from various solvents,
effects on the crystal size are not taken into account.
a. Ethanol
b. Glycerol
c. Diethyl ether
d. 2,2,2-trifluoroethanol
e. Hexafluoro -isopropanol
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Figure 4.9. Surface topology of the {10-1} surface of the pure isoxazolon model
dye polymorph I, grown from methanol: a) typical growth and etching pattern; b)
steps, parallel to the facets of the crystal; c) ex-situ contact mode AFM
measurement, height of the steps is 10-11 Å which is ½ unit cell height.
4.3.4 Surface topology
The growth patterns on each surface of crystals of polymorph I grown from
methanol were studied using AFM and optical microscopy (see figure 4.9 a-c). The
results were compared with the simulated surfaces. The measured steps of the
growth pattern on the {10-1} surface of the pure model dye are parallel to the side
faces {110}, {011}, {101} and {002}. The growth rate of the {101} and {002} faces in
a. b.
c.
69
Effect of Additives and Solvents on the Crystal Habit and Surface
Morphology of a Yellow Isoxazolone Dye
the crystal has shown to be related to the supersaturation7, this same effect is
observed for the growth patterns. There is no difference in growth and etching
patterns. The simulated surface in figure 4.10a, showing an etching pattern, is
similar to the measured surface topology. The AFM measurements on the {10-1}
surface show steps with a height of 10-11 Å. The model of the {10-1} surface has a
unit cell layer thickness of 22.3 Å; therefore the steps measured with AFM are ½
unit cell high. As figure 4.10b shows, the orientation of the molecules along the
{10-1} surface in layers, revealing a pseudosymmetry between the layers, explains
the measured step height. The side facets of the crystal all show a growth pattern
parallel to the {10-1} surface. Like the growth pattern above, this is along the strong
periodic bond chains.
Figure 4.10. Simulation and modeling of the {10-1} surface of the pure isoxazolon
model dye polymorph I: a) Simulation of the etching patterns using MONTY12. b)
Side view of the {10-1} surface, illustrating the double layered structure.
a.
b.
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The active additives c and e that are incorporated into the crystal lattice do
not show a different growth mechanism compared to the pure model dye. The step
directions and step heights are the same as without the additive. The simulations
of the surfaces and the growth sites of the pure dye are used to explain the effect
of the additives.
Additive b showed surface activity. Because of the different concentration
at the surface or in the bulk, it was concluded that the additive has to be removed
from the growth sites before further growth may occur. In-situ AFM measurements
on a growing {10-1} surface from a methanol solution with 5% additive show a very
flat surface without the characteristic diamond shaped growth patterns. Using
optical microscopy this change of growth pattern was confirmed, the islands are no
longer present and large steps, not parallel to any of the side faces, become
visible. This change could not be explained using the model of the pure dye,
showing that the working mechanism of this additive is more complicated than only
recognition at the binding site. The blocking effect of this additive results in a
change of growth mechanism to allow further growth.
4.4 Conclusions
Based on the crystal structure of the model dye and the structures
determined for two of the additives it can be concluded that an isomorphous crystal
structure does not guarantee incorporation in the crystal lattice or a habit
modification. Furthermore, only additives with small molecular modifications seem
to exhibit modifying power for the morphology. Additives with such a small
difference in the molecular structure can have a huge effect on the morphology by
selectively changing the growth rate of specific faces, either by blocking certain
growth sites, by forming a layer on top of the surface or by influencing the growth
rate by specific incorporation into the crystal. Looking at tables 4.1 and 4.2, it is
clear that the overall amount of additive built in or present at the surface is not the
discriminating factor for its effectiveness. The selectivity is not only for a certain
facet, but also, because of the required recognition at the growth site, for specific
modified molecular groups.
The solvents used to grow polymorph I show blocking of the {011} side faces
when grown from more polar solvents. The {10-1} surfaces mainly consist of CHx-
groups, and are therefore not affected by the differences in polarity. Because no
solvent is built in, the effect must be due to the interaction between the solvent and
the various surfaces; the (ordered) solvent has to be removed from the surface
before further growth can occur. This solvent – surface interaction results in
changes in morphology comparable to those for the additives.
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Appendix 1. Crystal structures of the pure additives
Using XRPD, no polymorphic behaviour was observed for the pure
additives when grown from methanol. Single crystals of the additives c and e were
obtained of which the bulk structure could be determined. The bulk structure of the
additive c was determined using a Siemens P4-PC diffractometer and MoKα 
radiation (λ = 0.71073 Å) at 289 K. The crystal structure of additive e was
measured using an Enraf-Nonius CAD4 diffractometer and MoKα (λ = 0.71073 Å) 
at room temperature. Additives b and d do not crystallize as large enough single
crystals and therefore no bulk structure could be determined. All single crystal data
are presented in table 4.3. The crystal structures of polymorph I of the model dye
and that of the additive c are isomorphous, with a slight difference in the orientation
of the ester side chains (figs 4.11, 4.12), which are not the parts of the molecule
that have been modified compared to the host dye in this study. The additive e has
a totally different bulk structure (fig 4.13).
Table 4.3. Unit cell parameters of two polymorphic forms of the isoxazolone dye
and two additives
rhombic shaped
polymorph I
needle shaped
polymorph II
additive
c
additive e
monoclinic orthorhombic triclinic orthorhombic
P21/n Cmc21 P-1 P21/b 21/c 21/a
a (Å) 10.801(4) 33.667 12.540 12.168(2)
b (Å) 13.229(4) 13.705 13.210 7.7003(8)
c (Å) 17.310(6) 9.650 18.090 33.128(7)
α (º) 90 90 68.866 90 
β (º) 102.28(2) 90 70.984 90 
γ (º) 90 90 64.894 90 
Z 4 8 4 8
V (Å3) 2416.8(14) 4453.9 2480 3104.1(9)
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Figure 4.11. Unit cells of the rhombic polymorph I (left) and the needle shaped
polymorph II (right) of the model dye.
Figure 4.12. Unit cell of the additive c; isomorphic to the rhombic shaped
polymorph I (see figure 4.11 left).
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Figure 4.13. Unit cell of the additive 1e.
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Chapter 5
Morphology and Surface
Structure of Silver Carboxylates
The crystal morphology of silver laurate, silver stearate and silver behenate is
studied and indexed. The crystal structures form a homologous series for
AgOOCnH2n-1 (for n = even). Nevertheless these crystals are only isomorphous
when grown at low supersaturation. The morphological importance of the top
facets depends on the supersaturation as well as on the carbon chain length. The
surface topology is studied on a molecular scale with the use of atomic force
microscopy. For all facets a 2D birth and spread mechanism is found. The
measured surface structure combined with molecular modeling leads to a detailed
understanding of the growth and shape of these silver carboxylates. The silver-
oxygen bonds mainly determine the morphology of the short chain compounds,
while the stacking of the carbon chains becomes more important for the long chain
compounds. The position of the silver on the surface gives more understanding on
the reactivity in photothermographic applications.
Part of this chapter has been published: E. Aret, V. Volotchaev, S. Verhaegen, H.
Meekes, E. Vlieg, G. Deroover, C. van Roost, Crystal Growth & Design 2006, 6,
1027-1032.
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5.1 Introduction
Silver carboxylates, especially silver behenate, are of high importance in the
photographic industry. For many years they are used in thermally developed
photographic systems and other imaging systems in combination with silver
halides. One of the processes in photochemical decomposition is as follows:1,2
2 AgOOCnH2n-1 + hν  2 Ag + 2 CO2 + 2 Cn-1H2n-1 · (1)
in which the silver atoms form metallic particles and the hydrocarbon radicals
recombine. It is necessary to know and understand the physical and chemical
properties of these silver carboxylates for the development of new
(photo)thermographic materials as well as for the understanding of their activity in
the process of photographic imaging. Here, the morphology of the crystals is of
paramount interest. The silver ions play a key role in the photochemical process
and therefore it is important to know their presence and reactivity at the crystal
surface in detail.
Early studies by Vand et al.3 on the crystal structure of silver salts of fatty acids
suggest a homologous series for AgOOCnH2n-1 for n = even. Powder X-ray
diffraction data show a triclinic unit cell for these compounds with Z = 2. The unit
cell parameters vary as a linear function of the carbon chain length.4 This has also
been observed in other series of long chain compounds like triacylglycerols and
alkanes.5 The work of Ikeda and Iwata6 on silver laurate confirms these
observations and they also present the morphology of silver laurate. Based on
these and our results we arrive at a different indexing and explanation than the
latter study. The crystal structure of silver laurate has been determined from single
crystal X-ray diffraction data by Volotchaev et al.4 In that study the homologous
relationship among the members of the series of silver carboxylates was
confirmed, now based on single crystal X-ray diffraction data, to arrive at a
successful crystal refinement for silver behenate.
We have studied the morphology and surface structure of single crystals of three
silver carboxylates (AgOOCnH2n-1), namely silver laurate (n = 12), silver stearate
(n = 18) and silver behenate (n = 22). Molecular modeling of the morphologically
important faces and atomic force microscopy (AFM) are used to study the surface
topology and the molecular ordering at the surface. The combination of these
methods provides information on the growth mechanism and determines the
presence of silver ions at the various surfaces.
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5.2 Materials and methods
Silver carboxylates were synthesized using the following procedure: AgNO3 (p.a.)
was dissolved in water at 40ºC in the dark. The pH was adjusted to 9.0 by adding
ammonia solution (25%, Merck, p.a.). The carbon acid corresponding to the
carboxylate (Larodan, +99%) dissolved in methanol (Merck, p.a.) was added slowly
while stirring. The product was filtered and washed with cold methanol and water.
To characterize the endproduct the melting temperature was determined and a
powder XRD diagram was measured using a Philips PW1820 diffractometer with a
Cu target ( = 1.5406 Å).
To grow single crystals of silver carboxylates from solution a co-solvent is needed
to break up the silver coordination sphere7 (see Figure 5.). Studies show that
pyridine has the ability to coordinate to the silver ion via nitrogen,8 but a
disadvantage is that in some cases this process is irreversible and the co-solvent is
built in into the crystal. Other possible nitrogen containing molecules like amines
resulted in a reduction of the silver ions to Ag0. To avoid these side effects several
ligands have been suggested.9 The best single crystals where obtained when
pyridine was used as co-solvent for silver laurate and 4-dimethylaminopyridine
(dmap) for silver stearate and silver behenate. The carbon chain length is likely to
influence the bond strength of the silver coordination sphere; therefore co-solvents
of different polarity are needed for dissolution.
Figure 5.1. Schematic representation of the silver carboxylate structure. The
dimers form chains in one direction by silver-oxygen bonds as indicated by the
dashed lines. These chains tend to stack together which results in a strong network
in two dimensions. The corresponding layers form a 3D crystal by the weak
R-endgroup interaction.
In all cases we used as solvent a 10:1 ethanol co-solvent solution. Single crystals
were obtained by cooling a saturated solution in a temperature controlled closed
cell. As soon as nucleation was observed by optical microscopy the temperature
was kept constant in order to grow at high supersaturation or raised five degrees
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for growth at low supersaturation. After growth had stopped the crystals were
collected and dried. Again, the melting temperature and powder XRD diagram
were measured. The quality of the crystals was examined using a polarization
microscope.
The angles between the crystal facets were measured using an optical goniometer.
The molecular models of the surface structure were made using the Cerius2
software.10 This program is also used for the morphology prediction. The AFM
images were taken on a Dimension 3100 and molecular resolution was achieved
on a MultiMode SPM, both from Digital Instruments. In a few cases, in-situ AFM
measurements were conducted in an open vessel with a saturated solution in
which the crystals and the AFM tip were immersed. A supersaturation was
achieved by slowly lowering the temperature; the supersaturation could not be
quantified because of the solvent that could slowly evaporate.
5.3 Results and discussion
5.3.1 Crystal growth
The synthesized products are fine white powders with a yield of 80 to 85%. The
measured melting points of silver laurate (213˚C), silver stearate (205˚C) and silver 
behenate (203˚C) are in good agreement with those found in the literature.
11
Figure 5.2. Spherulites of silver
behenate, grown from an ethanol-dmap
solution at high supersaturation; the size
of the clusters is about 1 mm.
Figure 5.3. SEM picture of agglomerates of
silver behenate, grown from an ethanol-
dmap solution at low supersaturation; the
scale bar equals 100 µm.
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The silver carboxylate crystals show a very high nucleation barrier. When
nucleation has started, many crystals grow mostly as spherulites (Figure 5.2) or
agglomerates (Figure 5.) while only rarely a few thin platelets as separate crystals
were found. The first nucleation sources are probably impurities or amorphous
particles, resulting in heterogeneous nucleation. For silver behenate the biggest
single crystal obtained was approx. 500 x 100 x 50 μm
3 in size; the crystals of other
silver carboxylates were somewhat longer and thicker. It seems impossible to grow
bigger single crystals as they stop to grow after a few days and clusters of new
crystals appeared when the temperature was lowered again. At the same time, the
solution colored slightly brown and non-crystalline material became clearly visible.
This second batch of crystals consisted mostly of small multi-crystalline clusters; no
high quality single crystals were obtained in this way. Also, when a small single
crystal was used as seed in a freshly prepared solution it would not grow out but
new ones nucleated instead. When growth stops after a few days, the solution is
still saturated. A plausible explanation for this behavior is surface poisoning due to
silver carboxylates or hydrocarbons formed by photochemical decomposition. From
the melting points and powder XRD diagrams we conclude that the amount of
impurities is a few percent at most. The platelets seem to be of good crystalline
quality when examined using a polarization microscope. From the extinction we
find that single crystals were formed; but this technique is insensitive to twinning
parallel to the platelets. Indeed, we found one single crystal XRD diagram of silver
behenate that showed multiple spots which is expected to occur when crystals are
twinned in this way. No other polymorphs were found; all measured parameters for
the unit cells are in agreement with the published ones.3
5.3.2 Morphology
Although the structures form a homologous series, the shapes of the single
crystals of the silver carboxylates are not isomorphous when grown at high
supersaturation. All crystals are elongated platelets having a large (001) basal face
and slim (010) side faces. The crystals of silver laurate have one top facet with an
in plane angle of 134˚ (Figure 5.4), corresponding to a (11l) face, while silver
behenate shows an angle of 120˚ (Figure 5.5), corresponding to a (10l) face. At low
supersaturation on the other hand both crystals have a combination of these two
top facets, although of different sizes (Figure 5.6 and Figure 5.7). Silver stearate
always shows both faces, independent of the supersaturation. In the paper of Ikeda
the two top facets are explained by twinning perpendicular to the platelets.
Polarization microscopy, however, shows that we have grown high quality single
crystals with no twinning in that direction, a conclusion that is supported by the
XRD measurements. We find that the two top facets of which the morphological
importance depends on the carbon chain length and on the supersaturation
determine the morphology of the elongated crystals.
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Figure 5.4. Silver laurate grown at high
supersaturation, showing a (11l) top face.
Figure 5.5. Silver behenate grown at high
supersaturation, showing a (10l) top face.
Figure 5.6. Silver laurate: low
supersaturation, showing both a (11l) and a
(10l) face.
Figure 5.7. Silver behenate: low
supersaturation, showing both a (11l)
and a (10 l) face.
Thus, the general morphology of the measured silver carboxylate crystals is as
shown in Figure 5.8, with some uncertainty in the index l of the top faces because
of the limited thickness of the crystals. The crystals of carbon chains smaller than
silver stearate have a (11l) top facet that is larger than the (10l) face; for the
crystals of longer carbon chains it is the other way around.
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Figure 5.8. Schematic representation of the measured morphology of (a) silver
laurate, (b) silver stearate and (c) silver behenate when grown at high
supersaturation. At low supersaturation all morphologies are equal to (b). The
index l of the top faces is uncertain because of the limited thickness of the crystals.
Table 5.5. unit cell parameters of
the silver laurate. 4
crystal system triclinic
space group P-1
Z 2
a (Å) 4.079
b (Å) 4.628
c (Å) 34.10
 (˚) 85.45
 (˚) 89.41
 (˚) 78.55
Figure 5.9. Morphology prediction of
silver laurate using BFDH.
82
Chapter 5
5.3.3 Morphology prediction
To explain the observed crystal morphology a first approach is a Bravais, Friedel,
Donnay and Harker (BFDH) prediction of the morphology for silver laurate (see
figure 5.9), but this is not in agreement with the measured morphology. Generally,
the more sophisticated Hartmann-Perdok theory, using the attachment energy,
leads to more accurate predictions. This theory, however, requires accurate
estimates of the bond strengths, and these are not available because a good silver
force field does not exist.
Nevertheless, we can do a qualitative analysis on the basis of the crystal structure
in order to compare the three carboxylates. For that we define the following
interactions between the nearest neighbors based on the assumption that the
growth units are dimers (table 5.2). The combined covalent and Van der Waals
interactions (p, q, r) form a strong connected net of bonds in two dimensions
(Figure 5.10). These strong nets, together with the weak head-tail interactions
between the carboxylates (s1, s2, s3, s4) (Figure 5.11), result in a relatively slow
growing and therefore large (001) face, explaining the plate-like morphology. The
p-bond has two contributions. One is the Ag–O nearest neighbor interaction (2.44
Å) and the other is the carbon chain interaction (5.53 Å). The q- and r-bonds also
consist of these two contributions, now at the same distances. The bonds in
Table 5. define the crystal graph for all three silver carboxylates. Based on this
crystal graph the face orientations (h,k,l) having connected nets, that is, the
possible flat faces, can be determined.
This is done with the program FACELIFT.12 The results are given in Table 5.. If we
compare the results with Figure 5.8, we find a very good agreement. All faces
observed have connected nets and, taking into account the uncertainty of the l-
value for the top faces, only the {0 -1 1} faces are not found experimentally. The
reason of differences in size between the side face and the top faces, resulting in
the elongated shape, is generally subtle and caused by low edge energies for 2D
nucleation on the surfaces. This has been studied in detail for various fat
crystals.12,13,14
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Figure 5.10. Main interactions between the
silver laurate dimers in the ab-plane, viewed
along the c-axis. Hydrogen is left out and
carbon chains are represented as sticks for
clarity. Labels are as listed in Table 5.3.
Figure 5.11. Main interactions between
the –CH3 endgroups. Hydrogens are left
out for clarity. Indices are as listed in
Table 5.3.
Table 5.3. Unit cell parameters of the silver
laurate.*
Table 5.4. Flat faces as predicted from
Hartman-Perdok theory.
Label Bond to [uvw] Distance (Å)
p [000] - [-110] 2.44 / 5.53**
q [000] - [100] 4.08
r [000] - [010] 4.63
s1 [000] - [-311] 3.68
s2 [000] - [-211] 4.35
s3 [000] - [-301] 4.38
s4 [000] - [-201] 4.14
* Equivalent bonds due to symmetry are omitted.
Bonds are denoted as between the dimer in the
unit cell [uvw].
** Silver-oxygen distance is 2.44 Å, the distance
between two carbon chains 5.53 Å.
hkl
{1-13}
{102}
{01-1}
{111}
{010}
{103}
{113}
{112}
{001}
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5.3.4 Surface structure
All the AFM images of the individual crystals of the spherulites show a 2D birth and
spread growth mechanism; growth spirals were never observed. The number of 2D
nucleation centers on the surfaces depends on the supersaturation as well as the
amount of foreign particles and defects present. Crystals grown at high
supersaturation have more steps at the surfaces, as it is energetically easier to
form 2D nuclei on the surfaces. No differences in growth mechanism were found
between the silver carboxylates.
Figure 5.12. Ex-situ AFM image on (001) silver behenate (10µm x 10µm); the
black area on the crystal on the right side represents the imaged area. The rough
steps have directions parallel to the (010) and (10l) faces; the average step height
is that of one dimer.
AFM images of the large (001) facets show rough steps parallel to the (010) and
(10l) directions (Figure 5.12). The (001) surface has very few nucleation sources
for these steps, in general just one which is the contact with another crystal at the
side facet, the glass or a foreign particle. The terraces are ~1 μm wide over the full 
length of the crystal. When grown at high supersaturation, several step sources are
found at the surface and the step density is ten times higher. The measured
average height of the silver laurate steps is 35 Å, for silver stearate 50 Å and for
silver behenate 60 Å. In all cases this corresponds to the interplanar distance d001
of one unit cell. The (001) layers consist of two molecules so the surface
terminates in either a –CH3 or a –COOAg group. We succeeded in obtaining
molecular resolution on the (001) facet for silver laurate and behenate. The
85
Morphology and Surface Structure of Silver Carboxylates
measured surface unit cell parameters agree well with the ones derived from the
bulk. For silver laurate we found an average distance between the molecules of
<d1> = 4.6 Å (a = 4.628 Å), <d2> = 4.0 Å (b = 4.079 Å) and <d1d2> = 75˚              
( = 78.5˚) (Figure 5.13). For silver behenate these values are <d1> = 4.7 Å
(a = 4.72 Å), <d2> = 4.1 Å (b = 4.14 Å) and <d1d2> = 60˚ ( = 71˚). A –CH3
terminated surface is expected to show one carbon atom at the surface per unit
cell, while the –COOAg terminated surface would show one oxygen and one silver
atom per unit cell. The measured images show most resemblance with a –CH3
terminated surface (Figure 5.14); also they look identical to the images obtained of
similar –CH3 surfaces of fat crystals.15
Figure 5.13. ex-situ AFM image
showing molecular resolution for
(001) silver laurate as measured on
one of the flat terraces (5nm x 5nm).
Average size and angles are equal to
those of one unit cell.
Figure 5.14. Surface model of silver
laurate (001) showing the –CH3 end
groups of the carboxylates as spheres.
Hydrogen is left out for clarity. This model
shows the best similarity to the measured
(001) surface of Figure 5.13.
When the (001) surface of crystals that have stopped to grow is measured, smaller
heights than ½ d001 are measured at some points along the growth steps and in
pits. Probably, there are disordered hydrocarbon molecules oriented flat on the
–CH3 terminated surface or alternatively impurities that are formed in time by
photochemical decomposition. This disorder explains the blocking of growth after
some time. In-situ AFM measurements on such crystals added to a saturated
solution, again, show no growth at these particular steps, even when the
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supersaturation is raised again. In the latter case, only new nuclei are formed
leading to spherulites.
AFM measurements of the (010) surface of silver carboxylates show a few
macrosteps of approx. 150 nm height along the (001) facet (Figure 5.15). The
source of these steps seems to be the edge between the (001) and (010) faces.
The terraces are approximate 1 μm wide over the full length of the crystal. It is 
possible that the steps are blocked by some impurities or disordered molecules; or
that the crystal is a combination of thin platelets as a result of twinning. No steps of
the size d010 were found, an indication that the growth rate is determined by the
formation of a new nucleus on this surface. There is only one possible termination
for this surface. The surface is stabilized by both stacking of the silver-coordination
spheres and carbon chain stacking (Figure 5.16) along the step directions, with the
–CH3 group interactions resulting in a flat surface for which a new nucleus would
have a high edge-energy. This could well explain why no islands were found on
this surface. This model is in good agreement with the observed stable side face.
Figure 5.15. Ex-situ AFM image of (010) silver laurate, (5µm x 5µm), the black box
on the crystal on the right side represents the imaged area. The steps are formed
along the (001) face, the average stepheight is 150 nm.
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Figure 5.16. Surface model for silver carboxylate (010), seen (a) perpendicular to
the surface and (b) along the surface; the orientation is like in Figure 5.15 (left).
Silver laurate is drawn; for simplicity hydrogens are left out.
As mentioned above, the morphological importance of the top facet (11l) and (10l)
differs depending on the carbon chain length and the supersaturation. Crystals
grown at high supersaturation show only one of these small top faces. Under these
conditions no good AFM pictures could be obtained; the surface was rough and
rounded in the l direction. Optical goniometer measurements of these facets show
very weak or multiple reflections which confirms the roughness. At low
supersaturation the smallest facet, which is not present when grown at high
supersaturation ((10l) for silver laurate and (11l) for silver behenate), is also rough,
no steps or ordered structures could be measured. Optical measurements of these
facets again show multiple or very weak reflections. The largest top facet ((11l) for
silver laurate and (10l) for silver behenate) is flat and shows some islands with the
proper height dhkl. A clear 2D birth and spread mechanism is observed with multiple
nuclei on these faces. The optical measurements of these facets show a single
reflection with the smallest error for l = 2.
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Figure 5.17. Surface model for silver carboxylate (112), (a) perpendicular to the
surface and (b) along the surface. Silver laurate is drawn, hydrogens not shown.
The (112) facet, most stable in silver laurate, has only one possible termination.
Here, the silver-oxygen bonds and carbon chain stacking are the surface stabilizing
factors (Figure 5.17). The chains as schematically shown are along the surface.
Models with other values for l show a less flat surface with more free –CH3 end
groups and therefore a higher surface energy so less likely to occur.
Also the (102) facet, most stable in silver behenate, has one possible termination.
Again, the carbon chain stacking and silver – oxygen bonds contribute to the stable
surface (fig. 5.18).
Figure 5.18. Surface model for silver carboxylate (102), (a) perpendicular to the
surface and (b) along the surface. Silver laurate is drawn, hydrogens are left out.
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The silver–oxygen bonds are strongest (shortest) in the (112) facet, while the
carbon chain stacking is stronger in the (102) facet. That fact makes it more
understandable that when the carbon chains become longer, and therefore the
silver – oxygen bonds contribute less to the total energy, the (102) facet becomes
morphologically more important. Again, models with other values for l show more
dangling bonds at the -CH3 groups, and are less likely to occur.
5.4 Conclusions
The morphologies of single crystals of the silver carboxylates studied are
isomorphous when grown at low supersaturation; at high supersaturation the
morphological importance of the two top facets depends on the carbon chain
length. This effect has also been observed in fat crystals.16 The latter study shows
that the roughening temperatures of the crystal faces provide a better parameter to
understand the morphology rather than the attachment energy, which is the
parameter often used for morphology prediction. As these roughening
temperatures are different for the varying hydrocarbon chain lengths it explains the
difference in morphology. The combination of the techniques used results in a
general indexing of the silver carboxylates.
A theoretically perfectly flat (001) surface has no silver ions available at the
surface, only -CH3. Along the growth steps of the real surface, however, there are
silver ions; therefore, growth at higher supersaturation results in more silver ions
present at this surface. Along the (112) faces the silver ions are in strong Ag–O
chains, while along the (102) and (010) faces there are less stabilizing bonds for
the silver ions. This gives more insight in the availability and, when looking at the
dangling bonds, the reactivity of the silver ions. Growth at high supersaturation and
a (102) face will result in a higher amount of silver ions available along the steps
and a better performance in the photographic system, as observed for silver
behenate.
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Chapter 6
Determination of the Molecular
Arrangement Inside Cyanine Dye
Aggregates by Magnetic
Orientation
We present a novel method for the determination of the internal structure of
macromolecular aggregates in solution based on polarized absorption
measurements on magnetically aligned aggregates. Different types of aggregates
of three cyanine dyes were investigated in order to test the method. The obtained
stacking geometries agree with those found by X-ray diffraction experiments on
single crystals grown from the studied dyes, providing evidence that the method
used is a valuable tool for structural analysis of molecular assemblies.
Part of this chapter has been published: I. O. Shklyarevskiy, P. C. M. Christianen,
E. Aret, H. Meekes, E. Vlieg, G. Deroover, P. Callant, L. van Meervelt and J. C.
Maan, J. Phys. Chem. B. 2004, 108, 16386–16391.
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6.1 Introduction
Molecular aggregates are formed by spontaneous self-assembly of molecules into
ordered architectures, held together by non-covalent interactions. Generally, the
specific molecular arrangement inside an aggregate is intimately related to the
chemical structure of the molecule. In turn, the structure of the aggregate largely
determines its physical properties. The relationship between molecular structure,
type of aggregate, and resulting properties is, however, often difficult to predict,
and the degree of ordering is not seldom far from perfect. Supramolecular
chemistry aims to design and synthesize novel molecular building blocks that self-
organize in well-defined, perfectly ordered architectures with tailor-made
properties, often inspired by biological systems, such as DNA1 and light-harvesting
complexes of the natural photosynthetic system.2 Recently, the interest in
molecular aggregates has increased tremendously, after the notion that molecular
self-assembly could play a major role in the bottom-up construction of nanoscale
objects, such as wires3,4 and rings,5 as opposed to the top-down method currently
employed for fabrication of semiconductor devices.
The ability to determine experimentally the stacking of molecules inside aggregates
is therefore important in order to gain understanding of the relation between
internal structure and physical properties, and to improve these for future
application in real devices. Techniques regularly used for the determination of the
internal structure of crystals (such as X-ray and neutron diffraction) often cannot be
applied to aggregates because of their limited size or because they are destroyed
by the probing beam. Alternatively, scanning probe techniques such as AFM,6,7
STM,8 and NSOM9,10 only probe architectures at the surface of the substrate,
where the internal structure can be different from the one in the solution in which
aggregates are formed. Cryo-TEM was demonstrated to be very useful to
determine the molecular structure,11 although great care is required not to destroy
the aggregates upon freezing. It would therefore be useful to measure the
molecular order of aggregates in solution, their native environment. In this regard
an intrinsic difficulty arises, namely that the Brownian motion of the aggregates
hampers easy determination of almost any property, since it is averaged over
many aggregates that are randomly oriented in space.
In this paper we present a new method, which overcomes this problem by
measuring the anisotropic optical response of cyanine dye aggregates that are
macroscopically oriented in high magnetic fields. We demonstrate that the internal
molecular arrangement can be deduced from the polarized absorbance spectra of
aligned aggregates in solution. To illustrate our method we have chosen to work
with cyanine dye aggregates, but it should be emphasized that the method can
also be applied to aggregates of other organic materials. Cyanine dyes feature
very strong optical absorption, which leads to characteristic optical properties upon
self-organization into supramolecular aggregates. For this reason cyanine
aggregates are widely applied in silver halide photography,12 photodynamic
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therapy for cancer,13 and laser technology14 and are very promising for nonlinear
optical devices15,16 and for producing molecular fibers.9 Various types of stacking
geometries have been identified, ranging from simple one-dimensional
arrangements, such as brickwork or ladder type of stacking, to more complicated
types, such as herringbone stacking, or sometimes even fully three-dimensional
arrangements.17 Depending on the type of molecular ordering, the absorption
spectrum shifts to the red (so-called J-aggregates,18,19 e.g. brickworks) or to the
blue (H-aggregates,20 e.g. ladders), as compared to the spectrum of an isolated
monomer. The spectral shift of the absorption peak is caused by the interactions
between neighboring optical dipoles and depends strongly on the relative
arrangement of adjacent chromophores, that is, on the relative orientation of the
molecules.21,22
There are several reasons why we have chosen cyanine dyes as a model system
for our investigations. First, the optical properties of the cyanine molecules are
well-known and very anisotropic, and by measuring the anisotropy in absorption
the orientation of the molecule in real space can be inferred. Second, by
introducing small variations in the molecular structure, completely different
aggregate structures can be obtained, which provides a good testing system for
our method. Finally, it is possible to grow single crystals of the used dyes, of which
the crystal structure can be determined by X-ray diffraction (XRD) experiments and
in turn can be compared to the structure found by the field alignment method. We
report results obtained on three different cyanine dye molecules, each of them
forming a different type of aggregate. The aggregate solutions were aligned in a
high magnetic field, and the polarized absorption spectra were measured. From the
optical anisotropy the internal structure of the aggregate was determined, which
was found to be in good agreement with the crystal structure deduced from the X-
ray diffraction on the single crystals and on powdered aggregate samples.
6.2 Theory
6.2.1 Magnetic Field Induced Orientation
Since most organic molecules are diamagnetic, magnetic fields provide a powerful
tool to manipulate molecular matter. If a molecule is placed in a magnetic field, the
intramolecular electronic screening currents generate a diamagnetic moment m
proportional to the magnetic field B:
m = χB
(1)
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where χ is a second-rank symmetric tensor representing the diamagnetic
susceptibility. This tensor can be diagonalized by choosing the proper coordinate
system (χik = 0 for i ≠ k). In most practical cases χ can be approximated by an
ellipsoid such that it possesses only two different diagonal components: χ┴ along
the short ellipsoidal axis and χ║ along the long ellipsoidal axis.
The magnetic moment m is interacting with the applied magnetic field and the
molecule will acquire an extra energy:
Emag = -0B m · dB = -½ B2 / μ0 (2)
where μ0 is the permeability of the free space.
Here we are only interested in the term that is anisotropic in the magnetic field:23
Emag = -(1/2µ0) Δχ B2 cos2 θ       (3)
where Δχ = χ║ – χ┴ is an anisotropy of diamagnetic susceptibility, and θ is the angle
between the long molecular axis with and the magnetic field direction. This
equation expresses the fact that the amount of extra energy in an applied magnetic
field depends on the molecular orientation with respect to the field direction. This
leads to an orientational force, tending to minimize the energy, toward an
orientation with the axis of smallest diamagnetic susceptibility along the field.
Precise determination of Δχ for a single molecule is difficult and ambiguous; we will
further use the anisotropy in the molar diamagnetic susceptibility Δχm ≈ ΔχNA,
where NA is Avogadro’s number. The textbook example24 is a benzene molecule
which has a large anisotropy Δχm ≈ -7.5 x 10
-10 m3/mol (SI units) and tends to orient
with the plane of the molecule parallel to the field direction, to avoid large induced
currents in the ring that give rise to larger diamagnetic susceptibility and higher
magnetic energy.
As a result of thermal motion, the orientation of a molecule in a magnetic field is
given by a distribution function f(θ,φ)dΩ, the probability of finding the molecule in a 
small solid angle dΩ = sin θ dθ dφ . The distribution function that is commonly used
to describe the molecular orientation in a magnetic field is the Maxwell-Boltzmann
distribution function:
f(θ) α exp (-(Δχm B2 cos2 θ) / (2µ0NAkT)) (4)
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(If the molecules orient perpendicular to the magnetic field direction, cos2 θ should
be replaced by sin2 θ.)
However, for individual molecules, the change in energy is small compared to the
thermal energy (ΔχB2 << kT), and it is not possible to magnetically align single
molecules at fields that are experimentally accessible nowadays. Magnetic field
alignment is therefore only applicable to materials such as macromolecules
(polymers), liquid crystals, or molecular aggregates, which contain a sufficient
number of coupled or correlated molecules (N) to result in a magnetic torque that is
large enough to induce appreciable orientational order (NΔχB2 >> kT). Recently we
have shown that in the case of J-aggregates of cyanine dyes N indeed can be
made sufficiently large (N > 20,000) to achieve magnetic field induced alignment.25
6.2.2 Polarized Absorption.
To determine the degree of alignment and to follow the orientation process, we
take advantage of the well-defined anisotropic absorption properties of cyanine
dyes. The optical transition dipole moment μ of a cyanine dye molecule is parallel
to the line connecting the nitrogen atoms (inset Figure 6.1). Consider a cyanine
molecule of which the dipole moment makes an angle θ with the z-axis, the
direction of the magnetic field, and an angle φ with the x-axis. The absorption of
this molecule parallel (A║) and perpendicular (A┴) to the magnetic field depends on
the angle of μ with the electric field vector E of the incident light beam, μ · E. For
light polarized parallel to the z-axis μ · E = μE cos θ, which leads to:26
A║ = A0 cos2 θ (5)
Similarly, light polarized perpendicular to the z-axis gives μ · E = μE sin θ cos φ,
which results in:
A┴ = A0 sin2 θ cos2 φ (6)
In the case of an ensemble of molecules their orientation in a magnetic field is
given by the orientation distribution function in equation 4. As a consequence, the
measured absorbance of the solution, parallel and perpendicular to the magnetic
field, yields:
A║ = A0 (∫ f(θ) cos2 θ sin θ dθ) / (∫ f(θ) sin θ dθ) (7)
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A┴ = A0 (∫∫ f(θ) sin3 θ cos2 φ dθ dφ) / (∫∫ f(θ) sin θ dθ dφ)
(8)
where A0 denotes the absorbance at zero magnetic field, and the denominator
corresponds to the normalization of the distribution function.
As described in the previous paragraph, an aromatic ring tends to align to a
direction in which the plane of the ring is parallel to the field direction, which, at first
sight, still leaves two possible alignment directions for cyanine dyes, with the long
molecular axis parallel (Figure 6.1a) or perpendicular (Figure 6.1b) to the field.
Figure 6.1 shows the normalized absorbance (A║/A0 and A┴/A0) for both cases, to
illustrate the clear difference.
Figure 6.1. Evolution of normalized absorbance with molecular orientation parallel
(a) and perpendicular (b) to magnetic field direction. The curves are calculated
using Δχm = 4.5 x 10
–9 m3/mol and N = 3 x 105 stacked molecules with their long
axes in one direction.
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In the first case (Figure 6.1a), the absorption parallel to the magnetic field direction
increases gradually due to the alignment of the aggregates. Since the molecules
orient with their long axes, that is, the dipole moment, parallel to the field, the
parallel absorption increases until it saturates at a value of 3, when the alignment is
complete. This maximum value is given by the maximum absorbance ratio between
a randomly oriented and a fully aligned solution (integration of cos2 θ over all
angles gives A║= 3A0). At the same time the absorbance perpendicular to the field
decreases to zero with the field. A completely aligned solution only absorbs light
polarized parallel to the field and leaves perpendicularly polarized light unaffected.
The opposite behavior is found for molecules that align perpendicular to the field.
For completely aligned solutions all molecules are oriented with the optical dipole
moment perpendicular to the field, leading to an enhanced absorbance
perpendicular to the field and a parallel absorbance that reduces to zero (Figure
6.1b). Note that the maximum value of the normalized perpendicular absorbance is
limited to 1.5, and is smaller than the maximum value found for molecules that
align parallel to B. This reduced value is caused by the fact that, although all
molecules are perfectly aligned perpendicularly to the field, they still can rotate
freely about the field axis (z-axis) in the xy-plane. Since the absorption is zero
when is along the propagation direction of the incident light (φ = 90°), this leads to
a maximum value of only 1.5.
It should be noticed that these examples correspond to the two simplest situations
and apply only to aggregates with a very simple arrangement in which all
molecules are pointing in the same direction, such as brickwork, ladder or staircase
structures. In those cases the field dependence of the absorbance together with
the spectral shift of the aggregate peak (J- or H-aggregate) defines the actual
molecular arrangement. More elaborate molecular architectures, such as a
herringbone structure, in which not all molecules point in the same direction, will
show more complicated behavior, as it combines the effect of the magnetic field on
all the molecules inside.
Furthermore, the examples are calculated using 105 stacked molecules, when the
number of molecules is sufficiently large to cause saturation of the normalized
absorbance at high fields indicating complete alignment. For smaller aggregates,
the alignment will not be complete, but will show a quadratic increase with field,24
which however still can be used to determine the orientation of the molecules with
respect to the field. We estimate that the field alignment of aggregates as small as
1000 molecules can be measured, well below the detection limit of X-ray and
neutron diffraction.
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Figure 6.2. Structural formulas of the investigated dyes.
6.3 Experiment
We investigated three cyanine dyes with the structural formulas shown in Figure
6.2, which were all synthesized by Agfa-Gevaert N.V.: 3-methyl-5-phenyl-2-[3-(3-
methyl-5-phenyl-3H-benzoxazol-2-ylidene)-2-ethyl-1-propenyl]benzoxazolium
ethyl sulfate (dye I), 3-ethyl-2-[5-(3-ethyl-3H-benzothiazol-2-ylidene)penta-1,3-
dienyl]benzothiazolium p-toluenesulfonate (dye II), and 3-ethyl-2-[5-(3-ethyl-3H-
benzothiazol-2-ylidene)-3-methylpenta-1,3-di-enyl]benzothiazolium p-
toluenesulfonate (dye III), respectively with molecular weights 596.71, 562.78, and
576.81. Monomer solutions of different concentrations (up to 2 g/L) were prepared
by dissolving dye powder in methanol. Aggregate solutions were obtained by
mixing the monomer solutions with double distilled water in 1:8 proportion. For
dyes II and III 0.1 M NaCl was added. Polarized absorption measurements were
performed in magnetic fields up to 20 T. An optical glass cell containing the
aggregate solution was mounted inside a 20 T Bitter magnet. Unpolarized light
from a halogen light source was guided to the sample through an optical fiber. The
light transmitted through the sample was passed through a polarizer (positioned
outside the magnet) and was collected by a second fiber that coupled the light into
a spectrometer containing a grating and a diode array (resolution 0.5 nm). The
temperature of the sample was varied in the range 10–60 °C using a water-based
temperature controller. The absorption spectra were measured for two
polarizations: parallel and perpendicular to the field direction.
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Single crystals were grown from methanol solution as well as from methanol-water
combinations up to 1:8 ratios. To obtain large crystals, saturated solutions at 60°C
were cooled in a temperature-controlled closed cell. By lowering the temperature
the solubility decreases and nucleation starts. As soon as nucleation was observed
with the use of optical microscopy the temperature was raised by 2°C to restrict the
number of nucleation centers and end up with sufficiently large crystals. After a few
days the crystals were collected and dried at room temperature in air. The quality
of the crystals was examined by analyzing the extinction using a polarization
microscope. The size and shape of the crystals were also determined. The angles
between the crystal facets were measured using an optical goniometer. Crystals of
high quality and good size were selected for single-crystal X-ray diffraction. Single-
crystal X-ray diffraction experiments were performed using a Bruker SMART 6000
detector and Cu Kα at 100 K for dye I, a MarResearch Imaging Plate and Mo Kα at 
294 K for dye II, and a Siemens P4-PC and Mo Kα at 289 K for dye III.To obtain 
powder XRD diagrams of the aggregates, the aggregate solutions were filtered
using 0.22 µm Millipore filters. The powder XRD diagrams were measured using a
Philips PW 1820 diffractometer with a Cu target (λ = 1.5406 Å). 
6.4 Results
6.4.1 Polarized Absorbance.
Typical absorption spectra of monomer and aggregate solutions of the studied
dyes are shown in Figure 6.3. The monomer spectrum of dye I in methanol (Figure
6.3a, solid line) consists of the monomer peak at 500 nm and a vibronical
sideband at 470 nm. The spectrum of dye I aggregates (Figure 6.3a, dashed line)
reveals a narrow, intense J-band at ~555 nm and a smaller peak at ~510 nm,
originating from the exciton coupled monomer and vibronical sideband peaks,
respectively. In contrast to the appearance of a narrow, red-shifted peak upon
aggregation of dye I, the aggregate solutions of dyes II and III reveal entirely
different behavior (Figure 6.3b,c). The absorbance spectra of the aggregate
solutions of these dyes show a very broad band, extending from 500 to 850 nm,
with a red-shifted peak around 800 nm, a blue-shifted peak around 550 nm, and a
small peak around 650 nm, probably a remaining trace of the monomer peak.
All aggregate solutions show strong temperature dependence (not shown).25 Upon
heating the intensity of the aggregate peak decreases while the monomer peak
becomes more pronounced, indicating that the aggregates dissolve with increasing
temperature. At higher temperatures (60–70°C depending on the concentration)
the solution consists only of monomers. Subsequent cooling of the solution leads
to the reappearance of the aggregate peaks in the spectrum, demonstrating that
the aggregation process is thermally reversible, and that the solution contains both
monomers and aggregates.
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Figure 6.3. Absorbance spectra of monomer (solid lines) and aggregate (dashed
lines) solutions of the three different dyes I (a), II (b), and III (c). Temperature = 20
°C, concentration = 1 g/L.
Figure 6.4. Absorbance spectra of the aggregate solution of dye I at 0 T (solid line)
and at 20 T in parallel (dashed line) and perpendicular polarizations (dotted line).
Arrows indicate the peak wavelength. Inset: changes of the J-band normalized
absorbance with magnetic field for both polarizations.
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In a magnetic field the absorption spectra of the aggregate solutions become
strongly polarized. The absorbance of the aggregate solution of dye I parallel to the
magnetic field direction increases with the field, whereas it diminishes in the
perpendicular direction (Figure 6.4). The effect is largest for the aggregate peak
around 555 nm, of which the field-dependent normalized absorbance (A(B)/A(0)) is
plotted in the inset of Figure 6.4. Note that both curves in the inset tend to saturate
at fields above 10 T, indicating almost complete alignment of the J-aggregates. As
the optical transition dipole moment of the dye chromophore is parallel to the line
connecting both nitrogen atoms (see Figure 6.2), we can conclude that the
aggregates orient with the long axes of the constituent molecules parallel to the
magnetic field direction. Furthermore, it is important to notice that upon orientation
the position of the J-peak is shifting to the red (557 nm) in the polarization parallel
to the magnetic field and to the blue (552 nm) in the opposite polarization.
By contrast, in the case of dyes II and III, absorbance parallel to the magnetic field
decreases with field, while the perpendicular absorbance increases (Figures 6.5
and 6.6). The changes are most pronounced for both red- and blue-shifted
aggregate peaks, as can be most clearly seen in the results of dye III (Figure 6.6).
For both dyes II and III the changes in absorbance do not only differ in polarization,
but are also much smaller in size as compared to dye I (Figure 6.4), which is also
evident from the field-dependent normalized absorbance curves (insets of Figures
6.5 and 6.6). As will be shown below, these effects are directly related to the
molecular arrangement within the dyes, which cause the aggregates of dyes II and
III to align in such a way that the dye molecules are oriented on average with their
chromophores perpendicular to the magnetic field.
Figure 6.5. Absorbance spectra of the aggregate solution of dye II at 0 T (solid
line) and at 20 T in parallel (dashed line) and perpendicular polarizations (dotted
line). Inset: changes of the J-band absorption intensity with magnetic field for both
polarizations.
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Figure 6.6. Absorbance spectra of the aggregate solution of dye III at 0 T (solid
line) and at 20 T in parallel (dashed line) and perpendicular polarizations (dotted
line). Inset: changes of the J-band absorption intensity with magnetic field for both
polarizations.
6.4.2 Crystal Growth and X-ray Diffraction Results
The maximum size of the obtained single crystals was found to be 1 mm for
crystals grown from pure methanol in a temperature controlled closed cell. Both the
size and number of crystals strongly depend on water in the solution. More water
resulted in more, but smaller crystals, which is explained by the fact that the dyes
are hardly soluble in pure water, which can be regarded as an anti-solvent. The
crystals grown from pure methanol or 1:1 methanol-water solutions were observed
to be nicely faceted. For each dye, judging from the crystal morphology and the
XRD diagrams, no polymorphism was observed. Crystals grown from solutions
containing larger amounts of water still exhibited the characteristic, albeit slightly
rounded, elongated crystal shape.
Table 6.1 and Figure 6.7 summarize the crystal structures of all dyes, resulting
from the extensive XRD analysis. It is important to note that comparison of the
XRD data on the single crystals and the powder XRD data on the aggregates
reveals that for all dyes the molecular structures of the aggregates and single
crystals are the same. The crystal structure of dye I has an orthorhombic unit cell
with eight molecules (space group P212121, CCDC code 227131),27 in a twisted
brickwork structure (Figure 6.7a). The N–N axes of the molecules are aligned in
the c-direction, and the planes of the molecules are perpendicular to each other in
the ab-plane. Dye II crystallizes in a typical herringbone structure, with a
monoclinic unit cell containing two molecules (space group Pn, CCDC code
227132) (Figure 6.7b).27 Crystals from dye III have a monoclinic unit cell consisting
of four molecules (space group P21/c, CCDC code 227133).27 Within one layer the
molecules form a brickwork arrangement whereas adjacent layers form a
herringbone type of structure (Figure 6.7c).
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Figure 6.7. Crystal structures of the different dyes and their orientations in an
applied magnetic field. The brickwork crystal of dye I (a) aligns along the field. The
herringbone structure of dye II (b) and brickwork-herringbone structure of dye III (c)
align with the long molecular axis perpendicular to the field. Hydrogen, counter ions
and solvent molecules are omitted from the cell packing for clarity.
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Table 6.1. Crystallographic data of the studied dye single crystals determined from
X-ray experiments.*
dye I dye II dye III
space group P212121 Pn P21/c
a (Å) 11.018(1) 11.274(2) 17.879(5)
b (Å) 21.445(1) 6.503(1) 7.695(2)
c (Å) 26.221(1) 21.07(4) 24.087(7)
β (°) 90 103.07(3) 108.48(2) 
Z 8 2 4
CCDC code27 227131 227132 227133
* The corresponding aggregates have the same crystal structure as judged from
the powder XRPD diagrams.
6.5 Discussion
6.5.1 Dye I
For aggregates of dye I (1 g/L, 20°C), the normalized absorbance parallel to the
magnetic field increases considerably (A║/A0 = 2 at 20 T), whereas the
perpendicular normalized absorbance decreases (A┴/A0 = 0.25 at 20 T). The
resulting high dichroic ratio (A║/A┴ = 8) shows that (i) the aggregates have a well-
defined internal ordering and (ii) the cyanine molecules are aligned with their long
axis parallel to the field, resembling the situation sketched in Figure 6.1a.
Furthermore, the intense, red-shifted, narrow absorption peak suggests a
brickwork type of stacking within the aggregate.17 Indeed, the twisted brickwork
structure found for dye I necessarily leads to alignment parallel to the field. Only in
this case all aromatic rings are directed parallel to the magnetic field, as indicated
in Figure 6.7a, which is a prerequisite for minimizing the magnetic energy. All other
orientations, such as the one with the long molecular axes perpendicular to the
field, always lead to a finite angle between aromatic rings and the field axis,
resulting in a higher magnetic energy.
All experimental results are therefore consistent with the brickwork type of
aggregates of dye I that align parallel to a magnetic field. Nevertheless, the ideal
case depicted in Figure 6.1a, where complete parallel alignment results in an
infinite dichroic ratio (because A┴/A0 goes to zero), is not reached, which can be
attributed to a number of reasons. First, increasing the concentration or decreasing
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the temperature, when the average size of the aggregates becomes larger, can
enhance the maximum dichroic ratio significantly.25 The magnetic field alignment
process of an aggregate strongly depends on its size; i.e. the larger the aggregate
the easier it is to align it. Since the solution consists of a distribution of aggregates
with different sizes, the final dichroic ratio depends on the average aggregate size,
which can be tuned by concentration and temperature.
Second, the effects of scattering and reflection of the light by the aggregates are
neglected in the present analysis and will lead to small deviations from the ideal
behavior. Finally, our analysis assumes that the optical response of an aggregate
is governed by one chromophore, for dye I around 556 nm, oriented along the long
molecular axis. In view of this it is very striking that the measured absorbance peak
for perpendicular polarization (552 nm) is clearly shifted with respect to the zero
field peak (556 nm), a behavior that cannot be explained by our simple model. To
investigate this behavior, we have calculated the optical transition dipole moment
of the actual twisted brickwork arrangement of this dye, using ZINDO semi-empirical
calculations.28 This calculation reproduces the strong transition dipole moment
(13.43 D) along the long molecular axis (c-axis) at 551 nm, close to the
experimental value of 556 nm. Furthermore, an additional weaker dipole moment
(0.13 D) is found, polarized along the b-axis, at 543 nm, 8 nm below the main
transition. The experimentally observed shift can therefore be explained as follows.
At the maximum magnetic field the contribution of the main aggregate peak to the
perpendicular absorbance is strongly reduced, which enables the observation of
the weaker, oppositely polarized absorption peak at a slightly lower wavelength.
This observation further confirms the twisted brickwork arrangement of the
aggregates and the usefulness of our magnetic field alignment technique, although
the presence of the oppositely polarized absorption peak limits the maximum
dichroic ratio that can be obtained.
6.5.2 Dyes II and III.
Dyes II and III exhibit the opposite polarization behavior in magnetic field, as
compared to dye I, and resemble the situation displayed in Figure 6.1b, with the
molecules perpendicular to the field. This different alignment behavior is caused by
the difference in stacking geometry. Both dyes have a herringbone structure, which
implies that, in order to align all aromatic rings along the field, the aggregates
orient themselves in such a way that all constituent molecules are perpendicular to
the field, as is displayed in Figure 6.7b,c. A herringbone structure is also consistent
with the appearance of two (blue- and red-shifted) absorption bands upon
aggregation, as a result of the Davydov splitting.29 Both absorption peaks behave
similarly in a magnetic field and decrease (increase) simultaneously in parallel
(perpendicular) polarization. Both dipole moments lie in the same plane,
perpendicular to the magnetic field direction in accordance with the proposed
internal structure. It should be noted, however, that our method of magnetic field
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alignment predicts a similar internal structure for dyes II and III. Both dyes indeed
have a herringbone arrangement, but the more complicated combined brickwork-
herringbone structure of dye III cannot be distinguished from the herringbone
structure of dye II.
6.6 Conclusions
We have presented a new technique to determine the internal structure of dye
aggregates in solution by measuring the polarized absorbance spectra of
magnetically aligned aggregates. We have demonstrated our method by using
three different cyanine dyes, each with a different molecular arrangement, which
are essentially identical to the crystal structures obtained by single-crystal X-ray
diffraction experiments. The applicability of our technique is not restricted to
cyanine dyes, but our method can also be used for novel functional materials, such
as thiophenes, phenylenevinylenes, and perylenes, which are promising for the
development of new optical and electrical (thin-film) devices, provided the self-
organization of these molecules into well-defined assemblies can be controlled.
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Chapter 7
Selective Nucleation of the Meta-
stable Polymorph in a High
Magnetic Field
The nucleation behavior of a yellow isoxazolone dye from solution changes
considerably when the crystallization experiment is performed in a high magnetic
field. Without a magnetic field the thermodynamically stable polymorph nucleates
from the stock solution used, while in the field selectively a meta-stable polymorph
is formed. The field does not affect the solubility or the growth rate, but on cooling
the nucleation temperature and number of nuclei depend on the strength of the
magnetic field. A non-zero magnetic anisotropy makes it possible for clusters of
dye molecules to align in the magnetic field to minimize the average energy. A
difference in anisotropy of the magnetic susceptibility between the two polymorphic
forms, however, cannot explain the observed nucleation behavior.
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7.1 Introduction
Polymorphism, the possibility of a compound to crystallize into different
crystalline forms, is a highly interesting phenomenon. Detailed knowledge of the
polymorphic system is a must to understand how to control selective nucleation
and growth of a certain polymorph. The monotropic polymorphic system of the
model compound used, a yellow isoxazolone dye (see figure 7.1), has been
studied in detail. The crystal structure of the stable form I and the meta-stable form
II has been determined with the use of single crystal x-ray diffraction.1 The
morphology of form I crystals is a rhombic shape while form II grows as needles.
By careful fine-tuning of the supersaturation, temperature and solvent it is possible
to obtain either polymorphic form in a reproducible way.2 However, in industrial
production where crystallization often is realized by precipitation, the crystallization
conditions are not always well defined and often badly controllable. For
precipitation the supersaturation is very high and for a batch wise reaction it
decreases fast. The kinetically most favorable polymorph will then nucleate first, in
principle followed by re-crystallization into the thermodynamically most stable
form.3
N
OO
N
O
O
O
O
Figure 7.1. Structure of the isoxazolone dye molecule
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However, it is possible that multiple polymorphs coexist,4 because the energy
barrier is too high to reach the state of the thermodynamically most stable form.
The energy difference between different polymorphs is schematically presented in
figure 7.2. The defined difference in energy ΔΔµ has for this compound a value of
1.6kT at room temperature. The study of the polymorphic behavior showed that
transformation into the more stable form only occurs via the solution. The question
is how to control selective nucleation and growth of the preferred polymorph. In
previous work we studied the effect of additives and solvent on the polymorphic
behavior and the growth morphology of the compound.5 Here, we study the effect
of a magnetic field on the nucleation and crystal growth.
µfluid
                     ΔµI                 ΔµII
µIIsolid
                                                                     ΔΔµ 
µIsolid
Figure 7.2. Schematical energy difference between the two polymorphs and
between the saturated solution, outside the magnetic field.
7.2 Materials and methods:
The pure isoxazolone dye was provided by Agfa Gevaert N.V. and used as
received. The solvent used was methanol of p.a. quality (Merck). Filtered solutions
with a known concentration were put in a closed optical glass cell that was
mounted inside a 0 - 20 T Bitter magnet. The temperature at the core of the
magnet was controlled using a water bath (ΔT = 0.1°C). The temperature inside the
closed cell was measured using a PT 100 resistance thermometer (ΔT = 0.01°C).
Light from a halogen light source was guided to the sample via an optical fiber. The
transmitted light was collected by a second fiber that coupled the light to a camera
to observe nucleation and crystal growth. The experiment consisted of lowering the
temperature of the sample slowly (6°C / h) in a constant magnetic field until
nucleation occurred. To determine which polymorph had nucleated, immediately
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after the experiment the crystals were isolated from solution and a powder X-ray
diffraction pattern was measured using a Philips PW 1820 diffractometer with a Cu
target ( = 1.5406 Å). Nucleation and dissolution temperatures were measured in a
magnetic field ranging from 0 to 20 T. Also the amount of nuclei for each
polymorphic form was estimated as well as the supersaturation needed for
nucleation.
7.3 Results
A stock solution of 0.150 M dye in methanol was prepared. As reference
experiments without magnetic field, this solution was cooled down with the same
rate inside the magnet at 0 T as well as outside the magnet. In these reference
experiments ten to twenty block shaped crystals nucleated when cooled down at a
rate of 6C/h. There was no difference between the samples inside the magnet at 0
T or outside the magnet. XRD measurement confirmed that the stable form I was
formed. When a solution was crash cooled using ice a few hundred needles,
typical for the meta-stable form II, nucleated within seconds. Back at room
temperature, and only when kept in solution, complete conversion of these needles
into the more stable block shaped form occurred within an hour. These
observations match with the ones obtained earlier1 in a differently shaped
temperature controlled closed vessel.
Whenever a magnetic field was applied, ranging from 2.5 T to 20 T, the block
shaped polymorph did not nucleate for a cooling rate of 6°C/hour. At significant
lower temperatures than without a magnetic field the needle shaped polymorph
nucleated selectively, see figures 7.3 and 7.4. Even when a sample was kept for
hours above the temperature for which in zero field the needles would nucleate,
but below that for the blocks to nucleate (16°C), no crystals were observed while
the reference experiment gave block shaped crystals visible within minutes.
Furthermore, no conversion into the stable polymorph was observed when
needles, nucleated and grown in the field, were kept in the magnetic field for hours
at room temperature. Therefore, selective nucleation of one polymorphic form was
observed as a result of the applied magnetic field. XRPD measurements showed
that no other polymorphic forms than form II were formed in the magnetic field.
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Figure 7.3. Spherulites of the meta-stable needle nucleated and grown in a
magnetic field of 5 T. The nucleation temperature was 3.6°C lower than outside the
magnetic field. Growth as spherulites was typical for fields between 2.5 and 7.5 T;
outside the field numerous separate needles nucleated and grew out. Average
length of the needles was 2 mm both in and outside the field.
Figure 7.4. Cluster of meta-stable needles nucleated at the liquid surface and
grown in a magnetic field of 10 T. The nucleation temperature was 5.4°C lower
than outside the magnetic field. These needles have a length of about 2 mm. This
cluster type of growth was typical for fields above 10 T; above 15 T no nucleation
occurred above 0°C.
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To make a distinction between the effect of the magnetic field on crystal growth
and nucleation, the growth of crystals of both polymorphs nucleated outside the
field was studied inside the magnetic field. No differences in growth rate or
morphology were observed. So, crystal growth is not affected by the magnetic field;
only the nucleation of both polymorphic forms is influenced.
Solution samples with crystals of one of the polymorphic forms obtained outside
the field were heated to determine the equilibrium temperature Teq. For both
polymorphic forms this temperature was independent of the strength of the
magnetic field and equal to the one found without a magnetic field; so, within our
accuracy, the thermodynamics of the system is unaffected by the magnetic field.
The changes of 10-4 K in equilibrium temperature reported for other materials6, are
too small to detect with our equipment. And even if such a shift would occur, it
would not explain the suppressed nucleation of both polymorphic forms.
With higher magnetic field, the nucleation temperature of the needle shaped
polymorph decreases as well as the nucleation rate leading to a smaller estimated
number of crystals. The decreasing nucleation temperature corresponds to an
increase in driving force Δμ/kT (see table 7.1).
Table 7.1. Results of nucleation experiments in a magnetic field; all materials
consist of the metastable polymorph II as derived from powder XRD.
B (T) # nuclei Tnucleation (°C) Δµ/kBT
0 5000 15.4 1.34
2.5 100 12.4 1.67
5.0 25 11.8 1.73
10.0 5 10.0 1.93
15.0 1 2.0 2.86
20.0 0 - -
In figure 7.5 the increase in driving force for nucleation is plotted as a function of
the magnetic field, showing a square dependence on B.
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Figure 7.5. Plot of Δµ/kBT against B2. The temperature at which crystal growth was
observed is used to calculate the supersaturation.
7.4 Discussion
7.4.1 Nucleation
The nucleation of crystals is poorly understood and it is the most difficult step of the
crystallization process to study experimentally. The change in free energy as a
result of the formation of a spherical nucleus is determined by the competition
between the contributions of the bulk and the surface to the free energy7:
ΔG (r) =  - (4πr3 / 3Ω) Δμ + 4πr2γ (1)
where r is the radius of the nucleus, Ω is the molecular volume, Δμ the driving force
for crystallization and γ the surface free energy. The driving force for crystal growth
B2
Δ
µ
/k
B
T
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is related to the supersaturation, an increase in the supersaturation results in a
smaller value of r for a nucleus to be energetically favored to grow. The so-called
critical nucleus, rc, is the minimum size of the nucleus to become favorable for
crystal growth (see figure 7.6):
rc = 2Ωγ / Δµ (2)
ΔG (rc) = 16πΩ2γ3 / 3Δμ2 (3)
r
Figure 7.6. Schematical plot of the free energy ΔG(r) of a nucleus as function of
the radius r, together with the corresponding surface and bulk energy terms.
4πr2γ 
- (4πr3/3Ω)Δμ 
ΔG (r) 
rc
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Due to the fact that this critical nucleus is of nanometer size, well below the
detection limit of our experimental set-up, we only observe the number of nuclei
and the polymorphic form after crystal growth has occurred. We will focus on the
nucleation rate J as function of the supersaturation. According to the classical
nucleation theory J is given by8:
J = A exp (-ΔG (rc) / kT) (4)
The nuclei are assumed to be ordered clusters or nano-crystals with the same
crystal structure as the polymorph present after crystal growth.
7.4.2 Alignment in magnetic fields
Using high magnetic fields it is possible to align clusters of molecules such that the
total energy is minimized. This has been observed for proteins9,10 but also for
organic pigments11,12. The orientation in the magnetic field is determined by the
crystal structure of the common classes of H- and J-aggregates. For lysozyme
magnetic orientation only occurs for aggregates much larger than the critical
nucleus because of the small anisotropy in susceptibility.
When an external magnetic field is applied to a solution with molecules having a
diamagnetic susceptibility, like most pigments and proteins, the energy of the
molecule increases:
Emag = - χ B2 (5)
where χ<0 is the diamagnetic molecular susceptibility depending on the orientation
of the molecule with respect to the magnetic field. The molecules will tend to orient
in such a way that this gain in energy will be as small as possible. Figure 7.1
shows the molecular structure of the dye used. We define a magnetic susceptibility
χ// for magnetic field orientations in the plane of the conjugated ring structure with a
relatively large diamagnetic contribution and χ for the orientation perpendicular to
it. Precise determination of Δχ for a single molecule is difficult and ambiguous, and
therefore not carried out for the molecule used here. For the available continuous
magnetic field strengths up to 30 T, however, the magnetic energy is, compared to
the thermal energy kT, too small to align a single molecule (Δχ < 10-5 cm3/mol).
Therefore a minimum cluster size of N molecules is needed to observe such an
alignment effect: ΔEmag = - N Δχ B2 / 2μ0 > kT. This minimum cluster size is
typically of the same order as the critical nucleus for B = 30T. For crystalline
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clusters to align the unit cell has to have magnetic anisotropy as well: Δχunit cell ≠ 0. 
As polymorphs contain the same molecules but have different bulk structures and
thus different unit cells, this magnetic anisotropy of the unit cell will differ for
polymorphic forms. The unit cell of both polymorphs is shown in figure 7.7; here we
see sets of dimers perpendicular to each other for the stable form I, and single
molecules all parallel to each other for meta-stable form II.
Figure 7.7. Unit cells of the stable rhombic polymorph I (left) and the meta-stable
needle shaped polymorph II (right) of the model dye.
7.4.3 Nucleation in magnetic field
In our experiments, the crystals nucleate and grow inside a homogeneous
magnetic field. For the total change in free energy due to crystallization, the
magnetic energy has to be taken into account:
Emag = - χunit cell N B2 / 2μ0 Z (6)
where Z is the number of molecules in the unit cell. With N = 4πr3 / 3Ω and
combining equations (1) and (6), the total free energy for the formation of a
spherical cluster with N molecules and a structure with magnetic susceptibility χunit
cell, will be:
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ΔG (N) = - NΔμ + N ((Δχunit cell / 2Δμ0Z) – (<χ> / 2Δμ0)) B2 + (4π)1/3 (3NΩ)2/3γ   (7)
where <χ> is the average magnetic susceptibility of the molecules in solution.
Equation 7 shows that for diamagnetic susceptibilities the contributions to the free
energy of both the cluster and the molecules in the solution are positive in the
presence of a magnetic field. The difference in diamagnetic susceptibility between
the two media determines the sign of the magnetic contribution to the formation
free energy ΔG(r).
As the molecules in the solution show a negligible alignment at room temperature,
while a cluster with size near that of the (critical) nucleus will show a certain degree
of alignment, the net magnetic energy contribution to the formation free energy
ΔG(r) will be negative and therefore promote nucleation increasingly with
increasing magnetic field. This is in contradiction with the results in figure 7.5.
As experimentally the nucleation is increasingly inhibited with increasing field, the
contribution of the magnetic energy has to be overruled by another contribution,
which might very well be of entropic origin related to the difference in alignment.
The entropy of the molecules in solution is hardly affected by the presence of the
magnetic field. The entropy of the clusters, on the other hand, is diminished as a
result of the alignment. This will indeed lead to a net positive term –T(Ss,align –
Sl,align), in the cluster formation free energy.
The relative sizes of the magnetic energy and alignment entropy terms are not
easy to determine and will be left for future studies.
7.5 Conclusions
The observed selective nucleation of the meta-stable polymorph in a high magnetic
field cannot be explained by a difference in magnetic susceptibility of the unit cells
only. For increasing magnetic field a higher supersaturation is needed in order to
reach the critical nucleus size, leading to a lower nucleation rate. The absence of
magnetic alignment for diamagnetic molecules in solution and the entropy
decrease for aligned clusters of sizes of the order of the (critical) nucleus can
explain the net increase in free energy for the formation of a nucleus.
Here, only one concentration, a single solvent and a model dye was used. A more
extensive study is needed to explain and understand the role of a magnetic field on
nucleation.
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Summary
Different polymorphic forms of a crystalline compound lead to different properties
of the material, in particular the crystal morphology. In this study crystals of organic
dyes play the major role because their anisotropic optical properties, as employed
in photographic films and ink jet inks, depend strongly on the crystal morphology.
Crystal morphology depends on the growth rate of each facet, which, once
understood, can be tuned to obtain particles with optimal properties for their use.
Therefore, understanding of the polymorphic behavior and the influence on the
growth morphology is key to control the properties of the crystalline product. A
number of model compounds, most of them dyes, have been used for this study.
In chapter 2 the polymorphic behavior of an isoxazolone model dye is studied. It
turns out that the dye has at least three polymorphs, which are monotropically
related. The solubility of two of the polymorphic forms has been determined for a
wide range of concentrations in three solvents. The solubility curves show regular
solution behavior for not too high concentrations. At the highest concentrations,
however, a clear deviation is observed. This is interpreted as arising from structural
ordering of the dye molecules in solution. The thermodynamically stable form
occurs as rhombic shaped crystals. One metastable polymorph grows with a
needle-shaped morphology. For both of these forms single crystals could be
obtained suitable for determining the crystal structure using X-ray diffraction. These
two polymorphs can co-exist in solution, depending on the crystallization
conditions, but in time the mixture transforms into the stable polymorph. As a solid,
outside the solution, the structure of the needle crystals is stable for months. The
metastable third polymorph grows only from the melt and undergoes a solid-solid
phase transition to the needle shaped form within hours at any temperature below
the melting point. This third form could not be isolated.
In chapter 3 the experimental and predicted growth morphologies of two
polymorphs of the isoxazolone dye are compared. The crystal habit of both
polymorphs depends on the supersaturation during growth. The Monte Carlo
simulations of the growth of the relevant faces correctly predict the shape and the
dependence on supersaturation of the crystal morphology for the stable polymorph.
For the metastable polymorph, the order of morphological importance is
reproduced correctly, as well as the needle-like morphology.
Summary
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In chapter 4 we study the effect of additives and solvents on the growth
morphology of the stable polymorph of the model dye. Using a range of additives
with small differences in molecular structure, the growth inhibiting effects of the
additives is revealed. The additives act face selectively, either by incorporating into
the crystal lattice or owing to their presence at the surface. The solvents are only
active at the surface and changes in morphology can be related to the polarity of
the solvent. The effects of the additives and solvents are also visible in the surface
topology as observed using atomic force microscopy. The surface-active additives
even result in a different growth mechanism.
In chapter 5 we continue to study surface structures and crystal morphology of
materials used in photographic films, now using silver carboxylates. The crystal
morphology of these compounds is determined. Although the crystal structures
form a homologous series, the various crystals are not isomorphous. The
morphological importance of the fast growing top facets depends on the
supersaturation and also on the carbon chain length. The surface topology of the
largest faces is studied on a molecular scale, showing a 2D birth and spread
mechanism. The experimental surface structure combined with molecular modeling
leads to a detailed understanding of the growth and shape of these silver
carboxylates.
In chapter 6 we use the anisotropic optical properties of several dyes to determine
the internal structure of magnetically aligned crystals in solution. The deposition
method in photographic films results in a similar ordering of the crystals as
obtained by magnetic alignment. Three cyanine dyes, representing the so-called J-
and H-aggregates and a combined class of these, and of which the crystal
structures are known, are used for the alignment study. The obtained stacking
geometries agree with the single crystal structures found, therefore magnetic
alignment can be a valuable tool for structural analysis of such materials.
In the final chapter magnetic alignment in a high magnetic field is applied to
isoxazolone, the model dye of the first chapters, to study its effect on nucleation
and growth of crystals. Without a magnetic field the thermodynamically stable
polymorph nucleates, while in the field the needle-shaped metastable polymorph is
formed. This difference in nucleation behavior may be explained by an entropic
effect in the formation free energy of clusters during nucleation. However, the
anisotropy of the magnetic susceptibility of the unit cells of the two polymorphic
forms cannot explain the observed nucleation behavior.
Samenvatting
Een materiaal vertoont polymorfie indien het in verschillende structuren kan
uitkristalliseren, ieder met unieke eigenschappen, zoals de vorm van de kristallen.
In dit werk is een organische kleurstof als testmateriaal uitgekozen vanwege de
anisotrope optische eigenschappen, waarvan gebruik kan worden gemaakt in
fotografische film en printerinkten. De vorm van de kristallen wordt bepaald door de
groeisnelheid van ieder kristalvlak. Door die groeisnelheid te beïnvloeden kunnen
deeltjes gevormd worden met een specifieke morfologie, en daarmee unieke
optische eigenschappen. Een grondig begrip van polymorfie, waardoor
bijvoorbeeld de morfologie gestuurd kan worden, is van belang om de
eigenschappen van het kristallijne materiaal te optimaliseren.
In hoofdstuk 2 is het kristallisatiegedrag van een modelkleurstof bestudeerd. Voor
deze modelstof blijken minstens drie polymorfe kristalvormen te bestaan, welke
een monotroop verband hebben. De verzadigingstemperatuur van twee vormen is
gemeten in drie oplosmiddelen bij verschillende concentraties. De oploscurve
vertoont bij lage concentraties het gedrag van een ideale oplossing. Afwijkingen
zijn gevonden bij hogere concentraties, hetgeen verklaard kan worden door aan te
nemen dat de kleurstofmoleculen niet meer volledig omringd worden door het
oplosmiddel, maar bijvoorbeeld geordend zijn in de vorm van dimeren. De
thermodynamisch stabiele polymorf heeft een blokvormige morfologie. Een
kinetische voorkeursvorm groeit als lange, dunne naalden. Van beide vormen kon
de kristalstructuur gemeten worden d.m.v. éénkristaldiffractie. Deze twee vormen
kunnen in het oplosmiddel enkele uren naast elkaar bestaan, echter na verloop
van tijd gaan de naalden volledig over in de stabielere blokken. Buiten de
oplossing zijn de naalden stabiel bij kamertemperatuur gedurende enige maanden.
De derde vorm kon alleen verkregen worden door langzame afkoeling van
gesmolten materiaal. Echter, deze polymorf kon niet geïsoleerd worden voor
verdere analyse omdat deze snel overgaat in de naaldvorm bij iedere temperatuur
onder het smeltpunt.
In hoofdstuk 3 zijn de experimentele en de via computersimulaties voorspelde
groeimorfologie van twee polymorfen van de modelkleurstof vergeleken. De vorm
van de kristallen van beide polymorfen verandert als functie van de
oververzadiging tijdens de groei. Die afhankelijkheid wordt ook gevonden in de
simulaties en komt goed overeen met de experimentele resultaten voor de stabiele
polymorf. Ook voor de naalden is de vorm van de kristallen goed voorspeld.
Samenvatting
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In hoofdstuk 4 wordt het effect bestudeerd van verschillende additieven en
oplosmiddelen op de groeimorfologie van de stabiele vorm. Door gebruik te maken
van additieven waarbij de moleculaire structuur slechts een klein beetje anders is
dan die van de modelstof, is inzicht verkregen in het effect op de groeisnelheid van
elk kristalvlak en daarmee op de morfologie. De werking is voor ieder kristalvlak
uniek; het additief kan ingebouwd worden of gebonden zijn aan het oppervlak om
verdere groei te vertragen. De oplosmiddelen zijn alleen actief op het oppervlak; de
verschillen in morfologie kunnen gerelateerd worden aan de polariteit van het
oplosmiddel. De effecten van additieven en oplosmiddelen zijn ook zichtbaar in de
groeipatronen op het kristaloppervlak, gemeten met Atomic Force Microscopy
(AFM). Het effect van de oppervlakactieve additieven en oplosmiddelen leidt tot
een ander groeimechanisme.
In hoofdstuk 5 gaan we nader in op de oppervlaktestructuren en kristalmorfologie
van materialen die gebruikt worden in fotografische films, namelijk zilver
carboxylaten. De morfologie van de kristallen en de kristalstructuren van deze
materialen zijn bepaald. Hoewel de kristalstructuren een homologe reeks vormen,
zijn de kristallen niet gelijk van vorm. De morfologische belangrijkheid van de snel
groeiende topvlakken hangt af van de lengte van de koolstofketen, maar ook van
de oververzadiging. Door de groeicondities te varïeren is er meer inzicht verkregen
in de morfologieën van deze reeks. Met AFM is aangetoond dat het oppervlak van
het grootste kristalvlak met een 2D-nucleatiemechanisme groeit, waardoor deze
niet vlak is maar vele stappen bevat. Deze metingen, gecombineerd met
moleculaire modellen, geven een gedetailleerd inzicht in de groei, de vorm en de
actieve groepen aan het oppervlak van deze zilver carboxylaten.
In hoofdstuk 6 worden de anisotrope optische eigenschappen gebruikt om de bulk
structuur van kleine kristallen geöriënteerd in een magnetisch veld te bepalen. De
manier van aanbrengen van de kleurstoffen op een fotografische film geeft een
vergelijkbaar ordenend effect als deze kristallen in een magnetisch veld. Drie
kleurstoffen met bekende kristalstructuur zijn gebruikt om de methode te testen,
deze materialen behoren tot de zogenoemde J- and H-aggregaten en een
gecombineerde klasse. De structuren zoals die volgen uit de in het magnetisch
veld geöriënteerde materialen komt overeen met de gemeten éénkristalstructuren.
Andersom kunnen de specifieke optische eigenschappen van deze geördende
materialen in het veld waardevolle informatie geven over de kristalstructuur.
In het laatste hoofdstuk is de magnetische ordening toegepast op de nucleatie en
groei van de modelkleurstof uit de eerdere hoofdstukken. Waar zonder magnetisch
veld de thermodynamisch stabiele blokken worden gevormd, ontstaan in het veld
de minder stabiele naalden. Dit verschil in nucleatiegedrag kan niet verklaard
worden door de anisotropie in de magnetische susceptibiliteit van de
eenheidscellen van de twee verschillende polymorfen. De waargenomen
preferentiële vorming van de naalden is dan ook waarschijnlijk een entropieeffect
tijdens de vorming van clusters van moleculen in de nucleatiefase.
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discussies om dit te verklaren hebben uiteindelijk dit proefschrift als resultaat,
mede tot stand gekomen door de samenwerking met een aantal mensen die ik
graag wil bedanken.
Allereerst mijn promotor en co-promotoren Elias, Hugo en Geert, die mij de kans
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Gelder en Jan Smits. Met jullie resultaten konden Steef en Menno MONTY loslaten
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en 7 dankzij het geduld van Igor. Je frietjes waren legendarisch.
Jan, geen dag kon beginnen zonder stevige bak koffie, al kon die soms tussen je
tanden nagefilterd worden. Menige dag heb je zo geholpen om door te komen,
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Bij Avantium leerde ik Jan kennen, zonder jouw hulp was dit proefschrift nu nog in
de draft versie. Als collega’s met een realistische kijk op de gang van zaken wisten
we toch ieder project op waarde in te schatten en het beste ervan te maken.
Als laatste natuurlijk dank aan mijn familie, die mij altijd gesteund hebben in mijn
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