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Abstract
Many researchers have made use of the
Wikipedia network for relatedness and
similarity tasks. However, most ap-
proaches use only the most recent infor-
mation and not historical changes in the
network. We provide an analysis of entity
relatedness using temporal graph-based
approaches over different versions of the
Wikipedia article link network and DBpe-
dia, which is an open-source knowledge
base extracted from Wikipedia. We con-
sider creating the Wikipedia article link
network as both a union and intersection
of edges over multiple time points and
present a novel variation of the Jaccard in-
dex to weight edges based on their tran-
sience. We evaluate our results against the
KORE dataset, which was created in 2010,
and show that using the 2010 Wikipedia
article link network produces the strongest
result, suggesting that semantic similarity
is time sensitive. We then show that inte-
grating multiple time frames in our meth-
ods can give a better overall similarity
demonstrating that temporal evolution can
have an important effect on entity related-
ness.
1 Introduction
Entity relatedness is a task that is required in many
application such as entity disambiguation, recom-
mender system and clustering. Although there
are many works on entity relatedness, most of
them does not consider temporal aspects. It is un-
clear how entity relatedness changes over time, as
for example, the entities Mobile and Camera may
have been less related in the past but may be more
related at present. This work attempts to address
this gap by showing how semantic relatedness de-
velops over time using graph-based approaches
over the Wikipedia and DBpedia (Lehmann et al.,
2015; Auer et al., 2007) networks1 as well as how
transient links and stable links, by which is meant
links that do not persist over different times and
links that persist over time respectively, affect the
relatedness of the entities. We hypothesise that us-
ing graph-based approaches, such as (Strube and
Ponzetto, 2006; Hulpus et al., 2015; Leal et al.,
2012), on the Wikipedia network provides higher
accuracy in term of relatedness score to the ground
truth data in comparison to text-based approaches,
such as (Gabrilovich and Markovitch, 2007; Ag-
garwal and Buitelaar, 2014; Radinsky et al., 2011).
We show that using graph-based approaches on
the Wikipedia network provides higher accuracy
in term of relatedness score to the ground truth
data in comparison to text-based approaches. We
take each Wikipedia article as an entity, for ex-
ample, the article on Semantic similarity2 cor-
responds to the entity Semantic similarity. Al-
though the term article and entity may be referred
to interchangeably in this work, article refers to
a Wikipedia article and entity refers to a single
concept in the semantic network. Wikipedia users
provide Wikipedia page links within articles, so
we can make use of the provided links as enti-
ties. Assuming that entities which are closely re-
lated to an entity, a Wikipedia article in this case,
are mentioned in that Wikipedia article, closely re-
lated entities share the same adjacent nodes in the
Wikipedia article link network. However, there
might be some articles that link to a lot of the ar-
ticles that might not be semantically related. For
1This work focuses on the links from Wikipedia, which is
reproduced as part of DBpedia graph, so these two resources
are used interchangeably in this work
2https://en.wikipedia.org/wiki/Semantic_
similarity
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example, the main page, which is the landing page
for featured articles and news, is not semanti-
cally related to the articles it links to. On the
other hand, articles that do not have many links
to other pages might have more semantically re-
lation to their links. Because of this reason, we
apply weights to the relationships to penalise the
articles that link to many other unrelated articles.
The objective of this work is to reveal how rela-
tionships among entities affect entity relatedness
as well as how temporal information affects entity
relatedness. This work can be used to investigate
the effect of versioning of linked data graphs, how-
ever in contrast to previous work (Auer and Herre,
2006; Vo¨lkel and Groza, 2006), we aim to under-
stand the trend of changes, rather than specific hi-
erarchical changes.
Problem Statement and Research Contribu-
tions
This work is extended from our previous
work (Prangnawarat and Hayes, 2017) and pro-
vides extended experimental results and a novel
variation of the proposed algorithm. We focus on
two main research problems, firstly how to repre-
sent Wikipedia network for the entity relatedness
problem that varies over time. The basis of this
is that Wikipedia articles have the links to other
Wikipedia articles, so we can use this informa-
tion to create Wikipedia article link network for
the entity relatedness problem. A contribution of
this paper towards this problem is the proposal of
various temporal models to represent Wikipedia
article link network to analyse entity relatedness
based on the assumption that closely related enti-
ties share the same adjacent nodes in the network.
We also analysed if the in-links and out-links have
the same effects to their relatedness.
The second main research problem concerns
method used to find relatedness and its evolution
using Wikipedia network. We explore techniques
for finding relatedness score of the entities. For
example, there might be some articles that link to
a lot of the articles that might not be semantically
related, such as the main page, which is the land-
ing page for featured articles and news. On the
other hand, articles that do not have many links to
other pages might have more semantically relation
to their links. In this paper, we show how can we
choose weights to penalise those articles that link
to many other unrelated articles and how temporal
information affects relatedness of entities.
We propose a graph-based approach consider-
ing entity relations, which outperforms the text-
based approach in terms of the accuracy of re-
latedness score. We make use of the temporal
Wikipedia article link network to demonstrate the
evolution of entity relatedness and how transient
or stable links affect the relatedness of the enti-
ties. We analyse different models of aggregated
graphs, which integrate networks at various times
into the same graph as well as time-varying graphs
which are the series of the networks at each time
step. We then evaluate this based on the KORE
dataset (Hoffart et al., 2012), and show how tem-
poral information can affect the similarity score.
We show that by combining multiple versions of
Wikipedia, from different time points we can pro-
duce state-of-the-art results for entity relatedness.
The remainder of this paper organised as fol-
lows: first, we discuss works related to this paper
in Section 2. After that we explain how to collect
the dataset from Wikipedia and DBpedia in Sec-
tion 3. In Section 4, we explain methodology for
representing the networks and give details of our
proposed graph-based approaches to analyse en-
tity relatedness and its evolution. We show the ex-
periment results, which discuss the comparisons
of different approaches, evolution of relatedness,
relatedness with aggregated time information and
frequency of the relatedness changes in Section 5.
Finally, we provide a summary of the work as well
as the discussion of limitations and future works.
2 Related Work
This work relies on two distinct areas of research,
firstly semantic relatedness that estimates the sim-
ilarity between to entities and secondly tempo-
ral analysis of Wikipedia, which comprises meth-
ods for analysing change in Wikipedia. Thus, we
present a brief survey of these two areas.
2.1 Semantic Relatedness
Semantic relatedness works have been carried
out for words (natural language texts such as
common nouns and verbs) and entities (con-
cepts in semantic networks such as companies,
people and places). The approaches used for
semantic relatedness includes corpus-based ap-
proaches as well as structure-based or graph-
based approaches. Wikipedia and DBpedia have
been widely used as resources to find seman-
tic relatedness. However, most approaches use
only the current information without temporal as-
pects. One of the well-known system is WikiRe-
lated (Strube and Ponzetto, 2006) introduced by
Strube and Ponzetto. WikiRelated use the struc-
ture of Wikipedia links and categories to compute
the relatedness between concepts.
Gabrilovich and Markovitch proposed Ex-
plicit Semantic Analysis (ESA) (Gabrilovich and
Markovitch, 2007) to compute semantic relat-
edness of natural language texts using high-
dimensional vectors of concepts derived from
Wikipedia. DiSER (Aggarwal and Buitelaar,
2014), presented by Aggarwal and Buitelaar,
improves ESA by using annotated entities in
Wikipedia.
Leal et al. (Leal et al., 2012) proposed a novel
approach for computing semantic relatedness as
a measure of proximity using paths on DBpedia
graph. Hulpus et al. (Hulpus et al., 2015) provided
a path-based semantic relatedness using DBpedia
and Freebase as well as presenting the use in word
and entity disambiguation.
Radinsky et al. proposed a new semantic
relatedness model, Temporal Semantic Analysis
(TSA) (Radinsky et al., 2011). TSA computes re-
latedness between concepts by analysing the time
series between words and finding the correlation
over time. Although this work make use of the
temporal aspect to find relatedness between words,
it does not show how the relatedness evolves over
time.
2.2 Time-aware Wikipedia and Knowledge
Bases
There have been a number of works in the area of
time-aware Wikipedia and Knowledge Base anal-
ysis. The authors have primarily focused on con-
tent and statistical analysis. WikiChanges (Nunes
et al., 2008) presents a Wikipedia articles revision
timeline in real time as a web application. The ap-
plication presents the number of article edits over
time in daily and monthly granularity. The authors
also provide the extension script for embedding
a revision activity to Wikipedia. Ceroni et. al.
(Ceroni et al., 2014) introduced a temporal aspect
for capturing entity evolution in Wikipedia. They
provided a time-based framework for temporal in-
formation retrieval in Wikipedia as well as statis-
tical analysis such as the number of daily edits,
Wikipedia pages having edits and top Wikipedia
pages that has been changed over time. Whiting
et. al. (Whiting et al., 2014) presented Wikipedia
temporal characteristics, such as topic coverage,
time expressions, temporal links, page edit fre-
quency and page views, to find how the knowledge
can be exploited in time-aware research. However,
in-degree and out-degree are the only networks
properties that are discussed in the paper.
Recent research from Bairi et. al. (Bairi et al.,
2015) presents statistics of categories and articles,
such as the number of articles, the number of links
and the number of categories, comparing between
the Wikipedia instance in October 2012 and the
Wikipedia instance in June 2014. The authors
also analysed the Wikipedia category hierarchy
as a graph and provided statistics of the category
graph such as number of cycles and and the cycle
length of the two Wikipedia instances. Contrope-
dia (Borra et al., 2015) identifies when and which
topics have been most controversial in Wikipedia
article using Wikipedia links as the representation
of the topics. However, the approach also focuses
on the content changed in the article.
A number of research also work on event analy-
sis and extraction from Wikipedia history. Hienert
and Luciano (Hienert and Luciano, 2015) pro-
vided historical events extracted from Wikipedia
articles as well as a timeline of extracted events.
They parse the historical events from wikipedia
using regular expressions which are language and
structure specific. Tran et. al. (Tran et al., 2014)
introduced a method to detect events using Lo-
cal Temporal Constraint (LTC) (Das Sarma et al.,
2011) to extract complex event structures from
Wikipedia.
Recent works apply time-aware knowledge
bases for relations of entities. TimeMachine (Al-
thoff et al., 2015) generates a timeline of events
and relations for entities using knowledge bases.
It shows the most important events or relation-
ships that related to a given entity at the time. Be-
yond Time, recent research from Tran et. al. (Tran
et al., 2017) introduces a novel method to com-
pute the contextual relatedness using integrated
time and topic models. The temporal relatedness
model uses static relatedness together with esti-
mation of the dynamic relatedness by measuring a
form of temporal peak coherence using Wikipedia
page view statistics. They also present the useful-
ness of entity relatedness with entity recommen-
dation. However, they do not show the evolution
of the relations.
Our work makes use of the changes in
Wikipedia to analyse evolution of entity related-
ness. We show how entity relatedness devel-
ops over time using graph based approaches over
Wikipedia network as well as how transient links
and stable links affect the relatedness of the enti-
ties.
3 Dataset Collection from Wikipedia and
DBpedia
In this section, we explain how we collected
the dataset from Wikipedia and DBpedia. DB-
pedia is a linked data dataset constructed from
Wikipedia and we treat each Wikipedia article
as an entity and a vertex in our graph. Each
Wikipedia article has user provided Wikipedia ar-
ticle links which link to mentioned Wikipedia arti-
cles. We extract Wikipedia links within Wikipedia
articles from each Wikipedia dump. Figure 1
shows an example of a part of the Wikipedia ar-
ticle link network of the “Computer Science” arti-
cle3. This part of the “Computer Science” article
contains links to Computer, Computation, Proce-
dure (computer science), Algorithm, Information,
and Computer scientist. The article links of all ar-
ticles in Wikipedia generate the full Wikipedia ar-
ticle link network.
Figure 1: An example of a part of Wikipedia arti-
cle link network or the “Computer Science” arti-
cle
Wikipedia articles have redirect pages which
are pages that automatically redirect users to other
pages. The main purpose of redirects is to redi-
rect the article to the most appropriate article title.
As Wikipedia is open, crowd-sourced information,
users may use different titles to refer to the same
thing such as, alternative spellings or punctuation
marks, abbreviations, plurals and singulars, adjec-
3https://en.wikipedia.org/wiki/Computer_
science
tival or adverbial forms on nouns, or likely mis-
spellings. For instance, the article America4 and
USA5 are redirect pages that automatically redi-
rect users to the article United States6. In this
case, America, USA and United States should be
considered as the same entity. In order to add
more information to the network, we construct the
Wikipedia article link network with redirects by
replacing the redirect pages with the target pages
in the Wikipedia article link network described
previously. If article a has a link to article b and
article b redirects to article c, then we remove a
link from article a to article b and add a link from
article a to article c. In other words, we replace a
link between articles a and b with a link between
article a and article c.
The Wikipedia data can be downloaded from
the Wikimedia download page7. A major limi-
tation of data availability from Wikipedia dumps
is that the oldest available Wikipedia dump at
the time of the experiment was from 20 Au-
gust 2016. In order to get older Wikipedia
link data, we obtained data from DBpedia8
which is an open knowledge base extracted from
Wikipedia and other Wikimedia projects. We
use the page links datasets, which give the rela-
tionship of article links within each article, the
same information as the Wikipedia links we ex-
tracted from Wikipedia, and redirects datasets
which contains the redirects between articles in
Wikipedia. Each DBpedia concept corresponds
to a Wikipedia article. For example, the DBpe-
dia concept http://dbpedia.org/resource/
Semantic_similarity corresponds to the ar-
ticle Semantic similarity9. We refer to both
the Semantic similarity article and the DBpe-
dia concept http://dbpedia.org/resource/
Semantic_similarity as the entity Seman-
tic similarity. We make use of page links datasets
and redirects datasets from DBpedia to construct
the series of Wikipedia article link networks with
redirects for each year from 2007 to 2016. The
DBpedia versions used are shown in Table 1.
In order to examine more frequent changes, we
also obtain Wikipedia data from Wikipedia dumps
4https://en.wikipedia.org/wiki/America
5https://en.wikipedia.org/wiki/USA
6https://en.wikipedia.org/wiki/United_
States
7https://dumps.wikimedia.org/
8http://wiki.dbpedia.org
9https://en.wikipedia.org/wiki/Semantic_
similarity
Table 1: DBpedia versions
Dataset DBpedia version Wikipedia Dumps
DBpedia 2016 DBpedia 2016-04 Mar-2016/Apr-2016
DBpedia 2015 DBpedia 2015-04 Feb-2015/Mar-2015
DBpedia 2014 DBpedia 2014 02-May-2014
DBpedia 2013 DBpedia 3.9 03-Apr-2013
DBpedia 2012 DBpedia 3.8 01-Jun-2012
DBpedia 2011 DBpedia 3.7 22-Jul-2011
DBpedia 2010 DBpedia 3.6 11-Oct-2010
DBpedia 2009 DBpedia 3.4 20-Sep-2009
DBpedia 2008 DBpedia 3.2 08-Oct-2008
DBpedia 2007 DBpedia 3.0rc 23-Oct-2007
which are extracted from snapshots of Wikipedia
pages twice a month. At the time we conducted
this experiment, the newest dump available is the
Wikipedia dump on 1 January 2017. We obtained
and extracted Wikipedia links from 10 Wikipedia
versions as shown in Table 2.
Table 2: Wikipedia versions
Dataset Wikipedia Dumps
Wikipedia 2017-01-01 01-Jan-17
Wikipedia 2016-12-20 20-Dec-16
Wikipedia 2016-12-01 01-Dec-16
Wikipedia 2016-11-20 11-Nov-16
Wikipedia 2016-11-01 01-Nov-16
Wikipedia 2016-10-20 20-Oct-16
Wikipedia 2016-10-01 01-Oct-16
Wikipedia 2016-09-20 20-Sep-16
Wikipedia 2016-09-01 01-Sep-16
Wikipedia 2016-08-20 20-Aug-16
4 Methodology
We first explain various models to represent
Wikipedia article link network and how we rep-
resent temporal information in the network. Then,
we provide details of the extended Jaccard sim-
ilarity with reciprocal centralities, our proposed
graph-based approaches to analyse entity related-
ness and its evolution.
4.1 Wikipedia Article Link Network
Representations
We assume that entities which are closely related
to an entity, corresponding to a Wikipedia article,
are mentioned in that Wikipedia article. Hence,
closely related entities share the same adjacent
nodes in the Wikipedia article link network. How-
ever, there might be some articles that link to a lot
of the articles that might not be semantically re-
lated. On the other hand, articles that do not have
many links to other pages might be more semanti-
cally related to their links. Because of this reason,
we apply weights to the relationships to penalise
articles that link to many other unrelated articles.
We explain more detail about the approach later in
the next section.
Given Wikipedia article link information from
each Wikipedia and DBpedia dataset, we construct
a graph representing a snapshot of the Wikipedia
information. We define both the article link net-
work without redirect and the network with redi-
rects, which gives more semantic information, as
follows.
Wikipedia article link network without redirect
Given an article a for a corresponding entity, a
snapshot of Wikipedia article link network Ga is
constructed as a graph Ga = (Va, Ea) to repre-
sent a snapshot of a 2-hop ego network of arti-
cle links around an entity a, where Va is a set
of nodes where each node represents Wikipedia
entities that have links with a or have links with
the nodes that are adjacent to a and Ea is a set
of edges where each edge ei j is an internal link
between Wikipedia entities i and j which means
an article i represented by an entity i mentions an
entity j. In other words, v ∈ Va if eav ∈ Ea or
∃B : eab ∈ Ea ∧ ebv ∈ Ea, i.e., a is directly con-
nected to v or connected through a second node b.
Figure 2 demonstrate an example of a 2-hop ego
network around the entity a. We construct a series
of 2-hop ego networks of Wikipedia article links
over time around each seed entity that we are in-
terested in.
Figure 2: An example of a 2-hop ego networks
around the entity a
Wikipedia article link network with redirects
From the redirect information about Wikipedia,
we construct graphs GR = (VR, ER), where ei j ∈
ER if there is a redirect between the articles, i
and j. We use this to augment the Wikipedia ar-
ticle link network for an article Ga, by merging
all nodes that have redirects. Thus, we define
a Wikipedia article link network with redirects,
GR,a = (VR,a, ER,a), as a graph where eab ∈ ER,a
if eab ∈ Ga, ∃i : eai ∈ Ga ∧ eib ∈ GR or
∃i : eai ∈ GR ∧ eib ∈ Gb. Figure 3 demonstrate
an example of a 2-hop ego network with redirects
around the entity a. We construct a series of 2-
hop ego networks of Wikipedia article links with
redirects over time around each seed entity that we
are interested in. Entity a10 and Entity a11 redirect
to Entity a12 so Entity a10 and Entity a11 are re-
placed by Entity a12 in the graph, making the link
from Entity a4 to Entity a10 become Entity a4 to
Entity a12 and the link from Entity a11 to Entity a5
become Entity a12 to Entity a5 instead.
Figure 3: An example of a 2-hop ego networks
with redirects around the entity a
4.2 Temporal Graphs
To reflect how relatedness changes over time, we
represent temporal information from Wikipedia
article link networks in two different way. One
is as time-varying graphs, which are a series of
Wikipedia article link snapshots at each time step.
We use each version of the Wikipedia dataset and
DBpedia dataset as each snapshot. Another is
as an aggregated graph, which aggregates all net-
works at each time steps together with time infor-
mation as weights. We describe each models and
how we use temporal information as weights of
aggregated graphs in the following sections.
4.2.1 Time-Varying Graphs
Given an article a for a corresponding entity, the
series of Wikipedia article link networks GaS at
the set of times T = {1, .., n} is constructed as a
set of graphs {Ga1,Ga2, ...,Gan}, which we call time-
varying graphs. Each graph Gat = (V
a
t , E
a
t ) repre-
sents a snapshot of a 2-hop ego network of article
links around an entity a at the time t as described
above. An example of a series of time-varying
graphs of an article a when T = {1, 2} is shown
in Figure 4. We construct graphs for the link net-
work with redirects, GR,at in the same way.
Figure 4: An example of a series of time-varying
graphs of an article a when T = {1, 2}
4.2.2 Aggregated Graphs
In order to understand how transient links, which
are links that do not persist over time, and stable
links, which are links that persist over time, af-
fect the relatedness of the entities, we create dif-
ferent models of aggregated graphs with differ in
weights. The first model is the Intersection Model
which aggregates nodes and links that exists at all
time points in the data and thus represent stable
links. We also use Union Models, which aggre-
gate nodes and links that exists at any time points
in the data and thus represent transient links. We
use weights to specify how transient these linke
are, including uniform temporal weight, where
we weight all temporal information equally, lin-
ear temporal weight, where we weight bias toward
more recent information using linear decay fac-
tor, and exponential temporal weight, where we
weight bias toward more recent information using
exponential decay factor. These weights are used
to examine how the recency of the information af-
fect the result of relatedness. We create different
models of aggregated graphs for both Wikipedia
article link network and Wikipedia article link net-
work with redirects, which differ in weight de-
scribed below.
Intersection model
The intersection model aggregates nodes and links
that exist in all time points in the data to represent
stable links. This model captures the core of the
network around each article. Nodes and edges are
only included if the relationships among them ex-
ist in all time steps. Given a Wikipedia article a
for a corresponding entity, an intersection graph
GaI is constructed as a graph G
a
I = (V
a
I , E
a
I ), V
a
I
is a set of nodes where each node represents a
Wikipedia article that have links with a or have
links with the nodes that are adjacent to a at all
time points and EaI is a set of edges where each
edge ei j is an internal link between Wikipedia en-
tities i and j which appear at all time. In other
words, v ∈ VaI if v ∈ Va1 ∩Va2 ∩ ...∩Van and ei j ∈ EaI
if e ∈ Ea1 ∩ Ea2 ∩ ... ∩ Ean for T = {1, .., n}. As
this is an intersection of all time points, all edges
have equal weights. An example of an intersection
model of an article a from the previous example of
the time-varying graphs is shown in Figure 5.
Figure 5: An example of an intersection model of
an article a from the previous example of the time-
varying graphs
Union model with uniform temporal weight
The union model with uniform temporal weight
aggregates nodes and links that exist in any time
points in the data to represent transient links us-
ing uniform temporal weight, which is propor-
tional to the number of time points containing this
edge. Given a Wikipedia article a for a corre-
sponding entity, a union graph with uniform tem-
poral weight GaU is constructed as a graph G
a
U =
(VaU , E
a
U), V
a
U a set of nodes where each node rep-
resents a Wikipedia article that have links with a
or have links with the nodes that are adjacent to
a at any time in T = {1, .., n} and EaU is a set
of edges where each edge ei j is an internal link
between Wikipedia entities i and j with a weight
wi j representing how many time steps the relation-
ship appears at any time in T . In other words,
v ∈ VaU if v ∈ Va1 ∪ Va2 ∪ ... ∪ Van and ei j ∈ EaU
if ei j ∈ Ea1 ∪ Ea2 ∪ ... ∪ Ean for T = {1, .., n}. The
weight wi j of ei j is ai j1 + ... + ai jn for T = {1, .., n}
where ai jt = 1 if there exist the link between i and
j at time t, otherwise, ai jt = 0. An example of a
union model with uniform temporal weight of an
article a from the previous example of the time-
varying graphs is shown in Figure 6. The numbers
represent temporal weight of the relations.
Figure 6: An example of a union model with uni-
form temporal weight of an article a from the pre-
vious example of the time-varying graphs
Union model with linear temporal weight
The union model with linear temporal weight is
such that the information over different time points
declines at a constant rate so the temporal factor
is calculated using the linear decay factor. This
weighting toward more recent links to understand
how recent information affect the result of relat-
edness. Where n is the newest time steps, dt
is the time step different, and r is decay factor,
non-negative temporal factor α can be calculate as
αn−dt = αn − r · dt. The newest data has 100%
temporal factor. As we have 10 time steps, we
simply choose decay factor r as 10%. Given a
Wikipedia article a for a corresponding entity, a,
GaT = (V
a
T , E
a
T ), V
a
T is a set of nodes where each
node represents a Wikipedia article that have links
with a or have links with the nodes that are adja-
cent to a at any time in T and EaT is a set of edges,
where each edge ei j is an internal link between
Wikipedia entities i and j with a weight wi j rep-
resenting summary of temporal factor where the
relation appear at that time. The newer data has
the higher temporal factor than the older data. The
weight wi j of ei j is (α1 · ai j1 + ... + αn · ai jn) for
T = {1, .., n}where αt is the temporal factor at time
t and ai jt = 1 if there exist the link between i and
j at time t, otherwise, ai jt = 0.
Union model with exponential temporal weight
The union model with exponential temporal
weight has the same idea as the union model with
linear temporal weight but the temporal factor is
calculated using the exponential decay factor in-
stead of the linear decay factor. Where n is the
newest time steps, and dt is the time step different,
non-negative temporal factor αe can be calculate
as αn−dt = αn × (e−dt). The newest data has 100%
temporal factor.
4.3 Extended Jaccard Similarity with
Reciprocal Centralities
The Jaccard similarity coefficient measures simi-
larity between two objects using binary attributes,
which has been shown to be a robust method for
semantic similarity and clustering on Web-scale
graphs (Strehl et al., 2000). Given objects a and b
with a vector of features A and B respectively, the
Jaccard similarity coefficient of a and b, J(a, b) is
computed by the following equation:
J(a, b) =
|A ∩ B|
|A ∪ B|
Taking adjacent nodes of an entity a in the
Wikipedia article link network as the features of
the entity a, the Jaccard similarity coefficient can
reflect our assumption that closely related enti-
ties share the same adjacent links in Wikipedia
article links network. However, the Jaccard sim-
ilarity coefficient cannot take into account non-
binary features. As we discussed before, there
might be some articles that link to a lot of the
pages that might not be semantically related so we
want to apply weights to the relationships to pe-
nalise pages that have relations with many unre-
lated pages. An article that is mentioned in a lot
of articles may just be a general article that is not
semantically related to them. On the other hand,
an article that mentions a lot of other articles may
not be semantically related to the articles that they
link to. Centrality measures are used to rank the
importance of nodes in the network, and in this
work we use the following measures
Degree centrality: This is a measure which
counts edges connecting to the nodes. All
neighbours of the node are equivalent in de-
gree centrality.
PageRank: PageRank (Page et al., 1999) is a cen-
trality measure that is used to rank the im-
portance of nodes. Neighbours of the node
are not counted equivalently but weights are
given to the neighbours from the idea that a
node is more important if it receives more
links from other nodes. It was originally cre-
ated to rank web pages in the World Wide
Web network in Google search engine. We
use the same idea applied to our Wikipedia
article link network.
To measure the similarity of nodes, we use Tani-
moto’s generalization (Tanimoto, 1958) of Jaccard
similarity, which defines the similarity in terms of
bit vectors as
T (a, b) =
aTb
||a||2 + ||b||2 − aTb
We can use this formula weighted by reciprocal
degree centrality and reciprocal PageRank, which
are 1 divided by degree centrality and 1 divided
by PageRank score respectively, to find similarity
between each entity in the network. The under-
lying assumption is that articles with lower cen-
trality scores might have more semantically rela-
tion to their links as they only link to fewer arti-
cles that are really related to them. For the union
graph models, in addition to the reciprocal cen-
trality scores, we also use the graph weight, which
is the temporal information described above, with
reciprocal centrality scores as the vector scores to
compute the relatedness.
Given da is a vector of reciprocal degree cen-
trality or PageRank scores of the articles having
links with an entity a in the 2-hop ego network
around an entity a and db is a vector of reciprocal
degree centrality or PageRank scores of the arti-
cles having links with an entity b in the 2-hop ego
network around an entity b. The vector value is
zero for unconnected articles. The relatedness be-
tween two entities a and b using Extended Jaccard
Similarity with Reciprocal Centrality is computed
as:
R(a, b) =
dTa db
||da||2 + ||db||2 − dTa db
Given twa is a vector of temporal weight be-
tween entity a and other nodes in graphs and twb
is a vector of temporal weight between entity b and
other nodes in graphs. the relatedness between two
entities a and b using Extended Jaccard Similarity
with Temporal Weight and Reciprocal Centrality
is computed as10:
RTW(a, b) =
(da◦twa)T (db◦twb)
xTW
xTW = ||(da ◦ twa)||2 +
||(db ◦ twb)||2 −
(da ◦ twa)T (db ◦ twb)
5 Experiment Results
We conducted experiments and evaluated with the
KORE (Hoffart et al., 2012) dataset in order to
show the effectiveness of our methods for tempo-
ral analysis of entity relatedness and its evolution.
The KORE dataset has been created to measure
relatedness between named entities. It consists
of 420 related entity pairs from a selected set of
21 seed entities from the YAGO2 (Hoffart et al.,
2013) knowledge base from 4 different domains,
which are 5 entities from IT companies, 5 enti-
ties from Hollywood celebrities, 5 entities from
video games, 5 entities from television series, and
one singleton entity. Each of the entities has 20
ranked related entities. All entities in the KORE
dataset corresponds to entities in the Wikipedia ar-
ticle link networks. The KORE dataset was cho-
sen as it is one of the most widely-used and is
sufficiently large to make statistical significant re-
sults. Moreover, it was created several years ago in
2010, thus meaning that there are at least 5 years
of data from Wikipedia available both before and
after its creation, allowing us to examine the effect
of temporal change more effectively.
We use Spearman Correlation to compare the
relatedness scores from each approach with the
scores from the KORE dataset. As the KORE
dataset provides only the ranking but not the score,
we assume that the highest entity has a score of 20
and each subsequent entity has a score 1 lower.
10◦ denotes the Hadamard product (element-wise multipli-
cation)
5.1 Extended Jaccard Similarity with
Reciprocal Centralities Results
For each DBpedia version stated above, we con-
structed a series of networks of entities, as de-
scribed in Section 4.2.1, seeding the entities from
KORE dataset.
The experiments were conducted to compare
three different perspectives. In the first evaluation
perspective, we performed experiments to show
that the proposed graph-based extended Jaccard
similarity with reciprocal centralities outperforms
the text-based approach and the baseline graph-
based approaches in terms of the relatedness score
accuracy. We used Term Frequency-Inverse Doc-
ument Frequency (TF-IDF) based similarity as the
text-base baseline, and binary Jaccard similarity as
the baseline for the graph-based approach to com-
pare to the proposed approaches. TF-IDF was cal-
culated using scikit-learn’s11 functions, treat-
ing each Wikipedia article as a single document
for the document frequency and counting the term
frequency of each word, without stop words, in
the article corresponding to the entities to be com-
pared. We analysed variations of features for bi-
nary Jaccard methods by considering only in-links
of the nodes which are the entities that have links
to the nodes, only out-links of the nodes which
are the entities that have links from the nodes, and
both in-links and out-links of the nodes which are
entities that have links to or from the nodes.The
second evaluation perspective aims to show differ-
ent results between using reciprocal degree cen-
trality and reciprocal PageRank in the proposed
similarity methods. And the third perspective is to
show that the Wikipedia article link network with
redirects give better result than the Wikipedia arti-
cle link network without redirect.
We performed TF-IDF based similarity on three
different Wikipedia text revisions. One is the re-
vision at the time when YAGO2 was created (17-
Aug-2010) which is used to constructed the KORE
dataset. The second one is the revision at the dump
time of DBpedia 2009 dataset (20-Sep-2009) and
the last one is the revision at the dump time of DB-
pedia 2010 dataset (11-Oct-2010). We performed
Spearman Correlation to evaluate our system’s
correlation with the gold standard dataset, KORE
dataset, as described previously. The Spearman
Correlations of the 3 different datasets compared
to the KORE gold standard are shown in Table 3.
11http://scikit-learn.org
Table 3: Spearman Correlations to the KORE gold
standard with the text-based approach for different
Wikipedia dumps
Version Correlation
Wikipedia at the time when
YAGO2 was created
0.503212
Wikipedia at the time of DBpe-
dia 2009 dump
0.491440
Wikipedia at the time of DBpe-
dia 2010 dump
0.502987
We can see that the result of the data acquired at
the time when YAGO2 was created has the highest
correlation as the same information is captured at
that time. It is significantly better than the result of
Wikipedia at the time of DBpedia 2009 dump with
p-value < 0.1 and slightly better than the result of
Wikipedia at the time of DBpedia 2010 dump.
We compared the text-based approach of each
version of dataset to the graph-based approaches.
In this section, we focused on DBpedia 2009
dataset and DBpedia 2010 dataset as they are the
closest snapshots to the Wikipedia dump from
2010-08-17 which is used to constructed YAGO2
using by the KORE dataset. We found that the
graph-based approaches significantly outperform
the result from the text-based approach in term
of accuracy of relatedness score as shown in Ta-
ble 4. Moreover, the results show that the pro-
posed Extended Jaccard Similarity with recipro-
cal centralities give a better accuracy of related-
ness score than the baseline binary Jaccard meth-
ods. The extended Jaccard similarity with recip-
rocal degree centrality gives a better accuracy of
relatedness score than the extended Jaccard sim-
ilarity with reciprocal PageRank. The extended
Jaccard similarity with reciprocal degree central-
ity by considering both in-links and out-links gives
the best result in terms of accuracy of relatedness
score. This shows that considering the number of
entity links improves the relatedness accuracy but
not the weights from the neighbours.
Moreover, after we add more information to the
graph by applying redirect relations to the model,
the correlation results improve. Table 4 shows the
Spearman Correlations to the KORE gold standard
comparing text-based approach with graph-based
approaches between models without redirects and
models with redirects of data from DBpedia 2009
and DBpedia 2010. We use I for in-links, O for
out-links, I+O for both in-links and out-links, RD
for reciprocal degree centrality and RP for recip-
rocal PageRank. For example, Ext Jaccard RD
(I+O) means the extended Jaccard similarity with
reciprocal degree centrality by considering both
in-links and out-links. We can see that using the
extended Jaccard similarity with reciprocal degree
centrality by considering both in-links and out-
links with the Wikipedia article link network with
redirects gives the best result. ?,∗,∗∗ and ∗ ∗ ∗
show that our best performing method (Extended
Jaccard with Reciprocal Degree Centrality consid-
ering both in-links and out-links) is significantly
better than this result with p-value < 0.1, p-value
< 0.05, p-value < 0.01 and p-value < 0.001 respec-
tively for each star symbol.
5.2 Evolution of Relatedness
We analysed the change of correlations to the
KORE gold standard in different datasets to
demonstrate how relatedness progresses over sub-
sequent years. We found that the dataset from
the network in 2010 got the highest results. This
is because the KORE dataset is constructed using
YAGO2 that use the Wikipedia dump from 2010-
08-17 (Hoffart et al., 2013), which is the closest
to the DBpedia version 2010 (2010-10-11). Fig-
ure 7 shows the comparison of Spearman Correla-
tion result of different methods from each dataset
with redirects.
Figure 7: The comparison of Spearman Corre-
lations to the KORE gold standard of different
graph-based methods from each DBpedia dataset
with redirects
We can see from the result that the most up-
to-date knowledge bases will not give the high-
est correlation if the ground truth data is created
in different time. This is because the relatedness
score varies according to the relatedness of the
entities at that time. For instance, Facebook and
Table 4: Spearman Correlations to the KORE gold standard comparing text-based approach with graph-
based approaches between models without redirects and models with redirects of data from DBpedia
2009 and DBpedia 2010
Dbpedia 2009 Dbpedia 2010
Without Redirect With Redirects Without Redirect With Redirects
TF-IDF 0.491440 ∗∗ - 0.502987 ∗ ∗ ∗ -
Jaccard (I) 0.568509 ? 0.575758 ∗∗ 0.568026 ∗∗ 0.588351 ∗∗
Jaccard (O) 0.511564 ∗ 0.504138 ∗ ∗ ∗ 0.559898 ∗∗ 0.564088 ∗ ∗ ∗
Jaccard (I+O) 0.578706 ? 0.580944 ∗∗ 0.585535 ∗∗ 0.586593 ∗ ∗ ∗
Extended Jaccard RP (I) 0.585212 ? 0.591538 ∗∗ 0.569857 ∗∗ 0.616843 ∗∗
Extended Jaccard RP (O) 0.578478 ? 0.566556 ∗ ∗ ∗ 0.576616 ∗ ∗ ∗ 0.601197 ∗ ∗ ∗
Extended Jaccard RP
(I+O)
0.604112 0.613450 ∗∗ 0.599284 ∗∗ 0.637930 ∗∗
Extended Jaccard RD (I) 0.623768 0.634961 ? 0.632760 ∗ 0.672512 ?
Extended Jaccard RD (O) 0.588592 ? 0.567652 ∗ ∗ ∗ 0.601755 ∗∗ 0.609715 ∗ ∗ ∗
Extended Jaccard RD
(I+O)
0.639055 0.651450 0.658647 ? 0.696506
?, ∗, ∗∗, and ∗ ∗ ∗ mean the Wikipedia article link network with redirects using the Extended Jaccard
with Reciprocal Degree Centrality considering both in-links and out-links is significantly better than this
result with p-value < 0.1, p-value < 0.05, p-value < 0.01 and p-value < 0.001 respectively.
Justin Timberlake has a higher relatedness score
in 2010 as Justin Timberlake stared in The Social
Network movie, the film portrays the founding of
Facebook, and the score faded after that as shown
in Figure 8. The relatedness scores are computed
using the extended Jaccard similarity with recip-
rocal degree centrality which gives the best result
as shown in the previous section.
Figure 8: Evolution of relatedness between Face-
book and Justin Timberlake
We also did a qualitative analysis for the entities
which are not in the KORE dataset as they become
more related to the seed entities after the dataset
was created. For instance, Tim Cook started to
have high relatedness with Apple Inc. since 2011
when he become the CEO of the company. Fig-
ure 9 shows the relatedness of Apple Inc. and
Tim Cook.
Another example is the relatedness between
Figure 9: Evolution of relatedness between Ap-
ple Inc. and Tim Cook
Jennifer Aniston and Justin Theroux12 which be-
came higher from 2011 when they started dating13.
While the relatedness between Jennifer Aniston
and Brad Pitt stayed high for a while after they
divorced in 200514 and then faded as shown in Fig-
ure 10.
Figure 11 shows the comparison of the evolu-
tion of relatedness between Microsoft and Win-
dows Phone and between Microsoft and Win-
dows 10 Mobile. We can see that Windows Phone
started to have relatedness with Microsoft after the
first initial release in 2010 and the score faded af-
12https://en.wikipedia.org/wiki/Justin_
Theroux
13http://people.com/celebrity/
jennifer-aniston-justin-theroux-engaged/
14http://people.com/celebrity/
week-ahead-brad-jen-finalize-divorce/
Figure 10: Evolution of relatedness between Jen-
nifer Aniston and Justin Theroux in comparison to
Jennifer Aniston and Brad Pitt
Figure 11: Evolution of relatedness between Mi-
crosoft and Windows Phone in comparison to Mi-
crosoft and Windows 10 Mobile
ter it was replaced by Windows 10 Mobile which
is first announced in 201515,16.
We performed the Spearman Correlation be-
tween each dataset and found that the correlations
of the entity relatedness are higher to the dataset
versions that are closer in time to themselves and
lower when the time is more different as shown
in Table 5. This shows that the entity relatedness
gradually changes over time.
5.3 Relatedness with Aggregated Time
Information
In order to find how transient links, links that do
not persist over different times, and stable links,
links that persist over time, affect the relatedness
of the entities, we constructed different models of
aggregated graphs as described in Section 4.2.2.
We then applied variations of baseline Jaccard
methods described previously and the proposed
extended Jaccard similarity with reciprocal cen-
tralities over the models.
Table 6 shows the comparison of Spearman
Correlations to the KORE gold standard of dif-
ferent methods from each dataset over time-
varying graphs and aggregated graphs with redi-
rects. ?,∗,∗∗ and ∗∗∗ show that the results are sig-
15https://en.wikipedia.org/wiki/Windows_
Phone
16https://en.wikipedia.org/wiki/Windows_10_
Mobile
nificantly lower than the union model with the Ex-
tended Jaccard with Reciprocal Degree Centrality
considering both in-links and out-links where p-
value < 0.1, p-value < 0.05, p-value < 0.01 and p-
value < 0.001 respectively. I+O for both in-links,
RP for reciprocal PageRank and RD for recipro-
cal degree centrality. We can see that aggregat-
ing temporal information as a union graph gives
more relatedness accuracy than the results from
each dataset from time-varying graphs. Intersec-
tion graph gives the least relatedness accuracy to
KORE dataset but it represents entities that are
strongly related to each other at all time. The ex-
amples of the top 3 entities with the highest relat-
edness scores from the Intersection model with the
Extended Jaccard Similarity with Reciprocal De-
gree Centrality considering both in-links and out-
links of Apple Inc. are Macbook IPhone and Ap-
ple Store (online).
We also compared our results with the recent
graph-based approaches by Hulpus et.al. (Hulpus
et al., 2015) which used the path-based related-
ness measures with DBpedia 2014 version17, and
Freebase18 dump from 18 January 2015 as knowl-
edge bases without considering temporal informa-
tion. The best Spearman correlation results to the
KORE gold standard of the approaches are 0.63
using DBpedia, and 0.64 using Freebase as knowl-
edge bases. We can see that our approaches out-
performs the recent approaches.
We conducted the experiment to gradually ac-
cumulate the dataset starting from DBpedia 2007
increasing one dataset to DBpedia 2016 to find
how temporal information affects entity related-
ness. We found that the correlations significantly
increase when each dataset is added and become
stable after DBpedia 2011 as shown in Table 7. ?
and ∗ show that the results are significantly lower
than when the following year is added, using the
Extended Jaccard with Reciprocal Degree Central-
ity considering both in-links and out-links, where
p-value < 0.1 and p-value < 0.05 respectively.
When we use temporal information with re-
ciprocal centralities as weights of the extended
Jaccard method, the relatedness accuracy become
lower as information from after the creation of the
KORE dataset is taken into account. Table 8 shows
the comparison of Spearman Correlations to the
KORE gold standard of different methods over dif-
17http://wiki.dbpedia.org/Downloads2014
18https://developers.google.com/freebase
Table 5: Correlations of the entity relatedness between each DBpedia dataset with redirects
Dataset 2008 2009 2010 2011 2012 2013 2014 2015 2016
2007 0.717 0.635 0.611 0.605 0.579 0.581 0.513 0.512 0.500
2008 0.785 0.724 0.723 0.704 0.699 0.633 0.605 0.588
2009 0.843 0.818 0.773 0.772 0.703 0.678 0.627
2010 0.855 0.805 0.807 0.728 0.701 0.654
2011 0.864 0.859 0.779 0.740 0.701
2012 0.931 0.845 0.805 0.757
2013 0.862 0.819 0.765
2014 0.894 0.838
2015 0.893
Table 6: The comparison of Spearman Correlations to the KORE gold standard of different methods from
each dataset over time-varying graphs and aggregated graphs with redirects
Jaccard (I+O)
Extended Jaccard RP
(I+O)
Extended Jaccard RD
(I+O)
2007 0.522472 ∗ ∗ ∗ 0.530393 ∗ ∗ ∗ 0.540804 ∗∗
2008 0.532665 ∗∗ 0.529899 ∗ ∗ ∗ 0.580926 ∗∗
2009 0.580944 ∗∗ 0.613450 ∗ 0.651450 ?
2010 0.586593 ∗ ∗ ∗ 0.637930 ∗∗ 0.696506
2011 0.561152 ∗∗ 0.619950 ∗ 0.669867
2012 0.537278 ∗ ∗ ∗ 0.582106 ∗∗ 0.634255 ?
2013 0.543986 ∗ ∗ ∗ 0.589968 ∗∗ 0.640649 ?
2014 0.483211 ∗ ∗ ∗ 0.530217 ∗ ∗ ∗ 0.589831 ∗
2015 0.506170 ∗ ∗ ∗ 0.529598 ∗ ∗ ∗ 0.579989 ∗∗
2016 0.494577 ∗ ∗ ∗ 0.520003 ∗ ∗ ∗ 0.544250 ∗∗
Intersection 0.470378 ∗ ∗ ∗ 0.465568 ∗ ∗ ∗ 0.487342 ∗ ∗ ∗
Union 0.531830 ∗ ∗ ∗ 0.652417 ∗ ∗ ∗ 0.708271
?, ∗, ∗∗, and ∗ ∗ ∗ mean the Union model using the Extended Jaccard with Re-
ciprocal Degree Centrality considering both in-links and out-links is significantly
better than this result with p-value < 0.1, p-value < 0.05, p-value < 0.01 and p-
value < 0.001 respectively.
ferent models of aggregated graphs with redirects.
We can see that the Union model with exponential
temporal weight gives the lowest accuracy as the
most updated information get the highest influence
in the calculation.
5.4 Frequency of the Relatedness Changes
As in the previous section, we shown that the pro-
posed extended Jaccard similarity with reciprocal
centralities outperforms text-based similarity and
graph-based binary Jaccard similarity in term of
relatedness score accuracy. In this section, we
show how relatedness changes in twice-a-month
time steps using the extended Jaccard similarity
with reciprocal degree centrality which gives the
best relatedness result. Twice-a-month time steps
are used instead of biweekly time steps as the
Wikipedia dumps are provided twice a month on
the first and the twentieth of each month.
For each Wikipedia dumps from 20 August
2016 to 1 January 2017 as described in Section 3,
we constructed the network of article links seed-
ing the entities from the KORE dataset. Then, we
applied the extended Jaccard similarity with recip-
rocal degree centrality described previously.
Table 9 shows the correlations of the entity re-
latedness scores between each Wikipedia dataset,
for example, 2016-08-20 is a Wikipedia 2016-08-
20 dataset which is a dump from 20 August 2016.
We can see that the relatedness scores are highly
correlated within twice-a-month time steps. Al-
though, it is slightly different when time pass, the
Table 7: Spearman Correlations to the KORE gold standard comparing the union models accumulate
from DBpedia 2007 to DBpedia 2016
Dataset Extended Jaccard with Reciprocal Degree Centrality (I+O)
DBpedia 2007 0.540804 ?
Union 2007-2008 0.611253 ∗
Union 2007-2009 0.655040 ?
Union 2007-2010 0.677602 ∗
Union 2007-2011 0.700322
Union 2007-2012 0.704762
Union 2007-2013 0.709273
Union 2007-2014 0.706982
Union 2007-2015 0.704117
Union 2007-2016 0.708271
? and ∗ mean the results are significantly lower than when the following year is
added, using the Extended Jaccard with Reciprocal Degree Centrality considering
both in-links and out-links, where p-value < 0.1 and p-value < 0.05 respectively.
Table 8: The comparison of Spearman Correlations to the KORE gold standard of different methods over
different models of aggregated graphs with redirects
Extended Jaccard TWxRP Extended Jaccard TWxRD
I O I+O I O I+O
Uniform weight 0.6420 0.6366 0.6481 0.6973 0.6322 0.7008
Linear temporal weight 0.6400 0.6351 0.6429 0.6925 0.6341 0.6944
Exponential temporal weight 0.5603 0.6138 0.5404 0.5446 0.5854 0.5504
differences are not statistically significant. Hence,
using DBpedia can give enough information for
overall relatedness changes which also has more
historical data available.
6 Summary and Discussions
We have addressed the research questions of how
to represent Wikipedia article link network and
how to find relatedness and its evolution using the
network. We have seen that using the redirects
and both in and out links provides the best rep-
resentation of the Wikipedia link network and that
the union of these provides the best temporal rep-
resentation. We have also introduced a new ex-
tended Jaccard method that can effectively cap-
ture the relatedness and evolution of entities in
Wikipedia.
The proposed graph-based extended Jaccard
similarity with reciprocal centralities outperform
the baseline text-based approach and graph-based
Jaccard methods. Moreover, adding more se-
mantic relation using redirect relationships into
the models improve accuracy of the relatedness
scores. The relatedness score from DBpedia 2010,
which is the closest time period to when the KORE
dataset was created, are the most correlated to
KORE dataset and using the most recent version
of DBpedia loses a lot of accuracy. This shows
that even in a short space of time the evaluations
made by the annotators of the KORE dataset have
become outdated. However, we show that by ag-
gregating temporal information as one graph, the
accuracy of relatedness is better than any other re-
sults from each dataset, as well as the recent re-
search, demonstrating the value of considering not
just the most recent version of a semantic graph
but also temporal information when performing
entity relatedness. Furthermore, our method scales
well with the number of entity pairs, as the cost to
estimate similarity of a pair is constant, thus our
approach is linear with the size of dataset, with
the main cost being the construction of the 2-hop
article link network.
We have seen that the entity relatedness varies
according to the relatedness of the entities at that
time. With twice-a-month time steps, there is
no statistically significant difference in related-
ness changes. However, with yearly time steps
Table 9: Correlations of the entity relatedness scores between each Wikipedia dataset with redirects
Dataset 2016-09-01 2016-09-20 2016-10-01 2016-10-20 2016-11-01 2016-11-20 2016-12-01 2016-12-20 2017-01-01
2016-08-20 0.985076 0.984246 0.984019 0.983054 0.964944 0.964642 0.962263 0.962037 0.952581
2016-09-01 0.999170 0.998943 0.997978 0.979867 0.979566 0.977187 0.976583 0.967127
2016-09-20 0.999623 0.998658 0.980849 0.980397 0.977905 0.977753 0.968257
2016-10-01 0.999036 0.980850 0.980398 0.978207 0.977904 0.968258
2016-10-20 0.981181 0.980729 0.978237 0.978085 0.968590
2016-11-01 0.999118 0.996819 0.996457 0.987050
2016-11-20 0.997408 0.996908 0.987352
2016-12-01 0.998630 0.988951
2016-12-20 0.990171
accumulated changes in the underlying informa-
tion lead to significant changes in the relatedness.
However, changes will be detected with a delay
caused by the distance between time steps. With
more fine grain time steps, this can be used to de-
tect emerging events if entities that are not related
before become closely related.
A limitation of our approach of using Wikipedia
dumps is that if the data is captured at the time that
the articles was vandalized, the information may
be distorted. This can be improve by using van-
dalism detection to eliminate the article versions
which are detected as vandalism and choose the
previous article versions that are not vandalism in-
stead.
As future work, this work could be improved by
applying disambiguation techniques to get more
entities in additional to user-provided Wikipedia
links to add more information to the networks.
This work could also be used in a use case such
as recommender systems, especially for time-
sensitive recommendations.
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