Multivariate self-normalized processes, for which self-normalization consists of multiplying by the inverse of a positive definite matrix (instead of dividing by a positive random variable as in the scalar case), are ubiquitous in statistical applications. In this paper we make use of a technique called "pseudo-maximization" to derive exponential and moment inequalities, and bounds for boundary crossing probabilities, for these processes. In addition, Strassen-type laws of the iterated logarithm are developed for multivariate martingales, self-normalized by their quadratic or predictable variations.
Introduction
A prototypical example of self-normalized random variables is Student's t-statistic √ n(X n − E X 1 )/σ n from a sample of i.i.d. observations X 1 , . . . , X n , whereX n = n −1 n i=1 X i and σ 2 n = n i=1 (X i −X n ) 2 /(n − 1). In a more general context introduced by [2, 3] , a univariate self-normalized process can assume the form A t /B t , where B t is a positive random variable that is used to estimate some dispersion measure of A t , and t can be discrete or continuous time.
In the case of multivariate X i that are d × 1 vectors, the square of Student's t-statistic is generalized to Hotelling's T 2 -statistic n(X n − E X 1 ) −1 n (X n − E X 1 ), where denotes transpose and n = (n − 1) −1 n i=1 (X i −X n )(X i −X n ) is the sample covariance matrix. Note that such self-normalization involves the inverse of a positive definite matrix (rather than the reciprocal of a positive number). Large and moderate deviation theories for the t-statistic and T 2 -statistic have been developed by Shao [12] and Dembo and Shao [4, 5] . In this paper we consider multivariate self-normalized processes in a general context and show how the results of [2] and [3] can be extended to the multivariate case with matrix normalization.
Such matrix normalization poses new technical challenges and may result in different selfnormalized limit theorems than their scalar counterparts, as noted by Lai and Wei [9] in their consistency theory of the least squares estimatê
x i y i (1.1) in the regression model y i = x i β + i . The inverse in (1.1) is taken to be the Moore-Penrose generalized inverse. Putting y i = x i β + i in (1.1) yieldŝ
x i x i
In the stochastic regression model introduced in [9] , { i } is a univariate martingale difference sequence with respect to some filtration {F i } such that sup i E( 2 i |F i−1 ) < ∞, β is a d × 1 vector of unknown parameters and x i is a d × 1 random vector that is F i−1 -measurable. The observations up to stage n are (x i , y i ), 1 ≤ i ≤ n, and the i are unobservable random disturbances. In the univariate case d = 1, it follows from the strong law for martingales that on { ∞ i=1 x 2 i = ∞}, n i=1 x i i / n i=1 x 2 i → 0 a.s., and thereforeβ n is strongly consistent if n i=1 x 2 i → ∞ a.s., or equivalently, if 1/ n i=1 x 2 i → 0 a.s. It is natural to expect that this generalizes to the multivariate case, yielding the strong consistency ofβ n if ( n i=1 x i x i ) −1 → 0 a.s., or equivalently, if λ min ( n i=1 x i x i ) → ∞ a.s. Here and in the sequel, we use λ min (·) and λ max (·) to denote the minimum and maximum eigenvalues, respectively, of a symmetric matrix. For F i−1 -measurable x i , [9] has provided a counter-example in which λ min ( n i=1 x i x i ) → ∞ a.s. butβ n − β converges a.s. to a nondegenerate random variable. In this counter-example, [log λ max ( n i=1 x i x i )]/λ min ( n i=1 x i x i ) has a nondegenerate limit. Under the slightly stronger assumption sup i E(| i | p |F i−1 ) < ∞ for some p > 2, [9] has proved the consistency result β n → β a.s. on λ min n i=1
x i x i → ∞ and log λ max n i=1
x i x i λ min n i=1
x i x i → 0 (1. 3) by showing that
x i x i a.s. (1.4) and applying the inequality
Note that
2 . It should be noted that the difference between d = 1 and d > 1 in the above consistency result is related to matrix normalization in the strong law for (
n 1 x i i as in usual self-normalized sums, then its square is the quadratic form Q n in (1.4), whose univariate case can be expressed as
In this paper we study the theory and applications of self-normalized processes of the form A n C −1 n A n , generalizing the results of [2] and [3] to the multivariate case with matrix normalization C −1 n where C n is a positive definite random matrix. An important tool to analyze the normalizing matrix C n , denoted by C for simplicity, is the singular value decomposition
where λ 1 , . . . , λ d are the eigenvalues of C and Q is a d × d orthogonal matrix whose column vectors e i are the eigenvectors associated with λ i and have unit length (i.e., e i e i = 1). Noting that Q Q = I , we can define C 1/2 by 8) which is called the symmetric square root of C (with C 1/2 C 1/2 = C). Since the eigenvalues are positive when C is positive definite, C −1 and C −1/2 can be evaluated by
In Section 2 we introduce a parameterized family of exponential supermartingales that provide a general framework for multivariate self-normalized processes. By using a mixture of these supermartingales (i.e., by integrating them over a probability distribution of the parameters, also called the method of mixtures), we derive exponential inequalities and moment bounds for C −1/2 n A n . Making use of exponential inequalities, LILs for the self-normalized random vector C −1/2 n A n are derived in Section 3, which also uses the method of mixtures to analyze related boundary crossing probabilities.
A basic exponential supermartingale for multivariate self-normalized processes and its applications to exponential and moment inequalities
In the univariate case d = 1, [2] and [3] make use of the method of mixtures to derive moment and exponential inequalities for the random quotient A/B, with B > 0, from the "canonical assumption" that
for all |θ | < ε. To begin with, suppose ε = ∞ and note that if the integrand θ A −θ 2 B 2 /2 in (2.1) can be maximized over θ inside the expectation, taking θ = A/B 2 (the maximizer) would yield the exponential bound E exp( 1 2 A 2 /B 2 ) for the quotient A/B. The method of mixtures provides a rigorous way to attain the effect of such maximization by integrating (2.1) over a probability measure F. In the multivariate case where A is a vector and B 2 in (2.1) is replaced by a positive definite matrix C, we can choose a probability measure F on the ε-ball in R d . The quadratic form θ A − θ Cθ/2 attains its maximum value A C −1 A/2 at θ = C −1 A. Therefore the method of mixtures used in [2] and [3] , which results in pseudo-maximization, can still be used for d > 1. However, there are important differences between the univariate and multivariate cases, as shown in Example 1 below.
In the singular value decomposition (1.7) of C, there are d eigenvalues (not necessarily distinct), and the ratio of the smallest to the largest eigenvalue will play an important role in the results of this section, which is divided into four parts. Section 2.1 describes the canonical assumptions in the multivariate case and provides basic lemmas giving important special cases that satisfy them. Section 2.2 introduces the method of mixtures (or pseudo-maximization). The method is used to derive exponential and L p -bounds for self-normalized processes in Section 2.3 which considers C −1/2 n A n , and in Section 2.4 which considers the shifted case (V + C n ) −1/2 A n .
Canonical assumptions and important special cases
We first derive exponential and L p -bounds under the following canonical assumption on a random vector A and a symmetric, positive definite random matrix C:
We then relax (2.2) to the form
for some γ > 0 and > 0, where
is isotropic, strictly convex in θ such that Φ(0) = 0, lim θ →∞ Φ(θ ) = ∞ and Φ(θ) has bounded second derivatives for large
θ . An important special case is Φ q (θ ) = θ q /q with 1 < q ≤ 2. These exponential and L p -bounds are then strengthened into corresponding maximal inequalities for self-normalized processes under the canonical assumption
where
The following lemmas, which give important special cases of these canonical assumptions, are corollaries of Lemmas 1.2-1.6 and 3.9(ii) in Sections 1 and 3 of [3] , noting that for fixed θ ∈ R d , θ A t and θ C t θ are scalars to which the corresponding results of [3] are applicable. Lemma 2. Let {M t : t ≥ 0} be a locally square integrable martingale taking values in R d ,
t } is a supermartingale with mean ≤ 1, for all θ ∈ R d , where the superscript ( p) denotes the dual predictable projection process. Lemma 3. Let {d n } be a sequence of random vectors adapted to a filtration {F n } such that
Lemma 4. Let {d n } be a sequence of random vectors adapted to a filtration {F n } such that E(d n |F n−1 ) = 0 and d n ≤ M a.s. for all n and some nonrandom positive constant M. Let
Lemma 5. Let {d n } be a sequence of random vectors adapted to a filtration {F n } such that E(d n |F n−1 ) = 0 and
Lemma 6. Let {d n } be a sequence of random vectors adapted to a filtration {F n } such that E(d n |F n−1 ) = 0 and d n ≤ M a.s. for all n and some nonrandom positive constant M. Let
For the univariate case, Bercu and Touati [1] have recently replaced the assumption of conditional symmetry in Lemma 3 by local square integrability, at the expense of adding
to form the exponential supermartingale. Their result is generalized to the multivariate case in the following.
Inequalities for self-normalized processes via the method of mixtures
Consider the canonical assumption (2.2) . If the random function exp{θ A − θ Cθ/2} could be maximized over θ inside the expectation, taking the maximizing value θ = C −1 A in (2.2) would yield E exp{A C −1 A/2} ≤ 1. This in turn would give the exponential bound
Although we cannot interchange the order of max λ and E that is needed in the above argument, we can integrate both sides of (2.2) with respect to a probability measure F on θ and use Fubini's theorem to interchange the order of integration with respect to P and F. To achieve an effect similar to maximizing the random function exp{θ A −θ Cθ/2}, F would need to assign positive mass to and near θ = C −1 A that maximizes exp{θ A − θ Cθ/2}, for all possible realizations of (A, C). This leads us to choose probability measures of the form dF(θ ) = f (θ )dθ , with f positive and continuous. Note that
Combining (2.5) with (2.6) yields Laplace's asymptotic formula that relates the integral on the left hand side of (2.5) to the maximum value exp(A C −1 A/2) of exp{θ A − θ Cλ/2}. Thus integration of exp(θ A−θ Cθ/2) with respect to the measure F provides "pseudo-maximization" of the integrand over θ when λ min (C) → ∞. By choosing f appropriately to reflect the growth rate of C −1/2 A in the limit theorem or moment/exponential inequality to be derived, [3] analyzes the integral in (2.5) in the univariate case d = 1, without invoking Laplace's approximation (2.6) that requires λ min (C) to be sufficiently large. Specifically, when f is of a certain form, we first develop a lower bound for the integral on the right hand side of (2.5) and then analyze the expected value of this lower bound to derive the moment/exponential inequality. To begin with, the following theorem considers the case of multivariate normal f , for which the integral in (2.5) can be evaluated explicitly, and thereby extends two inequalities of [3] to the multivariate case. Theorem 1. Let A and C satisfy the canonical assumption (2.2). Let V be a positive definite nonrandom matrix. Then
after multiplying both sides of (2.2) by f (θ) and integrating over θ . By Fubini's theorem,
proving (2.7). To prove (2.8), apply (2.7) to the upper bound in the Cauchy-Schwarz inequality
Case of no shift in the normalizing matrix
Note that (2.8) is of the form
where H is a function that depends on h and V is a positive definite matrix used to shift C away from 0 (the matrix with zero entries). For d = 1, [2] and [3] also consider the case without shifts, for which they obtain inequalities of the form Eh(A/B) ≤ E H (B ∨ B −1 ), where B = C 1/2 . The pseudomaximization technique can be used to generalize these inequalities to the multivariate case, for which we replace
A key idea in this generalization is to choose the density function f in (2.5) to be
An important example of L that is related to the LIL is
where δ > 0, α is chosen sufficiently large to ensure (2.10) and (2.11), and β is a normalizing constant to ensure (2.12). The following properties of L play an important role in applying the pseudo-maximization technique to derive inequalities for self-normalized vectors from assumption (2.2). 
(ii) Under (2.2) for A and C, let B = C 1/2 and define g :
Proof. The proof of (i) is a straightforward modification of that of Lemma 3.1 of [3] , noting that
and that λ min (C −1 ) = 1/λ max (C). To prove (ii), application of (2.2) and (2.5) to the density function (2.9) yields
To evaluate the integral in (2.15), we use the singular value decomposition (1.7). Noting that the Euclidean norm · is invariant under orthogonal transformations, we use the change of variables x = Q θ to rewrite the integral as
where I denotes the rectangle
Next use the change of variables y i = √ λ i x i (i = 1, . . . , d) for the integral in the right hand side of (2.16) and apply part (i) of the lemma, so that (2.16) is bounded below by
], and y < 2 a * for y ∈ I * and a * ≥ 1. Hence (2.17) can be bounded below by
in view of (2.10) and a * = B −1 A . Combining (2.15) with (2.16)-(2.19) gives the desired conclusion, noting that the eigenvalues of B are
we can use the same argument as that of Theorem 3.3 of [3] to derive the following result from Lemma 8(ii).
Theorem 2. Let h be a nondecreasing function on [0, ∞) such that for some x 0 ≥ 1 and α > 0,
where g is defined by (2.14) and L : (0, ∞) → (0, ∞) is a nondecreasing function satisfying (2.10)-(2.12). Let q be a strictly increasing, continuous function on [0, ∞) such that for somẽ α ≥ α,
Let A and C satisfy the canonical assumption (2.2) and let B = C 1/2 . Then there exists a positive constant ζ d (depending only on d) such that
where is defined in (2.20).
As a corollary of Theorem 2, we obtain that under the canonical assumption (2.2), there exist universal constants ζ d, p andζ d, p for any p > 0 such that
+ log λ max (B) − log λ min (B) 3] . In the univariate case d = 1, the term log λ max (B) − log λ min (B) disappears and (2.24) reduces to
25)
The following example shows that for d > 1, the term log λ max (B)−log λ min (B) in (2.24) cannot be removed. 
so that u n+1 is F n -measurable, where F n is the σ -field generated by { 1 , . . . , n } and c = 0 is nonrandom. They have shown that
With x i = (1, u i ) , Example 1 of [9] uses (2.27) to prove that
Standard projection calculations associated with least squares can be used to show that
Whereas the LIL yields ( n 1 i ) 2 /n = O(log log n) a.s., the last term in (2.30) is of order log n (rather than log log n) since
by (2.27) and (2.28). By Fatou's lemma, lim inf n→∞ E(W n / log n) ≥ 1, showing that the term log λ max ( n i=1 x i x i ) cannot be dropped from (2.24).
The shifted case under assumptions (3.2) and (3.3)
We now consider the canonical assumption (2.3) or (2.4) and introduce a shift in C or C t , similar to that in Theorem 1. As in Theorems 3.6 and 4.1 of [3] for the case d = 1, we use the density function (2.9) to derive exponential/moment bounds for (C + V ) −1/2 A or (C t + V ) −1/2 A t . A key idea underlying the one-dimensional case is to exploit dθ/θ = d(Bθ )/Bθ when we introduce the change of variables y = Bθ . Although this can no longer be used for the multidimensional case involving dθ/ θ , the proof of Lemma 8(ii) shows that the difficulty can be resolved by carrying out the change of variables in two steps, first x = Q θ and then
By bounding the integral in (2.32) from below, we can generalize Theorem 3.6 of [3] to the multivariate case in the following. Let L : (0, ∞) → (0, ∞) be a nondecreasing function satisfying (2.10)-(2.12). Then there exists a constant κ depending only on , γ ,γ , η,η and ψ such that
, (2.35)
Proof. To evaluate the integral in (2.32), we use the singular value decomposition that gives C +V = Q diag (λ 1 , . . . λ d )Q , where the λ i are the eigenvalues of C +V and Q is an orthogonal matrix. We first use the change of variables x = Q θ and then use y i = √ λ i x i (i = 1, . . . , d). The integral in (2.32) is bounded below by
and that y (C + V ) −1/2 A − Φ(y) has maximum value
which is attained at y = {r (C+V ) −1/2 A / (C + V ) −1/2 A }(C + V ) −1/2 A since DΦ(y) = yψ( y )/ y andψ(r w ) = w, using Φ(y) = ψ( y y) and the notationψ(r ) to denote dψ/dr .
min (C + V ), we can use arguments similar to (2.16)-(2.19) to bound the integral in (2.32) from below and proceed as in the proof of Theorem 3.6 of [3, pp. 1912-1914 ].
An application of Theorem 3 that has been considered in [3] for the case d = 1 involves ψ(x) = x q /q with 1 < q ≤ 2, for which
This choice of ψ yields the following corollary of Theorem 3: For any
see [3, pp. 1914-1915] . Note that this choice of ψ is related to the canonical assumption (2.4), under which Theorem 4.1 of [3] provides an expectation version of the upper LIL for the case d = 1. The following theorem extends it to the multidimensional case. 
where * is defined in (2.36). Moreover, there existsκ such that for any stopping time τ , Eh sup 0≤t≤τ
(ii) Suppose q = 2 and = ∞ in (2.4). Let 0 < δ < To prove (2.38), we can modify the proof of Theorem 4.1 of [3] that considers the case d = 1. To prove (2.39), we can use arguments similar to those in the proof of Theorem 2 of [2] . Theorem 2 of [2] was motivated by generalizing the following result of Graversen and Peskir [6] : For a continuous local martingale {M t , F t , t ≥ 0}, there exists a universal constant κ such that
In view of Lemma 1, (2.40) is a special case of (2.39) with h(x) = x, q = 2 and L given by (2.13). 
LIL and boundary crossing probabilities
for any p > 0, and therefore lim sup
is finite a.s. The following example shows that log λ max (C t + V ) − log λ min (C t + V ) cannot be dropped from the denominator of (3.1).
Example 2. Suppose that in Example 1, in which the u i are defined recursively by (2.26), the i are symmetric Bernoulli random variables. Let
Cov(x i i |F i−1 ), noting that 2 i = 1. By Lemma 3, (2.4) holds with = ∞. In view of (2.29), log λ max (C n ) ∼ log n and log λ min (C n ) ∼ log log n a.s. By (2.30) and (2.31),
which is consistent with (3.1) and which also shows that
3)
The components of A n are n i=1 i and n i=1 u i i , which are martingales with bounded increments and satisfy the univariate LIL. Therefore it may be somewhat surprising that the LIL fails to hold for the self-normalized C −1/2 n A n as (3.3) shows. However, the components of C −1/2 n A n are n −1/2 n 1 i and {
, and (u i −ū n ) i is not even
In fact, as shown by Lai and Robbins [8, p. 339 
The preceding example illustrates the subtleties of matrix normalization in self-normalized limit theorems. Since the LIL is closely related to the limiting normal (or stable) distribution of the self-normalized process, we shall consider situations in which the multivariate selfnormalized process indeed has a limiting distribution. In Section 3.1 we consider self-normalized martingales that satisfy the central limit theorem along certain random subsequences. Section 3.2 makes use of the canonical assumption (2.4) to derive martingale inequalities for certain boundary crossing probabilities related to the upper LIL.
A multivariate self-normalized martingale LIL
The following theorem gives a Strassen-type LIL for multivariate self-normalized martingales.
where Γ > 0 denotes that the matrix Γ is positive definite. Define W n (t) = V −1/2 n M i /{2 log log tr(V n )} 1/2 for t = tr(V i )/tr(V n ), W n (0) = 0, and extend by linear interpolation to W n : [0, 1] → R d . Then with probability 1, {W n , n ≥ 1} is relatively compact in C d
[0, 1] and its set of limit points in
Consequently,
In the case d = 1, (3.6) clearly holds with Γ = 1, and (3.4) and (3.5) are Stout's assumptions for the martingale LIL in [13] and [14] . In the multivariate case, (3.6) ensures that log λ max (V n ) − log λ min (V n ) = O(1) = o(log log tr(V n )) a.s., so the difficulties caused by matrix normalization in Example 2 are not present here. Moreover, it follows from (3.6) that with probability 1, V i ∼ (trV i )Γ = t (trV n )Γ ∼ V n , i.e., V i ∼ t V n , yielding the "clock" t = tr(V i )/tr(V n ) for the limiting d-dimensional Brownian motion.
The proof of Theorem 5 is divided into two parts. The first part, given in Lemma 9, shows that with probability 1, {W n , n ≥ 1} is uniformly bounded and equicontinuous. Hence {W n , n ≥ 1} is a.s. relatively compact in C d [0, 1] . The second part identifies the set of limit points and is given in Lemma 10. It uses an almost sure analog of the Cramér-Wold device as in [10, Sect. 5 .1] to reduce the problem to the univariate case. The assumption of nonrandom Γ in (3.6) is important in applying the martingale central limit theorem between subsequences n k such that tr(V n k ) ∼ a k ; although V −1/2 n M i is not a martingale, Γ −1/2 M i is still a martingale. Note that (3.7) is the unit ball of the reproducing kernal Hilbert space of d-dimensional Brownian motion.
Lemma 9. With the same notation and assumptions as Theorem 5, take c > 1 and 0 < < 1.
lim sup
Consequently, with probability 1, {W n , n ≥ 1} is uniformly bounded and equicontinuous.
Proof. First consider the case V n = noting that
by (3.6) and (3.10) follows from (3.12). To prove (3.11), we make use of Doob's inequality associated with the supermartingale in Lemma 6 to show that for 1 ≤ i ≤ −1 and η > (2λ min (Γ )) 1/2 , 3.14) details are similar to those in the proof of Theorem 5.4 of [3] . Hence, by the Borel-Cantelli lemma and noting that there is a finite number of integers i ∈ [1, −1 ], (3.11) follows. A similar argument can be used to prove (3.10) and (3.11) in the case V n = n t=1 E(d t d t |F t−1 ), by applying corresponding results in [14] in lieu of [3] . Since V
M i , the a.s. uniform boundedness of {W n , n ≥ 1} follows from (3.10). To prove its a.s. equicontinuity, let (3.15) and note that for τ k ≤ n < τ k+1 , c k ≤ tr(V n ) < c k+1 and
From (3.16) and (3.11), it follows that
showing that {W n , n ≥ 1} is a.s. equicontinuous.
Lemma 10. With the same notation and assumptions as Theorem 5, take any k ≥ 1 and
Then with probability 1, {Z n , n ≥ 1} is relatively compact in R kd and its set of limit points is the unit ball in R kd . Consequently, the limit set of
Proof. For any θ 1 , . . . , θ k ∈ R d , let Θ = (θ 1 , . . . , θ k ) ∈ R kd . We can use the same arguments as those in the proof of Theorem 6.1 of [3] to show that lim sup
setting t 0 = 0. Since (3.18) holds for all choices of k and 0 < t 1 < · · · < t k ≤ 1, we can use arguments similar to those of Philipp [10, pp. 344-345,347 ] involving an almost sure analog of the Cramér-Wold device to show that with probability 1, {Z n , n ≥ 1} is relatively compact in R kd and its set of limit points is the unit ball in R kd . Since Lemma 9 has shown that {W n , n ≥ 1} is relatively compact in C d [0, 1] with probability 1, it then follows from Proposition 2.1 of [10] that the a.s. limit set of {W n , n ≥ 1} in C d
[0, 1] is the unit ball (3.7) of the reproducing kernel Hilbert space of d-dimensional Brownian motion.
Boundary crossing probabilities for multivariate self-normalized processes
Robbins [11] introduced the following method to study boundary crossing probabilities for sums S n of i.i.d. standard normal random variables, X 1 , . . . , X n . Let F be a probability measure
Then { f (S n , n), n ≥ 1} is a nonnegative martingale and therefore P { f (S n , n) ≥ c for some n ≥ m}
for any c > 0; see [11, p. 1400] . Since the equation f (x, t) = c has a unique solution x = β F (t, c) for any c > 0 and t ≥ h, (3.19) can be rewritten as
where N (·) is the standard normal distribution function. The boundary β F (·, c) has the following properties (see [7] ):
} for 0 < θ < e −2 , and = 0 elsewhere, where δ > 0, log 2 t = log log t and log k t = log(log k−1 t), then as t → ∞,
Note that f (S n , n) is a mixture of likelihood ratios dP (n) θ /dP (n) = e θ S n −nθ 2 /2 . When the variance σ 2 of the normal distribution is unknown and has to be estimated from the data, the likelihood ratio is a function of two parameters, i.e., θ = (µ, σ 2 ), where µ denotes the mean of the normal distribution. To test the hypothesis H 0 : µ = 0 (which is composite since there is an additional nuisance parameter σ 2 ), Robbins [11, pp. 1401-1402] considered the likelihood ratio L * n (θ )/L * n (0) of Y i = X i /|X 1 | whose distribution depends only on θ = µ/σ : as n ≥ m → ∞.
Since the X i are independent symmetric random variables, {exp(θ n 1 X i −θ 2 n 1 X 2 i /2), n ≥ 1} is a supermartingale by Lemma 3, and therefore (2.4) holds for q = 2 and = ∞. This brings us back to Robbins' framework in (3.20) with n replaced by V n := n 1 X 2 i . Thus, a better alternative to Robbins' mixture likelihood ratio approach applied to Y i (instead of to X i directly) for the case of unknown variance is to replace t in the boundary β F (t, c) by β F (V n , c). The result holds more generally for conditionally symmetric random variables that need not be normal, in view of Lemma 3. This method, which is used in [3, pp. 1920-1921] for univariate self-normalized processes, is further refined below for the multivariate case. where Γ a,λ is a convex subset of R d depending only on a > 0 and a parameter λ ∈ R d . Therefore (3.27) can be re-expressed as P B −1 t A t ∈ Γ a,λ(B t ) for some t ≥ 0 ≤ θ < f (θ )dθ/a. (3.29)
In the case d = 1, λ(B) = B ∈ (0, ∞) and the convex set Γ a,B is an interval (−∞, γ a (B)), so the probability in (3.29) is the boundary crossing probability P{A t /B t ≥ γ a (B t ) for some t ≥ 0}. 
Since f and Φ q are isotropic, applying a further change of variables z = Qx to the integral in (3.30) can be used to express (3.26) as a functionψ(B −1 A, λ(B)) of B −1 A and the eigenvalues of B. For fixed λ, the functionψ(w, λ) is a convex function of w ∈ R d , and therefore Γ a,λ := {w :ψ(w, λ) < a} is convex. Since ψ(A, B) =ψ(B −1 A, λ(B)), (3.28) follows.
