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ABSTRACT The traditional process of finding a vacant parking slot is often inefficient: it increases driving
time, traffic congestion, fuel consumption and exhaust emissions. To address such problems, smart parking
systems have been proposed to help drivers to find available parking slots faster using latest sensing and
communications technologies. However, the deployment of the communications infrastructure of a smart
parking is not straightforward due to multiple factors that may affect wireless propagation. Moreover, a smart
parking system needs to provide not only accurate information on available spots, but also fast responses
while guaranteeing the system availability even in the case of lacking connectivity. This article describes
the development of a decentralized low-latency smart parking system: from its conception, design and
theoretical simulation, to its empirical validation. Thus, this work first characterizes a real-world scenario
and proposes a fog computing and Internet of Things (IoT) based communications architecture to provide
smart parking services. Next, a thorough analysis on the wireless channel properties is carried out by means
of an in-house developed deterministic 3D-Ray Launching (3D-RL) tool. The obtained results are validated
through a real-world measurement campaign and then the communications architecture is implemented by
using ZigBee sensor nodes. The implemented architecture also makes use of Bluetooth Low Energy beacons,
an Android app, a decentralized database and fog computing gateways, whose performance is evaluated in
terms of response latency and processing rate. Results show that the proposed system is able to deliver
information to the drivers fast, with no need for relying on remote servers. As a consequence, the presented
development methodology and communications evaluation tool can be useful for future smart parking
developers, which can determine the optimal locations of the wireless transceivers during the simulation
stage and then deploy a system that can provide fast responses and decentralized services.
INDEX TERMS Smart parking, fog computing, ZigBee, BLE, IoT, wireless channel, 3D-Ray Launching,
IPFS.
I. INTRODUCTION
The Internet of Things (IoT) enables the development of
wireless sensor networks (WSNs) for making transportation
The associate editor coordinating the review of this manuscript and
approving it for publication was Ding Xu .
safer and more efficient within the context of intelligent
transportation systems (ITSs) and smart cities. There is
currently intense research devoted to finding effective solu-
tions for reducing traffic congestion, fuel consumption and
greenhouse gas emissions while increasing drivers’ and
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citizens’ security [1]. In the context of traffic-congested
cities, the improvement of traffic management and urban
mobility becomes necessary, so smart parking (SP) systems
can be a really useful tool in this regard [2]. Essentially,
SP systems collect information about parking availability
and, by using some sort of platform, send real-time parking
information to potential or subscribed drivers. Thus, travel
time for commuters, urban traffic congestion and air pollution
are reduced. In addition, pricing and parking reservation can
be managed by SP systems [3].
In order to obtain real-time parking availability data in a
city, fixed and mobile sensing systems can be deployed [4].
Different kinds of sensors can be installed for the detection
of parked vehicles, either in parking space infrastructure
(e.g., infrared sensors, ultrasonic sensors, optical sensors) or
in vehicles (e.g., laser detectors, sonars or Radio Frequency
Identification (RFID) tags) [5]. It is also worth noting that
many works on SP systems are focused on sensing tech-
nologies, architectural development or on specific mobile
apps. However, the performance of such smart management
systems depends largely on the sensor capabilities and on
real-time wireless data communications. Therefore, although
aspects like security should be carefully considered [6],
the location of the deployed sensors is essential, since it deter-
mines the connectivity and, ultimately, the performance of the
SP system. In order to achieve an optimized deployment of
WSNs within parking environments, radio channel propaga-
tion studies are necessary. Moreover, considering the advent
of 5th generation (5G) communications and IoT WSNs,
where high-density deployments of wireless transceivers are
expected, especially in the smart city context, extensive radio
frequency (RF) planning will be required.
Regardless of the selected technology, wireless communi-
cation protocols are commonly used to transmit information
from the sensor nodes to the platform in charge of the data
management. Short-range technologies like Bluetooth, WiFi
or ZigBee are often used to implement WSNs for small-scale
urban parking areas. In such systems, sensors exchange data
through a local network whose data are collected and sent to
a gateway. Such a gateway can use a long-range communi-
cations system to send the information to a remote platform,
where it is stored, analyzed and processedwith the aim of pro-
viding valuable information to parking managers, to drivers
and to the general public.
For large-scale deployments, centralized architectures
based on WiFi and cellular networks are commonly used to
provide parking information to users [2]. The popularity and
ubiquity of smartphones that can connect to existing mobile
networks make centralized architectures an attractive solu-
tion, since drivers can receive parking information directly
on their smartphones via an application. Nowadays, many SP
implementations and architectures proposed in the literature
are based on IoT technologies, whose collected information
is stored in a remote server on a cloud to provide SP ser-
vices by means of specific mobile apps [7]–[9]. However,
such traditional server-based architectures have two common
limitations:
• All data are usually stored in a cloud server that may be
down during certain periods of time due to maintenance,
hardware/software problems, cyberattacks or congestion
derived from excessive incoming sensor traffic.
• There is usually a long physical distance between the
sensor nodes and the cloud, so responses are in general
not fast when providing information to the drivers or
when rapid decision times are required.
To tackle the mentioned problems, different IoT paradigms
have recently been proposed to offload cloud computing
capabilities and then distribute computational tasks and
reduce response latency [10]. Fog computing is one of such
paradigms: it offloads the cloud by moving part of the com-
putational power and storage resources to the network edge,
to devices located close to the sensor nodes that are able to
respond fast to node requests [11], [12]. However, in order to
provide a proper quality of service and reduce deployment
cost, fog computing systems need to perform a thorough
wireless channel characterization, analysis and optimization
during their design stage.
This article includes four main contributions aimed at cre-
ating a decentralized cost-effective fog computing-based SP
system. First, in order to establish the basics, it presents a
detailed review of the state of the art of SP wireless channel
characterization, the most relevant fog computing-based SP
systems and the main communication technologies used in
SP. Second, it presents a novel development methodology for
a successful and cost-effective SP deployment. Third, as part
of such methodology the article thoroughly explains each
of the phases that include the design, theoretical simulation,
validation, implementation and empirical validation of a fog
SP system that is low cost and scalable in terms of protocols
and technologies. Finally, performance tests of the decentral-
ized fog computing approach and the proposed decentralized
database are presented in Section VI to guarantee proper
operation under low-latency conditions.
The rest of this paper is organized as follows. Section II
reviews the state of the art on previous fog computing-based
SP systems and on the most relevant aspects that impact
their development, like wireless channel modeling or the
used communications technologies. Section III presents the
design of the proposed system, while Section IV validates
it by means of an in-house 3D-RL tool. Section V details
the system implementation, which is evaluated in terms of
response latency in SectionVI. Finally, SectionVII is devoted
to the conclusions.
II. STATE OF THE ART
A. SMART PARKING WIRELESS CHANNEL
CHARACTERIZATION
Previous literature has detailed different approaches to ana-
lyze communications links for Vehicle-to-everything (V2X)
scenarios [13]. In the specific case of parking lots, park-
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ing buildings and parking applications, some studies have
been presented. Stochastic models have been proposed to
study predictable propagation characteristics when applied to
different vehicular environments, including outdoor parking
lot scenarios. For instance, some of the existing results pro-
vide models for short range communications, with maximum
transceiver distances of up to 15m, focusing mainly in Line-
of-Sight (LoS) conditions [14]. Wireless propagation charac-
terizations have also been performed for parking buildings by
means of upper bound-lower bound models for the 1.8GHz
band [15]. Moreover, a previous work has performed wireless
channel characterization in the 433MHz band in an out-
door parking and whose measurement results were compared
with a free space path-loss model and a two-ray path loss
model [16]. The obtained empirical results provide a char-
acterization of a specific radial location within the parking.
The impact of obstructions in vehicle-to-vehicle (V2V)
communications links for parking lot scenarios has also been
analyzed in [17] for Dedicated-short-range-communication
(DSRC) within the 5.9GHz band. In such a work,
the Received Signal Strength Indicator (RSSI) values are
correlated with packet error rate in order to estimate the
quality of service.
In addition, measurement results have been obtained for
path-loss estimation and root mean-square delay spread in
parking buildings, considering same floor and floor to floor
V2V links in the 5GHz frequency band [18]. Underground
tunnel-like parking scenarios have been analyzed in terms
of the determination of quasi-static channel conditions in
the 5.3GHz band and for different Multiple-Input Multiple
Output (MIMO) configurations related to V2V communi-
cation links [19]. Channel impulse response models have
been proposed, based on different measurement sets consid-
ering motion and motionless conditions, at a center frequency
of 5.12GHz [20]. More recently, in [21] the authors present
an empirical based model for indoor and outdoor parking
environments.
The previously mentioned works show that, although sev-
eral theoretical models exist, radio propagation is usually
estimated by using empirical propagation models that are
based on measurements obtained from specific environments
and provide more accurate RF signal propagation estimations
when applied to the same specific kind of environments.
However, these empirical approaches exhibit disadvantages
such as low reusability, low scalability and high cost, in addi-
tion to being time-intensive. In this context, this article
proposes the use of an in-house deterministic propagation
model based on a 3D-Ray Launching (3D-RL) algorithm for
RF propagation analysis within SP environments.
B. FOG COMPUTING-BASED SMART PARKING SYSTEMS
Since fog computing was coined by Cisco in 2012 [11], only
a few authors proposed SP implementations that are actually
based on it [22]–[26]. For instance, in [22] the authors present
a fog computing-based SP architecture and suggest different
algorithms to optimize parking request allocation so as to
reduce parking cost, fuel consumption and gas emissions.
The system makes use of fog gateways that are deployed
throughout different parking lots and send parking recom-
mendations to the existing vehicles. Such recommendations
are based on multiple factors, like the costs related to waiting,
to walking or to keep on driving to find a spot. Another fog
computing-based SP system is described in [23]. There the
authors show through simulations how fog computing can
reduce lag and network usage in comparison to traditional
cloud-based deployments.
A similar approach is detailed in [24], but, instead of fog
gateways, a relatively powerful computer is used to provide
advanced edge computing services (machine learning pro-
cessing), presenting an architecture that is similar to the ones
used with cloudlets [27]. In the mentioned article, the authors
focused on improving vehicle position accuracy on the park-
ing lot, which, in the selected experimental scenario, reached
99.1% thanks to the use of machine learning techniques
that processed the Received Signal Strength Indicator (RSSI)
from Bluetooth Low Energy (BLE) beacons deployed in a
parking lot.
Finally, it is worth mentioning the work in [25] and [26]:
the former paper describes a theoretical design for an
IoT-enabled fog computing-based SP, while the latter pro-
poses a low-cost smart parking system based on Arduino
nodes that was devised having the Nigerian market in mind.
As a summary, Table 1 shows the features of the most rele-
vant characteristics of the previously mentioned fog comput-
ing based smart parking systems and compares them with the
proposed work. As it can be observed in Table 1, in contrast
to the proposed work, most of the compared solutions have
not been validated in real environments and none modeled
the practical scenario with the objective of optimizing the
communications coverage or the existing throughput.
C. OTHER USES OF FOG COMPUTING FOR PARKING
SYSTEMS
The fog computing paradigm has also been proposed recently
by diverse researchers in order to harness its benefits for
different parking applications. An example of such proposals
is described in [28], where the authors present a vehicular
fog computing solution for parking reservation auctions that
combines SP features and parked vehicle assistance. The
proposed system involves the use of parked vehicles (which
act as static network infrastructure) to improve connectivity
in areas where roadside units are not available or have poor
coverage.
Another interesting application is detailed in [29], which
proposes a scheme that combines crowdsourced information
and data from fog computing nodes in order to indicate
parking availability. Due to the vast amount of information
that can be gathered through SP systems, in [30] the authors
propose an analytics system based on Hadoop MapReduce.
Such a system runs on a cluster of commodity computers that
the authors denote as ‘fog computing node’, but whose power
seems to be more like a cloudlet.
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TABLE 1. Most relevant fog computing based smart parking systems.
Finally, it is worth mentioning the work presented in [31],
which, based on the concepts of fog computing and roadside
cloud, proposes a theoretical shared parking model and an
association algorithm for finding the optimal parking slot.
D. SMART PARKING COMMUNICATIONS TECHNOLOGIES
In the past years, a plethora of SP developments has been
proposed for simplifying and speeding up the parking process
[2], [33], [50]–[53]. SP solutions can make use of different
sensors to detect parking occupancy, thus embedding magne-
tometers, light sensors, optical sensors, inductive loop detec-
tors, passive or active infrared sensors, piezoelectric sensors,
ultrasound sensors, acoustic sensors or cameras. The most
promising solutions use a combination of different sensing
devices. The authors of [54] provide a literature review on
SP sensors and their main related technologies. Another rele-
vant review is presented in [52], where the authors provide
insights about the main communication networks and the
most promising SP applications within a smart city context.
Once the information is collected from the environment
through parking sensors, it is sent over a radio channel for fur-
ther processing or storage by making use of communication
protocols. Table 2 summarizes the main characteristics of the
most popular communications technologies used for SP, indi-
cating their frequency band, usual maximum range, data rate,
topology, battery life, power efficiency, scalability, latency,
cost and examples of their use in academic developments and
commercial solutions. Table 2 includes technologies that can
be classified into two main categories: short-range wireless
networks and long-range Low-Power Wide-Area Network
(LPWAN) technologies. For instance, wireless technologies
such as Bluetooth, WiFi and ZigBee have been used for
providing short-distance communications.
Most of the short-range wireless developments use a
mesh topology to extend their range [52]. However, their
energy use and development cost when deploying a large
number of devices make them unsuitable for large scale
deployments [52], [55]. For such cases, LPWAN technolo-
gies are adequate to overcome the limitations of scalability.
However, short-range wireless protocols usually provide less
latency than LPWAN technologies like SigFox or LoRaWAN
when transferring the collected data from sensor nodes to
the central server. In addition, it is worth noting that SP
applications that use LPWAN protocols are currently limited
mainly due to the lack of standardization and limited commer-
cial hardware availability. Nonetheless, as these conditions
evolve and the number of vehicles increases (and with them
the complexity of the deployments), it is expected that the
number of solutions including LPWAN technologies will
increase and, in fact, for large-scale SP deployments with
low latency requirements, NB-IoT and LTE-M are currently
among the best options at the cost of paying fees to telephone
companies. Future 5G deployments are also expected to pro-
vide communication options, with specific V2X capabilities
under consideration.
The most promising academic SP solutions in terms of
cost-effectiveness and low-power detection are hybrid or
multi-technology solutions. A recent example is described
in [33], where vehicle presence detectors switch between dif-
ferent technologies depending on the context requirements:
one alternative uses LoRa with a battery while the other
option consists of a solar cell powered UHF RFID device.
Energy consumption is also measured (together with trans-
mission time) but for ZigBee, Bluetooth and WiFi in [56].
In such paper the authors conclude that ZigBee is the best
choice in terms of scalability in a mesh network and sensor
lifetime.
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TABLE 2. Main characteristics of the most relevant communications technologies for smart parkings.
Finally, it must be noted that, despite the existence of
the previously mentioned works, most of the academic
developments available in the literature are either outdated
or present prototypes in their early stages. In the case of com-
mercial solutions, manufacturers guarantee years of battery
lifetime, but most of their hardware devices are relatively
power-hungry and, in some occasions, rather expensive,
considering the features they provide.
III. DESIGN OF THE SYSTEM
A. METHODOLOGY
This work proposes a novel development methodology
to build and deploy SP systems successfully and in a
cost-effective manner. The essential steps of the methodology
are presented in Figure 1, which consist of the followingmain
stages:
1) Design. In this first stage the parking lot is charac-
terized considering aspects like the communications
distance to be covered or the existing obstacles. Then,
the scenario characteristics are used together with the
rest of the desired requirements (e.g., response latency,
bit-rate, supported services) for defining the SP com-
munications architecture.
2) Validation. Before carrying out an expensive deploy-
ment that depends heavily on the deployment envi-
ronment characteristics, the scenario is first modelled
accurately in 3D and then simulations are carried
out by using an advanced 3D-RL tool. The results
of such a tool are then analyzed and the different
FIGURE 1. Smart parking development methodology.
parameters (e.g., location of the parking sensor nodes
or the gateways) are adjusted so as to optimize the
system performance. Furthermore, at this stage the
results obtained by the 3D-RL tool are compared with
the ones obtained empirically in order to confirm the
accuracy of the simulations.
3) Implementation. Once the designed system is vali-
dated, a prototype testbed is implemented with the
required hardware and software components.
4) Experiments. In this stage the different components
of the developed system are first tested individually
and then jointly in order to guarantee proper operation.
In addition, the performance of the system is evaluated
under different conditions of computational load and
traffic.
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B. SCENARIO CHARACTERIZATION
In order to illustrate the proposed methodology with a prac-
tical real-world example and get insights into the main RF
channel propagation phenomena encountered in a typical
outdoor parking scenario, an outdoor urban parking scenario
located at Tecnologico de Monterrey, Monterrey Campus,
Mexico was selected. Figure 2a shows an aerial view of the
scenario, where numerous obstacles and vegetation can be
observed together with a high concentration of vehicles. Such
an amount of vehicles derives into a high density of metallic
elements, which leads to a complex channel propagation
environment that needs to be fully understood before the
deployment of the wireless communications system.
FIGURE 2. Real (a) and 2D (b) view of the considered SP scenario.
In addition, Figure 2b shows a 2D representation of the
scenario, where the areas where full coverage is required are
highlighted with yellow ellipses, while localization of sensor
nodes (Tx) and a gateway (GW) are represented with white
triangles. As it can be observed in Figure 2b, the scenario
dimensions have a length of 147m, a width of 86m, and a
height of 20m. In the selected SP scenario, the main objec-
tives include identifying available parking spots, monitoring
traffic conditions within the vicinity of the parking spots
and developing an application to provide real-time parking
information to the university community.
C. COMMUNICATIONS ARCHITECTURE
In order to fulfill the requirements of the SP application
defined in the previous subsection, this article proposes to
make use of the SP communications architecture depicted
in Figure 3. At the bottom of the image is the IoT Node
Layer, which essentially includes the parking sensors, but
where additional sensors and actuators may be also included.
Since the system parking sensors may be deployed through-
out large areas, the architecture considers that the IoT nodes
may collaborate among them through a mesh network to
exchange information and commands with the upper layers.
At the bottom of the architecture are also the vehicles that
drive through the parking lot, either because they are looking
for a spot to park or because they are leaving it.
Both the circulating vehicles and the parking sensors com-
municate with the fog computing nodes of the fog layer. Each
fog computing node essentially consists of a communications
interface, a beaconing interface and a control subsystem.
The communications transceiver is used for exchanging data
with the deployed parking sensor nodes. The beaconing inter-
face sends beacons to the circulating vehicles in order to
broadcast relevant information periodically without requiring
to establish a connection (thus, being usually faster than
connection-oriented communications). Regarding the control
subsystem, it manages the previously mentioned interfaces
and provides fog services to the parking sensors. In addition,
the control subsystem is able to communicate with the cloud
through the gateway layer, which in the proposed architecture
only performs routing tasks. It is important to note that fog
computing nodes can collaborate among them so as to carry
out more computationally complex tasks and to share the
sensor data collected from physically scattered parking areas.
Finally, at the top of the architecture is the cloud, which
provides storage and processing power to the rest of the
architecture. Thus, it acts as a back-end and, often, as a front-
end, providing remote users with access to the stored data and
to the management interface.
IV. VALIDATION
A. 3D-RL TECHNIQUE
Before deploying the necessary hardware infrastructure to
implement the previously described communications archi-
tecture, radio planning analysis tasks can be performed in
order to assist optimal node configuration and network level
layout. For such a goal, 3D-RL is a useful tool for communi-
cations system designers, since it helps to understand and pre-
dict propagation channel behavior. Specifically, for this work,
an in-house deterministic 3D-RL algorithm was developed
to gain insight into the relevant channel propagation charac-
teristics for RF analysis and characterization in complex SP
scenarios. Since deterministic models are based on full-wave
techniques or approximations of the resolution of Maxwell’s
equations, they provide more accurate results than those
obtained by theoretical or empirical methods. The drawback
of such deterministic approaches is that higher computational
time is required for simulations. Nonetheless, the proposed
3D-RL algorithm has been previously tested within ITS envi-
ronments for V2V and Vehicle-to-Infrastructure (V2I) com-
munication links [57], achieving a good trade-off between
accuracy and computational time.
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FIGURE 3. Proposed smart parking communications architecture.
The employed 3D-RL technique is based on geometrical
optics (GO) and the uniform theory of diffraction (UTD).
A combination of optic and electromagnetic theories is used
to classify a ray with a spatial point on the wavefront of the
radiated wave. The spherical coordinate system is used to
launch rays at an elevation angle θ and an azimuth angle φ.
Hence, the 3D-RL strategy can be described as a set of rays
launched in every direction from the transmitter, emulating
the electromagnetic propagation behavior of real waves. For
this simulation methodology, the complete volume of the
scenario is designed and a full 3D scenario is created, consid-
ering all the elements present in the real environment under
analysis.
For achieving realistic and accurate simulation results,
the frequency of operation, the number of multipath reflec-
tions, antenna parameters, as well as antennas’ radiation
patterns and angular and spatial resolution must be consid-
ered as input parameters in the algorithm. Multiple scatterers
or obstacles such as vehicles, people, buildings, or trees
can produce significant signal blockage in this challenging
environment, where the different signal paths give rise to
multiple attenuated, delayed and phase-shifted echoes of
the transmitted signal arriving at the receiver. One of the
main contributions of the proposed 3D-RL technique is
the precise modeling of the electromagnetic propagation
phenomena (reflection, transmission, diffraction) considering
all the obstacles within the selected scenario, as well as their
material properties (relative permittivity and conductivity).
Thus, when a ray hits an obstacle, it produces reflected and
refracted rays with new angles that can be derived from
Snell’s law. A new family of diffracted rays is generated when
a ray hits a wedge. The interested reader can find further
details on the proposed technique in [58], where the optimal
input parameters are also analyzed.
B. SCENARIO MODELING AND 3D-RL SETUP
After designing the SP system, a 3D simulation model can be
implemented. Thus, Figure 4 shows the rendered view of the
scenario described in Section III-B.
With such a 3D model, thanks to 3D-RL simulations,
the coverage region for the different transceiver locations can
be analyzed to fulfill the proposed requirements, thus allow-
ing for optimizing the network performance, for decreasing
energy consumption and, eventually, for reducing implemen-
tation costs.
In the analyzed scenario, simulations were initially per-
formed positioning the transmitters at the locations indicated
in Figure 2b. Note that such locations may be conditioned
when direct communications with the gateway are needed.
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FIGURE 4. 3D model of the scenario.
For this work, among the different technologies analyzed
in Section II-D, ZigBee was chosen because of its reli-
ability, low energy consumption and cost, in addition to
its hardware integration possibilities. Therefore, the 3D-RL
tool was adjusted to consider the following main ZigBee
characteristics: a 2.4GHz operation frequency, 250 kbps of
transmission rate, 4 dBm of transmission power and -97 dBm
sensitivity. Transmitter and receiver omnidirectional antennas
were selected, with linear vertical polarization and a gain
of 2 dBi (a 2.4GHz dipole antenna from LS Research).
The design of the scenario considered potential scatterers
(e.g., buildings, vehicles, trees, people) and their frequency
dispersivematerial properties at the frequency under analysis.
A summary of the simulation parameters is given in Table 3.
Such parameters were obtained after a convergence analysis
performed for the algorithm to obtain a trade-off between
accuracy and simulation time [58]. The material properties
of the different obstacles were considered by indicating their
conductivity and relative permittivity for the frequency under
analysis and are shown in Table 4 [59]. Trees are considered
in the model with two different parts, the trunk and the
foliage, which can be modeled in the algorithm with differ-
ent dimensions and geometries depending of the considered
vegetation. These two differentiated parts of the tree were
TABLE 3. Simulation parameters.
TABLE 4. Material properties in the ray-launching simulation.
considered in the geometrical model as homogeneous, con-
sidering their different material properties. The top portion
of the tree exhibits high variability depending on the season.
In addition, the humidity of the wood of the trunk of the trees
strongly varies depending on the weather. This has led us to
consider average conditions for the material properties of the
foliage and the trunk of the trees. For that purpose, the values
obtained in [60] for the material properties of the wood and
the foliage were used.
C. 3D-RL ANALYSIS
In the RL approach, the full volume of the scenario is divided
into 3D cuboids that store the propagation parameters during
simulation. With these results, the received power is calcu-
lated as the sum of the incident electric vector fields received
by each cuboid during a time interval. Thus, the received
power for the full volume of the scenario can be obtained as
a function of location.
The location of the nodes (GW and Txi, i = 1, . . . , 4) has
been obtained by performing a site surveying analysis, con-
sidering both system level requirements on wireless channel
connectivity and specific requirements for equipment deploy-
ment. Site surveying techniques have been analyzed in the
literature, with particular emphasis for mobile communica-
tion systems and more recently, for wireless sensor networks
[62], [63]. Depending on the application, static location (i.e.,
deterministic network topology, with a moderate number
of nodes or with precise knowledge of the coverage area
topology in which nodes are located at specific locations)
or dynamic location (i.e., random network topology require-
ments with large scale deployments in areas with limited
topological information, with no prior location and the appli-
cation of statistical based modeling and subsequent optimiza-
tion) techniques can be employed. In the case of a SP, due
to the number of deployed sensors and the scenario config-
uration, it is appropriate to follow a static approach, since
node location can be selected in order to optimize coverage
requirements as well as to consider physical deployment
constraints.
The parking scenario under analysis has a unique vehicle
entrance, in which an access control post is located. Vehicles
must access through this point to either park, following a
circular one directional path along the parking premises,
or drop off travelers in the access control and then follow
the roundabout to exit. The access control point has been
selected as the GW location because it has all the infras-
tructure requirements in terms of connectivity, equipment
protection and electrical mains. Moreover, the access control
point, because of its inherent surveillance requirements, has a
direct field of view of over 200◦ within the parking scenario,
providing LoS coverage for a large percentage of the parking
area.
Regarding the node transmitters, four different locations
were chosen in order to consider both potential worst-case
operating conditions and intensive communication require-
ments. Thus, the transmitter nodes termed as Tx 1 and Tx 2
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FIGURE 5. Two-dimensional planes of Received Power [dBm] (left) and Sensitivity (right) for a 10 cm height for Txi , i = 1, . . . , 4.
consider LoS and Non-Line-of-Sight (NLoS) operating con-
ditions respectively for maximum link distances to the GW.
Tx 3 corresponds to the parking entrance, a LoS location in
which higher data exchanges are expected due vehicle and
user dynamics. An additional node Tx 4 is considered to be in
NLoS conditions next to the entrance to the parking, in order
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to provide information to the drivers prior to their access
to the parking premises. Moreover, for all the considered
locations of the sensor nodes Txi, i = 1, . . . , 4, infrastructure
requirements (e.g., the possibility of having access to the
electrical mains or to install nodes on the floor) have also been
taken into account, analyzing the existence of pre-existing
elements, such as lamp posts or indication posts.
For the selected urban smart parking environment,
the transmitter locations (shown in Figure 2b) were simu-
lated to assess radio wave propagation characteristics and,
specifically, direct communication with the GW. Thus, first,
the electromagnetic radio wave propagation impact for the
selected transmitter positions was assessed. Figure 5, on its
left side, shows the received power XY-planes for transmit-
ters Txi, i = 1, . . . , 4, which were located in each area
of interest at the same height as the receiver antenna (the
surface plane was placed on the road). As it can be observed,
the influence of the multiple obstacles present in the scenario
(e.g., vehicles, buildings, vegetation, people) has a significant
impact on signal propagation, existing significant multipath
interference in the scatterer zone.
To gain insight into the system performance, sensitivity
fulfillment planes (according to the ZigBee characteristics)
are presented on the right of Figure 5 for transmitters Txi,
i = 1, . . . , 4. Such figures show that sensitivity fulfillment
is highly dependent on the transmitter location and on the
morphology and topology of the considered scenario. The
received power variations (and hence sensitivity fulfillment)
can be strongly mitigated by changing the morphology of the
wireless network (i.e., by adding sensor nodes), thus obtain-
ing an adequate received power level for all the transceiver
locations in the areas of interest.
In order to consider the worst possible scenario for the
proposed SP system, the network composed by the critical
transmitters of each area of interest and the GW were ana-
lyzed. The received power results are presented in Figure 6,
which allows for verifying the desired full coverage and the
direct communication with the GW.
FIGURE 6. Two-dimensional plane of Received Power [dBm] for height
cut-plane of 10 cm for the complete network.
The time domain results shown in Figure 7 demonstrate
the strong presence of multipath propagation in this type of
FIGURE 7. Power Delay Profile at the GW when Tx 1 and Tx 4 are
transmitting.
complex urban environment. Specifically, the power delay
profile for the GW location, when two of the most distant
transmitters of the network are emitting (Tx 1 and Tx 4),
is shown. A red line has been included to clearly mark the
sensitivity level of the ZigBee nodes (−97 dBm). The fig-
ure shows that most of the multipath components are above
the sensitivity level in both cases, which implies that they
can directly communicate with the GW by using single-hop
directional links. Thus, there is no need to use multi-hop
communications for this specific SP scenario.
The obtained simulation results and the estimated values
of the received power enable wireless system performance
analysis. Thus, the signal to interference noise ratio (SINR)
was calculated for the Tx 3 transmitter case and is shown
in Figure 8. The SINR was obtained by considering Tx 3 as
the transmitter of interest and the other three transmitters
(Tx 1, Tx 2, Tx 4) as interference sources that operate in the
same frequency band. The thermal noise power was also
considered as N0 = KTB, where K is the Boltzmann’s
constant, T is the temperature in ◦K and B is the ZigBee
channel bandwidth (2MHz). The SINR was obtained for
the full volume of the considered scenario, giving valuable
information about the areas and exact locations where the
placement of a parking sensor node will be more adequate in
terms of received signal quality whilemaintaining the optimal
wireless power transmission of the system. In addition, it can
be observed in Figure 8 that the areas where interfering
devices were placed are the ones with lower SINR. The GW
was placed optimally, where the SINR was high.
The obtained SINR values can be used to calculate
the bit error probability (Eb/N0) for a given modulation
scheme. In this case, the ZigBee modulation scheme Offset-
Quadrature-Phase-Shift-Keying (OQPSK) was used and a
maximum likelihood receiver was assumed. The Eb/N0 val-
ues were estimated for the complete volume of the scenario.
Thus, Figure 9 represents the bi-dimensional plane of Eb/N0
for the same height at which Tx 3 is placed. To gain insight
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FIGURE 8. Spatial distribution of the SINR in the SP scenario when Tx 3 is
transmitting.
FIGURE 9. (a) Bi-dimensional plane of Eb/N0 when Tx 3 is transmitting
for an OQPSK modulation scheme. (b) Radial distribution lines of Bit
Error Probability along the red dash line for 250 kbps bit rate.
into these results, the linear distribution of Eb/N0 is depicted
along a red dash line shown in Figure 9a, and is presented
in Figure 9b. It can be observed that quality degradation
strongly depends on the transceiver distance, with large vari-
ations over small distances.
As a conclusion, it can be stated that the results demon-
strate the importance of performing complete radio wave
propagation analysis before the deployment of IoT wireless
systems in complex urban scenarios with large density of
vehicles and other scatterers affecting signal propagation.
Hence, the proposed deterministic approach can be useful
for predicting potential communications issues in advance,
before deploying the smart parking system. For instance,
the presented 3D-RL tool allows designers to readjust the
transceiver locations to extend coverage, prevent communica-
tion failures and to optimize the performance of their wireless
networks.
D. EMPIRICAL VALIDATION
In order to verify the accuracy of the obtained simulation
results, an empirical measurement campaign was carried
out in the considered scenario. The measurements were
performed to assess the communication links between the
transceivers and the GW for all the areas of interest. The
CC2530 ZigBee development kit from Texas Instruments,
was used for such a purpose, as well as an FSH18 spectrum
analyzer from Rohde&Schwarz. The different transmitter
locations and the GW position are shown in Figure 10. As it
can be observed in the Figure, the measurements are classi-
fied as Line-of-Sight (LoS) and Non-Line-of-Sight (NLoS)
for the parking lot area, and LoS and NLoS along the road.
FIGURE 10. Aerial view of measurement campaign. The considered
transmitter locations are represented with white points while the GW is
depicted with a white triangle.
Figure 11 shows a comparison between the received power
results obtained through simulations and during the measure-
ment campaign. The results reach a good agreement, with a
mean error of 0.5 dB and a standard deviation of 0.81 dB for
LoS, and a mean error of 1.28 dB and a standard deviation
of 1.36 dB for NLoS.
In addition, the bit error rate was also measured with the
CC2530 kit. To compare such results with the simulated
ones, the maximum packet length for ZigBee was considered
(i.e., 133 bytes). Figures 12 to 14 compare the empirical
and simulated bit error probability for different measurement
locations with the radial distribution lines obtained by simu-
lation for the same spatial points. Two different simulations
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FIGURE 11. Simulation and measurements received power comparison.
LoS in the parking, NLoS in the parking and LoS (Points 1-3) and NLoS
(Points 4-8) along the road. (Measurement points are represented
in Figure 10).
FIGURE 12. Simulation and measurement bit error probability
comparison for LoS in the parking area.
were considered: the first with one interfering antenna and
the second one with four interfering antennas. As it can be
observed in Figures 12 to 14, the simulations with four inter-
fering antennas show a better match with the measurement
values, which highlights the importance of considering all the
interference sources in the scenario.
V. IMPLEMENTATION
Once the 3D-RL analysis of the previous section confirmed
the viability of the proposed SP architecture, the implementa-
tion stagewas undertaken. The next subsections describe such
an implementation, first detailing the implemented communi-
cations architecture and then its main hardware and software
components.
FIGURE 13. Simulation and measurement bit error probability
comparison for NLoS in the parking area.
FIGURE 14. Simulation and measurement bit error probability
comparison for LoS and NLoS in the road.
A. IMPLEMENTED ARCHITECTURE
The designed architecture was implemented as it is illustrated
in Figure 15. Specifically, the layers of the architecture were
implemented as follows:
• IoT Node Layer:
– Each smart parking node is composed of a GY
US42 ultrasound sensor and an Xbee 3 module. The
ultrasound sensor is used to detect vehicles due to its
accuracy and low cost [2]. Specifically, the selected
GY US42 sensor is a rangefinder sensor module
powered at 5V with a measuring range between
20 cm and 720 cm, a resolution of 1 cm, a 15Hz
response frequency and a working current of 9mA
(at 5V). Regarding the Xbee 3, it is a 2.4GHz
module fromDigi [64] that can operate as a ZigBee,
IEEE 802.15.4, DigiMesh or BLE transceiver.
A picture of a disassembled smart parking node is
shown (without its battery) in Figure 16a, while the
schematic in Figure 16b shows how such compo-
nents are connected.
– For the experiments described in this article,
the Xbee modules were programmed with the
ZigBee 3.0 firmware. The ZigBee modules on the
sensor nodes acted as end-devices (i.e., they simply
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FIGURE 15. Implemented architecture for the Smart Parking System.
collect sensor data and receive remote commands)
or routers (they can also route the communications
from other ZigBee devices).
• Vehicles. Each vehicle of the system makes use of a
mobile app whose functionality is described later in
Section V-C.
• The fog layer consists of fog computing nodes whose
control subsystem can run on a Single-Board Com-
puter (SBC) like Raspberry Pi, Orange Pi or Beagle
Bone, which provide a good tradeoff between cost,
size, energy efficiency, development speed and com-
putational power. Among the multiple existing SBCs,
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FIGURE 16. Disassembled components of the parking sensor node (a) and schematic (b).
the Raspberry Pi Zero W was selected. Such an SBC
contains a 1GHz single-core CPU, 512 of RAM and
provides WiFi (IEEE 802.11 b/g/n) and Bluetooth
(Bluetooth 4.1 and BLE) connectivity. The Raspberry is
connected to an Xbee 3 module that acts as ZigBee coor-
dinator, so it manages the IoT communications infor-
mation exchanged between the IoT Node Layer and the
Fog Layer. In addition, every fog computing node runs
an OrbitDB database that is synchronized among the
different fog nodes (this is later detailed in Section V-D).
• The GW layer is made of the necessary infrastructure
to connect the fog nodes with the cloud. Since the
Raspberry Pi Zero W has no Ethernet connector, all the
communications are performed through WiFi.
• The cloud also runs an OrbitDB node that is synchro-
nized periodically with the decentralized databases of
the fog computing nodes.
B. BEACONING SYSTEM
To transmit information from the fog nodes to the drivers,
each node emits BLE beacons that are decoded by an Android
app used by such drivers (theAndroid application is described
later in Section V-C). Among the different available beacon
frame formats (e.g., Eddystone, AltBeacon), iBeacon [65]
was selected due to their wide support and implementation
simplicity. Specifically, the emitted beacons preserve most of
the iBeacon frame format, but modify certain fields to code
relevant information on the SP application. Specifically, the
Universally Unique IDentifier (UUID) field of each iBeacon
frame is used as illustrated in Figure 17 to code data related
to three different types of beacons:
• Type 1 beacon: it indicates the status of the monitored
parking spots. Specifically, each fog node monitors a
predefined group of parking spots that is called a section.
The UUID field of this type of beacons is structured as
follows:
– Type (one nibble): it indicates the type of beacon.
For Type 1 beacons this nibble is always set to 0×1.
FIGURE 17. Internal structure of the three types of BLE beacons.
– Section (one nibble): it indicates the parking lot
section associated with the fog node that generates
the beacon. With one nibble (i.e., 4 bits), the system
allows for monitoring a maximum of 16 sections,
which is more than enough for most parking lots.
– Spot Status (15 bytes): these bytes inform on the
individual status of each parking spot located in a
specific section. The spot status is equal to ‘1’ when
the parking spot is occupied and to ‘0’ when it is
not. With this coding, the system can address up to
120 spots per section, so it can manage a total of up
to 1,920 spots for the 16 available sections.
• Type 2 beacons: this type of beacon is used to indicate
the overall occupation of all the sections. This informa-
tion is useful when a driver arrives at the parking, since it
provides a global vision of the occupation of all the sec-
tions so that the user can go directly to a specific section
with available parking spots. The internal sub-fields of
the UUID field of this beacon are structured as follows:
– Type (one nibble): it is set to 0× 2.
– N/A (one nibble): it is currently not used.
– Section + Occupation level (15 Bytes): these bytes
represent the occupation of all sections except for
the section of the node that generates the beacon
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(i.e., the fog node informs with this type of beacon
on the occupancy level of the other sections, since
it already informs on its monitored section through
Type 1 beacons). For each of the 15 bytes, the first
nibble indicates the section while the second one
codifies the section occupation. Since the second
nibble has only 4 bits to encode the occupancy of
the 120 parking spots of a section, they are coded
as follows:
∗ 0× 0 - there are no spots available.
∗ 0× 1 - there is one spot available.
∗ 0× 2, 0× 03. . . 0xA - there are two, three. . . ten
spots available.
∗ 0xB - there are between 10 and 20 spots
available.
∗ 0xC - there are more than 20 spots available.
In addition, the second nibble is set to 0xF when
it is used as a delimiter to indicate the system that
there is no more information on the occupancy of
the sections (this is used when the 16 sections are
not managed by the system).
• Type 3 beacon: this is a generic beacon used to provide
relevant information from the decentralized database.
It consists of the following sub-fields of its UUID field:
– Type (one nibble): it is always set to 0× 3.
– Fog type (one nibble): it defines the type of data that
is embedded into the beacon.
– Section + Fog Data (15 bytes): these bytes carry
the provided data, which can be related to a specific
section, to all the sections or to the whole system.
For instance, these data can be used to indicate the
average amount of time that a driver would have
to wait for an empty spot (this information may
be estimated by applying a probabilistic prediction
algorithm).
The usual operation of the beaconing system of a fog node
can be divided into two stages. In the first stage the ZigBee
interface of the fog node receives the information from the
associated parking sensor nodes and updates their status in
the database. During the second stage the different types of
beacons are generated periodically: the collected informa-
tion is first read from the database, then coded according to
the previously described beacon frame formats and, finally,
the beacons are broadcast. Type 1 and 2 beacons are sent
more frequently than Type 3 beacons, since their information
is updated more frequently. In this regard, it is important to
point out that the information broadcast by Type 1 and 2 bea-
cons does not need data persistence if storing historical data
is not necessary. In such a case, a subscription/publication
messaging strategy could be more efficient, especially when
the broadcast information needs to be updated fast. In con-
trast, Type 3 beacons are not updated frequently, but the
information they use requires persistence in order to gener-
ate the involved statistics. The experiments detailed later in
Section VI analyze the performance of the two previously
mentioned data storage approaches.
C. SMARTPHONE APP
Drivers receive the information of the proposed SP system
through a smartphone application. Such an application pro-
vides users with a practical and efficient way to park the
vehicle through the coded information embedded into the
BLE beacons broadcast by the fog nodes. The user only
needs to enable Bluetooth on his/her smartphone to use all
the app features. Figure 18 shows a screenshot of the main
screen of the developed SP app. As it can be observed, such a
screen, at the top, provides information on all the sections
of the parking lot, so as to identify quickly the sections
where there are available spots. Below the global information,
the data on the current section of the parking lot is shown,
where it is indicated in green the parking spot identifiers
of the available spots. Both the global and local informa-
tion are updated automatically as new beacons are received.
To estimate the driver current section, the app uses the
Received Signal Strength Indicator (RSSI) and MAC of the
received BLE beacons.
FIGURE 18. Main screen of the SP app.
At the bottom, on the right of Figure 18, a QR icon allows
for accessing an additional feature: after parking the vehicle,
the driver can scan a QR code that is associated to the parking
spot to remember where he/she has parked. This information
can be used to guide the driver back to the parked vehicle, but
it can also be used by the SP app to confirm that the driver has
actually parked and left the vehicle.
The sequence diagram on Figure 19 illustrates the over-
all operation of the implemented system and how the SP
app works. The process starts when the sensor nodes read the
status of the monitored parking spots and send a message to
the associated ZigBee coordinator, which is run on a fog node.
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FIGURE 19. Sequence diagram on the system and app main steps.
In such a fog node, the status of each spot is updated and,
periodically, Type 1 and Type 2 beacons are generated. Such
beacons are then transmitted sequentially, adding a short
delay between their transmission to ease their reception and
processing by the mobile app. When the app receives the
beacons from a section, it decodes them and updates in its
User Interface (UI) the status of all the parking spots in such
a section (in Figure 18, in the ‘Current Location’ area of the
UI) and the status of all the available spots in all sections
(in Figure 18, in the ‘Global View’ area). As it was previously
mentioned, it is also possible to register in the app the specific
spot where the vehicle was parked by scanning the QR code
of such a spot.
D. DECENTRALIZED STORAGE
The data collected from the parking sensors is stored on
OrbitDB, which is a decentralized database that runs on Inter-
Planetary File System (IPFS) [66]. IPFS implements a peer-
to-peer protocol that allows for sharing content-addressed
hyperlinks. Underneath, IPFS uses a variant ofMerkleDirect-
Acyclic Graphs (DAGs) that ease file identification and
deduplication. OrbitDB uses IPFS to implement a serverless
database that is distributed among multiple peers and that are
able to synchronize the data content.
OrbitDB allows for creating five different types of
databases depending on their use (i.e., eventlog, feed, key-
value, docstore and counter). For the experiments described
in this article, a eventlog database was used to keep track of
the historical parking use values in an immutable way, while
a docstore database was deployed to store the information on
the characteristics on the diverse parking sections and spots.
Once OrbitDB is running in a network of peers, a node
can fetch content from another node. Such an operation is
performed automatically by OrbitDB to keep all the node
data synchronized. For other operations like deleting or
writing data, a node needs to send specific requests using the
OrbitDB API.
VI. EXPERIMENTS
In order to evaluate the performance of the system in terms
of response latency, several tests were performed. It should
be noted that the obtained latency values were conditioned by
the used hardware (e.g., Raspberry Pi Zero for the fog nodes),
the implemented software and the selected wireless commu-
nications protocols. Considering such restrictions, the fol-
lowing subsections describe experiments that estimate the
performance of the system when reading and writing data
through the decentralized storage and when using the low
level publish-subscribe mechanism.
A. OrbitDB WRITING AND REPLICATION OPERATIONS
This first set of tests measured fog node performance when
writing data on a fog node and when reading such data from
a remote fog node. Thus, Figure 20 shows two curves:
• The ‘sender’ line represents the number of queries
per second that the developed fog node can perform
when writing information from the parking sensor nodes
on its OrbitDB instance.
• The ‘replication’ line indicates the number of queries
per second that a remote fog node can perform when
reading data from the ‘sender’ node.
For the sake of clarity, Figure 20 shows the average number
of queries per second during 10 s intervals and for a total
of 450 queries. As it can be observed, the average rate for
reading and writing data on OrbitDB fluctuates between
1 and 3 queries per second, which is not really high, but usual
for a Raspberry Pi Zero like the one used by each fog node.
In addition, it can be observed that, as it can be expected,
the rate is on average higher and more stable for the ‘sender’,
since its operations are performed locally (i.e., no wireless
communications are involved).
FIGURE 20. Fog node decentralized storage reading and writing
performance.
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FIGURE 21. Fog node decentralized storage insertion performance with 0.5 s to 4 s delay between queries.
B. OrbitDB INSERTION OPERATIONS
The performance of the decentralized storage was evaluated
by carrying out insertion operations on the eventlog database
in the same way that fog nodes perform them. For this set
of experiments, the Go IPFS REST API was used, since
preliminary experiments showed fairly superior performance
and concurrence than the JavaScript version of the API when
executed on the fog node hardware.
Figure 21 show the database insertion latency for a total
of 190 queries when, in order to simulate different load sce-
narios, such insertions were delayed between 0.5 s and 4 s
with respect to each other.
In addition, Figure 22 shows, for the sake of clarity,
the most relevant statistics on the measured latencies: their
average, variance, standard deviation and high median. This
latter was added to reduce the influence of outliers, then
providing a more realistic estimation of the perceived latency.
Nonetheless, for the case of a 4 s delay, the values shown
in Figure 22 show the influence of certain specific outliers,
which can be clearly observed in Figure 21d.
Table 5 shows, for each delay between queries, the per-
centage of queries that were processed before certain amount
of time went by (between 0.5 s and 4 s). It can be observed
that the vast majority of queries are handled in less than 1.5 s.
In addition, it can be concluded that, except for a delay
of 0.5 s, more than 95% of the queries were processed before
the next query arrived to the fog node. For instance, for a delay
FIGURE 22. OrbitDB latency statistics for different delays.
of 1.5 s, 99.47% of the queries required less than 1.5 s to be
processed.
C. PubSub LATENCY
In addition, response times were also measured when making
use of the internal communication library of IPFS (PubSub)
instead of the OrbitDB API. This case allows for estimating
the performance of the fog nodes when no persistence is
required.
For the sake of fairness, the results were performed exactly
like for the IPFS REST API experiments, but instead of using
insertion queries (that would be persisted), publications were
made to a PubSub topic. Thus, Figure 23 shows relevant
117682 VOLUME 8, 2020
M. Celaya-Echarri et al.: Building Decentralized Fog Computing-Based SP Systems
TABLE 5. Percentage of queries performed in less than 0.5 s to 4 s.
FIGURE 23. PubSub statistics for different data publication delays.
statistics on the obtained latencies, while Figure 24 shows
the latencies for different delays of PubSub publications. As
it can be observed, latencies are clearly smaller than for the
OrbitDB insertions, so less computational load and resources
are involved. In fact, the measurements show that, for all
the analyzed delays, every message was processed before the
next message was published. In addition, the statistics show
almost no fluctuations, which indicates that the added data
publication delays barely affect the performance of the sys-
tem. Therefore, it can be concluded that, when no persistence
is necessary (like when broadcasting Type 1 and 2 beacons),
it is more efficient to make use of PubSub communica-
tions instead of involving the whole decentralized database.
Nonetheless, both with the OrbitDB API and PubSub the SP
information is delivered really fast to the drivers.
D. ANALYSIS OF THE TOTAL LATENCY
The total latency of the proposed system can be modeled
as indicated in Equation (1) and includes the time required
by the nodes for updating the state of the parking spots
(tdata_collection) and the time needed to notify users about each
update (tuser_notification).
ttotal = tdata_collection + tuser_notification (1)
The first term of Equation (1) (tdata_collection) can be divided
into the three latencies indicated in Equation (2): the latency
required by a parking sensor to determine the status of the
monitored spot (tsensor); the latency to transmit such a sta-
tus to the sensor network coordinator (tstatus_transmission); and
the latency of updating on the fog node the received status
(tfog_update).
tdata_collection = tsensor + tstatus_transmission + tfog_update (2)
The second term of Equation (1) (tuser_notification) consists
of three latencies indicated in Equation (3): the time needed
by a fog node to generate the different types of beacons
(tbeacon_gen); the beacon advertisement interval (tadv); and the
time required by the app to decode the beacon and update the
smartphone User Interface (UI)(tupdateUI).
tdata_transmission = tbeacon_gen + tadv + tupdateUI (3)
It is important to note that two different types of beacons
can be generated and their generation time is slightly dif-
ferent. Type 1 beacons can be generated faster than Type 2
beacons because they only include information that is col-
lected by a local fog node. In contrast, Type 2 beacons, which
include information that involve all nodes, require additional
time for performing data replication tasks among fog nodes.
The latencies of Equations (2) and (3) were measured and
analyzed. The following are the main results and conclusions
of such an analysis:
• tsensor: this latency is obtained by taking four consec-
utive measurements from the ultrasound parking sen-
sor (with a delay of 20ms between measurements,
since the sensor operational frequency is 50Hz). The
performed experiments showed a constant latency of
roughly 215ms.
• tstatus_transmission: To measure this latency, tests were per-
formed with 600 messages that were sent sequentially to
the ZigBee coordinator. The average latency was 97ms,
observing no performance degradation over time, just
occasional peak values. Such a short latency is essen-
tially related to the low size of the update message,
which only requires a single character per sport to indi-
cate its status ([F]ree, [O]ccupied, [U]ndefined).
• tfog_update: it was previously analyzed in detail in
Section VI-B, but it can be indicated that the average
latency obtained under regular operation was 408ms.
• tbeacon_gen: as it was previously mentioned, latency
varies depending on the type of beacon that is generated:
– tbeacon1_gen: it depends on the number of spots
per section.
– tbeacon2_gen: in this case, the required latency is
affected by the number of sensors (the larger the
number of sensors, the longer it takes to collect their
information and build the beacon) and the number
of operative sections (i.e., fog nodes).
Tests were performed to determine the beacon gen-
eration latencies when measured under different load
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FIGURE 24. PubSub latencies for different data publication delays.
conditions (i.e., for a different number of sections and
spots per section) and when generating Type 1 and
Type 2 beacons. To estimate the beacon generation
latency when using a different number of fog nodes,
they were emulated on a device with an ARM1176 CPU,
512MB of RAM and an Ethernet interface.
The obtained values are presented in Table 6. As it
can observed in the Table, tbeacon1_gen barely changes
when doubling the number of monitored parking spots
per section. This is expected, since the generation of
Type 1 beacons only requires to collect the available
information on parking spots from the internal database
of a fog node. For instance, the results for 120 parking
spots per section is similar for the different number
of fog nodes (between 400 and 500ms). In contrast,
the latency related to tbeacon2_gen increases with the num-
ber of fog nodes and monitored sensors due to the per-
formed data replication tasks. Nonetheless, for the case
TABLE 6. Latencies for different number of fog nodes and parking
sensors.
of most computational load (16 section and 120 parking
spots), the system only requires 1163ms.
• tadv, tupdateUI: the performed measurements showed
almost constant values for these two latencies: 1280ms
for tadv and 31ms for tupdateUI.
E. COMPARISON OF THE SYSTEM PERFORMANCE WITH
THE STATE OF THE ART
In order to determine the efficiency of the proposed system,
the latencies measured in the previous sections can be com-
pared with those obtained by other state-of-the-art systems.
Among all the systems reviewed in Section II-B and com-
pared in Table 1, the only solution that provides experimen-
tal results related to latencies is the one detailed in [23].
Nonetheless, it should be noted that, when comparing latency
results, there are significant differences between the system
described in [23] and the one proposed in this article:
• The results provided in [23] were obtained for simula-
tions, while in this work measurements were performed
on a real system.
• The parking sensors used in [23] are simulated video
cameras. Thus, image processing is used to detect park-
ing spot status, while the system proposed in this article
is based on ultrasound sensors. As it is indicated in [23],
a successful sensor-based SP solution is more dependent
on the location where sensors are placed, but it is less
process-intensive, so it requires less powerful hardware.
Therefore, the sensors of the system presented in [23]
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TABLE 7. Latencies for different fog nodes and sensors configurations compared with [23].
TABLE 8. Total data traffic and comparison with [23].
require more power consumption than the solution pre-
sented in this paper.
• Besides being less computing-intensive, the system pro-
posed in this article generates less network traffic, which
is beneficial for the scalability of the system. In fact,
no significant latency degradation was observed in the
proposed system, even when the maximum number of
sections and sensors supported by the system transmit-
ted information. In contrast, in the experiments shown
in [23], latency degradation can be observed when
increasing the number of video cameras that operate
simultaneously in the system.
• To connect the sensors with the fog nodes, the work
in [23] assumes that WiFi interfaces are used, but the
presented results only perform local simulations. On the
contrary, this work makes use of real ZigBee interfaces.
• The system presented in [23] was devised to show
real-time parking information on a display panel for each
individual section. In contrast, the solution detailed in
this paper, thanks to the proposed decentralized archi-
tecture that allows fog nodes to collaborate among them,
provides information for both every individual section
and for the whole parking lot. In addition, such an infor-
mation is transmitted directly to the users through the
developed mobile app.
In addition, to perform a fair comparison with the system
described in [23], it is necessary to create a similar experi-
mental setup. Since in [23] the users receive parking informa-
tion through LEDs placed on each fog node, the latencies to
compare should only consider the times required for collect-
ing parking sensor data, for processing them and for updating
the spot status on a fog node. Such latencies, for the proposed
system, are shown in Table 7 as the values of tdata_collection +
tbeacon1_gen or tbeacon2_gen. Thus, the measured time considers,
besides sensor data collection and fog node update, the time
for generating the two possible beacons to be transmitted.
Table 7 also shows the results given in [23]. Unfortunately,
such results only consider simulated latencies for collecting
pictures from the virtually deployed cameras: no image acqui-
sition, picture processing or fog node update times are mea-
sured, so latencies are clearly lower than the results provided
for the system evaluated in this article. Note that, if only
status data transmission would be compared, it would be
equivalent to comparing the performance of emulated WiFi
and real ZigBee interfaces, whose results would not be useful
for extracting conclusions that could be used by future SP
developers.
Nonetheless, it can be useful to compare the data traffic
generated by the proposed system and the one required by the
system described in [23]. Such results are provided in Table 8,
where three kinds of data traffic are distinguished: the traffic
related to the transmission of the two types of BLE beacons
and to the sensor data collection by the fog network. This
latter traffic includes the one generated by the ZigBee net-
work and the one involved in updating the data from a sensor
in OrbitDB. There is also a column that indicates the total
traffic, which is the sum of the three previously mentioned
data traffics (i.e., it includes the fog network traffic and the
transmission of two beacons, one Type-1 beacon and one
Type-2 beacon).
Although, as it can be observed in Table 8, the traffic gen-
erated by the proposed system increases with the number of
deployed sensors, such a traffic is several orders of magnitude
smaller than the one required by the system detailed in [23].
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In fact, the proposed system allows for removing roughly
99.7% of the traffic generated by the SP system described
in [23], thus decreasing significantly fog network traffic and
power consumption needs.
VII. CONCLUSIONS
This paper detailed the complete development of a decen-
tralized fog computing-based SP system. Such a devel-
opment followed a methodology that includes its initial
design, its theoretical simulation and its empirical validation.
Specifically, for this article, a parking lot located in
Monterrey (Mexico) was analyzed and modeled in 3D in
order to evaluate through a 3D-RL tool its wireless channel
properties. The results obtained by the 3D-RL tool were later
validated through a ZigBee measurement campaign, allowing
for obtaining the optimal sensor node and GW locations,
and concluding that the proposed technologies and architec-
ture are adequate for implementing the SP system. Finally,
the proposed system was built by making use of parking
sensor nodes based on ZigBee transceivers and ultrasound
sensors, while fog computing nodes were created based on
a Raspberry Pi Zero and ZigBee/BLE interfaces. Such fog
nodes also provided decentralized storage, whose perfor-
mance was evaluated. The results show that the proposed
system is able to deliver information to the driver smartphone
in less than 4 s by using lightweight and scalable protocols
and with no need for relying on remote servers. Therefore,
the article demonstrates the feasibility of the proposed SP
development methodology and the usefulness of the used
3D-RL tool. Moreover, this article provides the necessary
details on the steps involved in the development of a prac-
tical decentralized low-latency system, thus providing useful
guidelines for future SP developers.
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