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1. Introduction
There is a one-to-one correspondence between amatrix A = (aij) ∈ Rn×n and a (weighted) digraph
D(A) = (V , E) having vertex set V = {1, . . ., n}, arc set E where e = (i, j) ∈ E if and only if aij /= 0,
and arc weights wA(e) = aij . In particular, a matrix of the form
A =
[
0 B
C 0
]
, (1)
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where B ∈ Rp×(n−p) and C ∈ R(n−p)×p, has a digraph that is bipartite. Such a matrix A is called a
bipartite matrix.
For q 1, a sequence
(
i1, i2, i3, . . ., iq, iq+1
)
of distinct vertices with arcs (i1, i2), (i2, i3), . . ., (iq, iq+1)
in E is called a path of length q from i1 to iq+1 in D(A). For q 2, a sequence
(
i1, i2, i3, . . ., iq, i1
)
with
i1, i2, . . ., iq distinct and arcs (i1, i2), . . .(iq, i1) in E is called a q-cycle (a cycle of length q) in D(A). A
digraph is called a (directed) tree graph if it is strongly connected and all of its cycles have length 2.
Note that a tree graph is bipartite. A particular example of a tree graph is a path graph on n vertices
i1, i2, . . ., in, which consists of the path p = (i1, i2, . . ., in) from i1 to in and its reversal (i.e., the path
obtained by reversing all of the arcs in p). Another example of a tree graph is given by a broom graph.
The broom graph Bm on m +  vertices consists of a path graph on m vertices and  leaves connected
to an end vertex of the path.
For an n × n matrix A, the group inverse, if it exists, is the unique matrix A# satisfying the matrix
equationsAA# = A#A,AA#A = AandA#AA# = A#; seee.g., [1,4]. It iswell knownthat thegroup inverse
of A exists if and only if rank A = rank A2. If A is symmetric, then this rank condition is satisﬁed, in
which case A# always exists and is equal to A†, the Moore–Penrose inverse. If A is invertible, then A# is
the usual inverse. A real matrix A has a signed group inverse (i.e., A# is signed) if sgn(B#) = sgn(A#)
for all matrices B for which B# exists and sgn(B) = sgn(A).
Ouraim is togiveagraph–theoreticdescriptionof theentriesof thegroup inverseof certainbipartite
matrices of the form (1), including those corresponding to broom graphs. In Section 2, a block form for
the group inverse of certain bipartitematricesA is given, and is illustratedwith twoexamples forwhich
the corresponding digraph is not a tree. Section 3 is concerned with a graph–theoretic way to write
the inverse of a nonsingular matrix with a tree graph. Our main result, a graph–theoretic description
of the entries of the group inverse of a matrix A for which D(A) is a broom graph, is given in Section
4, and is illustrated with two examples for which A# is signed. We conclude in Section 5 with an open
question and a summary of cases for which its answer is known.
We ﬁrst introduce some additional graph–theoretic notation. Let A ∈ Rn×n and suppose that for a
pair of distinct vertices i1 and iq+1 in D(A), there is a path p = p (i1, i2, . . ., iq, iq+1) from i1 to iq+1. For
this path p, theweight ai1,i2ai2,i3 . . .aiq ,iq+1 is called the path product and is denoted by P
p
A
[
i1 → iq+1]. If
there is a unique path from i1 to iq+1, then we omit the superscript p. A cyclic decomposition of D(A) is
a subdigraph of D(A) consisting of pairwise vertex-disjoint cycles; the number of arcs is the size of the
cyclic decomposition. Amaximum cyclic decomposition C(D(A)) has the maximum possible number of
arcs, and its size is denoted by |C(D(A))|. This size is unique even though D(A)may have several maxi-
mumcyclic decompositions. Theweight of amaximumcyclic decomposition C(D(A)) ise∈C(D(A))wA(e).
The notation γ
p
A
[
i1, iq+1
]
denotes the sum of all weights of maximum cyclic decompositions in the
path subgraph of D(A) on the vertices i1, . . ., iq+1, andwe set γA[iw , iw] = 1. Also, γ pA (i1, iq+1) denotes
the sum of all weights of maximum cyclic decompositions not on the path subgraph of D(A) on the
vertices i1, . . ., iq+1. If there isno suchcyclicdecomposition, thenγ pA (i1, iq+1) = 1. It follows fromthese
deﬁnitions that γ
p
A [i1, iq+1] = γ pA [iq+1, i1] and γ pA (i1, iq+1) = γ pA (iq+1, i1). The sum of all weights of
maximumcyclic decompositions inD(A) is denoted byA. The sign of a cyclic decomposition is (−1)μ,
where μ is the number of even cycles in the cyclic decomposition. The notation γ̂
p
A [i1, iq+1] denotes
the sum of all signed weights of maximum cyclic decompositions in the path subgraph of D(A) on the
vertices i1, . . ., iq+1, andwe set γ̂A[iw , iw] = 1. Also, γ̂ pA (i1, iq+1) denotes the sum of all signedweights
of maximum cyclic decompositions not on the path subgraph of D(A) on the vertices i1, . . ., iq+1. If
there isno suchcyclicdecomposition, then γ̂
p
A (i1, iq+1) = 1. The sumofall signedweightsofmaximum
cyclic decompositions in D(A) is denoted by ̂A.
For amatrixAof the form (1), all cycles are of even length; thus, |C(D(A))| is 2k for somenonnegative
integer k. For vertices i, j in D(A) such that the path p from i to j is of odd length 2s + 1, the notation
δ
p
A(i, j) is deﬁned as follows:
δ
p
A(i, j) =
{
γ
p
A (i, j) if |C(D(A)\p(i, . . . , j))| = 2(k − s − 1),
0 otherwise.
The notation δ̂
p
A(i, j) is deﬁned similarly with γ
p
A (i, j) replaced by γ̂
p
A (i, j).
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2. Group inverses of certain bipartite matrices
Consider the (2k + ) × (2k + ) bipartite matrix
A =
[
0 B
C 0
]
=
⎡⎣0 X UY 0 0
V 0 0
⎤⎦ , (2)
where B = [X U] ∈ Rk×(k+), C = [Y V]T ∈ R(k+)×k , X , Y ∈ Rk×k and both are nonsingular, U ∈
Rk×, V ∈ R×k and rank UV = 1.
Theorem 2.1. Let A, B, C, X , Y ,U, V be as in (2) with X , Y nonsingular and rank UV =1. Let w, z ∈ Rk such
that UV = wzT . Then A# exists if and only if 1 + zT (XY)−1w /= 0. If A# exists, then
A# =
[
0 (BC)−1B
C(BC)−1 0
]
=
⎡⎢⎣ 0 (BC)
−1X (BC)−1U
Y(BC)−1 0 0
V(BC)−1 0 0
⎤⎥⎦ . (3)
Proof. Since X , Y are nonsingular, rank B = rank C = k and rank BC, rank CB k. Now, YX is a rank k
principal submatrix of CB, so rank CBmust be equal to k. Also,
det BC = det(XY + wzT )
= det X(I + X−1wzTY−1)Y
= (1 + zT (XY)−1w) det XY , (4)
thus BC is nonsingular if and only if 1 + zT (XY)−1w is not equal to zero. By [5, Theorem 2.2], A# exists
if and only if 1 + zT (XY)−1w /= 0. Using [5, Corollary 2.3], the group inverse of the matrix A in (2) is
given by (3). 
Using the Sherman–Morrison formula (see, e.g. [9, Section 14.6]), the following expression for
(BC)−1 is obtained in terms of (XY)−1:
(BC)−1 = (XY + wzT )−1 = (XY)−1 − α(XY)−1wzT (XY)−1, (5)
where
α = (1 + zT (XY)−1w)−1. (6)
Therefore,
(BC)−1X = Y−1 − α(XY)−1wzTY−1 = (I − α(XY)−1wzT )Y−1 (7)
and
Y(BC)−1 = X−1 − αX−1wzT (XY)−1 = X−1(I − αwzT (XY)−1). (8)
Corollary 2.2. Let A, X , Y ,U, V be as in (2) with X , Y nonsingular and suppose that U and V are both rank
one matrices, i.e., U = u1uT2 and V = v1vT2 where u1, v2 ∈ Rk and u2, v1 ∈ R. Then A# exists if and only
if 1 + (uT2v1)vT2(XY)−1u1 /= 0. If A# exists, then
A# =
⎡⎣0 Q RS 0 0
T 0 0
⎤⎦ , (9)
where R = α(XY)−1U,Q = (I − RV)Y−1, T = αV(XY)−1, S = X−1(I − UT) and α =
[
1 + (uT2v1)
×vT2(XY)−1u1
]−1
.
M. Catral et al. / Linear Algebra and its Applications 432 (2010) 36–52 39
Proof. By Theorem 2.1, since UV = (uT2v1)u1vT2 is of the form wzT , A# exists if and only if 1 + (uT2v1)
× vT2(XY)−1u1 /= 0. It follows that α in (6) is (1 + (uT2v1)vT2(XY)−1u1)−1 and
α(uT2v1)v
T
2(XY)
−1u1 = 1 − α. (10)
Thus, using (5),
(BC)−1U =
[
(XY)−1 − α(uT2v1)(XY)−1u1vT2(XY)−1
]
u1u
T
2
= (1 − α(uT2v1)vT2(XY)−1u1)(XY)−1u1uT2= α(XY)−1u1uT2 by(10)= α(XY)−1U.
Similarly, V(BC)−1 = αV(XY)−1, and from (3), R = α(XY)−1U and T = αV(XY)−1. The equations
Q = (I − RV)Y−1 and S = X−1(I − UT) now follow from (3), (7) and (8). 
We remark that if 1 + zT (XY)−1w = 0 in Theorem 2.1, then the Drazin inverse AD of A is given by
(3) where A# is replaced by AD and (BC)−1 replaced by (BC)D; see [6, Theorem 2.1].
We now give two examples to illustrate Corollary 2.2 and provide a graph–theoretic interpretation
for the entries of their group inverses. We use ej to denote the k-vector with jth entry equal to 1 and
all other entries 0.
Example 2.3. Let D(A) be the digraph consisting of the 2k-cycle (1, k + 1, 2, k + 2, . . ., k, 2k, 1) and
the 2-cycle (1, 2k + 1, 1). Then A is of the form (2) where U = a1,2k+1e1, V = a2k+1,1eT1 and both
X and Y are nonsingular. By Corollary 2.2, since U and V are both rank one matrices and as 1 +
a1,2k+1a2k+1,1eT1(XY)−1e1 = 1 /= 0, the group inverse A# always exists. In this case, A# is of the form
(9) with α = 1 and by Corollary 2.2 the nonzero blocks of A# are given by
R = a1,2k+1
a1,k+1ak+1,2
e2, Q =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 · · · 0 1/a2k,1
1/ak+1,2 0 − a1,2k+1a2k+1,1a1,k+1ak+1,2a2k,1
0 1/ak+2,3
. . . 0
...
. . .
...
0 · · · 1/a2k−1,k 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
T = a2k+1,1
ak,2ka2k,1
eTk ,
S =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1/a1,k+1 0 · · · 0 − a1,2k+1a2k+1,1a1,k+1ak,2ka2k,1
1/a2,k+2
. . . 0
. . .
. . .
...
0 1/ak−1,2k−1 0
1/ak,2k
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
From the formulas for R,Q , T and S, it follows that A# is signed.
To give a graph–theoretic description of A#, note that there is a unique path in D(A) between any
two vertices. Here, ̂A = −a1,k+1ak+1,2a2,k+2· · ·ak,2ka2k,1 and γ̂A[1, 2k + 1] = −a1,2k+1a2k+1,1. Thus
A# has the block form given in (9), and for example,
R = 1
̂A
[
0 −PA[2 → 2k + 1] · · · 0]T ,
T = 1
̂A
[
0 · · · 0 −PA[2k + 1 → k]] .
Letting A# = (αij) and (i, j) be the length of the path in D(A) from i to j, it follows that
αij =
{− 1
̂A
PA[i → j]δ̂A(i, j) if (i, j) is odd
0 otherwise.
(11)
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Fig. 1. D(A) for Example 2.4.
Note that if k j > i 1, then δ̂A(k + 1, k) = γ̂A(k + 1, k) = −a1,2k+1a2k+1,1 and δ̂A(k + i, j) = 0
otherwise, giving αk+1,k = 1̂A PA[k + 1 → k]a1,2k+1a2k+1,1 and αk+i,j = 0 otherwise.
Example 2.4. Let A be the matrix
A =
⎡⎢⎢⎢⎢⎣
0 0 a13 a14 a15
0 0 0 a24 a25
a31 0 0 0 0
a41 a42 0 0 0
a51 a52 0 0 0
⎤⎥⎥⎥⎥⎦ =
⎡⎣ 0 X uY 0 0
vT 0 0
⎤⎦
withD(A)given inFig. 1, inwhicheachedge represents a2-cycle.Note thatX andY arebothnonsingular
and
(XY)−1 = 1
det XY
[
a24a42 −a14a42−a24a41 a13a31 + a14a41
]
,
where det XY = det X det Y = a13a31a24a42. By Theorem2.1,A# exists if and only if 1 + vT (XY)−1u /=
0. A direct computation gives
1 + vT (XY)−1u = 1 + [a51 a52] (XY)−1
[
a15
a25
]
= ̂A
det XY
,
where ̂A = a13a31a24a42 + a15a51a24a42 + a13a31a25a52 + a14a41a25a52 − a14a42a25a51 − a15a52× a24a41 and det XY /= 0. Thus A# exists if and only if ̂A /= 0 and in this case α in (6) is given
by α = det XY
̂A
. By Corollary 2.2, A# is of the form (9) where the blocks R and T are given by
R = 1
̂A
[
a15a24a42 − a14a42a25
a25(a13a31 + a14a41) − a24a41a15
]
and
T = 1
̂A
[
a51a24a42 − a52a24a41 a52(a13a31 + a14a41) − a51a14a42] .
Computation of the blocks Q and S gives
Q = 1
̂A
[
a13(a24a42 + a25a52) a14a25a52 − a15a52a24−a24a41a13 − a25a51a13 a24(a13a31 + a15a51) − a25a51a14
]
and
S = 1
̂A
[
a31(a24a42 + a25a52) −a31a14a42 − a31a15a52
a41a25a52 − a42a25a51 a42(a13a31 + a15a51) − a41a15a52
]
.
For a graph–theoretic description, let A# = (αij). Then
αij = − 1
̂A
∑
p
P
p
A[i → j]γ̂ pA (i, j), (12)
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where the sum is taken over all paths p in D(A) from i to j of odd length; αij = 0, otherwise. Note that
in this example, δ̂
p
A(i, j) = γ̂ pA (i, j) for all such odd-length paths p from i to j.
3. Inverse of a nonsingular matrix with a tree graph
In [5], D(A) is a path graph, BC is tridiagonal and we explicitly computed (BC)−1 to ﬁnd A# from
the ﬁrst equality in (3). For other bipartite matrices, here we use the Sherman–Morrison formula to
give (BC)−1 in terms of (XY)−1 and hence ﬁnd A# from (9). To ﬁnd some of the inverses needed in (9),
consider the bipartite matrix
W =
[
0 X
Y 0
]
, (13)
where X , Y are k × k and nonsingular and D(W) is a tree graph (soW is combinatorially symmetric.)
Since D(W) is a tree graph with an even number of vertices and by combinatorial symmetry of W , it
follows that det X det Y = W , the sum of (unsigned) weights of maximum cyclic decompositions in
D(W). Note that in this case ̂W = (−1)kW as a maximum cyclic decomposition in D(W) consists
of k disjoint 2-cycles. Also, detW = (−1)k det XY = (−1)kW /= 0. Now,
W−1 =
[
0 Y−1
X−1 0
]
,
hence, Y
−1
ij = W−1i,k+j and X−1ij = W−1k+i,j , for i, j = 1, . . ., k. Any two distinct vertices are connected by
a unique path in the tree graph D(W). Thus, for i, j = 1, . . ., k, using [7, Corollary 9.1],
Y
−1
ij =
(−1)(i,k+j)PW [i → k + j] det[W(i, . . ., k + j)]
detW
,
where (i, k + j) is the length of the (unique) path in D(W) from i to k + j and W(i, . . ., k + j) is the
(2k − (i, k + j) − 1) × (2k − (i, k + j) − 1)matrix obtained fromW bydeleting rowsandcolumns
corresponding to the vertices on the path from i to k + j. As (i, k + j) is always odd and detW =
(−1)kW ,
Y
−1
ij =
(−1)k+1PW [i → k + j] det[W(i, . . ., k + j)]
W
. (14)
Let γW (i, k + j) denote the sum of weights of maximum cyclic decompositions on D(W(i, . . .,
k + j)) and let (i, k + j) =  = 2s + 1(s 0). If |C(D(W(i, . . ., k + j)))| is less than 2k −  − 1 =
2(k − s − 1), then the matrix W(i, . . ., k + j) of order 2(k − s − 1) is singular, i.e., detW(i, . . .,
k + j) = 0. If, on the other hand, |C(D(W(i, . . ., k + j)))| is equal to 2(k − s − 1), then detW(i, . . .,
k + j) = (−1)k−s−1γW (i, k + j). Thus from (14),
Y
−1
ij =
(−1)sPW [i → k + j]δW (i, k + j)
W
. (15)
Similarly, for i, j = 1, . . ., k, with 2t + 1 = (k + i, j),
X
−1
ij =
(−1)tPW [k + i → j]δW (k + i, j)
W
. (16)
4. Broom graphs
In this section, we consider broom graphs and graph–theoretic descriptions of their group inverses,
if they exist. We divide the discussion into two different cases. In Section 4.1, we consider the case
where the broom consists of a path graph on an even number of vertices with leaves connected to an
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Fig. 2. D(A): The broom graph B2k .
end vertex of the path and in Section4.2,we consider the casewhere the broomconsists of a path graph
on an odd number of vertices with leaves connected to an end vertex of the path. Any two distinct
vertices i, j in a broom graph are connected by a unique path of length (i, j). The results obtained in
Sections 4.1 and 4.2 can be summarized by the following theorem.
Theorem 4.1. Let A be a matrix with D(A) a broom graph. The group inverse A# = (αij) exists if and only
if ̂A /= 0. If A# exists, then
αij =
{− 1
̂A
PA[i → j]δ̂A(i, j) if (i, j) is odd
0 otherwise.
(17)
4.1. The broom graph B2k
The broom graph B2k on 2k +  vertices consists of a path graph on 2k vertices 1, . . ., 2k and
 leaves connected to the end vertex k of the path; this is shown in Fig. 2 where each edge rep-
resents a 2-cycle. The associated matrix A is of the form (2), where U = ekxT and V = yeTk with
x = [ak,2k+1 ak,2k+2· · ·ak,2k+]T and y = [a2k+1,k a2k+2,k· · ·a2k+,k]T . In this case,
UV = (xTy)ekeTk =
(
ak,2k+1a2k+1,k + ak,2k+2a2k+2,k + · · · + ak,2k+a2k+,k) ekeTk= SekeTk ,
whereS is the sum of weights of maximum cyclic decompositions in the star graph on  + 1 vertices
k, 2k + 1, . . ., 2k + . Let W be the leading 2k × 2k principal submatrix of A. Then D(W) is the path
graph on 2k vertices consisting of the path (k + 1, 1, k + 2, 2, . . ., 2k, k) and its reversal, and
A = W + γW (k)S. (18)
Lemma 4.2. Let W =
[
0 X
Y 0
]
where X , Y are k × k, and D(W) is the path graph on 2k vertices consisting
of the path (k + 1, 1, k + 2, 2, . . ., 2k, k) and its reversal. Then (XY)−1 exists and for i = 1, . . ., k,
(XY)−1ik =
1
W
(−1)i+kPW [i → k]γW (i, k) (19)
and
(XY)−1ki =
1
W
(−1)i+kPW [k → i]γW (i, k). (20)
If i = k, set PW [k → k] = 1 and γW (k, k) = γW (k).
Proof. Note that (XY)−1 exists since X , Y are nonsingular upper and lower triangularmatrices, respec-
tively. From the matrixW , form the (2k + 1) × (2k + 1) matrix
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W˜ =
⎡⎣ 0 X uY 0 0
vT 0 0
⎤⎦ ,
where u = a˜k,2k+1ek and v = a˜2k+1,keTk , and a˜k,2k+1 and a˜2k+1,k are chosen so that W˜ /= 0. Then
D(W˜) is the bipartite path graph on 2k + 1 vertices consisting of the path (k + 1, 1, k + 2, . . .,
2k, k, 2k + 1) and its reversal. This is the bipartite path graphwith an oddnumber of vertices discussed
in [5]. Let B˜ = [X|u] and C˜ = [YT |v]T . Then by [5, Corollary 3.3, Proposition 3.6], (˜BC˜)−1 exists and its
entries are
(˜BC˜)−1ij =
1
det B˜C˜
(−1)i+jPW˜ [i → j]γW˜ (i, j), 1 i, j k.
Since the entries of B˜C˜ and XY are the same except for the (k, k) entries, the cofactor formula shows
that (XY)−1ik = (˜BC˜)−1ik det B˜C˜/ det XY . But det XY = W , PW˜ [i → k] = PW [i → k] and γW˜ (i, k) =
γW (i, k), thus
(XY)−1ik =
(−1)i+kPW [i → k]γW (i, k)
W
.
The formula for (XY)−1ki follows similarly. 
Lemma 4.3. Let A be as in (2) with D(A) the broom graph B2k in Fig. 2. Then det BC = W + γW (k)S
= A and A# exists if and only if det BC /= 0.
Proof. Since BC = XY + UV , where XY is nonsingular and UV = SekeTk has rank one, it follows from
(4) that det BC = det XY(1 + SeTk (XY)−1ek) = det XY(1 + S(XY)−1kk ). Thus, using Lemma 4.2, the
fact that det XY = W and (18), det BC = W
(
1 + S γW (k)W
)
= A. The second part of the theorem
now follows from the proof of Theorem 2.1 as XY is nonsingular. 
For the matrix A in (2) with D(A) a broom graph B2k as in Fig. 2, UV = SekeTk is of the form wzT
as in Theorem 2.1; thus, α in (6) is equal to (1 + SeTk (XY)−1ek)−1. The calculations in the proof of
Lemma 4.3 give α = W
A
. Thus, assuming thatA /= 0, Corollary 2.2 gives a block form for the group
inverse A#.
Using Corollary 2.2 and the above calculations,
R = α(XY)−1U = W
A
(XY)−1ekxT (21)
and
Q = (I − RV)Y−1 = Y−1 − SW
A
(XY)−1ekeTkY−1. (22)
Computing the nonzero blocks Q and R in (9) gives the entries A#i,k+j , for i = 1, . . ., k, j = 1, . . ., k + .
Since Y is a nonsingular and lower triangular matrix, for i < j,
Y
−1
ij = 0, (23)
and
Y
−1
ii =
1
ak+i,i
. (24)
The following relations are used to compute the entries of A#.
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Lemma 4.4. Let D(A) be the broom graph B2k given in Fig. 2, with D(W) the path graph on 2k vertices
consisting of the path (k + 1, 1, k + 2, 2, . . ., 2k, k) and its reversal. For j = 1, . . ., k,
γW (k + j, k)γW [k, k + j] = W . (25)
For j < k,
PW [k + j → k]PW [k → k + j] = γW [k + j, k]γW [j, 2k]. (26)
For i < k,
PW [i → k]PW [k → i] = γW [i, 2k]γW [k + i + 1, k]. (27)
For k i j,
PW [k → k + j] = PW [k → i]PW [i, k + j]. (28)
For i < j < k,
γA(i, k + j) = γW (i, k)γW [j, 2k]S. (29)
For i < k,
γA(i, 2k) = γW (i, k)S. (30)
For j i < k (where γ [k + 1, 0] = 1),
γA(i, k + j) = γW [k + 1, j − 1](γW [k + i + 1, k] + γW [k + i + 1, 2k]S)
= γW (i, k + j) + γW [k + 1, j − 1]γW [k + i + 1, 2k]S. (31)
For i < k,
γW (k) = γW [k + 1, i]γW [k + i + 1, 2k] + γW [i, 2k]γW [k + 1, k + i]. (32)
From Corollary 2.2, (21) and (19), it follows that for i = 1, . . ., k, j = 1, . . ., ,
A#i,2k+j=
W
A
(XY)−1ik xj
= W
A
(−1)i+kPW [i → k]γW (i, k)
W
ak,2k+j
= 1
A
(−1)sPA[i → 2k + j]γA(i, 2k + j),
where 2s + 1 = 2(k − i) + 1 is the length of the path in D(A) from i to 2k + j.
From Corollary 2.2 and (22), it follows that for i, j = 1, . . ., k,
A#i,k+j = Y−1ij −
SW
A
(XY)−1ik Y
−1
kj . (33)
We compute the entries A#i,k+j by considering the following four cases for i, j = 1, . . ., k: i = k,
j = k, i < j and i j. Note that for j i k, δW (i, k + j) = γW (i, k + j).
If i = k, then for j = 1, . . ., k, using (33), (19) and Lemma 4.3,
A#k,k+j = Y−1kj −
SW
A
(XY)−1kk Y
−1
kj =
(
1 − SW
A
(XY)−1kk
)
Y
−1
kj =
W
A
Y
−1
kj .
Using (15) and since γW (k, k + j) = γA(k, k + j),
A#k,k+j =
1
A
(−1)sPA[k → k + j]γA(k, k + j),
where 2s + 1 is the length of the path in D(A) (equivalently, in D(W)) from k to k + j.
M. Catral et al. / Linear Algebra and its Applications 432 (2010) 36–52 45
If j = k in (33), then for i < k, using (19), (23) and (24),
A#i,2k=−
SW
A
(−1)i+kPW [i → k]γW (i, k)
W
1
a2k,k
= (−1)
i+k−1SPW [i → 2k]γW (i, k)
A
,
since PW [i → 2k]a2k,k = PW [i → k]. Using (30) and since γW (i, k) = γW (i, 2k),
A#i,2k =
1
A
(−1)sPA[i → 2k]γA(i, 2k),
where 2s + 1 = 2(k − i − 1) + 1 is the length of the path in D(A) (equivalently, in D(W)) from i to
2k.
If i < j < k in (33), then using (19), (23) and (15), since the length of the path from k to k + j is
2(k − j) + 1,
A#i,k+j=−
SW
A
(−1)i+kPW [i → k]γW (i, k)
W
(−1)k−jPW [k → k + j]δW (k, k + j)
W
= (−1)
sSPW [i → k + j]PW [k + j → k]PW [k → k + j]γW (i, k)γW (k, k + j)
AW
,
where 2s + 1 = 2(j − i − 1) + 1 is the length of the path in D(A) (equivalently, in D(W)) from i to
k + j. Thus, using (26),
A#i,k+j=
(−1)sSPW [i → k + j]γW [k + j, k]γW [j, 2k]γW (i, k)γW (k, k + j)
AW
= (−1)
sPW [i → k + j]γA(i, k + j)W
AW
by (29) and (25)
= 1
A
(−1)sPA[i → k + j]γA(i, k + j).
If i j, then for i < k, using (33), (15) and (19),
A#i,k+j=Y−1ij −
SW
A
(XY)−1ik Y
−1
kj
= (−1)
i−jPW [i → k + j]γW (i, k + j)
W
− SW
A
× (−1)
i+kPW [i → k]γW (i, k)
W
(−1)k−jPW [k → k + j]γW (k, k + j)
W
.
Thus, using (28),
A#i,k+j=
(−1)i−jPW [i → k + j]
AW
× (AγW (i, k + j) − SPW [i → k]PW [k → i]γW (i, k)γW (k, k + j)) ,
and by (27),
A#i,k+j =
(−1)i−jPW [i → k + j]
AW
β ,
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where
β = AγW (i, k + j) − SγW [i, 2k]γW [k + i + 1, k]γW (i, k)γW (k, k + j). (34)
We next show that
β = WγA(i, k + j), (35)
which implies that
A#i,k+j =
1
A
(−1)sPA[i → k + j]γA(i, k + j),
where 2s + 1 = 2(i − j) + 1 is the length of the path in D(A) (equivalently, in D(W)) from i to k + j.
It is left to prove (35). From (34) and (18), since γW (i, k) = γW [k + 1, k + i] and γW (k, k + j) =
γW [k + 1, j − 1],
β = (W + γW (k)S)γW (i, k + j)−SγW [i, 2k]γW [k + i + 1, k]γW [k + 1, k + i]γW [k + 1, j − 1].
Note that γW (i, k + j) = γW [k + 1, j − 1]γW [k + i + 1, k] so that
β = WγW (i, k + j) + SγW (i, k + j)(γW (k) − γW [i, 2k]γW [k + 1, k + i]).
Now using (32),
β = WγW (i, k + j) + SγW (i, k + j)(γW [k + 1, i]γW [k + i + 1, 2k]+ γW [i, 2k]γW [k + 1, k + i] − γW [i, 2k]γW [k + 1, k + i])= WγW (i, k + j) + SγW (i, k + j)γW [k + 1, i]γW [k + i + 1, 2k]= WγW (i, k + j) + SγW [k + 1, j − 1]γW [k + i + 1, k]γW [k + 1, i]γW [k + i + 1, 2k]= WγW (i, k + j) + SWγW [k + 1, j − 1]γW [k + i + 1, 2k]= WγA(i, k + j),
where the last equality follows from (31). This proves (35) and completes the computations for the
blocks Q and R of A#.
The computations for the blocks S and T for the entriesA#k+i,j ,i = 1, . . ., k + , j = 1, . . ., k are found
similarly by using Corollary 2.2, Lemmas 4.2 and 4.4, (16) and the fact that X−1 is upper triangular.
Collecting together the above cases gives the following result for the entries of the group inverse.
Theorem 4.5. Let D(A) be the broom graph B2k in Fig. 2 with associated matrix A. The group inverse
A# = (αij) exists if and only if A /= 0, in which case
αij =
{
1
A
(−1)sPA[i → j]γA(i, j) if (i, j) = 2s + 1, s 0,
0 otherwise.
(36)
In the case that A is a nonnegative matrix, A, γA(i, j) and PA[i → j] in (36) are positive giving the
following result.
Corollary 4.6. Let D(A) be the broom graph B2k in Fig. 2 with associated nonnegative matrix A. Then the
group inverse A# exists and is signed.
The path graph on an odd number of vertices is a special case of the broom graph B2k ( = 1), so
Theorem 4.5 above generalizes [5, Theorem 3.7] and conﬁrms [5, Conjecture 5.1] for broom graphs B2k
( > 1) as δA(i, j) = γA(i, j) if the path from i to j is of odd length.
Theorem 4.5 can also be stated in terms of signed weights of maximum cyclic decompositions as
in Examples 2.3 and 2.4 (see (11) and (12)).
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Fig. 3. D(A): the broom graph B44 .
Corollary 4.7. Let D(A) be the broom graph B2k in Fig. 2with associated matrix A. Then the group inverse
A# = (αij) exists if and only if ̂A /= 0. If A# exists, then the entries αij are given by (17) with δ̂A(i, j) =
γ̂A(i, j).
Proof. For the matrix Awith D(A) the broom graph B2k in Fig. 2,
̂A = (−1)kA (37)
and for i, j such that the path from i to j is of length 2s + 1 with s 0,
γ̂A(i, j) = (−1)k−s−1γA(i, j). (38)
The formula (17) now follows from Theorem 4.5, (37) and (38). 
Example 4.8. Consider A as in (1) with
B =
[
a13 a14 0 0 0 0
0 a24 a25 a26 a27 a28
]
, C =
[
a31 a41 0 0 0 0
0 a42 a52 a62 a72 a82
]T
for whichD(A) is the broom graph B44 in Fig. 3. If ̂A /= 0, then Theorem 4.5 (or Corollary 4.7) gives the
value of each entry of A#. If all speciﬁed entries aij are positive, then A
# exists and moreover is signed
with
sgn(A#) =
[
0 V
W 0
]
, V =
[+ + − − − −
− + + + + +
]
= WT .
Note that all entries in the off-diagonal blocks of A# are nonzero, since δA(i, j) = γA(i, j) > 0 for these
blocks. If A is a symmetric matrix with no restrictions on the signs of the speciﬁed entries aij , then A
#
is equal to the Moore–Penrose inverse A†, and it follows from [8, Theorem 4.1 and Example 3.2] that
A# is signed.
4.2. The broom graph B+12k−1
The broom graph B+12k−1 on 2k +  vertices consists of a path graph on 2k − 1 vertices 1, . . ., 2k −
1 and  + 1 leaves connected to the end vertex k of the path; this is shown in Fig. 4 where each
edge represents a 2-cycle. This can also be viewed as a path graph on 2k vertices 1, . . ., 2k with 
leaves attached at vertex k (the neighbor of the end vertex 2k of the path). The associated matrix
A is of the form (2), where U = ekxT and V = yeTk with x = [ak,2k+1 ak,2k+2 · · · ak,2k+]T and y =
[a2k+1,k a2k+2,k · · · a2k+,k]T . As in Section 4.1,
UV = (xTy)ekeTk = SekeTk ,
whereS is the sum of weights of maximum cyclic decompositions in the star graph on  + 1 vertices
k, 2k + 1, . . ., 2k + . Let W be the leading 2k × 2k principal submatrix of A. Then D(W) is the path
graph on 2k vertices consisting of the path (1, k + 1, 2, k + 2, . . ., 2k − 1, k, 2k) and its reversal. In this
case, as in Section 4.1,
A = W + γW (k)S. (39)
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Fig. 4. D(A): The broom graph B+12k−1.
For the broom graph B+12k−1, the ordering of the vertices on the path graph D(W) is different from that
in the broom graph B2k in Section 4.1. The result of the next lemma is the same as that in Lemma 4.2,
but the proof is different.
Lemma 4.9. Let W =
[
0 X
Y 0
]
where X , Y are k × k, and D(W) is the path graph on 2k vertices consisting
of the path (1, k + 1, 2, k + 2, . . ., 2k − 1, k, 2k) and its reversal. Then (XY)−1 exists and for i = 1, . . ., k,
(XY)−1ik =
1
W
(−1)i+kPW [i → k]γW (i, k) (40)
and
(XY)−1ki =
1
W
(−1)i+kPW [k → i]γW (i, k). (41)
If i = k, set PW [k → k] = 1 and γW (k, k) = γW (k).
Proof. Note that X and Y are lower and upper triangular, respectively. In particular, X
−1
ik = 0 and
X
−1
kk = 1ak,2k , for i < k. Thus, (XY)−1ik = (Y−1X−1)ik = Y−1ik X−1kk , for i = 1, . . ., k. Now using (15),
(XY)−1ik =
(−1)k−iPW [i → 2k]δW (i, 2k)
W
1
ak,2k
= (−1)
k+iPW [i → k]γW (i, k)
W
,
since PW [i → k]ak,2k = PW [i → 2k] and δW (i, 2k) = γW (i, 2k) = γW (i, k).
The formula for (XY)−1ki can be obtained similarly using (16) and the fact that Y is upper
triangular. 
The proof of Lemma 4.10 below is the same as that of Lemma 4.3. The relations in Lemma 4.11 are
easily veriﬁed from the graph of B+12k−1.
Lemma 4.10. Let A be as in (2) with D(A) the broom graph B+12k−1 in Fig. 4. Then det BC = W +
γW (k)S = A and A# exists if and only if det BC /= 0.
Lemma 4.11. Let D(A) be the broom graph B+12k−1 given in Fig. 4,with D(W) the path graph on 2k vertices
consisting of the path (1, k + 1, 2, k + 2, . . ., 2k − 1, k, 2k) and its reversal. For i j < k,
W = γW (i, k + j)γW [i, k + j] (42)
and
A = γA(i, k + j)γA[i, k + j]. (43)
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Theorem 4.12. Let D(A) be the broom graph B+12k−1 in Fig. 4 with associated matrix A. The group inverse
A# = (αij) exists if and only if A /= 0, in which case
αij =
{
1
A
(−1)sPA[i → j]δA(i, j) if (i, j) = 2s + 1, s 0,
0 otherwise.
(44)
Proof. For the broom graph B+12k−1 in Fig. 4, the associated matrix A is of the form (2) with X lower
triangular, Y upper triangular and UV = SekeTk . By Theorem 2.1, the group inverse A# exists if and
only if 1 + SeTk (XY)−1ek /= 0. Similar calculations to those in the proof of Lemma 4.3 give α =
(1 + SeTk (XY)−1ek)−1 in (6) as WA , and assuming that A /= 0, Corollary 2.2 gives a block form
for A#. Using Corollary 2.2, the blocks R and Q are given, as in Section 4.1, by (21) and (22). Comput-
ing the nonzero blocks Q and R in (9) gives the entries A#i,k+j , for i = 1, . . ., k, j = 1, . . ., k + . The
computations for the blocks S and T for the entries A#k+i,j ,i = 1, . . ., k + , j = 1, . . ., k are similar.
From Corollary 2.2, (21) and using Lemma 4.9, it follows as in Section 4.1 that for i = 1, . . ., k,
j = 1, . . ., ,
A#i,2k+j =
1
A
(−1)sPA[i → 2k + j]γA(i, 2k + j),
where 2s + 1 = 2(k − i) + 1 is the length of the path in D(A) from i to 2k + j.
From Corollary 2.2 and (22), it follows that for i, j = 1, . . ., k,
A#i,k+j = Y−1ij −
SW
A
(XY)−1ik Y
−1
kj . (45)
Since Y is upper triangular, (45) gives for i = 1, . . ., k and j < k,
A#i,k+j = Y−1ij (46)
and thus by (15),
A#i,k+j =
(−1)sPW [i → k + j]δW (i, k + j)
W
, (47)
where 2s + 1 is the length of the path in D(W) (or equivalently, in D(A)) from i to k + j. In the
subcase, if j < i k, then from (46) and again since Y is upper triangular, A#i,k+j = 0. Note that for j <
i k, δW (i, k + j) = δA(i, k + j) = 0. In theother subcase, if i j < k, then δW (i, k + j) = γW (i, k + j).
Using (47), (42) and (43) with γW [i, k + j] = γA[i, k + j] gives
A#i,k+j =
(−1)sPA[i → k + j]γA(i, k + j)
A
,
where 2s + 1 is the length of the path in D(A) from i to k + j.
Lastly, if i = 1, . . ., k and j = k, it follows from (45), (40) and (15) that
A#i,2k =
(−1)sPW [i → 2k]δW (i, 2k)
W
− SW
A
1
W
(−1)i+kPW [i → k]γW (i, k) 1
a2k,k
= (−1)sPW [i → 2k]γA(i, 2k)
[
1
W
− S
Aak,2ka2k,k
]
,
since PW [i → 2k] = PW [i → k]ak,2k , δW (i, 2k) = γW (i, 2k) = γW (i, k) = γA(i, 2k) and 2s + 1 =
2(k − i) + 1 is the length of the path in D(A) from i to 2k. Using W = γW (k)ak,2ka2k,k and (39)
gives
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Fig. 5. The broom graph B35.
A#i,2k =
1
A
(−1)sPA[i → 2k]γA(i, 2k),
completing the proof. 
If A is a nonnegative matrix with D(A) the broom graph B+12k−1, then the result of Corollary 4.6 also
holds, namely that A# exists and is signed.
Corollary 4.13. Let D(A) be the broom graph B+12k−1 in Fig. 4 with associated matrix A. Then the group
inverse A# = (αij) exists if and only if ̂A /= 0. If A# exists, then the entries αij are given by (17).
Proof. For the matrix Awith D(A) the broom graph B+12k−1 in Fig. 4, ̂A is also given by (37), and for i, j
such that the path from i to j is of length 2s + 1 with s 0,
δ̂A(i, j) = (−1)k−s−1δA(i, j). (48)
The formula (17) now follows from Theorem 4.12, (37) and (48). 
Example 4.14. Consider A as in (1) with
B =
⎡⎣a14 0 0 0 0a24 a25 0 0 0
0 a35 a36 a37 a38
⎤⎦ ,
C =
⎡⎣a41 0 0 0 0a42 a52 0 0 0
0 a53 a63 a73 a83
⎤⎦T
for which D(A) is the broom graph B35 in Fig. 5. If ̂A /= 0, then Theorem 4.12 (or Corollary 4.13) gives
the value of each entry ofA#. If all speciﬁed entries aij are positive, thenA
# = (αij) exists andmoreover
is signed with
sgn(A#) =
[
0 V
W 0
]
, V =
⎡⎣+ − + + +0 + − − −
0 0 + + +
⎤⎦ = WT .
Note that δ̂(2, 4) = δ̂(4, 2) = δ̂(3, 4) = δ̂(4, 3) = δ̂(3, 5) = δ̂(5, 3) = 0; thus, α24 = α42 = α34 =
α43 = α35 = α53 = 0. For all other entries αij such that the path from i to j is of odd length 2s + 1
(0 s 2), it follows that sgn(αij) = sgn(δ̂(i, j)) = (−1)s.
5. Open question
Theprevious formulas for the group inverse of a bipartitematrix leadus to the followingproposition
andopenquestion. Anecessary and sufﬁcient condition for the existence ofA# for a complexmatrixA is
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given in [3, Lemma 2.2] in terms of sums of principal minors of A. Here we use ̂A /= 0 to characterize
the existence of A# as we are interested in a graph–theoretic description of the entries of A#.
Proposition 5.1. Let A be an n × n bipartite matrix with (bipartite) digraph D(A). Suppose that the size
of a maximum cyclic decomposition in D(A) is equal to the rank of A. Then the group inverse A# exists if
and only if ̂A /= 0.
Proof. Let p(x) = xn + c1xn−1 + c2xn−2 + · · · + cn−1xn−1 + cn be the characteristic polynomial of
A. The coefﬁcient ct of x
n−t equals (−1)t times the sumof thedeterminantsof theprincipal submatrices
of A of order t. Using Coates’ formula (see e.g., [2, Page 65]), ct = 0 if t is odd, and if t is even then ct
is equal to the sum of signed weights of cyclic decompositions of size t in D(A) . Let r be the rank of A.
By assumption, |C(D(A)| = r; thus, ̂A is the coefﬁcient of xn−r in p(x) and all coefﬁcients ct of xn−t
for t > r are zero. Assume that ̂A /= 0. Then the algebraic multiplicity of the eigenvalue 0 is n − r,
which equals n−rank A, the geometric multiplicity of 0. Thus rank A = rank A2 and hence A# exists.
Conversely, if ̂A = 0, then p(x) = xsq(x), where s > n − r and q(x) is a polynomial. This implies that
the algebraic multiplicity of the eigenvalue 0 is strictly greater than its geometric multiplicity; thus
rank A /= rank A2 and A# does not exist. 
Note that for a matrix A as in Theorem 2.1, |C(D(A)| is 2k, which is equal to the rank of A. For a
nonsymmetric matrix A, if |C(D(A)| is not equal to the rank of A, then A# may not exist, as shown in
the following example.
Example 5.2. Let
A =
⎡⎢⎢⎣
0 0 a13 0
0 0 a23 0
a31 0 0 0
0 a42 0 0
⎤⎥⎥⎦ ,
where the speciﬁed entries aij are nonzero. Then |C(D(A)| = 2 with ̂A = −a13a31 /= 0. However, A#
does not exist since rank A = 3 /= rank A2 = 2.
We now pose the following question for the entries of the group inverse of a class of bipartite
matrices that includes all examples given in this paper.
QUESTION. Is the following statement true?
Let A be an n × n bipartite matrix with (bipartite) digraph D(A). Suppose that the size of a maximum
cyclic decomposition in D(A) is equal to the rank of A. If ̂A /= 0, then A# = (αij) is given by
αij = − 1
̂A
∑
p
P
p
A[i → j]δ̂pA(i, j), (49)
where the sum is taken over all paths p in D(A) from i to j of odd length; αij = 0, otherwise.
Note that if A is a nonsingular bipartite matrix (e.g., a path graph of any even order), then (49)
reduces to a known graph–theoretic formula for the entries of the inverse [7, Corollary 9.1].
In the case thatA is a singular bipartitematrix, the above question,which generalizes our conjecture
[5, Conjecture 5.1] on tree graphs, has a positive answer for
• D(A) a tree graph with at most 7 vertices [5, Section 5]
• D(A) a path graph of any odd order [5, Theorem 3.7]
• D(A) a broom graph (Theorem 4.1)
• D(A) a 2k-cycle connected with a 2-cycle at one vertex (Example 2.3)
• D(A) a bipartite digraph on 5 vertices with two 4-cycles, giving two distinct odd-length paths
between several pairs of vertices (Example 2.4).
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