Abstract-This article presents a new approach for obtaining the change point in the hazard function. The proposed approach is developed with the Bayesian estimator. Using a simulation study, mean value and mean square error (MSE) of proposed estimator are obtained and compared with the mean and MSE of traditional estimators. It is showed that the proposed estimator is more efficient than the traditional estimators in many cases. Furthermore, a numerical example is discussed to demonstrate the practice of the proposed estimator.
INTRODUCTION
Let T denote an independent identically disrtributed random variable of survival times. The hazard model of T is given by
where >0, >0, >0,  and  are hazard rates, and  is the change point. Hence, the hazard function, h(t), is assumed to have a constant value  until time , and a constant value  after time . Therefore, obtaining a correct estimate of the change point plays an important role in medical and biological researches. Some recent studies in these fields are given as Gupta et al. [1] , Tabnak et al. [2] , Faucett et al. [3] , Gijbels and Gurler [4] , Lin [5] , Daniel and Nader [6] , Karasoy and Kadilar [7] , etc.
It is well known that the probability density function and survival function of a random variable T are given by respectively. Note that f(t) and S(t) have a jump point at  [8, 9, 10] .
This article is organized as follows. Section 2 introduces the available traditional estimates of . In Section 3, my proposed estimator is presented. A simulation study is performed and the results of this simulation are discussed in Section 4. In Section 5, I present a numerical example to demonstrate the application of my proposed estimator.
TRADITIONAL ESTIMATORS
Let T 1 , …, T n be a random sample from (1) . From this point onwards, without loss of generality, assume that T 1  … T n , in other words, after making suitable rearrangement the order statistics, T 1 , …, T n , can always be observed.
Nguyen et al. [11] obtained a consistent estimator of  in the model (1) as follows: 
are the mean and variance of the righ-hand portion of the sample, respectively. Here I is an indicator function and the survival times, T 1 ,…,T n , are ordered as T 1 …T n . A value of t for which X n (t) is close to 0 is a candidate for an estimate of . This method will be abbreviated as NRW in the rest of the article.
Basu et al. [12] presented two estimators for the change point, namely
where  and The motivation for these estimates are as follows. Consider the hypothesis testing problem: for the simulation study in this article.
Ghosh and Joshi [13] also investigated the asymptotic distributions of   BGJ1 and   BGJ2 .
Ghosh et al. [14] considered the following likelihood function:
where D denotes the data {T 1 ,…,T n } with T 0 = 0 and
is the sum of survival times for the left-hand portion of the sample;
. This method will be abbreviated as GJM in the rest of the article.
In GJM, the non-informative prior distribution is given by
Multiplying (5) and (6), the posterior distribution is obtained as
and using (7), the marginal posterior distribution for the change point was given by
A value of t which maximizes (8) is a candidate for the estimate of . Note that > in (1) for this method. Ghosh et al. [15] proved that the posterior distribution of ,  and t were asymptotically independent of each other.
Achcar and Loibel [8] defined a uniform prior distribution for  and  in (6) as
and showed that the choice of informative prior densities gave very accurate inference results on the data set for a medical research study.
Karasoy and Kadilar [16] used the least square estimates of  and  given by Gijbels and Gurler [4] in place of  and  in (6) . They obtained the posterior distribution using
function given by Gijbels and Gurler [4] . Similar to the estimator in GJM, a value of t, which maximizes the posterior distribution, is a candidate for the estimate of . This method will be abbreviated as KK in the rest of the article.
PROPOSED ESTIMATOR
Considering the definition of the prior distribution, (6), as in GJM, and another prior distribution, (9) , as suggested by Achcar and Loibel [8] , I decide to use a prior distribution defined in KK with the least square estimates of  and  given by Gijbels and Gurler [4] in place of  and  in (6) as follows:
where are the least squares estimates of  and , respectively, for each t i ; t ij = t i / t j for t j > t i , j = 1,2,…,n.
I obtain the posterior distribution for the change point in (1) by following the path described in Section 2, as follows:
where   i t L is a likelihood function in (5) . Note that Karasoy and Kadilar [16] used
function given by Gijbels and Gurler [4] for the posterior distribution in (13) .
Similar to the GJM and KK methods, a value of t, which maximizes (13), is a candidate for the estimate of . However, the condition    in (1) is not required for this method.
SIMULATION
In this section, I try to find out which estimator has the smallest mean square error (MSE) under different conditions. In this simulation study, I take 1000 samples of sizes n = 25, 50, 100 and various values for the parameters in (1), as shown in Table 1 , by coding a program in Visual Basic 6.0. The computed mean and MSE values of the traditional estimators and the proposed estimator are also given in Table 1 . From Table  1 , I observe that the proposed estimator generally has a smaller MSE than the other estimators, except for a few cases. Therefore, I can infer that the proposed estimator is generally more efficient than the traditional estimators. For all cases, the proposed estimator is more efficient than the NRW estimator, and gives more accurate estimates considering mean values. For all cases where α is bigger than , the proposed estimator is more efficient than the KK estimator. Also, the proposed estimator is more efficient than the GJM estimator, except for the case n = 100, α = 2,  = 0.5,  = 1. In addition, when the difference between  and  gets higher for the large sample sizes, the proposed estimator is more efficient than the BGJ estimator. I can claim that the proposed estimator is more efficient than the BGJ estimator when α gets bigger for the invariants of  and . Note that the BGJ estimator is unable to find a suitable t satisfying the condition (4) in some cases. Also, the BGJ and the GJM estimators can not be applied for < in the hazard function. These cases are shown by a dash in Table 1 . 
