I. INTRODUCTION
One of the key needs of synthetic biology is the development of feedback control theory that can be used to design synthetic controllers for biomolecular processes [1] . A promising direction for this work is to exploit chemical reaction network (CRN) theory, since CRN's act as a "bridge" between mathematical design using ordinary differential equations (ODEs) and biological implementations using nucleic acid-based chemistry based on DNA strand displacement (DSD) reactions [2] - [4] . The ODE to CRN to DNA design framework [5] , [6] assigns a formal species in the CRN to sets of DNA species, allowing the construction of circuits in a specific biological context [7] - [9] , and providing a high level of automation using available syntax and software tools [10] - [12] .
In the context of feedback control, a key challenge is to program CRNs to perform the subtraction operation between non-negative quantities, since implementation of this operator using CRNs generally results in a one-sided subtraction (i.e. it can only compute a positive difference between two inputs) [13] - [15] . This can lead to poor control performance or even instability [16] , [17] . The approach in [13] circumvents this problem by representing each signal as the difference of concentrations of two different dual species, x + , x − ∈ R + 0 . Although this dual rail representation [18] doubles the number of reactions required, it does allow the approximation and translation of linear feedback systems [14] , [16] , [17] and frequency representations [19] into DSD reactions, and has recently been extended to include more complicated mathematical operators [6] , nonlinear controllers [15] , [20] , and oscillators [21] .
Since the same signal has infinitely many dual representations, for the purposes of experimental implementation very fast bimolecular annihilation reactions are put in place to keep one of the components close to zero. As we shall show later, these introduce additional nonlinear dynamics which are not observed in the input/output behavior of the nominal circuit CRN, but become important in the presence of parametric uncertainty and experimental variability of biomolecular implementations. In this note, we formally analyze these nonlinear dynamics in their natural coordinates -species concentrations -and highlight their potential impact on the stability of nucleic acid controllers under experimental variability. An early version of this paper appeared in [22] .
II. CRN REPRESENTATION OF A LINEAR FEEDBACK

CONTROL CIRCUIT
A CRN is composed of a set of reactions of chemical species X j , where the chemical reaction can be approximated by sets of ODEs using mass action kinetics [23] , i.e.,
with γ representing the conversion rate. The stoichiometric coefficients α j and β j indicate, respectively, the relative number of molecules consumed and produced during the reaction. The variations in concentration x j of each species X j depend on the product of the concentrations, the power of their stoichiometric coefficients and the rate parameters.
If the dynamics of (1) are expressed in their natural coordinates, we have that the state vector contains the non-negative concentrations x j ∈ R + 0 . For any non-negative initial condition and non-negative input, the states remain x j (t) ≥ 0, ∀ t , making the system non-negative [24] and invariant in the octant R +N 0 . In the context of feedback control, the use of chemical concentrations as state variables is not suitable due to the aforementioned problem of one-sided subtraction, i.e. we require real signals p j ∈ R to implement the control error p 1 = r − y in the linear negative feedback of Fig. 1 .
The framework of [13] , [19] solves this problem by using a CRN representation of the system where each signal p j ∈ R is represented by a dual representation [18] with
This framework requires only three types of reactions: catalysis r → r + x, degradation x → ∅, and annihilation
The symbol ∅ represents an empty result where the product is inactive (either due to degradation or sequestration) and no longer participates in the reactions. The dual representation admits infinite combinations, but since high species concentrations lead to problems with experimental implementation, such as unintended crosstalk among signal species, in practice annihilation reactions are used to minimize species concentrations by ensuring one of the concentrations is close to zero. This is achieved by setting the rate η to work on a much faster timescale than the dynamics of the system, to keep one of the components low even in the presence of transients. Using this framework, CRNs can be defined for each of the linear operations in the feedback system Fig. 1 , where x ± j represents simultaneously the two different species x + j and x − j , and
, [15] . The corresponding reactions are as follows. For the subtraction p 1 = r − p 6 we have:
with γ 1 = γ 2 = γ 3 . For the integral controlṗ 4 = k 0 p 1 we have
For the proportional gain p 3 = k P p 1 we have
Reordering the ODEs withṗ j =ẋ + j −ẋ − j and r = r + − r − we arrive at the following standard representation of this set of CRN's as a linear state space systeṁ
with p = p 1 p 3 p 4 p 5 p 6 T ∈ R, r ∈ R and
III. CLARIFYING THE NON-LINEAR DYNAMICS
It is important to note that the underlying dynamics for the natural coordinates x j used to represent the linear feedback system shown in Fig. 1 using CRNs are not, in fact, linear, due to the presence of the annihilation reactions. To track the complete dynamics we need to capture in the ODEs the nonlinear terms from the bimolecular annihilation reactions, as follows. We keep the natural non-negative coordinates where the states are the species concentrations x ± j , and the input vector contains both positive and negative components for the
The state is the vector of non-negative species concentrations
The catalysis and degradation are unimolecular reactions depending linearly on the state, while the annihilation depends nonlinearly on the product of two states. This structures the system into a linear contribution, and a vector g {x} with the nonlinear reactions fluxes
where • represents the element-wise Hadamard product. Using these definitions we arrive at the nonlinear dynamicṡ
Similarity transformation from the non-negative system with coordinates x ± j on the left, to the new coordinates on the right with subtraction p j and sum q j of the pairs x ± j . The invariant system of the trajectories changes from the positive octant on the left to the cone on the right, where trajectories projected on the ordinate are not restricted to be non-negative p j ∈ R, and
where the scalar η is the rate for the bimolecular annihilation reactions. We further decompose the dynamics according to the state partition in (8) so thaṫ
Because the catalysis and degradation reactions are duplicated for each pair of components x ± i , matrices A and B are structured into
In the nominal case, where it is assumed that γ i = γ j , then
In reality, however, experimental variability will result in mismatches between reactions γ i = γ j and also between the dual reactions with γ − i = γ + i , resulting in the matrices A + ij and B + 11 being populated with the reaction rates γ + i , and their counterparts A − ij and B − 11 with γ − i . This model retains the nonlinearities required to track the impact of the fluxes due to the bimolecular reactions. Note that even in the presence of variability in the rates, the nonlinear terms are still canceled byṗ =ẋ + −ẋ − , and hence the impact of these fluxes is not observed in the I/O linear dynamics given in (7) .
A. Rotated nonlinear dynamics
The positivity of a system depends on the basis used for the state vector and usually results from using the natural coordinates of the system [24] . Here we expand on how the operation p = x + −x − can be seen as a change of coordinates to remove the restrictive positivity of the states. Let us take the transformation
which rotates the state such that
This transformation is a global diffeomorphism [25] , it is continuously differentiable, its Jacobian is non-singular ∀x ∈ R 2N , and lim x →∞ [Ψ] x = ∞. In this new set of coordinates, p j ∈ R, while q j remains non-negative, (see Fig. 2 
T , and the structure of A from (12), the dynamics in this rotated space can be written as
where
B. Nominal case
Under the assumption of matching parameters
This leads to a simplification in the nominal dynamics where the I/O linear system in (7) can be recovered through the similarity transformation p = W p ẋ p = 1 2 W p AW T p p + W p Br = (A 11 − A 12 ) p + B 11 r (17) and linearity ensues from W p g{x} = 0. Moreover, the nominal rotated dynamics have a cascaded structurė
where the state q does not affect the I/O linear state dynamics. The states p i act as an input to q, but p evolves independently of q. When the trajectories of x ± i are collapsed into p, the dynamicsq are not observable and the I/O dynamics (17) do not provide the complete information about the internal history of the species concentrations x ± i .
IV. STABILITY ANALYSIS
The inevitable presence of experimental variability leads to mismatches between A ± ij , and we lose the cascaded structure from (18) due to the cross-terms W p AW T q = 0 and W q AW T p = 0. Thus, the I/O linear system and the remaining dynamics become interconnected in a loop, and we need to analyze the stability of the complete nonlinear dynamics of (10) . We investigate the stability of the nonlinear system using Lyapunov's indirect method, and the eigenvalues of the linearization at the equilibrium of the system. If for all eigenvalues λ i of the linearization matrix results that {λ i } < 0 then the system is locally exponentially stable around the equilibrium [25] . To use this result we need to compute the equilibria of the system and the linearization about each equilibrium.
A. Computing the equilibria
The equilibria conditions for a null input r ± = 0 are given by the condition Ax 0 − ηx 0 • x 0 = 0. Finding the solution besides the trivial x = 0 is challenging due to the absence of a closed analytical solution. Moreover, if the equilibrium is unstable, then we cannot integrate the dynamics of (10) to find it.
However, for the dynamics of the rotated system, if r = 0, half of the equilibrium conditions of (14) can be linearly expressed from the other half, with p 0 = −R −1 11 R 12 q 0 . We replace this solution in (14) and integrate instead the differential equations given bẏ
The equilibrium in the natural coordinates x can then be recovered with
B. Perturbation model and linearization
The perturbed trajectories around the equilibrium are defined as x e = x − x 0 with perturbation input r e = r − r 0 . Deriving the dynamics forẋ e =ẋ −ẋ 0 =ẋ we havė
with
and D{v} is a diagonal matrix with vector v as diagonal. Linearizing the nonlinear model (10) around the equilibrium x = x 0 and r 0 = 0 is equivalent to linearising the perturbation model around the origin x 0 e = 0, resulting iṅ s = A s s + Br e .
with A s = A + J x 0 . The dependence on J x 0 shows that for a non-Hurwitz matrix A, the linearization (22) can still be stable if a stable equilibrium x 0 > 0 exists. Moreover, for the trivial equilibrium state x 0 = 0 the linearized system is stable (and the nonlinear system is locally stable) if and only if A is Hurwitz.
V. ANALYSIS RESULTS
We now extend the example constructed in (7) by expressing the dynamics in the natural coordinates x ± j under parametric variability, where the 22 rate parameters are allowed to vary. The nonlinear model (12) is parameterized according to with the nominal values given in Table I . We also assume that the reference signal has only one of the concentrations r + or r − at any given time, and consider the following example sequence of inputs
r + (t) = 0, r − (t) = 0 100s ≤ t < 400s r + (t) = 1 nM, r − (t) = 0 400s ≤ t < 700s r + (t) = 0, r − (t) = 1 nM t ≥ 700s r + (t) = 0, r − (t) = 0 (23) In this case, A is not Hurwitz and x ± j = 0 for r ± = 0 is an unstable equilibrium of the system. With x ± j (0) = 10 −12 M, the nominal trajectories initially converge to the vicinity of the stable equilibrium, (see Fig. 3 ). Once the reference returns to r ± = 0 at t = 700 s the state converges to the stable equilibrium x 0 > 0. The projected and orthogonal trajectories p and q are recovered with the map [Ψ] from (13), where To account for realistic levels of experimental variability in the system we introduced an uncertainty of ±33% in the reaction rates, which includes the instance with mismatching rates in the last column of Table I . We perturbed the nonlinear dynamics for this case of interest around its equilibrium with x j (0) = 10 −12 M, r = 0 and we obtained a parameterization with an unstable response (see Fig. 4 ). Table II compares the poles of the linearizations for the nominal and the unstable parameterization, and shows that the linearization captures the instability in a pair of conjugated poles on the right-hand plane.
Crucially, however, the I/O linear system in the presence of variability is stable ∀ i (λ i {R 11 }) < 0, even when the nonlinear system is not: Table II ). This was confirmed in Fig. 5 by integrating the rotated dynamics with a decoupled matrix R where we force R 21 = R 12 = 0. The perturbed dynamics remains stable and bothṗ andq have bounded trajectories. This shows that the source of the instability of the complete nonlinear system is neitherṗ noṙ q -it is only when the cross terms W p AW T q and W q AW T p are present that the system become unstable. We conclude that stability must be analyzed for the complete nonlinear dynamics (or its linearization) and that any analysis focusing solely on the I/O linear system can be misleading.
To verify whether our conclusions hold beyond the conceptual framework of CRN's, we tested our analysis on a network based explicitly on DNA chemistry [2] , [3] , [26] . Here, each of the catalysis, annihilation and degradation reactions in the CRN's were replaced by bimolecular DSD reactions [3] , [13] . A catalysis reaction Z 1 ci − → Z 1 + Z 2 can be mapped into two unidirectional DSD reactions
with single strand DNA (ssDNA) species Z 1 , Z 2 , O i and double strand DNA (dsDNA) species G i and T i . The intermediate species O i serve as a map of identifiers between the reactant and the two products. The gate G i and translater T i species serve as translators of O i decoupling completely the identifying sequences between different Z i (further details in [3] ). The unimolecular CRN reaction results into two bimolecular DSD reactions, and both produce waste in the form of inactivated dsDNA molecules which cannot participate in any reaction. As a consequence, the gate G i and translater T i are consumed irreversibly as fuel, and the reactions stop if these are not replenished. The degradation reactions Z i ci − → ∅ are implemented with (24) where the gate species sequesters Z i to produce an inactive dsDNA
Finally, the bimolecular annihilation reaction
The backward strand B i minimizes the use of Z + i when Z − i is absent. The reversibility of the first reaction keeps H i and Z + i at equilibrium, allowing the conversion of unused H i back to Z + i . When both Z ± i are present, H i is irreversibly consumed, affecting the equilibrium and causing Z + i to be used. The associated ODEs are modeled using mass action kinetics and simulated using MATLAB (see Appendix). The model was parameterized with the unstable parameterization of Table I, with the rate constants scaled to implementable values of DSD reaction rates (see Appendix and [3] for rescaling details and procedure). The instability is also manifested in this DSD implementation (see Fig. 6 ), showing the practical relevance of the previous stability analysis. 
The state starts by converging to the equilibrium, followed by the unstable behavior predicted by the nonlinear model of the CRNs. The DSD reaction rates are scaled with 10 −3 , resulting in a system 10 3 times slower, and a signal reduction by a factor of 10 −3 (see Appendix and [3] for details).
VI. CONCLUSIONS
Several recent works have applied the dual rail representation of CRN's to obtain linear I/O biochemical models of synthetic control systems, but have not explicitly considered the potential impact of the underlying nonlinear annihilation reactions in their analysis. We decomposed the dynamics of the CRN's and highlighted the effect of these non-observable and nonlinear dynamics. Specifically, we show that the stability of these I/O models does not imply the stability of the underlying chemical network. Under experimental variability, stability can be affected by the looped interconnection between the nonlinear dynamics arising from biological implementation and the linear I/O linear dynamics resulting from controller designs. We presented an example of this phenomenon, where the I/O linear system does not capture the instability of the full nonlinear system, and verified this result via simulation of the full DSD network. Our results confirm that the stability of nucleic acid-based controllers must be analyzed using the linearization of the complete nonlinear system, and provide a rigorous theoretical approach for conducting such an analysis.
APPENDIX
A. Reactions for DNA implementation
The translation of the CRN system to DSD reactions follows the construction proposed in [3] and adopted in [13] .
The rates from the original CRN can be too high for implementation, since the DSD reactions are experimentally limited by maximum rates. This is addressed by the rescaling procedure proposed in [3] where, for a scaling factor δ, the species concentrations and all the unimolecular rate constants are reduced by a factor of δ, and the time scale increases by a factor of δ. The solutions to the ODEs are equivalent but in a different timescale [3] . In our case, we apply a factor of δ = 10 3 to scale the down the rates by 1/δ.
The correspondence between the reaction rates in the CRN and the DSD implementation is: c M = 2η, c ± ki = 2k ± i / (δC max ), i ∈ {0, 1, 2}, and c ± i = 2γ ± i / (δC max ), i ∈ {1, . . . , 8}. C max is the initial concentration of the auxiliary species is G ± i (0) = T ± i (0) = L ± i (0) = B ± i (0) = LS ± i (0) = BS ± i (0) = C max = 10 −5 M. We list here the DSD reactions for the reaction networks defined in (2), (3), (4), (5) and (6).
