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Abstract
Femtosecond laser electronic excitation tagging (FLEET) is an unseeded method for
molecular tagging which offers valuable opportunities for measurement of high-speed
(transonic, supersonic or hypersonic) flows. The unique nature of high-speed test-
ing demands certain performance from FLEET such as satisfactory signal-to-noise
ratio (SNR) at depressed static conditions (i.e., low temperatures, pressures and den-
sities), wide dynamic range for velocity determination (especially single-shot), and
measurements with acceptable accuracy and precision. This dissertation strives to
evaluate FLEET in those regards and provide strategies to maximize the method’s
capabilities. A zero-dimensional kinetics model in nitrogen explains FLEET signal
changes with pressure/density and/or temperature in terms of plasma-chemical re-
actions. Poorly known rate coefficients are tuned by comparing model output to
measurements, with temporal agreement up to several hundred nanoseconds. Mod-
eling reveals that initial signal peaks at reduced density because of slowed temporal
evolution (and decay) of excited populations. Low temperatures enhance signal by
enlarging cluster ion populations which contribute to excited species via electron-ion
dissociative recombination. A purpose-built free jet facility provides experimental
validation of the kinetics model and assesses FLEET velocimetry in low temperature
and pressure/density conditions. Signal, lifetime, accuracy and precision results are
obtained from unheated subsonic through Mach 4.0 operation of the facility, with best
results noted. FLEET measurements of a sweeping jet (SWJ) actuator in compress-
ible operation showcase its advantages in a highly unsteady jet containing subsonic
through supersonic velocities. FLEET velocimetry is performed in the device’s in-
ternal and external flow fields, with the latter compared to hot-wire anemometry.
Internal measurements reveal the absence of shockwaves theorized to occur at high
pressure ratios. Simultaneous qualitative measurements of compressible jet mixing
are shown as a proof-of-concept. Overall, the work demonstrates that previous un-
iii
derstanding of SWJ incompressible operation readily extends into the compressible
realm. Practical aspects of performing FLEET velocimetry are detailed, along with
strategies for improving measurement quality. Determination of a fundamental pre-
cision in nitrogen and air is attempted. Experiments show that increasing time delay
and/or SNR improves velocimetry precision. A comparison of five camera systems in-
dicates sensors with larger pixels capture higher SNR data and produce more precise
results.
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Chapter 1
Introduction
1.1 Background Information for Method
Femtosecond laser electronic excitation tagging (FLEET) is an unseeded1 molecular
tagging method that enables nonintrusive measurements of velocity [1, 2] and tem-
perature [3] in gases containing N2. FLEET is easy to implement (requiring only
a single laser and single camera) and versatile, capable of studying a wide range of
flows, including turbulent [4], cryogenic [5], high-speed [6], combusting [7, 8], as well
highly unsteady flows with both subsonic and supersonic components [9].
A focused, femtosecond-duration laser pulse generates a weakly ionized plasma in
pure nitrogen or air. The resulting plasma-chemical kinetics create substantial pop-
ulations of atomic and electronically-excited molecular nitrogen, ultimately yielding
short- and long-lived signals from the spontaneous emission. Fluorescence primarily
comes from the first and second positive system2 of nitrogen. The long-lived signal
(associated with the first positive emission) can last tens of microseconds after the
exciting laser pulse in air [1, 8] and more than sixty microseconds in pure nitrogen [11]
1FLEET functions without solid/liquid particles or gaseous species not normally present in air.
2Given by N2(B
3Πg) −−→ N2(A3Σ+u ) + hν and N2(C3Πu) −−→ N2(B3Πg) + hν, respectively. See
Lofthus et al. [10] for more details.
1
because of the relatively slow rate of atomic recombination which produces3 the re-
sponsible excited species. Tagged regions appear as luminescent spots or lines4 in the
gas (depending on the tightness of laser beam focusing), whose position and intensity
can be tracked by a time-delayed, fast-gated imaging system (e.g., intensified cam-
era). Velocities are determined by measuring the displacement that occurs during the
time delay. Temperature is determined by resolving the second positive spectrum of
nitrogen and then analyzing its distribution of rotational energy (with the assump-
tion of equilibrium between the translational and rotational modes) [3]. Furthermore,
there is demonstrated potential for simultaneous measurement of density (using the
femtosecond laser Rayleigh scattering, initial signal intensity5 or fits of signal decay
rate5) [12] and mixture fraction (leveraging the initial signal’s sensitivity to oxygen
concentration6) [13].
1.2 Motivation for Exploring High-Speed Flow
Considerations
FLEET offers a valuable opportunity for measurement of high-speed flows (transonic,
supersonic or hypersonic), especially when the advantages of relative simplicity, no
seeding requirement and desire to track the flow itself (by tagging actual molecules)
outweigh the reduced density of instantaneous spatial information associated with
spots, lines, crosses, etc.7 The characteristic nature of high-speed ground testing
demands certain performance from FLEET such as satisfactory signal-to-noise (SNR)
ratio at depressed static conditions (i.e., low temperatures, pressures and densities),
3Via the three-body reaction, 2 N + N2 −−→ N2(B3Πg) + N2.
4With additional optics, multiple or crossed lines are possible.
5Approach only applies at atmospheric or higher densities since the initial signals and lifetimes
at sub-atmospheric densities exhibit non-monotonic behavior. See Chapter 3 of the present work.
6A rise in oxygen mole fraction (≤ 21 %) reduces initial signal in a monotonic, nonlinear fashion.
7Current limitations on pulse energy output of ultrafast laser systems prevent readily writing
dense grids of lines.
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wide dynamic range for velocity determination (especially in a single shot), and,
of course, measurements with acceptable accuracy and precision. This dissertation
strives to evaluate FLEET in those regards and provide strategies to maximize the
method’s capabilities. Moreover, this dissertation seeks to answer practical questions,
such as what measurement performance can be expected of FLEET in high-speed
environments and what conditions are optimal for (or detrimental to) obtaining signal.
The dissertation also endeavors to answer fundamental questions, such as what kinetic
mechanisms are responsible for the emitting species at different timescales and what is
the reason for the apparent signal enhancement at certain conditions (e.g., cryogenic).
Note that the preceding paragraph describes the general motivation for this work
and each chapter of this dissertation contains more specific motivations and back-
ground information (not repeated here).
1.3 Relevant Major Past Works
Since publication of FLEET [1] by the Applied Physics Group at Princeton University
in 2011, researchers have worked to refine the method and advance its state of the
art. In particular, several theses and dissertations have focused on (or substantially
contributed to) development of FLEET. The seminal bachelor’s thesis of Edwards [2]
explored numerous aspects of FLEET including an early demonstration of velocime-
try in transonic and supersonic vertical free jets (in the open air) and measurement
of the signal’s dependence on pressure (at constant temperature) in both air and
pure nitrogen. Based on figures in the thesis documenting the effect of pulse en-
ergy (showing a notable spread in the data) and conversations with M. R. Edwards,
the particular femtosecond laser system used in experiments outputted somewhat
inconsistent pulse-to-pulse energy which potentially contributed uncertainty to the
measured trends with pressure (since signal intensity also depends nonlinearly on
3
pulse energy). Hence, the trends with pressure/density are remeasured in the present
work with a more stable ultrafast laser system. As part of DeLuca’s [14] investi-
gation into using FLEET in an optical air data system for hypersonic vehicles, he
performed variable pressure experiments (at constant temperature) to characterize
the effect on signal intensity in air and nitrogen. However, the experiments utilized
a shorter lens focal length (fL = 15 cm) and a higher pulse energy (UL = 5.22 mJ)
than typically employed in FLEET velocimetry (to minimize energy deposition and
thus perturbation to the gas). Lowering the laser fluence (e.g., fL ≈ 25–30 cm with
UL . 1 mJ) subsequently changes the observed qualitative trends (cf. Chapter 3 of
the present work). Calvert [15] presented an extensive characterization of FLEET
(including its performance in gas mixtures other than air), a variety of flow mea-
surements (including a comparison to particle image velocimetry), multidimensional
velocity measurements, advanced image processing, and several other aspects. More-
over, his doctoral dissertation contained velocimetry of high-speed flows, such as
the free jet from a nozzle with a novel lenticular-to-circular cross section and the
compressible boundary layers which form on straight and curved8 razor surfaces im-
mersed in a supersonic free jet. Furthermore, he studied signal intensity as a function
of variable pressure (in constant-temperature air and nitrogen), though at moder-
ately elevated pulse energies (UL ≈ 2.5 mJ with fL = 30 cm) and relatively long
time delays (t ≥ 2µs)—time delays long enough for the signal’s direct dependence
on thermodynamic variables (e.g., density) to begin to break down in nitrogen (cf.
Chapter 3 of the present work). Zhang [16] examined the effect of adding certain gases
to initially pure nitrogen (such as oxygen, which quenches the signal, or argon, which
enhances it), optimization of incompressible turbulence measurements and various
approaches to near-wall velocimetry in high-speed flows. Specifically, her work into
argon-nitrogen mixtures drove development of a kinetics model, elements of which are
8Orienting the laser beam tangential to the curvature facilitates near-wall measurements by
reducing the interference from reflections and scattering off the surface.
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extended to sub-atmospheric temperature and pressure environments in Chapter 2
of the present work. Although Limbach’s [17] doctoral dissertation did not primarily
focus on FLEET, it contributed noteworthy visualizations and attempts to quantify
the temperature and density perturbations9 resulting from the focused femtosecond
pulse.
1.4 Descriptive Outline of Core Chapters
Chapter 2 introduces a zero-dimensional kinetics model of FLEET to elucidate why
signal intensity changes with pressure (really, density) and/or temperature. The
model considers only pure nitrogen to simplify the scheme and focus on the reactions
responsible for generating the signal. Rate coefficients with poorly known values are
tuned by comparing the model output to photomultiplier tube measurements of the
first and second positive emission. The model agrees with experimental results up
to several hundred nanoseconds. Sources of discrepancy are discussed. Photoion-
ization is approximated using elements from femtosecond filamentation theory. Fig-
ures display important contributions from plasma-chemical reactions over different
timescales.
Chapter 3 experimentally validates the preceding kinetics model (in terms of ini-
tial, i.e., t 1µs, signal and, to a lesser extent, signal lifetime) and evaluates FLEET
velocimetry in conditions relevant to high-speed flows using results from a variable
temperature and pressure free jet facility (purpose-built to test FLEET and other
laser-based diagnostics). In comparison to free jet experiments in ambient air, the
flow facility offers a contaminant-free environment for accurate characterization of
signal intensity and lifetime in pure gases (or gas mixtures). Only results in nitrogen
are shown since these are most applicable to the kinetics model. Overall, four sets of
9A crude analysis of the ‘energy cascade’ suggests energy deposition into the system (i.e., gas
heating) since each molecule of N2 requires 15.58 eV for ionization (by the laser) and 9.76 eV for
dissociation, but only emits roughly 2.1–3.5 eV via fluorescence (first & second positive) [10, 18, 19].
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results are obtained from unheated subsonic through Mach 4.0 flows: signal intensity
(at various delays), signal lifetime (1/e and 1/e2), velocity accuracy and velocity pre-
cision. Furthermore, this chapter includes the most detailed description of the image
processing algorithms found throughout the dissertation.
Chapter 4 applies FLEET to a sweeping jet actuator (flow control device) operat-
ing in the compressible regime. At high pressure ratios, the device emits an unsteady
jet containing subsonic through supersonic velocities. This realistic and challeng-
ing problem showcases advantages of the method, especially compared to traditional
single-probe hot-wire anemometry (HWA). FLEET velocity measurements are per-
formed in the internal (device is optically transparent) and external flow fields, com-
plemented by schlieren imaging. Internal measurements reveal the absence of shock-
waves theorized to occur at high pressure ratios. External measurements are com-
pared to HWA. Simultaneous qualitative measurements of compressible jet mixing
(via FLEET initial signal intensity) are demonstrated as a proof-of-concept. Overall,
the work advances the state of understanding of sweeping jet actuators, showing that
previous concepts regarding their incompressible operation readily extend into the
compressible realm.
Chapter 5 details practical aspects of performing FLEET velocimetry along with
strategies for improving not only the precision, but the measurement in general. Al-
though experimental results are obtained in low-speed (0.2–60 m s−1) flows, many of
the approaches/conclusions likewise apply to high-speed flows (and are subsequently
used during experimental efforts elsewhere in the dissertation). The chapter charac-
terizes the fundamental precision of FLEET velocimetry using fast-framing comple-
mentary metal-oxide semiconductor (CMOS) cameras. Five different camera config-
urations are compared in terms of velocity precision and SNR of image data. The
fundamental precision is compared to absolute precisions obtained in other FLEET
studies and by alternative unseeded velocimetry methods. The performance demon-
6
strated by fast-framing CMOS cameras in this chapter encouraged their near exclusive
use throughout the dissertation for acquisition of image data.
1.4.1 Use of Hyperlinks
Please note the use of hyperlinked cross-references and bibliographic citations in the
electronic version of this dissertation.
7
Chapter 2
Kinetics Model in Nitrogen
Note that much of this chapter (text, tables and figures) is adapted from Refer-
ence [20].
2.1 Background and Motivation
The focused, femtosecond-duration laser pulse generates a weakly ionized plasma
in nitrogen, setting into motion numerous plasma and chemical reactions that span
across multiple timescales. The kinetics establish and maintain sizable populations of
atomic nitrogen and electronically-excited molecular nitrogen, ultimately producing
(via spontaneous emission) a long-lived signal in the visible along with a short-lived
signal in the ultraviolet.1
We devise a zero-dimensional kinetics simulation of femtosecond laser electronic
excitation tagging (FLEET) by modifying the scheme suggested by Shneider et al. [21]
for argon-nitrogen plasmas generated by picosecond lasers and extending the efforts
of Zhang et al. [22] to model the FLEET signal enhancement resulting from the ad-
dition of argon to pure nitrogen. This new scheme incorporates over fifty plasma
1In reality, the spectral components of the ‘ultraviolet’ and ‘visible’ signal span the near-
ultraviolet to blue and yellow to near-infrared, respectively. For brevity, these bands will be referred
to simply as ultraviolet and visible throughout the dissertation.
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and chemical reactions to determine the temporal evolution of ten nitrogen-derived
species: atoms, N, molecules, N2, electronically-excited molecules such as N2(A),
N2(B), N2(C), cations such as N
+, N2
+, N3
+, N4
+, and free electrons, e– , along with
three temperatures: translational, Tg, vibrational, Tv, and electronic, Te. Develop-
ment of the model requires tuning of several rate coefficients with large uncertainty
(to values within the range of variation found in literature) and comparison to exper-
imental measurements (for tuning and overall validation).
Using the model, we seek to characterize the chemical kinetics that contribute to
the emitting species of FLEET in nitrogen at the low temperatures and pressures rel-
evant for velocimetry in supersonic and hypersonic testing facilities. Previous unpub-
lished work has indicated a possible signal enhancement at cryogenic temperatures.
Furthermore, the model offers potential for investigating the kinetics of flight-accurate
Reynolds number transonic testing environments which maintain low temperatures,
but atmospheric and higher pressures.
2.2 Kinetics Model
Table 2.1 lists all the chemical and plasma reactions included in the model (sim-
ulation). Note that the electronically-excited states are abbreviated as follows:
N2(C) = N2(C
3Πu), N2(B) = N2(B
3Πg), N2(A) = N2(A
3Σ+u ) and N2(a
′) = N2(a′1Σ−u ).
When no electronic state is specified, the species is assumed to be in the electronic
ground state: N2 = N2(X
1Σ+g ), N2
+ = N2
+(X2Σ+g ) or N = N(
4S). Also note the use of
Avogadro’s number, NA = 6.022× 1023 mol−1.
Throughout the chapter, n will signify the number density of the species indicated
by the subscript (e.g., nN2 for molecular nitrogen) in units
2 of cm−3 while T will
represent the temperature of the mode indicated by the subscript in units of K.
2For the sake of brevity, implied units, such as atoms, molecules, particles, etc. will be omitted
here and elsewhere.
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Table 2.1: Chemical and plasma processes included in model and their associated
rate coefficients.
Number Reaction Rate Coefficient, k = Units Reference
Atomic Recombination
R1 2 N + N2 −−→ N2(B) + N2 8.27× 10−34 exp
(
500
Tg
)
cm6 s−1 [23–30]
Fluorescence
R2 N2(A) −−→ N2 + hν 0.5 s−1 [18, 31]
R3 N2(B) −−→ N2(A) + hν 1.52× 105 s−1 [19, 26]
R4 N2(C) −−→ N2(B) + hν 2.69× 107 s−1 [10, 19]
Energy Pooling
R5abc 2 N2(A) −−→ N2(B) + N2(v) + tr 2.9× 10−9
√
Tg
300
cm3 s−1 [32–35]
R6bcd 2 N2(A) −−→ N2(C) + N2(v) 2.6× 10−10
√
Tg
300
cm3 s−1 [31, 35]
Electron-Ion Recombination & Ionization
R7a e– + N4
+ −−→ N2(A) + N2 2.5 %× 2.4× 10−6
√
300
Te
cm3 s−1 [34, 36, 37]
R8a e– + N4
+ −−→ N2(B) + N2 87 %× 2.4× 10−6
√
300
Te
cm3 s−1 [34, 36–38]
R9a e– + N4
+ −−→ N2(C) + N2 11 %× 2.4× 10−6
√
300
Te
cm3 s−1 [34, 36, 37, 39]
R10 2 e– + N4
+ −−→ e– + 2 N2 7× 10−20
(
300
Te
)4.5
cm6 s−1 [34]
R11 e– + N3
+ −−→ N + N2 2.0× 10−7
√
300
Te
cm3 s−1 [26, 37]
R12b e– + N2
+ −−→ 2 N + tr 2.8× 10−7
√
300
Te
cm3 s−1 [26, 40]
R13 e– + N2
+ −−→ N2 + hν 4× 10−12
(
300
Te
)0.7
cm3 s−1 [41]
R14 e– + N2
+ + N2 −−→ 2 N2 6× 10−27
(
300
Te
)1.5
cm6 s−1 [26]
R15 2 e– + N2
+ −−→ e– + N2 1× 10−19
(
300
Te
)4.5
cm6 s−1 [26]
R16 e– + N2 −−→ 2 e– + N2+ 5.05× 10−11
√
Te+1.10 × 10−5T1.5e
exp
(
1.82 × 105
Te
) cm3 s−1 [42, 43]
R17 e– + N+ −−→ N + hν 3.5× 10−12
(
300
Te
)0.7
cm3 s−1 [41]
R18 e– + N+ + N2 −−→ N + N2 6× 10−27
(
300
Te
)1.5
cm6 s−1 [26]
R19 2 e– + N+ −−→ e– + N 1× 10−19
(
300
Te
)4.5
cm6 s−1 [26]
Quenching
R20 N3
+ + N2(A) −−→ N+ + 2 N2 6× 10−10 cm3 s−1 [44, 45]
R21 N2
+ + N2(A) −−→ N3+ + N 3× 10−10 cm3 s−1 [26, 44, 46]
R22 N2
+ + N2(A) −−→ N+ + N + N2 4× 10−10 cm3 s−1 [21, 44, 46]
R23a N2(A) + N2 −−→ 2 N2 2.0× 10−17 cm3 s−1 [24, 36, 41, 47–51]
R24a N + N2(A) −−→ N + N2 6.2× 10−11
(
300
Tg
)2/3
cm3 s−1 [34, 36, 41, 47, 52–54]
R25ab N2(B) + N2 −−→ N2(A) + N2(v) 1.2× 10−11 cm3 s−1 [26, 33, 35, 36, 46, 55–58]
R26bd N2(C) + N2 −−→ N2(B) + N2(v) 1.2× 10−11
(
300
Tg
)0.33
cm3 s−1 [35, 59]
Ion Conversion
R27 N4
+ + N2 −−→ N2+ + 2 N2 2.1× 10−16 exp
(
Tg
121
)
cm3 s−1 [36, 46, 60, 61]
R28 N4
+ + N −−→ N+ + 2 N2 1× 10−11 cm3 s−1 [26, 46]
R29 N4
+ + N −−→ N3+ + N2 1× 10−9 cm3 s−1 [62]
R30 N3
+ + N −−→ N2+ + N2 6.6× 10−11 cm3 s−1 [26, 46]
R31 N3
+ + N2 −−→ N+ + 2 N2 6× 10−10 cm3 s−1 [44, 46]
R32 N2
+ + N2 −−→ N+ + N + N2 1.2× 10−11 cm3 s−1 [44, 46]
R33 N2
+ + N2 −−→ N3+ + N 5.5× 10−12 cm3 s−1 [44, 46]
R34 N2
+ + N −−→ N+ + N2 7.2× 10−13 exp
(
300
Tg
)
cm3 s−1 [21, 46]
R35 N2
+ + 2 N2 −−→ N4+ + N2 6.8× 10−29
(
300
Tg
)1.64
cm6 s−1 [61]
R36 N2
+ + N + N2 −−→ N3+ + N2 0.9× 10−29 exp
(
400
Tg
)
cm6 s−1 [26, 46]
R37 N+ + N2 −−→ N2+ + N 1× 10−13 cm3 s−1 [44]
R38 N+ + 2 N2 −−→ N3+ + N2 2.0× 10−29
(
300
Tg
)2.0
cm6 s−1 [63]
R39 N+ + N + N2 −−→ N2+ + N2 1× 10−29
(
300
Tg
)
cm6 s−1 [41]
Electron-Neutral Collisions
R40b e– + N2 −−→ e– + 2 N + tr 1.2 × 10
25
NAT
1.6
e
exp
(
− 113 200
Te
)
cm3 s−1 [35, 43, 64, 65]
R41 e– + N2 −−→ e– + N2 f(Te), e.g., cm3 s−1 [66–69]
f(11 600 K) ≈ 8.25× 10−8
R42 e– + N2 −−→ e– + N2(v) f(Te), e.g., cm3 s−1 [67–69]
f(11 600 K) ≈ 8.45× 10−9
R43e e– + N2(v) −−→ e– + N2 f(Te, Tv), e.g., cm3 s−1 [67–69]
f(11 600 K, 600 K) ≈ 2.69× 10−11
a Tuned value for rate coefficient. See Table 2.4.
b Reaction contributes to fast gas heating. See Table 2.3.
c Temperature dependence derived from assumption that k ∝ v ∝ √Tg.
d Relatively large spread of rate coefficients reported in literature. Listed coefficient taken from cited reference.
See Table 2.4 for additional references.
e Superelastic rate coefficient calculated from inverse cross sections. See text for details.
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Table 2.1: (Continued)
Number Reaction Rate Coefficient, k = Units Reference
R44 e– + N2 −−→ e– + N2(A, v = 0–4) f(Te), e.g., cm3 s−1 [67–69]
f(11 600 K) ≈ 1.59× 10−12
R45e e– + N2(A, v = 0–4) −−→ e– + N2 f(Te), e.g., cm3 s−1 [67–69]
f(11 600 K) ≈ 2.67× 10−11
R46 e– + N2 −−→ e– + N2(A, v = 5–9) f(Te), e.g., cm3 s−1 [67–69]
f(11 600 K) ≈ 5.63× 10−12
R47e e– + N2(A, v = 5–9) −−→ e– + N2 f(Te), e.g., cm3 s−1 [67–69]
f(11 600 K) ≈ 1.80× 10−10
R48 e– + N2 −−→ e– + N2(B) f(Te), e.g., cm3 s−1 [67–69]
f(11 600 K) ≈ 2.35× 10−11
R49e e– + N2(B) −−→ e– + N2 f(Te), e.g., cm3 s−1 [67–69]
f(11 600 K) ≈ 9.85× 10−10
R50 e– + N2 −−→ e– + N2(A, v > 9) f(Te), e.g., cm3 s−1 [67–69]
f(11 600 K) ≈ 4.06× 10−12
R51e e– + N2(A, v > 9) −−→ e– + N2 f(Te), e.g., cm3 s−1 [67–69]
f(11 600 K) ≈ 2.15× 10−10
R52 e– + N2 −−→ e– + N2(C) f(Te), e.g., cm3 s−1 [67–69]
f(11 600 K) ≈ 6.18× 10−12
R53e e– + N2(C) −−→ e– + N2 f(Te), e.g., cm3 s−1 [67–69]
f(11 600 K) ≈ 4.06× 10−9
Vibrational-Translational Relaxation
R54 N2(v) + N2 −−→ 2 N2 f(Tg), e.g., cm3 s−1 [70, 71]
f(300 K) ≈ 3.05× 10−21
a Tuned value for rate coefficient. See Table 2.4.
b Reaction contributes to fast gas heating. See Table 2.3.
c Temperature dependence derived from assumption that k ∝ v ∝ √Tg.
d Relatively large spread of rate coefficients reported in literature. Listed coefficient taken from cited reference.
See Table 2.4 for additional references.
e Superelastic rate coefficient calculated from inverse cross sections. See text for details.
2.2.1 Fluorescence, Recombination and Quenching
We computed the rate coefficients for R3 and R4 by summing the spontaneous emis-
sion coefficients [19] of the readily observed (i.e., prominent) B-state transitions (11,
7) and (11, 8), and C-state transitions (0, 0), (0, 1), (0, 2), (0, 3) and (0, 4), respec-
tively [2]. Although the FLEET signal contains other similarly prominent transitions,
for modeling simplicity, we assume the population responsible for the first or second
positive signal originates in either N2(B, v = 11) or N2(C, v = 0), respectively. The
computed rate coefficients agree with those found in literature.
Although Popov [25] assumes nitrogen atoms recombine via 2 N + N2 −−→
N2(A, B) + N2 and Koyssi et al. [26] through 2 N + N2 −−→ N2(X, A) + N2, our model
assumes the reaction R1 solely proceeds according to 2 N + N2 −−→ N2(B) + N2
because of the closer similarity in energy level between dissociation and N2(B, v ≈ 11)
than N2(A) or N2(X). Furthermore, three-body atomic recombination into N2(B) +
N2 agrees with Becker et al. [29] and Henriques et al. [24]. Also, Clyne et al. [27]
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and Campbell et al. [28] experimentally confirm the value of the R1 rate coefficient
from cryogenic to above room temperatures while Yamashita [30] confirms the
value at room temperature. We sought agreement among multiple sources for the
coefficient’s value and temperature dependence because of the reaction’s importance
for the long life of the first positive signal observed in FLEET and the possible signal
enhancement that occurs at cryogenic temperatures. Evident from Table 2.2, the rate
coefficient increases manyfold at cryogenic temperatures. Coupled with greater gas
density at these temperatures, there was reason to believe that the R1 rate increases
dramatically, producing significant quantities of N2(B) and thus enhanced first
positive signal relative to room temperature. However, follow-up work (described in
Chapter 3) indicates that the signal enhancement in low temperatures and pressures
at early time delays occurs because of increased N4
+ cluster ion formation and thus
greater dissociative recombination (along with excited species coupling, discussed
later), not atomic recombination which rises to prominence too late. See Section 3.4.3
for more details.
Table 2.2: Relative effect of low temperature on the atomic recombination rate
coefficient.
Tg [K] 100 200 400
kR1(Tg)/kR1(300 K) 28 2.3 0.66
Some references [23, 26] include electron-cluster ion dissociative recombination
with ground-state products, e– + N4
+ −−→ 2 N2; however, we neglected this reaction
because we believed the roughly 15 eV of energy liberated by recombination would
produce at least one electronically-excited molecule, i.e., e– + N4
+ −−→ N2(A, B, C) +
N2. The exact fraction of A-, B- or C-state nitrogen produced is not well known,
certainly less known than the overall rate coefficient for the recombination process.
Therefore, the rate coefficients of the constituent reactions R7, R8 and R9 were tuned
(see Table 2.4).
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For the quenching of C-state nitrogen, R26, we assumed the immediate production
of B-state nitrogen, N2(C) + N2 −−→ N2(B) + N2(v), an approach used by several
groups [34, 35]. This reaction approximates the actual probable mechanism, N2(C) +
N2 −−→ N2(a′) + N2 and then N2(a′) + N2 −−→ N2(B) + N2, given by others [26, 36].
Since the a′-state is not considered within our current model, and the rate coefficients
for quenching of N2(C) are nearly identical, we employed the approximation in which
quenching directly populates the B-state.
2.2.2 Electron-Neutral Collisions
Most of the rate coefficients for electron-neutral collisions were calculated with the
aid of BOLSIG+ (version 03/2016) [67] using the cross sections [68, 69] for electron
scattering by nitrogen that accompany a standard installation of the software. BOL-
SIG+ numerically solves the Boltzmann equation for electrons in a weakly ionized gas
under a uniform electric field to obtain rate coefficients, k(Te), from basic scattering
cross sections, σ(e), where e denotes electron kinetic energy (in units of eV). By
solving the Boltzmann equation, the software natively accounts for potential non-
Maxwellian behavior of the electron energy distribution function (EEDF),3 F0(e),
such as that which arises from the relatively large interaction cross sections between
electrons and the vibrational modes of N2. Note that the ideal gas, fluid model (i.e.,
continuum) approach must remain valid (or at least approximately valid) for these
rate coefficients and reactions to accurately reproduce the plasma kinetics.
Rate coefficients for impact excitation, R42, R44, R46, R48, R50 and R52, at
varying mean energies (i.e., varying Te) were directly outputted by BOLSIG+ and
then cast into a lookup table to enable k = f(Te) during the simulation. Even
though our model only utilizes a subset of the BOLSIG+ output since it only tracks
N(v), N2(A), N2(B) and N2(C), all elastic and inelastic scattering processes from
3BOLSIG+’s EEDF is given by F0(e) = F (e)/
√
e (in units of eV
−1.5), where F (e) is the
EEDF defined in the usual manner.
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the standard dataset [68, 69] for nitrogen were included so that the resulting EEDF
and rate coefficients were representative of a realistic nitrogen plasma. Note that the
coefficient listed for R42 is a summation of all vibrational excitation rate coefficients,4
kR42 =
8∑
v=1
kv.
The rate coefficient for elastic collisions, R41, was computed via
k(Te) =
√
2qe/me
∫
σ(e)F0(e)ede, (2.1)
using the momentum transfer cross sections, σ(e), for electron collisions with ni-
trogen from Itikawa [66] and the EEDF calculated by BOLSIG+. Note that qe =
1.6022× 10−19 C and me = 9.1094× 10−31 kg are the elementary charge and electron
mass, respectively. The momentum frequency directly outputted by BOLSIG+ was
not used since it included the effect of inelastic collisions. Recall that electron mean
kinetic energy is given by e =
∫
F0(e)
1.5
e de =
3
2qe
kBTe. For example, Te = 11 600 K
implies e ≈ 1.5 eV, a representative value of energy included in Table 2.1.
Superelastic collisions ensure equilibration of electron kinetic energy with other
modes at very long times in the decaying plasma, such as Te(t) → Tv(t) instead of
the nonphysical situation of Te(t) < Tv(t). Rate coefficients for R45, R47, R49, R51
and R53 were computed using Equation (2.1) and inverse scattering cross sections
derived via the principle of detailed balance, i.e., σinv(e) =
gl
gu
e+U
e
σ(e + U), where
gl and gu denote the multiplicity of the lower and upper states, respectively, while
U symbolizes the threshold energy for the transition from the lower to upper state.
Computations of the rate coefficient for R43 additionally required inclusion of the
fraction of ground state nitrogen in excited vibrational level v > 0. Specifically,
kR43 =
8∑
v=1
kinvv
nN2(v)
nN2
where kinvv is the superelastic rate coefficient for quenching of
vibrational level v (computed in the manner previously described) and
nN2(v)
nN2
is the
4The standard installation of BOLSIG+ has cross sections for v = 1–8 and includes both resonant
and non-resonant contributions for v = 1.
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fraction of ground state nitrogen in vibrational level v. For a harmonic oscillator
obeying a Boltzmann distribution [72],
nN2(v)
nN2
=
exp
(
−v hνv
kBTv
)
∞∑
v=0
exp
(
−v hνv
kBTv
) , (2.2)
where hνv = 3374 K× kB is the quantum of vibrational energy [72] for nitrogen and
kB = 1.3806× 10−23 J K−1 is the Boltzmann constant. Note that energy balance con-
siderations (Section 2.2.3) also require the threshold energy for vibrational excitation,
Uv, prior to summation:
8∑
v=1
Uvk
inv
v
nN2(v)
nN2
.
2.2.3 Species, Charge and Energy Balance Considerations
Species Balance
The rates coefficients and chemical equations within Table 2.1 are employed in the
usual manner to formulate the generation and consumption terms for the time rate
of change of each of the ten tracked species: N, N2, N2(A), N2(B), N2(C), N
+, N2
+,
N3
+, N4
+ and e– . Tracking of the electronic ground-state vibrational population,
nN2(v) (with units of cm
−3), is accomplished by assuming a harmonic oscillator and
Boltzmann distribution for vibrational energy (previously discussed in Section 2.2.2
for vibrational superelastic collisions), and accounting for changes in the total vi-
brational energy content as defined by Equation (2.4). Use of balanced chemical
equations in Table 2.1 automatically ensured conservation of nitrogen atoms.
Charge Balance
Use of balanced chemical equations in Table 2.1 when formulating the generation and
consumption terms for the species rates of change automatically ensured conservation
of electrical charge.
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Fast Gas Heating
Popov [35, 40] and others discuss “fast gas heating,” or rapid energy release into
the translational and vibrational modes of the gas during the post-discharge due
to relaxation of energy stored in electronic states (including predissociation) and
ionization. Popov defined “fast gas heating” as that which occurs within much shorter
timescales than vibrational-translation (VT) relaxation and vibrational-vibrational
(VV) exchange.
Table 2.3: Fast gas heating of translational and vibrational modes.
Number Heating Value [eV] Reference
R5a tr = 3.5, v = 1.5 [35]
R6a v = 1.3 [35]
R12 tr = 3.5 [40]
R25a v = 1.2 [35]
R26a v = 3.7 [35]
R40 tr = 1 [35]
a v estimated from the energy difference of the products and reactants based
on the values of their electronic states listed in Ref. [69].
Table 2.3 lists the fast gas heating values for the translational, tr, and vibrational,
v, modes. To account for fast gas heating and improve the energy balance in the
model, we added terms to the governing equations for dTg/dt and dTv/dt and as-
sumed all energy released in fast gas heating reactions immediately acts to raise the
temperature. The respective volumetric heating contributions (in units of J cm−3 s−1)
are given by Qtr =
∑
i
tr,iqeri and Qv =
∑
i
v,iqeri, where ri is the rate of reaction i
(in units of cm−3 s−1).
Energy Balance and Temperature Calculations
For the energy balance within our model, we adapted previous approaches [21, 73] of
mapping out the energy flow within a decaying plasma. Our energy considerations
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were primarily intended for capturing the evolution of Te(t) since it undergoes signif-
icant (over an order of magnitude) variation over short timescales (tens of nanosec-
onds) and the plasma reaction rates strongly depend upon it. The variation of Te is
far greater and swifter than either Tg or Tv and thus needs satisfactory representation
in the model. Although we included many effects in the energy balance (discussed in
the following sections), several considerations were neglected that are important for
accurately characterizing Tg(t) and Tv(t) and the development of the FLEET plasma
beyond several hundred nanoseconds after the initial laser pulse. In particular, we
did not consider expansion work done by the gas or any fluid dynamic effects since
these would require at least one spatial dimension in the model. Experiments [74]
and simulations [75] show that rapid heating of the tagged region leads to the expul-
sion of shockwaves, and gas dynamic expansion that lowers the density (with respect
to the surroundings) within the first microsecond and persists for tens of microsec-
onds. Furthermore, we neglected vibrational anharmonicity and VV exchange since
there was no source of continuous pumping of the upper vibrational levels, although
inclusion of these effects could potentially enhance the VT relaxation rates (since
the quanta of upper vibrational levels more closely match the translational energy
of molecules). Elastic Coulomb (electron-ion) collisions were omitted since electrons
were far more likely to elastically collide with N2 whose number density dwarfed those
of ions. Lastly, the energy released by numerous recombination, quenching and ion
conversion reactions was not included in the balance because of uncertainty in the
distribution of the energy among the translational and vibrational modes of the prod-
ucts of these reactions. Neglecting this heat release leads to a lossy energy balance.
All in all, the energy balance was believed to be adequate for characterizing Te(t)
in a zero-dimensional model (which itself fundamentally limits fidelity) of a decaying
plasma, but inadequate for realistically portraying Tg(t) and Tv(t) at later times (i.e.,
microsecond timescale). Thus, solutions to Tg(t) and Tv(t) are approximate.
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The total translational, vibrational [72] and electronic energy (in units of J cm−3)
are respectively given by
Etr(Tg) = nN2
3
2
kBTg, (2.3)
Ev(Tv) =
nN2hνv
exp
(
hνv
kBTv
)
− 1
, (2.4)
Ee(Te) = ne
3
2
kBTe, (2.5)
with the vibrational zero-point energy, 1
2
hνv, neglected in Equation (2.4) since it does
not appear explicitly in any resulting expression. The governing equations for Tg, Tv
and Te are derived from these formulas, along with the assumption that dnN2/dt ≈ 0.
Throughout the section, Q will stand for various heating rates in units of J cm−3 s−1.
The rate of change for the gas’ translational temperature (in units of K s−1) is
given by
QR41 =
3
2
kBneνelas(Te − Tg)δN2 , (2.6)
QR54 =
Ev(Tv)− Ev(Tg)
τVT
, (2.7)
Ctr =
3
2
kBnN2 , (2.8)
dTg
dt
= (QR41 +QR54 +Qtr)/Ctr, (2.9)
where νelas = kR41nN2 gives the elastic collision frequency (in s
−1), δN2 = 2me/mN2
gives the mass ratio coefficient of electrons to gas molecules and τVT = (kR54nN2)
−1
provides the time constant for VT relaxation (in s). QR41 represents gas heating from
elastic collisions with electrons. The heating rate from VT relaxation, QR54, utilizes
the functional form of vibrational energy defined by Equation (2.4). Ctr is simply a
coefficient resulting from Equation (2.3) with units of J cm−3 K−1.
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The rate of change for the gas’ vibrational temperature (in units of K s−1) is given
by the following
QR42 =
8∑
v=1
UvkvnN2ne, (2.10)
QR43 =
8∑
v=1
Uvk
inv
v
nN2(v)
nN2
nN2ne, (2.11)
Cv = nN2
(
hνv
Tv
)2 exp( hνv
kBTv
)
kB
(
exp
(
hνv
kBTv
)
− 1
)2 , (2.12)
dTv
dt
= (QR42 +Qv −QR43 −QR54)/Cv, (2.13)
where QR42 and QR43 represent vibrational heating from impact excitation and su-
perelastic collisions, respectively. Again, Cv is simply a coefficient with units of
J cm−3 K−1 that arises from differentiation [72] of Equation (2.4).
The rate of change for electronic temperature (in units of K s−1) is given by the
following set of equations
Qsupelas = rR45UN2(A, v = 0–4) + rR47UN2(A, v = 5–9)
+ rR49UN2(B) + rR51UN2(A, v > 9)
+ rR53UN2(C),
(2.14)
Qrecomb = rR10UN2+ + rR15UN2+ + rR19UN+ , (2.15)
Qimpact = rR16UN2+ + rR40Udiss + rR44UN2(A, v = 0–4)
+ rR46UN2(A, v = 5–9) + rR48UN2(B)
+ rR50UN2(A, v > 9) + rR52UN2(C),
(2.16)
Ce =
3
2
kBne, (2.17)
dTe
dt
= (QR43 +Qsupelas +Qrecomb −QR41
−QR42 −Qimpact)/Ce − dne
dt
Te
ne
,
(2.18)
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where Qsupelas, Qrecomb and Qimpact denote the heating of electrons due to electronic
superelastic collisions, recombination with ions,5 and impact with neutrals (excitation,
dissociation and ionization), respectively. Ce is a coefficient with units of J cm
−3 K−1
that results from Equation (2.5) while r designates the reaction rate identified by
the subscript in units of cm−3 s−1. UN2(A, v = 0–4), UN2(A, v = 5–9), UN2(B), UN2(A, v > 9)
and UN2(C) represent the threshold energies for electronic excitation taken from the
LXCat database [69]. Udiss symbolizes the dissociation energy of molecular nitrogen
while UN+ and UN2+ signify the ionization energies of atomic and molecular nitrogen,
respectively. All energies are in units of J. The last term on the right-hand side
of Equation (2.18) arises from differentiation of Equation (2.5) and accounts for e
released or absorbed by electrons during recombination or ionization, respectively.
2.2.4 Initial Conditions and Photoionization
The model’s initial conditions reflect the typical experimental parameters for FLEET
velocimetry (which attempt to optimize accuracy and precision while minimizing
perturbations to the gas).
Assumptions on Initial Species and Temperatures
User input supplies pre-pulse (t = 0) values for pressure, p(0), and temperature, Tg(0).
The ideal gas relation provides the pre-pulse number density of molecular nitrogen,
nN2(0) = 1× 10−6 p(0)kBTg(0) (e.g., nN2(0) ≈ 2.4× 1019 cm−3 at 101.3× 103 Pa, 300 K).
The photoionization model needs nN2(0) to calculate nN2+(t0) and ne(t0) at the
end of the laser pulse and start of the simulation (t = t0 = 70 fs). We assume the
presence of initially only N2, N2
+ and e– at that time. This assumption is predicated
on the idea that the infrared laser light, an electromagnetic wave, more readily couples
5We assumed that the much lighter electron third body absorbs all of the energy released during
recombination and no energy goes into the translational or vibrational modes of the molecule(s).
Furthermore, the dissociation energy of N2 –N2
+ in R10 was neglected.
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to the molecules’ electronic rather than vibrational modes and photoionization rather
than photodissociation dominates. In reality, due to the extreme intensity of the
focused, femtosecond-duration laser pulse, finite populations of other species may
also be present including electronically-excited ions and molecules.
Since t0 is much shorter than the timescales of thermalization, Tg(t0) = Tg(0).
Assuming an unheated (room temperature) source of gas for the plenum and thermal
equilibrium prior to the laser pulse,
Tv(t0) =

300 K, Tg(0) < 300 K
Tg(0), Tg(0) ≥ 300 K
, (2.19)
since gas temperatures below 300 K are experimentally achieved by rapid expansion
through a nozzle which freezes the vibrational modes.
Roughly approximating photoionization as an above-threshold, multiphoton pro-
cess provides a simple way to estimate the initial electron temperature. For a mul-
tiphoton process, Nph = ceil
(
UN2+
hνL
)
gives the minimum number of photons required
for ionization, where ceil(·) is the ceiling function, νL = ωL2pi = cλL is the laser’s central
frequency, h = 6.626× 10−34 J s is the Planck constant and c = 2.9979× 108 m s−1
is the speed of light in vacuum. Therefore, a laser with a central wavelength of
λL = 800× 10−9 m requires Nph = 11. If Nph,add denotes the number of additional
photons in excess of the ionization requirement, then the initial electronic temperature
becomes
Te(t0) =
2
3kB
(hνL(Nph +Nph,add)− UN2+). (2.20)
For Nph,add = 0, Te(t0) ≈ 11 300 K; however, Nph,add = 2, Te(t0) ≈ 35 300 K seems
to provide better agreement with experimental results, producing the correct signal
trend with above-atmospheric density: S ∝ nN2(0) (discussed more in Section 2.4.5).
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Nominal Laser Parameters
We used a regeneratively-amplified Ti:sapphire laser (Spectra-Physics Solstice) during
the experimental effort. Assuming a Gaussian pulse shape and intensity profile, with
a pulse duration (FWHM) of ∆tL = t0 = 70× 10−15 s, a pulse energy of UL =
0.5× 10−3 J, the same central wavelength of λL = 800× 10−9 m, a spectral bandwidth
(FWHM) of 35× 10−9 m, an incident beam diameter (1/e2) of DL = 7× 10−3 m and
focused by a lens of focal length, fL = 0.3 m, then geometric optics dictates a beam
waist radius (1/e2) of w0 = 2
λL
pi
fL
DL
≈ 22× 10−6 m and a Rayleigh range of zR =
pi
w20
λL
≈ 1.9× 10−3 m, which produces a peak power of PL = 2
√
ln(2)
pi
UL
∆tL
≈ 6.7× 109 W
and a peak intensity of IL = 2
PL
piw20
≈ 9.0× 1018 W m−2.
Photoionization Details
Calculation of the Keldysh parameter, γK = ωL
√
2meUN2+
qeEL
≈ 0.38 < 0.5, indicates
photoionization is dominated primarily by tunneling rather than multiphoton pro-
cesses [76], where EL =
√
2IL
c0
is the laser’s peak electric field strength and 0 =
8.8542× 10−12 F m−1 is the permittivity of free space.
Talebpour et al. [77, 78] provide the photoionization rate as a function of intensity,
wN2+(IL), for femtosecond lasers in N2 with λL = 800 nm and 8.2× 1016 W m−2 ≤
IL ≤ 1.0× 1019 W m−2, based on the experimentally validated theory of Perelomov,
Popov and Terent’ev (PPT) for tunneling ionization. Interestingly, wN2+(IL) exhibits
an approximate power law dependence on intensity [78], wN2+ ∝ IαL , with α ≈ 7.5
for IL < 1× 1018 W m−2, similar in mathematical form to multiphoton ionization,
although with a smaller exponent [79].
With wN2+(IL) known, the ionization yield simply becomes [78, 79]
nN2+(t0) = wN2+(IL)nN2(0)∆tL, (2.21)
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which linearly depends on initial gas density. Since the laser pulse is short compared
to the time between collisions, collisional ionization processes (such as avalanche) can
be disregarded. Conservation of charge and species implies
ne(t0) = nN2+(t0), (2.22)
nN2(t0) = nN2(0)− nN2+(t0). (2.23)
Due to the high intensity of the focused femtosecond laser pulse, nonlinear effects
arise that contribute to self-focusing (Kerr effect) and defocusing (plasma) of the
beam, causing deviations from geometric optics and limiting the maximum achievable
intensity (i.e., intensity clamping). Self-focusing is associated with an increase in
refractive index given by [78–81] ∆η = η2IL, with the Kerr nonlinear index taking
the form η2(nN2) = η2,STP
nN2
nSTP
, where η2,STP = 3.19× 10−23 m2 W−1 and nSTP ≈
2.4× 1019 cm−3 respectively represent the index and density at atmospheric conditions
(101.3× 103 Pa, 300 K). The density dependence was assumed to follow the observed
linear pressure dependence [81, 82] and the value of η2,STP for N2 at 800 nm includes
both the electronic and rotational (Raman) responses typical for a laser pulse of the
duration used [83, 84]. Defocusing is associated with a decrease in refractive index
due to the formation of a plasma and is given by [78–81] ∆η = − ne
2ne,crit
, with ne
computed from Equations (2.21) and (2.22). The critical electron density (in cm−3)
is ne,crit =
0me
1× 106q2e ω
2
L, obtained by equating the laser’s angular frequency with the
electron plasma frequency, ωL = ωpe =
√
neq2e
0me
.
To roughly estimate the laser intensity and thus ionization at the focal point, we
adapt the approach used in the study of femtosecond filamentation [78–81] in which
Kerr self-focusing balances plasma defocusing and leads to the equality
η2,STP
nSTP
IL =
wN2+(IL)∆tL
2ne,crit
, (2.24)
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after neglecting diffraction and canceling out the linear dependence on gas den-
sity by both sides. Solving for laser intensity yields a constant, clamped value of
IL ≈ 6.5× 1017 W m−2 and from Equation (2.21) for room temperature and pres-
sure, ne(t0) ≈ 7.2× 1016 cm−3, which agrees well with measurements in air [80] and
greatly contrasts with the unrealistically high value, ne ≈ 2.2× 1022 cm−3, obtained
by assuming purely geometric focusing (IL ≈ 9.0× 1018 W m−2). The independence
of laser intensity on gas density6 in Equation (2.24) has been observed by others [81],
although at low densities, self-focusing weakens with respect to geometric focusing
and the balance should become one of geometric focusing and plasma defocusing. For
modeling simplicity, the error incurred by using Equation (2.24) at low densities is
assumed to be tolerable.
2.2.5 Solution of Equations
The rates of change for the ten species and three temperatures comprise a system of
coupled, first-order, nonlinear, ordinary differential equations. We employed MAT-
LAB’s built-in ode15s function (a variable-step, variable-order, multi-step solver for
stiff problems) to solve the system and evaluate the reaction rates, r(t), species num-
ber densities, n(t), and temperatures, T (t), at each time step. The visible (VIS) and
ultraviolet (UV) signals, which correspond to the first and second positive systems of
nitrogen, respectively, are given by
SVIS(t) ∝ rR3(t) = kR3nN2(B)(t), (2.25)
SUV(t) ∝ rR4(t) = kR4nN2(C)(t). (2.26)
6Pressure and density are assumed to be interchangeable in this context.
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2.3 Tuning of Rate Coefficients and FLEET Spec-
tral Measurements
Several reaction rate coefficients contain significant uncertainty in their value (i.e., a
large spread is reported across literature, sometimes with orders of magnitude varia-
tion). Table 2.4 tabulates the seven tuned and two non-tuned rate coefficients with
their reported ranges and associated references.7 These reactions strongly influence
the rise time and peak value of N2(A), N2(B) and N2(C) at early times (t . 0.01µs)
and the lifetime at later times (t & 1µs). We sought to tune these coefficients (within
the bounds set by previous reporting, Table 2.4) to best reproduce the N2(B) and
N2(C) populations (i.e., VIS and UV signal) observed in experiments at room tem-
perature and atmospheric pressure. Although the model should ideally predict the
populations over a wide range of conditions, for the purposes of coefficient tuning, the
signal at 300 K and 101.3× 103 Pa was chosen as the point of reference. The tuning
effort required both computational and experimental elements. The computational
aspect involved varying the model’s rate coefficients, recording the output and then
repeating the process for many different combinations of tuned values. The experi-
mental effort entailed measuring the relative size and temporal behavior of N2(B) and
N2(C) in a nitrogen free jet. Both elements are discussed in detail in the following
sections.
2.3.1 Random (‘Monte Carlo’) Parameter Search for Tuning
Rate Coefficients in Model
In the spirit of the Monte Carlo method and multi-parameter optimization, the rate
coefficients for reactions R5, R23, R24 and R25 were randomly varied over the ranges
delineated in Table 2.4. The rate coefficients for dissociative recombination of cluster
7An extensive, though certainly non-exhaustive listing of references.
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Table 2.4: Reactions with relatively high uncertainty in rate coefficients (in units of
cm3 s−1).
Number Min. / Max. Ref. Additional Ref.
R5
7.7± 1.1× 10−11 [33]
[34]
1.1+2−0.5 × 10−9 [32]
R6a
2.1× 10−11 [85]
[34, 48, 86]
2.6+2−1.4 × 10−10 [31]
R7b
2.6× 10−7 [34]
[36]
4.6± 0.9× 10−6 [37]
R8b
2.6× 10−7 [34]
[36, 38]
4.6± 0.9× 10−6 [37]
R9b
2.6± 0.3× 10−6 [34, 39]
[36]
4.6± 0.9× 10−6 [37]
R23c
3× 10−19 [41, 50, 51]
[47–49]
3× 10−16 [24, 36]
R24
5× 10−12 [41, 53]
[34, 36, 47, 54]
6.5× 10−11 [52]
R25
1.61± 0.08× 10−12 [57]
[26, 33, 46, 55, 56, 58]
1× 10−10 [36]
R26a
1× 10−11 [34]
[58, 87]
2.67± 0.14× 10−11 [59]
a Non-tuned coefficient with a relatively large spread of values across literature.
b Ikezoe et al. [37] and Gordiets et al. [36] did not explicitly specify the electronic
state of the products.
c The listed maximum of k = 3× 10−16 was used by the kinetic schemes of Hen-
riques et al. [24] and Gordiets et al. [36]. However, the original citation [48] de-
scribed a much smaller coefficient, k < 3× 10−18. Therefore, the upper limit
considered during tuning was k = 3.8± 0.4× 10−17, taken from Levron et al. [49].
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ions (R7, R8 and R9) were varied in a slightly different manner. A value for the base
coefficient was randomly selected from the range 2.6× 10−7 to 5.5× 10−6 cm3 s−1
(the entire extent of the range for this type of reaction). Once the base coefficient
was selected, each of the three reactions was randomly assigned a fraction of the
base coefficient’s value. This approach assumed that previous efforts to characterize
the rate coefficient were actually measurements of the overall reaction (i.e., base
coefficient) and not its constituent processes. See the discussion in Section 2.2.1 for
more details.
Once values for the seven tuned coefficients were assigned, the system was solved
in the manner previously described and its solution (i.e., nN2(B)(t) and nN2(C)(t)) was
recorded. This process was repeated over 240 000 times (trials) in an attempt to
adequately sample all of the possible combinations of rate coefficient values. The
sampling size was considered satisfactory for the sake of an example of tuning by
random parameter search. More precise and efficient tuning would require use of an
optimization algorithm.
Figure 2.1 plots the normalized populations of B-state (red) and C-state (blue)
nitrogen from 19 ‘Monte Carlo’ trials (solid lines) to roughly illustrate the model’s
sensitivity to the tuned rate coefficients. Photomultiplier (PMT) experimental data
(boxes) are superimposed for reference and discussed in detail in Section 2.3.5. In
the figure, the results were normalized by the value of nN2(B) at t = 2.9× 10−3 µs
(the starting time for the experimental data). The 19 trials were chosen according
to their rank in a least-squares best fit to the experimental data based on matching
the ratio of nN2(B) to nN2(C). The the 1st through 5th best fits are shown along
with progressively poorer fits (i.e., 10th, 20th, 50th, 100th, 200th, . . ., 200 000th) to
provide some sense of the spread. Observe the large spread for t . 3× 10−3 µs and
t & 3µs when the best fit metric fails due to a lack of experimental data. Also, note
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a population inversion, nN2(C) > nN2(B), in a few cases for t & 1× 10−3 µs, which we
considered unlikely to occur in this decaying plasma.
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Figure 2.1: Simulation results (solid lines) from 19 ‘Monte Carlo’ trials compared to
PMT experimental data (boxes).
One takeaway from the spread shown in Figure 2.1 is that the rate coefficients for
energy pooling and dissociative recombination, which are not precisely known, can
be found by tuning this relatively simple kinetics model to fit the experimental data.
With this approach, additional time-resolved data would need to be obtained, for
example, at earlier time delays when the populations achieve their maximum value,
to uniquely determine the coefficients. Furthermore, an optimization algorithm (such
as an artificial neural network), instead of a random parameter search, would be
employed to intelligently and efficiently tune the rate coefficients. Such efforts would
increase the confidence in the values obtained for the tuned coefficients in Table 2.1
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given the large range for the rate coefficients (Table 2.4) and the model’s sensitivity
to them (Figure 2.1).
The formula for the residuals used to compare the ratio of excited populations in
the simulation (sim) and experiment (exp) was
res =
log
(
nN2(B),sim(t)
)
log
(
nN2(C),sim(t)
) − log (nN2(B),exp(t))
log
(
nN2(C),exp(t)
) , (2.27)
with the number densities first normalized in the manner described for Figure 2.1 and
then discretely sampled at logarithmic intervals of t. Use of logarithms ensured fairer
weighting over the extensive span of time and variation in amplitude. Ranking of the
trials was based on least squares of the residuals. The purpose of the metric was to
find the simulation trial (i.e., set of tuned rate coefficients) that best replicated the
experiment’s temporal behavior and ratio of N2(B) to N2(C).
2.3.2 Measurement of FLEET Spectrum
In order to quantitatively compare the N2(B) and N2(C) populations, it was first
necessary to measure the relative strength of the visible and ultraviolet emission
of these excited states. This task was accomplished by spectroscopy of FLEET in
nitrogen and several key assumptions and approximations. Once the relative strength
had been established, the time varying behavior of the signals (populations) could
then be quantified with a photomultiplier tube and bandpass filters.
We acquired the spectrum of FLEET in a quartz cell flowing pure nitrogen
(≥ 99.998 %) at approximately room temperature and atmospheric pressure using
a half-meter focal length spectrometer (Princeton Instruments Acton SP-500i) cali-
brated for wavelength and a diffraction grating (Princeton Instruments, 600 gr mm−1,
500 nm blaze wavelength). A scientific camera (Princeton Instruments PIXIS 512B
CCD) recorded background-subtracted spectra using five-second integration times.
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The femtosecond laser (Spectra-Physics Solstice) was operated at a repetition rate
of 1000 Hz with the same nominal parameters as listed in Section 2.2.4 except for a
slightly lower8 pulse energy of 0.3× 10−3 J.
Unfortunately, the experiment lacked both a notch filter to block the laser light9
and a longpass filter to block the second-order modes of the diffraction grating. We
subtracted the laser line from the FLEET spectrum by assuming a Gaussian line
shape (with the spectral parameters given by Section 2.2.4) and choosing the ampli-
tude of the Gaussian such that the signal in regions without known spectral features
went exactly to zero (as would be expected if no laser contamination were present).
Subtraction of the second-order modes within the first positive spectrum was not
possible and though non-ideal, was assumed to be tolerable since the first negative10
features, not accounted for by the model, already contaminated the second positive
spectrum and could likewise not be subtracted.
Manufacturer provided data on camera quantum efficiency, QEcam(λ), and grating
efficiency, ηgr(λ), enabled correction of the acquired FLEET spectrum for instrument
sensitivity. Further correction of the UV portion of the spectrum was achieved by
leveraging the second positive lines of N2(C, v = 0). See Table 2.5 and, additionally,
Section 2.2.1. A continuous correction curve was formed from calibration points at
the specified wavelengths, λ. The calibration points were adjusted so that the ratios of
the integrated second positive features and spontaneous emission coefficients equaled
one another, i.e.,
∫
S(λ)dλ/
∫
S(0,4)(λ)dλ = k/k(0,4). The (0, 4) feature was chosen as
the reference point because it was far enough into the visible spectrum to not need
UV correction and strong enough to have satisfactory signal-to-noise ratio (SNR).
8The pulse energies are effectively equivalent from the point of view of the model.
9We could have alternated between the laser’s first and second harmonic when generating FLEET
to produce two separate spectra and then judiciously stitch together a composite spectrum without
either laser line. However, we wished to avoid introducing additional experimental parameters into
the measurement and therefore used solely 800 nm.
10Reaction given by N2
+(B2Σ+u ) −−→ N2+(X2Σ+g ) + hν
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Table 2.5: Second positive features used to calibrate UV region.
(v′, v′′) (0, 0) (0, 1) (0, 2) (0, 3) (0, 4) Unit Ref.
λ 337.1 357.7 380.5 405.9 434.4 nm [10]
k/k(0,4) 46.2 30.9 12.3 3.81 1 s
−1 [19]
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Figure 2.2: FLEET spectrum in nitrogen at ambient temperature and pressure with
laser line shape subtracted.
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Figure 2.2 plots the FLEET spectrum in nitrogen, superimposing the original ac-
quisition from the spectrometer (blue), the spectrum corrected for instrument sensi-
tivity (red), and the spectrum recorrected with the second positive calibration (black)
which was actually used in calculations. The curves in the plot had the laser line shape
subtracted out and were normalized by the peak signal of the recorrected spectrum.
Observe that each correction progressively bolsters the strength of the UV signal with
respect to the VIS signal.
2.3.3 Formulas and Assumptions for Relating Spectrometer,
Photomultiplier and Model Results
If rph(λ, t) symbolizes the theoretical spectral rate of change of photon density in
the tagged region (in units of cm−3 s−1 nm−1), then the signal on the spectrometer is
related via
Sspec(λ) ∝
∫
QEcam(λ)η˜gr(λ)rph(λ, t)dt, (2.28)
with the second positive calibration absorbed into a modified grating efficiency η˜gr(λ)
and the collection efficiency and unit conversion factors neglected.
Since the model only considers VIS and UV emission, the entire FLEET spectrum
was consolidated into two bands: a VIS band given by ∆λVIS = 498–895 nm and a
UV band given by ∆λUV = 332–493 nm. Selection of these ranges was based on the
prominent lines of the first and second positive systems listed in Lofthus et al. [10],
identifiable features in the measured spectrum (Figure 2.2) and exclusion of the first
negative features around 315 nm and 320 nm. For example, the signal in the VIS band
would be given by Sspec,VIS =
∫
∆λVIS
Sspec(λ)dλ, or equivalently,
Sspec,VIS =
∫
Sspec(λ)T
′
∆λVIS
(λ)dλ, (2.29)
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where T ′∆λVIS(λ) is an ideal rectangular bandpass filter that passes 100 % within ∆λVIS
and 0 % otherwise. Similarly, the VIS signal in the model is related to rph(λ, t) by
rR3(t) =
∫
rph(λ, t)T
′
∆λVIS
(λ)dλ. (2.30)
Furthermore, the VIS signal collected by the PMT has the form
SPMT,VIS(t) ∝
∫
QEPMT(λ)TVIS(λ)rph(λ, t)T
′
∆λVIS
(λ)dλ, (2.31)
with the collection efficiency and unit conversion factors neglected and the PMT
quantum efficiency, QEPMT(λ), provided by the manufacturer. TVIS(λ) represents the
VIS bandpass filter function used in the PMT experiment (shown in Figure 2.3 and
described in Section 2.3.4). With the appropriate substitutions, UV band quantities
such as Sspec,UV, rR4(t) and SPMT,UV(t) are calculated in the same manner.
Relating the time integrated FLEET spectrum, Sspec(λ), to a spectrally integrated
photomultiplier signal such as SPMT,VIS(t) requires an assumption that the spectral
lines within the band, ∆λVIS, evolve monolithically in time. In other words, the
relative strengths of the spectral lines within a band are invariant in time, although
the strengths can vary uniformly by a time-dependent factor, say, fVIS(t).
Noting t as the variable of integration, Equation (2.28) can be rewritten as
Sspec(λ)
QEcam(λ)η˜gr(λ)
∝ ∫ rph(λ, t)dt. We limit this new equation to a particular band by
multiplying both sides by T ′∆λVIS(λ). Then, by invoking the assumption of monolithic
evolution, the integral on the right-hand side can be taken over any arbitrary time
interval and therefore eliminated, yielding
Sspec(λ)T
′
∆λVIS
QEcam(λ)η˜gr(λ)
fVIS(t) ∝ rph(λ, t)T ′∆λVIS(λ), (2.32)
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where the factor fVIS(t) accounts for the monolithic variation of the signal in ∆λVIS
over time. This equation enables us to formulate a ratio between the signal observed
by an instrument and the signal that would have been collected from the desired
band of the FLEET spectrum (in Figure 2.2) had the instrument possessed ideal
rectangular spectral sensitivity. In practice, the factor fVIS(t) cancels out along with
any unit conversion factors. Also, with the appropriate substitutions, the above
formulas readily apply to the UV band as well.
2.3.4 Bandpass Filters for Isolating VIS and UV Signal
For the experiment, we isolated the VIS and UV bands by layering multiple colored
glass filters together. The VIS filter was composed of a longpass (Edmund Optics 66-
088, 550 nm cut-on) and a shortpass (Edmund Optics 84-725, 650 nm cut-off). The
goal was to maximize light collection from the relatively dim, but long-lived VIS sig-
nal. The UV filter was composed of two bandpasses (Thorlabs FGB37, 332–608 nm,
and Lattice Electro Optics BG39-20, 350–587 nm) to suppress leakage around 650 nm,
a shortpass (Edmund Optics 84-715, 400 nm cut-off) and a neutral density filter
(Thorlabs ND10A, 1.0 OD) to attenuate the relatively bright, but short-lived UV
signal. Manufacturer provided data enabled calculation of the filter transmission
functions shown in Figure 2.3 and denoted respectively by TVIS(λ) and TUV(λ). Al-
though the filters only transmit a subset of the total emission within ∆λVIS and ∆λUV,
they nevertheless attempt to capture the strongest lines observed [2, 88] within the
bands.
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Figure 2.3: Spectral transmission functions for the visible and ultraviolet filters, de-
noted by TVIS(λ) and TUV(λ), respectively. Note the UV filter transmits significantly
less light and slightly leaks around 645 nm.
2.3.5 Photomultiplier (PMT) Experiment and Comparison
to Model
Using the nominal parameters listed in Section 2.2.4 and a repetition rate of 1000 Hz,
the laser (Spectra-Physics Solstice) generated FLEET in a pure nitrogen (≥ 99.998 %)
free jet of large overall diameter (29× 10−3 m) relative to the confocal parameter
(b = 2zR ≈ 3.7× 10−3 m). Figure 2.4 depicts FLEET in the free jet as captured by
a smartphone camera using an exposure of 1
15
s. The nozzle configuration delivered
the gas at approximately room temperature and atmospheric pressure. We estimated
the volume of the tagged region as voltag = 1× 106piw20b ≈ 5.6× 10−6 cm3.
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Figure 2.4: FLEET in free jet from co-flow nozzle. Note long-lived visible emission.
Innermost diameter is 16 mm while annular diameter is 19–29 mm. Both outlets flow
N2 at about 1 m s
−1. FLEET was radially centered during experiments.
The linearity of the PMT (Hamamatsu R636-10, 2 ns rise time) operating at
1025 VDC with the expected signal levels was confirmed by comparison to photo-
diode (Thorlabs DET10A, 1 ns rise time) measurements. Efforts to reduce stray light
and laser scattering included painting relevant surfaces matte black, placing the PMT
with its 2.1 mm diameter entrance aperture and collection optics in a light tube, and
passing the beam through a half-wave plate to rotate its linear polarization vector.
The entrance to the collection optics consisted of a lens of diameter Dcol = 0.075 m
offset from the tagged region by its focal length, Lcol = 0.12 m, which corresponded
to a light cone collection efficiency of ηcol =
1
2
− Lcol
2
√
L2col+D
2
col/4
≈ 2.3 %.
A digital oscilloscope (LeCroy WaveJet 334, 350 MHz bandwidth) acquired sig-
nals from the PMT via impedance-matched cables and terminations. Since the signal
amplitude varied by orders of magnitude, low and high input ranges on the oscillo-
scope were used (±1 V and ±10 V). The resulting signals were then spliced together
(after deconvolution in post-processing) to prevent saturation at early times when
the signal was strong and improve the signal-to-noise ratio at later times when the
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signal was weak. To compensate for noise, on-scope averaging of 256 waveforms was
performed. Due to output limitations of the oscilloscope operating in this mode, vari-
ance went unmeasured, preventing calculation of error bars for the data. Even with
on-scope averaging, the SNR decreased with time and noise became perceptible at
about t ≈ 0.3µs. Therefore, the signals were further refined by averaging a set of 10
on-scope averages (or 2560 single-shot measurements in total). All signal traces were
background subtracted and deconvolved from an instrument response function based
on laser scattering. The noise floor was clearly distinguishable and signal below this
threshold was discarded, explaining the abrupt termination of the fast-decaying UV
signal at t = 3.2µs in the figures. The slow-decaying VIS signal, in contrast, never
dropped below the noise floor and was retained completely (up to t = 47µs). Spu-
rious signal reflections were omitted and a moving average filter of variable window
size was applied to slightly smooth the data.
Relying on the assumptions of Section 2.3.3 and utilizing Equations (2.30)–(2.31)
yield a relationship between the PMT voltage signal (as measured by the oscilloscope)
and the rate of change of photon density in the simulation,
VPMT,VIS(t) = rR3(t)
∫
QEPMT(λ)TVIS(λ)rph(λ, t)T
′
∆λVIS
(λ)dλ∫
rph(λ, t)T ′∆λVIS(λ)dλ
× voltagηcolηapergPMTqeRscope,
(2.33)
where voltag and ηcol are defined previously, gPMT = 1× 105 is the approximate PMT
gain at 1025 VDC and Rscope = 50 Ω is the oscilloscope input impedance. A scaling
factor of ηaper = 2.5 % accounts for the clipping of incoming light by the PMT’s
aperture and other experimental uncertainties. Equation (2.32) enables substitution
of the ∆λVIS band of the measured FLEET spectrum (black line in Figure 2.2) for
rph(λ, t)T
′
∆λVIS
(λ) in the ratio. The resulting equation for the VIS band (and one
similarly constructed for the UV band) can be solved for rR3(t) (or rR4(t)) to convert
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the experimental results with units of V into a rate of change of photon density with
units of cm−3 s−1.
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Figure 2.5: Photon density rate in the tagged region (upper) and excited-state
populations (lower) for the simulation (solid lines) and PMT experiment (boxes)
in nitrogen at 300 K and 101.3× 103 Pa. Note that a normalized version of the lower
subfigure is presented with other ‘Monte Carlo’ trials in Figure 2.1.
Figure 2.5 shows these converted experimental results (boxes) along with the
best fit simulation (solid lines) from the ‘Monte Carlo’ trials. Recall that Equa-
tions (2.25) and (2.26) relate the rate of change of the photon density (upper sub-
figure) in the tagged region to its corresponding excited-state population (lower sub-
figure). Note that without the scaling factor ηaper, the experimental curves would
lie below the simulation results. Also, note that a normalized version of the lower
subfigure appears in Figure 2.1 along with other ‘Monte Carlo’ trials. Importantly,
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the red curves exhibit the general behavior of fast decay followed by slow decay, which
has been observed in many time-resolved experiments [1, 2, 14, 15, 88].
Regarding similarities, the simulation and experiment curves show relatively good
agreement in absolute magnitude11 and ratio of blue to red at t = 2.9× 10−3 µs. Like
the experimental red curves (although unobserved in the blue curves because of the
early truncation), the simulation curves level off before beginning to decay again. For
the photon rates, the blue and red curves of the simulation intersect each other like
those of the experiment.
Regarding differences, the simulation lacks an inflection point that occurs around
t ≈ 0.01µs in the experiment curves, although this inflection may be spurious, an
artifact of PMT saturation and/or error in the deconvolution. The simulation curves
generally decay faster, and, for the case of the red curve, longer than the experiment.
The faster decay is probably explained by the model’s neglect of gas dynamic ex-
pansion (which lowers the overall density) and spatial distribution of species. The
model effectively concentrates all species into a zero-dimensional point with constant
overall density, hastening the reaction rates compared to reality (or a model which
includes these physics). The simulation appears to have a stronger coupling between
the red and blue curves than the experiment. In the model, for t & 1× 10−3 µs, the
repopulation of N2(B) and N2(C) by energy pooling of N2(A) drives this coupling,
with some additional contributions to coupling from the decay of N2(C) into N2(B)
by quenching and fluorescence. Furthermore, N2(B) and N2(C) ultimately decay into
N2(A), which feeds the energy pooling process and adds to the coupling.
11The scaling factor required for agreement is reasonable considering the number of estimations
and uncertainties required to back calculate the photon density rate in the tagged region.
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2.4 Modeling Results, Discussion and Comparison
to Experiment
2.4.1 Species Populations and Contributing Reactions at At-
mospheric Conditions
Figure 2.6 plots the number densities of atoms (solid lines), electronically-excited
molecules (dotted lines) and charged species (dashed lines) in time. The effectively
constant concentration of molecular nitrogen (nN2(t) ≈ 2.4× 1019 cm−3) lies well
above the displayed data. The N2(B) and N2(C) populations shown here are the
same as depicted in Figure 2.5 (lower) and were repeated in this figure for reference.
Except for N2
+ and e– which began with finite population, all the species rapidly
grew from zero population at t = t0 = 7× 10−8 µs to their values at t = 1× 10−7 µs.
We should emphasize the speculative nature of results for t & 1µs (and certainly
for t  1µs) since important physics, such as fluid dynamics and spatial variation
of species, are neglected. Omission of these physics fundamentally alters the rate
computations within the model, causing the N2(B) and N2(C) populations to decay
faster than observed experimentally (see Figure 2.5 and Section 2.3.5).
Observe the persistently large population of atomic nitrogen at this pressure and
temperature. Figure 2.7 plots the production (solid lines) and consumption (dashed
lines) reactions contributing to the N population, with the absolute rates (in units
of cm−3 s−1) in the upper subfigure and the relative contribution fraction (in units
of %) in the lower subfigure. The contribution fraction is computed by dividing a
given rate by the sum of the absolute value of each of the rates contributing to the
production and consumption of the species at an instant in time. For clarity, only
reactions with a contribution fraction of at least 10 % are shown; therefore, the curves
do not necessarily sum to 100 %. According to the figure, impact dissociation (R40)
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Figure 2.6: Number densities of atoms (solid line), excited molecules (dotted lines)
and charged species (dashed lines) in the simulation for nitrogen at 300 K and
101.3× 103 Pa. Note that nN2(t) ≈ 2.4× 1019 cm−3.
and dissociative recombination (R12 and later, R11) contribute to the growth of N,
whose population peaks around t ≈ 0.06µs. Electron impact processes, such as R40,
dominate at early timescales when ne and Te are greatest. The second peak of the
R40 curve (Figure 2.7, lower) occurs because the rate of dissociative recombination of
N2
+ plummeted as nN2+ plummeted, enabling R40 to reassert dominance over R12.
Ion exchange reactions (R29 and R39) and three-body atomic recombination (R1)
consume N. At later timescales (t & 0.2µs), atomic recombination dominates, draw-
ing from the large reservoir of N to bolster the N2(B) population and indirectly, the
N2(A) (by quenching of B-state) and N2(C) (by energy pooling of A-state) popula-
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tions. The presence of R1, as opposed to its absence,12 dramatically lengthens the
lifetimes of these electronically-excited species for t & 1µs in Figure 2.6.
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Figure 2.7: Reactions contributing to the production (solid lines) or consumption
(dashed lines) of N. Upper subfigure shows absolute value of rates while lower subfig-
ure depicts each rate’s contribution fraction at a particular time. Only reaction rates
with relative contributions of at least 10 % are shown.
Figure 2.8 shows the reactions contributing to N2(B). Impact excitation (R48)
dominates early on, followed by dissociative recombination of N4
+ cluster ions (R8)
and then N2(A) energy pooling (R5). Note these latter two reactions had tuned
rate coefficients. R48 terminates abruptly at t ≈ 1× 10−5 µs because Te fell outside
the computed domain for k = f(Te), or in terms of kinetic energy, e  UN2(B)/qe.
There was some contribution, ≤ 9.0 %, from the quenching of N2(C) (R26) when the
population of N2(C) reached its maximum. At later timescales, atomic recombination
12When atomic recombination is disabled, the curves for N2(A), N2(B) and N2(C) have no ‘knee’
around t ≈ 0.8–2µs and instead continue to rapidly decay.
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Figure 2.8: Production (solid lines) and consumption (dashed lines) reactions for
N2(B). See caption in Figure 2.7 for details.
(R1) rose to prominence, contributing to the relatively long lifetime of N2(B) and the
VIS signal. The quenching of N2(B) (R25), with its tuned rate coefficient, far exceeded
the first positive fluorescence (R3) which had a maximum (absolute) fraction of about
0.04 %.
Figure 2.9 showcases the reactions that contribute to N2(C). Similar to N2(B),
impact excitation (R52) dominates at the start, followed by dissociative recombination
of N4
+ cluster ions (R9, a tuned reaction) and then N2(A) energy pooling (R6). R52
terminates abruptly around t ≈ 1× 10−5 µs for the same reasons as in Figure 2.8.
Like for N2(B), quenching (R26) dominates the N2(C) loss rates, though the second
positive fluorescence (R4) has a much larger maximum (absolute) fraction, about
7.5 %, because of its higher spontaneous emission probability.
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Figure 2.9: Production (solid lines) and consumption (dashed lines) reactions for
N2(C). See caption in Figure 2.7 for details.
Figure 2.10 plots the reaction contributions for N2(A). The impact excitation
reactions (R44, R46 and R50) dominate early timescales, with the magnitude of
their contribution simply a reflection of the interaction cross sections for different A-
state vibrational levels. As time progresses, dissociative recombination of N4
+ cluster
ions (R7) and then quenching of N2(B) (R25), both tuned reactions, dominate the
generation of N2(A). Another set of tuned reactions, energy pooling into N2(B) (R5)
and then quenching by atomic nitrogen (R24), drive the depletion of N2(A). Pooling
of N2(A) into N2(C) (R6) is small, ≤ 4.8 %, while quenching of N(A) by N2 (R23) is
practically negligible, < 0.1 %, for its tuned rate coefficient.
Finally, observe the coupling among the N2(A), N2(B) and N2(C) populations in
Figure 2.6 due to the energy pooling and cascade reactions discussed in Section 2.3.5.
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Figure 2.10: Production (solid lines) and consumption (dashed lines) reactions for
N2(A). See caption in Figure 2.7 for details.
The presence of these energy pooling reactions, as opposed to their absence,13 greatly
enhances the lifetime of N2(C) for t & 1µs.
2.4.2 Ionization and Dissociation Fraction at Atmospheric
Conditions
The initial ionization fraction was χe(t0) =
ne(t0)
nN2 (0)+ne(t0)
≈ 0.29 %. The peak dis-
sociation fraction was αdiss,max = max
(
nN(t)
nN(t)+2nN2 (t)
)
≈ 0.11 % and occurred around
t ≈ 0.05µs, although this fraction remained relatively constant (±2 % of its peak) be-
tween t & 1× 10−4 µs and t . 1µs. Furthermore, this fraction is substantially lower
13With energy pooling disabled, the N2(A) and N2(B) curves look approximately like their coun-
terparts in Figure 2.6, but the N2(C) curve loses its ‘knee’ around t ≈ 2µs and instead maintains
its rapid descent to eventual zero population.
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than αdiss,max = 38–46 % measured by Limbach et al. [74] with Rayleigh scattering
polarimetry. That experiment relied on a shorter focal length lens, fL = 0.175 m,
and a shorter duration laser pulse, ∆tL = 50× 10−15 s, which increased the geometric
focusing intensity approximately 2.6–6.4 times. Multiplying the clamped intensity
(IL ≈ 6.5× 1017 W m−2) by this factor of 2.6–6.4 and then substituting it into Equa-
tion (2.21) produces χe(t0) ≈ 42–100 %. This result perhaps explains the considerably
larger dissociation fraction (via dissociative recombination of electrons and ions), but
neglects plasma defocusing which would act to limit the laser intensity and prevent
it from significantly exceeding its clamped value. Therefore, the reason for the dis-
crepancy remains unresolved.
2.4.3 Temperature Evolution and Contributing Processes at
Atmospheric Conditions
Figure 2.11 shows the translational (Tg), vibrational (Tv) and electronic (Te) temper-
atures in time for nitrogen at atmospheric conditions.
Fast gas heating (described in Section 2.2.3) provided the bulk of the energy
imparted to the translational mode in the model. The absolute rate of translational
fast gas heating (Qtr) monotonically decreased in time (as did heating by elastic
collisions, R41) except between 4× 10−4 µs . t . 0.05µs. Over this interval, instead
of decreasing, the rate of fast gas heating increased up to 15 fold, causing the inflection
in the curve of Tg that began around t ≈ 3× 10−3 µs.
Impact excitation of vibrational modes (R42) primarily drove the growth of Tv
until around t ≈ 3× 10−4 µs when vibrational fast gas heating (Qv) overtook it to
become the dominant contributor. Similar to fast gas heating for translation, the
absolute rate for vibration monotonically decreased in time (as did R42) except over
the interval 3× 10−6 µs . t . 0.03µs in which it experienced up to a 22 fold increase,
producing the inflection in the curve of Tv that began around t ≈ 3× 10−4 µs.
46
10-7 10-6 10-5 10-4 10-3 10-2 10-1 100 101
Time [µs]
103
104
Te
m
pe
ra
tu
re
 [K
]
Tg
Tv
Te
Te
Tv
Tg
Figure 2.11: Translational (Tg), vibrational (Tv) and electronic (Te) temperature in
the simulation for nitrogen at 300 K and 101.3× 103 Pa. Note Tg(t0) = Tv(t0) = 300 K
(not shown).
Although fast gas heating dominated the rate contributions for both Tg and Tv
at later times, the absolute value of the rate diminished over time by many orders
of magnitude. The severely weakened rate could only effect a marginal increase in
temperature, explaining the apparent plateau for t & 0.2µs.
Te monotonically decreases in time generally much faster than the other temper-
atures increase. In such a situation, characteristic of a decaying plasma, the electron
kinetic energy losses equal or exceed gains. Figure 2.12 depicts this condition in a set
of plots constructed similarly to those previously shown except with absolute rates
in units of K s−1. The figure shows impact dissociation (R40) leading the loss terms
at early times, followed by impact excitation of vibrational modes (R42), and then,
to a lesser extent, elastic collisions (R41). The (absolute) contribution fraction from
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Figure 2.12: Processes contributing to the rise (solid lines) and fall (dashed lines) of
Te in time with their absolute rates (upper) and contribution fractions (lower). Only
processes with a relative contribution of at least 10 % are presented.
R42 remains between about 38–49 % after t & 1× 10−5 µs. The kinetic energy re-
leased by electrons recombining with ions (denoted by dne/dt) acts to counter the
loss terms. Furthermore, vibrational superelastic collisions (R43) balance the losses
at later times, slowing the decay of Te(t) and causing it to track the value of Tv(t).
Three-body electron-ion recombination (R19), which releases UN+ , and electronic su-
perelastic collisions (R49) also slow the fall of Te, but to a much lesser extent.
2.4.4 Estimate for Maximum Gas Temperature Rise
An estimate of the maximum rise in translational temperature from complete ther-
malization of the laser energy imparted during above-threshold ionization is given
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by
∆Tg ≈
ne(t0)
(
3
2
kBTe(t0) + UN2+
)
nN2(0)cp
≈ 197 K, (2.34)
with initial conditions from Section 2.2.4 and nitrogen’s specific heat at constant
pressure, cp =
7
2
kB J K
−1. This value agrees with ∆Tg ≈ 120–230 K found by Ed-
wards et al. [3] based on fitting a theoretical spectrum (with an elevated rotational
temperature) to the observed spectrum of the second positive system. Such an agree-
ment indicates that the model’s values for ne(t0) and Te(t0) are likely within an order
of magnitude of their experimental value. Note that each additional photon of the
prototypical above-threshold process increases the temperature rise by roughly 15 K.
2.4.5 Initial Electronic Temperature Based on Above Atmo-
spheric Density Experimental Results
Using an image intensifier lens-coupled to a camera, Burns et al. [5] observed a lin-
ear relationship14 between FLEET initial signal and gas density, S(t1) ∝ nN2(0), in
nitrogen for t1 ≈ 0.07–0.08µs and nN2 (0)nSTP ≈ 1–5.5. For the model to produce a com-
parable trend over similar densities and time delays, an increased initial electronic
temperature (i.e., Nph,add > 0) was required.
As nN2(0) is increased within the model, the species curves shift earlier in time
(due to overall quickening of reactions) and higher in population (due to greater
initial densities) relative to the depiction in Figure 2.6. Additionally, the ‘knees’ of
N2(A), N2(B) and N2(C), which occur around t ≈ 0.8–2µs in Figure 2.6, shift earlier
and higher as well. As Te(t0) is increased within the model, the initial growth of
N, N2(A), N2(B) and N2(C) prior to 1× 10−7 µs is accelerated (due to expedited
electron impact reactions) and the dissociation of nitrogen is more complete, yielding
a greater ‘steady-state’ concentration of N. The elevated level of N encourages more
14We assume the relationship holds for constant temperature (300 K) and variable pressure.
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vigorous atomic recombination, shifting the ‘knees’ in the decay curves of N2(A),
N2(B) and N2(C) to earlier times and larger populations. Recall the ability of atomic
recombination to enhance not only the lifetime of the B-state, but also the A-state (via
quenching of B-state) and the C-state (via energy pooling of A-state). Importantly,
when combined with density changes, increasing the initial electronic temperature
magnifies the curve shifts (and shifts of the ‘knees’) caused by increased density.
The time and population at which these ‘knees’ occur dictates the signal measured
by the gated intensifier. Figure 2.13 attempts to illustrate this point. If the intensi-
fier’s integration period, ∆tgate, occurs over the steeper part of the curve ahead of the
‘knee,’ any shifting of the curve earlier in time because of density increases will lead
to a lower recorded signal (Figure 2.13, left) and thus an inverse trend. In contrast,
when the integration period is taken over the flatter part of the curve after the ‘knee,’
whose value of population increases with density increases, a higher recorded signal
results (Figure 2.13, right). In this way, a higher Te(t0) can shift the location of the
‘knee’ to a more favorable time with respect to the integration period (or delay, t1),
causing the recorded signal to increase with increasing density.
In the model, Te(t0) was set by incrementally increasing the value of Nph,add in
Equation (2.20) until the signal exhibited an approximately linear relationship with
density over the range
nN2 (0)
nSTP
≈ 1–5.5 for a delay t1 ≈ 0.4µs and an assumed gate
width ∆tgate = 1µs. Although further increments to Nph,add enabled the model to
better replicate the linear dependence as time delays approached those in the exper-
iment (t1 ≈ 0.07–0.08µs), there was concern that the number of additional photons,
and thus, the initial electronic temperature, was unrealistically high. Therefore, a
compromise of Nph,add = 2 was used. Measurements of electron temperature (e.g.,
Thomson scattering) are needed to validate this choice for Nph,add.
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Figure 2.13: Increasing density and/or Te(t0) shifts the ‘knee’ of the curve in time and
magnitude, affecting the recorded signal. For a given t1 and ∆tgate, at low Te(t0), the
low density curve will record a greater signal (left), but at high Te(t0), the opposite
prevails (right).
2.4.6 Comparison to Below Atmospheric Density Experi-
mental Results
Consult Chapter 3 for a comparison of the model to experimental results for initial
signal intensity (Section 3.4.3) and signal lifetime (Section 3.4.4) at sub-atmospheric
densities (i.e., low pressures and temperatures).
2.5 Summary and Conclusions
We proposed a zero-dimensional kinetics model of FLEET in nitrogen with fast gas
heating, tuned rate coefficients, electron scattering (elastic and inelastic) from BOL-
SIG+ and photoionization based on filamentation. The model is summarily described
by
fs laser→ nN2+ + ne + nN2 → reactions→ nN2(B) + nN2(C) + · · · . (2.35)
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At the outset of the simulation, we consider only N2
+, e– and N2, excluding other
species such as atoms (from photodissociation), electronically-excited cations (such as
those responsible for first negative emission) or multiply-ionized cations. The plasma
and chemical reactions ultimately produce sizable populations of N2(B) and N2(C),
giving rise to observable visible (to near infrared) and ultraviolet signal, respectively.
According to time-resolved measurements using a bandpass-filtered photomultiplier
tube (tempered by FLEET spectral measurements), the ultraviolet signal initially
dominates until overtaken by the visible signal around t ≈ 2–3µs. We developed
equations to accurately relate the model (which consolidates the emission into two
ideal bands) to the experimental measurements (made with a PMT and spectrome-
ter).
At atmospheric conditions, the time-varying signals of the model compare favor-
ably to those from the PMT in terms of absolute magnitude, ratio of VIS to UV and
general behavior (fast and slow decay regimes). Regrettably, the model exhibits a
noticeably faster decay rate, departing from the experimental results within the first
several hundred nanoseconds. This departure limits the applicability of modeling re-
sults to the microsecond timescale. We attribute the disagreement to the neglect of
fluid dynamics (e.g., gas expansion) and lack of spatial dimensions (e.g., no molec-
ular or ambipolar diffusion) which concentrate all mass into a point and artificially
accelerate the reaction rates. Moreover, the energy balance, intended for tracking the
swift decay of electronic temperature, only approximately resolves the translational
and vibrational temperature evolution. Accurate awareness of translational tempera-
ture becomes necessary when considering fluid dynamic effects driven by heating (at
the later timescales).
The simplicity of the model and its response to changes in rate coefficients affords
an opportunity to accurately determine (via tuning) poorly known rate coefficients
such as dissociative electron-cluster ion recombination, A- and B-state quenching,
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and A-state energy pooling. We tune the model to fit the time-resolved PMT mea-
surements at atmospheric conditions, but constrain our tuning to the rate coefficient
ranges reported in literature. Given that our effort represents a first attempt at tun-
ing, we emphasize the need for additional refinement and validation of the tuned
values.
The electronically-excited states exhibit an interdependence or coupling in time
within the model. This coupling arises from the decay cascade of N2(C) into N2(B)
and then into N2(A), primarily from collisional quenching, but also from fluorescence
(second positive) at the lowest gas densities. Energy pooling by N2(A) which repopu-
lates N2(B) and N2(C) also contributes to the coupling. At long times, these excited
species establish a quasi-equilibrium (evident in the figures by their slowed decay)
because recombination of N into N2(B) counteracts the losses sustained by quenching
of N2(A) into N2. The quasi-equilibrium persists as long as sufficient N population
exists.
At atmospheric densities and above, increases to the initial electronic temperature
shift the ‘knees’ in the curves (i.e., quasi-equilibrium) of the excited-state populations
earlier in time and larger in magnitude. Higher Te(t0) yields more complete disso-
ciation of N2 which naturally accelerates the rate of atomic recombination. More
vigorous atomic recombination, combined with the coupling of the excited-state pop-
ulations, drives the shifts of the ‘knees.’
The model outputs the contribution fraction of the consumption and generation
reactions for each of the tracked species (showing figures for the species important
to FLEET signal). At atmospheric conditions, electron-containing reactions domi-
nate the earliest timescales (where impact processes lead recombination with ions),
followed by quenching, energy pooling and finally, atomic recombination. Changes in
initial gas density affect the contribution fractions. In general, decreasing gas density
elongates the duration of early reactions and delays the start of later reactions.
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Currently, the only comparisons to experiment are based on the first and sec-
ond positive emissions; however, we desire additional experimental validation of the
model. Microwave scattering [89] could measure the instantaneous number density of
electrons at different initial conditions to validate the photoionization model (probing
its gas density dependence) and the overall recombination rate of electrons. Laser
Thomson scattering would enable measurement of the initial electronic temperature
and its decay in time (to validate the model’s electron energy balance). Accurate
relative measurements (within about ten percent15) would prove more valuable than
absolute measurements for characterizing the behavior of these electronic parame-
ters with varying initial conditions (e.g., gas pressure) or time. Laser absorption
(or laser-induced fluorescence) could monitor the population of metastable N2(A) to
justify its size and the rate coefficients of energy pooling (which contribute to the
coupling of the excited molecules). In the nanosecond and later timescales, the A-
state population decays from roughly 3× 1016 cm−3 to 6× 1013 cm−3. Since energy
pooling is an important gain mechanism for the B-state and especially C-state pop-
ulation at these timescales, it would be beneficial to measure the absolute size of the
A-state population to within several tens of percent15 (at least while it is above the
detection threshold). We would like to test (or refine) the monolithic assumption
for the spectral bands within the time-varying signal. Therefore, we require better
spectrally- and time-resolved measurements, such as from a photomultiplier tube with
a monochromator to isolate individual rovibrational features (instead of entire bands)
and ensure proper extinction of unwanted wavelengths.16 These measurements would
initially be taken at atmospheric conditions and then extended to other pressures
(and temperatures).
15Based on cursory sensitivity analysis at atmospheric conditions.
16Such an effort would take care to eliminate contamination from second-order diffraction and
laser light.
54
Chapter 3
Signal, Lifetime, Accuracy and
Precision in Low Temperatures
and Pressures
Note that much of this chapter (text, tables and figures) is adapted from Refer-
ence [90].
3.1 Background and Motivation
The significant gas dynamic expansion employed to accelerate flows to supersonic and
hypersonic speeds often results in low temperatures and pressures.1 Additionally, the
desire to simulate flight conditions at high altitudes (& 30 km) drives supersonic and
hypersonic wind tunnel testing to reduced pressures2 and/or temperatures. Further-
more, some transonic ground testing facilities3 rely on cryogenic nitrogen to dra-
1E.g., indraft wind tunnels at Princeton University (Applied Physics Group).
2E.g., Hypervelocity Wind Tunnel 9 at Arnold Engineering Development Complex.
3E.g., 0.3-Meter Transonic Cryogenic Tunnel and National Transonic Facility at NASA Langley
Research Center.
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matically increase the Reynolds number4 to flight-accurate values. Frequently, these
high-speed wind tunnels operate with pure nitrogen since it is readily liquefied (neces-
sary for cryogenic functionality), contains little to no water vapor (to prevent fog and
ice formation), is nonreactive (to reduce oxidation of tunnel components in heated
plenums), and well simulates air (constituting 78 % of air by volume). Therefore, it is
important to experimentally characterize femtosecond laser electronic excitation tag-
ging (FLEET) velocimetry and validate the kinetics model in nitrogen at these lower
temperature and/or pressure conditions. For the experimental characterization, we
evaluate four metrics of performance, namely, signal intensity, signal lifetime, velocity
accuracy and velocity precision. See Appendix A for an illustration of the difference
between accuracy and precision. For validation of the kinetics model, we compare the
initial signal (and lifetime) results of the simulation to those of the experiment at each
of the tested conditions. Moreover, we leverage the kinetics model to explain some of
the experimental observations in terms of plasma-chemical reactions and pathways.
3.2 Experimental Setup
3.2.1 Variable Temperature and Pressure Flow Facility
In a free jet facility custom-built5 for testing laser-based diagnostics at NASA Langley
Research Center, FLEET was studied in pure nitrogen (≥ 99.995 %) over a range of
temperature (72–298 K) and pressure (0.228–101 kPa) conditions. Gas cylinders sup-
plied high-pressure (≤ 1 MPa) flow to an axisymmetric, converging-diverging nozzle
to produce a pressure-matched free jet inside a hermetically sealed and continuously
evacuated chamber instrumented for optical access. A mass flow controller (Alicat
4Recall that decreasing the temperature of a gas decreases its dynamic viscosity, increases its
density and thus increases its Reynolds number for a given velocity and characteristic length.
5Designed and assembled by R. A. Burns, C. J. Peters and P. M. Danehy in 2017 and later
characterized by Dedic et al. [91] using hybrid fs/ps coherent anti-Stokes Raman scattering.
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Scientific MCRS-1000SLPM-D-5M) regulated the stagnation pressure to control the
jet’s static pressure. Manual adjustment of a gate valve leading to the vacuum pump
established the back pressure inside the chamber for ideal expansion of the jet. A va-
riety of interchangeable nozzles provided the nominal Mach number (subsonic, Mach
1.0, 1.8, 2.7 or 4.0) of the flow. For near-constant stagnation temperature, the nozzle’s
unique expansion contour set the jet’s static temperature. Figure 3.1 shows four of the
five nozzles prior to the addition of compression fittings which enabled rapid replace-
ment and installation during Mach number changes. Tight manufacturing tolerances
during selective laser sintering of the nozzles ensured acceptable surface roughness.
Table 3.1 lists the nominal specifications of each nozzle. NASA’s IMOCND computer
program [92, 93], which solved the compressible potential flow equation using the
method of characteristics, aided the design of the nozzle contours.
Mach 1.0 Mach 1.8 Mach 2.7 Mach 4.0
Figure 3.1: Upstream view of the converging-diverging nozzles prior to installation.
See Table 3.1 for specifications. Subsonic nozzle (i.e., straight pipe) not shown.
Table 3.1: Facility nozzle nominal specifications.
Nozzle Subsonic Mach 1.0 Mach 1.8 Mach 2.7 Mach 4.0
Throat Dia. [mm] Nonea 10.00 8.34 4.20 1.65
Exit Dia. [mm] 10.00 10.00 10.00 7.50 5.40
a Subsonic nozzle fabricated from commercially available tubing with con-
stant inside diameter.
For each test condition, schlieren imaging provided confirmation of the absence of
shockwaves and collimation of the free jet, ensuring spatially uniform conditions. Fig-
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ure 3.2 depicts the free jet operating in this ideal, pressure-matched condition (left)
in contrast to the non-ideal, under-expanded condition (right). High-accuracy sen-
sors tracked the stagnation pressure in the plenum, p0, (Omega Engineering PX409,
250 PSIA), static pressure in the chamber, pb, (Setra Model 730, 1000 Torr) and pitot
pressure of the jet (Omega Engineering PX409, 250 PSIA). A thermocouple (T-type
probe) monitored the stagnation temperature in the plenum, T0. Camera triggering
was recorded for indexing FLEET image sequences to flow facility measurements.
Commercially available hardware running at a sampling rate of 100 Hz provided data
acquisition and control (National Instruments Ethernet chassis cDAQ-9184 with mod-
ules NI-9214 for thermocouple input, NI-9220 for analog input and NI-9264 for analog
output) while custom software written in MATLAB processed the acquired data (with
live plotting and calculations to facilitate data collection) and set the mass flow rate.
Pressure-Matched Under-Expanded
F
lo
w
Figure 3.2: Typical schlieren images of the free jet comparing pressure-matched
operation (left) used in experiments to under-expanded operation (right). Mach 1.0
test shown.
We computed the Mach number, M , of the free jet using the (compressible) isen-
tropic flow relations [94] and the ratio of static pressure in the chamber to stagnation
pressure in the plenum,
M =
√√√√ 2
γ − 1
((
pb
p0
) 1
γ
−1
− 1
)
, (3.1)
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where γ = 1.4 denotes the ratio of specific heats for nitrogen. Ideal expansion (con-
firmed by schlieren) implied that the static pressure inside of the free jet matched
that of the chamber, p = pb. The resulting Mach numbers were verified using the
normal shock relations6 and the ratio of pitot pressure to stagnation pressure in the
plenum. Over the tested pressure range, the pressure sensor for the chamber had
superior accuracy to that for the pitot probe; therefore, in calculations, we used the
Mach number based on the ratio of chamber pressure to stagnation pressure. After
determination of Mach number, the isentropic flow relations [94] and ideal gas law
yielded the remaining static properties (temperature, T , and density, ρ) within the
free jet,
T = T0
(
1 +
γ − 1
2
M2
)−1
, (3.2)
ρ =
p
RN2T
, (3.3)
with the individual gas constant for nitrogen, RN2 ≈ 296.80 J kg−1 K−1. Note that T
and ρ, or equivalently, T (0) and ρ(0), corresponded to the initial conditions of the gas
at the beginning of the femtosecond laser pulse (or outset of the kinetics simulation
described in Chapter 2). The effective velocity of the free jet (used to evaluate the
accuracy of FLEET) was then
vDAQ = M
√
γRN2T . (3.4)
Figure 3.3 shows the temperatures (circles, left) and densities (circles, right) mea-
sured by the flow facility data acquisition (DAQ) system. The nominal temperatures
(dotted lines) were given by Equation (3.2) with M from the nominal, i.e., design,
Mach number and T0 = 300 K. For each Mach (nozzle) setting, the pressures p0
6We assumed that a normal shock reasonably characterized the bow shock of the pitot probe in
supersonic flow and its associated stagnation pressure losses.
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Figure 3.3: All 25 flow facility test conditions for different Mach and pressure settings.
Markers and error bars denote mean and standard deviation, respectively, based on
over 1300 measurements.
and pb were incrementally increased to raise the density. Although Figure 3.3 (left)
portrays seemingly large discrepancies between the DAQ (measured) and nominal
(predicted) temperatures for Mach 1.8 and 2.7 (probably because of incorrect pres-
sure ratio settings, pb/p0, for the desired Mach number), the actual DAQ and FLEET
velocity measurements show good agreement (see Figures 3.15 and 3.17 in the follow-
ing sections).
3.2.2 Intensified Camera
A fast-framing camera (Photron FASTCAM Mini AX200 CMOS, 20µm pixels,
100 kHz rate) lens-coupled to a two-stage image intensifier (LaVision HighSpeed IRO
S25) recorded the FLEET signal using a gate width of ∆tgate = 0.5µs and time delays
of 0.1, 0.2, 0.5, 1.0, 2.0, 5.0, 10.1, 20.1 and 30.1µs (respectively corresponding to
t1, t2, . . . , t9 in Figure 3.4). For early delays, t ≤ 1µs, the gate width was excessive7
relative to the decay rate (which is very rapid at early timescales), leading to longer
lifetime estimates than would be obtained from the instantaneous signal curve (based
7The appropriate gate width is short enough to make the decay curve appear effectively flat
within the gate window (i.e., any increase in gate duration linearly increases the integrated signal),
but long enough to maintain adequate signal-to-noise ratio.
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on subsequent photomultiplier tube measurements at atmospheric conditions). Main-
taining a constant gate width was intended to ensure more consistent comparison
across delays (acquired in separate burst series) and avoid introduction of an extra
experimental parameter.
100 kHz Burst
Figure 3.4: Timing diagram for intensified camera with delays of 0.1, 0.2, 0.5, 1.0,
2.0, 5.0, 10.1, 20.1 and 30.1µs after laser pulse. t1, t7, t8 and t9 come from same
framing burst while t2 through t6 correspond to separate acquisitions.
A bandpass filter (Semrock custom, 385–771 nm) was placed in front of the in-
tensifier’s objective lens (Nikon Nikkor 135 mm f/2). Figure 3.5 shows the fil-
ter’s transmission function, TBP(λ), which passes both the visible (VIS), ∆λVIS =
498–895 nm, and ultraviolet (UV), ∆λUV = 332–493 nm, spectral bands
8 of FLEET
and thus mixes these two signal components. Based on the objective lens’ diam-
eter of Dcol = 67.5× 10−3 m and an offset distance from the tagged region of ap-
8Although the spectral components of the ‘ultraviolet’ and ‘visible’ signal respectively span the
near-ultraviolet to blue and yellow to near-infrared, for brevity, they will be referred to simply as
the ultraviolet and visible.
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Figure 3.5: Measured spectral transmission function, TBP(λ), of bandpass filter for
image intensifier. Note passage of UV in addition to visible. Data from P. M. Danehy.
proximately Lcol ≈ 0.56 m, we estimated a light cone collection efficiency of roughly
ηcol =
1
2
− Lcol
2
√
L2col+D
2
col/4
≈ 0.09 %.
3.2.3 Nominal Laser Parameters
We operated the regeneratively-amplified Ti:sapphire laser (Spectra-Physics Solstice)
at a repetition rate of 1000 Hz, a central wavelength of λL = 800× 10−9 m and a
pulse energy of UL ≈ 0.9× 10−3 J. For a beam with an assumed diameter (1/e2) of
DL = 7× 10−3 m focused by a lens of focal length fL = 0.25 m, geometric optics dic-
tated a beam waist radius (1/e2) of w0 = 2
λL
pi
fL
DL
≈ 18× 10−6 m and a Rayleigh range
of zR = pi
w20
λL
≈ 1.3× 10−3 m. From the perspective of the kinetics model described in
Chapter 2, these laser parameters were essentially equivalent to previous experiments
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(Section 2.2.4) because photoionization remained within the tunneling regime (small
Keldysh parameter, γK ≈ 0.24 < 0.5, see Section 2.2.4) and the assumption of inten-
sity clamping fixed the laser intensity and thus electron yield. For this focal length, the
approximate tagged volume equaled voltag = 1× 106piw20b ≈ 2.7× 10−6 cm3, where
the confocal parameter was b = 2zR. The laser beam was oriented radially through
the center of the jet to write FLEET lines in the core flow just below nozzle exit in
Figure 3.2 (left).
3.3 Image Acquisition and Processing
Over 6600 single-shot measurements were taken at each time delay for every temper-
ature and pressure (density) combination. Each laser shot corresponded to a seven-
frame burst of the imaging system. Three frames preceded the laser pulse, clearing
the camera sensor of accumulation and ghosting artifacts [11], and providing a suit-
able background image for subtraction.9 Four data frames followed the laser pulse,
capturing the FLEET signal at the desired delay and additional offsets. Since time
delays t1 through t6 (i.e., 0.1–5.0µs) corresponded to separate, independent acquisi-
tions, signal analysis relied upon aggregate statistics rather than single-shot values.
Note that latter delays t7 through t9 (i.e., 10.1–30.1µs) actually came from the same
framing burst as t1 (see Figure 3.4 for details).
The resulting images were minimally dewarped10 based on a dot-card calibration.
Figure 3.6 (left) shows a typical dewarped image from the highest signal-to-noise ratio
(SNR) data set at 72 K, 1.6× 10−2 kg m−3 and 0.1µs delay. The x-axis and y-axis
corresponded to the laser beam and advection directions, respectively, with the flow
from left to right. Note a scale of 78.0× 10−6 m px−1 and that the radial width along
the y-axis of the tagged region at this delay is tens of times larger than the exciting
9The camera’s built-in shading (black level) correction made additional background subtraction
unnecessary.
10Using an algorithm developed by R. A. Burns.
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laser’s beam waist radius (w0 ≈ 18× 10−6 m, calculated previously in Section 3.2.3).
The rapid diffusion of atomic nitrogen and perhaps even the gas dynamic expansion
associated with energy deposition [75] are thought to explain this widening of the
tagged region. Appendix B discusses the effect of mass diffusivity and how width
(based on Gaussian fits) changes in response to static conditions.
The tagged region (line) in each image was initially identified by finding all pixels
(red circles in Figure 3.6, right) that contained signal two standard deviations11 above
the mean signal of the image. Based on the assumption of a relatively contiguous
tagged region, the identified pixels were then required to lie within a certain neighbor-
hood, specifically within three12 median absolute deviations (MADs) from the median
pixel coordinates, to eliminate inclusion of spurious data. These thresholds were em-
pirically selected to ensure reliable identification of the line within each image. The
intensity-weighted centroid (blue asterisk in Figure 3.6, right) of the tagged region
was calculated from this set of signal-containing pixels. Next, the longest contiguous
length of pixels along the FLEET line (x-axis) was fit with a series of transverse
Gaussian profiles [11]. At each location, x, along this length, the center (indicated by
green pluses in Figure 3.6, right), width and peak signal of the profile were determined
according to a Gaussian least-squares fit. Figure 3.7 shows two fits from this data set
at x = 59 px (left) and x = 70 px (right), with the corresponding Gaussian regions
of interest (ROIs) demarcated by cyan circles in Figure 3.6 (right). The algorithm
included tolerance for saturated pixels, replacing them with interpolated values from
the Gaussian fit of unsaturated data (Figure 3.7, right), although the resulting width
and peak signal may lack uniqueness in instances of extreme saturation. Only the
11Throughout the chapter, ‘standard deviation’ will refer to the sample standard deviation, i.e.,
normalization by (n− 1), where n is the number of samples.
12The MAD threshold was actually two, with an additional factor of 1.4826 linked to the assumed
underlying normal distribution [95]. 2 × 1.4826 ≈ 3.0. For brevity, this factor of 1.4826 will be
absorbed into the MAD threshold here and elsewhere.
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highest signal cases, such as the test condition shown, exhibited saturation. There-
fore, the peak signal statistics in those cases may have been artificially depressed.
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Figure 3.6: Single-shot data after dewarping (left) and processing (right) for 72 K
and 1.6× 10−2 kg m−3 (highest SNR case) at a delay of 0.1µs. Flow is left to right.
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Figure 3.7: Typical Gaussian fits from high SNR case shown in Figure 3.6 with
examples of unsaturated (left) and saturated (right) data. Flow is left to right.
Data pruning methods filtered the results for outliers, poor fits or otherwise un-
acceptable data (e.g., low SNR) using aggregate statistics at a particular delay and
testing condition. On a whole-image basis, we classified images as outliers when a
metric of their tagged region (e.g., red circles in Figure 3.6, right) exceeded 5.9 MADs
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from the median of the metric over the entire image series (roughly 6600 single-shot
images). The five considered metrics of the tagged region were its size (number of
pixels), centroid (y-position) and lumped signal statistics (sum, mean and standard
deviation). Once identified, these suspect images (and any Gaussian fits associated
with them) were purged from further data processing. Next, we filtered the results
on an individual-fit basis, classifying fits as outliers when their Gaussian peak signal
exceeded 7.4 MADs from the median, Gaussian center or width exceeded 5.9 MADs
from the median or coefficient of determination, R2, dropped below 0.95. Outlying
fits were excluded from further data processing. All of the Gaussian fits in all of the
images were lumped together to compute the median statistics. The filter thresholds
were empirically chosen to eliminate egregious outliers that could unduly influence
the mean while keeping valid data that possessed large variance. These filter thresh-
olds were kept constant across delays and testing conditions to ensure consistent
processing of the data.
For a given time delay at a testing condition, we calculated the mean and standard
deviation of the tagged region metrics across the image series and the Gaussian fit
parameters at each location, x, across the image series. To reduce the dimensionality
of the data for an image series, we condensed the Gaussian fit results into a single,
representative set of parameters. We combined (i.e., aggregated) the statistics at five
central points within the free jet using
n =
∑
x
nx, (3.5)
µ =
∑
x
nxµx
n
, (3.6)
σ =
√√√√∑
x
(nx − 1)σ2x + nx(µx − µ)2
n− 1 . (3.7)
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In the above, nx, µx and σx respectively represent the number of samples, mean
and standard deviation of some quantity for the data subset at each point, x, while
variables without a subscript denote the combined statistics for the data aggregate.
We reasoned that the jet center would contain the undisturbed core flow and thus
have uniform properties that adequately represented a particular testing condition.
The selection of the central points was based on the mean Gaussian peak signal (as a
function of x), which achieved a maximum near the radial center, clearly indicating of
the core. Results were included in the overall analysis when at least three of the five
points exceeded a minimum specified number of single-shot measurements (nx > 140),
otherwise they were excluded. The Gaussian fitting procedure was more discriminat-
ing and selective than the tagged region identification and therefore provided a more
robust measure of FLEET quantities (e.g., peak signal, line center), especially at low
SNR. The number of satisfactory single-shot measurements generally started around
6600 at t1 = 0.1µs and gradually dwindled with increasing delay up to 2µs. Beyond
2µs, or for certain jet conditions with short lifetimes, the decrease was more dramatic
and fitting Gaussian profiles to the line or even simply distinguishing the signal from
noise in the image became problematic. Thus, the number of successful Gaussian fits
served as an effective indicator of SNR.
FLEET velocity measurements were based on the translation of the line (i.e.,
change in y-position) between two time delays, ti < tj, as determined by either the
tagged region centroid or Gaussian line center. For a time interval ∆t = tj − ti, with
equal gate widths at delays ti and tj and corresponding position measurements yi and
yj, the velocity in the positive y-direction was v =
yj−yi
∆t
. The mean and variance of
velocity were then
v =
yj − yi
∆t
, (3.8)
Var (v) =
Var (yj) + Var (yi)− 2 Cov (yj, yi)
(∆t)2
. (3.9)
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Since position measurements yi and yj came from separate bursts, we assumed they
were uncorrelated and had negligible covariance. Thus, the precision (standard devi-
ation) of velocity simplified to
σ(v) =
√
Var (yj) + Var (yi)
∆t
. (3.10)
Major sources of variance included position determination (which became less precise
as signal-to-noise ratio decreased) and inherent unsteadiness (fluctuations) within the
flow. Note that the latter source of variance persists even for time delays and gate
widths much shorter than the characteristic timescale of the flow.
Lastly, Equations (3.8) to (3.10) technically only applied to data sets of equal
length, but by assuming converged statistics (i.e., sufficiently large sample sizes), we
used these equations to estimate the effective mean velocity and precision.
3.4 Signal Measurement Results
3.4.1 Signal Intensity
Figure 3.8 plots FLEET signal as a function of density, temperature and time de-
lay based on the peak value of the Gaussian fit (boxes) and the mean value of the
tagged region (triangles). The markers and error bars denote the mean and stan-
dard deviation, respectively, taken over single-shot measurements13 for a particular
condition and delay (as described in the previous section). The tagged region re-
sults very nearly replicated the Gaussian results, albeit severalfold lower in absolute
magnitude since they accounted for the entire tagged region, not just the highest in-
tensity pixels near the center. Therefore, for plotting clarity, the tagged region results
13The number of Gaussian measurements varied wildly, ranging from n ≈ 5 × 6600 = 33 000 at
early delays to n ≈ 750 for a few points at 5µs. On the other hand, the number of tagged region
measurements generally remained around n ≈ 6600.
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were not shown beyond the initial time delay. Some results (ρ ≈ 0.03–0.05 kg m−3
and ρ ≈ 0.07–0.2 kg m−3) were excluded for t6 = 5µs because they failed to meet
the single-pixel criterion for number of Gaussian fits (nx < 140) due to low SNR.
In contrast, for a few conditions, a substantial extension of signal lifetime enabled
measurements out to 10.1µs (0.35 kg m−3, 121 K) and out to 30.1µs (0.31 kg m−3,
298 K and 1.16 kg m−3, 292 K). The last condition represents the atmospheric refer-
ence case. Previous results [11] have similarly demonstrated long-lived signal in pure
nitrogen at atmospheric conditions.
Although we can plot FLEET signal as a function of pressure or temperature,
plotting with density along the abscissa best collapses the data to reveal its true
dependence on density. Burns et al. [5] observed a similar collapse for initial signal and
lifetime at above atmospheric densities (albeit with different trends at these higher
pressure conditions). Furthermore, like Burns et al.,14 we observed a breakdown in the
density dependence for long time delays. The breakdown began around ρ ≈ 0.3 kg m−3
and progressed into the lower densities as time delay increased. The importance of
early time delays has been noted in FLEET concentration measurements. The signal
monotonically depended upon oxygen concentration (up to 21 %) only at short time
delays15 (t . 1µs). In particular, contrast the nitrogen-oxygen mixture results of
Halls et al. [13] at short delays with those of Zhang [16] at long delays. Therefore,
unique determination of thermodynamic properties or mixture fractions via FLEET
signal intensity necessitates measurement at early time delays.
According to Figure 3.8, signal intensity achieved its optimal value at reduced
density. The optimal point shifted toward lower densities as time delay increased.
Other experiments in nitrogen [2, 15] have similarly shown the maximum signal at
14Burns et al. acquired measurements at t1 = 0.07–0.08µs and every 5µs thereafter, but saw no
clear trend with respect to thermodynamic variables beyond the initial time delay.
15And commensurately short gate widths.
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Figure 3.8: Gaussian peak signal (boxes) as a function of density, temperature and
time delay (∆tgate = 0.5µs). Mean signal of the tagged region (triangles) exhibited
nearly identical behavior and, for clarity, is only shown for 0.1µs. Markers and error
bars denote mean and standard deviation, respectively.
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short delays (t . 2µs) occurring at reduced pressure (density) and exceeding the
value at atmospheric conditions.
In addition to illustrating the primary dependence on density, the figure conveys
the secondary dependence on temperature. However, gas temperature plays a weaker
role in governing signal strength—only the coldest temperatures significantly alter
the signal from the apparent curve.
Possible explanations for the above signal trends are discussed in Section 3.4.3 by
comparing the experimental results to our kinetics model.
3.4.2 Considerations for Comparison to Kinetics Model
This section makes extensive use of the kinetics model developed in Chapter 2 and
the theory in Sections 2.3.3 and 2.3.5 which relates it to the experimental results. See
the chapter and sections for more details. Also, note that the reaction numbers come
from Table 2.1.
In an approach similar to the one used to construct Equation (2.33), we relate
the signal captured by the intensified camera (at some time delay ti) to the rate of
change of photon densities within the simulation,
Sint(ti) =
(∫ ti+∆tgate
ti
rR3(t)
∫
QEint(λ)TBP(λ)rph(λ, t)T
′
∆λVIS
(λ)dλ∫
rph(λ, t)T ′∆λVIS(λ)dλ
dt
+
∫ ti+∆tgate
ti
rR4(t)
∫
QEint(λ)TBP(λ)rph(λ, t)T
′
∆λUV
(λ)dλ∫
rph(λ, t)T ′∆λUV(λ)dλ
dt
)
× voltagηcolgint,
(3.11)
where QEint(λ) is the intensifier’s quantum efficiency given by manufacturer. The
tagged volume, voltag, and estimated collection efficiency, ηcol, were previously calcu-
lated for the optical configuration. When using the intensifier with a similar camera
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(CMOS sensor with 20µm pixels) and an identical gain setting of 60 %, the manufac-
turer provides the approximate conversion factor of gint ≈ 35.6 AU.
Similar to the derivation for Equation (2.33), Equation (2.32) enables substitution
of the ∆λVIS band of the measured FLEET spectrum (black line in Figure 2.2) for
rph(λ, t)T
′
∆λVIS
(λ) while the UV counterpart to Equation (2.32) enables substitution
of the ∆λUV band of the spectrum for rph(λ, t)T
′
∆λUV
(λ).
However, unlike the derivation for Equation (2.33), the resulting equation can-
not be solved for photon density rate because of the mixing of the VIS and UV
contributions. Therefore, rR3(t) and rR4(t) must come from the model and the re-
sulting equation provides a means to compare the model to the experiment in terms
of recorded signal (i.e., convert the modeling results to the same arbitrary units, or
AU, as the experiment).
3.4.3 Initial Signal Trends and Comparison to Model
Figure 3.9 plots the converted modeling (triangles) and experimental (boxes, repeated
from Figure 3.8 for convenience) results for initial signal, S(t1), with t1 = 0.1µs and
∆tgate = 0.5µs. The experimental markers and error bars correspond to mean and
standard deviation, respectively, based on approximately 6600 single-shot images.
Note that the experimental data at 3.1× 10−3 kg m−3, 248 K (box with thicker bor-
der) were replaced by results from a two-term exponential fit thought to be more
representative of the actual signal at 0.1µs. See Section 3.4.4 and Figure 3.13 for
details.
Figure 3.9 shows that the initial signal of the simulation, like the experiment,
strongly depends upon density and achieves an optimal value at reduced den-
sity, though the optimal point differs between the two curves (0.11 kg m−3 and
1.6× 10−2 kg m−3, respectively). Compare the species curves of the near-optimal
signal case (left) at reduced density, 0.15 kg m−3, but similar temperature, to the
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Figure 3.9: Simulation (triangles) compared to experiment (boxes) for initial signal
as a function of density and temperature. Simulation accounts for total signal of
tagged region whereas experiment considers only peak signal in center. Error bars
correspond to one standard deviation. Experimental data at 3.1× 10−3 kg m−3 (box
with thicker border) replaced by two-term exponential fit.
atmospheric case (right) in Figure 3.10, especially for N2(B) and N2(C) around
t = 0.1µs. The populations of these emitting species are higher at 0.1µs in the
reduced density case. Thus, the optimization of signal arises not from increased
dissociation fraction (see next paragraph), but from retardation of the temporal
evolution of the electronically-excited species (due to overall slowing of reactions)
which postpones their climax and slows their rate of decay before the opening of the
intensifier gate at t = 0.1µs. Although decreasing the density shifts the population
curves later in time, it also depresses their magnitude (due to smaller initial condi-
tions) so that further rarefaction actually reduces the recorded signal. Therefore, for
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a particular time delay and gate width, there is an optimal value of gas density that
maximizes the signal. Recall Section 2.4.5 also discusses population curves shifting
in time and magnitude because of density changes.
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Figure 3.10: Simulation results at reduced (left) and atmospheric (right) gas density
for atoms (solid line), excited molecules (dotted lines) and charged species (dashed
lines). The effectively constant N2 population is not shown. Note greater N2(B) and
N2(C) population at t = 0.1µs for reduced density (left).
Peak dissociation fraction, αdiss,max = max
(
nN(t)
nN(t)+2nN2 (t)
)
, where nN(t) and nN2(t)
respectively denote the number density of atoms and molecules, generally increases
with decreasing static gas density as evident from Figure 3.10 with αdiss,max ≈ 0.19 %
(left) versus αdiss,max ≈ 0.11 % (right). The rise in αdiss,max occurs because of sup-
pression and postponement of the loss pathways for N such as three-body atomic
recombination (R1) and certain ion conversion reactions (R29 and R39). Addition-
ally, low gas density elongates the timescales of action for impact dissociation (R40)
and dissociative recombination (R11 and R12) at early times, while at later times, it
prolongs ion conversion such as R3216 and R37, and for the warm cases, three-body
electron-ion recombination (R19). Although this situation leads to a larger fraction
of atomic nitrogen, it does little to boost the initial signal at low static densities
because, for the same reasons, atomic recombination proceeds too slowly to affect
16The effect on reaction R32 is especially pronounced for the warm cases.
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N2(B) at the early delays (0.1–0.5 us). Furthermore, higher initial gas temperature
slightly magnifies the rise in dissociation fraction associated with rarefaction.
Regarding the relative contributions of reactions for N, N2(A), N2(B) and N2(C),
decreasing gas density generally elongates the timescales of early reactions (espe-
cially lengthening the duration of those involving e– ) and delays the start of later
reactions. For N, the later, second peak of the impact dissociation (R40) curve in
Figure 2.7 (lower) subsides. For N2(B), three-body atomic recombination (R1) be-
comes less important and fluorescence into B-state (R4) gains some importance at
the lowest densities. For N2(C), energy pooling (R6) and quenching (R26) become
relatively less important while fluorescence (R4) grows in importance.
Evident from Figure 3.9, the simulation and experiment share a relatively weak
dependence on gas temperature (compared to gas density), with the temperature
dependence being weaker for the experiment. Although colder temperatures consis-
tently produce a stronger signal in the simulation, especially below 0.15 kg m−3, only
the coldest temperatures appear to do so in the experiment. The optimal (maxi-
mum) signals of the simulation and experiment at coldest temperature are merely
30 % higher than the corresponding signals at similar density, but warmest temper-
ature. For the experiment, saturation of the intensified camera system may have
played a role in curtailing the enhancement at low temperatures. The three coldest
experimental data between ρ = 0.016–0.055 kg m−3, and to a much lesser extent, the
two warmer data around ρ ≈ 0.03 kg m−3, experienced peak signal saturation. Al-
though we attempted to compensate by interpolating the value of saturated pixels
with a Gaussian fit, deleterious effects probably remained (e.g., error in interpolated
peak value, nonlinearity of neighboring, but ‘unsaturated’ pixels), perhaps partly
explaining why the other two coldest experimental data (ρ > 0.1 kg m−3) exhibited
greater enhancement. Since the simulation indicates similarly weak enhancement
around the optimal point of the curve, we cannot attribute the effect entirely to
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saturation without additional measurements. The greatest low temperature signal
enhancement took place at 1.6× 10−2 kg m−3 for the simulation (a factor of improve-
ment of 3.4 times) and 0.3 kg m−3 for the experiment (a similar factor of 2.3 times).
According to the modeling results shown in Figure 3.11, low temperatures favor the
formation of cluster ions, boosting the size of the N4
+ population. A larger N4
+
population accelerates electron-cluster ion dissociative recombination and produces
more electronically-excited species (primarily N2(B) via R8, but also N2(A) via R7
and N2(C) via R9). Furthermore, greater B-state population begets greater A- and
C-state populations because of the aforementioned17 coupling mechanisms of energy
pooling, quenching and even fluorescence (which becomes relatively important at low
density). Ultimately, the levels of N2(A), N2(B) and N2(C) are all elevated com-
pared to the warm case, leading to consistently larger recorded signal for delays up
to t ≤ 1µs in the simulation and t . 5µs in the experiment. For this range of con-
ditions, three-body atomic recombination (R1) does not play a vital role in the low
temperature enhancement. Retarded by the low densities, R1 rises to prominence far
too late (t > 10µs) to influence the signal at 0.1µs. Therefore, the magnitude of
enhancement suggested by Table 2.2 because of kR1(T ) ∝ exp (500/T ) is irrelevant.
In Figure 3.9, the optimal (0.11 kg m−3 and 82 K) and atmospheric reference sig-
nals of the simulation exceed the corresponding (i.e., same density and temperature)
results of the experiment by 72 and 78 times, respectively. This seemingly great
discrepancy in magnitude18 is partially explained by the fact that the simulation ef-
fectively sums the entire signal in the tagged region whereas the experiment only
considers the average of the peak signal in the center. In particular, using the ap-
parent thickness of a single pixel (78× 10−6 m) instead of the confocal parameter
(2.6× 10−3 m) reduces voltag and thus the simulation results by roughly 33 times.
17See Chapter 2 for more details.
18The simulation and experimental results are plotted in the same units without normalization or
additional scaling coefficients.
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Figure 3.11: Simulation results at reduced (left) and atmospheric (right) gas tem-
perature. Note greater maximum for N4
+ and larger excited-state populations at
t = 0.1µs for reduced temperature (left). See caption in Figure 3.10 for more details.
Furthermore, there is uncertainty in converting the model’s photon density rates
into the signal recorded by the intensified camera, namely in voltag (which probably
changes with conditions), ηcol (which is estimated) and gint (which is also estimated).
Moreover, recall that the experimental data in Figure 3.9 represent peak Gaussian
signal. Alternatively, integrating the Gaussian fits along their intensity profiles (and
then averaging the results near the center of tagging) produces data with comparable
trends, but higher absolute magnitudes (see Figure B.3 in Appendix B). The higher
magnitudes reduce the factor of disagreement between the simulation and experiment
by five- to sevenfold. Integration also accounts for diffusion of the tagged line (i.e.,
variation of its width with gas density—see Appendix B). A more complete model
(discussed as possible future work in Section 6.2 of Chapter 6) would include at least
one spatial dimensional along with the physics responsible for widening the tagged
line such as mass diffusivity and bulk fluid motion.
The ratio of optimal signal at reduced density to signal at atmospheric conditions
is similar for the simulation (ratio of 9) and experiment (ratio of 18). Unfortunately,
the range between the minimum and maximum signal for the simulation disagrees
with that of the experiment, exhibiting a total variation of almost two orders of
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magnitude. A breakdown in the validity of the modeling assumptions may explain
this departure from the experimental signal trend at the lowest densities. We relied on
a continuum approach to the plasma kinetics (necessary when using rate coefficients
from BOLSIG+ and elsewhere). However, at the lowest density, the electron mean
free path19 substantially exceeds the beam waist (i.e., radius of the tagged region),
λMFP,e ≈ 140× 10−6 m  w0 ≈ 18× 10−6 m, and a continuum does not accurately
represent the rarefied condition. Furthermore, we approximated photoionization as
independent of gas density based on the balance between self-focusing and plasma
defocusing in Equation (2.24). However, at very low density, self-focusing weakens
relative to geometric focusing and the balance should include the effect of geometric
focusing instead of neglecting it. Inclusion of this new term would prevent gas density
from simply canceling out, implying a dependence on it.
3.4.4 Signal Lifetime (via Exponential Fits) and Comparison
to Model
Following an approach similar to previous efforts [1, 5], we calculated the lifetimes
of the signal based on the 1/e and 1/e2 fall time from t1 = 0.1µs of a two-term
exponential fit of: the Gaussian peak data from Figure 3.8 for the experiment; the
corresponding results of Equation (3.11) for the simulation. Using a fit instead of
interpolation of experimental data improves noise tolerance [5] and enables determi-
nation of lifetimes which exceed the data window. To maintain consistency during
comparison, we utilize this fitting approach for the simulation data as well. The two-
term exponential, S(t) = a1 exp (t/τ1) + a2 exp (t/τ2), with fitting parameters a1, τ1,
a2 and τ2, accounts for the fast and slow decay regimes that characterizes FLEET sig-
19Using λMFP,e =
√
8kBTe
pime
/νelas, where me, Te and νelas signify the mass, temperature and elastic
collision frequency of the electrons, respectively, with the latter two quantities computed by the
model. kB symbolizes the Boltzmann constant.
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nal measurements [1]. Figure 3.12 shows typical fits at two conditions with dissimilar
lifetimes.
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Figure 3.12: Typical two-term exponential fits (lines) and Gaussian experimental
data (boxes) for conditions with vastly different lifetimes (red filled circles). Markers
and error bars correspond to mean and standard deviation, respectively.
For the fitting procedure, we included all data shown in Figure 3.8 along with the
extended delays of the long-lived signal at 0.35 kg m−3, 121 K (10.1µs), 0.31 kg m−3,
298 K (10.1–30.1µs) and 1.16 kg m−3, 292 K (10.1–30.1µs). However, we excluded
the first two delays (0.1–0.2µs) at 3.1× 10−3 kg m−3, 248 K. At that operating condi-
tion, the most rarefied demonstrated by the facility, density fluctuations in the jet of
roughly 5–10 % caused the signal of the first two delays to deviate from the expected
decay regime, yielding a nonsensical fit (Figure 3.13, left). Excluding these delays
provided a more realistic fit (Figure 3.13, right) and enabled extrapolation of the
likely value for the initial signal (box with thicker border in Figure 3.9). Neverthe-
less, the relatively significant density fluctuations suggest we should repeat that test
condition using more stable (if possible) facility settings.
Figure 3.14 displays the 1/e (lower) and 1/e2 (upper) signal lifetimes for the con-
verted modeling (triangles) and experimental (boxes) results. Since the experimental
measurements were based on fitting of mean values (captured in non-sequential ac-
quisitions), no error bars were computed.
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Figure 3.13: Two-term exponential fits for 3.1× 10−3 kg m−3 and 248 K before (left)
and after (right) exclusion of suspect data at 0.1–0.2µs (thicker markers).
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Figure 3.14: Simulation (triangles) compared to experiment (boxes) for 1/e (lower)
and 1/e2 (upper) lifetimes of FLEET signal as a function of density and temperature.
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As discussed in Section 3.2.2, the experimental lifetimes reported here are longer
than photomultiplier tube (i.e., instantaneous) measurements due to an excessive gate
width. Nevertheless, these experimental lifetimes do accurately reflect what would be
expected from an intensifier with similar spectral sensitivity and settings (e.g., gain,
gate, delay), agreeing with the values at atmospheric density measured by Burns et
al. [5].
Comparing the simulation and experimental results, the simulation exhibits
shorter lifetimes whose value and similitude to the experimental value decrease with
increasing gas density (in the limit of large gas density). As explained in Section 2.3.5,
the model’s shorter lifetimes probably arise from its zero-dimensional nature. The
model effectively concentrates all mass into a point of constant initial density, which
accelerates reaction rates relative to an experiment that has spatially distributed
species and experiences gas dynamic expansion.20 Moreover, increasing the initial
gas density in the simulation acts to hasten the reaction rates, further decreasing the
signal lifetime. However, between roughly 5× 10−3 to 0.02 kg m−3, the simulation
lifetimes follow a noticeably flatter trend and even show a slight dependence on
temperature (longer lifetimes being associated with colder temperatures). Within
this density range, the species responsible for the UV signal component, N2(C), ex-
periences non-monotonic decay, actually growing slightly around 0.2–0.4µs as shown
in Figure 3.11. This population growth notably contributes to the signal lifetime
and occurs because energy pooling (R6) exceeds fluorescence (R4), the primary loss
mechanism at low densities. At densities beneath this range, the population of N2(C)
is too small relative to N2(B) for the non-monotonic behavior of N2(C) to significantly
influence the total signal. At densities above this range, quenching (R26) becomes
20Bulk fluid motion (driven by heating) certainly contributes to signal intensity evolution. Assum-
ing propagation at roughly sonic velocity, 173–352 m s−1 for 72–298 K, after 1–2µs, gas expansion
affects most, if not all, of the tagged radius, about 300–800µm according to Appendix B. However,
based on the initial laser beam waist of 18µm (Section 3.2.3), this influence occurs within 0.1µs.
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an important loss mechanism, which along with fluorescence, counteracts population
gain processes to ensure monotonic decay for N2(C) as shown in Figure 3.10.
Like the simulation, the experimental lifetimes primarily depend on gas density.
However, unlike the simulation, the experimental lifetimes follow a U-shaped trend,
with a minimum around 0.07–0.1 kg m−3 (see Figure 3.14). Also, the experiment is,
in general, more strongly affected by temperature, although the exact dependence is
unclear. Furthermore, the low density results (of the present study) contrast with
those for above atmospheric densities since the lifetimes in the latter case exhibit an
inverse relationship to density [5].
Casual comparison of the simulation results (triangles) in Figures 3.9 and 3.14
might lead one to conclude an inverse relationship between initial signal intensity
and lifetime, but closer inspection reveals the two curves actually depend upon den-
sity, not one another. For instance, points along the initial signal curve with multiple
temperatures generally have 1/e lifetimes directly proportional to initial signal (es-
pecially for ρ ≤ 0.02 kg m−3), contradicting the apparent inverse trend with initial
signal. Furthermore, the lifetimes fail to track the initial signal curve beyond the
density of maximum initial signal (ρ ≈ 0.11 kg m−3), instead continuing to decrease
in value. Had the lifetimes been truly inversely proportional to initial signal, they
would have increased beyond this point.
Performing the same comparison for the experimental data (boxes), the lifetimes
demonstrate a moderate dependence on initial signal intensity. In general, the longest
lifetimes correspond to the weakest initial signals; however, the minimum lifetimes
occur at densities higher than that of the maximum initial signal by roughly a factor
of 4.6–6.7 (specifically, ρ ≈ 0.076–0.11 kg m−3 versus ρ ≈ 0.016 kg m−3).
Lastly, we should state that the preceding analysis of simulation lifetimes utilized
data from time delays beyond those for which the simulation notably deviated from
the time-resolved experimental measurements at atmospheric conditions (i.e., around
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several hundred nanoseconds in Figure 2.5). Although the simulation lifetime results
are included for qualitative reference, caution is advised when drawing any conclusions
from them.
3.5 Velocity Measurement Results
3.5.1 Overview of Velocimetry in Flow Facility
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Figure 3.15: Measured velocities for all 25 flow facility test conditions (various Mach
and pressure settings). Two values of ∆t shown. Markers and error bars denote mean
and standard deviation, respectively.
Figure 3.15 compares the measured velocities as a function of Mach (nozzle) and
pressure setting for time intervals ∆t = 1.9µs (left) and ∆t = 4.9µs (right). These
settings represent all 25 conditions tested in the flow facility (see Figure 3.3 for the
temperatures and densities). Plotted velocities include those based on FLEET Gaus-
sian line centers (black boxes), FLEET tagged region centroids (blue triangles), DAQ
measurements (red circles) using Equations (3.1) to (3.4), and nominal (i.e., design)
supersonic velocities (dotted lines) for T0 = 300 K. The markers and error bars denote
mean and standard deviation, respectively. Note that the DAQ velocities show no
perceptible change between these two plots (taken several seconds apart). Ramping
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up p0 and pb (plotted left to right within each nozzle range) causes the variation of
velocity for a given nozzle setting. Accuracy and precision of FLEET velocimetry
generally improve with increasing time interval ∆t. For ∆t = 4.9µs (right), some
DAQ measurements lack corresponding FLEET measurements because they fail the
single-pixel criterion (nx < 140 for three of the five central points) due to a drop-off in
SNR. Moreover, the centroid velocities generally exhibit greater error and imprecision
than the Gaussian velocities, with a number of results outside the plotted range.21
The increased error and imprecision result from comparatively greater intolerance to
low SNR. At long time delays for a swiftly decaying signal (certain conditions), the
centroid-based measurements do not strictly isolate the FLEET line in the images
and instead include large swaths of spurious noise, throwing off determination of the
centroid. In contrast, Gaussian fitting is more discriminating, consistently identifying
pixels associated with the actual FLEET line rather than noise. For this reason, our
signal analysis primarily relies on the more robust Gaussian-based measurements.
Also, note that some of the Mach 2.7 and all of the Mach 4.0 velocities are fast
enough to allow the FLEET line to translate outside the camera’s field of view for
∆t = 30µs.
Lastly, since the data for time delays t1 through t6 (i.e., 0.1–5µs) come from sepa-
rate framing bursts, the FLEET velocity measurements are susceptible to additional
sources of error and imprecision, namely, laser timing jitter (likely a small contribu-
tion), beam steering and facility vibrations. As discussed in Chapter 5, it is preferable
to acquire image data sequentially (i.e., track a tagged line as it advects downstream)
to eliminate these sources of error, but camera frame rate limitations prevented this
approach.
21When only a Gaussian result is displayed, the corresponding centroid result is literally off the
chart.
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3.5.2 Measurement Accuracy
We define measurement accuracy as the absolute value of the difference between the
DAQ,22 vDAQ, and Gaussian, v, mean velocities, described in the preceding sections.
Figure 3.16 plots this result as a function of density, temperature and time interval
while Figure 3.17 shows the same result after normalization by the respective DAQ
mean velocity (which remains effectively constant across time delays and intervals).
As mentioned before, only several conditions, namely those with the longest lifetimes,
allow for results out to 10.1µs and beyond. Therefore, for reference, we include
measurements at ∆t = 30µs, which typify the sparse results from ∆t = 10–30µs.
The accuracy figures show no clear trends with density or temperature. At the
shortest time intervals, ∆t = 0.1–0.4µs, the colder temperatures portray worse ac-
curacy in absolute terms (Figure 3.16), although in normalized terms (Figure 3.17),
the inaccuracy becomes relatively less obvious. At longer time intervals, the colder
temperatures actually demonstrate among the best accuracy results (especially in
normalized terms). In general, the accuracy of the colder temperatures benefits the
most from increasing the time interval.
The data for ρ = 0.15 kg m−3, T = 297 K and ∆t = 0.1µs (outside the plotting do-
main of Figure 3.17) possess an anomalously large error of 110 %. The large error did
not simply result from normalization by small velocities since subsonic measurements
of similar magnitude (at 0.31 kg m−3, 298 K and 1.16 kg m−3, 292 K) record errors of
only 18–31 %. Meticulous review of DAQ and FLEET data reveal nothing notewor-
thy and indicate relatively steady flow conditions. Assuming a timing mistake and
changing the delay from t2 = 0.2µs to t2 = 0.3µs significantly decreases the error to
5 % (with a precision around 400 %), but drastically deteriorates the two-term expo-
22We assume uniform velocity in the streamwise direction such that vDAQ applies to all positions
and time delays as the tagged region advects downstream.
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Figure 3.16: Accuracy (absolute value) of Gaussian velocities as a function of density,
temperature and time interval. Note progressive shrinking of ordinate scale with
increasing time interval.
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Figure 3.17: Normalization of previously shown accuracy data by respective mean
DAQ velocities.
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nential fit for the signal decay. Therefore, the reason for the anomalously large error
at this condition remains unknown.
According to this very discrete data set, the best absolute accuracy is < 0.01 m s−1
for 0.013 kg m−3 and 179 K at ∆t = 0.4µs while the best normalized accuracy is 0.13 %
for 0.26 kg m−3 and 179 K at ∆t = 0.9µs.
3.5.3 Measurement Precision
We define measurement precision as the standard deviation of Gaussian velocities,
σ(v), described in the preceding sections. Figure 3.18 plots this result as a function
of density, temperature and time interval while Figure 3.19 shows the same result
after normalization by the respective DAQ mean velocity. Like the accuracy plots,
we include reference measurements at ∆t = 30µs to characterize the sparse results for
extended delays. Although the position measurements for these extended delays come
from the same framing burst as the initial delay, calculations show the covariance to
be negligible compared to the variance.
Unlike accuracy, precision clearly depends on density and temperature. This de-
pendence becomes especially evident in the normalized results of Figure 3.19, which
eliminate the confounding (distracting) effect of velocity magnitude, σ(v) ∝ |v|, that
varies widely across nozzle settings. The figure shows that precision is optimized
around roughly ρ ≈ 0.016–0.055 kg m−3 and perhaps again at the lowest densities.
Reduction of gas temperature further improves the value of precision in a progressive
fashion. Comparing these plots to the corresponding signal strength of the first and
relevant delay23 in Figure 3.8 reveals a seemingly more fundamental relationship to
signal strength, although colder temperatures consistently produce better precision
even for similar values of signal (and density). Limited review of the raw images for
the cold and warm data of similar signal intensity and density uncover no notewor-
23Each velocity measurement requires two positions and therefore involves two signal strengths.
For example, ∆t = 1.9µs involves t1 = 0.1µs and t5 = 2µs from Figure 3.8.
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Figure 3.19: Normalization of previously shown precision data by respective mean
DAQ velocity.
90
thy differences. Given that each temperature range employs a different contoured
nozzle, with the warmest temperatures using a straight pipe, the loss of precision
with temperature may be fluid dynamic in nature. Previous work [11] at constant,
atmospheric conditions simply showed an inverse relationship between precision and
signal (really, signal-to-noise ratio) since identification of the FLEET line improves
with SNR.
In agreement with previous analyses,24 i.e., σ(v) ∝ 1/∆t, and experimental re-
sults [11], these plots illustrate an inverse relationship to time interval, with continual
enhancement to precision for lengthening time intervals. In theory, the enhancement
continues until the signal-to-noise ratio decays enough to counteract the advantage
brought on by longer time intervals25 (not shown).
According to this limited data set, the best absolute precision, apart from the
extended time intervals, is 15 m s−1 for 4.6× 10−3 kg m−3 and 183 K at ∆t = 4.9µs
while the best normalized precision is 2.4 % for 0.016 kg m−3 and 72 K at ∆t = 4.9µs.
The absolute precisions, although on the high side, are comparable to other FLEET
velocity measurements discussed in Section 5.4 of Chapter 5. However, the normalized
precisions compare somewhat unfavorably to the 0.3 % and 0.5 % respectively reported
for Mach 0.5 [5] and Mach 14 [96] flows of nitrogen.
3.6 Summary and Conclusions
In a flow facility purpose-built for testing laser-based diagnostics prior to deployment
in full-scale wind tunnels, we investigated the performance of FLEET at a variety
of temperature (72–298 K) and pressure (0.228–101 kPa) conditions in pure nitrogen.
Using an intensified camera system and bandpass filter (which passed VIS and some
UV light), we acquired data over a range of discrete time delays (ti = 0.1–30.1µs)
24See Equation (5.6) in Chapter 5.
25We assume the time interval always remains much smaller than the characteristic timescale of
the flow when making instantaneous velocity measurements.
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with a constant gate width (∆tgate = 0.5µs). We sought to analyze signal intensity
and velocimetry trends with changing static conditions of the free jet (25 conditions
in all).
This effort required systematic processing of a large number of raw images, well
over 6 930 000 in total.26 First, we identified and sorted data images. Then, for each
data image, we found the tagged region (basically a vertically-oriented luminescent
line) and fit a series of transverse Gaussian profiles to the intensity distribution at
each transverse slice of the line. Data pruning algorithms based on the number of
MADs from the median [95] of a given metric filtered out poor fits, outlying results
and/or otherwise unacceptable data (e.g., low SNR). These algorithms were applied
uniformly across the data sets to ensure consistency during comparisons and in an
intentionally less restrictive fashion so as to avoid artificially altering the mean or
reducing the variance of the results. For analysis of signal and velocimetry trends, we
relied on the mean of the aggregated Gaussian fits at the center of the tagged region
(i.e., center of the free jet).
Signal intensity plots showed a primary dependence on gas density and a sec-
ondary dependence on gas temperature. The dependence on density began to break
down around ρ ≈ 0.3 kg m−3 and progressed into the lower densities with increas-
ing time delay. Others [5] have observed a lack of correlation between signal in-
tensity and thermodynamic variables at long time delays (t  1µs). This finding
emphasizes the importance of using early time delays (t ≈ 0.1µs) when leveraging
FLEET signal intensity to measure thermodynamic variables or species concentra-
tion [13]. The optimal (maximum) signal intensities were at sub-atmospheric densities
(ρ ≈ 1.6× 10−2 kg m−3) and moved toward lower densities as time delay increased.
The coldest temperatures produced the highest signal intensities, lying above the ap-
parent curve, though the effect seemed to diminish at later delays. Furthermore, the
2625 conditions× 6 delays× 7 frames× 6600 shots = 6 930 000 images.
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highest signal intensities (t1 = 0.1µs) suffered from mild saturation effects, so the
actual values may be higher than reported and the low temperature enhancement
may be stronger. Future experiments would utilize neutral density filters27 to prevent
saturation while maintaining constant intensifier gain and gate width settings. Neu-
tral density filters would also enable use of higher intensifier gain and thus shorter
gate widths28 to better resolve the swift signal decay that occurs at early time delays.
Extending the equations derived in Chapter 2, we related the kinetics model
(which summed the total signal of the entire tagged region) to the experimental
measurements made by the intensified camera (which considered the peak Gaussian
signal in the center of the tagged region). The modeling and experimental results
were compared for initial (peak) signal at t1 = 0.1µs and ∆tgate = 0.5µs. The model
demonstrated a qualitatively similar trend with gas density, achieving an optimal
signal at reduced density that exceeded the atmospheric value. Such an optimization
holds promise for supersonic and hypersonic measurements that require satisfactory
signal at short time delays and gate widths. The optimization arose from shifting the
excited species populations in time (delaying their maximum and slowing their decay)
such that the intensifier gate captured a higher signal. Since the absolute magnitudes
of the population curves decreased with decreasing density, there existed an optimal
density for a given time delay and gate width.
Reducing the initial gas temperature slightly enhanced the initial signal for both
the simulation and experiment. The increase ranged from 30 % to a factor of roughly
2–3. The simulation showed generally greater dependence on temperature. Model-
ing results indicated that dissociative recombination of N4
+ cluster ions into excited
molecules and the coupling among these excited species provided the enhancement (as
opposed to atomic recombination, which occurred too late with respect to the time
27I.e., attenuating filters that are spectrally flat over the bands of interest.
28Alternatively, the gate width could be dynamically minimized such that any increase in gate
duration linearly increases the integrated signal. See Footnote 7.
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delay). Peak dissociation fraction did generally increase with decreasing density due
to suppression or postponement of loss pathways and prolongation of gain processes.
At the lowest densities, the model departed from the experiment, experiencing a
far greater roll-off of initial signal with decreasing density. We attribute this departure
to a breakdown in the validity of key modeling assumptions.
Two-term exponential fits of signal as a function of delay facilitated calculation of
1/e and 1/e2 lifetimes. This fitting approach improved noise tolerance and enabled
extrapolation of signal intensities (to replace faulty data) and lifetimes (that exceeded
the maximum time delay). Given a faster framing camera (& 1 MHz), we would have
acquired all time delays within the same framing burst to enable single-shot fitting
and thus reporting of variance for lifetime.
Although the model departed from PMT measurements after several hundred
nanoseconds, we included simulation lifetime results for qualitative reference. The
model’s zero-dimensional nature likely explained its departure and drastically shorter
lifetimes for ρ & 0.1 kg m−3. The experiment and simulation primarily depended on
gas density, with the experiment following an approximately U-shaped trend (mini-
mum around ρ ≈ 0.07–0.1 kg m−3). This U-shaped trend differed from the behavior at
above atmospheric densities in which lifetime simply related inversely to density [5].
The experiment had an unclear, secondary (in general) dependence on temperature.
Furthermore, the experimental lifetimes demonstrated only a moderate inverse de-
pendence on initial signal intensity.
The longest experimental lifetimes occurred for ρ & 0.31 kg m−3, with the greatest
among these (55µs for 1/e; 145µs for 1/e2) observed at atmospheric density.
We evaluated FLEET (Gaussian fit) velocimetry at various static conditions in
flows ranging from subsonic to supersonic (or roughly 42–690 m s−1) as shown in
Figure 3.15. Measurement accuracy was based on the absolute-valued difference of the
mean velocities of FLEET and the DAQ system whereas measurement precision was
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based on the standard deviation of FLEET velocities. Additionally, we normalized
these results by their corresponding mean DAQ velocities (producing values in units
of %) since error and precision were assumed proportional to velocity magnitude.
Accuracy showed no obvious trends with density or temperature other than the
coldest temperatures benefiting the most from lengthening time interval (∆t). The
best absolute accuracy demonstrated was < 0.01 m s−1 for 0.013 kg m−3 and 179 K at
∆t = 0.4µs while the best normalized accuracy was 0.13 % for 0.26 kg m−3 and 179 K
at ∆t = 0.9µs.
In contrast to accuracy, precision clearly depended upon density and temperature
as illustrated by the normalized results. Precision was optimized around roughly
ρ ≈ 0.016–0.055 kg m−3 (and perhaps again at the lowest densities). Reducing gas
temperature improved the precision in a progressive fashion. Comparison to the signal
plots revealed a seemingly more fundamental dependence on signal strength, although
colder temperatures consistently produced better precision29 even for similar values
of signal and density. Also, the results showed the expected inverse relationship to
time interval, with continual enhancement to precision for lengthening time intervals.
Previous work [11] at constant, atmospheric conditions has shown precision to be
directly proportional to signal intensity (really, SNR) and inversely proportional to
time interval. Apart from the extended time intervals (∆t = 10–30µs), the best
absolute precision demonstrated was 15 m s−1 for 4.6× 10−3 kg m−3 and 183 K at ∆t =
4.9µs while the best normalized precision was 2.4 % for 0.016 kg m−3 and 72 K at
∆t = 4.9µs.
29Perhaps simply because different temperatures were produced by different jets (from different
nozzles) with slightly different flow characteristics.
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Chapter 4
Application of Method to
Sweeping Jet Actuator in
Compressible Operation
Note that much of this chapter (text, tables and figures) is adapted from Reference [9].
4.1 Background and Motivation
A sweeping jet (SWJ) actuator is an active flow control device without moving parts
that discharges a continuously blowing, spatially oscillating, planar jet when supplied
with pressurized gas [97, 98]. At the time of this work (mid to late 2015), direct
quantitative measurements of supersonic (highly compressible) sweeping jets were
limited, and no internal velocity measurements of a supersonic sweeping jet had been
reported [97]. Such measurements were particularly difficult in the device’s internal
flow path because probes obstructed the flow and optical methods like particle im-
age velocimetry (PIV) and Rayleigh scattering suffered from interference from laser
light scattering off of windows and walls or seed particles adhering to surfaces (for
PIV). Numerical simulations [99] and high-speed schlieren imaging [100] of supersonic
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sweeping jets had been performed, but internal velocity measurements were restricted
to subsonic (incompressible) sweeping jets [98, 101, 102].
Femtosecond laser electronic excitation tagging (FLEET) enables nonintrusive
measurements of the internal and external flow of the SWJ actuator irrespective of
its operating regime. The versatility of FLEET makes it well suited for studying the
highly unsteady, subsonic/supersonic flow emanating from a sweeping jet actuator.
Since the primary FLEET signal is non-resonant with the initial excitation, and the
data acquisition is delayed from the laser pulse, FLEET circumvents any optical in-
terference from spurious scattered light that challenges scattering-based techniques.
There is also possibility of providing simultaneous concentration measurements in or-
der to gauge the quality of mixing [13]. Mixing is potentially important for mitigating
the deleterious effects of shockwave boundary layer interactions (e.g., flow separation)
that occur at off-design Mach numbers.
In this chapter, we seek to study the internal and external flow field of a sweeping
jet actuator operating in the compressible flow regime using FLEET. The goals are:
1) to examine the external flow field characteristics (e.g., sweep angle and velocity)
and internal flow features (e.g., choking and presence of shockwaves) as they pertain
to possible flow control applications, and 2) to demonstrate FLEET as a velocimetry
technique suitable for measuring highly unsteady, oscillatory flows having a wide
dynamic range of velocities. To this end, FLEET will be qualitatively compared
to single hot-wire anemometry (HWA) in the external flow field. High-speed and
phase-averaged schlieren will provide whole-field visualization and phase information
about the jet. Furthermore, the possibility of simultaneously measuring concentration
(to estimate the jet’s mixing with the quiescent air) will be explored. All in all,
this chapter showcases the capabilities of FLEET in the context of a unique and
challenging application.
97
4.1.1 General Device Characteristics
The behavior and operation of sweeping jet actuators has been extensively studied [97,
98]. The sweep frequency and velocity of the jet depend on the ratio of the plenum
(i.e., device inlet) pressure to the ambient pressure, defined here as nozzle pressure
ratio or (NPR).1 The sweep frequency also depends on the size and geometry of the
device.
Figure 4.1: Diagram of sweeping jet actuator at six phases of its oscillation cycle. Di-
agram is modeled after diagrams in Ref. [103–105], but improved based upon findings
from this work. Phases 1–6 correspond approximately to 0.2τ , 0.3τ , 0.5τ , 0.7τ , 0.8τ ,
and 1.0τ , respectively, where τ is SWJ’s period. Diagram courtesy of B. F. Bathel.
Figure 4.1 shows an illustration of the device and its internal fluid dynamics at
different phases of its oscillation cycle (after initial startup) as observed in the present
study. The sweep mechanism can be briefly described as follows: 1–2) flow entering
the main chamber entrains the surrounding air which generates a low pressure region
and causes the jet to move towards and attach to one of the walls (Coanda˘ effect);
some of the flow enters the feedback loop closest to the jet, 3) flow from this feedback
loop begins to strengthen the recirculation bubble (initially formed by flow separation)
in between the wall and attached jet, 4) fed by the feedback loop, the recirculation
bubble grows in size and eventually pushes the jet to other wall to which it attaches
(Coanda˘ effect), 5–6) the feedback process begins for the other wall and its completion
marks one oscillation cycle [101]. The growth of the recirculation bubble governs the
sweeping motion of the jet [106]. We will show that this description of the sweep
1“Pressure” is absolute pressure above vacuum.
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mechanism based on incompressible results also applies to a SWJ actuator operating
in the compressible regime.
4.1.2 Motivation for Studying Compressible Operation
There is considerable interest in sweeping jet actuators as an energy-efficient means
of flow control since they have been shown to be as effective as steady blowing [101]
while requiring less airflow [103, 107]. In one successful flow control application, SWJs
were able to increase the maximum allowable deflection angle for a jetliner’s rudder by
delaying the onset of flow separation. This application allowed a smaller rudder (with
less parasitic drag and weight) to produce the same amount of side force as a larger
rudder [107]. The Boeing ecoDemonstrator 757 employs a linear array of SWJs on
its vertical stabilizer for this purpose [108]. Researchers at NASA Langley Research
Center desire to use SWJs to control the shock location and wake filling on a transonic
wing during cruise. Steady blowing configurations showed drag improvements for off-
design cruise Mach numbers for a state-of-the-art wing [109]. These improvements
are related to moving the outboard shock aft of the baseline location by as much as
5 % without increasing the shock strength. The added momentum also reduces the
wake deficit. Both of these phenomena imply a reduced drag. This result motivates
the current study of sweeping jets operating at cruise Mach numbers greater than 0.8
(i.e., in the compressible regime) [110].
4.2 Experimental Setup and Technique
4.2.1 Configuration of Sweeping Jet Actuator
A transparent sweeping jet actuator amenable to optical measurements was con-
structed with an internal geometry (see Figure 4.1) similar to those being proposed
for transonic flow control. The throat was approximately square with a width around
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3.2 mm. The flow field was assumed to be predominantly planar since the out-of-plane
depth was narrow relative to the streamwise length. External measurements of the
spanwise velocity profile were made by FLEET and HWA in the plane of the jet at
downstream distances of 2.5, 12.7, 25.4 and 50.8 mm from the exit. At each distance,
the SWJ was operated with compressed air at pressure ratios of 1.4, 1.8, 2.0, 2.5
and 3.0. Extensive testing with other SWJ actuators revealed that these distances
and NPRs were sufficient to characterize the operating behavior of the device. For
the internal measurements, pure nitrogen was used instead of air at the same pres-
sure ratios. The concentration measurements were performed with nitrogen at the
downstream distances listed above for NPRs of 1.4, 1.8, 2.0 and 2.5, but the supply
pressure limited the maximum achievable pressure ratio to about 2.8, as noted on the
plots. Each NPR was associated with a dominant fundamental acoustic frequency as
measured by a microphone (G.R.A.S. 40PP CCP Free-field QC Microphone) acquir-
ing at a rate of 51.2 kHz. Figure 4.2 shows these data with the maximum observed
frequency just below 1 kHz.
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Figure 4.2: Dominant fundamental acoustic frequency as function of nozzle pressure
ratio.
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4.2.2 Measurement Systems and Methods
FLEET Velocimetry and Concentration Measurement
A regeneratively-amplified Ti:sapphire laser system (Spectra-Physics Solstice one-box
ultrafast amplifier) generated the FLEET emission in both air and pure nitrogen. The
system produced femtosecond-duration (≈ 70 fs) laser pulses centered around 800 nm
at a repetition rate of 1 kHz. An ultrafast variable beam attenuator (Newport VA-
800) enabled the laser pulse energy to be reduced from its maximum of 3.5 mJ. A
power meter (Coherent 210) facilitated measurement of the beam energy after passage
through the optical setup. Focusing and steering of the beam were accomplished with
ultrafast anti-reflective lenses and ultrafast mirrors, respectively. For the external
measurements, a beam with a pulse energy of 2.0 mJ (2.8 mJ for the concentration
measurements) was focused by a 1-meter focal length (FL) lens. Figure 4.3 illustrates
the orientation of the FLEET reference line and typical single-shot delayed lines
for the external measurements. The delayed lines show the location of the jet and
provide some sense of its orientation. The 1-meter FL lens enabled the writing of
a FLEET line roughly 40 mm long across the jet. We intended for the long line to
alleviate the need to pan the field of view to capture the entire spanwise profile and
avoid perturbing the flow via energy deposition; however, writing a long line lowered
the laser fluence, the FLEET signal intensity, and ultimately, adversely affected the
measurement precision. This effect is discussed in more detail in Appendix C. The
reduced signal intensity is evident along the edges of FLEET line in the single-shot
delayed images of Figure 4.3. For the internal measurements, a pulse energy of 0.5 mJ
was used along with a shorter focal length of 125 mm in order to generate a spot rather
than a line.
The imaging system consisted of a two-stage intensifier (LaVision HighSpeed IRO)
lens-coupled to a high-speed complementary metal-oxide semiconductor (CMOS)
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2.5 mm
3.2 mm, throat
Figure 4.3: FLEET external measurements. (top) Initial spanwise reference line
above actuator and (bottom) typical single-shot delayed lines for 2.5 mm above exit
when operating at NPR = 1.4. The single-shot images are 44.2 mm wide.
camera (Photron FASTCAM Mini AX200). The camera had a full-frame (1024 by
1024 pixel) repetition rate of 6.4 kHz. The objective lens on the intensifier was an
F-mount 105-millimeter FL (Nikon NIKKOR) with an aperture range of f/2 to f/16.
Except for the concentration measurements, the intensifier gain was adjusted at the
beginning of each run for maximum signal-to-noise (SNR) ratio. The maximum usable
gain setting was that which avoided saturating the camera and avoided introducing an
excessive amount of intensifier-induced spurious noise. Intensifier gate widths of 1µs
(0.5µs for the concentration measurements) were used for the external and internal
measurements.
The camera was unable to frame rapidly without some high spatial frequency
ghosting artifacts appearing in delayed frames. So, the reference (starting) line of
tagged molecules and the delayed (displaced) line were measured separately. The
reference line was obtained by shutting the actuator off and then acquiring a series
of images. These images were processed and the results were averaged together to
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produce a reference line for calculating the displacement of the delayed line. Such a
method is susceptible to errors introduced by facility vibrations or laser beam mis-
alignment. Displacement calculations were based on the line center as determined
by an in-house Gaussian fitting routine written in MATLAB. The routine calculated
the displacement within each column of pixels in order to achieve spanwise veloc-
ity profiles. The resolution, at best, was roughly 65µm px−1 (15 px mm−1) and was
carefully measured with a dot-card target (i.e., a two-dimensional array of black dots
on a white background) of known spacing. The time delays,2 denoted by ∆t, were
adjusted for each run such that the displacement was at least several line thicknesses
downstream while the signal-to-noise ratio remained acceptable. The initial intensity
and lifetime of the FLEET signal were proportional to the laser fluence.
Concentration measurements (to gauge mixing) were accomplished by exploiting
FLEET’s signal dependence on the mole fraction of oxygen in the gas. The FLEET
signal is strongest in pure nitrogen and decreases as the amount of oxygen in the
gas increases since oxygen acts as a quenching agent. When imaged at short time
delays, the FLEET signal varies monotonically with the concentration of oxygen [13].
Therefore, for the concentration experiments, we operated the sweeping jet with pure
nitrogen. Since the SWJ emits into quiescent air, the pure nitrogen jet mixes with
ambient air and the concentration of oxygen increases in proportion to the amount of
mixing that occurs. Thus, the signal is highest in the unmixed regions and decreases
as the mixing increases down to the point for which the oxygen concentration matches
that of air. Signal intensity measurements were based on the amplitude as determined
by the Gaussian fitting procedure. An initial calibration measurement was made in
quiescent air in order to account for spanwise variation in the signal intensity as a
result of variations in laser beam fluence. After normalization by the calibration
in air, the FLEET signal intensity was assumed to depend linearly on oxygen mole
2I.e., time intervals used to calculate velocities.
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fraction. Although this assumption adds uncertainty to the measurement since the
relationship is actually nonlinear, this simplification was done primarily because a
proper calibration curve for the signal as a function of oxygen concentration was
not available for our particular setup [13]. Simultaneous concentration and velocity
measurements were made by recording two data frames with each laser pulse. The first
frame began 75 ns after the laser pulse and captured the reference location of the line
and signal intensity used for the concentration measurement. The second frame began
at the appropriate delay to capture the displaced line. Although simultaneous velocity
and concentration measurements were acquired, rapid framing of the camera (and
minimizing the time between subsequent exposures) led to high-spatial-frequency
ghosting artifacts that impaired precise line center determination in the second frame.
1                 2        3        4      5  
1                 2        3        4      5  
1                 2        3        4      5  
Figure 4.4: Field of view for FLEET internal measurements and typical images from
bursts (frames 1-5 of 15). Flow is left to right. Pure nitrogen at NPR = 2.0. The
time delay between frames was 5µs. Image data acquired by R. A. Burns.
Internal velocity and trajectory measurements were performed by steering the laser
beam into the actuator through the throat to generate a FLEET spot about 2 mm
upstream of the throat as depicted in Figure 4.4 and operating with compressed
nitrogen instead of air for longer FLEET signal lifetimes. Note that R. A. Burns
acquired the image data used in this study. The spot advected downstream, across
the field of view such that its position and thus velocity could be measured in each
subsequent frame. The time delay between frames was fixed at 5µs since the imaging
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system was operated at 200 kHz in 15-frame bursts. An algorithm3 based on two-
dimensional cross-correlation determined the displacement of the tagged region in
each frame after the initial frame. Due to the strain and breakup of the tagged
region, especially during passage through the throat (see Figure 4.4), only a fraction
of the 15 frames were usable. The red box approximately demarcates the domain for
which internal results are reported. Note that the advection of the spot deviates from
a purely streamwise motion since the jet is sweeping back and forth within the main
channel as shown in Figure 4.1.
Over 2600 15-frame bursts were collected for each pressure ratio, generating an
ensemble of velocity-position pairs for each pressure setting. The velocities were then
grouped together according to proximity to points on a uniform grid. The grid size
varied between 0.3–0.5 mm and was selected to be larger than the minimum diameter
of the FLEET spot and to ensure convergence of the sum of squares of mean velocity
magnitude. Grouping velocities into grid points enabled statistics such as mean and
mean-subtracted RMS to be performed on the basis of position. For a plot of the
grid’s data point density, see Figure C.3 in Appendix C.
Hot-Wire Anemometry
Hot-wire measurements were made using a constant-temperature, single hot-wire
anemometry system (Dantec 55M) with a 50µm diameter by 2.5 mm long thin-film
probe (TSI 1503). The probe was operated at an overheat ratio of 1.8 and was
mounted to a three-axis traverse system for varying the spanwise and downstream
position. Spanwise distance was incremented finely (0.6 mm) near the center of the
jet where the velocity gradients were greatest and coarsely (1.3 mm) at the edges.
Locations of spanwise measurement are noted by the individual markers on the plots.
Data samples were acquired at a rate of 102.4 kHz.
3Developed by R. A. Burns.
105
Only external HWA measurements were performed because physical constraints
prevented the insertion of hot-wire probes into the device. There was also a limit on
how close the probes could be to the exit of the device where the flow is supersonic
since the unsteady wind loading would damage the probes. The closest distance
that did not lead to damage was 2.5 mm downstream. Also, it should be noted that
HWA measurements were reported in terms of mass flux since the flow was highly
compressible and the hot-wire probe is primarily sensitive to mass flux, ρu, rather
than velocity, u, alone [111]. Note that ρ denotes density. Although this leads to
HWA having different dimensions than FLEET, it is still possible to make qualitative
comparisons between the spatial profiles of the two measurements. Hot-wire mass flux
data were obtained at the same locations and operating conditions as the external
FLEET measurements.
Schlieren Imaging
B. F. Bathel led the schlieren effort and his results (Figures 4.1 and 4.5–4.7) from
Peters et al. [9] are included in this chapter because they provide whole-field visualiza-
tion and well complement the point- and line-based measurements made by FLEET
and HWA.
Density variations within the internal and external flow of the sweeping jet ac-
tuator were visualized with a two-lens schlieren system. Illumination was provided
by a green LED (Luminus Devices CBT-120-G) driven by a fast laser diode driver
(PicoLAS LDP-V 240-100 V3) that supplied 240-ampere pulses to the LED in a con-
figuration similar to that described by Willert et al. [112]. A one-to-one imaging lens
system was mounted in front of the LED to image its active area through an iris
with a 1.25-millimeter aperture. This light was then collimated and subsequently
refocused through two 400-millimeter FL, 75-millimeter diameter achromatic field
lenses. A vertical knife-edge mounted to a three-axis translation stage was used to
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filter the image of the sweeping jet actuator at the focus of the second achromatic
lens. The resulting schlieren image was then captured through a 55-millimeter FL,
f/2.8 objective lens mounted to a high-speed CMOS camera (PCO Dimax HD).
Two methods of schlieren flow visualization were employed: phase imaging and
high-speed imaging. Phase imaging was accomplished by acquiring the acoustic out-
put of the sweeping jet actuator with a microphone (G.R.A.S 40PP) powered by a
constant-current power supply (G.R.A.S. 12AL CCP Module). The microphone was
mounted to the right (relative to the orientation of Figures 4.5 to 4.7) of the actuator
such that the top of the microphone was flush with the exit plane of the jet. The sig-
nal from the microphone was recorded with an oscilloscope (Tektronix DPO7104C).
A trigger signal from the oscilloscope was used to identify the peak amplitude of
the acoustic signal, which typically occurred when the jet was at the maximum ex-
tent of its sweep toward the microphone side. This trigger signal was then sent to
a pulse generator (Berkeley Nucleonics Corporation 577 Digital Delay/Pulse Gener-
ator) that provided subsequent digital trigger signals to the LED unit and camera.
Image sequences were acquired at sequential phases of the full sweep of the jet in
increments of 50µs. Images within any sequence that were noticeably out-of-phase
with the remaining images in the sequence were removed prior to generating the 250-
shot phase-averaged images. For the high-speed imaging, a 10 kHz digital triggering
signal from the pulse generator was sent to the LED unit and camera. For both
visualization methods, a 1µs camera exposure captured the 0.5µs LED illumination
pulse. For all of the schlieren images presented, a time-averaged background image
(without flow) was subtracted from the original image sequences.
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4.3 Results and Discussion
4.3.1 External Flow Field - Schlieren, FLEET and HWA
Figures 4.5 through 4.7 contain schlieren images and provide context to the quan-
titative FLEET and HWA results, showing the motion of the jet and the extent of
its sweep. In particular, Figure 4.5 provides single-shot and 250-shot phase-averaged
images of the sweeping jet (operating with air at NPR = 1.4) at approximately 0.2τ ,
0.3τ , 0.5τ , 0.7τ , 0.8τ , and 1.0τ , where τ is the SWJ’s period. The diagram in Fig-
ure 4.1 was based on these schlieren results. Note that simultaneous acquisition of
schlieren with FLEET or HWA would have greatly complicated the experimental
setup and therefore was not performed.
Figure 4.5: Schlieren single-shot (top) and 250-shot phase-averaged (bottom) images
of sweeping jet actuator at six phases of its oscillation cycle. Operation with air at
NPR = 1.4. Phases 1–6 correspond approximately to 0.2τ , 0.3τ , 0.5τ , 0.7τ , 0.8τ , and
1.0τ , respectively, where τ is SWJ’s period. Image courtesy of B. F. Bathel.
Figure 4.6 compares the six phases of the jet’s oscillation for each of the pres-
sure ratios tested. The images were compiled by phase averaging 250 single shots.
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Figure 4.6: 250-shot phase-averaged images for various NPRs. Columns 1–6 corre-
spond to same phases shown in Figures 4.1 and 4.5. Image courtesy of B. F. Bathel.
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Figure 4.7: 250-shot standard deviation images from high-speed schlieren (10 kHz),
revealing the extent of the sweep for various NPRs. Dashed lines represent the ap-
proximate locations of the external measurements. Image courtesy of B. F. Bathel.
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Although the intensity of the gradients and prominence of existing flow features in-
creases (and the external sweep angle of the jet decreases) with increasing pressure
ratio, no new qualitative features arise within the internal flow field—the structure of
the internal flow largely remains unchanged as the pressure ratio changes. Thus, the
diagram in Figure 4.1 applies to not only an NPR of 1.4, but to all the NPRs tested,
even those corresponding to compressible flow. Note, in Figure 4.6, the presence of
shock diamonds in the jet exiting the device for pressure ratios of 2.5 and 3.0. These
diamonds increase in intensity as the pressure ratio increases and are most visible
when the jet is at the maximum extent of its sweep (i.e., columns 3 and 6). Addi-
tionally, the features visible downstream of the inlet to the main channel and in the
vicinity of the throat in Figures 4.5 to 4.7, which help to define the jet, are not oblique
shockwaves, but rather the shear layer of the jet. This is made clear by Figure 4.5 in
which the location of the shear layer in the single shots corresponds to the location of
these features in the phase-averaged images. Also, note that these shear layer features
are present at subsonic pressure ratios (i.e., NPRs less than 2.0) further supporting
the assertion that these are not shock structures. The only observed shockwaves were
in the external jet as a result of under- or over-expansion.
Figure 4.7 shows standard deviation images of the sweeping jet operating at dif-
ferent NPRs (which indicate, at each pixel location, the standard deviation of the
schlieren intensity based on 250 single shots acquired at 10 kHz). The dashed col-
ored lines indicate the location of the first two external measurements relative to the
nozzle exit. Figure 4.7 prominently showcases the aforementioned shear layer fea-
tures, whose intensity increases as the pressure ratio increases. Also, the extent of
the jet’s external sweep is shown in these images, narrowing as the pressure ratio in-
creases. Furthermore, no new flow features appear as the pressure ratio is increased,
further emphasizing that the qualitative structure of the internal flow is independent
of pressure ratio.
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 Figure 4.8: FLEET mean velocity versus HWA mean mass flux for a variety of pres-
sure ratios and downstream distances. Black error bars correspond to 95 % confidence
bounds. The time delays, ∆t, for FLEET velocimetry are listed on the plots.
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 Figure 4.9: FLEET velocity fluctuations versus HWA mass flux fluctuations for a
variety of pressure ratios and downstream distances.
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Figures 4.8 and 4.9 contain the mean and fluctuation profiles, respectively, of
the external flow field as measured by FLEET and HWA for different downstream
distances and pressure ratios (for sample single-shot profiles, see Figure C.1 in Ap-
pendix C). The fluctuation profiles were obtained by computing the root mean square
(RMS) of the mean-subtracted velocity fluctuations.4 The FLEET data were based
on over 2400 single-shot measurements while hot-wire data were based on over 400 000
samples for each spanwise location. Note that excessively noisy FLEET data obtained
at the ends of the probed region were excluded from the plots, explaining why the
profiles do not span the entire abscissa. Data with excessive noise were identified
by a loss of precision in the velocity fluctuation profiles—the measured value of fluc-
tuations would ‘diverge’ from the values in the center of the jet, increasing two- to
fivefold depending on the pressure ratio. Data after the point of divergence were
excluded from both the fluctuating and mean profiles. The loss of precision was at-
tributed primarily to the relatively low laser fluence and is discussed in more detail
in Section C.2 of Appendix C.
Several general trends of sweeping jet actuators can be identified in the mean
profiles of Figure 4.8. One such trend is that as the pressure ratio increases, the
velocity increases, as expected, but the sweep angle decreases. This reduction in sweep
angle with increasing pressure ratio, which is qualitatively depicted in Figure 4.7, has
been observed in other studies and is undesirable because the size of the region of
influence of the sweeping jet is diminished [107]. Another trend is that as the jet
travels downstream, it loses velocity and broadens (consistent with PIV data) [101,
103]. These trends are expected for sweeping jets and even steady, axisymmetric
jets, since the jet flow decelerates and spreads out as it transfers momentum to the
quiescent surroundings. A documented feature of sweeping jets is that the rates
of spreading and velocity decay are faster than a comparable steady, axisymmetric,
4Although equivalent to the standard deviation of velocity, we borrow this terminology from
turbulent jet flows.
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turbulent jet [101, 103]. Based on the HWA results, our sweeping jet exhibited a
spreading rate of dy 1
2
/dx ≈ 0.5–1.2, substantially larger than the spreading rate of
dy 1
2
/dx ≈ 0.1 for steady turbulent jets [113]. Here and elsewhere, x and y stand for
the streamwise and spanwise position coordinate, respectively. The spreading rate
for the SWJ increased as pressure ratio decreased. Note that jet half-width, y 1
2
, was
defined as the average spanwise position for which the mass flux decreased to one-half
of its maximum value within the spanwise profile.
It should also be noted that although the mean velocities are less than the local
speed of sound (≈ 320 m s−1 for an isentropic expansion from the source with a total
temperature of T0 = 308 K), the jet contains a significant number of instantaneous
velocities that are supersonic. This is evident in the FLEET velocity histograms of
Figure 4.10 for NPRs of 2.5 and 3.0 at 2.5 mm downstream, the single-shot velocities
of Figure C.1 (in Appendix C) for an NPR of 3.0 and by the presence of shock
diamonds in the phase-averaged images of Figure 4.6.
Visually comparing FLEET to HWA, the spanwise profiles are, in general, qual-
itatively similar. One difference is that the width of the jet was slightly broader for
FLEET than HWA. This might be explained by 1) the measurement locations be-
ing at different downstream distances during the two sets of testing since the tests
were performed in different laboratories and 2) the finite time delay of the FLEET
measurements allowing for spanwise velocity components to effectively broaden the
jet between the first and second exposures. Both effects were estimated to be of
similar order. Another difference is that the FLEET data measured an asymmetrical
jet profile in certain cases, particularly for 12.7 mm downstream at NPRs of 2.5 and
3.0. The jet may have been slightly disturbed during the data acquisition period
(which occurs over 2.4 s), causing the profile to be skewed. It is also possible that jet
and laser were partially phase-locked since they were operating at similar frequencies
(near 1 kHz). However, the phase-locking would not have been complete since the jet
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Figure 4.10: Histograms of centerline FLEET velocities versus HWA mass fluxes for
a variety of pressure ratios and downstream distances. For sake of brevity, data at
25.4 and 50.8 mm were omitted.
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has prominent overtones at frequencies other than its fundamental. There are also
noticeable asymmetries in the data at 25.4 and 50.8 mm. This may have been the
result of the translation stage, which enabled the downstream distance to be varied,
not translating perfectly in the streamwise direction and causing the jet flow to be
slanted.
It should also be mentioned that the HWA testing was not without its sources of
uncertainty. During testing, the stagnation temperature of the flow drifted as much
as 5 K in some cases and was not accounted for in the calibration. Also, for the
higher-speed data, some of the mass fluxes substantially exceeded the instrument’s
calibration range and were coerced to the highest value on the calibration curve
(which itself was an extrapolation from the highest measured calibration point). This
is evident by the peak around 520 kg m−2 s−1 in the HWA mass flux histograms for
2.5 mm downstream and NPRs of 2.5 and 3.0 (Figure 4.10).
The fluctuation quantities in Figure 4.9 are similar in magnitude to their coun-
terpart mean quantities in Figure 4.8. The ratio of fluctuation to mean quantities
is significantly larger than that of a comparable steady, axisymmetric, turbulent jet.
This feature of SWJ actuators has been previously observed and is caused primarily
by the sweeping motion of the jet (i.e., for a given location, the jet is present for cer-
tain instances and absent for others, leading to significant fluctuations with respect
to time) [103].
Like the mean profiles, the fluctuation profiles are, in general, qualitatively sim-
ilar for both FLEET and HWA. Again, the FLEET fluctuation profiles possess an
asymmetry that is not present in the hot-wire data, probably for the same reasons
mentioned above. Perhaps the most striking difference is that the FLEET fluctuation
profiles exhibit an offset: in the low velocity, ‘quiescent’ regions, the profiles decay to
a finite value (e.g., ≈ 25 m s−1 for 2.5 mm downstream) rather than zero. This offset
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is attributed to the precision of the FLEET measurement which varies inversely with
time delay [11] (see Appendix C for measurements of the precision).
Figure 4.10 shows the histograms of the FLEET and HWA measurements at the
center spanwise location of the sweeping jet for 2.5 and 12.7 mm downstream for the
five tested NPRs. The histograms at 25.4 and 50.8 mm were omitted for the sake of
brevity. The general trend is that the spread of data narrows and amasses toward the
lower values as downstream distance increases or pressure ratio decreases. This trend
holds for 25.4 and 50.8 mm. The right-most peaks around 520 kg m−2 s−1 for 2.5 mm
downstream at NPRs of 2.5 and 3.0 are a result of the hot-wire probe measuring
fluxes above its calibration range. The highest calibration point was 470 kg m−2 s−1
and a third-order polynomial permitted extrapolation to 520 kg m−2 s−1. As men-
tioned previously, values exceeding the upper bound of extrapolation were coerced to
520 kg m−2 s−1. Conspicuous peaks for NPRs of 2.5 and 3.0 at 2.5 mm, along with ev-
idence of supersonic velocities (from FLEET), indicate that the hot-wire calibration
should have been extended to higher mass fluxes.
Regarding the FLEET data, there was substantial supersonic flow (& 320 m s−1)
for NPRs of 2.5 and 3.0 at 2.5 mm, but this supersonic contribution diminished quickly
once the pressure ratio was lowered or the downstream distance was increased. There
were some supersonic velocities at 12.7 mm, but most of the velocities were subsonic
with a large grouping below 100 m s−1.
Overall, the FLEET and HWA histograms were similar to one another and both
flow quantities tended to decrease as distance increased or pressure ratio decreased.
Nevertheless, there are several specific differences worth noting. First, the FLEET
results appear nosier since they were computed from significantly fewer measurements
than HWA (2400 versus 400 000). Second, there are relatively few results below
50 kg m−2 s−1 for the hot-wire (i.e., an offset) whereas FLEET has measurements of
zero velocity. This offset is most noticeable at 2.5 mm for NPRs of 2.5 and 3.0 and can
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be attributed to several factors. One factor, which plays only a small part, is that the
hot-wire suffers from reduced sensitivity to low mass fluxes. Another factor, which
plays a larger part, is that the FLEET measurements (at 1 kHz) were inadvertently
phase-locked to the jet (oscillating at nearly 1 kHz for these NPRs), leading to over
sampling of the phases associated with lower velocity. The higher sampling rate of
HWA (102.4 kHz) is more immune to phase-locking errors. One possible solution
would have been to lower the FLEET data acquisition rate from its maximum of
1 kHz to, say, 10 Hz to achieve a more uniform sampling of the phases. A third and
similarly important factor is that the hot-wire probe primarily senses net mass fluxes
perpendicular to the axis of the wire whereas FLEET (in the present setup) only
senses velocities in the streamwise direction. Therefore, when the jet is directed away
from the centerline and at an angle relative to the streamwise direction, it has large
spanwise velocity components (relative to the streamwise components) and the hot-
wire would tend to measure higher mass fluxes (i.e., ‘velocities’) than FLEET which
is insensitive to the spanwise components.
In general, FLEET is a direct measurement of velocity (resolving both magnitude
and direction) for subsonic through supersonic flows whereas HWA has a limited
ability to measure velocity magnitude outside a very specific range of flow regimes.
4.3.2 Internal Flow Field - FLEET
Figure 4.11 shows the mean streamlines, mean velocities and RMS of velocity fluc-
tuations for an initial spot location of (x, y) = (−6.2 mm, 0.2 mm) at the five pres-
sure ratios. Note that these data are presented with the SWJ oriented as shown
in Figure 4.4, where the red box approximately demarcates the domain of reported
measurements. Data for x > −3.3 mm were not reported because strain and breakup
of the tagged region rendered the measurements unusable. It should also be noted
that these plots are not true Eulerian velocity maps (as is commonly outputted by
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computational fluid dynamics) since they were created by tracking the advection of
a single tagged region a number of times. The measurement is analogous to injecting
dye into a liquid flow at a point to visualize the flow field, but more quantitative. Also
note that these results could be compared to a computer simulation with Lagrangian
particle tracking and filtering for only those particles that pass through the initial
spot location.
Inspecting Figure 4.11 , the mean streamlines show that the flow is predominantly
along the streamwise direction with some turning upstream of the throat (which is
located at x = −4.0 mm). The turning indicates that some of the flow is entering the
feedback loops.
The mean velocity plot shows a positive velocity gradient in the streamwise di-
rection and depressed velocities off of the centerline axis. The gradient is expected
since this region of the actuator acts as a converging nozzle. Significant acceleration
downstream of the throat for NPRs of 2.0 and above confirms the presence of choked
flow (i.e., sonic at throat) since the flow continues to accelerate as it travels through
the diverging diffuser.
The largest velocity fluctuations are localized to the region downstream of the
throat (most conspicuously for NPRs of 2.5 and 3.0). These velocity fluctuations are
roughly 40–60 % of the values found in the external flow for the corresponding NPRs
at 2.5 mm downstream (cf. Figure 4.9). This has several possible explanations: 1) the
favorable pressure gradient in this region acts to suppress velocity fluctuations, 2) the
measured velocities are spatially filtered such that the streakline must pass through
the initial spot location, therefore, not all velocities (and velocity fluctuations) are
included in this map, 3) there are no shocks in this region (unlike the external jet
which has shock diamonds at NPRs of 2.5 and above) which tend to amplify turbulent
fluctuations [114] and 4) the precision of the internal measurement is likely better than
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Figure 4.11: FLEET measurements of internal flow field. Throat and centerline were
at positions of x = −4.0 mm and y = −0.2 mm, respectively. The spot’s origin was
around (x, y) = (−6.2 mm, 0.2 mm).
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the external measurement due to the improved SNR associated with the relatively
high laser fluence and use of pure nitrogen.
Note that the gradients of mean velocity and velocity fluctuation both increase as
NPR increases, with the mean velocity gradient having the more prominent increase.
 
 
 
Figure 4.12: Mean centerline velocities from internal measurements. Error bars
denote one standard deviation.
Figure 4.12 plots the mean velocity along the centerline axis to illustrate the de-
pendence of acceleration on the nozzle pressure ratio. The error bars denote one
standard deviation of velocity and indicate the magnitude of the fluctuations. Based
on the plot, there was no evidence of a strong normal shockwave5 inside the actuator
since a precipitous velocity decrease was absent. A strong shock was also notice-
ably absent from the schlieren images. Furthermore, the plot illustrates presence of
5There was initially some speculation that a shock might be present and causing the observed
narrowing of the sweep angle with increasing pressure ratio.
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supersonic flow for NPRs of 2.0 and above since the sum of the mean and standard de-
viation exceeds the local speed of sound (≈ 310 m s−1 for an isentropic expansion from
T0 ≈ 294 K), corroborating previous statements about NPRs of at least 2.0 exhibit-
ing choked flow. In particular, NPRs of 2.5 and 3.0 experience ‘mostly continuous’
choking while an NPR of 2.0 experiences ‘intermittent’ choking. This is supported by
the external velocity histograms in Figure 4.10 which display noteworthy supersonic
contributions for NPRs of 2.0 and above. A pressure ratio of 1.8, just below the
necessary isentropic value of 1.89, seems to be on the cusp of choking, but not yet
choking; any apparent supersonic velocities in its histogram are likely an artifact of
measurement imprecision rather than intermittent choking.
4.3.3 Concentration in the External Flow Field - FLEET
Figure 4.13 shows the mean profiles (based on 1200 single-shot images) of relative
oxygen mole fraction as estimated from changes in FLEET signal intensity obtained
75 ns after the laser pulse. A relative mole fraction of zero corresponds to pure nitro-
gen whereas a mole fraction of one corresponds to air. Mixing is gauged by noting
the jet’s relative mole fraction evolution from zero to values approaching one. The
profiles are grouped by pressure ratio with each curve denoting a different distance
downstream of the exit. There were no discernible changes in signal intensity be-
yond 25.4 mm for pressure ratios of 1.4 and 1.8; therefore, data at 50.8 mm were not
reported.
Note that these results have not been corrected for the signal variation that oc-
curs due to the compressibility of the gas; experiments have shown that FLEET
signal intensity depends linearly on gas density6 [5, 12]. Therefore, these plots are
primarily proof-of-concept, qualitative estimates of mole fraction that showcase an
added benefit of FLEET-based measurements. Nevertheless, there are potential ways
6See Section 3.4.1 in Chapter 3.
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Figure 4.13: Profiles of relative oxygen mole fraction based on FLEET signal intensity
for different pressure ratios and downstream distances. Black error bars denote 95 %
confidence bounds.
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of decoupling the influence of density on the concentration measurements. One such
way is to take measurements of the SWJ running air instead of nitrogen as a type of
calibration. The resulting mean profiles would contain only the effects of density and
spatial variation of laser fluence since the concentration of oxygen would be fixed.
Then, concentration measurements with the SWJ running compressed nitrogen could
be taken. Dividing the nitrogen (data) curves by the air (calibration) curves should
isolate concentration’s effect on signal intensity and therefore yield an accurate mean
measurement of oxygen concentration. A second option is to measure the Rayleigh
scattering from the femtosecond laser pulse since Rayleigh scattering is proportional
to gas density. This would have the advantage of allowing for single-shot density
measurements in addition to time-averaged ones.
Neglecting the effect of variable density, these plots convey that the jet becomes
well mixed (i.e., oxygen mole fraction increases to within a few percent of the ambient
value) within 12.7 mm or roughly four throat widths downstream of the exit and fully
mixed (i.e., oxygen mole fraction asymptotes to within a few tenths of a percent of
the background level of oxygen in the vicinity of the SWJ outlet) within 25.4 mm or
roughly eight throat widths. These changes in signal intensity would be difficult to
attribute primarily to density since it did not change by a factor of 7 to 14 (which
was the observed change in signal intensity). The dip in the center of the curves for
pressure ratios of 2.0 and above is probably the combined result of density variation
and the reduced mixing associated with lower velocity fluctuations (cf. dips in velocity
fluctuations in Figure 4.9).
The lack of overlap for the wings of some of the curves was caused by the baseline
calibration in air being taken without the jet running and with slightly different cam-
era settings (unavoidable because of experimental difficulties). The inconsistencies in
the wings should be given marginal weighting since, at the very least, density was not
decoupled and a proper baseline calibration was not obtained. The overall trend of
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rapid mixing should be accepted as reasonably valid since there were no other known
sources which could account for the factor of 7 to 14 change in signal.
Although velocity measurements were made simultaneously with the concentra-
tion measurements, they are not reported herein. The simultaneous velocity measure-
ments, made when operating the camera/intensifier in a frame-straddling mode, were
excessively noisy because of difficultly in precisely discriminating the displaced line
from an un-displaced ghosting artifact. The ghosting problem occurred when framing
the camera at 40 kHz; if the falling edge of the first intensifier gate was very close to
the end of the first camera exposure (necessary for achieving short time delays), up
to 40 % of the signal would bleed into the next frame.
4.3.4 Comparison of FLEET Velocimetry and Hot-Wire
Anemometry
Since both FLEET and HWA were utilized in this experimental investigation, it is
worth discussing how FLEET velocimetry compares to more traditional, single hot-
wire anemometry.
• Strengths of FLEET relative to HWA:
– Instantaneous line (or point) measurements of FLEET with every data
capture; single-shot spatial cross-correlations and velocity profiles (via line
measurements)
– Faster data acquisition since no traversing is needed to obtain spatial pro-
files
– Larger dynamic range of measurement (subsonic to supersonic, discrimi-
nate negative velocities)
– Nonintrusive, tolerant of tight spatial constraints since laser-based: able
to make measurements inside the actuator
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– Simpler calibration since only ruler/dot-card is needed in contrast to cali-
bration wind tunnel
• Weaknesses of FLEET relative to HWA:
– More computationally intensive image processing rather than polynomial
lookup
– Optical access required since laser-based
– Optics in path of laser beam must be compatible with femtosecond dura-
tion laser pulses
– Significantly more expensive acquisition system (laser, camera and inten-
sifier)
The relatively poor precisions measured during post-SWJ testing were not listed
as a weakness since they were not inherent to the technique, but rather the result of
the particular experimental setup (which employed low laser fluences). Use of higher
laser fluences can yield precisions in air of better than a few meters per second [11,
115].
4.4 Summary and Conclusions
FLEET velocimetry was successfully demonstrated in a highly unsteady, oscillatory
flow containing subsonic, transonic, and supersonic velocities. Measurements were
made in the external flow field with FLEET and single hot-wire anemometry (for
qualitative comparison). Measurements of the internal flow field inside the actuator
were made with FLEET alone. High-speed and phase-averaged schlieren provided
visualization of both external and internal flows.
The external FLEET velocity profiles were, in general, qualitatively similar to
the mass flux profiles measured by HWA; however, two potential drawbacks were
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noted. 1) The FLEET measurements (acquiring at 1 kHz) may have been partially
phase-locked with the sweeping jet (dominant frequency around 1 kHz), possibly ex-
plaining the reason for asymmetric jet profiles which were not observed in the HWA
results. 2) FLEET suffered from noticeably worse precision (. 25 m s−1) than HWA,
attributable to the relatively low laser fluences utilized in the experiment. The low
laser fluence was a consequence of writing a long line to simplify data acquisition and
minimize perturbation of the flow via energy deposition. Unfortunately, this low laser
fluence ultimately resulted in degraded measurement precision. Previous experiments
have reported precisions of a few meters per second in air and less than one meter
per second in nitrogen when operating at higher laser fluences; therefore, the low
precision was a result of the chosen experimental setup, not a fundamental limitation
of the technique. In general, FLEET demonstrated better overall dynamic range and
improved sensitivity to low velocities, in addition to explicitly measuring velocity in
the compressible flow regime.
The expected trends in the external profile of the sweeping jet were observed such
as an increasing jet velocity (desirable) and decreasing sweep angle (undesirable) with
increasing pressure ratio. Furthermore, the jet had significant spreading and velocity
decay rates as expected.
FLEET provided measurements of the internal flow field which were inaccessible
to probe-based methods and would have been difficult to perform with certain other
nonintrusive methods. The velocity and fluctuation gradients within the device were
mapped out and indicated a choked condition (i.e., sonic flow at the throat) for
pressure ratios greater than or equal to 2.0. Also, there was no evidence of a shockwave
(sudden decrease in velocity) inside the device during operation.
Qualitative mixing measurements were demonstrated as a proof-of-concept. This
is a potential added-benefit of FLEET velocimetry. The measurements were based
on the signal intensity variation of FLEET with oxygen concentration and were pri-
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marily qualitative since there was no correction for the density change resulting from
compressibility. A method was described to correct for the density variation in future
work. The mixing measurements conveyed that the jet became well mixed within
12.7 mm downstream (or roughly four throat widths downstream) and fully mixed
within 25.4 mm (or roughly eight throat widths).
The high-speed and especially the phase-averaged schlieren images demonstrated
that the general character of the internal flow is largely independent of pressure
ratio—no new flow structures arise (other than changes to the magnitude of gradients
or features). The structure of the external flow evolves with pressure ratio in the sense
that the sweep angle decreases and shock diamonds appear.
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Chapter 5
Practical Considerations for
Precise Measurements
Note that much of this chapter (text, tables and figures) is adapted from Refer-
ence [11].
5.1 Background and Motivation
In this chapter, we determine the fundamental precision1 of femtosecond laser elec-
tronic excitation tagging (FLEET) velocimetry using high-speed (i.e., fast-framing)
complementary metal-oxide semiconductor (CMOS) cameras, compare the perfor-
mance of several different types of high-speed CMOS camera systems for acquiring
FLEET velocimetry data and explore various strategies for enhancing FLEET mea-
surement precision.
Based on the suitability demonstrated here for making satisfactory FLEET mea-
surements, we utilized high-speed CMOS cameras almost exclusively when acquir-
ing image data for the dissertation. Moreover, the performance comparison (Sec-
tion 5.3.2) directly influenced the camera choice (Photron FASTCAM Mini AX200,
1See Appendix A for the conceptual difference between accuracy and precision.
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20µm pixels) for testing at transonic cryogenic conditions by Burns et al. [5]. Al-
though this work was performed in relatively low speed (roughly 0.2–60 m s−1) free
jets of air and nitrogen, many of the experimental approaches likewise apply to mea-
surements at much higher speeds (such as those presented in Chapters 3 and 4). In
particular, the strategies from this chapter which were employed elsewhere to improve
measurement quality include:
• Elongation of time delay (i.e., time interval) between successive exposures to
enhance precision2
• Multiple-frame bursts to eliminate artifacts (ghosting and accumulation) and
provide relevant backgrounds
• Double shutter operation (i.e., separate, sequential data frames) to simplify
processing and reduce susceptibility to building vibrations or beam steering
• Gaussian fitting of intensity profiles for precise and robust3 determination of
advective displacement
• Avoidance of repeated interrogation of stagnant regions at high rates which
lowers signal intensity and thus precision
5.1.1 Alternative Unseeded Velocimetry Methods
In addition to FLEET, other laser-based diagnostic methods exist for performing
velocimetry in unseeded4 air. A comparison of FLEET to these methods in terms of
absolute precision is found within the conclusion (Section 5.4) of this chapter.
2This enhancement is clearly observed in Section 3.5.3 of Chapter 3 and Section C.2 of Ap-
pendix C.
3Section 3.5.1 of Chapter 3 showcases the advantages of Gaussian fits over intensity-weighted
centroids for determination of displacement.
4Air containing only naturally occurring concentrations of constituent species, such as N2, O2,
Ar, H2O, etc.
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For example, Raman excitation plus laser-induced electronic fluorescence (RE-
LIEF) employs stimulated Raman excitation and laser-induced electronic fluorescence
to track molecular oxygen [116, 117]. Air photolysis and recombination tracking
(APART) relies on an ultraviolet laser to dissociate oxygen and nitrogen to form ni-
tric oxide, which is then tracked by laser-induced fluorescence [118]. In ozone tagging
velocimetry (OTV), an ultraviolet laser photo-chemically generates ozone which is
then photodissociated into vibrationally excited oxygen to enable tracking by laser-
induced fluorescence [119]. Filtered Rayleigh scattering (FRS) employs a narrow
linewidth laser and a notch frequency filter to capture scattered light which has been
Doppler shifted by the flow velocity, providing images of the velocity field, although
results are usually time-averaged [120]. Another variation of Rayleigh scattering,
called interferometric Rayleigh scattering (IRS) uses an etalon to disperse the scat-
tered light from one or a few points in the flow to determine the velocity [121]. Laser
induced thermal acoustics (LITA) uses crossed laser beams to generate an electrostric-
tion grating that scatters a third beam resulting in a Doppler shift to measure flow
velocity in unseeded air flows [122].
Although these methods enable velocimetry of unseeded air, they all involve more
complicated diagnostic setups than FLEET. RELIEF requires three lasers (two5 to
vibrationally tag oxygen molecules and one to interrogate them) along with an in-
tensified camera. APART and OTV require two lasers (one to create the species of
interest from air and another to interrogate the species) and an intensified camera.
LITA requires two lasers, one for forming the grating and one to probe the grating
and requires that all three beams must cross at a point in the flow. Although FRS
and IRS use only one laser and one camera, they also require spectrally dispersive
elements: a notch frequency filter (such as a molecular iodine or atomic mercury ab-
sorption cell) in the case of FRS and an interferometer in the case of IRS in order to
5A Raman shift cell can be used to produce the second laser beam.
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obtain velocity information about the flow. By comparison, FLEET uses a single laser
and single camera, with an optional thin optical filter to block spurious laser light.
Furthermore, FLEET shows promise for improved measurement precision compared
to FRS and IRS.
5.2 Experimental Setup and Technique
5.2.1 Femtosecond Laser System
Objective 
Lens
Beam 
Dump
Laser Beam,
800 nm
Focusing 
Lens
Interrogation 
Region
Beam 
Attenuator
FLEET Emission
≈ 34 cm Standoff 
Distance
Figure 5.1: Top-view of optical setup as configured for vertical higher-speed jet.
A regeneratively-amplified Ti:sapphire laser system (Spectra-Physics Solstice one-
box ultrafast amplifier) generated the FLEET emission in both nitrogen and air. The
system produced 70 fs duration laser pulses centered at 800 nm with up to 3.5 mJ of
energy per pulse and at a repetition rate up to 1 kHz. An ultrafast variable beam
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attenuator (Newport VA-800) enabled the laser pulse energy to be varied. The ma-
jority of experiments in this study were conducted with pulse energies of 3.0 mJ. A
power meter facilitated measurement of the beam energy after passage through the
attenuator. Focusing and steering of the beam were accomplished with ultrafast anti-
reflective lenses and ultrafast mirrors, respectively. A 50 cm focal length (FL) lens
was used to obtain data, except as otherwise specified. Figure 5.1 shows a top-view
of the optical setup with the 6.3 cm FL lens installed. For longer focal lengths, the
lens was moved closer to the attenuator to prevent the beam focus from moving with
respect to the interrogation region above the tube fitting.
5.2.2 Free Jet Configurations
Two flow configurations were used for the FLEET velocimetry study: an inverted
low-speed free jet (bulk6 Reynolds numbers of 470–4600 and bulk velocities of
0.2–2.2 m s−1) designed to provide a steady flow containing minimal velocity fluctua-
tions and a vertical higher-speed free jet (bulk Reynolds numbers of 470–24 000 and
bulk velocities of 1.2–58 m s−1) capable of producing turbulent flow with fluctuations
and eddies.
Figures 5.2 and 5.3 show diagrams and pictures of the low and higher-speed free
jet, respectively. The low-speed jet was a converging nozzle with a 32 mm diameter
exit and a honeycomb flow straightener in its 71 mm diameter inlet. This nozzle was
chosen to produce a core flow with a uniform velocity. Gas was injected into the
upper corner of a sealed Styrofoam cooler and flowed out of the cooler through the
nozzle as depicted in Figure 5.2 (left). FLEET velocity measurements were taken
2 cm downstream of the exit. See Figure D.1 in Appendix D for schlieren images
of this region of the free jet. The insulated cooler permitted variable temperature
operation, but measurements obtained using that feature are not reported here. The
6Exit diameter is the characteristic length used to calculate bulk Reynolds number and bulk
velocity.
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Figure 5.2: (Left) Diagram of setup for inverted low-speed jet (up to about 2 m s−1).
(Right) Side-view of experiment. White dashed outline roughly locates position of
nozzle. Setup provides low fluctuation flow with variable temperature capability (not
utilized in present study).
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Figure 5.3: (Left) Diagram of setup for vertical higher-speed jet (up to about
60 m s−1). (Right) Side-view of experiment showing long-lived FLEET emission in
pure nitrogen as obtained by smartphone camera (averaged over many laser pulses)
and clearly visible to naked eye.
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higher-speed jet utilized a quick-connect tube fitting with an internal diameter of
6.35 mm (Figure 5.3). This smaller diameter outlet allowed for higher bulk velocities
than the low-speed jet (while using the same mass flow rates) and therefore allowed
turbulent flow conditions to be more readily achieved. In both setups, a 100 standard
liter per minute mass flow controller measured and regulated the gas flow rate in
order to allow calculation of bulk velocity. Originally the bulk velocity was to be
used as the reference velocity for determining the accuracy of FLEET, but it was
soon discovered that this velocity was not fully representative of the region being
probed and therefore was unsuitable. An alternative reference velocity measurement,
such as hot-wire anemometry or particle image velocimetry (PIV), was not used in
this study, but would be considered in future work.
5.2.3 High-Speed CMOS Camera - pco.dimax HD
The primary imaging system was an un-intensified pco.dimax HD high-speed CMOS
camera with a Gigabit Ethernet data interface. The camera has a full-frame (1920
by 1080 pixel) repetition rate of 2.1 kHz and is capable of double shutter operation
at half that rate in which a second exposure is taken about 5µs after the end of
the first exposure. Double shutter operation permits velocity measurement without
using a previously measured initial location of the laser pulse. Rather, the reference
(starting) position of the tagged molecules and the delayed (displaced) position are
both captured for each laser pulse (i.e., two exposures are taken for every laser pulse).
This approach is robust in large facilities where vibrations or beam steering can cause
the position (or apparent position) of the laser beam to move on a shot-to-shot basis
or can cause long-term misalignments which could lead to errors. Note that all of the
FLEET velocimetry measurements in this study used two exposures (a reference and
a delayed image) to compute the velocity of the tagged region. The objective lens used
for this and the other cameras was an F-mount 105-millimeter FL (Nikon NIKKOR)
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with an aperture range of f/2 to f/16. In an effort to replicate the standoff (i.e.,
the distance between the camera objective lens and the interrogation region) expected
when performing FLEET measurements in a wind tunnel, a standoff of approximately
34 cm was maintained and held constant for the experiment. Macro rings were needed
for proper focusing of the objective lens.
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Figure 5.4: (Left) Example of three-shot framing technique used to eliminate the
CMOS ghosting effect and produce a background image. Image pairs (1, 2 and 3)
correspond to 1, 334 and 667µs after laser pulse. Frames A and B correspond to first
and second gates of double shutter mode (with respective durations of 2 and 83µs).
Laser beam (0.75 mJ energy, 6.3 cm focusing) passes right to left and nitrogen flows
bottom to top. (Right) CMOS camera exhibits ‘negative ghosting’ in which relatively
high intensity event (1B) causes depleted region in following frame (2A).
The pco.dimax HD camera (hereafter referred to as the “PCO camera”) was char-
acterized in detail. It was discovered that the CMOS sensor suffered from a ‘negative
ghosting’ phenomenon in which a region of the sensor that recorded a relatively high
intensity event exhibited depleted signal counts in the following exposure. This might
have been an artifact of operating the camera in the lower end of its dynamic range.
A method used to mitigate this problem was to capture a background image contain-
ing the negative ghosting and then discard that image. Exposures subsequent to this
discarded image would not contain the negative ghost. Additionally, it was observed
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Figure 5.5: Time response of sensitivity of PCO CMOS sensor in double shutter
operation for large (left) and small (right) region of interest. Decreasing ROI shortens
length of second gate (gate B). The curves are normalized by peak sensitivity.
that the mean background intensity varied temporally on the order of minutes. To
effectively correct for background counts, the background images would need to be
acquired simultaneously with the data. Both of these issues were addressed by taking
three image pairs for each laser pulse (i.e., running the laser at 1 kHz and the camera
at 3 kHz at a reduced image size). The first exposure pair would contain the FLEET
data, the second pair would clear the sensor of ghosting artifacts and the third pair
would provide a background suitable for use in background subtraction. Figure 5.4
shows the three-shot framing technique and an example of negative ghosting.
Although the PCO camera allowed for direct control of the first exposure dura-
tion, the duration of the second exposure could not be directly set in the software.
Nevertheless, it was desirable to find a way to shorten the second gate from hun-
dreds of microseconds to several microseconds. We empirically determined that the
duration of the second gate in double shutter operation is roughly proportional to
the size of the region of interest (ROI). Therefore, the second gate could be short-
ened by shrinking the ROI. This principle is illustrated in Figure 5.5 which shows
the temporal evolution of the camera gates for a large and small ROI. The temporal
evolution was determined by capturing the Rayleigh scattering of the femtosecond
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laser pulse in air and marching the triggering of the gates in time with respect to
the pulse. Time steps of 10 ns were used for the marching. A ROI of 96 by 32 pixels
was selected in order to produce a 6µs long second gate which proved satisfactory
for FLEET velocity measurements. Note that Figure 5.5 shows a gradual decay in
sensitivity at the end of each exposure instead of an ideal ‘top hat’ time response.
5.2.4 High-Speed CMOS Camera System Comparison
Five different intensified and un-intensified high-speed CMOS camera configurations
were evaluated for performing FLEET velocimetry. The systems and their settings
are tabulated in Table 5.1. A target gate width of 2µs and inter-frame7 delay of 6µs
were chosen when possible to provide a fair comparison between systems. A longer
inter-frame delay was used in three instances in an attempt to improve the precision
of the velocity measurement. For all the systems, the first exposure was taken 1µs
after the laser pulse. In addition to the PCO camera previously discussed, a Photron
FASTCAM SA-X2 capable of full-framing (1024 by 1024 pixels) at 12.5 kHz and
a LaVision Imager scientific CMOS (sCMOS) capable of full-framing (2560 by 2160
pixels) at 0.1 kHz, were tested. The Photron and LaVision used Gigabit Ethernet and
Camera Link data interfaces, respectively. The Photron possessed the fastest native
framing rate and the LaVision, with its sCMOS sensor, offered the lowest readout
noise. Both the PCO and LaVision were capable of double shutter operation, with
fixed inter-frame delays of 5µs and 0.125µs, respectively. An un-intensified LaVision
was not tested because the camera’s native inter-frame delay was too short for the
flow velocities being considered. The Photron had built-in background subtraction.
The bit depth was 12 bits for the Photron and PCO cameras and 16 bits for the
LaVision.
7Duration of imaging insensitivity which starts at the end of the first exposure (gate) and ends
at the start of the second exposure (gate). It is the primary component of the time interval used to
calculate velocity of the tagged line.
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Table 5.1: Five high-speed CMOS camera systems from comparison study. CMOS
sensor pixel sizes in parentheses. Intensifier is LaVision HighSpeed IRO (described
in text).
pco.dimax HD (11µm)
1st Gate: 2µs; 2nd Gate: 6.1µs
Inter-frame Delay: 5µs
pco.dimax HD with Intensifier (11µm)
1st & 2nd Gates: 2µs
Inter-frame Delay: 6µs & 21.6µs
Photron FASTCAM SA-X2 (20µm)
1st & 2nd Gates: ≈ 2µs
Inter-frame Delay: ≈ 6.4µs & ≈ 23.0µs
Photron FASTCAM SA-X2 with Intensifier (20µm)
1st & 2nd Gates: 2µs
Inter-frame Delay: 6.3µs & 23.0µs
LaVision Imager sCMOS with Intensifier (6.5µm)
1st & 2nd Gates: 2µs
Inter-frame Delay: 6µs
A two-stage LaVision HighSpeed IRO intensifier was used in conjunction with
the cameras to permit viewing of FLEET in air as well as nitrogen. This particular
intensifier was chosen because its first stage photocathode (S25) has high sensitivity
in the red to near-infrared region where the long-lived FLEET emission is strong and
the phosphor screen (P46) has a fast decay time allowing for high repetition rates.
The second stage also used the fast P46 phosphor, but had a different photocathode
(S20) in order to more efficiently amplify the output of first stage phosphorescence.
The PCO and Photron cameras were also tested without the intensifier, but only in
pure nitrogen since the signal in air was too weak to be observed. Oxygen has a
quenching effect on the FLEET signal and causes it to be much weaker (and shorter
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lived) in air than in pure nitrogen. Therefore, we determined that observation of
FLEET in air requires intensification, at least for the camera and lens configurations
tested in the present study. The intensifier gain was adjusted for each camera system
and gas until the FLEET signal appeared (qualitatively) to have an optimum or at
least acceptable signal-to-noise ratio. The maximum usable gain setting was that
which avoided saturating the camera and avoided introducing an excessive amount
of intensifier-induced spurious noise.
5.2.5 Data Processing and Techniques to Improve Precision
Data Processing
In order to measure the displacement of the FLEET line due to advection, the line
center of the tagged gas must be accurately determined in two locations (reference
and displaced) within the camera’s field of view. Since the spatial profile of the laser
intensity is approximately Gaussian, the spatial profile of the signal intensity of the
tagged region, S(x), also resembles a Gaussian. Therefore, an in-house Gaussian fit-
ting routine written in MATLAB was utilized to find the line center, x0, line thickness,
σ0, and peak intensity, S0, of the FLEET signal according to the functional form
S(x) = S0 exp
(
− (x− x0)2
2σ20
)
. (5.1)
Figure 5.6 depicts typical Gaussian curve fits for signal intensity data (left) and the
raw image pair containing the original data (right). The difference between the line
centers in the two exposures constitutes the displacement due to advection. The data
shown in Figure 5.6 were obtained from a FLEET experiment in the pure nitrogen
higher-speed jet with an estimated bulk velocity8 of 35 m s−1. Advection was in the
8The estimated bulk velocity compares well to the FLEET calculated mean and standard devia-
tion of (29.5± 7.8) m s−1 based on 333 single shots.
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Figure 5.6: (Left) Typical Gaussian fits for gates A (blue) and B (red) in higher-speed
jet (nitrogen, 35 m s−1 bulk velocity, 25 cm focusing, 1.0 mJ energy and no row-wise
binning). (Right) Corresponding raw image pair from un-intensified PCO camera
(5µs inter-frame delay). Fitted data identified by circles. Flow in positive x-direction
for both figures.
positive x-direction for both figures. The mean background was subtracted, hence
the reason for negative signal intensities, but no row-wise binning was performed.
Only the vertical column of pixels in the middle of the frame (identified by circles)
was used for displacement determination. Physically, this location corresponds to the
centerline axis of the free jet. The thickness of the FLEET signal in gate A (first
exposure, blue) is determined by the focusing of the laser beam. Tighter focusing
tends to produce thicker (and shorter) FLEET lines. Fluid dynamics, molecular
diffusion and longer gate width contribute to the noticeably different structure of the
tagged line in gate B (second exposure, red). The mild waviness of the line suggests
the inter-frame delay and second gate width are slightly long with respect to the
flow timescales. Unfortunately, these settings could not be readily adjusted for the
un-intensified PCO camera.
The influence of signal decay on the spatial intensity profile was not accounted
for in the present study since its effect on precision was expected to be insignificant.
However, for future accuracy studies in which FLEET velocimetry is compared to a
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reference velocity, it would be important to account for the signal decay when the
gate widths are unequal. This is because the signal decay influences the apparent line
center unevenly for unequal gates, causing the measured displacement to be shorter
than it should be. When the gates are similar or identical in duration, the influence
of signal decay on apparent line center is the same for each gate and is effectively
canceled out.
Row-wise Digital Binning
It is possible to bin the signal intensity prior to fitting in order to achieve a higher
signal-to-noise ratio (SNR). Higher SNR improves the reliability and precision of
the line-center determination process (i.e., Gaussian fitting procedure) and thereby
improves the precision of the velocity measurement. We explore two types of binning
in this chapter. The first is called ‘row-wise digital binning’ (or simply ‘row-wise
binning’) and consists of summing the signal intensity in adjacent pixels along a
horizontal row of an image (where the laser beam is oriented nearly parallel to the
rows of pixels on the camera). Figure 5.7 illustrates the concept which is done in
post-processing after the image is captured (and after rotation of the image for better
horizontal alignment of the tagged lines and rows of pixels). Binning improves the
SNR by averaging out the noise (i.e., the random, undesirable variations in signal
intensity caused by dark current in the sensor, electronic readout of the sensor, the
discrete nature of photon arrival, etc.). Assuming nearby pixels have similar signal
intensity, S, and similar root mean square noise, N , and signal adds linearly whereas
noise is random and uncorrelated and therefore adds in quadrature, the improvement
to SNR by binning n pixels in post-processing is given by:
S + S + · · ·√
N2 +N2 + · · · =
n× S√
n×N2 =
√
n× S
N
. (5.2)
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Thus, the improvement is proportional to
√
n, based on the assumption of similar
signal and noise, which approximately holds for pixels near one another. Although
row-wise binning improves SNR, it sacrifices spatial resolution since those pixels that
are binned are no longer available to provide velocity information for the regions from
which they originated. However, the FLEET line has finite thickness (and therefore
finite spatial resolution) in the laser’s transverse direction which is several pixels wide.
We adopted a rule of thumb to bin no more than the thickness of the FLEET line in
pixels since that thickness already represents the minimum spatial resolution in the
advective direction. Also, it is important to note that row-wise binning should be
avoided if turbulence is observed in the delayed images since binning would smooth
out the turbulent structures and potentially eliminate the velocity fluctuations that
are actually present in the flow.
Row-wise Digital Binning (Row-wise Binning)
Digital Binning
Figure 5.7: Conceptual illustration of two types of binning done in post-processing
(i.e., digitally). Observe that aggregating signal intensity costs spatial resolution.
For the SNR calculations, signal is defined as the peak intensity of the Gaussian
fit and noise is estimated as the root mean square of the residuals of the Gaussian fit.
Therefore, estimated SNR has a direct correlation to the quality of the Gaussian fit.
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Digital Binning
Another technique to improve SNR and thereby improve measurement precision is to
perform what we call ‘digital binning,’ identical in concept to symmetric on-sensor
hardware binning (e.g., bin four adjacent pixels from a 2 × 2 grid into one pixel)
except that it is performed to the image using software in post-processing. Figure 5.7
illustrates the concept. Digital binning was thought of as a means to improve the
SNR of some of the cameras tested that had smaller pixels than others, allowing for a
fairer comparison. Given the same quantum efficiency, dark current noise and readout
noise, the camera with the largest pixels will have the highest SNR (but worst spatial
resolution). In order to effectively increase the pixel size of the other cameras, 2× 2
and 3 × 3 digital binning was performed on images taken by cameras with pixels
respectively one-half and one-third the size of the largest pixels. Improvement to
SNR occurs in the same manner as with row-wise binning (by averaging out noise)
and the tradeoff is the same in that the spatial resolution is sacrificed. Digital binning
offers the possibility of enhancing the SNR of cameras with smaller pixels while still
maintaining the capability of the camera to revert back to higher spatial resolution,
assuming the SNR penalty is acceptable.
Inter-frame Delay
The intensified PCO and Photron cameras were tested with both short and long
inter-frame delays (see Table 5.1). The reason for varying the inter-frame delay was
to investigate the potential improvement to precision achieved by increasing the time
delay. The time delay9 is computed as
∆t =
1
2
∆t1st gate + ∆tinter-frame +
1
2
∆t2nd gate, (5.3)
9Sometimes this duration is referred to as the ‘time interval’ to distinguish it from the time delay
after the laser pulse.
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where ∆t, ∆t1st gate, ∆tinter-frame and ∆t2nd gate represent the time delay, first gate
width, inter-frame delay and second gate width, respectively. According to basic
uncertainty analysis [123], the uncertainty in a calculated velocity is
δv ≤
∣∣∣∣ ∂v∂ (∆x)
∣∣∣∣ δ (∆x) + ∣∣∣∣ ∂v∂ (∆t)
∣∣∣∣ δ (∆t) , (5.4)
where ∆x and v are measured displacement and calculated velocity, respectively, and
δ(·) denotes the uncertainty of a quantity. The uncertainty in line-center determi-
nation is the primary source of random uncertainty in the measured displacement.
There is also systematic uncertainty resulting from errors in magnification (i.e., the
conversion from pixels to physical length). An example of temporal uncertainty is the
timing jitter between the start of the gates of the image pair which causes random
uncertainty in the duration of the inter-frame delay.10 Since calculated velocity is
given by
v =
∆x
∆t
, (5.5)
the uncertainty in velocity is given by
δv ≤ δ (∆x)
∆t
+ |v|δ (∆t)
∆t
, (5.6)
which shows that increasing the time delay acts to decrease the uncertainty in
velocity—it reduces errors associated with both spatial uncertainty and temporal
uncertainty. However, it should be noted that for very long time delays, finite
fluorescence lifetime and diffusion of the tagged molecules reduces the SNR enough
to make locating the line center difficult (i.e., imprecise). This is especially true for
images taken without intensification. Thus, there is a maximum time delay that
optimizes precision. A further limitation of long delay times is that the spatial
10Note that since images are acquired well after the laser pulse, the timing jitter between the laser
and camera system cancels out when using image pairs.
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resolution is proportionally worse as the gas travels a farther distance. Even worse,
for long delays, the idea of computing a velocity comes into question since the gas
may accelerate or decelerate along this path. Moreover, long time delays would be
inappropriate for flows where the turbulence timescale is shorter than the chosen
time delay. Accordingly, the optimal time delay depends on the flow regime (which
dictates how quickly the FLEET line will break up), the pressure and temperature11
of the flow (which affects the rate of diffusion of the FLEET line as well as the
lifetime) and whether the flow is composed of air or nitrogen (since signal lifetimes
are dramatically shorter in air than in nitrogen).
5.3 Results and Discussion
5.3.1 Improvement in Precision due to Row-wise Binning
and Inter-frame Delay
No Row-wise Binning
Precision was defined as the standard deviation of the set of single-shot velocity mea-
surements for a particular flow rate. FLEET velocimetry was performed in the pure
nitrogen higher-speed jet for a range of velocities. Figures 5.8 and 5.9 show precision
results for the un-intensified and intensified Photron camera, respectively. The rele-
vant laser and camera parameters are detailed in the figure titles and captions. The
first gate was 1µs after the laser pulse. The standard deviation contains contributions
from both the imprecision of the technique (in particular, the line-center determina-
tion) and the actual velocity fluctuations of the flow. For the case of no row-wise
binning (i.e., binning row-wise by one pixel), the standard deviation is similar for
the low speeds and then increases as the flow speed increases. This increase occurs
11See Chapter 3 for the effect of low temperatures and pressures.
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because the velocity fluctuations being measured are real fluctuations attributable
to turbulence. The similarity in standard deviation at the lower bulk velocities (be-
low 6 m s−1) suggests that the precision is limited by the measurement technique as
opposed to turbulent fluctuations. Above 11 m s−1, the standard deviation increases
substantially, suggesting that the precision is now limited by the turbulent fluctua-
tions of the flow.
Effect of Row-wise Binning
The effect of row-wise binning on precision for the un-intensified and intensified
Photron camera is shown in Figures 5.8 and 5.9, respectively. Comparing the effect
of row-wise binning up to eight pixels in the two figures reveals a more pronounced
improvement for the un-intensified case than the intensified case. As binning in-
creases, the SNR of the data increases which causes the Gaussian fit and therefore
the line-center determination to be more precise. This improves the precision of the
velocity measurement (i.e., standard deviation decreases). However, for the intensi-
fied case, the SNR of the data is already relatively high and additional increases do
not substantially enhance the precision of the line-center determination.
The improvement in precision is greatest at low velocity and decreases as velocity
increases and the flow becomes turbulent. At higher bulk velocities, such as above
11 m s−1, small amounts of row-wise binning do not necessarily improve precision
because turbulent fluctuations are present. For both the un-intensified and intensified
cases, binning row-wise by a large number of pixels (more than eight) substantially
reduces the standard deviation of the velocity measurement because the turbulent
structures (and therefore the velocity fluctuations) are smoothed out. Both figures
show that above 11 m s−1, the standard deviation associated with binning row-wise
by 32 and especially by 96 pixels is substantially lower than for binning row-wise by 8
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Figure 5.8: Precision as function of row-wise binning for different bulk velocities
in higher-speed jet. Inter-frame delay held constant at 6.4µs. Based on over 333
single-shot image pairs taken by un-intensified Photron camera (1.95µs gates).
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Figure 5.9: Precision as function of row-wise binning for different bulk velocities
in higher-speed jet. Inter-frame delay held constant at 6.3µs. Based on over 350
single-shot image pairs taken by intensified Photron camera (2µs gates).
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pixels or less. Since binning by a large number of pixels alters the velocity fluctuations
being measured, it is not appropriate for highly turbulent flows.
Furthermore, it was found that the SNR improvement scales with n0.4 for up to
16 pixels of row-wise binning, which roughly agrees with the theoretical scaling of
√
n
as dictated by Equation 5.2.
Effect of Increased Inter-frame Delay
Figure 5.10 shows how the inter-frame delay affects the precision of FLEET velocime-
try measurements taken in the low-speed jet for air and nitrogen. Three different
inter-frame delays were used and the amount of row-wise binning was fixed to 8 pix-
els (about the apparent thickness of the FLEET line). Images were acquired with
the intensified Photron camera. As before, precision was defined as the standard de-
viation of the set of single-shot velocities measured by FLEET velocimetry. Several
trends can be identified in the data. First, increasing the inter-frame delay improves
the precision. The improvement in precision is slightly less than the 1/∆t relationship
expected from Equation 5.6. The likely reason is that the time-dependent effects of
diffusion and signal decay impair line-center determination (making it more impre-
cise) and therefore curtail the improvement provided by longer time delays. Second,
the inherently better signal intensity and lifetime characteristics of FLEET in nitro-
gen enable more precise line-center determination, especially in the second exposure,
and therefore cause FLEET velocimetry in nitrogen to have better precision than in
air. Lastly, the precision is worst for the slowest velocities in air and nitrogen which is
counterintuitive since this is when the flow fluctuations should be minimal. For these
cases, the SNR is substantially reduced, compromising line-center determination. It
is speculated that this SNR reduction occurs because the same volume of gas is be-
ing repeatedly interrogated with the femtosecond pulse (which operates at 1 kHz and
3.0 mJ), perturbing the gas present there and perhaps leading to the accumulation of
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new gas species that degrade the FLEET signal. Thus, care must be exercised when
probing a stagnated gas (for example in static gas cells, or at stagnation points in
fluid flows) with FLEET in order to avoid impacting the precision of the technique.
Possible workarounds could include operating the laser system at a lower repetition
rate or pulse energy in order to limit the rate at which new species are generated. 
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Figure 5.10: Precision as function of inter-frame delay for different calculated bulk
velocities in low-speed jet. Row-wise binning is 8 pixels. Based on over 300 single-
shot image pairs taken by intensified Photron camera (2µs gates) using 70 % gain for
air and 60 % gain for nitrogen.
Combined Effect of Row-wise Binning and Increased Inter-frame Delay
Figure 5.11 illustrates the combined effects of row-wise binning and inter-frame delay
on the precision of FLEET velocimetry in the low-speed jet. Four inter-frame delays
were used with 8 pixels of row-wise binning (corresponding to the approximate thick-
ness of the FLEET line). The first gate was 1µs after the laser pulse. The laser beam
was focused by a 50 cm FL lens and had a slightly higher pulse energy of 3.2 mJ. Im-
ages were acquired with the intensified Photron camera (2µs gates) using 70 % gain
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for air and 60 % gain for nitrogen. With the combined benefits of row-wise binning
by 8 pixels and using an inter-frame delay of 64.7µs, values of 0.5 m s−1 for air and
0.2 m s−1 for pure nitrogen were achieved. These values represent the current observed
limit for the precision of the technique using a realistic amount of row-wise binning.
The figure also shows an asymptotic limit for the precision in both air and nitrogen,
likely explained by diffusion and signal decay as discussed in the previous section,
though in the case of nitrogen, it is possible that the true velocity fluctuations are
0.2 m s−1. While comparison with another measurement technique would verify the
true level of fluctuations within the flow, the data presented herein identify an upper
limit on the technique’s measurement precision, as implemented in the current setup.
Furthermore, the precision in nitrogen is better than in air due to the aforementioned
higher signal intensity and longer lifetime of the FLEET signal in nitrogen.
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Figure 5.11: Precision as function of long inter-frame delays for 0.5 m s−1 low-speed
jet combined with 8 pixels of row-wise binning. Based on over 166 single-shot image
pairs taken by intensified Photron camera (2µs gates) using 70 % gain for air and
60 % gain for nitrogen.
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5.3.2 High-Speed CMOS Camera Comparison
Without Digital Binning
Table 5.2 shows selected single-shot raw images (background subtracted and auto-
scaled to peak intensity) from each of the high-speed CMOS camera systems. Each
image was taken 1µs after the laser pulse using a 2µs gate width. FLEET was
performed in a 0.9 m s−1 pure nitrogen flow from the low-speed jet. A 3.0 mJ laser
pulse was focused using a 50 cm FL lens. The images visually convey the signal-to-
noise ratio and FLEET line thickness expected from each system. The first column
contains raw images that have equal pixel dimensions (96 by 32), but different physical
length scales since the pixel sizes are different. In the second column, each image has
been rescaled such that the physical length scales are equal. The standoff distance
between the objective lens and FLEET emission was held constant. The pixels of the
Photron camera were roughly twice and three times as large as those on the PCO
and LaVision, respectively. Clearly, intensification greatly improves the continuity
and SNR of the FLEET line. It should be noted that the Photron employed built-in
background subtraction.
The precision and SNR results of the CMOS camera comparison are contained
in Figures 5.12–5.15. Data came from the low- and higher-speed jet using air and
nitrogen (as indicated on the plots). The first gate occurred 1µs after the laser
pulse. A femtosecond laser beam with a pulse energy of 3.0 mJ and focused by a
50 cm FL lens was used for tagging. When possible, gate widths of 2µs were selected.
Table 5.1 contains a comprehensive listing of the settings for each camera system. All
camera systems that used an intensifier had a gain of 70 % except for the Photron
in nitrogen, which used 60 %. Decreasing from 70 % to 60 % corresponds to a factor
of 5.3 reduction in gain. To accentuate the performance differences of the various
camera configurations, row-wise binning was not employed.
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Table 5.2: Background subtracted raw images from each camera system with intensity
scaled to peak value. Images are in native scale and rescaled for equal physical length.
Pure nitrogen low-speed jet at 0.9 m s−1, 3.0 mJ energy, 50 cm FL and 2µs gate.
Camera System Native Rescaled
pco.dimax HD (11µm)
No Intensifier
pco.dimax HD with Intensifier (11µm)
70 % Gain
Photron FASTCAM SA-X2 (20µm)
No Intensifier
Photron FASTCAM SA-X2 with Intensifier (20µm)
60 % Gain
LaVision Imager sCMOS with Intensifier (6.5µm)
70 % Gain
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Figure 5.12: Precision as function of bulk velocity for CMOS camera systems (inter-
frame delay noted) in air. No binning. Data from low- and higher-speed jet.
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Figure 5.13: Precision as function of bulk velocity for CMOS camera systems (inter-
frame delay noted) in nitrogen. No binning. Data from low- and higher-speed jet.
Figures 5.12 and 5.13 show the precision for the different camera systems as a
function of bulk velocity in air and nitrogen, respectively. The standard deviation
increases above 5 m s−1 because of turbulent fluctuations in the jet, as opposed to
a loss of precision of the measurement technique. Increasing the inter-frame delay
between the first and second exposures improves precision. The best results obtained
with a long inter-frame delay have a standard deviation lower than 1 m s−1, even in
air. Precision is generally better in the pure nitrogen flow (Figure 5.13) because the
FLEET signal is more intense and has a longer lifetime which facilitates more precise
line-center determination in the second exposure. The best un-intensified system us-
ing a short inter-frame delay for nitrogen was the Photron camera, but only by a slight
margin. It demonstrated better precision than the PCO camera probably because its
larger pixels had greater ability to capture higher SNR data (discussed in more detail
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later). Lengthening the inter-frame delay of the Photron camera generally improved
precision for speeds up to 23 m s−1, even approaching the performance of the short de-
lay intensified systems. But for higher speeds, the precision was drastically worsened
due to turbulent diffusion of the FLEET line which effectively reduced the intensity
of the signal. Without the aid of intensification, it was difficult to identify the line
center of the diffuse tagged region in the delayed second image. The best intensified
system using a short inter-frame delay for air and nitrogen was the intensified Photron
camera. For speeds up to 12 m s−1 in pure nitrogen, the short delay intensified PCO
and LaVision cameras had comparable performance to the Photron. The best inten-
sified system using a long inter-frame delay was the intensified Photron camera for
air and nitrogen. For speeds up to 6 m s−1 in pure nitrogen, the long delayed intensi-
fied PCO camera also exhibited similar performance. The spikes at about 0.2 m s−1
and 0.5 m s−1 for the un-intensified PCO and Photron cameras in nitrogen (see Fig-
ure 5.13) are due to a drop in SNR because of the previously discussed reasons of
the flow velocity being slow enough to allow for accumulation of new gas species that
degrade the FLEET signal. This degradation is more severe for the un-intensified
cases since the SNR is already relatively low. Therefore, for cases of very slow flow
speed, it is advisable to reduce the laser repetition rate, lower the pulse energy or
utilize an intensifier. In summary, intensification of the camera is advised, providing
a factor of two to three improvement in measurement precision. Furthermore, longer
time delays between exposures provide a corresponding improvement in precision;
however, longer time delays also increase the spatial extent of the measurement (i.e.,
reduce spatial resolution), reduce the time resolution of the measurement, and can
lead to degraded signal in turbulent flow. Each of these criteria needs to be evaluated
in a specific experiment and an optimal compromise found.
The estimated signal-to-noise ratio of the FLEET emission as captured by the first
gate is shown for air and nitrogen in Figures 5.14 and 5.15, respectively. Note that
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Figure 5.14: SNR for CMOS camera systems (intensifier gain setting noted) in air.
No binning. Data from low- and higher-speed jet.
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Figure 5.15: SNR for CMOS camera systems (intensifier gain setting noted) in
nitrogen. No binning. Data from low- and higher-speed jet.
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row-wise binning was not applied which would have enhanced SNR. The plot includes
data from both the low- and higher-speed jet. The dip in the data points at 1.2 m s−1
is due to the fact that the data points are from the higher-speed jet which some-
times exhibited lower SNR. The difference in SNR for the low- and higher-speed jet
is most prominent for the air case (Figure 5.14), especially for the intensified Photron
camera. As expected, intensification greatly improves the SNR which Figure 5.15
illustrates. The intensified Photron camera demonstrated the best SNR performance
in air and nitrogen. The intensified LaVision showed comparable performance in ni-
trogen, but employed a higher gain. The un-intensified Photron had higher SNR than
the un-intensified PCO in nitrogen. The Photron’s overall better SNR performance
is probably because its CMOS sensor had larger pixels (with more light gathering
capability) while having similar quantum efficiency as the other cameras. Although
these larger pixels improve the precision and SNR, they also limit the minimum spa-
tial resolution, which (based on pixel sizes) would be roughly three and two times
larger than the LaVision and PCO cameras, respectively. Based on pixel area, which
is proportional to the number of photons collected, they are roughly nine and four
times larger, respectively. The camera with the second best intensified SNR was the
LaVision. Its sCMOS sensor, with its innately lower readout noise (about nine times
lower than the PCO according to manufacturer datasheets), likely contributed to it
performing better than the intensified PCO camera.
With Digital binning
If lower spatial resolution can be tolerated, symmetric digital binning offers another
means of increasing the precision of FLEET velocimetry data acquired with an un-
intensified camera. The motivation behind performing digital binning was to de-
termine if the superior performance of the Photron system could be emulated by
increasing the effective pixel size of the PCO and LaVision cameras. Accordingly,
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images from the PCO and LaVision cameras were symmetrically binned 2 × 2 and
3 × 3, respectively, in post-processing before being fit to Gaussian intensity profiles.
No additional row-wise binning was done. Figures 5.16–5.19 showcase the results of
digital binning and are identical to Figures 5.12–5.15, except that the image data
for the PCO and LaVision cameras were symmetrically binned before the line-center
determination procedure. The data points for the Photron camera were not modified.
0
2
4
6
8
10
12
14
0.1 1 10 100
St
an
d
ar
d
 D
ev
ia
ti
o
n
 o
f 
V
el
o
ci
ty
 (
m
/s
)
Calculated Bulk Velocity of Free Jet (m/s)
Air, Digital Binning, 50 cm FL Lens, 3.0 mJ Pulse Energy
Intensified LaVision, 6 us
Intensified PCO, 6 us
Intensified Photron, 6.3 us
Intensified PCO, 21.6 us
Intensified Photron, 23.0 us
Figure 5.16: Precision as function of calculated bulk velocity for CMOS camera
systems (inter-frame delay noted) in air. Digital binning applied before processing
(2× 2 for PCO, 3× 3 for LaVision). Data from low- and higher-speed jet.
For the air free jets, Figure 5.16, the intensified PCO and LaVision systems bene-
fited modestly from digital binning, with typical improvements in precision of around
0.1 m s−1. For the nitrogen free jets, Figure 5.17, the intensified PCO and LaVision
cameras mostly showed similarly small precision improvements from digital binning.
Of all the camera configurations, the one that benefited most from digital binning was
the un-intensified PCO camera, with a typical improvement in precision of around
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Figure 5.17: Precision as function of calculated bulk velocity for CMOS camera sys-
tems (inter-frame delay noted) in nitrogen. Digital binning applied before processing
(2× 2 for PCO, 3× 3 for LaVision). Data from low- and higher-speed jet.
0.7 m s−1 and one instance (at a velocity of 0.4 m s−1) of about 1.6 m s−1. For this
camera, digital binning allowed its precision to surpass that of the un-intensified
Photron.
The change in SNR due to digital binning is shown in Figures 5.18 and 5.19. For
the air case (Figure 5.18), which only considered systems with intensification, the
intensified LaVision received the greatest SNR enhancement, with improvements as
high as 27 %. The intensified PCO experienced only marginal improvement. For the
nitrogen case (Figure 5.19), the un-intensified PCO experienced the largest relative
improvement, with SNR increases as high as 83 %. The intensified LaVision experi-
enced some benefit (increases as high as 9 %) and the intensified PCO experienced
only minimal gains.
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Figure 5.18: SNR for CMOS camera systems (intensifier gain setting noted) in air.
Digital binning applied before processing (2× 2 for PCO, 3× 3 for LaVision). Data
from low- and higher-speed jet.
The reason that the intensified cameras experienced less performance boost (with
respect to precision) than the un-intensified camera is as follows. The intensified
systems already had high signal-to-noise ratios, high enough to ensure reliable line-
center determination. In contrast, the initial SNR of the un-intensified camera was
relatively low (similar to the level of the readout noise of the camera) and near
the threshold at which line-center determination is imprecise. Therefore, when such
a system experiences SNR improvement, there is significant gain in precision since
finding the line center becomes much easier. Also, it should be noted that the SNR
performance enhancements from post-processing digital binning are not equivalent
to (and less than) on-sensor hardware binning. The reason for this is that in the
case of hardware binning, the photoelectron charge from multiple pixels is noiselessly
shifted and added together before readout occurs. Accordingly, the readout noise is
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Figure 5.19: SNR for CMOS camera systems (intensifier gain setting noted) in
nitrogen. Digital binning applied before processing (2×2 for PCO, 3×3 for LaVision).
Data from low- and higher-speed jet.
added only once to the signal summed from four pixels (in the case of 2× 2 binning)
or from nine pixels (in the case of 3 × 3 binning). Therefore, the readout noise is
effectively reduced by one-quarter or one-ninth, respectively. In the case of post-
processing digital binning, every pixel contains readout noise. When the pixels are
added together in post-processing, the readout noise is added in quadrature since
the noise is uncorrelated and random. So for the case of 2 × 2 binning, the noise
is
√
4× 12 = 2 units and is reduced by one-half. For 3 × 3 binning, the noise is
√
9× 12 = 3 units and is reduced by one-third. Thus, the readout noise reduction
with post-processing digital binning is less than on-sensor hardware binning and the
SNR improvement is not as great. The architecture of the CMOS sensors in the tested
cameras did not permit on-sensor hardware binning; therefore, the only available
binning option was digital binning done in post-processing.
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5.4 Summary and Conclusions
The use of high-speed intensified and un-intensified CMOS cameras for performing
FLEET velocimetry was demonstrated and the associated precision of the technique
was characterized in air and nitrogen flows. All velocimetry measurements were made
with two successive exposures (a reference and a delayed) in order to eliminate the
uncertainty in initial position of the tagged region that comes from facility vibrations.
The pco.dimax HD camera suffered from two drawbacks, namely, the CMOS sen-
sor exhibited negative ghosting after capturing a relatively high intensity event (while
operating in the lower end of its dynamic range) and there was no straightforward
means of directly controlling the width of the second gate in double shutter mode.
The workaround for the negative ghosting was to take two background images for
each data image and then discard the background image that contained the ghost-
ing artifact. Shortening of the second gate width was accomplished by substantially
shrinking the region of interest. This workaround is not entirely satisfactory because
it decreases the field of view for the exposure and therefore limits the displacements
that can be measured.
The measurement precisions obtained using different camera configurations were
evaluated. Several methods were investigated for improving the precision of the mea-
surement in post-processing. Row-wise binning of the signal in adjacent pixels in-
creased the signal-to-noise ratio of the FLEET line, which enhanced the precision
of the line-center determination and therefore also the precision of the displacement
measurement. Row-wise binning was more effective for improving the precision of the
un-intensified systems rather than the intensified systems because the intensified sys-
tems already possessed high enough SNR to ensure precise line-center determination.
Row-wise binning’s utility is limited by the fact that it sacrifices spatial resolution
for SNR. Additionally, it is most effective when the FLEET line is fairly straight,
contiguous and advecting with uniform velocity. Employing longer inter-frame delays
163
increased precision because velocity measurement uncertainty is inversely propor-
tional to time delay. However, the improvement due to long inter-frame delays is
tempered by the time-dependent processes of molecular diffusion and signal decay
which worsen precision as time delay increases. Furthermore, long time delays are
only acceptable for non-accelerating flows and flows where the turbulence timescale is
longer than the time delay. In general, there is a maximum time delay that optimizes
precision. This maximum depends on the flow regime and whether the gas is air or
nitrogen.
The greatest improvement in precision was obtained with row-wise binning by 8
pixels (about the apparent thickness of the FLEET line) and using a long inter-frame
delay (≥ 48µs). Precisions of 0.5 m s−1 in air and 0.2 m s−1 in pure nitrogen were
achieved at a bulk velocity of 0.5 m s−1. These values represent the current observed
limits for the precision of the method using a realistic amount of binning. Lower
velocities could possibly have been measured if the flow were even steadier. These
single-shot precisions are better12 (in absolute terms) than what has been previously
reported for FLEET in air: 0.53 m s−1 (in quiescent air) [115], 5 m s−1 (at velocities
of 0, 40 and 480 m s−1) [2, 6, 124] and 10 m s−1 (at a velocity of 100 m s−1) [125]. Ad-
ditionally, the precision in nitrogen is better than what has been previously reported:
0.41 m s−1 (in quiescent nitrogen) [5] and less than about 10 m s−1 (at a velocity of
approximately 1900 m s−1) [96]. Moreover, the precision in nitrogen is even superior
to the low temperature and pressure results presented in Section 3.5.3 of Chapter 3:
5.6–15 m s−1 (at velocities of 42–480 m s−1).
In comparison to other unseeded air, single-laser methods, FLEET is more pre-
cise: FRS has an estimated precision of roughly 15–30 m s−1 (at velocities of about
200–400 m s−1) [126], and IRS reports 8–11 m s−1 (in quiescent air) [127, 128] and
7 m s−1 (time-averaged for 1 ms, at a velocity of 10 m s−1) [129]. In comparison to
12These exceptional absolute precisions were achieved with row-wise binning and relatively long
time delays, strategies which may not always be feasible.
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unseeded air, multiple-laser methods, FLEET has comparable precision: LITA ex-
hibits 0.5 m s−1 (in quiescent air) [130] and 0.8 m s−1 (at a velocity of 20 m s−1) [131],
RELIEF demonstrates 7 m s−1 (at a velocity of 270 m s−1) [117] and APART shows
2.7 m s−1 (at a velocity of 630.8 m s−1) [132]. Of course, each velocimetry method has
its relative advantages. FRS provides whole images of the velocity field. FRS, IRS
and LITA simultaneously measure other parameters like temperature, density, pres-
sure and/or Mach number. FLEET affords ease of implementation (requiring only a
single laser and camera) in addition to precise velocity determination. Furthermore,
with a modified setup, FLEET offers simultaneous measurements of temperature [3]
or mixture fraction [13].
It was also observed that the standard deviation was not minimized at very slow
or stagnant flows, which is counterintuitive because this is when velocity fluctuations
are the smallest. Precision worsened because SNR was reduced. This SNR reduction
likely occurs because the same volume of gas is being repeatedly interrogated by the
femtosecond pulse (which operates at 1 kHz and 3.0 mJ), leading to the accumulation
of contaminant gas species that act to degrade the FLEET signal, reduce SNR and
make line-center determination imprecise. Accordingly, care must be exercised when
probing stagnant gases (such as in static gas cells or at stagnation points) with FLEET
in order to avoid impacting the precision of the method. To mitigate the impact, the
laser system could be operated at a lower repetition rate or a lower pulse energy.
Three different high-speed CMOS cameras in five different configurations were
compared for FLEET velocimetry performance. The best precisions observed were
better than 1 m s−1. Of the camera systems tested, the Photron FASTCAM SA-X2
showed the best precision and highest SNR in both the intensified and un-intensified
configuration for flows of air and nitrogen. This camera also possessed the fastest
full-frame repetition rate. The likely reason for the Photron’s better performance
was that its CMOS sensor had larger pixels than the other sensors while having
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similar quantum efficiency. This enabled it to have a generally higher SNR than the
other systems. However, the tradeoff for the Photron’s higher SNR is that it had a
lower spatial resolution, about one-third and one-half that of the LaVision and PCO
cameras, respectively.
In nitrogen, the un-intensified PCO camera with short inter-frame delay had only
slightly worse precision than the un-intensified Photron. For speeds up to 12 m s−1
in pure nitrogen, the short delay intensified PCO and LaVision cameras had compa-
rable precision to the Photron. For speeds up to 6 m s−1 in pure nitrogen, the long
delayed intensified PCO camera also exhibited comparable precision to the intensified
Photron.
Lengthening the inter-frame delay generally improved precision, except for the
un-intensified case when the flow was highly turbulent (above speeds of 23 m s−1).
In these instances, turbulent diffusion of the FLEET line drastically lowered the
SNR of the second exposure causing line-center determination to be imprecise. For
equivalent flow and laser settings, FLEET velocimetry in nitrogen is more precise than
in air because of the higher signal intensity and longer lifetime of FLEET emission in
nitrogen. Longer lifetime enables the FLEET signal in the second exposure to remain
relatively strong.
Digital binning did not significantly improve precision, except for the case of the
un-intensified PCO camera. For the PCO, digital binning allowed its precision to
surpass that of the un-intensified Photron. Nevertheless, digital binning improvement
comes at a cost of spatial resolution. For the intensified measurements in air and
nitrogen, the Photron still had better precision, even after the other cameras were
digitally binned to (partially) account for the larger pixels. The precision of the
intensified PCO and LaVision systems did not significantly change when the pixels
were binned. It was noted that digital binning in post-processing does not improve
SNR as much as on-chip binning, or equivalently, using a sensor with larger pixels.
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In future experiments, it would be desirable to have a simultaneous reference
measurement, such as a hot-wire anemometer or a PIV system, for comparison to
the FLEET method. This would not only provide a means to gauge the accuracy of
FLEET measurements, but would also afford a way to determine the velocity fluc-
tuations within the flow itself, apart from using FLEET. The hot-wire is especially
suited to resolve transient fluctuations and could reveal the limit for the best achiev-
able precision.
Lastly, note that this study does not endorse any particular manufacturer of equip-
ment. The names of the manufacturers are included for clarity and the equipment
tested was mainly chosen because of its availability. Equipment from other manufac-
turers may perform equally as well or better.
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Chapter 6
Conclusion
Each chapter contains its own specific summary and conclusions; therefore, this chap-
ter provides a few general remarks and some possible future directions for the work.
6.1 Concluding Thoughts
The nature of high-speed flows (transonic, supersonic and hypersonic) demands cer-
tain performance from femtosecond laser electronic excitation tagging (FLEET) such
as satisfactory signal-to-noise ratio (SNR) at depressed static conditions (i.e., low
temperatures, pressures and densities), wide dynamic range for velocity determina-
tion, and, of course, measurements with acceptable accuracy and precision. A sim-
plified kinetics model (Chapter 2) explains signal intensity changes as a function of
density/pressure and temperature in terms of plasma-chemical reactions. Modeling
results indicate an optimization of initial1 signal intensity at reduced density/pressure
(due to overall slowing of reaction rates which delays the climax and slows the de-
cay of excited populations) and a small, but measurable enhancement from reduced
temperature (due to enlarged N4
+ population which contributes to excited species
via dissociative recombination). Furthermore, modeling shows a strong coupling (i.e.,
1I.e., short time delay, t 1µs.
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interdependence) among N2(A), N2(B) and N2(C) because of energy pooling, colli-
sional quenching and fluorescence processes. A purpose-built flow facility capable
of unheated subsonic through Mach 4.0 operation provided experimental validation
(Chapter 3) of the model. Results obtained in the facility confirm signal intensity’s
primary dependence on density and secondary dependence on temperature (with op-
timal value at reduced density and temperature), although particular quantitative
aspects differ between the model and experiment. The three highest experimental ini-
tial signals (acquired in Mach 3.6–4.0 flow) occur at densities ρ = 0.016–0.055 kg m−3,
roughly corresponding to altitudes h ≈ 23–31 km (based on the static densities alone).
The experimental signal lifetimes exhibit a moderate inverse correlation2 to initial sig-
nal, translating into relatively short lifetimes for these data (around 2µs for 1/e2).
Fortunately, high-speed velocimetry often uses short time delays to limit displacement
of the tagged molecules. Furthermore, these data, despite their swift signal decay,
maintain good normalized accuracies and the best normalized precisions for time in-
tervals3 up to ∆t = 4.9µs. In contrast, higher densities (ρ & 0.31 kg m−3) display
much longer lifetimes (the longest at atmospheric conditions:4 145µs for 1/e2) and
substantially lower initial signals (by a factor of roughly 16–18). Successful application
of FLEET to a sweeping jet actuator operating in the compressible regime (Chap-
ter 4)—a challenging problem of practical interest—showcases numerous advantages
of the method. FLEET’s demonstrated abilities include resolving subsonic through
supersonic velocities within the same measurement, non-intrusively mapping the in-
ternal flow features inside millimeter-scale passageways, tolerating wildly unsteady
wind loading in the external flow field and simultaneously ascertaining the quality of
jet mixing (via sensitivity of initial signal to oxygen concentration). These advan-
tages stand in contrast to the comparatively limited capabilities of a more traditional
2Note that lifetimes actually depend on density in an approximately U-shaped trend.
3In particular, the normalized accuracies and precisions improve with increasing time interval for
these data.
4In a flow with a Mach number of approximately 0.1.
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approach: single-probe hot-wire anemometry. For this particular optical setup, the
use of relatively low femtosecond laser fluence caused a loss of precision (noticeable in
the ostensibly quiescent regions of the external velocity fluctuation profiles). Efforts
to characterize the fundamental precision of FLEET velocimetry using fast-framing
cameras (Chapter 5) led to the development of a number of practical strategies to im-
prove the overall measurement. Despite being initially applied to lower speed free jets
(of roughly 0.2–60 m s−1), many of these strategies are readily applied to higher speed
flows: 1) utilizing multi-frame bursts to eliminate imaging artifacts, provide suit-
able backgrounds and separate data frames for easier processing, 2) fitting Gaussian
functions to recorded intensity profiles for robust determination of displacement, and
3) avoiding highly repetitive excitation of stagnant regions which impairs SNR (and
thus precision). Additionally, the effort produced several pragmatic observations: 1)
precision (i.e., standard deviation of velocity measurements) inversely relates to time
interval ∆t and/or SNR, 2) digital binning of image data raises SNR, and 3) camera
sensors with larger pixels (and similar quantum efficiency) acquire higher SNR data.
Note that these latter two effects come at the price of spatial resolution.
6.2 Future Work
6.2.1 Kinetics Model Improvements
One area of immediate interest is incorporating a spatial dimension and the accom-
panying physics into the kinetics model (from Chapter 2) to increase its experimental
agreement and predictive capability beyond several hundred nanoseconds after the
laser pulse. Although the model’s current timescales have relevance for very fast
hypersonic flows, measurements in slower flows (e.g., transonic) typical require time
delays of several microseconds for adequate precision. Following the approach of
Shneider et al. [73], we would invoke symmetry along the laser propagation axis to
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reduce each governing equation in cylindrical coordinates to its radial components.
Like the original model, species balance (continuity) equations would track production
and consumption rates; however, all variables would now include a radial dependence
and the balance equations would have additional terms accounting for transport fluxes
related to electrical mobility, mass diffusivity and bulk fluid motion. The vibrational
and electronic temperature equations would be cast in cylindrical form with vari-
ables depending on the radial coordinate. Furthermore, the Navier-Stokes equations
(continuity, momentum and energy) would portray the bulk fluid motion driven by
heating and the evolution of gas properties (such as overall density and translational
temperature). The Poisson equation (for the electric potential) would describe the
electric field generated by the charged species which contributes to their transport.
Ultimately, the additional physics would better account for the spatial distribution5
of species by transport processes and the low density region that forms in the center
of the tagging, both of which act to slow reaction rates, and the work done by gas
dynamic expansion, which permits more accurate evaluation of translational temper-
ature.
After these model revisions, it would be prudent to retune the unknown coeffi-
cients, preferably with an intelligent optimization algorithm. The presently tuned
values likely contain contributions associated with attempting to match the long sig-
nal life of the photomultiplier tube results. However, incorporation of the above
physics would naturally lengthen the signal lifetimes and eliminate the need for using
solely these rate coefficients to match the experimental results at long time delays.
As mentioned in Chapter 2, it would be desirable to validate the model with more
than simply measurements of the first and second positive emission (i.e., B- and C-
state population). In particular, the photoionization submodel could be validated
as a function of initial density/pressure with microwave scattering [89] for electron
5Also, the model could now consider the effect of a Gaussian laser intensity profile on the initial
photoionization.
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number density and laser Thomson scattering for electronic temperature. Such di-
agnostics would facilitate tracking in time as well. Measurement of the metastable
A-state population could be accomplished with laser absorption (or laser-induced flu-
orescence). It would also be beneficial to enhance the spectral and time resolution
of the first and second positive emission measurements. Using a fast photomultiplier
and monochromator (to isolate individual rovibrational features) would enable vali-
dation and/or refinement of the monolithic assumption for the spectral bands within
the time-varying signal. Given the significant and rapid widening of the tagged line
with respect to the initial laser beam waist (attributed to hot atom diffusivity and
gas dynamic expansion, Appendix B), it might likewise be prudent to compare the
modeling results to experiments using similar laser fluence, but larger tagging volume
(i.e., higher pulse energy, but looser beam focusing).
6.2.2 Simultaneous Measurements of Density, Mixing and
Velocity in Compressible Flow
Experiments have shown that the strength of the FLEET initial signal depends on not
only oxygen concentration [13], but also gas density [5] (Section 3.4.1 in Chapter 3).
Therefore, without adequate compensation6 for the density variation in the external
flow field, compressible operation of the sweeping jet actuator (Chapter 4) precludes
quantitative measurements of jet mixing by FLEET. Nonetheless, it is desirable to
perform simultaneous and instantaneous (i.e., single-shot) quantitative measurements
of jet mixing or oxygen mixture fraction in compressible flows. Such measurements
would require at least three sequential data frames7 per laser pulse: the first frame at
t = 0 to capture the Rayleigh scattering (from the femtosecond laser) whose intensity
is directly proportional to density [12], the second frame at an early time delay (e.g.,
6A baseline image in quiescent air readily calibrates for initial signal’s dependence on laser fluence
since modern ultrafast lasers provide very stable shot-to-shot pulse energies.
7And probably several preceding frames to eliminate imaging artifacts and provide backgrounds.
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t ≈ 0.1µs) to acquire the FLEET signal related to oxygen mixture fraction via a
nonlinear calibration curve [13], and the third frame at an appropriate later delay
(e.g., t > 1µs) to image the displaced tagged line for determination of velocity. Note
that Edwards [2] first described the use of FLEET for simultaneous measurement of
multiple flow parameters. The reference (initial) line for comparison to the displaced
line can come from either the first (Rayleigh scattering) or second (oxygen mixture
fraction) frame. Furthermore, depending on the speed of the flow, it may be possible
to make the velocity measurement using the displacement between the first two frames
(since the second frame may be taken as late as t ≈ 0.2µs), though precision may
suffer based on the results of Chapter 3. To avoid potential contamination by the
second positive and other intense emissions from the plasma, a spectrally narrow
bandpass filter centered on the laser wavelength and a very short gate width (tens of
nanoseconds) will be needed when capturing the Rayleigh scattering signal. Although
this three-parameter measurement would ideally employ only one intensified camera
system, multiple intensified cameras with synchronized timing and jointly indexed
fields of view will likely be needed since each parameter requires a different time
delay, gate width, gain setting and filter.
6.2.3 Velocity Measurements in Supersonic Shape Morphing
Flow Facility
The supersonic shape morphing flow facility (shown in Figure 6.1) of the Applied
Physics Group at Princeton University offers a unique opportunity to leverage the
advantages of FLEET velocimetry. This small-scale8 supersonic wind tunnel can dy-
namically vary its nozzle contour and thus its test section Mach number from 2.5
to 3.8 [133–135]. The wind tunnel’s indraft nature, along with its polycarbonate
and acrylic construction, limit its operation to atmospheric stagnation conditions
8The test section exit has a fixed cross section of 50.8 by 48.5 mm.
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Figure 6.1: Side-view of supersonic shape morphing facility. Adapted from Ref. [133].
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Figure 6.2: Measured (circles) and ideal (dashed lines) contour shape (left) and
pressure distribution (right). Flow is left to right. Markers and error bars respectively
denote mean and 95 % confidence interval. Adapted from Ref. [133].
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(101.3 kPa, 300 K). Stepper motor actuators, discretely connected to the deformable
upper wall, enable morphing of the expansion contour. Linear potentiometers sense
actuator displacement to track the shape of the contour (Figure 6.2, left). The sta-
tionary lower wall serves as the centerplane of the two-dimensional nozzle and is
instrumented with taps for streamwise static pressure measurement along its length
(Figure 6.2, right). Software, written in MATLAB and similar to that which runs the
variable temperature and pressure free jet facility described in Chapter 3, provides
data acquisition and control functionality. Figure 6.2 also compares the ideal (dashed
lines) contour height9 and pressure ratio10 to the experimentally measured (circles)
ones, based on 3 s worth of data acquired at a rate of 1 kHz. In addition to serving as
a variable Mach number wind tunnel, the flow facility enables the investigation of: a)
the feasibility of improving flow quality via active optimization of the nozzle contour,
and b) the ability to counteract supersonic inlet unstart with shape morphing and
other technologies such as plasma actuators.
The test section, which begins around 400 mm on the plots, contains three wall
static taps, one centrally located pitot probe, and two schlieren-grade quartz win-
dows11 (for optical measurements). While a simple two-lens schlieren setup affords
qualitative visualization of the region, the four pressure measurements presently rep-
resent the sole source of quantitative information for the test section. The indraft
tunnel’s situation in the open laboratory and operation by two-stage air jet ejector
system make diagnostic seeding prohibitively difficult. Therefore, to avoid concerns
of contamination or damage, unseeded methods such as FLEET are preferred.
FLEET velocimetry would complement existing measurements and immediately
contribute greater quantitative awareness of the flow within the test section. In
particular, it would support the aforementioned investigative tasks by evaluating
9The ideal contour height is based on computational fluid dynamics (CFD) optimization.
10Ratio of local static pressure, p, to inlet (ambient) stagnation pressure, p0.
11Providing a view with dimensions of 95.0 by 30.2 mm.
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the uniformity of velocity profiles before and after shape morphing optimization,
confirming the presence or absence of strong shockwaves (or other flow features), and
measuring the extent of velocity boundary layers. Observe that the tunnel already has
non-ideal flow features to explore such as the compression and expansion phenomena
indicated by the slight departures from the isentropic curve in Figure 6.2 (right).
We can expect reasonable performance from FLEET in the tunnel using a bore-
sight or quasi-boresight configuration (i.e., camera view nearly coaxial with the laser
beam [5]). In an indraft tunnel of similar (though fixed) geometry operating at
Mach 2.8, Kinefuchi et al. [136] successfully employed FLEET velocimetry (using
a frequency-doubled, i.e., 400 nm, femtosecond laser and boresight configuration) to
probe the boundary layer impinged by an oblique shockwave.12 Additionally, results
from Chapter 3 illustrate satisfactory performance at the densities and temperatures
associated with roughly Mach 3.0–3.8 operation of the shape morphing tunnel, al-
though achieving identical results would require running the tunnel with pure nitrogen
(e.g., by affixing a nitrogen filled balloon to the inlet).
6.3 Author’s Contribution to Presented Work
The author performed the dissertation research under the guidance and direction
of Richard Miles (doctoral adviser) and Paul Danehy (NASA fellowship mentor),
supported by numerous technical staff (listed in the Acknowledgments), using facilities
at Princeton University and NASA Langley Research Center. The kinetics model was
developed under the guidance of Mikhail Shneider. Except as otherwise noted, the
author acquired, processed and analyzed the experimental13 and computational data.
12As part of an overall effort to characterize the ability of nanosecond-pulsed plasma actuators to
control the shockwave/boundary-layer interaction.
13Chapter 3 contains the most detailed description of the algorithms (primarily written in MAT-
LAB) used to process and analyze the image data.
176
Appendix A
Accuracy and Precision
Figure A.1 illustrates the difference between accuracy (i.e., error) and precision (i.e.,
repeatability or variance). High accuracy implies the velocity measurement conveys
the correct value. High precision suggests a minimal spread in measured velocity,
translating into fewer required measurements for a steady, laminar flow or detection
of smaller velocity fluctuations in an unsteady or turbulent flow.
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Figure A.1: Qualitative depiction of accuracy and precision for measurement of some
value or quantity.
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Appendix B
Influence of Mass Diffusivity on
Low Temperature and Pressure
Signal Results
This appendix extends the Gaussian signal intensity results of Chapter 3 to incorpo-
rate the rapid mass diffusion of hot (i.e., kinetically energetic) atoms generated by
electron-ion dissociative recombination and electron impact dissociation (respectively
R12 and R40 in the kinetics model of Chapter 2).
B.1 Width (Thickness) of Tagged Region
The 1/e2 radial width (i.e., tagged line thickness) of the signal intensity profile is
given by 2σ′0, where σ
′
0 corresponds to the standard deviation of the Gaussian fit.
1
Figure B.1 plots this width for the center of the tagged region as a function of den-
sity, temperature and time delay. The markers and error bars denote the mean and
standard deviation, respectively, based on the same data as that of Figure 3.8 in
Chapter 3.
1See Equation (5.1) in Chapter 5 for the functional form of the Gaussian.
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Figure B.1: Radial width (i.e., transverse thickness) of central tagged region as a
function of density, temperature and time delay. Markers and error bars denote mean
and standard deviation, respectively.
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Observe that these widths are tens of times larger than the laser beam’s nominal
1/e2 waist radius (w0 ≈ 18× 10−6 m, see Section 3.2.3 for details) used to produce
the signal in the experiment. This substantial difference in size presents itself even
at early time delays2 (t1 = 0.1µs) and is likely caused by the rapid diffusion of hot
atoms (which possess significant kinetic energy from R12 and R40, among others).
Furthermore, Figure B.1 generally shows the expected3 trend of decreasing width (i.e.,
decreasing diffusivity) with increasing gas density. Although width increases in time
as expected3 at lower densities, it decreases in time at higher densities. Section 3.4.3
discusses the increase in dissociation fraction (i.e., relative atomic population) with
decreasing gas density which may partly explain the increased diffusivity at low densi-
ties. Also, width fails to increase with gas temperature as expected3 probably because
the atoms which drive the rapid diffusion process are far hotter than the prevalent
gas temperature of the molecules (i.e., mean energies of N ≈ 0.5–1.75 eV versus
N2 ≈ 0.009–0.039 eV for T ≈ 72–298 K).
B.2 Integrated Signal Intensity
Integrating across the spatial intensity profile can compensate for diffusion of the
signal along the transverse axis, y (with units of px). For the Gaussian signal intensity
profile, S(y), ∫
S(y)dy =
√
2piσ′0S0, (B.1)
where S0 corresponds to the peak signal of the Gaussian fit (in units of AU). Fig-
ure B.2 shows this integrated signal (for the center of the tagged region) as a function
of density, temperature and time delay. Markers and error bars denote mean and
standard deviation, respectively. This figure serves as the integrated counterpart to
2The relatively long gate (∆tgate = 0.5µs) also contributed to the presence of diffusion effects at
t1 = 0.1µs.
3According to basic kinetic theory, mass diffusivity, D, relates to gas temperature, T , and gas
density, ρ, via D ∝ √T/ρ. Furthermore, diffusion length scale, lD, relates to time, t, via lD ∝
√
Dt.
180
Figure 3.8 in Chapter 3 which plots peak Gaussian signal and relies upon the same
data.
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Figure B.2: Integrated signal as a function of density, temperature and time delay.
Markers and error bars denote mean and standard deviation, respectively.
Other than the expected difference in absolute signal strengths, the integrated
and peak signals (Figures B.2 and 3.8, respectively) exhibit remarkably similar trends
with density, temperature and time up to about 2µs. For t ≥ 2µs, at lower densities
(roughly ρ . 0.1 kg m−3), the integrated signal decays more slowly than the peak
signal and thereby maintains a stronger dependence on density. Despite this quanti-
181
tative difference, the two plots remain qualitatively very similar. Therefore, the peak
Gaussian signal can be regarded as generally representative of the signal intensity in
the center of the tagged region for these experimental conditions.
B.3 Initial Integrated Signal Compared to Model
Considering just the initial delay (t1 = 0.1µs) from Figure B.2 and then plotting these
data against the initial signal of the simulation produces Figure B.3, the integrated
counterpart to Figure 3.9 in Chapter 3.
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Figure B.3: Simulation (triangles) compared to experiment (boxes) for initial signal
as a function of density and temperature. Simulation accounts for total signal of
tagged region whereas experiment considers integrated signal along central profile.
Error bars correspond to one standard deviation.
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The primary difference between Figures B.3 and 3.9 is the higher absolute signal
strength for the integrated experimental data (expected from the integration oper-
ation) which yields better agreement to the absolute magnitude of the simulation
data. Secondary differences include stronger signal relative to the atmospheric value
(greater by a few tens of percent) and slightly faster signal roll-off with increasing
density. Both of these differences arise from the modest decrease in tagged line width
as density increases and suppresses diffusion (see Figure B.1, t1 = 0.1µs).
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Appendix C
Sweeping Jet Actuator FLEET
Measurement Details
C.1 Single-Shot Velocity Measurements
 
Figure C.1: FLEET single-shot and mean velocity profiles for two NPRs (in air) at
2.5 mm downstream.
Figure C.1 shows a sampling of the FLEET single-shot (i.e., instantaneous) ve-
locity profiles in the external flow field for nozzle pressure ratios (NPRs) of 1.4 and
3.0 at 2.5 mm downstream of the exit. Two different time delays,1 denoted by ∆t,
1I.e., time intervals used to calculate velocities.
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are necessary for adequate displacement of the tagged line. Compared to the mean
profiles, the single shots are nosier and have finite negative velocities. Both of these
aspects are artifacts of the line-fitting imprecision associated with low signal-to-noise
ratio (SNR), discussed in the next section.
C.2 Analysis of Velocity Precision
 
Figure C.2: Post-SWJ testing measurement of FLEET precision in quiescent air for
1 m focal length and 2.0 mJ pulse energy.
At the conclusion of the sweeping jet tests, the precision of the FLEET setup
was characterized by measuring the velocity of quiescent air using the same laser
and camera settings as the sweeping jet tests. Figure C.2 shows these results in
terms of the root mean square (RMS) of the mean-subtracted velocity fluctuations
185
(i.e., standard deviation of velocity). As expected,2 the precision improved with time
delay.
Table C.1: Precision comparison of FLEET in air using intensified cameras (CMOS,
20µm pixels).
SWJ Testing, Est. RMS in Jeta Time Delaya
[m s−1] [µs]
25 2.1
20 3.6
10 10.6
Post-SWJ Testing, RMS in Quiescent Aira Time Delaya
[m s−1] [µs]
34 2.0
24 3.0
19 4.0
10 10.1
Ref. [11], Approx. RMS in Quiescent Airb Time Delayb
[m s−1] [µs]
3.2 8.3
2.4 16.7
a 1.0 m FL, 2.0 mJ energy, 1.0µs gate
b 0.5 m FL, 3.0 mJ energy, 2.0µs gate
Table C.1 compares these post-test precisions to the estimated precisions of the
sweeping jet measurements (based on the RMS value in the quiescent regions) and
the precisions reported by Reference [11] for a similar camera/intensifier setup, but
at higher laser fluence. Measurement precision is proportional to SNR which itself
is proportional to the laser fluence for these focal lengths (FLs). Accordingly, the
precision improves three- to fourfold when laser fluence is raised sevenfold. This
suggests the lower precision of FLEET as compared to hot-wire anemometry is not
a fundamental limitation of the technique, but rather of the experimental setup and
could be remedied with tighter focusing or use of a higher power laser. Therefore, an
2See Equation (5.6) in Chapter 5.
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alternative approach might have been to focus more tightly (with a shorter line) and
pan the field of view, although this may have led to new experimental uncertainties
(such as those associated with stitching fields of view together). Note there were
additional sources of imprecision such as facility vibration or beam pointing since the
reference and delayed images were not recorded sequentially.
C.3 Data Point Density of Internal Velocity Mea-
surements
 
3.0 
2.5 
2.0 
1.8 
1.4 
NPR 
Figure C.3: Number of data points within each grid position used for producing
mean and RMS values.
Figure C.3 shows the distribution of data points (velocities and corresponding
positions) on the uniform grid. Note the grid size varies slightly among the different
187
plots. The greatest density of data points is near the origin of the FLEET spot at
(−6.2 mm, 0.2 mm) and decreases with progressing distance downstream.
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Appendix D
Characterization of Low-speed Jet
The low-speed jet was characterized in order to verify that the facility was actually
capable of providing a clean flow without significant fluctuations. Figure D.1 shows
schlieren images of the inverted low-speed jet for a range of bulk Reynolds numbers
(based on nozzle exit diameter). The flow is from top to bottom. The bulk Reynolds
number was varied by adjusting the flow rate of gaseous nitrogen into the cooler and
chilling the flow by boiling off liquid nitrogen inside the cooler. For a given velocity,
cooling the gas changes its density and viscosity and thus its Reynolds number. As
seen in the images, breakup and mixing of the jet does not begin until roughly 2 cm
below the nozzle exit. This 2 cm region was where all FLEET velocity measurements
were taken when using this facility.
Re ≈ 140
0.1 m s-1 Re ≈ 1000
0.3 m s-1
Re ≈ 2800
0.9 m s-1
Re ≈ 4000
1.3 m s-1
Re ≈ 5200
1.8 m s-1
≈ 2 cm
Flow
Figure D.1: Schlieren images of inverted low-speed jet. Nozzle exit at top of frame.
Flow is top to bottom. All velocity measurements occurred within 2 cm of nozzle exit.
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