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Abstract: 
Multimodal neuroimaging using a combination of Magnetoencephalography (MEG) and ultra-
high-field fMRI are used in order to gain further insight into the neural oscillations and 
haemodynamic responses in the somatosensory cortex.   
Single pulse electrical median nerve stimulation (MNS) with regular and jittered intervals is 
used in MEG. A preliminary study is used to determine acceptable trial number and length, and 
highlights points to be considered in paradigm optimization.  Time-frequency analysis shows 
that the largest activities are beta event-related desynchronization (ERD) and event-related 
synchronization (ERS) between 13Hz and 30Hz. No significant difference in both the induced 
oscillations and evoked responses are found.  Paired pulse MNS with varying ISIs are studied 
using MEG and 7T fMRI. The beta ERD is suggested to have a gating role with a magnitude 
irrespective of the starting point of stimulus. Non-linearity effects both in beta ERD/ERS and 
P35m are shown for ISIs of up to 2s, implying that the non-linear neural responses to the 
stimulus may still contribute to the BOLD non-linearity even when the evoked response has 
returned to baseline. Multiple pulse MNS with varying pulse train length and frequency are also 
investigated using MEG and MEG-fMRI. The gating role of beta ERD is further confirmed and 
the N160m is suggested to be modulated under this role. No accumulative effect is seen in the 
ERS with increasing pulse number but the amplitude of the ERS is modulated by the frequency. 
This can be explained by a Cortical Activation Model (CAM). 
Efforts to spatially separate the beta ERD and ERS are shown for all three studies. Group 
averaged SAM images suggest a separation of activation areas along the central gyrus. 
Significant difference are found in the z MNI coordinate between beta ERD and ERS peak 
locations, suggesting that these two effects could arise from different generators. In the multiple 
pulse frequency study, by including the temporal signature of beta ERD and ERS as a regressor 
in BOLD fMRI analysis, delayed BOLD responses are located posterior to the standard BOLD 
response. However, the exact nature of the relationship between this delayed BOLD response 
and the ERS effects requires further work.    
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Chapter 1  
                  Introduction 
Overview: 
This chapter introduces the area of interest in this thesis. In section 1.1, a brief overview of 
the nervous system and the purpose of the studies in this thesis are introduced. In section 1.2, 
different kinds of neuroimaging techniques are introduced with focus on 
Magnetoencephalography (MEG) and functional MRI, which are combined in the 
multimodal functional studies discussed in this thesis. Finally in section 1.3, a brief overview 
of each chapter is given.     
 
 
1.1 The nervous system  
 
How the nervous system works remains one of the most challenging areas of science. It 
includes some questions such as the nature of the sensory signal process, motor behaviour 
and control, and learning and memory. It also poses the fundamental challenge of 
understanding the basis of consciousness and cognition. Nowadays, the study of the nervous 
system has become an interdisciplinary field including biological science, physics, 
mathematics, computer science and other disciplines.     
 
Anatomically, the nervous system of human is divided into the central nervous system (CNS) 
and peripheral nervous system (PNS). The CNS, which includes the brain and spinal cord, 
forms the majority of the nervous system. It receives and processes the information from the 
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PNS. The PNS can be further divided into the somatic and automatic nervous system.  
Functionally, the nervous system can be divided into the visual system, somatosensory 
system, auditory systems etc. These sub-systems enable organisms to process different types 
of information and to control different types of behaviours.  
 
Neural oscillations are rhythmic neuronal activity in the brain. Although it was reported as 
early as 1930 [1], that the ongoing alpha (8-13Hz) activity can be blocked by certain events, 
for example, opening one¶s eyes, the event-related changes in neural oscillations were not 
defined, confirmed and quantified until recent decades. In 1977, the quantification of event 
related changes of oscillatory activity was introduced by Pfurtscheller and Aranibar [2].  
Since then, a new field has been opened in brain research which has grown rapidly. In this 
thesis, the neural oscillatory changes in the somatosensory cortex, including their roles; how 
they are generated and under what model they can be interpreted, is investigated. The 
relationship between oscillatory neural activity and haemodynamic responses is also studied. 
As neural oscillations are thought to play important roles in neural information processing, 
the investigation of oscillatory effects in thesomatosensory cortex can help us gain deeper 
insight into the mechanisms underlying sensory information processing. These effects 
include feedback neural connections between cortical areas and sub-cortical organizations. 
Thus the study of these effects helps define the relationship between the modulation of 
neural oscillations and cortical activation states. Since the oscillatory activity in 
somatosensory cortex has been observed to be associated with brain disorders, the in-vivo 
studies on healthy health volunteers undertaken in the work described in this thesis may 
eventually also contribute to clinical applications.   
 
Neuroimaging techniques are powerful tools to study the neural oscillations. In recent years, 
with the development of in-vivo non-invasive techniques, the level of understanding of 
functional brain activity has rapidly advanced.  In this thesis, parallel MEG/fMRI 
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experiments are carried out to study the oscillatory activity and their contributions to 
haemodynamic responses.    
 
1.2 Neuroimaging techniques 
 
A number of different techniques are applied to image the structure or function of the brain. 
Functional imaging measures the dynamic changes of the brain during sensory, motor or 
cognitive tasks directly (measuring neuroelectrical activity) or indirectly (measuring 
associated metabolic changes). These methods are compared in terms of their temporal 
resolution, spatial resolution and invasiveness in Figure 1-1. 
 
Figure 1-1: The spatial, temporal resolution and invasiveness of different neuroimaging 
techniques. The figure is from [3].   
 
In this thesis, the non-invasive MEG and fMRI methods are used. MEG is a non-invasive 
direct imaging method which measures the magnetic field associated with the neuroelectrical 
activity. The MEG signal arises from the postsynaptic currents from cortex parallel to skull 
surface. The high sampling rate (600Hz) of MEG offers a good temporal resolution. fMRI is 
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a non-invasive indirect  imaging method which measures the haemodynamic Blood 
Oxygenation Level Dependent (BOLD) changes which is influenced by the metabolic of 
oxygen during neural activity.  Ultra-high-field fMRI used in this thesis has a good spatial 
resolution (2×2×2mm3). The different physiological processes measured by MEG and fMRI 
measures are illustrated in Figure 1-2. Hence, parallel MEG-fMRI experiments are carried 
out in order to investigate the neuroelectircal and haemodynamic activity during signal 
process in the somatosensory system.   
  
 
Figure 1-2: The MEG (left) and fMRI (right) have different sources 
 
1.3 Thesis aim and overview 
 
The work in this thesis explores in detail the way in which MEG and fMRI can be combined 
to investigate the somatosensory signal process and to understand the relationship between 
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neuromagnetic and haemodynamic effects in the somatosensory cortex. A series of 
experiments with single, paired and multiple median nerve stimulation (MNS) are carried out 
to find the modulating roles and the associations between MEG and fMRI. The structure of 
the rest of the thesis is as follows: 
 
Chapter 2 introduces the basic physics underlying nuclear magnetic resonance and the 
methods used to measure the relaxation effects.  
 
Chapter 3 introduces the basic principles and strategies of magnetic resonance imaging, 
Echo Planar Imaging, the physical and physiological basis of BOLD, MRI hardwire and MR 
safety issues.   
 
Chapter 4 introduces the neurophysiological basis of the MEG signal, the hardware for 
MEG data recording and noise reduction and beamformer data analysis methods used in the 
experimental chapters including both the mathematical basis and application strategies.  
 
Chapter 5 introduces the background of the following experiments including details about 
the somatosensory system, somatosensory neuroelectrical activity, the cortical activation 
model (CAM) and somatosensory fMRI.    
 
Chapter 6 contains the experiments of single pulse MNS in regular and jittered conditions to 
test the influence of temporal regularity on the neuroelectircal activity in the somatosensory 
cortex using MEG. A testing study used to optimise the paradigms is also taken.  
 
Chapter 7 contains the experiments of paired pulse MNS with varying inter stimulus 
intervals (ISIs). Both fMRI and MEG are combined to find the modulation of neuroelectircal 
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activity under varying ISIs and its contribution to the BOLD response. A gating role is found 
in this study.   
 
Chapter 8 contains the experiments of multiple pulse MNS with varying train length and 
link pulses MNS with varying frequencies. The gating role found in Chapter 7 is further 
tested and the model introduced in Chapter 5 is also tested and used to interpret the results.    
 
Chapter 9 summarizes the conclusions of all this work and gives some suggestions for 
future work.  
 
 
1.4 References 
 
[1] Berger, H., Electroencephalogram of humans. Journal Fur Psychologie Und 
Neurologie, 1930. 40: p. 160-179. 
[2] Pfurtscheller, G. and Aranibar, A., Event-Related Cortical Desynchronization 
Detected By Power Measurements Of Scalp Eeg. Electroencephalography and 
Clinical Neurophysiology, 1977. 42(6): p. 817-826. 
[3] 4D-Neuroimaging, http://web.mit.edu/kitmitmeg/whatis.html. 
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Chapter 2                
Nuclear Magnetic Resonance 
 
Introduction: In this chapter, a basic overview of nuclear magnetic resonance (NMR) 
theory is described. First, in Section 2.1, basic properties of nuclear magnetism are 
introduced, including the spin angular momentum, Zeeman splitting and bulk magnetisation. 
In Section 2.2, a classical description of Larmor precession and the application of radio 
frequency (RF) field are discussed. In Section 2.3, the theory underlying relaxation effects is 
introduced and the Bloch equation is derived. Finally in section 2.4, the free induced decay 
and the experimental methods used to measure both spin-lattice relaxation and spin-spin 
relaxation are discussed. However, a complete description of NMR requires a full quantum 
mechanical derivation to which the reader is referred elsewhere [1-7].       
 
2.1 Basic properties of nuclear magnetism 
 
2.1.1 Properties of nuclei 
 
The basic unit of matter is the atom, which consists of a dense, central nucleus surrounded 
by a cloud of negatively charged electrons. The nucleus has four important physical 
properties: mass, electric charge, magnetism and spin. Spin can be thought of classically as a 
nucleus rotating around its central axis, like a planet.  Spin is quite intangible in that it has 
almost no effect on the chemical and physical character of the substance. But by applying a 
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strong magnetic field and radio frequency pulses, the spin offers an opportunity to explore 
the microscopic and internal structure of matter without disturbing it.    
 
2.1.2 Spin angular momentum 
 
In the classical condition, angular momentum is a vector quantity that is useful in describing 
the rotational state of a physical system.  The angular moment L of a particle about a given 
origin is defined as:       
  uL r P  [2-1]  
where r is the position vector from origin to particle and P is the linear momentum of the 
particle and × signifies a cross-product. The relationship between  L, r and P is shown in 
Figure 2-1. However, to describe spin angular momentum properly, we need to introduce 
quantum mechanics.  
  
Figure 2-1: Classical angular momentum. The relationship between linear momentum (P), 
position (r) and angular momentum (L) is shown. 
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In quantum mechanics, the angular momentum is quantized, which means the spin can only 
exist in some discrete stable state. The total angular momentum P is given by: 
( 1)P I I 
      [2-2] 
where ƫ Kʌ, h is Planck¶s constant and I is the spin quantum number, which can be either 
integral, half integral or zero. Each elementary particle has an associated spin quantum 
number. Spin angular momentum should not be thought of as produced by rotation; rather it 
is an intrinsic property of the particle.  Even at a temperature of absolute zero, the particle 
retains spin. In classical mechanics, the angular momentum which is a vector has both 
magnitude and orientation. In quantum mechanics, the spin angular momentum also has 
information about direction. In the projection onto the z-axis, it has 2I+1 sublevels: 
                                    z IP m              Im =-I,-(I-«,-1),I  [2-3] 
These levels are degenerate in the absence of an external field. If an electrical or magnetic 
field is applied, the degeneracy is lifted and they have different energy.  The quantisation of 
the spin angular moment for a spin with I= 1/2 and 3/2 is shown schematically in Figure 2-2. 
 
Figure 2-2: The quantisation of the spin angular moment for spin I=1/2 [A] and spin I=3/2 
[B]. 
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Particles with integer spin quantum number are bosons and those with half integer spins are 
fermions. In 1924, Wolfgang Pauli stated the Pauli Exclusion Principle, which means no two 
identical fermions may occupy the same quantum state simultaneously. [8] A more rigorous 
statement of this principle is that, for two identical fermions, the total wave function is anti-
symmetric. In 1928, Paul Dirac offered a description called the Dirac equation which 
explains the half-integer quantum number which matches both quantum mechanics and 
special relativity. Details will not be discussed here. [9] 
 
The spin can be thought of as a circulating electrical current, which generates magnetic 
moment. But as with angular momentum we have previously described, this magnetic 
moment ȝ is also an intrinsic property of particles and proportional to the total angular 
momentum: 
J ȝ P       [2-4] 
 ȝ is a vector quality and Ȗ  is scalar quality called the gyromagnetic ratio. The value of Ȗ 
depends on the nucleus and can be positive or negative. A positive value is defined such that 
the magnetic moment is parallel to the angular moment. In the international system of units, 
the unit is radians per second per tesla (rad·s-1T-1). It can also be given as MHz/T dividing by 
2ʌ×106. For protons, the magnetic moment unit is the Bohr magneton: 
27 15.05 10
2N p
e J T
m
P    u 
     [2-5] 
where e is the elementary charge and mp is the proton rest mass. All values are defined in SI 
units. The gyromagnetic ratio can be written as: 
/
2 Np
eg g
m
J P  
      [2-6] 
where g is the g-factor and is constant for a particular nucleus. Thus we can see that the 
gyromagnetic ratio is related to the charges and mass of the nucleus. Table 2-1 lists selected 
properties of some isotopes.   
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Table 2-1:A selection of isotopes and their properties  [7] 
Nucleus Intrinsic spin Nature abundance Gyromagnetic ratio 
(MHz/T)  
1H 1/2 ~100% 45.58 
2H 1 0.015% 6.54 
13C 1/2 1.1% 10.71 
14N 1 99.6% 3.08 
15N 1/2 0.37% -4.32 
17O 5/2 0.04% -5.77 
23Na 3/2 ~100% 11.26 
31P 1/2 ~100% 17.24 
129Xe 1/2 24.4% -11.78 
 
2.1.3 Zeeman splitting 
 
When an external magnetic field is applied, the degeneracy of spin states mI is broken. The 
energy of spin, E, within a magnetic field B is: 
E   ȝ B        [2-7] 
Conventionally, it is assumed that the magnetic field applied parallel to the z-axis, B0, is 
uniform and static. From Equation[2-3],[2-4] and [2-7]: 
0 0IE B m BP J      [2-8] 
Each of the 2I+1 states of mI now has a different energy. Consider the simplest condition of 
a proton for which the spin quantum number is 1/2, there are two spin states with the mI =-
1/2 and +1/2. As illustrated in Figure 2-3, the splitting of spin states with the application of 
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an external magnetic field is the Zeeman splitting. [10] The energy difference between these 
two sublevels is: 
0
0 2
hBE B JJ S'              [2-9] 
As the energy could also be written as: 
E hv'    [2-10] 
Then we can get:  
0
2
B
v
J
S     [2-11] 
 
Figure 2-3: Zeeman splitting effects. The right half shows different energy levels for a 
nucleus (I=1/2) in a magnetic field B0. 
 
Transition from the lower to the higher states could be induced by external RF pulses with 
frequency v  and transition from higher to lower states generates photons, which could be 
detected as the resonance signal.  In this way, the Larmor frequency of a nucleus in an 
external magnetic field is expressed in angular frequency as: 
0 0BZ J         [2-12]          
 
 
13 
 
2.1.4 Bulk magnetisation  
 
Theoretically, the spin has a tendency to get to the state with lower energy. However, in real 
objects with a large number of spins, the dynamic of spins is described by the Boltzmann 
distribution. Only at T=0K, (absolute zero), are they all in ground state. In thermal 
equilibrium, which keeps spins in both states, the kinetic energy is of the order of kT, where 
k is Boltzmann constant and T is absolute temperature. The ratio of the populations of states 
is described by the Boltzmann distribution: 
/( ) E kTP E ev
    [2-13] 
Combine this equation with Equation [2-8], we can find the ratio of parallel (N+ ) spins 
which are in the lower energy state to anti-parallel(N
-
) spins which are in the higher energy 
state: 
0
0
0
2
2
I
I
B
m E kT B
kT
Bm E
kT
N e e
e
N e e
J
J
J





      [2-14] 
where mI labels states of spins at sublevels with different energy. If ȖƫB0<<kT, Equation 
[2-14] can be simplified as: 
0 01
B
kT BN e
N kT
J J

      [2-15] 
And: 
0
2
BN N
N N kT
J 
 

  [2-16] 
For protons with I=1/2, the magnetisation at thermal equilibrium is: 
M 0
1
4
r
g
2 2
kT
B0      [2-17] 
M0 is the longitudinal magnetisation along the z-axis and ȡ is the density of spins per unit 
volume. The transverse magnetisation in the plane perpendicular to the z axis depends on the 
phase coherence of the spin precession. In a static field, each spin precesses individually 
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with random phase. The bulk magnetisation within the transverse plane is zero. So the total 
magnetisation in the z direction is M= M0k. This net magnetisation, M, is the vector sum of 
the magnetic moments of the individual spins. It is the bulk magnetisation due to excess 
spins in the lower energy state that leads to the NMR signal. 
 
2.2 The Classical description 
 
2.2.1 Larmor precession 
 
The classical description, which is a useful way of thinking about the macroscopic spin 
system, is introduced. To understand how the spins interact with external environments, the 
simplest condition is considered: the response of an ensemble of protons in a static magnetic 
field, ignoring any interactions between them and with surrounding spins. The bulk magnetic 
moment vector of these spins is M. The torque T of this magnetic moment vector due to the 
magnetic field B is:  
 uT M B      [2-18] 
where B is the external magnetic field applied in the z direction, B=B0k . This torque is equal 
to the change of total angular momentum: 
d
dt
 P T      [2-19] 
By combing Equation[2-18], [2-19] and[2-4], the response of the spin magnetic moment to 
the magnetic field is: 
[ ]d d
dt dt
J J J   uM P T M B      [2-20] 
The precession of M around B and the resultant change of magnetisation, ǻM are illustrated 
in Figure 2-4.  
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Figure 2-4: Precession of bulk magnetic moment vector M around the applied external 
magnetic field    B=B0k.  
 
 
As illustrated in Figure 2-4, after a short time period, dt, the change of magnetic moment 
vector ǻM is in the direction perpendicular to the plane defined by M and B. The angular 
change of M in the plane that is perpendicular to B is defined as dĳ and the angle between M 
and B is ș. Hence, by using Equation[2-20]: 
z
y
x
B0
M
Mǻ
ș
dĳ
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d M d
d dt M B dt
d M B dt
T M
J J T
T M J T
 
 u  
 0
M
M M B
M
   [2-21] 
The frequency of precession is thus: 
0 0
d B
dt
MZ J  [2-22] 
It is the same as we generated from quantum mechanical arguments before, which means we 
can use this classical model to simplify our description of spin precession. The spin in static 
magnetic field rotates around the z direction at the Larmor frequency.  As Ȧ0 is constant, we 
can calculate the integral of Equation[2-22]: 
0 0tM Z M     [2-23] 
Where ĳ0  is the angle at t=0. In the Cartesian Representation: 
0 0
0 0
( ) ( ) ( )
( ) (0)cos (0)sin
( ) (0)cos (0)sin
( ) (0)
x y z
x x y
y y x
z z
M t M t M t
M t M t M t
M t M t M t
M t M
Z Z
Z Z
  
 ­°  ®°  ¯
M(t) i j k
        [2-24] 
 
2.2.2 Rotating reference frame  
 
If we apply RF pulses to this spin angular moment, the description will be quite complex in 
the laboratory frame as both the original moment and the applied field from RF pulses are 
rotating. Hence we introduce the rotating reference frame, which is denoted by primed 
quantities (x¶, y¶, z¶) [11]. Viewed from the origin direction of z axis, the frame is rotating 
anticlockwise at the Larmor frequency, which is illustrated in Figure 2-6. The transformation 
from the laboratory reference frame to this rotating frame is: 
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0 0
0 0
cos sin
sin cos
t t
t t
Z Z
Z Z
c  
c  
c  
i i j
j i j
k k
      [2-25] 
 
Figure 2-5: The rotating reference frame. The primed frame rotates around the z=z¶ axis 
and the rotation frequency is the Larmor Frequency.  
 
The spin undergoing Larmor precession is stationary in this rotating frame. In the laboratory 
reference frame, a time dependent vector V(t) could be written in terms of its components 
along the x y and z axis as: 
( ) ( ) ( )x y zV t V t V t  V i j k   [2-26] 
Vx(t), Vy(t) and  Vz(t) is components of V(t). As the primed frame is rotating, we define the 
rotational angular velocity vector as ȍ, hence these unit vectors are also rotating with ȍ. 
d
dt
c c ui ȍ i   [2-27] 
The time derivate of V is 
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( )
yx z
x y z
yx z
x y z
dVdV dVd d d dV V V
dt dt dt dt dt dt dt
dVdV dV V V V
dt dt dt
d
dt
c c cc c c     
c c c c c c    u  
c§ ·  u¨ ¸© ¹
V i j ki j k
i j k ȍ i j k
V ȍ V
     [2-28] 
If we put the magnetic moment M as vector V into Equation[2-28], we have: 
d d
dt dt
c§ ·  u¨ ¸© ¹
M M ȍ M   [2-29] 
Combining this equation with Equation[2-20], we can generate: 
( )d
dt
J Jc§ ·  u :  u¨ ¸© ¹ eff
M M B M B    [2-30] 
where Beff is effective magnetic field in the rotating frame. Thus, the magnetic moment in 
this rotating frame acts as though it is in a static field of Beff.  
 
2.2.3 RF pulses and flip angle 
 
In the magnetic resonance experiment, the spins are perturbed by a magnetic field generated 
by RF pulses applied perpendicular to the static field B0. We assume this time dependent 
field is along the x axis. Then the total field is: 
0B total 1B (t) k B (t)   [2-31] 
Here B1(t) is: 
12 cosB tZ 1B (t) i     [2-32] 
The linearly polarized field B1 along the x axis, can be broken down into two counter-
rotating components with the same amplitude of B1 but rotating in clockwise and 
anticlockwise directions: 
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1
1
( cos sin )
( cos sin )
B t t
B t t
Z Z
Z Z
 
 
A
C
B i j
B i j      [2-33] 
where BA is magnetic field component rotating in anticlockwise direction and BC is the 
component rotating in clockwise direction, as illustrated in Figure 2-6.  
 
Figure 2-6: The two counter-rotating circular components of the oscillating B1 field. 
 
Near resonance, when the frequency of the RF field is near the Larmor frequency, only the 
clockwise component which is rotating in the same direction as the magnetic moment affects 
the spin. The anticlockwise component can be neglected. Using this approximation: 
1( cos sin )B t tZ Z  1 cB (t) B i j    [2-34] 
From Equation[2-25], in the reference frame rotating at angular velocity ȍ=Ȧ·k, B1(t) can be 
described as: 
1B c 1B (t) i    [2-35] 
In the presence of an RF field, the precession of the magnetic moment is: 
y
x
B (t)
A
B (t)
B (t)
C
1
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0 1( )
d B B
dt
J J c u  u totalM M B M k i  [2-36] 
Combine this equation with Equation[2-29] and consider the rotating frame is turning at Ȧ 
around the z axis, we get: 
0 1
d d B B
dt dt
ZJ J
c ª º§ ·§ · c :u  u  « »¨ ¸ ¨ ¸© ¹ © ¹¬ ¼
M M M M k i
  [2-37] 
The effective magnetic field in this frame is: 
0 1B B
Z
J
§ · c  ¨ ¸© ¹effB k i      [2-38] 
When the frequency of the RF field is exactly the same as the Larmor frequency, Ȧ= Ȧ0, the 
magnetic moment in a rotating reference frame only precesses about the x¶ axis. The B1 field 
tips the magnetic moment to the x-y plane.  This is called the on-resonance condition and 
occurs when: 
0BZ J     [2-39] 
When the on-resonance condition is fulfilled, the RF field applied for a while as an RF pulse 
will tip the magnetic moment away from the z direction. The spin rotates through an angle ș, 
which is: 
1BT J W     [2-40] 
ș is called the flip angle and Ĳ is the duration of the RF field. Using this equation we can 
calculate the amplitude of RF pulses and the duration for the flip angle to be 90° or any other 
special angles.  Figure 2-7 shows a 90° flip viewed in both rotating and laboratory reference 
frame.  
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Figure 2-7: An on resonance 90° spin flip viewed in rotating reference frame (left) and 
laboratory reference frame (right).  
 
When the frequency of the RF field is slightly different from the Larmor frequency, Ȧ Ȧ0, 
the behaviour of the magnetic moment will be more complex. Returning to Equation [2-37], 
Beff will not be equal to B1i¶, it will have an angle which is not 90° to the z¶ direction and the 
magnetic moment will precess in a tilted rotating reference frame. This precession is 
illustrated in Figure 2-8. In the case that Ȧ is near Ȧ0, there is a small angle ș¶ between the 
precession axis and z¶ such that: 
0
1
/
cos '
sin '
eff
eff
B
B
B
B
Z JT
T
 
 
    [2-41] 
From this equation, the angular velocity of the magnetic moment around Beff  is: 
2 2
0 1( / )eff effB B BZ J J Z J        [2-42] 
This precession viewed in the rotating reference frame, in which B1 is stationary as described 
in Equation[2-35],   is illustrated in Figure 2-8. 
]¶
\¶
[¶
Beff
M
z
x
y
M
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Figure 2-8: In the condition of Ȧ Ȧ0, the magnetic moment is processing around Beff with 
angular velocity Ȧeff.    
 
 
2.3 Relaxation Effects   
2.3.1 Spin-lattice relaxation  
 
The interaction of spins with other spins plays an important role in the behaviour of 
macroscopic magnetisation. The spins exchange energy with surrounding spins and their 
z¶
B0 Beff
Ȧ teff
M(0)
M(t)
ș¶
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precession is also influenced by local magnetic fields. When an RF pulse is applied and the 
magnetisation is flipped away from the z axis, it has a natural tendency to return to the 
condition with the lower energy, which is parallel to the field. During this process, the spins 
exchange energy with the thermal motions of the molecules in the system called the lattice. 
This process of energy diffusion is called relaxation.  T1 is introduced to describe this 
process, and it can be thought of as a characteristic time for this energy exchange. It has been 
proven to be a first order process: 
 
0
1
zz
M MdM
dt T
   [2-43] 
Mz is the component of magnetisation along the static field and M0 is the equilibrium value 
of magnetisation.  T1 is the time constant for this Spin-Lattice interaction. Liquid systems 
and tissues have T1 in the range of 0.1 ± 10s whilst solids could have much longer ones. The 
solution for Equation[2-43] is: 
1 1
0( ) (0) (1 )
t t
T T
z zM t M e M e
      [2-44] 
Mz(0) is the initial magnetisation at t=0 and Mz(t) is the function which describes the 
relaxation of the longitudinal component of magnetisation. When the flip angle of the RF 
pulse is ș, Mz(0) = M0cos ș and Equation [2-44] can be written as: 
1
0( ) [(cos 1) 1]
t
T
zM t M eT
     [2-45] 
 
2.3.2 Spin-spin relaxation 
 
After being flipped to the x-y plane, the transverse component of magnetisation decays. In 
the sample, nuclei are tumbling randomly and the effective magnetic field for each spin is 
affected by its neighbouring nuclei. As the surrounding local field is fluctuating, the spins 
will precess at a slightly different frequency to each other. Over a while, spins will dephase 
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with respect to each other and this leads to a loss of bulk transverse magnetisation.  This 
relaxation can be described as: 
 
2
xy xydM M
dt T
    [2-46] 
where Mxy is the transverse component of magnetisation and T2 is the constant for spin-spin 
relaxation. The integral of Equation [2-46] is: 
 
2( ) (0)
t
T
xy xyM t M e
 
     [2-47] 
Unlike T1, T2 is is less dependent on the static magnetic field. There is an additional 
dephasing that results from large scale inhomogeneities of the applied static magnetic field. 
It comes from both the imperfection of the magnet itself and the effect of geometry and 
composition of the sample which affects the local field. This is different from the random 
fluctuations of nearby nuclei; the field is inhomogeneous but not time dependant. Variance 
in the local fields leads to different local precession frequencies. Individual spins precessing 
with different frequencies tend to dephase, reducing the net magnetisation vector.   This 
dephasing is usually referred to as µfan out¶.  Thus the overall relaxation time of transverse 
component, T2*, could be written as: 
 
*
2 2 2
1 1 1
T T T
  c               [2-48] 
T2¶ is the relaxation time of WKH ³fan out´ component, which is recoverable and will be 
discussed in Section 2.4.3. T2 which is the loss of the transverse component due to random 
thermal processes cannot be recovered. Table 2-2 shows the T1 T2 and T2* values of grey 
matter and white matter measured at different magnetic field strengths.  
 
 
25 
 
Table 2-2: T1 T2 and T2* values of brain tissues measured at 1.5T 3T and 7T [12-14] 
Grey Matter 
Field strength T1(ms) T2(ms) T2*(ms) 
1.5T 1197 96 84 
3T 1607 72 66 
7T 1939 48 32 
White matter 
Field strength T1(ms) T2(ms) T2*(ms) 
1.5T 646 94 66 
3T 838 77 53 
7T 1126 50 26 
 
 
2.3.3 Bloch Equation 
 
 
From Equations[2-20], [2-43] and[2-46], we can generate a combined equation which 
describes the flipping and relaxation of magnetisation: 
0
1 2
1 1( ) ( )z x y
d M M M M
dt T T
J u    effM M B k i j    [2-49] 
This is referred to as the Bloch Equation [15-16]. For the simplest condition in which a static 
magnetic field is applied along the z direction, after an RF pulse is applied, the evolution of 
magnetisation can be described as: 
0
2
0
2
0
1
x x
y
y y
x
zz
dM MB M
dt T
dM M
B M
dt T
M MdM
dt T
J
J
 
  
 
      [2-50] 
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The solution of these equations is: 
2
2
1 1
0 0
0 0
0
( ) [ (0)cos (0)sin ]
( ) [ (0)cos (0)sin ]
( ) (0) (1 )
t
T
x x y
t
T
y y x
t t
T T
z z
M t e M B t M B t
M t e M B t M B t
M t M e M e
J J
J J


 
 
 
  
      [2-51] 
 
2.4 NMR Experiments 
 
2.4.1 Free induced decay 
 
In a NMR experiment, an RF pulse is applied in x direction to tip the spins to an angle of ș. 
During the recovery of the magnetisation, the total time-varying coherent magnetic field, 
which comes from the sum of the magnetic fields from all spins, is detected by a pickup coil 
placed along the x or y axis in the laboratory frame. The induced electromotive force (emf) is 
small and oscillating at the Larmor frequency. This signal is known as the free induced 
decay (FID), shown in Figure 2-9. 
 
Figure 2-9: The FID detected by the pickup coil placed along the x direction.  
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The signal is described by: 
*
2
0 0( ) sin cos( )
t
TS t M b t eT Z  
    [2-52] 
where b is a constant and a property of the detector. In the simplest condition, only one 
component is measured, but nowadays by applying quadrature detection with two detectors 
90° out of phase to each other, a complex signal is generated. 
 
2.4.2 The measurements of T1 by inversion recovery: 
 
An inversion recovery pulse sequence consists of a 180° RF pulse followed by a 90° pulse 
with an interval between them of TI. 
 
 
Figure 2-10: Schematic of inversion recovery sequence and signal. The longitudinal 
magnetisation, Mz, is flipped to the negative direction of the z axis by the 180° RF pulse. 
Following a delay of time TI, the recovered component of Mz is then flipped to the transverse 
plane by the 90° pulse, generating the FID signal.   
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At the start of the sequence, the equilibrium magnetisation M0 is flipped through 180° such 
that: 
0(0)zM M          [2-53] 
After a time TI, the longitudinal component has recovered according to the equation:  
1 1 1
0 0 0( ) (1 ) (1 2 )
t t t
T T T
zM t M e M e M e
            (0<t<TI)         [2-54] 
The second pulse flips the longitudinal magnetisation into the transverse plane to generate 
the FID signal: 
*
1 2
0 (1 2 )
TI tTI
T T
xyM M e e
       (t> TI)    [2-55] 
In this equation, Mxy is measured as a function of TI. By implementing the above sequence 
with varying TI, the curve of the magnitude of relaxation signal against TI can be generated. 
By fitting this curve to Equation[2-55], T1 can be calculated.  
 
2.4.3 The determination of T2 using a spin echo sequence 
 
The decay of the transverse magnetisation has different components. One comes from 
dephasing due to the inhomogeneous static field, which is T2¶ and is recoverable; the other 
comes from loss of the transverse component due to thermal processes which is T2 and is 
non-recoverable. The spin echo method was developed to measure T2. Figure 2-11shows the 
sequence and signal for spin echo.  
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Figure 2-11: Schematic of spin echo pulse sequence. After the application of a 90° pulse, the 
magnetisation is flipped to the transverse plane [A]. The spin dephasing effect attributed to 
static inhomogeneities is shown in [B]. A 180° pulse is applied at time TE/2 to flip the spins 
around y axis. The rephasing effect is shown in [D] and at the time TE, the phase coherence 
is re-established, generating the echo [E].     
 
Assume that at the beginning (t=0), magnetisation is flipped into the transverse plane along 
the y¶ axis in the rotating reference frame. Then the spins with different local magnetic field 
begin to dephase with respect to each other, generating an FID signal decaying with a time 
constant T2* as shown in Figure 2-9. After a time TE/2, a 180° pulse is applied to flip the 
magnetisation through 180° around the y¶-axis in the transverse plane. The spins precessing 
slower are now µahead¶ of the Larmor frequency whereas the spins precessing faster are 
µbehind¶ it now. Progressively, the fast spins catch up with the main magnetisation and the 
slow spins drift back toward the main magnetisation. After a time of TE/2, the spins is 
refocused and the relaxation due to the T2¶ effect are recovered, generating an echo signal 
which represents the T2 effect. The signal recorded at the time of the echo is: 
2
0
TE
TS S e
        [2-56] 
By fitting the amplitude of the echo to Equation[2-56], T2 can be calculated. 
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Chapter 3   
MR imaging and functional MRI 
  
Overview: In this chapter, the basic principles, strategies and hardware for Magnetic 
Resonance Imaging (MRI) are introduced. Firstly, in Section 3.1 the process of image 
formation based on spatial localization of the NMR signal and spin-warp imaging are 
described.  In Section 3.2, image contrast and SNR are discussed. Next, in Section 3.3, the 
fast imaging method Echo Planar Imaging (EPI) required for functional MRI is detailed, 
including imaging artefacts and parallel imaging. An overview of MRI hardware, with 
particular reference to the 3T and 7T scanners in the Sir Peter Mansfield MR Centre, and a 
discussion of MR safety issues constitute Sections 3.4 and 3.5 of this chapter.  Finally, an 
introduction to the BOLD response and its physical and physiological basis constituted 
Section 3.6.   
 
 
 
3.1 Magnetic resonance imaging methods 
 
3.1.1 Gradients 
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To create an image of a subject, it is necessary to determine the spatial distribution of spins 
within the subject.  In Chapter 2, it was shown that spins in the presence of a static magnetic 
field, B0, SUHFHVV DW WKH /DUPRU IUHTXHQF\ Ȧ  Ȗ%0ZKHUH Ȗ LV WKH J\URPDJQHWLF UDWLR7R
spatially encode the signal, spatially varying (usually linearly) magnetic field gradients are 
superimposed onto the static field B0. The field gradient (G) can be described generally as:  
 
= + =G G Gz z z x y z
B B B
x y z
w w w  w w wG i j k i j k   [3-1]             
In the magnetic field resulting from the combination of the applied filed gradient and static 
B0, the spins at location r will precess at a frequency given by: 
0( , ) [ (t) ]t BZ J r G r        [3-2] 
The detected MR signal contains a variety of frequencies, thus the spatial distribution of 
spins can be determined by using Fourier transform techniques.  The following sections 
describe methods for signal localization using field gradients. 
 
3.1.2 Frequency encoding 
 
Following the application of an RF pulse, spins will immediately precess at the Larmor 
frequency. A field gradient is applied along the x direction (Gx), which will make the 
precession frequency position dependent, therefore this is called the frequency encoding or 
read-out gradient. Consider a 1D method for simplicity, the signal received from a phase 
sensitive system in quadrature to the x direction can be described as in Equation[3-3]. 
( , )() ( ) i xtst xe dxZU ³        [3-3] 
+HUHȡx LV WKHVSLQGHQVLW\IXQFWLRQDORQJWKH[GLUHFWLRQDQGȦ (x,t) is the accumulated 
phase of spins with different Larmor frequencies. A vector k can be defined to represent this 
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phase accumulation due to frequency coding. If the gradient field is assumed to be constant 
during signal readout, the x component of k, kx, is given by: 
 
0
= ( ) ttx x xk G t dt GJ Jc c  ³       [3-4] 
 
Then Equation [3-3] can be written as:          
 
x( ) ( ) xikxs k x e dxU ³          [3-5] 
It is clear from Equation[3-5] WKDWWKHVLJQDOLVWKH)RXULHUWUDQVIRUPRIWKHVSLQGHQVLW\ȡx) 
and therefore the spin density distribution within the subject can be generated by using an 
inverse Fourier transform as shown in Equation[3-6]: 
 
1( ) ( )
2
xik x
xx s k e dxU S
 ³        [3-6] 
The vector, k, which contains the spatial frequency and phase information, is usually 
represented in k-space [1]. k-space is a matrix, in which data from MR signals are stored 
during data acquisition. The signals covering a single data line of k-space are sampled within 
the application of a single read gradient. As read gradient is usually constant, simply 
sampling the signals at a constant rate generates a uniform distribution of value points in k-
space.  The MR image is reconstructed from k-space. If gradients are applied in multiple 
directions, a 2D or 3D Fourier Transform is used to yield a 2-dimensional or 3-dimensional 
image. In 2D-imaging, a slice-selective method [2] is used to form a 2D image of a selected 
slice. 
 
3.1.3 Phase encoding 
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2D images can be obtained using frequency encoding in a method known as projection 
reconstruction method. However, this method is not widely used in MRI nowadays. 
Frequency encoding is generally applied in one dimension and another method, phase 
encoding, is used to encode the spins in the second k-space direction. In addition to the 
frequency encoding gradient in the x direction (Gx), another gradient, Gy, is applied in the y 
direction, as shown in Figure 3-1 [3]. This is called a phase encoding gradient [4]. If the 
gradient Gy is applied for a time length of Tpe, spins at different locations along the y 
direction will precess at different frequencies and accumulate a phase difference with respect 
to each other. Once this gradient is turned off, the spins will precess at the same frequency 
again but with a permanent phase shift, which varies along the y direction. Hence the spatial 
position along the y axis has been encoded in the phase shift. The phase of spins at location y 
can be described as: 
 
( ) pe yyT kyZ                   [3-7] 
Where Ȧ\LVWKHIUHTXHQF\RISUHFHVVLRQDWORFDWLRQ\ZKLFKLVȖGy and ky is defined as for 
kx as: 
 
0
peT
y y y pek G dt G TJ J  ³               [3-8] 
The phase encoding gradient is applied multiple times, each time with different amplitude, in 
order to cover k-space in the y direction.  Using a combination of frequency encoding along 
the x direction and phase encoding in the y direction, it is possible to fill a 2D k-space, which 
is the Fourier transform of the spin density projection in the plane. Similarly, if a second 
phase encoding gradient, Gz, is applied in the z-direction, a 3D k-space can be filled and a 
3D image of the subject is generated with a single 3D-Fourier transform.  
 
35 
 
 
 
Figure 3-1: The phase encoding method. The phase encoding gradient along the y-axis is 
applied multiple times to encode different lines in k-space. 
 
 
3.1.4 Slice selection  
 
In general, MR imaging requires the excitation of spins within a finite spatial range by using 
the combination of a gradient field and spatially selective RF pulses [5-6]. The slice selective 
gradient is typically constant during the excitation and is assumed to be in the z-direction 
here. During the application of this gradient, an RF pulse that has a finite frequency range is 
applied. As spins along the z-direction have different Larmor frequencies, only the spins 
precessing within the bandwidth of the RF pulse frequency are excited whilst the other spins 
are not affected.   
 
Consider a linear gradient applied along the z-direction, Gz, as shown in Figure 3-2. As 
before, the frequencies of precession are given by: 
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0( )zB GzZJ        [3-9] 
In order to excite the spins within a range from z0-ǻ] WR ]0ǻ] ZKHUH¨] LV WKH VOLFH
thickness, the spatially selective RF pulse is required to have a frequency domain centred at 
Ȧ0 Ȗ%0 whilst the range is: 
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It is clear that the slice thickness is proportional to the bandwidth of the RF pulse, and 
inversely proportional to the amplitude of the JUDGLHQW $V ERWK SDUDPHWHUV LQIOXHQFH ǻ]
different gradients with appropriate RF pulses can be used to excite the slice.  In practice, 
however, with the limitations of hardware, a high gradient together with a RF pulse having 
large bandwidth is preferred. This increases the frequency difference between slices and 
reduces the effects of inhomogeneities in the field and of imperfect RF pulses.  
 
Figure 3-2: The slice selection method and the relationship between slice thickness and 
gradient amplitude. 
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Since a magnetic field gradient of duration ǻt is applied, a degree of phase dispersion will 
occur along the direction of the gradient (z). To eliminate possible signal loss due to 
dephasing, a slice rephasing gradient is applied to refocus the spins. To simplify the problem, 
it is assumed that the RF pulse instantly tips the spins to the transverse plane at the centre 
point of RF pulse, so that spins dephase only during the second half of the selective gradient. 
The phase dispersion across a slice can be described as: 
 
() /2zz GztI J '      [3-11] 
In order to unwind the dephasing of the spins, a slice rephasing gradient lobe of reverse 
polarity, the same amplitude (±Gz) and duration ǻW/2 is played following the selective 
gradient lobe. This reverses the precession rates and unwinds the phase completely. 
 
There are various kinds of RF pulses that can be used for slice selective excitation; the most 
commonly used is a SINC pulse, which has a top hat distribution in the frequency domain [7]. 
Both the SINC function and slice selection gradients are illustrated in Figure 3-3. As the 
SINC function is infinite in extent, and cannot reasonably be achieved in practice, the region 
between two or three zero crossing points on each side of the primary peak is usually 
selected. In addition, to optimize the shape of the frequency envelope, some window 
function filters such as a Hamming window are also applied.  However, even using all of the 
methods above, imperfections in the RF pulses still exist. For example, the immediate 
neighbourhood of the selected slice could be partly excited. In multiple slice imaging, 
therefore, gaps between slices are left or all the odd-number and even number slices are 
excited separately. 
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Figure 3-3: The SINC function and slice selection gradient. This gradient is applied along 
the z-axis and the area of the slice rephasing lobe is half of the original slice selection lobe. 
 
 
3.1.5 Gradient echo 
 
It was discussed in Chapter 2 that inhomogeneity of the static field results in dephasing of 
spins and loss of signal. When a gradient field is applied, spins at different locations will 
precess at different frequencies, also resulting in dephasing. However, this dephasing can be 
refocused by applying a gradient field of opposite sign. This is illustrated in Figure 3-4, 
when a positive gradient is applied after the negative one finishes. The amplitude of the 
positive gradient is the same as the negative one but its duration is doubled. The negative 
gradient moves the start point to the left of k-space. Signal is acquired during the positive 
gradient, filling the k-space from left to right. At the centre of the positive gradient, which 
occurs at Echo Time (TE), the spins are refocused and the echo signal is collected. This 
method is called Gradient Echo (GE) [8]. 
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Figure 3-4: Formation of a gradient echo. The area of positive gradient field is twice as large 
as the negative one. The spins are refocused in the middle of the positive gradient where the 
dephasing effect from the field gradient is eliminated. 
 
3.1.6 Spin-warp imaging 
 
Spin-warp imaging is a basic method that has been applied in MR imaging since the early 
1980s [3]. The pulse scheme of spin-warp imaging is illustrated in Figure 3-5. In this 
technique, a read-out gradient is applied to collect one line of k-space per excitation, with 
appropriate delays between the acquisitions to allow the longitudinal magnetisation to 
recover through T1 relaxation. The application of different phase encoding gradients before 
each acquisition ensures that different lines in k-space are sampled so as to fill the whole 
space, which is then Fourier-transformed to generate an image. In the next paragraph this 
imaging strategy is discussed in more detail using gradient echo as an example, but spin echo 
acquisitions are also possible.  
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Figure 3-5: Gradient Echo Spin Warp imaging. The pulse sequence is shown in the upper 
panel whilst the filling of k-space is shown in the lower panel. 
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The sequence consists of an initial 90° excitation RF pulse applied whilst the slice-selective 
gradient is turned on along the z-direction to excite spins within a particular slice. Following 
the RF pulse, a phase encoding gradient is applied along the y-axis. For each acquisition 
following the excitation pulse, this gradient is applied with different amplitude varying from 
±Gymax  to Gymax. This moves the start point of each line of k-space progressively from 
bottom to top to cover k-space in the ky direction, as shown by the dashed arrows in Figure 
3-5. The pre-excursion gradient,  Gx, which is applied in the x direction with a duration of 
tx/2, moves the start point of each data line in k-space to the left (-kxmax) of the x axis. The 
frequency encoding gradient is then applied, rephasing the spins and generating a gradient 
echo in the middle of this gradient lobe. The gradient echo signal is sampled during this 
read-out gradient, filling the line in k-space, determined by phase encoding, from left to right 
(±kxmax to kxmax) along the x axis. By repeatedly applying excitation RF pulses and different 
phase encoding gradients, we can sample the whole of k-space as illustrated in Figure 3-5. 
 
The rephasing gradient lobe applied along the z-direction can be combined with the phase 
encoding lobe to reduce the time for collecting one line in k-space. Similarly, the dephasing 
gradient before data collection can also be applied simultaneously with the phase encoding 
lobe. However, during the acquisition time, application of additional gradients would lead to 
rotation of the data acquisition axis and cause artefacts.  
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3.2 Contrast and Signal to Noise Ratio 
 
3.2.1 Image contrast 
 
The MR signal can be made sensitive to tissue parameters such as T1, T2, T2* and proton 
density. In practice, during imaging, more than one 90° excitation RF pulse is applied to 
each slice during an experiment and the interval between them is called the repetition time 
(TR). As discussed in Section 2.3.1, T1 measures the recovery of magnetisation along the z-
axis, which can be described as: 
1
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The signal, S, measured at time TE following the 90° RF pulse is therefore:     
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Figure 3-6 illustrates this relationship between signal intensity, T1, T2*, TR and TE. From 
Equation[3-13], and Figure 3-6, it is clear that for enhancement of T1 contrast, a short TR is 
required, together with a short TE which reduces the effect from T2* relaxation.  Otherwise 
if images with enhanced T2*-contrast are required, a long TR, which eliminates the influence 
of T1, and a long TE are applied. However, if a spin echo method is used instead, which gets 
rid of the T2¶dephasing effect , T2-contrast will be obtained. In the case of using long TR 
and short TE, neither T1 nor T2* influence the contrast of the image; in this case, only the 
density of spins influences the contrast. This is called Proton Density Weighted (PDW) 
imaging. [9] 
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Figure 3-6: The signal intensity decay along the time axis is determined by T1 and T2*. It is 
also determined by the selection of TR and TE. By selecting different combinations of TR and 
TE, images with different contrast can be generated.   
 
 
3.2.2 Ernst angle 
 
In the GE Spin Warp sequence discussed above, the RF pulse was assumed to be 90°, which 
means the magnetisation is fully flipped into the transverse plane. In practice, this angle 
could be smaller. If a 90° pulse is used to get the maximum signal, we require the z-
magnetisation to recover before the next pulse is applied, which means TR should be 
comparable with or longer than T1. As T1 could be as long as several seconds, fast imaging 
methods (for example Fast Gradient Echo) typically use much shorter TR than T1. In this 
case, the magnetisation is flipped through an angle smaller than 90° to prevent saturation. 
After a given number of TRs, a steady stated is reached for the z-magnetisation: 
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where TR is the time interval between RF pulses, șLV WKHIOLS angle and Mze is the steady 
state equilibrium value of longitudinal magnetisation. The transverse magnetisation, which 
determines the signal collected at steady state, is: 
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Combining Equation [3-15] with Equation[3-14], the signal intensity of the gradient echo 
sequence is: 
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The flip angle which maximizes the signal is the Ernst Angle [10]and is given by: 
 
1arccos( )
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The TE and flip angle may also influence the contrast in gradient echo images according to 
Equation[3-16]. Large flip angles result in strong T1 weighted images and small flip angles 
result in spin density (short TE) and T2* (long TE) weighted images.  
 
3.2.3 FOV and spatial resolution 
 
The field of view (FOV) is the region of the subject contained within the reconstructed 
image. Consider the frequency encoding method discussed above (Section 3.1.2), where a 
linear gradient with amplitude of Gx is applied to the subject. The spins at the centre of the 
FOV experience a magnetic field of amplitude B0, whilst the right side experiences a greater 
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field and the left side a smaller field, as shown in Figure 3-7. From Equation[3-2], the 
maximum and minimum frequency of signal within k-space is:   
max 0 max 0
min 0 min 0
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Figure 3-7: The FOV and its relationship with BW and gradient amplitude. With the same 
BW, a larger gradient results in smaller FOV. 
 
The spread of frequencies from sampling is named bandwidth (BW). If we define the time 
LQWHUYDORIVDPSOLQJDVǻWWKHQWKH%:Fan be described as: 
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From Equation[3-4], the sampling step in k-space is: 
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The FOVx of the image is then related to the sampling interval in k-space, ǻkx by: 
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Once the FOV is fixed, the sampling interval in k-space, ǻNx, is fixed too. If Nx voxels are 
collected within the FOVx the resolution LVǻ[ )29x/Nx, so for a given number of sampling 
points, one can choose either to have high resolution and a small FOV (large ǻNx) or coarse 
resolution with a large FOVx (small ǻNx). A large FOVx requires less strength of the 
frequency encoding gradient or a smaller sampling interval. By transforming Equation [3-21]  
into k-space, the required coverage of k-space along the x axis in order to reconstruct the 
LPDJHZLWKUHVROXWLRQǻ[
 
is: 
 
kxmax = 2ʌǻ[      [3-22] 
The FOVx is determined by ǻNx and the resolution of an image is determined by kxmax, 
meaning that high resolution images require sampling of a large region of k-space.  Similarly, 
for the phase encoding direction along y axis: 
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3.2.4 Signal to Noise Ratio 
 
The MR signal contains thermal noise, which could disturb the reconstruction of the image. 
To obtain images with better quality, we want to measure the signal from tissue whilst 
47 
 
minimising the contribution from the noise. The signal to noise ratio (SNR) measures the 
degree to which the noise affects the signal we record.  For a 2D Fourier method, the SNR is 
given by [11] : 
 
yN NEXSNR x y z
BW
v' ' '       [3-24] 
7KHǻ[ ǻ\ ǻ]LVWKHvolume of each voxel, Ny is the number of phase encoding steps, NEX 
is number of averaged experiments and BW is bandwidth. As the thermal noise is 
proportional to the square root of BW, the SNR is inversely proportional to the square root of 
BW. The SNR of an image can therefore be improved by averaging, but this will result in 
longer scanning times.  To generate images with good SNR, other factors such as acquisition 
time and hardware limitations have to be taken into account. For example, SNR can be 
increased by imaging at high magnetic fields. For a 3D imaging method, similarly we have: 
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      [3-25] 
In a 3D imaging method, slice-selection is not used and the whole slab is excited every time 
an RF pulse applied. As SNR is now also dependent on the number of phase encoding steps 
in the z-direction, Nz, SNR is dependent on the coverage in the z-direction, with larger 
coverage resulting in increased SNR.  
 
 
3.3 Fast imaging  
 
The vast majority of functional MRI (fMRI) experiments are performed using BOLD (Blood 
Oxygenation Level Dependent) contrast. There are two kinds of paradigm used in fMRI: 
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block and single-event. Block paradigms are designed to measure BOLD signal changes 
between periods of activation and rest (typically in the range of 20-30s), whilst single-event 
paradigms measure the haemodynamic changes in response to stimulation. In the single-
event paradigms, which are used for the experiments described in this thesis, the stimuli are 
of short duration; the haemodynamic changes reach a maximum at about 6s after the 
stimulus onset. Therefore, fast imaging methods are required.  
 
Echo Planar Imaging (EPI), developed by Sir Peter Mansfield in 1977 [12], represents a 
crucial improvement in fast imaging. EPI allows a complete 2D image to be acquired after 
one RF pulse, reducing the acquisition time to only a few tens of milliseconds. EPI is widely 
used in BOLD fMRI and for other applications such as cardiac, perfusion and diffusion 
imaging. The first sequence adopted by Mansfield employed a zigzag trajectory through k-
space areas. Nowadays k-space is sampled in a rectilinear fashion [13]. There are multiple 
variations of the conventional EPI method, such as spiral EPI and multi-shot EPI [14-16]. 
  
3.3.1 Single-shot GE-EPI 
 
The basic EPI sequence shown in Figure 3-8 is a single-shot, gradient echo 2D EPI sequence.  
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Figure 3-8: The EPI pulse sequence is shown in the upper panel whilst the trajectory 
through k-space is shown in the lower panel.   
 
 
The main difference between EPI and conventional MRI methods is the application of a fast 
switching readout gradient and accompanying phase encoding gradient. The bipolar readout 
gradient waveform generates multiple echoes, which are k-space lines collected in 
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alternating directions. The first lobe is applied to move the start point to -kx max. Its area is 
half that of the following readout gradient lobes. The second lobe moves the point through k-
space from -kx max to kx max, the next back from kx max to -kx max, thereafter alternating 
throughout the echo train.  The phase encoding gradient applied before the read out gradient 
ensures the trajectory of k-space data acquisition starts at±ky max. The following short phase 
encoding lobes have identical area and polarity and cause the locations of k-space lines to 
move from ±ky max to ky max in discrete steps at the end of acquisition of each kx  line.   
 
In EPI, the data are collected whilst the transverse magnetisation decays due to T2*.  
However, because of the dephasing effects of gradient applied, the exponential decay could 
only describe the signal of the central echo. The TE of the central echo at ky=0 determines 
the effective contrast for the whole image. From previous discussions and Equation 2-54, the 
T2* decay of the central lobe can be described as: 
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3.3.2 Limitations and artefacts of EPI          
 
EPI allows ultra-fast imaging with a reasonable contrast but it also has disadvantages and 
limitations. EPI requires a homogeneous main field and a fast switching gradient, neither of 
which is easily achieved. As k-space is traversed relatively slow in the phase encoding (y) 
direction, susceptibility differences, chemical shift and other effects lead to artefacts in the 
images. The main artefacts which affect EPI are described below. These artefacts can be 
minimised with improved hardware and careful selection of imaging parameters.   
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3.3.2.1 Nyquist ghost 
 
The Nyquist ghost, which is also called the N/2 ghost, is one of the most common artefacts 
in EPI [17]. The reason why EPI is sensitive to this artefact is that the MR signal is collected 
using a bipolar readout gradient. As the data lines in k-space are filled in opposite directions, 
imperfections of the MR system will result in errors that alternate between neighbouring 
lines and the interval of mismatch is 2ǻky. Thus the modulation of signal will result in a 
ghost artefact that is half of the Nyquist frequency (N/2). A number of factors, such as phase 
inconsistency, field inhomogeneities, imperfection of gradient waveform, high-order eddy 
currents etc contribute to this ghost artefact. When the image is reconstructed, it will appear 
as a low density ³ghost´ along the phase encoding direction, and shifted by half of the field 
of view. Figure 3-9 illustrates the errors in k-space and the image of this ghost. 
 
 
Figure 3-9: The trajectory through k-space for a conventional EPI sequence [A]. Adjacent 
lines are filled in opposite directions. Mismatches between adjacent lines [B]. Nyquist Ghost 
[C]. 
 
There are several ways to reduce or eliminate the Nyquist Ghost. Usually, a non-phase 
encoded data set is collected prior to the EPI scan as reference data. The shift of the echo can 
be calculated from these data and corrected before reconstruction. [18]. Alternatively, the 
reference scan could be embedded in the phase encoding scan. One phase encoding step is 
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not applied and the data line (usually the middle line) is collected twice in opposite 
directions and used as a reference. Other strategies such as improvement of gradient 
waveforms and high-order phase correction are also sometimes adopted [19-20]. 
 
3.3.2.2 Chemical shift 
 
The principle underlying chemical shift is that the resonance frequency of protons depends 
on their local environment. The precession frequencies of hydrogen nuclei, which are most 
commonly imaged in MRI, are slightly different in water and fat. The difference is about 
3.5ppm, which correspond to about 448Hz at 3T and 1050Hz at 7T. Since the frequency of 
protons in fat is shifted, in conventional gradient echo and spin echo methods, the chemical 
shift artefacts will manifest along the frequency encoding or slice selection directions. But 
the situation is different in EPI sequence. As the readout bandwidth is large, the chemical 
shift artefact along the frequency encoding direction is effectively suppressed. On the other 
hand, as the whole k-space is collected after a single excitation, the bandwidth in the phase 
encoding direction is quite narrow and chemical shift will cause a large artefact along this 
direction. Short TI inversion recovery (STIR) is a widely used method to suppress this 
artefact [21].  It applies a 180° pulse, flipping both water and fat spins into the ±z direction. 
At the time that the longitudinal magnetisation of the fat spins crosses the zero point, the RF 
excitation pulse is applied and the influence from fat is suppressed. In high field MRI, this 
extra 180° pulse could lead to problems with Specific Absorption Rate (SAR), which 
represents the absorption of RF power, and alternative methods are sometimes preferred. For 
example, the chemical shift selective (CHESS) method uses a spectrally selective pulse to 
excite only the water spins, leaving the spins in fat unaffected [22].  
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3.3.2.3 Image distortion 
 
The image distortion comes from regions with off-resonance effects. Field inhomogeneities, 
which may result from magnet imperfection, eddy currents and susceptibility differences 
(which originates from different magnetic susceptibility Ȥm between different tissues or tissue 
and air) are the main source of image distortion. In EPI, as a narrow bandwidth is applied 
along the phase encoding direction, it manifests itself mainly in this direction. Better 
shimming methods could also reduce distortion by minimising field homogeneities. At 7T, 
this artefact is more prominent as susceptibility effects are increased with field strength. A 
B0 map can be acquired and used to improve shimming. Post-processing methods such as 
phase correction based on B0 mapping can also be used to reduce image distortion [23]. 
 
Besides the artefacts above, there are many other kinds of artefacts. Intra-voxel dephasing, 
which is caused by susceptibility effects, gives rise to signal loss and T2* induced blurring, 
which means different k-space lines are differently weighted because of T2* effects. These 
artefacts should also be considered in actual experiments [24]. 
 
3.3.3 Parallel imaging   
 
Parallel imaging methods, which are applied to decrease imaging time, can also alleviate 
susceptibility induced artefacts. Parallel imaging methods require the use of multiple 
receiver coils.  Because each channel in the phased array system only maps part of the 
subject, the imaging time can be significantly reduced.  After parallel imaging was 
developed, it was used in fMRI to achieve ultra-fast imaging [25-26]. The use of parallel 
imaging allows the number of phase-encoding steps to be reduced whilst maintaining the 
same k-space coverage (and therefore same spatial resolution). The distances between k-
54 
 
space lines are increased by a factor R, leading to a reduction of factor R in the acquisition 
time. R is called the reduction or acceleration factor. As the acquisition time is reduced, 
compared with conventional EPI, the cumulative effect of field inhomogeneity is also 
reduced, reducing susceptibility induced image artefacts.  However, as there are fewer k-
space lines, the FOV will be reduced and will lead to aliasing and wrap-round artefacts. As 
phased array coils are used, the spatial sensitivity profiles of the coils are used to solve this 
problem. There are two strategies commonly used, Sensitive Encoding (SENSE) [27] and 
Simultaneous Acquisition of Spatial Harmonics (SMASH) [28]. In Philips scanners used in 
the SPMMRC, the SENSE algorithm is implemented. In SENSE reconstruction, k-space data 
acquired from each channel are reconstructed separately, generating multiple images of the 
same subject. Images from individual coils are aliased, but they are weighted with the 
sensitivity of their coils and can be combined to generate images without aliasing artefacts. 
The SENSE method reduces the acquisition time by the reduction factor R, but also results in 
a SNR decrease by ¥R. For fMRI using GE-EPI and SENSE, R is usually between 2 and 4. 
In our work, a 16-channel SENSE coil was used at 7T for fMRI and a reduction factor R of 2 
was used to reduce the number of phase encoding steps.    
 
 
3.4 Hardware of MRI system 
 
3.4.1 Overview of MRI system 
 
All the work presented in this thesis, unless otherwise stated, was carried out on the Philips 
Achieva 7T and 3T systems at the Sir Peter Mansfield Magnetic Resonance Centre at the 
University of Nottingham. Most of the functional scans were acquired using the 7T system 
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whereas whole head anatomical scans were acquired using the 3T. A diagram showing the 
relationship of the component parts of the 7T system is shown in Figure 3-10.  The 
superconducting magnetic with 90cm bore diameter, shim coil, gradient coil, transmit and 
receive coils are located within a screened room. The computers, waveform generator, 
gradient, RF and pre-amplifiers and other accessories are outside the screened room.  
 
Figure 3-10: Over view of MRI system. The hardware, which drives the system, is shown in 
the left half. The right half illustrates the magnet and coils in a cutaway version.  
 
 
3.4.2 Magnet 
 
The magnet is the main part of an MRI system; it supplies the static magnetic field B0, which 
ranges from 0.1T to 7T or even higher. Most clinical MR scanners operate at 1.5T though 
increasingly they are being replaced by 3T systems. The scanners for research are usually at 
3T, 7T and even higher.  
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There are three types of magnet: permanent magnet, electromagnet (iron-cored or air-cored) 
and superconducting magnet. Typically, permanent magnets are made of ferromagnetic 
materials, horseshoe shaped to generate a magnetic field between the two poles. The 
commonly used material is neodymium, iron, boron (NdFeB), which is made into small 
bricks and then assembled into a yoke. No additional electrical power or cooling system is 
required and the limited fringe field largely eliminates the missile effect. The fields of 
permanent magnets are usually less than 0.45T due to weight considerations. The field 
homogeneity is also an on-going problem as it varies with changing temperature, aging of 
magnet etc.  The electromagnets, which were quite popular in the early days of MRI, require 
a strong current to generate the field. For a typical 0.2T magnet, the current is 300A and 
consumption of electricity is over 60kW, so a cooling system is essential and the field 
strength is usually limited.  
 
Nowadays, superconducting magnets are most often used for MRI scanners both in the clinic 
and for research. The superconducting material of most magnets including the 3T and 7T is 
niobium-titanium (NbTi), which is a Type-II superconductor with a critical temperature of 
10K and critical field of 15T [29]. Although both values are lower than some other materials 
such as niobium-tin (Nb3Tn), NbTi is still the best choice as it has good mechanical 
properties. NbTi is machined into fine filaments with diameter less than 1mm, embedded in 
a copper matrix. Superconducting magnets can generate fields more than 10T and have good 
homogeneity. To reduce the effect of the fringe field, shielding is always needed. There are 
three kinds of shielding used in practice. The first is a traditional passive shield. A large iron 
yoke is placed around the magnet, proving a return path for fringe magnetic flux, containing 
the field and bringing the 5 Gauss (0.5mT) safety line close to the magnet. The second is 
active shielding: a secondary coil is used to generate a field to cancel the main magnetic field 
in the region where it is not desired [30]. This type of magnet is also referred to as self-
shielded and is widely used in scanners with fields lower than 4T. The last type is room 
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shielding. High permeable material such as iron is place on the wall, floor and ceiling of the 
room where the magnet is located, forming a shield to limit the fringe field within it. The 
magnet from Varian used in the Philips 7T system is shielded in this way.  
 
3.4.3 Shimming 
 
In MRI systems, shimming is the correction of the inhomogeneity of the main magnetic field 
due to imperfections of the magnet, existence of external ferromagnetic objects or the 
susceptibility effect. There are two types of shimming used. One type is passive shimming: 
several pieces of iron are placed at well calculated positions on 24-36 rails, which are 
mounted on the inner surface of the magnet bore. Magnetic flux is bent by these pieces of the 
iron and the homogeneity of main magnetic field is improved. Passive shimming is installed 
during the commissioning of a scanner and it is inadaptable. The other type is active 
shimming. A shim coil is placed in the magnet (Figure 3-10). Current in the coils generates 
an auxiliary magnetic field in order to compensate for inhomogeneities of the main magnetic 
field. Typically, there are 2-3 orders of shims in multiple shim coils. Active shimming is 
adjustable and widely used to solve problems arising from susceptibility effects. This effect 
causes the distortion of field when a subject is placed in the scanner, especially at the 
boundaries between media with different susceptibility such as air/tissue interfaces. On the 
Philips 7T scanner, we use B0-mapping before the acquisition of functional scans. Deviation 
of the magnetic field from its nominal B0 value is characterised and the shimming currents 
which minimise field inhomogeneity are calculated. Currents in the shim coils are then 
adjusted resulting in reduced susceptibly-induced artefacts and optimal T2*-weighted 
functional scans. On most commercial MRI systems, active shimming is usually done 
automatically. 
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3.4.4 Gradient coils 
 
At the beginning of this chapter, strategies of spatial encoding in MRI were discussed. 
Frequency encoding, phase encoding and slice selection all require spatially varying 
magnetic field gradients. Some other applications, such as encoding motion information, in 
perfusion MRI for example, also require gradient fields. The purpose of a gradient coil set is 
to produce magnetic fields that vary linearly in three orthogonal directions (Gx, Gy and Gz). 
Passing currents through three gradient coils usually wound on a cylindrical surface 
produces these fields.  
 
There are several requirements for the gradient coil. The maximum gradient amplitude Gmax 
(mT/m) and homogeneities of gradient over the sample volume are important parameters. 
Slew rate (T/m/s), which indicates the rapidity of gradient switching and duty cycle, which 
indicates the percentage of time during which the gradient system can be run, are also 
considered.  The 3T we use has Gmax 40mT/m and SR 200 T/m/s, whilst the 7T has Gmax 
33mT/m and SR 166 T/m/s. Both are sufficient for EPI and other fast imaging methods. 
Usually the duty cycle is 50% when both gradient amplitude and slew rate are maximum, but 
it could be higher when only one reaches a maximum. Power dissipation, which causes 
heating of the coil and sample, should be reduced by restricting the duty cycle. Eddy currents 
induced in the magnet and other equipment generate opposing fields, which disturb the 
gradient and degrade the images. Active shield coils are placed outside the gradient coils to 
confine the gradient field to the subject. However, this shielding requires additional currents 
which reduces the efficiency of the coils. In order to maintain the same slew rate, a higher 
current is required for shielded gradient system. The currents in the gradient coils are 
controlled by the computer, which stores the waveforms in a waveform generator and output 
them to the gradient amplifiers. Acoustic noise from switching gradients and peripheral 
nerve stimulation from currents induced in the body should also be taken into consideration. 
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3.4.5 Radiofrequency coils  
 
RF coils are used in MRI mainly for two purposes: exciting the magnetisation, which is 
referred to as transmit coil and receiving the resonance signal from excited spins, which is 
referred to as the receive coil. Although we can use one coil to perform both transmitting and 
receiving, usually we use separate coils, as they require different properties to optimize the 
images.  
 
3.4.5.1 Transmit coil 
 
The transmit coil is used to generate RF pulses. Spins which have a Larmor frequency within 
the bandwidth of these RF pulses will be excited. Quadrature coils are driven by two signals 
with a phase difference of 90° from the amplifier.  A circularly polarised RF field is 
generated. It provides a factor of two reduction in transmit power over a linear transmit coil. 
Transmit coils could also be used for receiving as well. In this case, it would be known as 
transmit/receive (T/R) coil. 
 
3.4.5.2 Receive coil 
 
There are several kinds of receive coils used in MRI for different purposes [31]. For the 
work in this thesis, SENSE receive only array coils are used [27]. An 8-channel SENSE coil 
and a 16-channel SENSE coil were used for anatomical and functional scans at 3T and 7T 
respectively. For these SENSE coils, a number of surface coils are placed at different 
locations and orientations to receive signals from different channels in parallel. Details about 
the SENSE strategies have been discussed in Section 3.3.3.  
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3.5 MR safety 
 
Generally, MRI is thought to be a safe non-invasive imaging technique. Compared to 
ionising imaging methods such as X-ray, the energy of RF radiation is much lower and 
dosimetric limitation is much less. However, potential hazards still arise from static magnetic 
fields, gradient fields, RF fields and acoustic noise.  Bioeffects of these factors should be 
considered to ensure the safety of subjects in the experiment.  
 
3.5.1 Static magnetic field 
 
The static magnetic field required for MRI is quite strong and presents several risks. As the 
field is not completely shielded and grows rapidly when approaching the bore, any 
ferromagnetic objects near the scanner could be dangerous, as they can become a lethal 
projectile due to the attraction of the magnet. Subjects who have a pacemaker or aneurysm 
FOLSVKRXOGQ¶WEHVFDQQHGas the strong magnetic field could cause the device to malfunction 
or move its position. People who operate the scanner should check all subjects carefully 
before they get into the scanner room to confirm that they meet the security for scanning. 
Other items, which may cause dangerous problems, such as inplants and tattoos, should also 
be checked and taken into consideration. As for the bioeffects of the static field, it is believed 
that exposure to static magnetic fields produces no long-term substantial effects. Some short-
term bioeffects have been reported, including vertigo, nausea and a metallic taste in the 
mouth, but analysis of the effects indicate that they are below the threshold to be considered 
harmful. The guidelines from U.S. Food and Drug Administration (FDA) indicate that for 
clinical MR systems, main magnetic fields up to 8T for adults, children, infants> 1 month 
and 4T for neonates are considered as a non-significant risk.  
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3.5.2 Magnetic field gradients 
 
In MRI scanning, gradient or time-varying magnetic fields may induce electrical currents in 
the nerve or muscle. As the stimulation threshold is large for cardiac muscle and skeletal 
muscle, the bioeffect usually expected is peripheral nerve stimulation (PNS). It is perceived 
as tingling or tapping sensations and if the amplitude reaches 50%-100% over threshold, the 
subjects may feel uncomfortable or be in pain. This effect is dependent on the direction of 
the gradient field; different parts of body are sensitive to different orientations of field 
change. The threshold for PNS is about 60T/s and the limitation of the UK National 
Radiological Protection Board is 20T/s. 
 
3.5.3 Radiofrequency fields 
 
The majority of the RF power transmitted for an MRI scan is transformed into heat within 
WKH SDWLHQW¶V WLVVXH 7hermogenic aspects of this RF field could generate bioeffects. The 
dosimetric term SAR is applied to measure the absorption of RF power, typically in units of 
W/kg. The SAR in a MRI scan is determined by multiple parameters including frequency, 
type of pulse, repetition time, flip angles, type of coils and so on. The limitations to SAR 
under EU regulations are listed in Table 3-1 
Table 3-1 SAR limits within the EU (IEC 60601-2-33) 
 Whole body Partial body Head 
SAR measurement W/kg, averaged over 6 min 
Normal 2 2-10 3.2 
1st level control 4 4-10 3.2 
2rd level control >4 >4-10 3.2 
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In our experiments, the limit of 3.2W/kg averaged over 6 min for a head scan of a normal 
patient is used.  
 
3.5.4 Acoustic noise 
 
The acoustic noise from the MRI system could be a problem and cause harmful bio-effects if 
the patient is not well protected. The magnetic field gradient is the main source of the noise. 
The currents in the static field produce a strong Lorentz force upon the coils. When the 
direction of currents change, so does the direction of the force, causing vibration and motion 
of the coils and generating the noise. The noise limitation of FDA for MRI systems is 140dB 
for the peak sound pressure.  However, exposure to noise over 99dB without proper 
protection could result in temporary or permanent hearing impairment. Both noise control 
methods for the scanner and protection equipment for patients are applied in the clinic and 
research scanners.  
 
 
3.6 Blood Oxygenation Level Dependent contrast 
 
 
In functional MRI, the objective is to measure a signal which reflects dynamic brain activity.  
In this thesis we will mainly focus on fMRI based on Blood Oxygenation Level Dependent 
(BOLD) contrast, which originate from the changes in magnetic properties of haemoglobin 
between oxygenic and deoxygenic states. The ratio of oxy- to deoxyhaemoglobin in local 
capillaries, venules and veins is affected by the consumption of oxygen in the tissues around 
them and this depends on neuronal activity. Hence, an image with contrast related to this 
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ratio should reflect the functional activity. Besides BOLD contrast, there are other fMRI 
methods based on mapping Cerebral Blood Flow (CBF) changes and Cerebral Blood 
Volume (CBV) changes [32-33]. 
 
3.6.1 Physical basis of BOLD 
 
Most oxygen in blood is bound to haemoglobin in the red blood cells. As illustrated in Figure 
3-11, haemoglobin is an iron-containing metalloprotein with four heme groups. Each heme 
group consists of an iron (Fe) ion held in porphyrin. The magnetic properties of haemoglobin 
rely on its status of oxygenation [34]. In deoxygenated haemoglobin, each iron in the heme 
group is in the high spin state (Fe2+), having four of its six outer electrons unpaired. As the 
electron has a very large magnetic moment, if an unpaired electron is present in the sample, 
e.g. in the form of a free radical or paramagnetic ion, it will have a large effect on the 
magnetic properties. Deoxyhaemoglobin, therefore, shows a pronounced paramagnetic 
property. In contrast to deoxyhaemoglobin, when oxygen is added, one of these electrons is 
partially transferred to an oxygen molecule and the iron state becomes a low-spin state. In 
this case, the molecule of oxyhaemoglobin is found to have very subtle (near zero) 
diamagnetic magnetism. This can be interpreted as each iron atom being attached to an 
oxygen molecule by a covalent bond. 
  
64 
 
 
Figure 3-11: The structure of haemoglobin is shown in the left panel. It contains four heme 
groups, which are illustrated in the right panel. The oxygen is connected to the heme through 
the Fe2+. 
 
The physical basis of the BOLD effect is that the magnetic susceptibility effect from 
deoxyhaemoglobin in the blood influences the dispersion of T2* relaxation [35].   In 
conventional MRI, this is the same mechanism which causes susceptibility artefacts near the 
air and tissue interfaces.  Under resting conditions, the susceptibility difference between 
deoxygenated blood, which is paramagnetic, and surrounding tissue, which is diamagnetic, 
induce large field gradients around vessels. This results in an increased phase dispersion 
which shortens the T2* and therefore reduces the MR signal in the vicinity from vessels. On 
activation, with less deoxyhaemoglobin present, the susceptibility of blood becomes closer to 
that of tissue, reducing the susceptibility difference and the phase dispersion, thus T2* 
lengthens compared to rest and the MR signal increases. BOLD contrast arises therefore 
from changes in the T2* relaxation upon activation. For small changes in R2* (1/T2*), written 
as 'R2*, the BOLD signal for active (Sa) and rest (Sr) states can be written as: 
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This equation describes BOLD contrast using the Gradient Echo method, which is most 
widely used in fMRI. BOLD contrast depends on TE and 'R2*.  The optimum BOLD 
contrast is obtained when imaging at a TE corresponding to the T2* of grey matter.   'R2* 
increases with field strength [36]. The BOLD Contrast to Noise Ratio (CNR), which is 
crucial for fMRI, depends on both BOLD contrast and SNR. As SNR and BOLD contrast 
increase with field strength, ultra-high-field fMRI benefits from improved BOLD CNR. 
However, as field strength increases, the physiological noise (respiratory, cardiac) also 
increases. It has been shown that by using high resolution fMRI, the physiological noise can 
be reduced to the same level of thermal noise [37]. Therefore, the benefit of ultra-high field 
fMRI is better realised when imaging with small voxels.  
 
Another benefit from using ultra-high-field systems is the increased specificity due to the 
reduction of signals originating from blood.  Although the intravascular component only 
occupies a small fraction of the total volume (about 4%), experiments with diffusion 
weighting methods have shown that the contribution from the intravascular blood is 
comparable to extravascular tissues at low field strengths [38]. However, as the T2* of blood 
dramatically shortens compared to tissue T2* at higher field, the intravascular component is 
significantly reduced when imaging at echo times optimal for grey matter [39]. The BOLD 
signal at high field mainly reflects the changes in the tissues rather than the vessel.  
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3.6.2 Physiological basis of BOLD 
 
The BOLD response measured in the study of brain function is not a direct measurement of 
neural activity but rather reflects metabolic activity and the blood flow changes that 
accompany neural activity. Neural activity in the brain requires energy, which is usually 
supplied as Adenosine-5'-triphosphate (ATP). The post-synaptic activity has been suggested 
to be the most costly compared to all the other neuronal activities. The Na+-K+ pump using 
ATP as power consumes at least half of the ATP used in brain activity. This finding should 
be considered when interpreting functional images. The energy metabolism changes are not 
associated with the location where the spike is originated, but mainly with the downstream 
synaptic terminals where the signal is conducted and processed. Although in the brain, 
considering the spatial resolution of fMRI, most dendrites are too short to distinguish the 
locations of metabolic changes to different voxels, some research on neurons from the 
hypothalamus, with long-range projections, has proved that the changes in energy 
metabolism are most strongly correlated with the increased synaptic activity, rather than the 
increased spiking activity.  
 
The haemodynamic parameters which influence BOLD contrast are illustrated in Fig Figure 
3-12.  
 
Figure 3-12: Neural activity alters BOLD by influencing several factors including cerebral 
blood flow (CBF), cerebral blood volume (CBV) and cerebral blood metabolic rate of 
oxygen consumption (CMRO2) [40].  
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Figure 3-13˖Schematic of a typical haemodynamic response following a stimulus, showing 
a negative initial dip, a strong positive BOLD response, and a subsequent negative 
undershoot. These phenomena can be explained with the different time constants of the 
underlying physiological parameters of CBV CBF and CMRO2 [41]. 
 
 
Cerebral Blood Flow (CBF), Cerebral Blood Volume (CBV) and Cerebral Metabolic Rate of 
Oxygen consumption (CMRO2) are the main components that directly contribute to the 
BOLD response. The expected changes in these components with brain activation have 
different effects on the BOLD response, making the result difficult to predict. In the 
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activated states, as neural activity requires energy from glucose metabolism, CMRO2 in the 
tissue increases. The brain reacts by increasing the regional CBF to the active tissue in order 
to supply glucose and oxygen, and CBV increases correspondingly.  The increase of CBF 
produces positive BOLD signals (increase of MR signal) whilst the increase of CMRO2 
produces a negative BOLD signal, which is much smaller. The increase in CBF brings 
oxygenate blood which overcompensates for the oxygen consumption (CMRO2) and results 
in a positive BOLD change.  The largest increase in BOLD response appears ~6s following 
the stimulus onset. 
 
A typical BOLD timecourse is shown in Figure 3-13. Besides the main positive BOLD 
response, it also contains an initial dip at the beginning and an undershoot after the 
termination of the stimulus. The initial dip is a transient signal drop which happens about 
0.5s after stimulus onset and reaches a maximum at about 2-3s. The amplitude of the initial 
dip is quite small, compared to the main BOLD response but more stable with the length of 
stimulus duration. This effect is due to a rapid increase in CMRO2 before the blood flow is 
able to change [42]. Because of this, the initial dip may be better localized to the neuronal 
activity which leads to the changes in CMRO2.  The post stimulus undershoot, which is a 
negative BOLD change following the positive BOLD change, has been a source of 
speculation for a long time. Research using a combination of fMRI and Arterial Spin 
Labelling (ASL) has demonstrated that undershoot of BOLD exists without any change of 
CBF [43]. It has also been found that CMRO2 is well correlated with CBF change whilst 
CBV recovery lags behind that of CBF[44]. When the activation is terminated, CBF, which 
has a positive effect on BOLD recovers to the baseline quickly. After it has recovered, CBV 
is still larger than in the resting state, generating a small negative signal, known as 
undershoot.  
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Previous research using PET suggested that the increased glucose metabolism is associated 
with functional activity [45]. The metabolic rate in grey matter is about 3-4 times that in 
white matter. High-resolution studies show that the layer IV of the cortex which also has the 
largest density of synapses has the highest metabolic rate [46]. This confirms that the 
metabolic rate is mainly connected to the synapse [47]. As glucose metabolism requires 
oxygen as well, the CMRO2 should also change with the functional activity. However, the 
measured balance of CBF and CMRO2 shows that the increase of O2 metabolism is much 
less than that of glucose (CMRGlc), suggesting that transiently a large fraction of energy 
required for brain activity is from the pathway of glycolysis which generates ATP without 
oxygen [48]. 
 
 
3.6.3 Spatial and temporal resolution of BOLD fMRI 
 
In order to optimize the spatial and temporal resolution of fMRI experiments, many factors 
need to be considered, including the limitations in spatial and temporal resolution posed by 
the physiological origin of the BOLD response. A trade-off between CNR, coverage, spatial 
and temporal resolution is usually required in the determination of scanning protocols.  
 
3.6.3.1 Spatial resolution 
 
The spatial scales of neuronal activity vary across different types of brain function. The scale 
of these areas is typically tens of millimetres and they could be further divided to multiple 
specialized areas which have scales of several millimetres. In some well-studied cortices, e.g. 
visual cortex, a sub-unit which participates in the early sensory processing has been found 
and has a size less than 1 mm (ocular dominance columns). Somatosensory function is 
70 
 
mainly organized in the somatosensory cortex, which could be further separated into primary 
and secondary somatosensory cortexes. The sub-units of the somatosensory cortex are the 
columns reflecting the sensory input from different parts of the body.  
 
The spatial resolution of a BOLD fMRI experiment depends on both the voxel size and the 
volume over which haemodynamic regulation occurs. The vascular origin of the BOLD 
response poses a limit to the achievable resolution due to the contamination from veins 
which drain large areas of the cortex, which may result in a mismatch between the measured 
BOLD response and real locations of neural activities perhaps by as much as millimetres 
[49].  This suggests that the mapping of cortical layers may not be possible with fMRI 
methods based on GE BOLD contrast. 
 
The spatial resolution of fMRI affects the SNR significantly. As SNR increases with voxel 
volume, increasing spatial resolution results in reduced SNR but also reduced partial volume 
effect because signals from vessels and tissues which are averaged within the voxel can be 
better separated. Therefore the optimal voxel size should be equal to the volume of active 
tissue, just small enough to resolve the activated areas and reduce partial volume effect but 
not any smaller in order to get the maximum SNR.  
 
The implementation of high spatial resolution requires a trade-off in SNR, scanning time and 
image coverage. To achieve higher spatial resolution, the scanning time needs to be 
prolonged if the same coverage is required, or the image coverage can be reduced with no 
time penalty.   
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3.6.3.2 Temporal resolution 
 
The temporal dynamic of the human brain has undergone much investigation in neuronal 
electrical physiology and psychology. The low level processes in the brain (e.g. visual) are 
usually within 200ms, whilst higher order processes could last up to several seconds after the 
termination of the task. In some self-paced experiments, pre-stimulus activation is also found 
prior to the beginning of the task. The BOLD response which is related to haemodynamic 
activities could be delayed even longer as mentioned above. Usually it starts about 2s after 
the onset of stimulus and reaches the peak at about 6s or even later. It takes over 20s to 
return to the baseline, making the necessary trial length in an fMRI study much longer than 
required for MEG and EEG.  
 
The TR selected in the fMRI experiment determines the temporal resolution of the study. TR 
is an important parameter because it limits the number of slices that can be acquired in the 
2D GE-EPI method used in this thesis. Besides the limitation of scanning protocols, a change 
in experiment design could also improve the temporal resolution. This can be done by using 
jittered stimuli with respect to image acquisition sampling. The haemodynamic response will 
be sampled from different points on each trial. Hence the interpolation of these data could 
result in a timecourse with higher temporal resolution for the activity of our interest.  
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Chapter 4  
Magnetoencephalography 
 
 
Overview:  In this third theory Chapter, the basic principles, instrumentation and 
applications of Magnetoencephalography (MEG) are introduced. MEG is a technique that 
maps brain activity by recording magnetic fields produced by electrical currents in the brain, 
which was originally developed by David Cohen in the 1960¶s [1-3]. Firstly, in Section 4.1, 
the neurophysiological basis of MEG, including the types of neuronal cells within the brain, 
their electromagnetic properties and contribution to the extracranial magnetic field, is 
discussed. Secondly, in Section 4.2, different types of neuroelectrical effects recorded in 
MEG are discussed. Thirdly, the instrumentation used to record MEG signals, including the 
principles of Superconducting Quantum Interference Devices (SQUID), noise reduction 
strategies and 3D digitizer systems for co-registration, is discussed in Section 4.3. In Section 
4.4, the forward problem and inverse problem are introduced and beamformer spatial 
filtering, the inverse method mainly used in the later experimental chapters, is discussed. 
Finally, Section 4.5 discusses the MEG analysis using beamformer. 
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4.1 The neurophysiological basis of MEG 
 
4.1.1 Neurons 
 
In the brain, there are two main classes of cells: neurons and glial cells.   Neurons are the 
basic signalling units of the nervous system. They are electrically excitable cells which play 
an import role in the processing and transmission of neuronal information. A typical neuron 
consists of four morphologically defined regions: the cell body (soma), the dendrites, the 
axon and the presynaptic terminals (Figure 4-1). The soma is the metabolic centre of the cell, 
containing the nucleus and endoplasmic reticulum. Dendrites branch out in tree-like fashion 
and receive the incoming signal from other cells. The axon is a long fibre which conveys 
electrical signals from the soma. Near the end of the axon, it divides into fine branches, 
forming communication sites, which are known as synapses, with other neurons. These 
branches are the presynaptic terminals.  
 
Figure 4-1: The structure of a typical neuron. [4] 
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Glial cells are supporting cells in the brain, which surround and support neurons and insulate 
between them. Glial cells also supply nutrients and oxygen to neurons, destroy dead neurons 
and remove their carcasses. 
 
There are two main forms of neuronal activity: the fast depolarization of the axon, which 
results in action potentials and the more protracted change of membrane potentials due to 
postsynaptic activations. The contribution of these activities to extracranial MEG signals will 
be discussed in the following subsections.  
 
For postsynaptic events associated with simple excitatory synapses, the neurotransmitter 
released from a presynaptic axon binds with the receptor molecules embedded within the 
postsynaptic dendrite membrane. This results in an increase in the membrane¶s permeability 
to positively charged ions. As the positive ions enter the cell and cause repulsion of positive 
ions already present, an axial intracellular current is directed away from the synaptic region 
of a dendrite. Then the ion pumps generate outward transmembrane currents and positive 
ions are repelled to the extracellular space, producing volume currents. The transmembrane 
currents and volume currents contribute little to the extracranial field, because they exhibit 
symmetry in terms of their direction of flow, however the primary current flow can result in 
measurable MEG signals [5]. The primary and volume currents of a neuron are illustrated in 
Figure 4-2. 
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Figure 4-2: The primary current inside the dendrite is balanced by an equal but opposite 
volume current in the surrounding extracellular tissue. [6] 
 
A current dipole model is used to simulate the primary dendritic currents. The dipole is 
defined by a positive and a negative charge with a current flowing in a straight line between 
them and a return current flowing in a dipolar pattern through the conductive medium. The 
magnitude of the magnetic field generated by a current dipole decreases as a function of the 
square of the distance from the source. Many (~100,000) small dipole currents must 
synchronise to generate the magnetic field that can be detected by MEG.  
 
Action potentials flow in the axon is characterised by a leading edge of depolarization and a 
trailing edge of repolarization as they move down the axon. A dipole oriented away from the 
cell body is generated by the depolarization whilst an opposite dipole is generated by the 
repolarization [7]. Thus, the action potential could be conceived as a current quadrupole, 
which is illustrated in Figure 4-3. The magnitude of the magnetic field generated by a 
quadrupole decreases with the cube of distance. Compared to the current diploes of post 
synaptic currents which decrease with the square of the distance, the magnetic field recorded 
at a distance from an action potential attenuates much more quickly.  The duration of a post 
synaptic current is over 10ms whilst action potentials last about 1ms. The short duration and 
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restricted spatial extent of the magnetic field due to an action potential make it extremely 
unlikely to make a significant contribution to extracranial signals [8].  
 
 
 
Figure 4-3: Schematic of a current quadrupole generated by action potential. 
 
 
4.1.2 Morphology and organization of neurons 
 
When considering the extracranial magnetic field, which is the summed field generated by 
neuronal ensembles, it is important to take into account both the morphology of a single 
neuron and the spatial organization (geometry) of neuronal clusters. There are two types of 
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neurons in the human cortex: pyramidal neurons and stellate neurons. As shown in Figure 
4-4, pyramidal neurons have highly asymmetric dendrites, which are orientated 
perpendicular to the surface of the cortex. Since dendrite orientation directs primary current 
flow, pyramidal neurons offer the best chance to generate large magnetic field at a distance 
(open field). Conversely, the stellate neurons have symmetrically organized dendrites and the 
field generated is mostly limited to within the region of the cell, producing no signal at a 
distance (closed field) [9].  
 
 
Figure 4-4:  The morphology of neurons and organization of neurons. Pyramidal cells [A] 
are open field and stellate neurons [B] are closed field. The neocortex [C] has a largely 
open field configuration and the ventral posterior nucleus [D] has a closed field 
configuration. 
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In the neocortex, pyramidal neurons are arranged in cortical columns. Inside the columns, 
neurons are mostly parallel and arranged in laminae which are orthogonal to the surface of 
cortex. The synchronous activation in this open field structure could generate strong 
magnetic fields in the extracranial spaces. However, even for pyramidal neurons, if they are 
organized into a symmetric structure, as for example in some sub-cortical nuclei, because of 
the cancellation of magnetic fields no significant contribution to the extra cranial magnetic 
field will be measured [10].  
 
4.1.3 Orientations of currents 
 
If the conductive medium in which the neurons are embedded is of infinite dimensions and 
uniform conductivity, only the primary current flow within the cells produces a measurable 
magnetic field. This is because the return current pattern is symmetric in such a way that the 
magnetic field generated by each return current is cancelled out by other elements. In the 
actual brain, we have to consider the effect the boundary. The conductivity boundary can be 
mathematically replaced by surface currents that have an equivalent effect. These secondary 
current sources must be placed at and oriented perpendicular to the original boundary, 
regardless of the orientation of the primary source. Superposition of the primary and 
secondary currents is exactly equivalent to that generated by the dipole and its volume 
currents in the original boundary case. Because of the orientation of the secondary currents, 
if one were to measure only the magnetic field perpendicular to the boundary, as in MEG, 
the secondary source would make no contribution [11].  
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The orientations of cortical currents have significant influences on the measureable magnetic 
field outside of the head, which is illustrated in Figure 4-5.  If the pyramidal neurons are 
perpendicular to the scalp, there is no extracranial magnetic field. If these neurons are 
parallel to the scalp, the maximum extracranial field is generated. Contributions to 
extracranial fields from neurons with other orientations are determined by their components 
in the parallel direction. In the neocortex, the pyramidal neurons are perpendicular to the 
cortical surface; the contribution to the MEG signal from different cortical areas is thus 
dependent on cortical folding. Activation in gyri and at the bottom of sulci have little effect 
on measured MEG signals whilst the walls of sulci, which are perpendicular to the scalp, 
generate most of the extracranial signals.    
 
 
Figure 4-5: Contributions to the external magnetic field from pyramidal neurons with 
different orientations. The neurons parallel to the scalp (Green) generate external field 
whilst the neurons perpendicular to the scalp (Red) have no contribution to the external 
magnetic field. 
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4.2 Neuroelectrical effects 
 
The EEG/MEG signals recorded are rich in information and contain a large number of 
different effects.  However, these effects can be broadly classified into three categories: 
spontaneous rhythms, evoked responses and induced effects.  
4.2.1 Spontaneous rhythms 
Spontaneous rhythms are oscillatory signals observed in the absence of explicit tasks such as 
sensory inputs or motor outputs.  They are also referred to as on-going brain activity. In 1929, 
Hans Berger first detected spontaneous rhythms in humans by using his newly developed 
EEG [12]. This finding agreed with the previous invasive animal studies under taken by 
Richard Caton in 1875 [13].  
 
 
Figure 4-6: Original recording of spontaneous rhythms [A] by Hans Berger [12] and the 
function of spontaneous rhythms within different characteristic frequencies [B].  
A B
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These spontaneous rhythms are measurable in both EEG/MEG and invasive recordings. The 
most prominent rhythm is found around 10Hz and is known as the alpha rhythm.  It 
predominantly originates from the brain of a healthy subject during wakeful relaxation with 
closed eyes and is reduced when the eyes are open. It is thought to be representative of a 
thalamo-cortical communication network and plays an important role in attention and 
consciousness [14-15]. Since Berger¶s first discovery of the alpha rhythm, spontaneous 
activity in a number of other frequency bands has been observed. The functions related to 
these in other frequency bands are summarized in Figure 4-6 [B].  
 
4.2.2 Evoked responses 
 
Evoked responses are electromagnetic signals recorded from the brain following the 
presentation of some stimuli to the subject. They are both time locked and phase locked to 
the stimulus onset. By applying the same stimuli (i.e. visual, auditory, motor etc.) to the 
subject multiple times (usually 20-100), EEG/MEG data can be averaged across trials to 
reduce noise and to generate the evoked response timecourse. Evoked responses usually 
occur shortly after stimulus onset and offset and are typically transient in nature.  
 
4.2.3 Induced effects 
 
Induced effects are time locked but non phase locked changes in spontaneous rhythms 
induced by stimulation. The increases and decreases in spontaneous rhythms are often 
referred to as event-related synchronization (ERS) and desynchronization (ERD). After 
presenting stimuli to a subject, modulation can be observed in a number of frequency bands. 
As induced effects have different onset phase across trials, they would cancel out with signal 
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averaging. They can only be observed by averaging power or instantaneous amplitude 
envelopes across trials. The differences between evoked responses and induced effects are 
shown schematically in Figure 4-7.  
 
 
Figure 4-7: Differences between evoked response [A] and induced effects [C]. REST and 
STIM indicate rest and stimulus presentation. Time locked and phase locked evoked 
responses can be respectively averaged across trials [B]. However, time locked but non 
phase locked induced effects[C] require computation of oscillatory power prior to averaging 
[D].  
 
4.3 The MEG system 
 
The whole-cortex MEG system used throughout this thesis is a 275-channel Omega MEG 
system manufactured by CTF Systems Inc.  A schematic diagram of CTF¶s MEG system is 
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shown in Figure 4-8. The brain¶s magnetic field, generated from neuronal activity is about 
50-500 fT and is considerably smaller than the environmental magnetic noise (of order of 108 
fT) and earth¶s magnetic field (0.5×10-4 T).  Therefore, the MEG system is required to be 
sited within a magnetically shielded room (MSR). The MEG system and the patient couch 
operate with the patient either seated or supine. Other accessories such as the head position 
indicators (HPIs), patient communication system (intercom and camera), and stimulation 
equipment are also housed in the MSR.  
 
 
 
Figure 4-8: A Schematic Diagram of the CTF MEG system. A MEG sensor array with 275 
channels is shown in the insert. [16]   
 
4.3.1 SQUIDs 
 
The small magnitude of the neuronal magnetic field necessitates very sensitive magnetic 
field sensors. The sensors employed for this purpose comprise superconducting coils and 
SQUIDs. The superconducting coils facilitate flux transfer from the scalp surface to the 
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SQUIDs which are located above the head. The coils will be discussed below. Here we focus 
on the operation of the SQUID sensor.  
 
 
 
Figure 4-9: A schematic illustration of the SQUID. The changing magnetic field is 
transmitted from the input coil to the SQUID loop and the voltage across the loop is 
measured as the output signals.  
 
At temperatures approaching absolute zero, certain materials undergo a transition to what is 
known as a superconducting state, losing resistance to the flow of electrical current. This 
transition from normal to superconducting behaviour takes place at the transition temperature 
(Tc), usually about 5K. The superconducting property allows small changes in magnetic flux 
to cause significant changes in the amount of current flow. The SQUID consists of a loop of 
superconducting wire interrupted by layers of normal, resistive materials, forming Josephson 
junctions (Figure 4-9). For currents less than the critical current (Ic), this loop acts as a 
Input
coil
SQUID loop
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junctions
Output
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superconductor, because electrons can ³tunnel´ through thin resistive segments without loss 
of energy [17]. If the level of current in the ring is kept just below Ic, a small change in the 
magnetic field can cause the currents to exceed the Ic, resulting in a significant voltage drop 
across the Josephson junction. In this way, the SQUID acts as a high-gain current-to-voltage 
converter. It is sensitive only to changing magnetic field (e.g. neuronal magnetic activity), 
not to the steady magnetic field (e.g. Earth¶s magnetic field).   
 
4.3.2 Noise reduction 
 
In a laboratory environment, the interference magnetic noise level is several orders of 
magnetic higher than the signal to be measured. The reduction of environmental magnetic 
interference is therefore very important. In the CTF MEG system, the noise is reduced to an 
acceptable level by the combined action of 3 additive methods: hard wired first order 
gradiometer, passive magnetic shielding and synthesized higher order gradiometers. 
 
4.3.2.1 Hard wired gradiometer 
 
In a first-order axial gradiometer, an oppositely wound coaxial coil is connected in series 
with the pickup coil. This arrangement is insensitive to a homogeneous magnetic field which 
imposes an opposite net flux through the lower (pickup) and the upper (compensation) coils. 
The first-order gradiometer is thus effective in measuring inhomogeneous magnetic fields 
produced by nearby signal sources, whereas the field from a distant noise source is cancelled. 
If the distance (baseline) between the two coils is about 4-5 cm, when the detector is placed 
at the head surface, the output of the gradiometer mostly reflects the magnetic field of nearby 
neuronal sources and the influences of environmental noise are highly suppressed [18]. This 
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is shown schematically in Figure 4-10. In the 275-channnel CTF MEG system, the sensors 
are first-order axial gradiometers, with diameter = 1.8cm and baseline = 5cm [19].  
 
 
 
Figure 4-10: Schematic of the first order gradiometer. As only the differences between 
magnetic field between the lower coil at r1 and upper coil at r2 are measured, the 
contribution of distal sources of magnetic interference and static fields is eliminated.  
 
4.3.2.2 Passive magnetic shielding  
 
The most straightforward and reliable way of reducing the effect of external magnetic fields 
is to perform the measurement inside a magnetically shielded room. The room is built of 
high magnetic permeability materials, such as ȝ-metal (an alloy consisting mostly of nickel 
and iron). It is mounted on an aluminium plate that serves as an eddy-current and 
radiofrequency shield. When external magnetic flux impinges on the room, it takes the path 
of greatest permeability through the walls around the room and away from the MEG system 
which is located inside. Practical shielded rooms employ multiple shells to increase the 
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shielding effect [20]. The noise recordings of the environmental magnetic field with the door 
of shielded room open and closed are shown in Figure 4-11. 
 
4.3.2.3 Synthetic gradiometer 
 
As discussed in Section 4.3.2.1, compensation of the external interference field through 
using gradiometers is a practical technique in conjunction with shielded rooms to reduce 
environmental magnetic interference. In the CTF system, the interference is further reduced 
by the use of a novel synthetic gradiometer system, which is an electronic noise cancellation 
method applied to the measured signal. This system uses some reference sensors, located 
distal to the main MEG array, to measure the magnetic field. These reference channels are 
insensitive to brain signals, since they are located far away from the head, but assuming 
noise generators are sufficiently far away, they are sensitive to the same environmental noise 
as the main array. By compensating the interference using the signals from the reference 
channels, noise in the resulting corrected signal is reduced. In practice, the result is combined 
with information from several reference sensors in order to allow a higher order gradiometer 
and better noise cancellation [21]. Noise spectrum with and without the 3rd order Synthetic 
gradiometer are shown in Figure 4-11. 
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Figure 4-11: Noise spectra plotted on log-log scales from the MEG system acquired with the 
door of the magnetic shielded room open [A] and closed [B,C].  Third order synthetic 
gradiometer correction is applied in [C] to further reduce the noise. 
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4.3.3 Co-registration 
 
When studying human brain activity using MEG, a structural image of the brain is often used 
to construct a model of the head for source localization and for visualization of the active 
area.  In our case, the structural data are obtained using a T1-weighted Gradient Echo 
MPRAGE sequence at 3T. Co-registration is required to convert the brain anatomy and the 
geometry of the MEG system into a single co-ordinate frame. Co-registration is based on a 
set of anatomical landmarks (fiducial points) and surface-matching.   
 
 
 
Figure 4-12: The Polhemus FASTRAK 3D digitizer. The large transmitter box is usually 
placed directly behind the subject¶s head. The small reference sensor is held firmly on the 
head. 
 
In the experiments discussed in this thesis, fiducial makers comprising a set of small 
localization coils have been used to localize the head inside the MEG helmet. These coils are 
attached to the head at nasion, left preauricular (LPA) and right preauricular (RPA) using 
adhesive tape. The coil locations are determined by the MEG system before and after each 
recording session and the final position used for the co-registration procedure is obtained 
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from the average of these measurements. The coil locations with respect to the VXEMHFW¶s head 
shape are also determined using a Polhemus FASTRAK 3D digitizer (Figure 4-12).   A 
reference sensor is held on the subject¶s mastoid bone and the location of the tip of a 3D 
stylus is measured with respect to the location of the reference sensor. In this way, a 3D set 
of surface points representing the head shape is produced. The coordinate system is based on 
the 3 fiducial markers and is shown in Figure 4-13.  The shape of the head, nose, eye sockets 
and the position of the three fiducial coils are recorded. Usually more than 300 points across 
the head surface are required to obtain a good co-registration. The fiducial points are 
checked after the measurement to ensure that the reference sensor has not moved. These 
surface points are then co-registered with the segmented scalp surface from the MRI data. 
This surface matching is achieved by minimising the squared Euclidean distance between the 
two surfaces. In this way, the locations of the three fiducial points with respect to the MRI 
image can be found. Further, the location of the MEG sensors with respect to the fiducial 
points is also known. All of the relevant geometrical information including the brain 
anatomy, fiducial points, and MEG sensors is then placed in a single co-ordinate system, 
usually chosen to be that shown in  Figure 4-13 [22-23]. 
 
Figure 4-13: The head coordinate system and three fiducial points.  
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4.4 Forward and inverse problems 
 
In MEG the spatiotemporal behaviour of electrodynamic sources inside the brain is sought. 
To achieve this, two problems, termed the forward and inverse problem, must be solved.  
 
The forward problem states: Given a known current in the head can we compute the 
distribution of magnetic field outside the head? This is a well posed physics problem and can 
be solved using the Biot-Savart Law. 
 
The inverse problem states: Given a known magnetic field distribution outside the head can 
we compute the underlying current distribution? This is a physically ill posed problem since 
field cancellation means that an infinite number of current distributions could generate a 
single magnetic field pattern.  
 
4.4.1 Forward problem 
 
In the experiments in this thesis, a spherically symmetric conductor model is applied and the 
magnetic field B outside the source space is calculated using a quasi-static approximation 
(the time derivative of electric field is negligible compared to the Ohmic term) as:   
0
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where Q is a current dipole located at rQ and the magnetic field is calculated at r. F =  a (ra + 
r2  - rQ ·  r ), ׏F = ( r-1a2 + a-1 a·r + 2a + 2r) r - ( a + 2 r + a-1 a·r) rQ,  a = r - r Q,  a = |a|  and 
r =|r|. More details about this equation can be referred to Sarvas¶ study [24]. This model 
assumes a current dipole mode of brain electrical effects. For a more realistic head geometry, 
a sensor weighted overlapping sphere model is used based on Equation[4-1]. Then, the head 
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is more realistically modelled as a set of overlapping spheres, rather than a single sphere [25-
26].  
 
Based on the forward models, the ³lead-field´, which is also referred to as the ³forward 
field´, is calculated. The lead-field is the responses of each sensor to a source of unit 
amplitude with a particular location and orientation in the head. Lead-fields are key factors 
for the MEG inverse method.   
 
4.4.2 Inverse problem 
 
The ability to compute the distribution of currents in the brain that underlies the observed 
extracranial magnetic fields will determine the ultimate usefulness of MEG. This is known 
as the inverse problem. It was shown by Helmholtz in 1853 that a current distribution inside 
a conductor cannot be retrieved uniquely from knowledge of the magnetic field outside [27]. 
Because of field cancellation, there are primary current distributions that are magnetically 
silent.  However, under some assumptions and limitations, the inverse problem can be solved.   
 
Let b(t) be an M×1 column vector which contains the data from M MEG sensors at a given 
instant in time t. The source vector S(r,t) represents source strength at location r and time t 
with orientation optimized to maximize the source power. The contribution of a source 
located at r to each sensor bm(t) could be calculated based on the lead-field. Then the 
sensitivity of the whole sensor array for this source could be represented as a vector L(r), 
which is called the lead-field vector. The lead-field vector defines a projection from current 
sources at discrete locations in the brain to field measurements at discrete recording sites 
above the scalp. By using this lead-field vector, we can calculate the theoretical response of 
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any sensor array b(t) to the sources inside the head and the magnetic field vector is given by 
the sum over all sources in the brain volume thus: 
 
( ) ( ) ( , ) ( )t t dv t: ³b L r S r n   [4-2] 
 
In this equation, dv is the volume element and the integral is performed over the whole 
source volume ȍ. n(t) is the instrumental noise vector added to the integral.   The target of 
all inverse solutions is to find the source vectors, S, from the measured b(t).  
 
The inverse problem is essentially a modelling problem. The oldest and simplest model to 
solve the inverse problem is the Equivalent Current Dipole (ECD) model. It assumes current 
dipoles are placed at some location inside the brain. A forward solution is used to compute 
the field from a dipole in the brain at some arbitrary location and with some orientation. The 
result from this model is compared with the real magnetic field measured. We can change 
the dipole location until the error between the model and the measurement is minimised and 
this gives the information on the spatial location and orientation of a current source. The 
major assumption in this model is that the number of sources of activation is small, making 
this model more realistic for shorter time windows. Typically time windows of about 10ms 
are used and there are only one or two dipoles assumed to be active in each block. The 
mathematical expression for solving inverse problems using the ECD model is: 
 
,
min 
QQ
rQ r
b L Q            [4-3] 
Where b is the measured magnetic field and the field from a dipole Q at location rQ can be 
modelled and given by mmodel= QrL Q .  
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4.4.3 Beamforming Methods 
 
One method that does not make any assumption about the number of active sources is the 
MEG beamformer. Beamforming is a spatial filtering method for localizing sources of brain 
electrical activity from surface recordings.  The electrical activity at any one location in the 
brain is estimated as a weighted sum of the data recorded at the MEG sensors. The weights 
are chosen to minimise the filter output power, subject to a linear constraint. The linear 
constraint forces the filter to pass brain electrical activity from the specified location, whilst 
the power minimisation attenuates activity originating at all other locations. Sequential 
application will generate brain activation images. This method does not require any prior 
assumption about the sources because it explores the covariance of the source electrical 
activity at all brain locations [28-29].  
 
Mathematically, the equation describing the relationship between the estimated source vector 
S(r,t) and the measured vector  b(t) is: 
( , ) ( ) ( )Tt t S r W r b
         [4-4] 
 
where W(r) is the weight vector. The covariance matrix C is an M×M matrix and the 
element on the ith column of jth row contains the covariance measured between signal 
recorded at ith and jth sensors.  The covariance matrix can be written as 
 
( ) ( )TE t tª º ¬ ¼C b b    [4-5] 
where E donates the expectation value. The electrical source power of the spatial filter at this 
site is: 
2( , ) ( ) ( ) ( ) ( )T Tt t t S r W r b b W r
        [4-6] 
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Figure 4-14: Illustration of the beamformer method. The estimated source vector is 
calculated by weighting signals from all the 275 sensors (bn) with corresponding weights 
(Wn).   
 
The weighted sum of sensor measurements described in Equation [4-4] is common to all 
inverse algorithms. What is different about the beamformer is the way in which weights are 
derived. Ideally the spatial filter is defined as:  
 
0
0
0
1( ) ( )
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T  ­ ® z¯
r r
W r L r
r r
       [4-7] 
The weights obtained with this constraint pass a signal from the location of interest, but 
suppress the signal from all other locations. Hence this perfect spatial filter is selectively 
sensitive to the source from the site of interest. However, in reality, it is impossible to null all 
signals from all other locations. Instead we aim to compute a weight matrix which minimises 
the output power S(r,t)2 but with the linear constraint WT(r)L(r)=1. This minimises the 
contribution to estimated current vectors from other sites. Mathematically we formulate the 
beamformer problem as:  
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   subjected to ( ) ( ) 1T  W r L r      [4-8] 
The solution to this equation is [28]: 
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Here L(r) is the lead-field, C is the covariance matrix. Ȉ is the noise covariance matrix, 
which assumes the sensor noise as an independent zero-mean Gaussian random quantity, and 
ȝ is the regularization parameter which will be further discussed later.  Using the weight 
vectors from Equation[4-9], the estimated power of each location can be found using a voxel 
by voxel calculation: 
2( , ) ( ) ( )Tt  S r W r CW r       [4-10] 
The contribution of sensor noise to the power of beamformer output is: 
 
2( ) ( ) ( )TV  r W r ȈW r
     [4-11] 
In source mapping, the ratio of source power to noise is a better measurement of source 
distribution than the source power alone and statistical mapping is usually based on [30]: 
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     [4-12] 
This accounts for the inhomogeneous noise distribution observed across source space. By 
mapping the pseudo-Z statistical parameter, baseline activity is imaged. However, source 
activity related to performance of task is of more interest. To measure such task related 
change, the output power measured in an ³active time window´ is compared to the power 
from ³control time window´ using a pseudo-T statistical method. Mathematically: 
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4.5  MEG analysis using beamformer  
 
The solution to the minimisation of variance with a unit gain constraint in Equation [4-8] is 
the fundamental equation describing the beamformer. As the SNR at the sensor level is 
determined by the hardware of MEG system, the noise matrix mainly relies on the system 
itself. However, the covariance matrix, lead-field vector and regularization can be modified 
by experimental design and post-processing steps. Here we will discuss how they influence 
the beamformer and how to optimize them in order to achieve maximum accuracy.  
 
4.5.1 Covariance matrix  
 
The covariance matrix, which is constructed from recorded data, plays the most important 
role in beamforming. The accuracy of covariance estimation influences the errors of 
beamformer source localization significantly.  In experiments, the contribution of the effects 
of interest to the covariance matrix should be maximized, given the limitation of other 
parameters (i.e. hardware, scanning time etc).  The accuracy of covariance estimation 
depends on the amount of effective data used in the construction of covariance matrix. Both 
the signal bandwidth and the total duration of timecourses play a key role in the amount of 
data. The covariance matrix error is defined as: 
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0ǻC = C-C          [4-14] 
Where C is the data-derived covariance matrix and C0 is the analytically derived covariance 
matrix calculated using a single dipole source model.  The Frobenius norm of the covariance 
matrix error ǻC is given by [31]:  
2
M M
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i j
C '¦¦ǻC      [4-15] 
Where M is the number of channel and ǻCij represent the elements of data covariance matrix. 
In the limit M>>1, it can be shown that  
  
2
cov
2 1
2F
SNRM
T BW
Q  ǻC         [4-16] 
Where ȣ is the standard deviation of Gaussian distributed noise and is equal in all channels.  
SNR is the the root mean square (r.m.s.) average of the signal power across all sensors 
divided by average r.m.s. noise power per sensor, Tcov is the duration of the recorded data 
that is used to construct the covariance estimate and BW is the bandwidth. In this equation, a 
simple and intuitive relationship between Tcov, BW and Frobenius norm, of the covariance 
matrix error was derived showing covariance error and integration window are related.  
 
Initially, the bandwidth is limited by the sampling rate of data recording. The sampling rate 
used in this thesis is 600Hz. It means the theoretical bandwidth of the data is 300Hz, ranging 
from 0-300Hz, according to the Nyquist sampling theorem. However, an anti-aliasing filter 
of 0-150Hz is applied using a hardware filter for overcompensating. So the data collected for 
post-processing only has a bandwidth of 150Hz.  However, the bandwidth will be further 
reduced since in most cases we are interested in a particular band of interest (alpha band, 
beta band, etc.) or a particular time window of interest, usually BW and Tcov are reduced. For 
example, if we only focus on the evoked response which lasts 200ms after the onset of 
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stimulus, even if trials last several seconds, we can only use the first 200ms for an active 
time widow as this small window contains the signal of interest. Adding further noise to the 
active window by increasing BW or Tcov will decrease the SNR and thus influence the 
accuracy of the covariance matrix. It is also noteworthy that a 200ms time window means a 
5Hz high-pass filter is applied which reduces the bandwidth to 145Hz, ranging from 5-
150Hz.  
 
As a second example take a case where a neural electrical signal within a particular 
frequency band is of interest. Take the beta band for example; a 13-30Hz band pass filter is 
applied on the data. If the duration time of contrast windows remains the same, the 
bandwidth of data used in covariance matrix is reduced from 150Hz to 17Hz. The Frobenius 
norm of covariance matrix error ŒǻCŒ will increase by 150 /17 . 
 
As shown in Equation[4-16], the ŒǻCŒ of beamformer is inversely correlated to both the 
square root of bandwidth and square root of total duration. In order to minimise the error, we 
need to optimize the parameters for experimental design and post processing. As the duration 
of a particular neural event is finite, the experiment should contain as many trials as possible. 
The resting time in each trial should be short, but still long enough to the let the brain 
activity return to baseline. Active and control windows should also be equal in duration. 
Frequency windows should be large enough to capture the signal of interest whilst minimise 
contributions from all other bands.  
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4.5.2 Lead-field 
 
The lead-field is another key factor in beamforming. The accuracy of a lead-field has been 
proved to influence beamformer localization significantly. Increasing error in the lead-field 
results in a rapid decrease of the estimated output power from a spatial filter and a large 
localization error. 
 
The lead-field can be computed in different ways. One of the most widely used models is the 
current dipole model. This assumes that each voxel within source space contains a single 
current dipole with a single orientation and this dipole is small enough to be considered as a 
point dipole. The cortical field change is then calculated using the forward equations in 
Section 4.4.1. This dipole model breaks down when the source volume is relative large. The 
low-frequency oscillations of interest in this thesis happen in a large area in the cortex. 
However, as they are uncorrelated sources and can be calculated as single point dipoles, the 
single equivalent point dipole model successfully predicts these sources and the lead-field 
can be calculated correctly.  
 
4.5.3 Regularization  
 
 
In beamformer analysis, the inverse covariance matrix needs to be computed. However the 
measured covariance matrix may be singular or badly conditioned.   If the covariance matrix 
C is close to a singular matrix, calculation of C-1 will be unstable. This situation occurs for 
example if there are too few data samples to construct the covariance matrix, or the data have 
been averaged across trials. In these conditions, the covariance matrix requires regularization.   
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Regularization is introduced as a method to convert the covariance matrix to a well 
conditioned matrix. The simplest regularization, as shown in Equation[4-9], involves adding 
the same number to every element in the leading diagonal of the covariance matrix. The Ȉ, 
which is the noise covariance matrix, is controlled by the regularization parameter ȝ.   The 
parameter ȝ adjusts the tradeoff between the full-width half-maximum (FWHM) of the point 
spread function for beamformer image and the magnitude of uncorrelated noise in the 
timecourse. When ȝ=0, no regularization is applied. With the increase of ȝ, larger weights 
are clustered together in the neighbouring channels. The clustered weights lead to average of 
similar signals across a number of channels and improve the SNR.  When a large ȝ is applied, 
since Œ ȝ ȈŒ>> ŒCŒ, the Equation[4-9] reduces to: 
 
( )
( ) ( )
T
T L rW L r L r     [4-17] 
This means the beamformer-derived weights become closer to the lead-field with a larger ȝ. 
In this case, the spatial filter output will have a better SNR but the spatial resolution is 
reduced. In practice, regularization therefore adjusts the trade off between high temporal 
SNR and high spatial resolution. The beamformer images and time-courses of beta ERD 
with different regularization parameters are shown in Figure 4-15. The regularization 
parameter used in this thesis is 2 based on previous studies [31-32] . 
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Figure 4-15: SAM beamformer images (left) and virtue sensor timecourses of amplitude 
changes (right) of  beta ERD with regularization parameters (ȝ) of 0,2,10 and 100.   [31] 
 
 
 
 
 
 
 
 
 
106 
 
4.6 References 
 
[1] Baule, G. and McFee, R., Detection of the magnetic field of the heart. American 
Heart Journal, 1963. 66: p. 95-96. 
[2] Cohen, D., Magnetoencephalography: evidence of magnetic fields produced by 
alpha-rhythm currents. Science, 1968. 161(3843): p. 784-786. 
[3] Cohen, D., Edelsack, E.A. and Zimmerman, J.E., Magnetocardiograms taken inside 
a shielded room with a superconducting point contact magnetometer. Applied 
Physics Letters, 1970. 16(7): p. 278-280. 
[4] Huffman, K., Psychology in action. 5 edition. 1999: Wiley. 
[5] Swinney, K.R. and Wikswo Jr, J.P., A calculation of the magnetic field of a nerve 
action potential. Biophysical Journal, 1980. 32(2): p. 719-731. 
[6] Brooks, M.J., Functional Imaging An Introduction to Magnetoencephalography 
(MEG). in Lecture given at University of Nottingham,. 2008. 
[7] Lorente de No, R., Analysis of the distribution of action currents of nerve in volume 
conductors. Stud Rockefeller Inst Med Res, 1947. 132: p. 384-482. 
[8] Wikswo, J.P., Cellular action currents, in Biomagnetism, An Interdisciplinary 
Approach, S.J. Williamson, G.L. Romani, L. Kaufman, and I. Modena, Editors. 1983, 
Plenum: p. 173-207. 
[9] Lorente De, N.R., Action potential of the motoneurons of the hypoglossus nucleus. 
Journal of Cellular and Comparative Physiology, 1947. 29(3): p. 207-287. 
[10] Niedermeyer, E. and Da Silva, F.H.L., Electroencephalography: basic principles, 
clinical applications, and related fields. 2005: Lippincott Williams & Wilkins. 
[11] Cohen, D. and Hosaka, H., Magnetic field produced by a current dipole. Journal of 
Electrocardiology, 1976. 9(4): p. 409-417. 
[12] Berger, H., Uber das elektrenkephalogramm des menschen. Archiv für Psychiatrie 
und Nervenkrankheiten, 1929. 87: p. 527-570. 
[13] Caton, R., The electric currents of the brain. British Medical Journal, 1875. 2(1): p. 
278. 
[14] Plotkin, W.B., On the self-regulation of the occipital alpha rhythm: Control 
strategies, states of consciousness, and the role of physiological feedback. Journal of 
Experimental Psychology: General, 1976. 105(1): p. 66-99. 
[15] Steriade, M., Contreras, D., Amzica, F. and Timofeev, I., Synchronization of fast (30-
40 Hz) spontaneous oscillations in intrathalamic and thalamocortical networks. The 
Journal of neuroscience, 1996. 16(8): p. 2788-2808. 
[16] Vrba, J., Robinson, S.E. and Fife, A.A., Toward Noise-Immune 
Magnetoencephalography Instrumentation, in Magnetic Source Imaging of the 
Human Brain, Z.-L. Lu. and L. Kaufman, Editors. 2003, Routledge: p. 203-216. 
[17] Josephson, B.D., Possible new effects in superconductive tunnelling. Physics Letters, 
1962. 1: p. 251-253. 
[18] Vrba, J., Fife, A.A., Burbank, M.B., Weinberg, H. and Brickett, P.A., Spatial 
discrimination in SQUID gradiometers and 3rd order gradiometer performance. 
Canadian Journal of Physics, 1982. 60(7): p. 1060-1073. 
[19] CTF MEG Hardware Manuals, Operation and Technical Reference. , in Technical 
Description. 2006. p. 17. 
[20] Erne, S.N., Hahlbohm, H.D., Scheer, H. and Trontelj, Z., The Berlin magnetically 
shielded room (BMSR), Section B: Performances, in Biomagnetism. 1981, Walter de 
Gruyter. 
[21] Vrba, J. and Robinson, S.E., Signal processing in magnetoencephalography. 
Methods, 2001. 25(2): p. 249-271. 
107 
 
[22] Adjamian, P., Barnes, G.R., Hillebrand, A., Holliday, I.E., Singh, K.D., Furlong, P.L., 
Harrington, E., Barclay, C.W. and Route, P.J.G., Co-registration of 
magnetoencephalography with magnetic resonance imaging using bite-bar-based 
fiducials and surface-matching. Clinical Neurophysiology, 2004. 115(3): p. 691-698. 
[23] Munck, J.C., Verbunt, J.P.A., Ent, D. and Dijk, B.W.V., The use of an MEG device 
as 3D digitizer and motion monitoring system. Physics in Medicine and Biology, 
2001. 46: p. 2041-2052. 
[24] Sarvas, J., Basic mathematical and electromagnetic concepts of the biomagnetic 
inverse problem. Physics in Medicine and Biology, 1987. 32: p. 11-22. 
[25] Huang, M.X., Mosher, J.C. and Leahy, R.M., A sensor-weighted overlapping-sphere 
head model and exhaustive head model comparison for MEG. Physics in Medicine 
and Biology, 1999. 44: p. 423-440. 
[26] Miller, C.E. and Henriquez, C.S., Finite element analysis of bioelectric phenomena. 
Critical reviews in biomedical engineering, 1990. 18(3): p. 207-233. 
[27] Von Helmholtz, H.L.F., Some laws concerning the distribution of electrical currents 
in conductors. Annalen der Physik, 1853. 89(6): p. 211-233. 
[28] Van Veen, B.D., Van Drongelen, W., Yuchtman, M., and Suzuki, A., Localization of 
Brain Electrical Activity via Linearly Constrained Minimum Variance Spatial 
Filtering. IEEE Transaction on Biomedical Engineering, 1997. 44(9): p. 867-880. 
[29] Brookes, M.J., Gibson, A.M., Hall, S.D., Furlong, P.L., Barnes, G.R., Hillebrand, A., 
Singh, K.D., Holliday, I.E., Francis, S.T. and Morris, P.G., GLM-beamformer method 
demonstrates stationary field, alpha ERD and gamma ERS co-localisation with fMRI 
BOLD response in visual cortex. Neuroimage, 2005. 26(1): p. 302-308. 
[30] Robinson, S.E. and Vrba, J., Functional neuroimaging by synthetic aperture 
magnetometry (SAM), in Recent advances in biomagnetism, Y. T., K. M., K. S., K. H., 
and N. N., Editors. 1999, Tohoku University Press: p. 302-305. 
[31] Brookes, M.J., Vrba, J., Robinson, S.E., Stevenson, C.M., Peters, A.M., Barnes, G.R., 
Hillebrand, A. and Morris, P.G., Optimising experimental design for MEG 
beamformer imaging. Neuroimage, 2008. 39(4): p. 1788-1802. 
[32] Stevenson, C.M., Brookes, M.J. and Morris, P.G., £ϋBand correlates of the fMRI 
BOLD response. Human Brain Mapping, 2011. 32(2): p. 182-197. 
 
108 
 
Chapter 5   
Somatosensory system 
 
Overview: In this chapter, the basic principles of the somatosensory system are introduced. 
Firstly, in Section 5.1, the anatomical and functional organization of the somatosensory 
system, including the pathways, somatosensory cortex and thalamus are described. Secondly, 
in Section 5.2, evoked responses and induced oscillations in the somatosensory cortex are 
discussed. In Section 5.3, the functional connectivity within the thalamo-cortical loop and 
the Cortical Activation Model (CAM), which is used to interpret the relation between event-
related oscillations and cortical activation state, are discussed.  Finally, Section 5.5 describes 
somatosensory fMRI. 
 
5.1 Introduction 
 
5.1.1 The somatosensory pathway 
 
The somatosensory system is a part of the nervous system responsible for receiving and 
processing sensory information such as touch, pain, body position and temperature. It is 
composed of huge numbers of neurons organized in a hierarchical system. The groups of 
neurons at higher levels receive information from lower levels and enhance the important 
information whilst discarding irrelevant information. To illustrate the organization of the 
somatosensory system, the well studied sensory modality of touch is taken as an example. 
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This is also the relevant system for processing median nerve stimuli as used in the work 
described in this thesis.  
 
Figure 5-1: The somatosensory ascending pathways for the upper body. Tactile sensation 
and limb proprioception are transmitted to the thalamus by the dorsal column-medial 
lemniscal system (red). Painful and thermal sensations are transmitted to the thalamus by 
the anterolateral system (blue). The picture is from [1]. 
Somatosensory
cortex
Mechanosensory  
afferent fibre  
Pain and temperature   
afferent fibre
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The somatosensory pathway is illustrated in Figure 5-1. Touch activates the 
mechanoreceptors within the skin of the trunk and limbs. Through sensory nerves, the 
information enters the spinal cord. The spinal cord is the main pathway for information flow 
and connects the brain and body. It is located in the bony spinal column, named the vertebral 
column, protected by several layers of membranes and composed of central core region of 
gray matter and surrounding region of white matter. Although all the sensory stimuli enter 
the spinal cord within the dorsal root of gray matter together, they are transmitted to brain 
via separated pathways. The axons of sensory neurons in the dorsal horn form fibres and 
ascend to the brain. In the medulla oblongata, which is the lower part of the brain stem, the 
fibres from the upper body run in the cuneate funiculus and terminate in the ipsilateral 
cuneate nucleus. The fibres from the lower body run in the gracile funiculus and terminate in 
the ipsilateral gracile nucleus. The axons from the cuneate and gracile nuclei then cross to 
the contralateral side of the brain, forming the sensory decussation. The fibres after this 
decussation keep ascending along the central core of the brainstem, forming the medial 
lemniscus. The medial lemniscus is part of the posterior column-medial lemniscus system 
and terminates in the thalamus. The thalamus receives sensory fibres and in turn sends nerve 
fibres to the cerebral cortex. The final stages of processing take place in the neocortex of the 
cerebral cortex, forming sensory perceptions and contributing to cognition. 
 
5.1.2 Somatosensory cortex 
 
The somatosensory cortex contains multiple areas as illustrated in Figure 5-2. 
Somatosensory information coming from the thalamus is firstly transmitted to the primary 
somatosensory cortex (SI), and then projected to other parts of the cortex for higher order 
processing.  Somatosensory stimuli from all parts of the body have been found to be 
represented in the cortex somatotopically, forming a somatosensory map. Although each part 
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of the whole body is represented in its corresponding area in the cortex, the extent is not in 
proportion to the size of the body part represented. Rather, it is determined by the degree of 
innervation. The area of cortex devoted to the fingers, which have dense receptors and highly 
discriminative feelings, is larger than the area for the arms and legs. The neurons in the 
somatosensory cortex are functionally organized into columns of similar size, about 300-
600ȝm wide and spanning all the six layers from the white matter to the surface of neocortex. 
This neural map was first obtained by applying stimuli to the surface of the postcentral gyrus 
during surgery. More accurate maps were later obtained by recording the evoked potentials 
from the cortex [2]. The SI can be further divided into Brodmann areas 1, 2, 3a and 3b. 
There are actually four fairly complete maps in SI, one in each of these areas. These four 
areas represent different types of information and play different roles in sensory signal 
processing.   
 
Figure 5-2: Lateral view of the cerebral hemisphere illustrating the location of the 
somatosensory cortex including the primary (SI) and secondary (SII) somatosensory cortices 
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and the posterior parietal cortex (PPC) [A]. A section shows the four distinct regions of SI 
(Brodmann's areas 3a, 3b, 1, and 2) and their spatial relationship to area 4 of the motor 
cortex and areas 5 and 7 of the posterior parietal cortex [B].  The relationship between SI 
and SII is illustrated in a coronal section through the cortex. SII cortex lies lateral to S-I, 
and extends laterally to the insular cortex, forming the superior bank of the lateral sulcus 
[C]. This picture is modified from [3]. 
 
The somatosensory information from skin terminates primarily in Brodmann area 3b. The 
receptive field of a single neuron in area 3b represents the composition of input from about 
300-400 mechanoreceptors in the skin. Proprioceptive information from receptors in muscles 
and joints terminates in Brodmann area 3a. Neurons in areas 3a and 3b project to areas 1 and 
2. Touch information is further processed in area 1 and combined with proprioceptive 
information from area 3a in area 2. Neurons in areas 1 and 2 are concerned with more 
abstract properties of incoming stimuli. There are some orientation and direction sensitive 
neurons in area 2, which play a rather important role in reconstruction of the shape of objects. 
Direct responses in areas 3a and 3b occur about 20ms after the application of stimulus. The 
more posterior activities in areas 1 and 2 have longer latencies of 30-100ms.  
 
The somatosensory information from touch stimuli in SI is projected to adjacent areas and to 
the secondary somatosensory cortex (SII). The posterior parietal cortex (PPC), which is in 
Broadmann areas 5 and 7, is often referred to as the somatosensory association cortex. 
Unlike the areas of SI, these areas are organized functionally instead of topographically. 
Area 5 plays an important role in sensory guidance of movement. Area 7, which also 
receives input from the visual cortex, participates in the eye-hand coordination. Neurons 
from SI also project to motor areas (Broadmann area 4), SII and to premotor areas 
(Broadmann area 6).  
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5.1.3 Thalamus 
 
The thalamus is the largest structure in the dorsal part of the diencephalon. It is located 
between the mesencephalon and the telencephalon, on the top of the brainstem, and plays an 
import role in information transmitting and processing. Anatomically, it is subdivided by 
bands of white matter into several component parts. The main white matter band that runs 
within the thalamus is the internal medullary lamina, which is Y shaped and divides the 
thalamus into a lateral mass, a medial mass, and an anterior group of nuclei in each half. 
Nowadays, more than 50 nuclei have been identified in the thalamus and are classified as 
specific relay nuclei, non-specific nuclei and associate nuclei. The major subdivisions of the 
thalamus are illustrated in Figure 5-3. 
 
Figure 5-3: The major subdivisions of the thalamus. The thalamus is the critical relay for the 
flow of sensory information to the neocortex. Somatosensory information from the dorsal 
root ganglia reaches the ventral posterior lateral nucleus, which relays it to the primary 
somatosensory cortex [4].  
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 Neurons in specific relay nuclei have axons that project to specific areas of the neocortex, 
travelling in the internal capsule. Sensory ascending information and motor modulation is 
carried out through these nuclei. The ventral posterolateral lateral (VPL) nucleus located in 
the lateral mass of the thalamus receives tactile information of touch from the medial 
lemniscus and projects it to the primary somatosensory cortex. The associate nuclei have 
axons connecting broad areas of the cortex, participating in cognitive and attention tasks. 
The non-specific nuclei, especially the reticular nucleus (RN), which forms the outer shell of 
the thalamus, do not project to the neocortex directly. However, the RN has multiple 
connections between other nuclei in the thalamus. It receives inputs from the fibres of other 
nuclei which project to the neocortex via collaterals of axons when they exit the thalamus 
thought the RN. The neurons within this nucleus project back to the nuclei within the 
thalamus such as the VPL, modulating the cortical-thalamical interactions. This feedback 
loop is included in the non-specific thalamo-cortical projection system. This system plays a 
rather important role in both spontaneous and event-related brain rhythms. Most of the 
neurons in the specific relay nuclei make use of excitatory transmitters, which activate the 
corresponding neocortex. In contrast, the RN is mainly composed of neurons utilizing the 
inhibitory transmitter Ȗ-aminobutyric acid (GABA). 
 
 
5.2 Somatosensory neuroelectrical activity 
 
5.2.1 Somatosensory evoked magnetic field 
 
Somatosensory evoked magnetic fields (SEFs), obtained from averaged MEG data following 
somatosensory stimulation, were first reported around 1980 [5-6]. As stated in Chapter 4, 
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MEG detects only a specific orientation of brain currents tangential to the scalp. Therefore 
neuroelectrical activity in Brodmann areas 3b and 2 of SI (which are located on the posterior 
bank of the central sulcus and the anterior bank of the intraparietal sulcus) and area 4 of MI 
(which is located on the anterior bank of the central sulcus) is easily detected, but activity in 
areas 1 and 3a (which are located on the crown and the bottom of the postcentral gyrus) is 
not (Figure 5-2).  
 
The SEFs following somatosensory stimulation include a number of responses with different 
latencies. The short-latency effects are mainly restricted in contralateral SI. The equivalent 
current dipoles (ECDs) of P20m, N35m (also referred to as N30m) effects are localized in 
the hand area of area 3b. The P25m effect with a smaller amplitude is found in area 1 [7]. 
The mid-latency effects are found in large cortical areas including SI, SII, PPC and MI. The 
P100m effect is mainly localized in cSI, the N60m is localized in bilateral PPC and P90m is 
localized in bilateral SII [8].  The long-latency effects such as N160m and P300m are more 
complex and usually found in widespread areas as they are associated with attention and 
cognitive functions [9-10].  The mean onset latencies of cortical activity in Brodmann areas 
3b 4, 1, 5 and SII are 14.4, 14.5, 18.0, 22.4 and 21.7ms respectively [11]. The differences of 
onset latency among these activations indicate the serial mode of sensory information 
processing both through the postcentral gyrus and through SI and SII. SEFs following 
sensory stimulation have been found to be markedly modified by active/passive movement 
and tactile stimulation, a phenomenon known as µgating¶ [12-13]. Specific gating effects of 
SEFs have been reported on short-latency responses such as N30m following median nerve 
stimulation. However, the mechanism and sites responsible for gating are still unclear. 
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5.2.2 Event-related oscillations 
 
The main oscillatory changes in SI occur in the beta band (13-30Hz). Following a short 
sensory stimulus, there is an immediate amplitude decrease in beta band power. This appears 
bilaterally in the primary somatosensory cortex. The peak latency of ERD is about 350ms in 
the contralateral cortex, with a delay of about 150ms in the ipsilateral cortex. Also, the 
amplitude of the decrease in the contralateral hemisphere is significantly larger. It has been 
reported that changes in the amplitude of the ERD are influenced by both repetition and 
intensity of the stimulus, but the peak latency is quite stable across different conditions [14]. 
Beta ERS occurs a short while after stimulus cessation with a latency of about 400ms [15-
16]. The latency of the ERS peak is at about 800ms [17]. The amplitude change is also 
similar in both hemispheres, but is larger when shorter intervals or higher intensity of stimuli 
is applied. Negative correlation of ERS between contralateral and ipsilateral SI has also been 
reported [18]. No influence of stimulation parameters on the latency of ERS in either 
hemispheres was found.  Both ERD and ERS effects are mainly localized in SI, but high-
frequency components of beta band ERS also covers the precentral gyrus primary motor 
cortex (MI) [19]. The ERD and ERS are also sometimes found in the area overlying the 
supplementary motor area (SMA) [20]. 
 
Unlike SI activity, which has been widely studied, there are few studies of oscillatory 
changes in SII. Although the SEFs in SII are well recorded, the ERD/ERS have not been 
localized until very recently.  The ERD has been observed in low frequency bands (~10Hz), 
but is less significant compared to that detected in SI [21]. An increase in phase locked 
correlation between beta band oscillations in SI and SII has been reported [22], but the non 
phase locked ERS has not yet been confirmed. There are many possible reasons why ERS 
has not yet been observed in SII. SII lies much deeper than SI, so the MEG beamformer, 
which enhances the superficial sources as stated in Chapter 4, is not ideal for localizing SII 
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peak points. Also, because of the complex folding of the frontal and parietal operculum, the 
fields and potentials from currents in SII cancel out. Another reason is that quite a lot of 
sources in SII have radial orientations, which are not detected by MEG [23]. 
 
 
Besides the low-frequency ERD/ERS, there are also some high-frequency components. High 
gamma band (70-90Hz) sychronization appears in contralateral SI and bilateral SII with a 
very short latency after median nerve stimulation [24]. In SI and MI, high gamma ERS has a 
much larger amplitude than that in SII and is quite focal, happening only in the contralateral 
hemisphere. In contrast to the widespread activation areas of beta ERD/ERS, the gamma 
ERS is localized at discrete points. The temporal latency of high gamma ERS is also shorter, 
corresponding more to the onset of the stimulus. Non-phase locked activity with a long 
latency is not found in this band [25].   
 
 
Based on these studies, models and hypotheses have been set up to explain the ERD and 
ERS. In the resting state, the thalamus and cortex are engaged in low-frequency background 
sychronization. It is hypothesized that the low-frequency thalamo-cortical sychronization 
acts as a low-pass filter for the high-frequency sensory signals, which appear when the 
stimulus is applied. A recent study has suggested that the wide-spread beta ERD plays a role 
in suppressing the low-pass filter and opening the channels for high-frequency signals [26]. 
This ERD facilitates the high frequency signals, which have better spatial and temporal 
specifications and higher selectivity, to participate in sensory and motor activity more 
efficiently. The beta ERS after the stimulus cessation suppresses the high frequency 
component quickly and helps to end the activity. This is considered as a gating theory. When 
the stimulus is given, beta ERD appears and exists for a short while to open some active 
neuronal pathways. During this time, the general somatosensory input is reduced by the 
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diffused ERD at low-frequency, which facilities the more focused high-frequency signals 
from somatosensory and motor systems during the reaction of the brain. The beta band 
oscillation then rebounds to block the high-frequency signals, terminating the reaction 
efficiently and inhibiting the cortex for a while [27]. The high gamma sychronization is also 
believed to play an important role in making functional connections between SI, SII and 
other neuronal populations in the somatosensory system.  A more detailed model will be 
introduced in the following subsection.  
 
 
 
5.3 Cortical Activation Model (CAM) 
 
5.3.1 Thalamo-cortical loop 
 
Based on the detailed electrophysiological investigations of visual alpha rhythms  and 
sensory motor mu rhythms [28], computational models have been built to demonstrate event 
related oscillations.  In these models, which are schematised in Figure 5-4, the ERD/ERS 
phenomenon is generated from two neuron populations that have functional interactions 
between each other. One of these populations is thalamo-cortical (TCR) neurons, which 
receive sensory, cortical and neuromodulatory input; the other is RN neurons, which receive 
cortical, neuromodulatory and external inhibitory/excitatory inputs.  
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Figure 5-4: The schematic diagram of the model of a thalamo-cortical module. It consists of 
two interconnected thalamic populations of thalamo-cortical relay (TCR) and reticular 
nucleus (RE) neurons, and cortical populations. [29] 
 
The TCR neurons, which receive sensory input from the medulla, form excitatory synapses 
on both the somatosensory cortex and the RN. The RN also forms inhibitory synapses on the 
TCR whilst the cortex usually forms excitatory synapses [30]. Hence feedback loops are 
formed between different neuron populations. It is usually assumed that alpha band 
desynchronization is correlated with the increase of neuronal excitatory state [31]. During 
desynchronization, the RN neurons are inhibited and the pathway from TCR to cortex is 
activated, enhancing the evoked responses and other focal activity (e.g. gamma rhythms) in 
the cortex During synchronization, the activation of the RN, which has negative feedback to 
TCR, inhibits the neuronal cortical pathways by causing hyperpolarisation on the post-
synaptic membranes, which is referred as inhibitory postsynaptic potential (IPSP). In this 
way, this idling state plays an active µgating¶ role, inhibiting the pathways during sensory 
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signal processing. The neuronal transmitter GABA, which mediates IPSP, modulates the 
input and feedback  in this neuronal network as well [29].  
 
 
5.3.2 Cortical activation curve 
 
Other studies concerning oscillations at different frequency bands, such as the gamma band, 
and different brain states, have demonstrated a contradictory relationship between ERD/ERS 
and the activation /deactivation of neuronal pathways to the model discussed above. A more 
general cortical activation model has, therefore, been applied to explain the ERD/ERS in 
different frequency bands and brain states.  In the thalamo-cortical model which was 
discussed above, a large number of neurons participate in the ERD/ERS activity. Changes in 
this large and wide-spread network usually result in low-frequency and high-amplitude 
oscillations. Feedback loops and neuronal connections which form networks within focal 
cortical areas also generate ERD/ERS, but this change is usually at high-frequency and of 
low-amplitude. This ERS usually correlates with the increase of excitatory neural networks.  
In order to build this general CAM, some factors are key to explain the relationship between 
ERD/ERS and neuronal excitatory states. Actually a simple general model was developed 
before the detailed model for alpha rhythms discussed above.  In 1973, Speckemans found 
that the amplitude of a special kind of neuronal response depended on the number of neurons 
which are not occupied in other activity [32]. The amount of unoccupied neurons available 
for oscillatory activities and the excitability level of neurons determine the amplitude of 
oscillations. With the increase of neuronal activity, the number of unoccupied neurons 
decreases whilst the amplitude of excitation increases.  A model based on these two 
parameters has been built [33]. As illustrated in Figure 5-5, the amplitude of oscillations 
forms a bell-shaped curve (CAM curve).   
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Figure 5-5: The relationship between CA, the excitability level of neurons, and the 
availability of neurons for synchronization [A]. The bell-shaped CAM curve represents the 
relationship between CA and the amplitude of oscillations [B].  At a certain baseline level of 
CA (working point A) an increase of CA results in an ERD [C] whereas a decrease of CA 
(inhibition) induces ERS [D]. [34] 
 
 
In the network which generates low-frequency rhythms, quite a large portion of neurons 
participate in the activity, which accounts for the high-amplitude and wide-spread nature 
found in different studies. The position of the neuronal network state on this bell-shaped 
CAM curve, which is called the working point (WP), is on the descending right side. An 
increase of cortical activation (CA) pulls the WP right, resulting in an ERD, whilst a 
decrease of CA results in an ERS. If the WP is on the rising left part of the CAM curve, the 
relationship between changes of activation level and ERD/ERS is opposite. 
 
A B
C D
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5.3.3 Relation between ERD/ERS and CA 
 
In this CAM, the WP, which represents the cortical activation level, has impact on the 
ERD/ERS.  Investigation  in comatose patients has shown that the level of consciousness 
influences the oscillatory activity [28]. At the beginning of recovery from coma, visual 
stimuli induce an ERS in the cortex. During this recovery process, which takes a few days, 
the Glasgow Coma Scale (GCS) that represents the conscious state of the patient rises from 4 
(Deep Coma) to 15 (Near Awake). With the increase of GCS, the ERS amplitude resulting 
from a visual stimulus increases and then decreases. When the patient is near fully awake 
(GCS=15), this visual stimulus induces an ERD instead of an ERS. This can be explained if, 
during this recovery, the WP moves on the CAM curve. In the deep coma state, the WP is 
close to the left edge of the curve and stimuli only result in a small ERS; in the moderate 
coma state (GCS=9~12), the activation level of the cortex increases and the WP moves right, 
resulting in a larger amplitude change with the same level of stimulation. Further recovery 
moves the WP even more to the right half of this curve. In this near fully awake state, ERD 
appears during the application of stimuli. The influence of consciousness on ERD/ERS is 
shown in Figure 5-6. 
 
Figure 5-6: ERD/ERS in the 6±14 Hz band during recovery from coma (Left, A to B). The 
measurements of ERD and ERS are indicated in the CAM curve (Right). 
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In section 5.2.2, it was noted that low frequency alpha ERD and high frequency gamma ERS 
can be induced simultaneously in the same cortex. Based on the model discussed, it can be 
seen that for low-frequency oscillations, the cortical activation level is high and the WP is 
located on the right part of the CAM curve.  The high-frequency components with small 
amplitude, on the other hand, come from focal inter-cortical networks and represent a low 
activation level. The WP of the high-frequency oscillations is on the rising left part of the 
curve. Hence external stimulation which increases the level of cortex activation produces 
different effects in the same cortex. Simultaneously high-frequency ERS and low frequency 
ERD can be found within different types of neuronal signal processing.  These changes are 
illustrated in Figure 5-7. Although we present the high-frequency and low-frequency 
changes in the same curve for demonstration, different frequency components have their own 
parameters for the CAM curve because they originate from different groups of neurons 
within the network.  
 
 
Figure 5-7: The relations between CA states and Alpha ERD/ Gamma ERS indicate the 
CAM. 
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The increase in beta band oscillations (Beta-ERS) in somatosensory and motor areas, which 
is also referred to as post movement beta rebound (PMBR), has been believed to play an 
important role in the somatosensory system [35]. This beta ERS can be elicited by median 
nerve stimulation, active or passive motor execution and motor imagery. By using 
transcranial magnetic stimulation (TMS), depolarization of the neurons in the cortex can be 
generated noninvasively. During beta ERS after hand movement and median nerve 
stimulation, the excitability of the motor cortex measured using a TMS method is reduced 
[36]. It also has been found that beta ERS is significantly attenuated during complex finger 
movements and imagination of the movements. Based on the CAM model, this beta ERS 
could be related to a decreased activation level in the cortex. After the termination of a 
sensory-motor task, the WP returns to its original location. During this inhibitory task on the 
declining part of CAM curve, an ERS is generated. If motor movement (e.g. cube 
manipulation) or imagery is applied continuously with other stimulations, the activation level 
baseline is increased, leading to the reduction of ERS related to these stimulations [37]. As 
illustrated in Figure 5-8, the amplitudes of the ERS could be used to measure the cortical 
activation level. A larger beta ERS represents less activated states whilst smaller ERS 
represents more activated states. This CAM will be tested in Chapter 8. 
 
 
Figure 5-8: The beta ERS, which reflects cortical inhibition (Left), is suppressed during cube 
manipulation (Right). The two different states are represented by different WPs (A and B) in 
the CAM curve.  
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5.4 Somatosensory fMRI 
 
In the study of somatosensory activity, fMRI has been applied since the 1990s [38-39]. The 
early studies mainly focused on the mapping of how the somatosensory cortex is organized 
and the topographic structure. It has been observed that both SI and SII show positive BOLD 
changes bilaterally during median nerve stimulation, though negative BOLD changes have 
also been observed ipsilaterally [40]. Nowadays, high-resolution fMRI at ultra-high-field (7T) 
offers an opportunity for more detailed mapping of the somatosensory cortex. The amplitude 
of the BOLD signal is dependent on the frequency of the stimulation [41]. In the area of 
contralateral SI, an increase in the frequency of median nerve stimulus results in an increase 
in BOLD signal.  
 
Brain oscillations in primary somatosensory cortex have been found to increase 
correspondingly with BOLD signals during a finger tapping experiment [42-43]. Both are 
influenced when the cortex is inhibited using TMS [44]. Also in TMS driven motor tasks, the 
cortex is facilitated during low frequency band ERD and inhibited on the ERS.  Recently it 
has been reported that the high-gamma band sychronization mainly contributes to the 
positive changing of BOLD signals [45]. But what the other frequency bands reflect and how 
they modulate the BOLD signal is still left to be answered.  The non-linearity of BOLD, 
which has been well characterised in other cortices (e.g. visual), is still unclear in the 
somatosensory cortex.  In Chapters 7 and 8, we will characterise somatosensory activity with 
a combination of 7T fMRI and MEG. 
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Chapter 6  
MEG single pulse study of the 
somatosensory cortex 
 
 
Overview: This chapter aims to elucidate the most significant neural oscillations found in 
the somatosensory cortex during electrical median nerve stimulation (MNS). Points to be 
considered in the experimental design are highlighted and the paradigms for MNS studies are 
designed. In experiments where a stimulus is presented to the subject at regular intervals, 
anticipatory effects may confound the neuromagnetic responses directly induced by MNS. 
For this reason we investigate whether the ³temporal regularity´ (i.e. whether a stimulus is 
presented at regular or irregular intervals) impacts the neural activity measured using MEG. 
Finally, the spatial separation of different neuromagnetic oscillations in the beta band is also 
discussed. 
 
 
6.1 Introduction 
 
 
The complex characteristic spatiotemporal patterns of oscillations in the cortex during 
sensorimotor processing were introduced in Chapter 5.  The low frequency oscillations in 
somatosensory cortex reflect the cortical inhibition and excitation [1] and also appear to play 
an important role in the modulation of brain networks [2-4]. However, it has been reported in 
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previous researches [5-7] that, following different types of sensorimotor task (i.e. voluntary 
and passive movement, somatosensory stimulation, motor imagery etc.) oscillations with 
various onset time, amplitudes and frequency range can be measured. MNS above the 
sensory threshold can induce changes in low frequency (~20Hz beta band) oscillations, 
predominantly in the contralateral primary somatosensory  cortex (cSI)[8-9]. In addition, 
MNS is known to produce phase locked gamma oscillations, and some reports show that 
these high frequency oscillations persist, even up to the extremely high frequency sigma 
range (as high as 600Hz). For this reason and for the purpose of this thesis, the most 
prominent frequency bands in which MNS induces significant changes should be determined, 
by time-frequency analysis, in some simple studies. The beamformer method, discussed in 
Chapter 4, has been proven to be ideal for localizing non-phase locked oscillations in the 
cortex [2].  As beamformers are sensitive to the accuracy of the covariance matrix, a testing 
study is required to optimize paradigms. Results of this testing study are used to optimize 
tradeoffs between trial length, number of trials, bandwidth and the total time subjects are 
kept in the MEG system. 
 
Phase locked somatosensory evoked fields (SEFs) measured during sensorimotor tasks 
contain a number of effects, inducing the N20m, P35m, N60m, P100m, N160m and P300 
[10]. These effects vary during different types of sensorimotor task and the most prominent 
effect in MNS is P35m. The participation of these effects in the sensorimotor processing and 
preparation will also be studied in the initial experiments with MNS described in this chapter.  
 
MEG studies usually involve presenting subject with multiple interactions of the same 
stimulus (trials). However this brings with it the confound that, if trials are spaced evenly in 
time, anticipatory may affect the measured response. For this reason the ³regularity´ of onset 
times across trials, i.e. variation in the inter stimulus interval (ISI), may affect the neural 
activity. Regularity of sensorimotor tasks has been reported to influence both evoked 
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potentials and beta band oscillations in a previous study [11] comparing regular alternating 
hand presentations with jittered hand presentations. This proves that information processing 
of voluntary focused movement is highly dependent on regularity in the stream of input. 
Priming or readiness of the cortex through top-down modulation could be hypothesized as 
the process by which a stimulus is anticipated and basic sensory response altered. [12] 
However, for somatosensory studies with MNS, although event related oscillations are 
modulated by cortical excitability, whether the regularity of stimuli has impacts on 
oscillations and evoked responses remains unclear.  
 
Previous studies have shown beta band stimulus induced ERD and post-stimulus ERS (or 
post-movement beta rebound, PMBR) can be separated spatially [13]. As ERD and ERS can 
be related to activation and inhibition of cortex [14-15], this spatial separation may suggest 
that these two effects are generated from different neural networks or generators in the 
thalamo-cortical system. However, the precise mechanisms underlying these effects are still 
unclear.   
 
In this chapter, we first use non-painful MNS in a study with far more trials than usually 
required to compare the accuracies of source localization using different amounts of data. In 
this way, we sought to optimize the paradigm used in the following studies (Chapters 6, 7 
and 8) based on this comparison.  Then, using a regular and jittered MNS protocol, we 
undertake time-frequency analysis in the 1-150Hz region to characterise the most significant 
non-phase locked oscillatory effects. Precise bands and contrast time windows are 
determined for the experiments described in the following chapters. We also examine 
whether the regularity of stimuli affects the induced oscillations and evoked responses.  
Finally, possible spatial separations of beta ERD and ERS are also examined.   
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More specifically in this chapter, the following hypotheses are tested: 
 
1)  Low frequency oscillations in somatosensory cortex can be localized correctly with 
a relatively small number of trials. 
2) Beta band ERD and ERS are the most significant oscillatory changes in MNS studies 
and have advantages over other low frequency bands in both source localization and 
timecourse analysis.   
3) The regularity of MNS with long inter stimulus intervals (ISIs>5s) does not impact 
on the induced activities and evoked responses.   
4) Beta ERD and ERS can be spatially separated using group averaged SAM images.  
 
6.2 Methods 
 
6.2.1 Subjects and paradigms 
 
 
Six healthy right-handed subjects (4 males, 2 females) took part in the study (1 to test the 
number of trials required and 5 to test the influence of a jittered paradigm); handedness was 
assessed using a modified version of the Edinburgh handedness inventory. All these subjects 
also took part in the 3T anatomical MRI reference scanning. Both the MEG and MRI 
recordings were approved by the Medical School Ethics Committee of the University of 
Nottingham.  
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Electrical non-painful MNS of the right median nerve was applied using a Digitizer Constant 
Current Stimulator (DS7A, Welwyn Garden City, England).  Two surface electrodes 
(diameter 10mm) fixed in a plastic holder with a distance between them of 30mm were used 
to deliver the median nerve pulse to the subjects.  These electrodes were placed on the right 
wrist of the subjects, after cleaning the skin and placing conducting gel under each electrode 
to ensure good electrical connection with the skin. The polarity of the electrodes was chosen 
to generate the largest effect with lowest current. A 0.5 ms square wave pulse was used and 
the current amplitude was set at the motor threshold to stimulate the third digit of the hand.  
 
One subject (female) participated in a paradigm which comprised a total of 200 trials. In 
each trial a single electrical pulse was delivered with 1s pre-stimulus time and 4s trial length. 
This paradigm was used to study the influence of the total number of trials on source 
localization. Based on this study, the regular and jittered pulse paradigm was developed.  
 
Five subjects (4 male, 1 female) participated in the regular and jittered pulse paradigm. In all 
cases a single MNS pulse was applied per trial; the pre-stimulus time was 2s for the regular 
condition. For the jittered condition, pre-stimulus times were chosen pseudorandomly from 
2s, 3s, 4s, 5s and 6s using a pseudo-random programme; the total trial length was 10s and 
there were 100 trials in both conditions. 
 
 
6.2.2 Data acquisition 
 
 
Anatomical magnetic resonance images were acquired using a 3.0T Philips Intera Achieva 
system (Philips Healthcare, Best, Netherland) with a whole body RF coil for excitation and 
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an 8-channel SENSE receive coil. A set of T1-weighted images covering the whole head 
(FOV= 256×256×256mm3; matrix 256×256×256voxels) were collected with a 3D-MPRAGE 
(magnetisation prepared rapid gradient echo) sequence, TR = 8.3ms, TE = 3.8ms, resolution 
1×1×1mm3. These anatomical images were used for co-registration of the brain anatomy to 
the MEG sensor geometry. 
 
The 275 channel whole head MEG system introduced in Chapter 4 was used to record the 
neuromagnetic signal from the head in response to the stimulus. The subjects were scanned 
while supine in the system. A noise recording (60s) was carried out before each experiment 
to ensure all possible external sources of interference were minimised.   
 
Prior to MEG data acquisition, three head localisation coils (HLCs) were attached to the 
subjects, at the nasion and left and right preauricular points. Digitised representations of the 
scalp which consisted of more than 300 points distributed uniformly on the head surface 
were obtained using the Polhemus digitiser. These Polhemus data were then co-registrated to 
the head shape extracted from the anatomical MR imaging using surface matching software 
as described in Section 4.3.3.  
 
MEG data were acquired in third order synthetic gradiometer configuration, with a sample 
rate of 600 Hz and a 150 Hz anti-aliasing filter.  The head position was localized both before 
and after recording. A subject motion tolerance of 5mm throughout the experiment was 
implemented and any data exceeding this tolerance was disregarded. During data acquisition, 
subjects were asked to keep their eyes as still as possible and to remain awake. At intervals 
between scans, the subjects were checked to confirm they were comfortable and still awake 
via a microphone. The recording time of a whole experiment was designed to be less than 
45minutes, in order that the subjects maintained concentration.  
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6.2.3 Data analysis 
 
The raw MEG data were processed using ³DataEditor´ (MEGService Ltd., Vancouver, 
Canada). A high pass filter at 1Hz and a low pass filter at 150Hz were also applied. Bad 
trials containing excessive noise were removed.   
 
6.2.3.1 Source localization 
 
Source localization of induced oscillatory activity was performed using the adaptive 
beamforming technique Synthetic Aperture Magnetometry (SAM), discussed in Section 
4.4.3. In the 200 trial study, source localization was based on beta (13-30Hz) power change 
and on all trials (that is 199 trials after the exclusion of bad trials). In addition, separate 
source localizations were based on 150 trials, 100 trials, 50 trials and 25 trials. Contrast 
windows were selected with µactive¶ periods spanning 0.5s immediately following the 
stimuli and µcontrol¶ periods spanning 1t0.5s before the end of trials. Data covariance 
matrices were regularised using a regularization parameter of 2 in order to ensure the 
matrices were well conditioned (see Section 4.5.3).  Functional images showing the spatial 
distribution of power change between active and control windows were created using a 
Pseudo Student¶s T comparison. The Pseudo-T-Statistical images were constructed on a 
2mm3 isotropic grid.  Results were compared across trial numbers to find the minimum 
number of trials required in order to generate a reasonable functional image. 
 
In the regular and jittered study with 100 trials for each condition, source localizations of 
beta ERD and beta ERS were performed on all trials. For beta ERD, µactive¶ periods were 
selected as 0t0.5s following the stimuli with µcontrol¶ periods spanning 0.5s (-1.25t-
0.75s) before the stimuli. For beta ERS, µactive¶ periods were chosen to begin 0.7s following 
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the stimuli, spanning 1s, and µcontrol¶ periods spanning 1s (-1.25t-0.25s) before the 
stimuli. The time windows were equal in the regular and jittered conditions.  
 
6.2.3.2 Time-frequency analysis 
 
The SAM beamformer uses a spatial filter to estimate the temporal course of electrical neural 
activity at a particular site (voxel) in the brain. The output of such a spatial filter is termed 
SAM virtual sensor, which works like a sensor placed within the voxel. Virtual sensor traces 
were extracted from peak points in the SAM images. The timecourses of the envelope of 
electrical oscillatory were obtained by applying a Hilbert transform to the virtual sensor data 
to derive the analytic signal. The absolute values of the analytic signal then yielded the 
µHilbert envelope¶. To calculate the spectrograms which show how the spectral density of a 
signal varies, 147 band pass filters from 1 to 150Hz were applied to the data extracted from 
peaks in the SAM images with Nutmeg (http://nutmeg.berkeley.edu/).  The bandwidth of 
each filter was 3Hz and the step was 1Hz. Timecourses of the Hilbert envelopes were 
generated from the filtered virtual sensor data. To obtain the average non-phase locked 
oscillatory spectrograms, the Hilbert envelopes were averaged across trials. To obtain the 
averaged phase locked spectrograms, Hilbert envelopes of the virtual sensor timecourses 
averaged across trials were calculated. The averaged Hilbert envelopes were concatenated in 
frequency space to get a Time-frequency spectrogram. By subtracting the phased locked 
spectrograms from the non-phase locked spectrograms, the non-phase locked only 
spectrogram was generated. This time-frequency analysis was taken for the regular condition 
and all the three kinds of spectrogram were averaged across subjects.  
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Hilbert envelopes computed in individual bands were also calculated in the same way.  
Virtual sensor traces from peak points in SAM images were filtered into the delta (1-4Hz), 
theta (4-8Hz), alpha (8-13Hz), beta (13-30Hz), low gamma (30-48Hz), mid gamma (52-
90Hz) and high gamma (90-150Hz) bands. Hilbert envelopes were averaged across trials for 
each frequency range. An average of 1s pre-stimuli data (-1.25t0.25s) was taken from the 
Hilbert envelope and assumed to be the baseline for each frequency band. Baseline mean 
corrected timecourses were then plotted. For the regular condition, the envelopes were 
calculated across whole trials. For the jittered condition, the envelopes were calculated from 
1.9s before the stimulus to 3.6s following the stimulus. Peak percentage changes of ERD and 
ERS were plotted with error bars.  
 
To obtain the averaged evoked responses, the virtual sensor timecourses without Hilbert 
transform were averaged across trials for both conditions using the timing stated above. Peak 
amplitude changes of N20m, P35m, P100m N160m and P300m were plotted with error bars. 
Paired Wilcoxon Signed Rank tests were used to test for significant differences in both the 
evoked responses and the ERD/ERS between regular and jittered condition.   
 
6.2.3.3 Group averaged SAM images 
 
In order to generate the group averaged images of oscillatory power change, SAM images 
were normalized to the T1 weighted template brain in SPM5 
(http://www.fil.ion.ucl.ac.uk/spm/) and then averaged across individual using Matlab. The 
averaged functional images of both beta ERD and ERS were overlaid onto the same template 
brain in FSL (www.fmrib.ox.ac.uk/fsl/). 
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6.3 Results 
 
The MEG raw data averaged across trials for the 200 trial subject is shown in with a single 
bad trial eliminated. Data from all 275 channels are overlaid in different groups.   
 
 
 
 
Figure 6-1: The MEG raw data averaged across 199 trials (1 bad trial was eliminated) are 
overlaid in different groups. The green lines represent the data from the sensors covering left 
hemisphere of brain, MLC for MEG_left_central, MLF for MEG_left_frontal, MLO for 
MEG_left_occipital, MLP for MEG_left_parietal and MLT for MEG_left_temporal. The blue 
lines represent the data from the sensors covering right hemisphere of brain. The red line 
MZ are from the sensor over the central line of  brain.  
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6.3.1 Optimising trial number and length 
 
Figure 6-2: SAM images showing the distribution of beta ERD generated using different 
numbers of trials. Pesuedo T values are shown on the right. 
 
The spatial localization of beta ERD with different numbers of trials is shown in Figure 6-2. 
By using all trials (199 trials), 150 trials, 100 trials 50 trials and 25 trials, five different SAM 
images have been generated. The total durations of the covariance window are 99.5s, 75s, 
50s, 25s and 12.5s respectively. As discussed in Chapter 4, with a pre-determinated 
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bandwidth, decreasing the length of the total covariance window leads to an increase in error 
in the beamformer method. With all 199 trials, the total duration was 99.5s. The SAM 
images in the top row show a large decrease in beta band power in the contralateral primary 
somatosensory cortex (cSI), close to the posterior bank of the central sulcus. A peak point 
with a maximum Pseudo-T-value 4.4 is found. Using 150 trials, the image is similar but an 
artificial peak is found inferior in the brain, which is not in the sensorimotor cortex. However, 
a peak point with (Pseudo-T-value 3.2) is again found in cSI and its location is close to the 
peak localized using all trials. The peak points, found within cSI, their locations and Pseudo-
T-values are shown in Table 6-1. The regularization parameter is 2. 
 
Table 6-1: Pesudo T values and locations of ERD peak points found in cSI using different 
number of trials. 
 
Number of 
peak 
Pesudo-T-
Value 
Location x 
(mm) 
Location y 
(mm) 
Location z 
(mm) 
199 trials 1 of 58 4.4 2.8 4.0 10.0 
150 trials 2 of 60 3.2 3.2 4 9.2 
100 trials 4 of 90 2.0 3.2 4.2 9.6 
50 trials 16 of 92 1.9 3.2 3.8 10.2 
25 trials 53 of 126 1.1 2.8 3.6 10 
 
It can be seen using only 150 or 100 trials that the peak points of beta ERD in cSI are 
reliably found and their locations are close to the peak point localized using all trials. 
However, if we further reduce the number of trials to 50 or 25 trials, the number of peaks 
increases dramatically. The peak points of beta ERD in cSI are possibly covered by the large 
numbers of artificial points. Under these conditions, it is difficult to localize the beta ERD 
correctly as a lot of artificial peak points in neighbouring areas can easily lead to errors.   
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Figure 6-3: Spectrograms (Time-frequency plots) of non-phase locked and phase locked [A], 
phase locked only [B] and non-phased locked only [C] activity, derived using all 199 good 
trials in a single individual. 
 
Spectrograms showing different neuroelectrical effects in different frequency bands are 
shown in Figure 6-3. There is a loss in power following stimulus onset in the beta band (13-
30Hz). The beta oscillations rebound immediately after the termination of beta ERD and 
there is no gap between beta ERD and ERS. It is also evident that although beta band ERD 
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lasts only about 0.5s, it can take about 2 seconds for beta ERS to return to base line.  For the 
alpha rhythm, it takes even longer for recovery and a 4s trial length is insufficient to study 
low frequency oscillations in somatosensory cortex, since the effects will not return to 
baseline between trials.  
6.3.2 Time-frequency analysis  
 
Figure 6-4: Group averaged spectrograms of non-phase locked and phase locked [A], phase 
locked only [B] and non-phased locked only [C] activities in the regular condition of regular 
and jittered study. Only the case for a regular stimulus is shown. 
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Figure 6-4 shows the spectrogram of non-phase locked and phase locked [A], phased locked 
only [B] and non-phased locked only effects [C] averaged across subjects from virtual 
sensors located in the peak beta ERD locations. These results agree with the beta ERD/ERS 
changes observed in Figure 6-3. Besides beta band oscillatory activity, in alpha band (8-
13Hz), also sometimes referred to as Mu band), a smaller decrease of power is also observed 
after stimulus onset. The alpha rebound appears 1s following stimulus onset and lasts for 
approximately 3s. Both the desynchronization and rebound in alpha band are small compared 
to similar effects in beta band. In theta band (4-8Hz), there is strong phase locked activity 
after stimulus onset, lasting about 0.2s. The oscillatory power change is tiny compared to 
other bands. A rebound may exist at the same time as beta ERS, but this effect is masked by 
low SNR. There are no significant non-phase locked gamma oscillatory effects observed in 
Figure 6-4[A and C]. But in the spectrogram showing phase locked effects (Figure 6-4[B]), 
transient gamma oscillations within 0.1s following stimulus onset were observed. The phase 
locked effects in the lower gamma band exhibit larger amplitude than these observed in the 
middle and higher gamma bands.     
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Figure 6-5: Percentage power changes between active windows of 0-0.5s [A], 0.5-1s [B], 1-
1.5s [C], 1.5-2s [D], 2-2.5s [E], 2.5-3s [F], 3-3.5s [G] after the stimulus onset and 0.5s pre-
stimuli control windows. 
 
The percentage power change between active windows and control windows across all 
frequency bands are plotted in Figure 6-5. Different active windows are considered. During 
0-0.5s after the onset of the stimulus (Figure 6-2 [A]), a large power decrease (~-20%) is 
found in the beta band. The amplitude of ERD is constant between 13Hz and 30Hz. A small 
decrease in the alpha band (8-13Hz) is also found. In lower frequency bands (1-8Hz) there is 
a large increase of power and in the gamma band (30-150Hz) there is no significant change. 
During 0.5-1s after the onset of stimulus (Figure 6-5 [B]), the largest beta ERS is found. The 
lower beta band has a peaked in ERS at about 16Hz. In the high beta band, ERS becomes 
smaller with increasing frequency.  The alpha ERS is relatively small compared to that in the 
beta band. In the 1-2s time window after the onset of stimulus (Figure 6-5 [C] and [D]) the 
percentage change in beta ERS decreases rapidly in the low beta band whilst the high beta 
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band component is stable. The alpha ERS increases to about 20%. In the 2-3s time window 
(Figure 6-5 [E] and [F]) low beta band ERS drops to the same level as high beta band ERS 
and both keep decreasing with time. The alpha ERS is still stable (~20%) until about 2.5s 
after the onset of stimulus.  After 3s following the stimulus onset (Figure 6-5 [G]), 
oscillatory power changes across all frequency bands returned to baseline. 
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Figure 6-6: Timecourses of delta (1-4Hz)[A], theta (4-8Hz)[B], alpha (8-13Hz)[C], beta(13-
30Hz)[D] lower gamma (30-50Hz)[E], middle gamma (50-90)[F] and higher gamma (90-
150Hz)[G] band oscillations for both the regular(left column) and jittered (right column) 
conditions. 
Ba
se
lin
e 
co
rr
ec
te
d 
so
u
rc
e 
st
re
n
gt
h(n
A
m
)
Time(s) Time(s)
D                                                    
Ba
se
lin
e 
co
rr
ec
te
d 
so
u
rc
e 
st
re
n
gt
h(n
A
m
)
Ba
se
lin
e 
co
rr
ec
te
d 
so
u
rc
e 
st
re
n
gt
h(n
A
m
)
Time(s) Time(s)
E                                                    
Ba
se
lin
e 
co
rr
ec
te
d 
so
u
rc
e 
st
re
n
gt
h(n
A
m
)
Ba
se
lin
e 
co
rr
ec
te
d 
so
u
rc
e 
st
re
n
gt
h(n
A
m
)
Time(s) Time(s)
F                                                    
Ba
se
lin
e 
co
rr
ec
te
d 
so
u
rc
e 
st
re
n
gt
h(n
A
m
)
Ba
se
lin
e 
co
rr
ec
te
d 
so
u
rc
e 
st
re
n
gt
h(n
A
m
)
Time(s) Time(s)
G                                                    
Ba
se
lin
e 
co
rr
ec
te
d 
so
u
rc
e 
st
re
n
gt
h(n
A
m
)
147 
 
In Figure 6-6 the Hilbert envelopes in different frequency bands in both the regular and 
jittered conditions are plotted. Virtual sensor traces were generated from peak locations in 
beta ERD located in cSI. It can be seen that most non-phase locked oscillatory effects are in 
the low frequency band range between 4Hz and 30Hz including theta band (4-8Hz), alpha 
band (8-13Hz) and beta band(13-30Hz).  In even lower delta band (Figure 6-6 [A]), there is 
no non-phase locked activity. In the theta band, as shown in Figure 6-6[B], a small power 
decrease following the stimulus onset is found. This desynchronization was relatively small 
compared to the evoked response and disappeared within 1s after stimulus onset. In the alpha 
band (Figure 6-6 [C]), the desynchronization was larger and lasted until about 0.5 after the 
stimulus onset. There was also a significant rebound which started at about 1s following the 
stimulus onset and returned to baseline at 3s. The largest energy change was in the beta band 
(Figure 6-6 [D]). The beta ERD appeared immediately after the phased locked evoked 
response, lasting ~0.5s. The ERS reached a peak quickly, about 1s after the stimulus onset 
and dropped to baseline in the following 1-2s. The beta ERS had a different shape compared 
to the alpha ERS. It reached a peak amplitude rapidly after the ERD and drops down slowly. 
In the gamma band, no significant non-phased locked oscillatory power change was found 
but transient phased locked evoked responses were found. Although there were some 
oscillations in the lower gamma band, they were likely due to the influence of the 
neighbouring beta band having the same timecourse.  
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Figure 6-7: Percentage change in delta (1-4Hz) [A], theta (4-8Hz) [B], alpha(8-13Hz) [C], 
beta(13-30Hz) [D], lower gamma(30-48Hz) [E], middle gamma(52-90) [F] and higher 
gamma(90-150Hz) [G] band ERD (Effect 1) and ERS (Effect2) in the regular and jittered 
conditions. 
 
The peak percentage changes of power across all the frequency bands in both the regular and 
jittered conditions are plotted in Figure 6-7. The largest ERD and ERS were found in the 
beta band. The percentage change of beta ERD is smaller than the ERS, but had less variance 
across subjects. The large ERD/ERS changes were also found in alpha and lower gamma 
band. However, as discussed above, the oscillations in lower gamma band were likely due to 
influences of beta oscillations. No significant difference (minimal p-value found is p=0.18) 
was found between regular and jittered condition across all these frequency bands. However, 
the baseline power varied between the two conditions.    
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Figure 6-8: Group averaged and normalized SAM images showing the mismatch of alpha 
ERS (Green) and beta ERD (Blue).  
 
Figure 6-8 shows the mismatch between alpha ERS and beta ERD overlaid onto the template 
brain. The distance between the alpha ERS peak and beta ERD peak is 1.8±0.7cm. To further 
confirm the prominence of beta rhythms does not result from source localiztion, alpha ERS 
was also used as a measurement to localize the peaks in the sensory cortex. The percentage 
change of beta ERD/ ERS and Alpha ERD/ERS from the peak locations indentified using 
beta ERD and alpha ERS is shown in Table 6-2. 
 
 
Table 6-2: Beta ERD/ERS and Alpha ERD/ERS from sources located using Beta ERD and 
Alpha ERS. 
Localization:              Beta ERD Alpha ERS 
Beta ERD (%) -34±2.8 -15.6±5.7 
Beta ERS (%) 59.4±12.1 37.9±10.8 
Alpha ERS (%) -18.1±3.1 -3.7±6.0 
Alpha ERS (%) 39.4±10 31.7±10.7 
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As shown in Table 6-2, even using alpha ERS to localize the sources, the beta rhythms still 
have a larger percentage change than the alpha rhythm. Compared to the sources localized 
using beta ERD, the alpha ERD/ERS shows less percentage change.  
 
6.3.3 Temporal signature of evoked responses 
 
 
Figure 6-9: Evoked responses of regular (Blue) and jittered (Red) conditions.  
 
It is shown in Figure 6-9 that phase locked evoked responses in the somatosensory cortex 
last approximately 500ms after the stimuli. In both the regular and jittered studies, SEFs 
components (N20m, P35m, P100m, N160m, and P300m) were clearly found. P35m 
represented the most significant change from baseline and the peak to peak amplitude was 
from N20m-P35m. The comparison of these peak changes between the regular and jittered 
conditions is shown in Figure 6-10.  
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Figure 6-10: Comparison of amplitude changes of N20m, P35m, P100m, N160m and P300m 
between regular and jittered conditions. 
 
Figure 6-10 shows that there is no significant difference in any of these components between 
regular and jittered conditions. However, the P300m (p=0.0625) has a trend to be 
significantly larger in the jittered condition.  
 
6.3.4 Spatial localization of beta ERD and ERS 
 
 
Figure 6-11: Group averaged and normalized SAM images. Activation areas of beta ERD 
(Blue) and ERS (Red) are overlaid onto the template brain (T1 weighted, 2mm3 resolution). 
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Figure 6-11 shows the locations of beta ERD (Blue) and beta ERS(Red) overlaid onto the 
standard brain. Normalized Pseudo-T-value images have been averaged. Beta ERD was 
located posterior to the central sulcus on the primary somatosensory cortex and extended 
posterior into the parietal region. By reducing the threshold, beta ERD was also found in 
bilateral somatosensory areas. Compared to contralateral beta ERD, ipsilateral ERD had 
more limited activation areas around central sulcus but extended more to the posterior 
parietal cortex. The beta ERS was found in more anterior areas than the beta ERD. It laid 
anterior to the central sulcus, covering more primary motor cortex than somatosensory cortex.  
However, beta ERD and ERS were not clearly separated and had overlaid areas.  
 
 
6.4  Discussion 
 
6.4.1 Spatial localization of beta ERD 
 
The spatial localization of neuroelectrical activity in our MEG experiments is achieved using 
beamformer. As discussed in Chapter 4.5, the accuracy of beamforming is influenced by the 
covariance matrix, lead-field and regularization. These discussions hold true to the SAM 
beamformer discussed in Chapter 4 and actually used in this and the following chapters.   
 
In covariance matrix computation, the longer the total duration of the covariance window, 
the smaller the total error. The duration depends on the length of the contrast window in each 
trial and on the number of trials. For the beta ERD which occurs 0.5s following the onset of 
a short stimulus; if the contrast window is set to more than 0.5s, although the beamforming 
error is reduced, the additional time in which there is no neuronal activity decreases the SNR. 
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Therefore, in the 200 trial study, an µactive¶ window spanning 0.5s following the stimulus 
onset was selected. With these 0.5s contrast windows, the total duration we used to build the 
covariance matrix is up to 100s.  
 
We cannot simply increase the number of trials as the total experiment time is limited. If the 
subjects stay in the scanner too long, they cannot stay awake, particularly given that it is very 
quiet within the shielded room. A low frequency (delta band) ongoing oscillation is usually 
detected from the subjects after about 45min. This delta wave is a characteristic feature of 
the human non rapid eye movement (NREM) sleep [16]. It has been previously reported that 
in NREM sleep activity in somatosensory cortex is highly suppressed [17-18]. Hence, we try 
to keep the total experiment time less than 45min.  
 
We cannot decrease the trial length too much to increase the number of trials either.  The 
effect sought is limited in time not by experimental design but by neurobiology. The length 
of each trial should be long enough to let the event related oscillations return to baseline. As 
depicted in Figure 6-3, it takes up to 3s for the ERD and ERS in the low frequency range to 
return to baseline completely following stimulus onset. Considering the requirement for 
some pre-stimulus time, a 4s trial length is insufficient and thus a longer tried length is 
required. 
 
The trade-off between trial length and number of trials here is made on the basis of results 
from the 200 trial study. Figure 6-2 and Table 6-1 show that 100 trials (50s total duration) 
are enough to localize beta ERD induced by MNS reliably. The regular and jittered condition 
study uses a trial length of 10s with 100 trials. The total experiment time is 33m20s. In the 
studies with the same MNS in the following chapters, the limit on the total of experimental 
time is that it should be less than 45min with the total duration of the covariance window 
about 50s.   
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6.4.2 Time frequency analysis: 
 
The spectrograms showing power change for phase locked and non phase locked effects 
across a 1-150Hz range provide valuable information about the processing of somatosensory 
information in the brain.  However, more detailed time frequency analysis for all these 
activities were carried out to characterise the most significant oscillations. 
 
The group averaged spectrograms (Figure 6-4) have suggested that non-phase locked 
oscillations were predominantly found in the frequency range between 4Hz and 30Hz. 
However, although non-phase locked gamma oscillations have been reported in some studies 
[19-21], only transient phase-locked gamma activities are found here using non-painful MNS. 
It can be seen in Figure 6-5 that the most significant ERD occurs 0.5s after the stimulus 
onset in the 13Hz to 30Hz band.  The beta ERS also has the largest oscillatory change. In 
Figure 6-6 and Figure 6-7 it has been further proven that the beta rhythm is the largest non-
phase locked oscillation and beta ERD and ERS have the largest peak changes in MNS 
studies. This suggests that the beta band (13-30Hz) is key for studying the sensorimotor 
processing and will be investigated in further work in this thesis.  
 
However, it can be argued that the prominence of beta rhythms is just because the beta ERD 
is pre-selected to be used in the source localization. In other words, had we based the 
localization on the alpha band, then the alpha band would represent the most prominent 
effects. In studies using invasive microelectrodes and ECoG methods, the measurements 
recorded from a single electrode show neuronal electrical activity over a relatively small 
tissue volume.   However, in non-invasive methods, virtual sensor traces from peak points 
are spread across several millimetres or even centimetres. Previous research using 
beamformers shows that, the FWHM usually extends to more than 5mm and for some 
subjects it could be up to 10mm [22-23]. This is a function of location in the brain. The 
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somatosensory cortex is shallow with high SNR and thus one might expect to get good 
resolution. This means the measurements made here are actually the summation of neuronal 
electrical activity across relatively large areas and support the hypothesis that the large and 
long lasting oscillatory changes in low frequency bands are probably due to extended 
neuronal networks.  Therefore, as the virtual sensor signal contains neuronal activity from a 
large area in the somatosensory cortex, suggesting it is quite unlikely that the prominence of 
beta rhythms results from the source localization.  
 
As shown in Table 6-2, if we use alpha ERS to localize the sources, the beta rhythms is still 
larger than the alpha rhythm and both have smaller changes than using beta ERD for 
localization. This confirms that the alpha rhythm is weaker than the beta rhythm in this MNS 
studies and suggests that the alpha rhythm is not appropriate for source localization. 
 
6.4.3 Regularity of stimuli 
 
For the non phased locked oscillation of all frequency bands (1-150Hz), although the 
baselines are shifted, there is no significant difference in percentage changes (Figure 6-7) 
between regular and jittered conditions and the timecourses also have similar shapes (Figure 
6-6). It suggests that beta band oscillations of interest are unaffected by the regularities of 
stimuli in MNS studies.  
 
For the phase locked SEFs elicited by MNS, the short latency component N20m shows no 
difference between regular and jittered conditions. It has been suggested in previous studies 
that N20m is the primary cortical response generated by excitatory postsynaptic potentials 
(EPSPs) in cSI (Broadmann 3b) [24-25] which is irrelevant to the regularity and ISIs of 
stimuli. The P300m components which have a trend to be significantly larger in the jittered 
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condition with more attention are in general agreement with previous research [26-28]. 
However, as only five subjects are included in this study, which means the minimal p-value 
from the Wilcoxon Signed Rank tests is 0.0625, more subjects are required if we want to 
confirm the significance of this difference. In both active and passive tasks, these long 
latency peaks have been proved to be facilitated by an increase in attention. The different 
attentional states between the regular and jittered condition may be the reason for these 
differences. More details about the complex P35m will be given in the following chapters 
concerned with paired and linked pulses.  
 
6.4.4 Spatial separation between beta ERD/ERS 
 
Spatial separation of beta ERD and ERS has been previously reported in experiments of 
voluntary finger movement and brush stimuli using group averaged functional images [13, 
29]. Here we show that similar spatial separations can be found in a study of MNS.  The 
more anterior, superior and medial ERS is roughly separated from the ERD along the central 
sulcus. The separation between ERD and ERS may be an indication that different groups of 
neurons account for these two phenomena. It could also be explained if the same neuronal 
network participates in ERD and ERS, but is controlled by different generators in the 
thalamo-cortical feedback loop. As shown in previous discussion (Chapter 5), the beta 
oscillations are thought to be due to neuronal networks of certain frequencies in large areas 
in the cortex. The thalamo-cortical feedback loops plays a rather important role in 
modulating the sensory signal pathway and controlling the rhythms in sensorimotor cortex. 
Take the rapid switch from beta ERD to ERS into consideration; it is more likely that the 
ERD and ERS are related to the same cortical neural networks with different activation states. 
Different generators in the thalami-cortical loop will active or inhibit the oscillatory 
networks in different areas.  
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If a second stimulus applied during the ERS decreases the beta oscillations to the same 
amplitude below baseline as the initial one, it would suggest that the ERD and ERS are from 
the same network, not separate ones. Otherwise, if the timecourses reconstructed from the 
areas covering both ERD and ERS shows a decrease relative to the ERS following the 
second stimulus applied during ERS, it will in contrast suggest that ERD and ERS are from 
different networks. This hypothesis will be tested in the following chapter. 
 
6.5   Conclusions 
 
We have shown spatially well localized low frequency oscillations in sensorimotor cortex 
during non-painful MNS. The µtesting study¶ has shown that a total duration of 100s is 
required to localize the beta ERD. The largest activities shown in time-frequency analysis 
are beta ERD and ERS between 13Hz and 30Hz, which will be studied in more detail in the 
following chapters. No significant difference in the oscillations is found between regular and 
jittered conditions between 1Hz and 150Hz. However, although the SEFs with short latency 
(N20m) are relatively stable, mid-latency components P300m show a trend to have 
significant larger amplitude in the jittered condition than in the regular condition. In the 
group averaged SAM images, ERD and ERS can be spatially separated along the central 
gyrus. Beta ERS extends more in the MI than beta ERD which is mainly in SI. beta ERD 
shows bilateral activations whilst Beta ERS is only contralateral. We will focus on beta band 
frequency oscillatory activities, especially beta ERD and ERS in the following chapters. By 
studying the properties of these oscillatory changes together with more complex paradigms 
such as paired pulse and link pulse MNS and combining MEG with ultra-high-field 
functional MRI, we are trying to understand how the signals are processed in sensorimotor 
system.     
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Chapter 7   
The relationship between MEG and 
fMRI signal in a paired pulse study 
 
Overview: 
This chapter aims to characterise the neuronal responses detected using both MEG and 7T 
fMRI following MNS in a paired pulse paradigm with varying delay between pulses or ISIs. 
We focus on beta band oscillations and the P35m component of the signal averaged evoked 
response in the sensorimotor cortex. In agreement with results presented in Chapter 6, spatial 
separation of beta ERD and ERS is demonstrated suggesting that these two effects arise from 
separate neural generators, with ERS exhibiting a closer spatial relationship with the BOLD 
response. The spatial distribution and extent of BOLD activity was unaffected by ISI, but 
modulations in peak amplitude and latency were observed. Non-linearities in both induced 
oscillatory activity and in the signal averaged evoked response were found for ISIs of up to 
2s, with the P35m component displaying paired pulse depression effects. The beta band ERS 
magnitude was modulated by ISI, however the ERD magnitude was not. These results 
support the assumption that BOLD non-linearity arises not only from a non-linear vascular 
response to neural activity but also a non-linear neural response to the stimulus with ISI up 
to 2s.   
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7.1 Introduction 
 
A close spatial correspondence has been demonstrated between task specific modulations in 
the BOLD fMRI response and neuroelectrical effects detectable by MEG  [1-2].  The precise 
relationship between these two measures, however, remains unclear [3]. Despite the 
disparate nature of the two phenomena, similarities in the spatial distribution and amplitude 
modulation of haemodynamic and neuroelectrical effects have been attributed to a common 
source of underlying activity.  Synaptically generated Local Field Potentials (LFPs) have 
been shown to be a good predictor of the BOLD fMRI response [4], and similarly, the MEG 
detectable signal is thought to arise from post synaptic current flow in apical dendrites as 
stated in Chapter 4.   
 
Paired pulse stimulus paradigms have been used extensively in invasive electrophysiological 
studies  to systematically manipulate facilitation and inhibition of post synaptic potentials, 
and consequently may prove informative in understanding what is driving both 
neuroelectrical and haemodynamic effect [5-6]. Intracellular recordings have shown that 
Inhibitory Post Synaptic Currents (IPSCs) exhibit a strong sensitivity to ISI in paired pulse 
paradigms, displaying significant GABA mediated depression of the second pulse for ISIs of 
100 ms to 1000 ms [5]. A scalp level correlate of this effect has been reported in MEG [7-8] 
where increasing the frequency of stimulation of a train of median nerve pulses from 0.2-6.7 
Hz resulted in an equivalent reduction in amplitude of the P35m component of the 
somatosensory signal averaged evoked response in SI, suggesting that the P35m may reflect 
IPSCs.  
 
In addition to a phase-locked evoked response, which typically lasts ~300 ms, electrical 
stimulation of the median nerve is also known to induce time locked ERD/ERS in alpha (8-
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13Hz) and beta (13-30Hz) oscillations as shown in Chapter 6.  The functional role of beta 
oscillations in the sensorimotor cortex is not fully understood, however recent studies [9-11] 
suggest that these oscillations are also governed by GABAergic modulation.   
 
There is increasing evidence to suggest that beta ERD and ERS arise from distinct neural 
generators, although the precise mechanisms giving rise to each of the effects are as yet 
unclear.  In Chapter 6, a spatial distinction between these oscillatory rhythms was 
demonstrated. The ERD had atrend to be localised to the post central gyrus and the ERS had 
a trend to be localised to the pre-central gyrus. These results are consistent with previous 
motor studies[12-13].   Functional differences between the modulations of ERD and ERS 
have also been reported [10], movement related ERD was shown to be facilitated by 
increased GABAergic drive following administration of diazepam, whilst no equivalent 
effect was seen in the post stimulus ERS. As such, one may expect a differential 
manifestation of the GABA mediated paired pulse depression effect in the amplitudes of beta 
ERD and ERS respectively. 
 
As stated in Chapter 3, ultra-high-field (7T) fMRI affords high SNR and the BOLD response 
is weighted to microvasculature with little contribution from the intravascular signal from 
veins. As such it is expected that at 7T the BOLD response lies closer to the true site of 
neural activity. It has been shown that both excitatory and inhibitory synaptic processes 
modulate energy consumption within the brain, and as such both should be detectable with 
BOLD fMRI [14].  Indeed, an increase in the extent of the BOLD active area in contra-
lateral SI with increasing frequency of median nerve stimulation (5-100 Hz) which may be 
attributed to an increase in underlying inhibitory activity have been reported [15].  
 
In this chapter, MNS in a paired pulse paradigm with varying ISI is used to examine the 
effects on the phase-locked evoked response (specifically the P35m component), the ongoing 
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oscillatory activity in the beta (13-30 Hz) band, and the BOLD response. We sought to 
characterise the spatio-temporal signature of the electrodynamic response to a median nerve 
pulse and whether ISI related power modulations in MEG detected neural responses were 
also detectable in the spatio-temporal distribution of the corresponding BOLD 
haemodynamic data.  We also examine how the oscillatory response to a subsequent pulse 
was affected by the magnitude and shape of the induced decrease and rebound in beta band 
power induced by the first pulse, to test whether paired pulse depression effects manifest 
themselves in the oscillatory activity.   
 
The following hypotheses are tested: 
1) The spatial localization of beta ERD and beta ERS peak points differ. 
2) ISI differentially modulates the amplitude of ERD and ERS. 
3) Non-linearity in beta activity and P35m response resulting from variations in ISI will 
be reflected in both the amplitude and spatial distribution (if ERS and ERD arise 
from spatially separate neural generators) of the BOLD response. 
 
7.2 Methods 
 
Eight subjects (5 males, 3 females) took part in both the fMRI and MEG study; all subjects 
were classified as right handed [16].  
7.2.1 Paradigms 
 
MNS stimulation detailed in Chapter 6 is also applied here in the same manner. The paired 
pulse paradigm consisted of two MNS pulses at ISIs of 0.25, 0.5, 0.75, 1, 1.5 and 2 s, 
followed by a rest period; the order of ISIs was presented pseudo-randomly. In MEG, the 
164 
 
total trial length was 8 s and there were 50 trials per condition. In fMRI, the total trial length 
was increased to 20 s to allow the haemodynamic response to return to baseline between 
trials, and 10 trials per condition were sufficient due to the increased CNR of the BOLD 
response compared to the neuro-electric effects measured with MEG.  
 
7.2.2 Data acquisition 
 
MEG data were acquired using the method stated in Chapter 6. fMRI data were collected 
using a 7T Philips Achieva system with a volume transmit head coil and a 16-channel 
receiver coil. To reduce distortions due to field inhomogeneity, an image-based shimming 
procedure was performed prior to the fMRI acquisition. A B0-field map was generated from 
the difference in phase of two gradient echo images acquired with echo times of 6 and 6.5 
ms. Data were exported and skull-stripped for computation of to second order shim currents 
which were chosen to minimise the field inhomogeneity inside the shim box. The shim 
values were then fixed for the functional experiment which comprised the acquisition of 
gradient echo EPI data spanning 21 transverse slices, covering the sensorimotor cortices 
bilaterally in a TR of 2.2s (SENSE factor 2, TE=26ms; 2mm isotropic voxels; 
192×192×42mm3 FOV).  Following the functional paradigm, a T1 weighted anatomical 
image was acquired (MPRAGE sequence with linear phase encoding order, TE/TR=3.7/ 
8.1ms, flip angle = 8o, TI = 960ms, shot interval = 3s, SENSE factor 2, 1.5 mm isotropic 
resolution, 256×256×160 matrix).  
 
 
 
165 
 
7.2.3 Data analysis 
7.2.3.1 MEG 
 
Source localization of induced oscillatory activity was performed SAM which has been 
detailed in Chapter 4 and 6. The main focus of this study is the effect of the paired pulse 
paradigm on the beta oscillations band and its relationship with the BOLD response, the 
experiment was therefore designed based on the results of Chapter 6. However, to verify that 
the experimental paradigm was able to noninvasively detect the effects analogous to those 
previously measured invasively [6], a preliminary signal averaged evoked response analysis 
was carried out.   
 
7.2.3.2 P35m analysis 
 
Spatial localization of the signal averaged evoked response was carried out using an 
equivalent current dipole model. Data were bandpass filtered 1±40Hz and analysed using 
CTF DipoleFit software implementing a least squares analysis [17].  Equivalent current 
dipole model parameters for the 2 s ISI condition were determined for time windows (3.3 ms 
width) at ~30 - 35 ms post stimulus for which the magnetic field pattern at the sensor level 
was dipolar. To maximise signal to noise ratio, sensors covering the regions of greatest 
magnetic field deflection were used to generate the model parameter estimates.  Multiple 
dipoles were added until the sensor level magnetic field pattern was best explained (the total 
number of dipoles ranged from 1-3 per subject), dipoles with a fit error of >10 % were 
excluded. 
 
For comparison with induced beta oscillatory timecourses, virtual sensors using beamformer 
weights calculated for data filtered 1 - 40 Hz  for 0-0.1s following each pulse were used to 
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extract timecourses of electrical activity from the dipole locations in contra-lateral SI. To 
obtain the signal averaged evoked response, the virtual sensor timecourses (without Hilbert 
transformation) were averaged across trials (separately for each ISI and also for first or 
second pulse of the pair). Peak amplitudes of the phase-locked evoked response (P35m) were 
recorded following each median nerve pulse. The ratio of the second phase-locked evoked 
response amplitude relative to the first (amplitude response 2/ amplitude response 1) was 
calculated to assess modulations in phase-locked evoked amplitude across ISIs. Paired 
Wilcoxon Signed Rank tests were used to test for significant differences in signal averaged 
evoked response amplitudes. 
 
7.2.3.3 Induced oscillatory activity analysis 
 
Data were filtered in the 13-30 Hz frequency band. Based on previous studies characterising 
the beta band response to median nerve stimulation [18] and results in Chapter 6, contrast 
windows for beta ERD were selected witKµDFWLYH¶SHULRGVVSDQQLQJs following each of 
the second pulses and µFRQWURO¶ SHULRGV VSDQQLQJ s of the pre-stimulus rest period (-
1.5t-1.0s) SULRU WR VWLPXOXVRQVHWRI WKH ILUVW SXOVH)RUEHWD(56 µDFWLYH¶SHULRGVZHUH
chosen to begin 0.7 s following the second pulse and to span a period of 1s. These were 
FRQWUDVWHGZLWKµFRQWURO¶SHULRGVVSDQning 1 s (-1.5t-0.5s) of the pre-stimulus rest period. 
To ensure that the data covariance matrix was well conditioned [19], regularisation of the 
data covariance matrix was implemented using a regularisation parameter of 2 for both 
oscillatory and phase-locked evoked data.  Pseudo-T-statistical images (1 mm3 resolution) 
were created showing the spatial distribution of power change between active and passive 
windows. These were overlaid onto an anatomical image generated from a 3T T1-weighted 
MPRAGE MRI. For comparison with fMRI data, the noise normalised power difference 
images were then normalised to the T1-weighted template brain in SPM5 
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(http://www.fil.ion.ucl.ac.uk/spm/), and the same transform applied to the dipole location 
coordinates. The MNI coordinates were then extracted for each dipole location and global 
maxima of beta ERD and beta ERS for each condition. The same ROI analysis as used for 
fMRI was employed for the normalised MEG data (see below). 
 
Hilbert envelopes were generated from virtual sensor traces in the same way as that detailed 
in Chapter6.  An average of the 1s pre-stimulus data was taken from the Hilbert envelope 
and assumed to represent a baseline amplitude.  The average onset time of the beta ERS 
following the second pulse was calculated by taking the time at which the Hilbert envelope 
increased above the baseline value. For each median nerve pulse, the time to peak (TTP) of 
the beta ERS and peak amplitudes of beta ERS and ERD was also calculated. For the beta 
ERS the TTP and peak amplitude measures for the first two ISI conditions (0.25 and 0.5s) 
were limited to the effects following the second pulse as the short ISI meant that no rebound 
effect was seen following the first pulse.  Metrics were computed for all subjects and 
conditions for ERD. 
 
7.2.3.4  fMRI 
 
Data were realigned and spatially smoothed with a Gaussian 5 mm kernel using SPM5.  A 
general linear model (GLM) was employed, in order to identify areas of significant (p < 0.05 
FWE corrected) BOLD contrast. Individual pulse timings were used to create a box car 
model design matrix convolved with a canonical HRF and the individual realignment 
parameters included as covariates of no interest. In order to assess the relationship between 
BOLD and MEG, MEG metrics (ERD amplitude, ERS peak amplitude and P35m amplitude 
following each pulse for each individual) were included as parametric modulators in the 
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GLM. BOLD data were normalized to the T1-weighted template brain in SPM5 and peak 
coordinates extracted in MNI space for comparison with MEG.  
 
To assess the linearity of the BOLD response, BOLD timecourses were extracted from 
volumes of 3x3x3 voxels centered on maxima in contralateral SI from the fMRI maps. These 
were subsequently averaged across trials and subjects. The maximum BOLD percentage 
change and power of the BOLD response, by integrating under the BOLD timecourse, for 
each condition was measured and these results plotted against ISI.  Peak latencies for the 
BOLD timecourse for each condition were also computed. To further interrogate the BOLD 
response as a function of ISI, a region of interest (ROI) analysis was performed. Masks were 
created using the wfu-Pick Atlas toolbox in SPM5 and the percentage area of significantly 
active (p<0.05 FWE corrected) voxels, maximum and average T statistic within each ROI 
computed for all conditions and subjects using the SPM obtained without parametric 
modulators. ROIs included left and right inferior parietal lobes and left and right pre and post 
central gyri.   
 
7.3 Results 
 
7.3.1 Spatial localization of MEG and BOLD responses 
 
One subject was omitted from MEG data analysis due to excessive noise; results are reported 
for the remaining 7 subjects. 
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Figure 7-1: Spatial localization in the coronal [A], axial [B] and sagittal [C] planes of 
VLJQLILFDQW EHWD (56 Ǉ! (i) EHWD (5' Ǉ-5) (ii) and BOLD activity (p<0.05 FWE 
corrected) (iii). The results in the left hand column are shown in a single representative 
subject and were elicited by 2 median nerve pulses with an ISI of 0.25s. Cross hairs indicate 
the global maxima of effects. The right hand column shows the corresponding spatial 
location of global maxima of MEG and BOLD fMRI effects in MNI coordinates. Data are 
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shown for the 7 subjects showing significant task-related activity, with data points giving the 
average peak location across conditions with error bars depicting the standard error of peak 
location across conditions for each subject. 
 
The spatial localization of phase-locked evoked activity, induced oscillatory activity in the 
beta band beta ERS (i) and beta ERD (ii) and the BOLD fMRI response (iii) is shown in 
Figure 7-1 for coronal [A], axial [B] and sagittal [C] planes. Significant beta ERS and BOLD 
response was observed in contra-lateral primary sensorimotor cortex, and significant beta 
ERD in contra-lateral primary sensorimotor cortex and extending to parietal regions (Figure 
7-1 [A-C] (ii)). Lower threshold beta ERD was also seen in ipsilateral primary and secondary 
somatosensory cortex and parietal regions. In all subjects P35 dipoles were localised to 
contra-lateral primary sensorimotor regions and their respective locations for each subject 
are shown in Figure 7-1. Additional dipoles at later timepoints were localized to contra-
lateral SII and ipsilateral primary sensory regions in 4 subjects. Average global maxima of 
MEG and BOLD fMRI effects are reported in Table 1.   
 
It can be seen in the right hand column of Figure 7-1[A] that ERS peaks were significantly 
shifted in their z MNI coordinate (p<0.028) relative to the ERD peaks, although there was no 
significant difference in the x,y plane coordinates (Figure 7-1[C]).  Increased inter- and intra-
subject variability in the location of beta ERD peaks compared to ERS locations was 
observed. 
 
As seen in Figure 7-1 [A-C] (iii), significant BOLD activity (p<0.05 FWE corrected) was 
predominantly observed in contra-lateral primary sensorimotor cortex encompassing both 
pre- and post- central gyri. The average MNI coordinates of the BOLD global maxima are 
shown in Table 7-1.  Also visible in the BOLD data, was a small activation focus in the 
medial frontal cortex, on the upper bank of the cingulate sulcus (1,-15,53) ± (2,3,2), (x,y,z 
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MNI coordinates averaged across conditions and subjects  ± stdev). This has previously been 
reported in fMRI studies and has been identified as the supplementary motor area [20-21]. 
 
Inclusion of the MEG derived parametric modulators showed no significant modulation by 
ERS to the BOLD signal. Beta ERD yielded significant modulation in all subjects in contra-
lateral primary sensorimotor cortex and extending to parietal regions (no different to those 
areas found to show significant activation to the box car alone). Inclusion of the P35m 
amplitude revealed significant modulation in 3 subjects in contralateral somatosensory 
regions. The global maxima for each of the models is reported in Table 7-1.  However, due 
to the lack of consistency across subjects for the parametric modulation analysis, further 
analysis was confined to active areas in those SPMs generated without parametric 
modulation. 
 
 Average MNI coordinates of 
global maxima (x,y,z)± stdev mm 
beta ERS (-40, -23, 46) ± (9, 9, 8) 
beta ERD (-45, 29, 30) ± (7, 14, 11)  
Dipole  (-40, -35, 41) ± (9, 8, 9) 
BOLD  alone (-34, -24, 56) ± (6, 6, 9) 
BOLD  (beta ERS amplitude parametric modulator) No significant activity 
BOLD (beta ERD amplitude parametric modulator) (-33, -24, 56) ± (6, 6, 9)  
BOLD (P35m amplitude parametric modulator) (-28, -27, 56) ± (10, 11, 10)  
Table 7-1: Global maxima of beta ERS, beta ERD and signal averaged evoked response 
dipole location in contra-lateral SI, together with global maxima of significant BOLD 
activity identified using traditional boxcar design alone, and with MEG derived parametric 
modulators. (MNI coordinates are shown averaged across both subjects and conditions with 
associated standard deviation) 
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The global maxima of BOLD data were on average a Euclidean distance of 13 ± 2 mm from 
ERS global maxima, 29 ± 6 mm from ERD global maxima, and 19 ± 6 mm from dipole 
locations in contra-lateral SI. No significant differences in any direction were found between 
the BOLD global maxima coordinates and the ERS maxima coordinates, with the distance 
between them being within previously reported ranges of BOLD and MEG correspondence 
[3] [22].  Significant differences were found between the BOLD maxima and the ERD 
maxima in the x (p=0.0312) and z (p=0.0312) coordinates, and between BOLD maxima and 
dipole locations in the z (p=0.0255) coordinates. 
 
Voxels exhibiting significant BOLD activity were also found bilaterally in pre- and post-
central gyri and the inferior parietal lobes as reported in Table 7-2 with maximum T statistics 
on average higher in contra-lateral pre- and post- central gyrus than in contra-lateral inferior 
parietal lobes. All contra-lateral responses had on average higher maximum T statistics than 
their ipsilateral counterparts. No significant differences across varying ISIs were found in 
either the percentage of significantly active voxels or the maximum T statistic within any of 
the ROIs examined. Table 7-2 also shows the distribution of MEG activity in the same ROIs 
interrogated with BOLD fMRI.  It can be seen that the beta ERS is closely related to BOLD 
with activity being predominantly contra-lateral and maximum Pseudo-T-statistics on 
average higher contra-laterally than ipsilaterally. In contrast, little difference was found 
between the average maximum Pseudo T statistics of beta ERD in contra-lateral compared to 
ipsilateral regions.   
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Region of Interest Maximum T stat: 
BOLD ± stderr 
0D[LPXPǇVWDW 
beta ERS ± stderr 
0D[LPXP DEVROXWH Ǉ
stat: 
beta ERD ± stderr 
Left Inferior 
Parietal Lobe 
4.28 ± 1.20 5.57 ± 1.05 4.73 ± 0.76 
Left Post- Central 
Gyrus 
6.87 ± 1.50 6.51 ± 1.02 4.79 ± 0.72 
Left Pre- Central 
Gyrus 
6.65 ± 1.70 6.55 ± 1.10 4.82 ± 0.73 
Right Inferior 
Parietal Lobe 
3.10 ± 0.50 1.70 ± 0.63 4.13 ± 0.93 
Right Post- Central 
Gyrus 
3.13 ± 1.50 2.24 ± 0.56 4.18 ± 0.82 
Right Pre- Central 
Gyrus 
4.43 ± 1.71 2.42 ± 0.53 3.89 ± 0.62 
 
Table 7-2: The spatial distribution and intensity of significant (p<0.05 FWE corrected) 
BOLD activity in the region of interest analysis.  Shown is the maximum BOLD T value and 
the corresponding maximum Pseudo-T-Statistical of MEG effects in the same region. Data 
are averaged across conditions and subjects and shown with associated standard error. 
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7.3.2 Temporal signature of neuroelectrical effects 
 
 
 
Figure 7-2: [A] Sensor level plot for a single representative subject showing the average 
phase-locked evoked response to a single median pulse. The timecourse from a single sensor 
depicts the component of interest (P35m). [B] The equivalent source waveform extracted 
from the dipole location showing deflections at characteristic time points.  The ratio of 
signal averaged evoked response P35m amplitude for the paired pulses in each condition is 
also shown. * indicate conditions in which the second SEF was significantly smaller than the 
first (p=0.018 determined by a Paired Wilcoxon Signed Rank Test). Data are given as an 
average across subjects with standard error. [C] (i-vi) Average phase locked evoked 
response following pulses 1 and 2 respectively for each of the ISI conditions in a single 
representative subject.  
 
 
N160m
N20m
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Figure 7-2[A] shows the sensor level MEG data for a single representative subject and 2B 
shows the equivalent source waveform extracted from the dipole location. The signal 
averaged evoked responses in contralateral SI to median nerve stimulation were consistent 
with previously reported responses [7, 23], with significant N20m, P35m and later N160m 
deflections (Figure 7-2[B]).  
 
Figure 7-2[B] (right hand panel) shows the ratio of the amplitude of the P35m component of 
the second signal averaged evoked response with respect to that of the first.  It can be seen 
that with decreasing ISI (i.e for ISIs 0.25s, 0.5s and 0.75s) the amplitude of the 2nd signal 
averaged evoked response is reduced, with the P35m amplitude being significantly smaller 
for an ISI of 0.5s (p=0.018).  There were no significant differences between signal averaged 
HYRNHG UHVSRQVH DPSOLWXGHV IRU ,6,V  V 7KLV HIIHFW FDQ DOVR EH VHHQ LQ )LJXUH &
which shows the average phase locked evoked response following pulses 1 and 2 
respectively for each of the ISI conditions in a single representative subject.  It can be seen in  
Figure 7-2[C](i) that the P35m of the second pulse is delayed as well as being of reduced 
amplitude when the second pulse is presented within a very short (0.25s) timeframe of the 
first pulse.  
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Figure 7-3: Average Hilbert envelopes across subjects from peak in beta ERS data for ISIs  
0.25s [A], 0.5s [B], 0.75s [C], 1.0s [D], 1.5s [E] and 2.0s[F].  Grey dashed vertical lines 
show median nerve stimulation. 
 
 
Figure 7-3 shows the timecourses of beta (13-30Hz) activity extracted for stimuli of varying 
ISI. The characteristic temporal signature of beta decrease followed by a rebound can be 
seen in all conditions.  Also visible in Figure 7-3 is a spike in power at the onset of each 
median nerve pulse which can be attributed to the 13-30Hz component of the signal 
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averaged evoked response.  This effect was not investigated further in terms of task related 
amplitude modulation as the P35m provides a well established metric for characterisation of 
task related signal averaged evoked effects. 
 
 
Figure 7-4: [A] Peak amplitudes of ERD/S following pulse 1 (filled) and pulse 2 (open). 
Shown is average across subjects with standard error. * indicates second ERS peak 
amplitude being significantly larger than 1st ERS peak amplitude (determined by a non-
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parametric Paired Wilcoxon Signed Rank Test). [B] Absolute average integrated Hilbert 
HQYHORSHIRU7RWDO(5'¸DQG(56ƑSRZHUIRUERWKSXOVHVVKRZQZLWKVWDQGDUGHUURU
across subjects.  
 
 
The percentage change of beta ERD from baseline is consistent (-19 ± 6% across subjects 
and conditions). The average onset time of ERS was not changed with varying ISI and was 
found to be 0.38 ± 0.01s following stimulation for ISI of 0.75s or greater.  The average TTP 
of the beta ERS was also unchanged at 0.78 ± 0.09s following stimulation. Despite no 
significant differences in the time to peak or onset time, the amplitude of the beta ERS (30 ± 
12% across subjects and conditions) showed more variability than that of the ERD. Figure 
7-4[A] shows that for an ISI of 2 s, no significant difference was found between the peak 
amplitudes of ERS 1 and ERS 2, suggesting that full recovery had occurred before the 
second pulse was applied.  When the second pulse was applied at an ISI for which beta band 
activity was not at baseline, i.e. for ISIs < 2s, the peak amplitude of the second beta ERS was 
significantly larger than that of the first (p=0.028 matched Wilcoxon signed rank test, for 
ISIs 0.75s, 1s and 1.5s, with peak amplitudes for each ISI tested independently).  The peak 
amplitudes of the beta ERD following the 2 median nerve pulses are also shown in Figure 
7-4[A]; no significant modulations in amplitude with varying ISI were found. 
 
The total power change of beta oscillatory activity (i.e the integrated Hilbert envelope), is 
shown in Figure 7-4[B].  beta ERD is similar across all conditions. However, despite 
constant peak amplitude of ERS following WKH VHFRQG VWLPXODWLRQ RI ,6,V1.5s (Figure 
7-4[A]), Figure 7-4[B] shows a reduction in total beta ERS power in response to 2 pulses as 
the stimulus interval is increased.  
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7.3.3 Temporal signature of BOLD responses 
 
Figure 7-5: [A] Peak amplitudes and [B] peak latencies for BOLD responses in each 
condition extracted from an ROI centered on the global maximum. Data shown are averaged 
across trials and subjects, error bars represent standard error across subjects. 
 
 
Figure 7-5 shows the peak amplitude from the global maximum of BOLD data expressed as 
a percentage change from baseline.  The peak amplitudes were on average reduced for the 
ISIs of 1.5 and 2s compared to those for shorter ISIs; however this effect did not reach 
significance. The ISIs generating smaller peak amplitudes (1.5 and 2s) also displayed 
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increased peak latency, although this did not reach significance.  There was no significant 
difference across conditions in the total integrated area of the BOLD response.  
 
7.4 Discussion 
 
In this chapter both signal averaged evoked and induced neuro-electric effects and the 
haemodynamic BOLD fMRI response are investigated using a paired pulse median nerve 
paradigm to assess the effects of paired pulse depression.  
 
7.4.1 Spatial signature of effects 
 
Spatial separation of beta ERD and ERS has been previously reported in data acquired 
during voluntary finger movement [13].  Here we show that this spatial separation also 
occurs during median nerve stimulation.  Beta ERD was observed bilaterally, in the post 
central gyrus, and extended posterior into parietal regions.  ERS was predominantly contra-
lateral, focal and with activity extending to the pre-central gyrus.  A significant difference in 
the global maxima of ERD and ERS responses was seen in the superior/inferior direction, 
which suggests spatially separate neural generators for the two phenomena.  Such a finding 
could be explained by the difference in signal-to-noise of the two effects, with ERS being 
more robustly localized near to the cortical surface due its higher SNR.  Intra-cerebral 
recordings of cortical activity related to finger movement report a widespread topography of 
ERD/ERS in temporal and higher±order motor regions [24].  Such extended sources are 
poorly modeled by dipolar lead-field estimates used for beamformer source localization and 
therefore may also give rise to inaccuracies in peak locations.  However, it is highly likely, 
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given the consistency in separation of the ERD/ERS across both subjects and conditions, that 
they are indeed both arising from spatially separate neural generators.  
 
The spatial localization of both MEG activity and significant BOLD activity reported here is 
consistent with locations reported following median nerve and somatosensory stimulation in 
previous studies and is somatotopically concordant with right hand stimulation [25-27].  A 
good spatial correspondence was found between haemodynamic fMRI data and the spatial 
location of induced oscillatory activity as detected by MEG, particularly post stimulus 
increases in beta band power. The spatial correspondence between BOLD and beta ERS 
peaks is consistent with previous studies investigating the correspondence between 
oscillatory activity detectable by MEG and fMRI BOLD data [2, 22, 28] and within the co-
registration error of the two techniques. 
 
A degree of intra-subject variabililty in peak locations in all modalities is evident in Figure 
7-1.  A common source of spatial localisation error for MEG [29-30]  and fMRI [31]  data is 
in the co-registration of functional data to the structural anatomical image and subsequent 
warping of the co-registered image to a standard brain in the normalisation process. Previous 
studies [29-30] have reported that for MEG data, inaccuracies in digitisation of fiducial coils 
of ~1mm can result in co-registration errors in posterior brain regions of ~1-2 cm.  In this 
study, as described in Section 7.2.2, in an attempt to minimise such errors, representations of 
the scalp surface were obtained for surface matching with MRI data alongside digitisation of 
anatomical landmarks.  Although efforts were made to minimise co-registration errors, it is 
impossible to remove their effects completely.  MEG spatial localization is also limited by 
the accuracy of the source model used.  For both the phase-locked evoked response dipole fit 
analysis and the beamformer analyses of induced oscillatory activity, sources were modelled 
as point dipoles.  As previously described, if the task stimulation elicited activity in extended 
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patches of cortex, such extended sources are poorly modeled by dipolar lead-field estimates 
and therefore may give rise to inaccuracies in peak locations. 
 
The close spatial correspondence of BOLD and ERS global maxima would suggest that the 
two are linked.  The amplitude of beta oscillatory activity has been related to the levels of 
GABAergic inhibition [11], which has also been shown to affect the BOLD fMRI response 
with basal GABA levels being inversely related to the amplitude of the BOLD fMRI 
response. Recent work [9] has shown a correlation between basal GABA concentrations in 
the motor cortex and post movement ERS amplitude, one may therefore expect to see 
regional amplitude modulations in BOLD activity related to the non-linear modulations in 
beta ERS power.  However, despite a close spatial relationship (both with regards to the 
distance between global maxima and the ROI analysis) between the beta ERS and BOLD 
response, this was not reflected in terms of a correspondence between task related 
modulations in power of the oscillatory activity and the BOLD response.  Consistent with 
ERS responses, for BOLD data, both the number of significantly active voxels and 
maximum T score were on average higher in the pre and post central gyri when compared to 
the inferior parietal lobes; however in contrast to the MEG derived ERS which showed 
amplitude modulations with ISI, no regions displayed any significant modulation either in 
spatial extent or in regional maximum T score across conditions.  Indeed using the peak 
amplitude of the ERS as a parametric modulator in the SPM analysis yielded no significant 
activity in the sensorimotor cortices.  Despite the global maxima of BOLD being located 
closest to peaks in ERS, significant BOLD activity was also seen to extend anteriorly into 
inferior parietal lobes, consistent with reported locations of beta ERD. It is therefore difficult 
to comment on the relationship between the BOLD response and post stimulus ERS, it may 
be the case here that the changes in the ERS amplitude resulting from the paired pulse 
stimulus were too subtle to be detected in the BOLD response in the same region.  
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A previous study using vibrotactile stimulation [32] reported a close spatial correspondence 
between significant BOLD activity and dipole location determined from MEG data, but no 
consistent modulation in response amplitude.  Both the close spatial correspondence between 
BOLD and MEG responses and the dissociation in signal averaged evoked amplitude 
modulation is consistent with the results presented here, where we extend this to show a 
correspondence with induced oscillatory activity.  However, they also reported an increase in 
the spatial extent of significant BOLD activity with increasing ISI.  The difference between 
the results reported here and those reported by Tuunanen et al. [32] may be explained by the 
difference in stimulus rates, and increased signal to noise afforded by 7T;  at 1.5T increased 
activity in a given region may serve to push some voxels above the noise limit which would 
then be detected as an increase in spatial extent, whereas at 7T there may be sufficient SNR 
that for all conditions all active voxels are above the noise floor.  
 
7.4.2 Modulation of the beta-ERD/ERS and P35m by varying ISIs  
 
The phase-locked evoked response analysis was carried out to verify that with this paradigm 
we were able to detect analogous paired pulse effects to those measured invasively, and that 
the data reported is also consistent with previous studies. As a result of epicortical [33]and 
invasive imaging of rat cortex [34], it is believed that a larger area of cortex is activated 
during the P35m than during the N20m, which is consistent with the increased amplitude of 
the response that we see in our data.  The ISI dependency of the P35m that we show, a 
decrease in P35 amplitude for ISIs of 0.25, 0.5 and 0.75s, is in general agreement with 
previous reports. Tiihonen et al. [35]  reported a decrease in P35 amplitude with shortening 
ISI from 0.5 to 0.2s, whilst only a slight reduction was noted in N20m.  Karhu et al. [8] 
describe a reduction in P35m amplitude between ISIs of 2 and 0.4s.  Intracellular recordings 
have demonstrated that inhibitory postsynaptic potentials (IPSPs) also exhibit a strong 
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sensitivity to frequency of stimulation and as such it is thought that the P35m represents 
inhibitory postsynaptic currents, with the source orientation suggesting origination in layer 
IV of the somatosensory cortex, with current flow directed towards the white matter [7]. 
Deisz and Prince [6] reported a reduction of IPSCs when the ISI was changed from 10s to 1s.  
Our results show many similarities with data obtained in rat hippocampal neurons, where 
GABA mediated IPSCs were seen to undergo a paired pulse depression by the second of two 
pulses, with ISIs of 100-2000ms and were significantly suppressed when the ISIs were 
between 100 and 1000ms [5]. Since paired pulse depression effects were evident in the 
signal averaged evoked response data, we went on to investigate if a similar effect was 
visible in the induced oscillatory activity. 
 
The temporal signature of the beta band oscillatory activity shown here following median 
nerve stimulation is also in good agreement with previous studies [36], with a power loss for 
~0.4s after stimulation followed by a sharp increase in power peaking at ~0.78s.  No 
significant modulations in beta power were apparent during the baseline 1.5s period prior to 
stimulation. Since no difference in beta band oscillations was found between the regular and 
jittered conditions discussed in Chapter 6, anticipatory effects on the power modulations 
following stimulation can be excluded. 
  
The amplitude of the ERD was unaffected by ISI and was consistent across subjects and 
conditions.  It can be seen in Figure 7-3 and Figure 7-4 that the application of a pulse during 
the ERD period of the previous stimulation did not result in a further reduction of baseline; 
rather the same amplitude was maintained. What is more, the application of a pulse during 
the ERS of the previous stimulation resulted in a loss of power to the same level.  That is to 
say the level of ERD reached following stimulation remained constant, irrespective of the 
level of beta power at the time of stimulation.  This is consistent with previous work [2] and 
VXSSRUWVDK\SRWKHVLVWKDWEHWD(5'RVFLOODWLRQVEHKDYHDVDFRUWLFDOµJDWH¶ 
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The ERS on the other hand was much less consistent.  The peak amplitude of the rebound 
appeared to increase with the number of pulses received within a recent timeframe (i.e. for 
ISI < 2s) the width of the rebound curve was affected by the ISI. This led to a cumulative 
effect on power, with a large total ERS power when the second pulse was applied early in 
the refractory period of the beta oscillatory activity and a reduction in total power across 
conditions with increasing ISI, reflecting a non-linearity in the response dependent upon 
stimulus frequency.   
 
The functional implications of these results are not entirely obvious. The spatial and 
functional dissociation between modulations in beta ERD and ERS with ISI is consistent 
with previous work and suggests separate neural generators for the two effects. However, the 
neuropharmacological basis of these mechanisms requires further investigation. Invasive 
data suggests that paired pulse depression effects, visible in the signal averaged evoked 
response here, may be partly attributed to a desensitization of the GABA-A receptor [37]. 
However, work by Hall et al. [10] show movement related beta ERD to be GABA-A 
dependent, with post movement beta ERS being GABA-A independent.  At first sight our 
results seem to be in contrast with this which may be due to the paradigm differences, 
however it may also be that any modulations in the beta ERD amplitude resulting from 
paired pulse depression effects are simply too subtle to be detected with the current paradigm. 
In the current study, timecourses were extracted from beta ERS peaks, due to their small 
inter-subject variability in spatial location when compared to beta ERD peak locations.  The 
regularization of the data covariance matrix used to derive the beamformer weights for the 
virtual sensor timecourses results in a spatially smoothed MEG source space.  This ensures 
contribution from both ERD and ERS effects and minimises a sensitivity bias towards beta 
ERS effects, however there may have been a slight reduction in sensitivity to modulations in 
beta ERD as a result of this approach. 
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The precise mechanisms underlying generation of beta oscillatory activity and ERD/S 
phenomena may however be far more complex than alluded to above. Evidence for multiple 
co-existent beta oscillations in somatosensory cortex has been proven, meaning that a single 
virtual sensor timecourse may well represent many different underlying processes [38].  The 
co-existent beta oscillations were shown to differ in their GABA dependence, with one being 
GABAergically modulated and the other not.  Post stimulus beta ERS has previously been 
attributed to somatosensory re-afference [39] and it may be that this is a separate, non-
GABA mediated effect that displays sensitivity to ISI within a relatively short timeframe.  
Despite not being directly influenced by GABAergic modulation it has been demonstrated 
that beta ERS is dependent upon the spontaneous beta oscillatory power, which is 
GABAergically mediated [10, 40].  As such, further studies are required to properly 
characterise these phenomena and the relationship between the two effects. 
 
7.4.3 Non-linearity of the BOLD response  
 
Most importantly for BOLD studies, here we show that the neuro-electric responses to 
median nerve stimulation has only recovered at an ISI of 2s (Figure 7-3 [F]). Traditionally, 
models of neural activity for input into BOLD models only consider signal averaged evoked 
responses which have recovered after a few hundred milliseconds whereas this study 
demonstrates significant non-linear modulations of induced oscillatory activity and in signal 
averaged evoked response amplitude for up to 2s following stimulation.  Further, despite 
being on the same timescale, the modulation in oscillatory beta ERS with ISI is somewhat 
different from the paired pulse depression effect seen in the P35m component of the signal 
averaged evoked response. Much work has been done in order to determine the basis of well 
characterised non-linearities in BOLD [41].  Both non-linear neural responses to stimuli and 
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non-linear vascular effects may contribute to BOLD non-linearity and the relative 
contribution of these two effects remains poorly understood. Recent work [42]  has reported 
that in the visual cortex, non-linear phase locked evoked neural activity only exists at ISIs of 
less than 200ms, and beyond this, BOLD non-linearities are attributed to vascular origins.  
The direct measures of neural activity made using MEG in this study show non-linearities 
exist in both phase locked evoked responses and induced oscillatory activity with ISIs on the 
order of up to 2s. This is of great importance for BOLD models and highlights the need to 
take both signal averaged evoked and induced activity into account when creating neural 
input functions to a BOLD model. 
 
Importantly the temporal characteristics of the BOLD response suggest a deviation from a 
truly linear system. The spatial correspondence of the peaks in BOLD activity dipoles and 
induced oscillatory activity (beta ERS) intimate that the effects are originating from the same 
cortical location, as such non-linearities apparent in the signal averaged evoked response and 
beta ERS response may be contributing to non-linearities in the BOLD response. 
 
In assessing the modulation of BOLD timecourses extracted from the global maxima regions, 
near to peaks in beta ERS, they showed on average reduced peak amplitude and increased 
peak latency increased for ISIs > 1s.  The trends seen in Figure 7-5 [A] and [B] for peak 
amplitude and latency deviate from what one would expect from a truly linear BOLD 
response in an ideal system with short ISIs however neither of these effects reached 
significance.   The fMRI scan parameters for this study were set up for maximum bilateral 
coverage at high resolution to assess the spatial distribution of BOLD with respect to MEG 
phenomena.  Future work using a short TR would improve assessment of the temporal non-
linearities of the BOLD response.   
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7.5 Conclusions 
 
We have shown a good spatial correspondence of BOLD activity and induced oscillatory 
activity suggesting a relationship between the two phenomena.  A statistically significant 
spatial separation of beta ERD and ERS has been demonstrated suggesting that the two 
effects arise from separate neural generators. The spatial distribution and extent of BOLD 
activity was unaffected by ISI, but modulation in peak amplitude and latency were observed.  
Non-linearities both in induced oscillatory activity and in components of the signal averaged 
evoked response have been reported for ISIs of up to 2s showing that effects of the paired 
pulse design manifest themselves in both forms of activity. The beta band ERD magnitude is 
always equivalent, irrespective of the starting point, which suggests a gating role for this 
response as no effects of the paired pulse design were evident.  The ERS on the other hand 
was both spatially distinct from the ERD and modulated with ISI, although in a different 
manner to the signal averaged evoked response.  The reported dissociations in amplitude of 
BOLD and MEG data reflect the rich, complementary information afforded by the two 
techniques which requires further investigation if we are to understand the relationship 
between these two disparate phenomena. We have shown that neural activity exhibits a 
significantly non-linear response to stimulation, implying that BOLD non-linearity comes 
not only from a non-linear vascular response to neural activity, but also a non-linear neural 
response to the stimulus.  This is the case even when the ISI between stimuli is relatively 
long (on the order of 2s) and the signal averaged evoked response has returned to baseline. 
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Chapter 8    
Electrical and haemodynamic 
responses to MNS pulse trains 
 
Overview:  This chapter aims to investigate the neuronal responses following a train of 
median nerve stimuli. Beta band oscillations, SEFs (N20m, P35m and N160m) and BOLD 
responses are measured for pulse trains of varying length and frequency. The gating 
hypothesis discussed in Chapter 7 is further confirmed with multiple pulse paradigms. The 
CAM introduced in Chapter 5 is also tested and some amendments are made to allow this 
model to fit our results. Although some conflicts between the results of our paired pulse 
study and previous studies have been discussed in Chapter 7, they can be interpreted by the 
CAM together. Finally, the temporal signature of beta ERS/ERD is used to attempt to 
separate the cortical areas associated with ERD/ERS effects in fMRI.  
 
8.1 Introduction 
 
The modulation of beta band oscillations in the somatosensory cortex has been discussed in 
Chapter 7. The paired pulse study suggests that the beta ERD plays a gating role in cortical 
processing. If a second pulse is applied within the µgating interval¶ ( a 0.5s window 
following the first pulse), the ERD will be maintained at the same amplitude apart from the 
evoked components; if the second pulse is applied outside this window, a loss of power to 
the same level is generated. However, in the paired pulse study, as the maximum length of 
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beta ERD is only about 1s, whether the amplitudes of ERD following longer stimulus trains 
is maintained at the same level remains unclear.  
 
The P35m effect has been previously reported to decrease with ISI from 0.5 to 0.2s [1]. This 
has been confirmed by our paired pulse study. The P35m is suggested to represent the 
GABA mediated IPSPs [2] and is modulated by paired pulse depression effects. Although 
the beta ERD is also GABA mediated, whether the P35m is modulated under this gating role 
remains uncertain. If the P35m is not influenced by the µcortical gate¶, there may be other 
evoked responses modulated by these beta band effects.  
 
As shown in Chapter 7, the peak amplitude of the beta ERS, which has larger variance than 
the ERD, appears to increase with the number of pulses received within a recent timeframe 
and have a cumulative effect. However, whether the increase of beta ERS is due to the 
cumulative effect or the decrease of ISI is still questionable. As discussed in Chapter 7, the 
precise mechanism underlying beta ERD/ERS remains unclear. It has been reported in 
previous studies that beta ERD is directly mediated by the GABA level whilst the ERS is 
indirectly influenced by the spontaneous beta oscillations [3]. As stated in Chapter 5, the 
thalamo-cortical loops, which contain both GABA mediated and non-GABA mediated 
neurons, are involved in the modulation of cortical beta oscillations. The CAM which relates 
the beta ERD/ERS to the changes of the CA level has been developed by previous research. 
Whether this model holds true with our results and can be used to interpret the beta 
ERD/ERS following MNS will be tested in this chapter.  
 
In Chapters 6 and 7, studies presented have employed MEG beamforming in order to find 
the spatial separation between beta ERD and ERS. However, the limited spatial resolution of 
this method makes precise measurement of spatial separation and extent problematic. 
Previous research using EEG-fMRI has shown that, by including the timecourse of beta ERS 
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(PMBR) as a regressor in the fMRI analysis, the source of the ERS effect can be identified 
by associated BOLD signal increase [4]. We therefore examine the spatial distribution of the 
BOLD signal using models based on the temporal signature of beta ERD and ERS.  
 
In this chapter, MNS with different pulse train lengths is used to study the modulation of 
beta ERD/ERS. Then using a fixed length pulse train with different ISIs, the influence of 
stimulus frequency on the beta ERD/ERS is studied. The gating role of beta ERD and the 
CAM are tested. Finally, the spatial separation of ERD and ERS is examined by including 
the temporal signature of beta ERD and ERS in regressor in BOLD fMRI analysis.  
 
Both MEG and ultra-high-field fMRI are used in this chapter to test the following hypothesis. 
 
The gating role: 
1) The beta ERD behaves as a cortical gate and the amplitude of ERD is maintained if 
multiple pulses are applied within the gating interval. 
2) There is some evoked responses moderated by the beta band effects under this gating 
role  
In the CAM, the WP can only moves on the bell-shaped curve and the ERD/ERS is limited 
by this curve. Based on this model:  
3) The ERD/ERS can be interpreted by the CAM, no linear independency or 
accumulative effect is found in ERS with increasing pulse number. 
4)  The ERS is modulated by changing stimulus frequency in the pulse train frequency 
study with ISI outside the gating interval, but the amplitudes of ERS following each 
pulse are the same. 
The spatial separation: 
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5) By including the temporal signature of beta ERD and ERS into the regression model, 
a delayed BOLD signal, which may be associated with the beta ERS, can be found 
and is spatially separated from the standard BOLD response.  
 
 
 
8.2 Methods 
 
Eight healthy right-handed volunteers (6 males, 2 females) took part in the pulse train length 
study (where pulse number was varied). Eight right-handed volunteers (7 males, 1 female) 
took part in the MEG and 7T fMRI study where pulse frequency was varied. All volunteers 
provided written informed consent. Handedness was assessed using a modified version of the 
Edinburgh handedness inventory.    
 
8.2.1 Paradigms 
 
8.2.1.1 Investigating pulse train length 
 
In order to investigate pulse train length, median nerve stimulation with the same ISI of 0.5s 
but with four different pulse train lengths was applied to all 8 subjects. The numbers of 
stimuli applied in each trial were 2, 4, 6, and 10 for the four different conditions.  The pre-
stimulus time was 1.5s and the trial lengths were 9s, 10s, 11s and 13s respectively.  There 
were 40 trials collected in each condition and blocks containing different conditions were 
pseudo-randomly ordered. 
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8.2.1.2 Investigating pulse train frequency 
 
To investigate pulse train frequency, a train of 10 pulses with two different ISIs was applied 
to the eight subjects. An ISI of 0.5s (2Hz) was used in an effort to maintain the ERD (since 
pulses were applied within the gating interval) and whereas an ISI of 2s (0.5Hz) allowed the 
ERS to appear between stimuli. The pre-stimulus time was 1.5s and trial length was 13s for 
2Hz and 28s for 0.5Hz; a total of 50 trials was used in the MEG experiment. An fMRI study 
with the same protocol was undertaken on the same subjects. However, the number of trials 
was reduced to 10 in fMRI due to the higher SNR of the BOLD response at 7T. The length 
of each trial was increased to 44s for both ISIs to allow for full recovery of the 
haemodynamic response between trials. 
 
 
8.2.2 Data acquisition 
 
MEG data were acquired using the method outlined in Chapter 6. fMRI data were acquired 
using the method outlined in Chapter 7. 
 
8.2.3 Data analysis  
 
8.2.3.1 Source localization 
 
Source localization of induced changes in oscillatory activity was performed using the 
adaptive beamforming technique Synthetic Aperture Magnetometry (SAM) as detailed in 
Chapter 6. In both multiple pulse and link pulse studies, contrast windows for beta ERD 
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ZHUH VHOHFWHG ZLWK µDFWLYH¶ SHULRGV VSDQQLQJ 0ts following each of the pulses and 
µFRQWURO¶SHULRGVVSDQQLQJ the same time near the end of trials. In the pulse train length study, 
the control periods for 2, 4, 6 and 10 pulses are 6t7s, 6t8s, 6t9s and 6t11s 
respectively. In the frequency study, the control periods for 2Hz and 0.5Hz conditions are 
6t11s and 11t16s respectively. A regularisation parameter of 2 was applied to ensure 
that the data covariance matrix was well conditioned in both studies. Pseudo-T-statistical 
images were reconstructed on a 2mm3 grid, showing the spatial distribution of power change 
between active and control windows. 
 
8.2.3.2 Time-frequency analysis 
 
Hilbert envelopes were generated from virtual sensor timecourses extracted from ERD peak 
points.  An average of the 1s pre-stimulus data (-1.25t-0.25s) was taken from the Hilbert 
envelope and assumed to be baseline. The ERS onset and TTP time was calculated using the 
method stated in Chapter 7. The evoked responses were generated from the same virtual 
sensor traces as stated in Chapter 6. Peak amplitude changes of the N20m, P35m and N160m 
effects were plotted with error bars showing standard error across subjects and compared 
across different pulses and conditions.  Paired Wilcoxon Signed Rank tests were used to test 
for significant differences in both the evoked responses and the ERD/ERS between pulses 
and conditions. The Bonferroni correction was used to counteract the problem of multiple 
comparisons between pulses.    
 
8.2.3.3 fMRI 
 
In the frequency study, the BOLD images and timecourses were generated using the same 
method as stated in Chapter 7.  
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However, for testing for BOLD components associated with beta ERS, a GLM containing 
two separate columns in the design matrix was defined in SPM: the first column represented 
the stimulus (block design with duration 5s corresponding to ERD); the second column 
represented a 5s delayed temporal response with 3s duration (corresponding to ERS), based 
on the MEG beta band timecourse measures. Voxels exhibiting significant correlation 
(p<0.05 FWE corrected) with the two columns were derived (we shall term these the 
standard and the delayed BOLD responses), BOLD timecourses were then extracted from 
6x6x6mm3 clusters Centred on the global maxima. fMRI data were also processed using 
ANOVA [5]. This method detects pixels in which the timecourse shows a repeatable 
response to each stimulus. The ratio of the variance of the averaged data set (aross trials) to 
the variance of the unaveraged data set is calculated for each pixel in the image. The 
ANOVA technique does not make any assumptions about the shape of the activation 
timecourse, and relies solely on the timing of the start of each trial as input. This model free 
analysis allowed elucidation of voxels exhibiting a significant BOLD response at any latency. 
$µWLPHWRSHDN¶PDSZDVthen generated by measuring the time between stimulus onset and 
the peak in the haemodynamic response for all activated voxels defined by ANOVA. 
 
 
8.3 Results 
 
8.3.1 Pulse train length study 
 
Timecourses of beta band oscillations with different pulse train lengths are shown in Figure 
8-1. For median nerve stimuli with a 0.5s ISI, the characteristic temporal signature of beta 
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ERD followed by an ERS can be seen in all conditions. The average onset time of ERS was 
not changed with varying train length and was found to be 0.45±0.02s following the final 
stimulus. The averaged TTP of the beta ERS was 0.91±0.03s. 
 
Figure 8-1: Timecourse averaged across subjects for 2 pulses [A] , 4 pulse [B], 6 pulses [C] 
and 10 pulses [D] conditions. 
 
The percentage change of beta ERD after each pulse for the four different conditions are 
shown in Figure 8-2. These amplitudes are averaged across all eight subjects and the 
variance across subjects is indicated by the error bars.  No significant (p<0.05) modulations 
in percentage ERD with different numbers of pulses were found.   
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Figure 8-2: Percentage change of peak ERD following each pulse for the conditions of 2 
pulses [A] , 4 pulse [B], 6 pulses [C] and 10 pulses [D] with ISI of 0.5s. 
 
Figure 8-3 shows the peak amplitudes of ERD and ERS for the four different conditions of 
train length study and the variance across subjects is shown in the error bars. If peak 
amplitudes in ERD and ERS are measured as percentage change from baseline (A), ERS 
shows large variance across subjects whereas the ERD is stable. If the raw peak amplitudes 
(nAm) are used, the ERD shows larger variability across subjects.  However, in both 
measurements, there is no significant (p<0.05) modulation in either ERD or ERS with 
varying pulse train length.  
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Figure 8-3: Percentage and raw peak amplitude of beta ERD/ERS with different pulse train 
length.   
 
Figure 8-4 shows the timecourses of trial averaged evoked response. Timecourse from the 
virtual sensor in each subject were mean corrected and averaged together. In all conditions, 
ERF components N20m, P35m and N160m were clearly observed.   
 
 
Figure 8-4: Evoked responses for the conditions of 2 pulses [A] , 4 pulse [B], 6 pulses [C] 
and 10 pulses [D]. 
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Figure 8-5 shows the amplitude of the N20m, P35m and N160m components of all pulses in 
all four conditions. It can be seen that the N20m is small but stable for all pulses under all 
conditions. When multiple pulses are applied within a 0.5s ISI, the P35m component, which 
is the largest peak in SEFs, decreases with increasing number of pulses. But these 
differences do not achieve significance (p<0.005) due to the large variance. The N160m 
following the first pulses are significantly larger than the ones following subsequent pulses 
in all four conditions (p=0.015 for 2 pulse condition, p=0.0078 for 4 pulse condition, 
p=0.0453 for 6 pulse condition, and p=0.0027 for 10 pulse condition). The change in 
amplitude of the N160m from the second pulse to the last pulse was not significant.   
 
 
Figure 8-5: Comparison of amplitude change for N20m, P35m, and N160m between 
different pulses for the 2 pulse [A], 4 pulse [B], 6 pulse [C] and 10 pulse [D] conditions. 
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8.3.2 Pulse train frequency study 
 
Beta band timecourses for the pulse train frequency study with 10 pulses at 2Hz (A) and 
0.5Hz (B) are depicted in Figure 8-6. In the 2Hz condition the ERD is maintained until the 
last pulse after which the ERS appears. In the 0.5Hz condition (ISI=2s), the ERS appears 
after each pulse.  
 
Figure 8-6: Timecourse averaged across subjects for 2Hz [A] and 0.5Hz [B] conditions. 
 
Figure 8-7 shows the percentage changes of ERD and ERS following each pulse in the 
frequency study and the variance across subjects is shown in the error bars. Neither the ERD 
nor ERS show significant differences across pulses applied at 0.5Hz and 2Hz. Compared to 
the ERS of 2Hz condition (70.12±10.19%), the ERS at 0.5Hz is smaller (48.51±11.69%).  
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Figure 8-7: Percentage changes of 0.5Hz ERD (Blue), 0.5Hz ERS (Red) and 2Hz ERD 
(Green) following each pulse in the link pulse conditions. 
 
Figure 8-8: Evoked responses for the conditions of 2Hz [A] and 0.5Hz [B]. 
 
Figure 8-8 shows the evoked responses and Figure 8-9 shows the amplitudes of the N20m 
P35m and N160m components for the frequency study. In both cases, the 2Hz condition is 
on the left and the 0.5Hz condition is on the right. For the 2Hz condition, the amplitude of 
N160m coincides with the results of multiple pulse study. For the 0.5Hz condition, the 
N160m does not show significant differences between the first pulse and the subsequent 
pulses. The N20m is also stable. However, although the ISIs was 2s and the ERS nearly 
completed between stimuli with ISI of 2s, the P35m still decline slightly with the increase in 
pulse number. This decline is not significant.  
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Figure 8-9:Amplitude changes of N20m, P35m, and N160m and between different pulses for 
the conditions of 2Hz [A] and 10.5Hz pulses [B]. 
 
 
8.3.3 Spatial temporal signature of BOLD responses 
 
The BOLD fMRI timecourse from clusters around the global maximum for the frequency 
study are shown in Figure 8-10. The peak amplitude for the 2Hz condition was larger than 
that for the 0.5Hz condition. In the 0.5Hz condition, after reaching a peak, the BOLD signal 
plateaued at a stable level.  
 
Figure 8-10: Timecourses of BOLD signal changes for the 2Hz (red) and 0.5Hz (blue) 
conditions.  
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All 8 subjects in the frequency study showed significant standard BOLD responses in 
sensory cortex and 5 of the 8 subjects exhibited significant delayed BOLD using the two 
columns design matrix. Results presented subsequently in this chapter are limited to these 5 
subjects. Figure 8-11 [A] shows the spatial distribution of beta ERD. Figure 8-11 [B] shows 
the associated timecourse extracted from cSI with beta ERD, ERS and the evoked response 
to the 10 individual median nerve stimuli all apparent.  
 
 
Figure 8-11: Spatial localization of beta ERD [A], timecourse of beta band ERD/ERS [B] 
and  columns in design matrices [C]. 
 
Figure 8-12 [A] shows the T-statistical images for both standard (red overlay) and delayed 
(blue overlay) BOLD. Both effects appear bilaterally in SI; the activated area representing 
standard BOLD is larger in the contralateral cortex as would be expected with delayed 
BOLD appearing in neighbouring regions.  
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Figure 8-12: Normalized and averaged T score images for standard (Red) and delayed (Blue) 
BOLD overlaid onto the template brain [A]. Averaged local maximum locations in MNI 
coordinates, with standard error across subjects in transverse [B] and coronal [C] plane 
 
 
Figure 8-12 [B,C] shows the locations of the average maxima for standard and delayed 
BOLD. The x axis is left-right, the y axis is posterior-anterior and the z axis is inferior-
superior. Note that the delayed response is posterior and medial to the standard response; 
both are in approximately the same axial plane.  
 
 
Figure 8-13 shows the timecourses extracted from 6x6x6mm3 clusters in contralateral and 
ipsilateral cortices. Both standard and delayed BOLD responses are shown averaged across 
subjects.  
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Figure 8-13: timecourses for bilateral natural and delayed BOLD for the 2Hz link pulse 
condition.  
 
Finally, Figure 8-14 shows the results of our ANOVA analysis. The activated voxel with 
peak latency of 9.5-11s for natural BOLD (red) and 13-15.5s for delayed BOLD(Blue) are 
overlaid onto the template brain. The areas of natural and delayed BOLD are discrete and 
their locations are similar to the T score images based on different models. The distribution 
of significantly active voxels is plotted as a function of their peak latency. Here the x axis 
represents time to peak whilst the y-axis represents the fraction of voxels with a specific 
delay time. Note again that the model free ANOVA is not confounded since voxels 
exhibiting a BOLD response, at any latency, are included. Discrete µbimodel¶ nature suggests 
that there really are two separate responses which could be associated to ERD and ERS.   
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Figure 8-14: Peak latency map for natural (Red) and delayed (Blue) BOLD (left) and ratio 
of voxels have different latency peaks to all activated voxels (right). 
 
 
8.4 Discussion 
 
8.4.1 The gating role 
 
In Chapter 7, we have found a gating phenomenon in beta band oscillations with different 
ISIs. With ISIs of 0.5s, a second median nerve pulse was found to maintain the ERD at the 
same amplitude for a further ~0.5s and the appearance of ERS was postponed for ~0.5s. The 
beta band oscillation drops down to a stable level for a certain time no matter when the 
stimulus is applied. Previous research has also reported a gating phenomenon of SEFs during 
sensorimotor tasks [6-7]. However, whether this simple beta ERD gating role still applies for 
multiple pulses and whether there is any modulation of the amplitude of ERD under these 
conditions was unclear. Here we undertook a multiple pulse study, which applied different 
numbers of pulses with ISI of 0.5s.  It was shown that ERD amplitudes after all stimuli do 
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not differ significantly. This confirms our previous finding that beta oscillations behave as a 
cortical µgate¶. Even with multiple stimuli, no matter when the median nerve pulse is applied, 
the amplitude of ERD and the onset time of ERS are stable. 
 
As shown in chapter 7, the amplitude of beta ERS varies in a non-linear fashion with varying 
ISIs. This suggested that the effect of beta band oscillations appeared to be cumulative. 
However, in the multiple pulse study, we find that with an ISI of 0.5s, the peak amplitude of 
beta ERS does not differ significantly between different pulse train lengths. With a fixed ISI, 
the amplitudes of beta ERS are not influenced by the number of pulses. Although in the 
paired pulsed study with different ISIs, the peak amplitude of beta ERS changed with 
varying ISI, this modulation is not sensitive to pulse train length.    
 
In the pulse train frequency study, 10 pulses were applied in each trial at whether 2Hz or 
0.5Hz. The beta ERD was also stable for all pulses in both conditions. This finding further 
reinforces the gating role for beta ERD. The beta ERS after each pulse in the 0.5Hz 
condition is stable, suggesting that whether the following stimuli are applied within or out of 
gating interval, there is no accumulative effect on the amplitudes of beta ERS. However, in 
the 0.5Hz condition the beta ERS is small compared to the 2Hz condition. Overall evidence 
suggests that the interval between pulses, not the amount of pulses, plays the most important 
role in the modulation of beta ERS. However, due to the large variance across subjects and 
conditions in the ERS, this difference does not archive significance in the Wilcoxon Signed 
Rank Test. If the stimuli are applied at different frequencies, the beta ERS is modulated 
under different conditions. But when multiple ERS effects are generated in each trial, their 
amplitudes are stable. 
 
Our results for the evoked responses are consistent with previous reports that the N20m, 
P35m and N160m components are found in cSI after each pulse. The N20m is stable across 
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all pulses and all conditions for both the pulse train length and frequency studies. The N20m 
component is related to the primary stages of processing after the information has been 
projected to cSI through the sensory signal pathway [8-9]. The P35m is modulated 
continuously in with multiple pulses, which may reflect inhibitory postsynaptic currents as 
stated in chapter 7. However, it is not only modulated by the ISI, but also by number of 
stimuli applied before as shown in Figure 8-5and Figure 8-9.  
 
During application of a train of median nerve pulses, the amplitude of the P35m decreases. 
The rate of modulation of the P35m decreases and the amplitude of the P35m saturates at a 
stable level after about 6-7 with an ISI of 0.5s.  
 
There are few previous reports for the N160m component. Some studies have suggested that 
the amplitude of the N160m does not modulate with either stimulus intensity or attention. 
These findings agree with our results where, during ERD, the N160m is switched to a lower 
level. There is no continuous modulation or interim level. This reinforces our previous 
hypothesis that the beta oscillations play a gating role and the N160m components are 
modulated by beta band effects.  
 
This is further reinforced in the frequency study. In the 0.5Hz condition, the brain reaches a 
steady state. The BOLD amplitude stays at a high level during the stimuli and the inter 
stimulus ERS is small compared to the 2Hz condition.  In this condition, as beta oscillations 
have fully recovered to baseline between stimuli, the N160m is rather stable across all the 
stimuli. These results show that, if applied out of the gating interval, N160m is switched 
back to the same level, whereas the resting time required to allow the fully recovery of brain 
states is as long as 8-10s.  
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8.4.2 CAM  
 
The Cortical Activation Model was introduced in Chapter 5. Our results from the multiple 
and link pulse studies can be tested against this model.  In the CAM model, the cortical 
activation level is present on a bell shape CAM curve as working points (WP). In the resting 
state, with no external stimulation, the cortex still has baseline oscillations, which are also 
referred to as µLGOLQJUK\WKPV¶)RUEHWDEDQGRVFLOODWLRQVWKHFRUWLFDOQHXURQDOQHWZRUNLVDW 
a high activation level during the resting state and generates beta band idling rhythms over 
large areas. Hence the WPs for beta band oscillatory activities are on the right descending 
half of the curve. 
 
Figure 8-15: The CA curve and the relation between beta ERD/ERS and the CA level [A]. 
Different subjects have CA curves with similar shapes but different amplitudes [B]. 
  
As shown in Figure 8-15[A], in the resting state, the WP is at location A.  When a median 
nerve stimulus is applied, the WP moves toward the right end of the curve, forming the ERD. 
As the beta band ERD has a gating role, the WP is actually switched to the right end of this 
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curve (B), turning the cortical activation level to µfully on¶. The WP will stay near the right 
end of the curve for the duration of the gating interval.  If the following pulse is applied 
within the gating interval, it will keep the WP near the right end of the CAM curve, 
maintaining the ERD at the same amplitude. If it is applied out of the interval, it will switch 
the WP to the right end again. If this model is correct, no matter how many pulses are 
applied before and where the location of WP is, the (5'VKRXOGQ¶Wshow any modulation. 
This agrees with what we found in the results of this chapter. We have also found that for 
different subjects, the raw amplitude of beta band oscillations has large variance with respect 
to each other. But if the beta ERD is calculated as a percentage change from baseline, it is 
quite stable across subjects. Here we claim that all the subjects may share CAM curves of 
similar shapes, but the amplitudes of these curves may be different to each other. This is 
illustrated in Figure 8-15. The baseline and raw amplitude of ERD vary a lot, but the 
percentage changes RI(5'GRQ¶W 
 
The beta ERS is more complex compared to the ERD. After the WP has been switched to 
right end of the CAM curve for about 0.5s (the length of the gating interval) with no further 
stimulus, the WP moves back left due to the reducing cortical activation. But instead of just 
returning to the resting state location, the WP moves to a far left position (C), forming the 
ERS. Then the WP moves back to the start position slowly in the following seconds. If 
during this process, another stimulus is applied, it will switch the WP back to the right head 
point (B) again rapidly.  This is shown in Figure 8-15 [B]. This ERS plays an inhibition role 
in the somatosensory cortex and is modulated by the ISIs as stated before.  
 
As WPs only move along the CAM curve, the upward overshoot due to movement to the left 
side of the start position is limited by the curve. If this CAM model is correct, there 
VKRXOGQ¶W EH VLJQLILFDQW DFFXPXODWLRQ RI the ERS when multiple pulses are applied. 
Modulation may still exist, as the point for ERS (C) is quite variable.  If there is a linear 
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correlation or significant accumulation of ERS with the number of stimuli applied within the 
gating interval, this model fails. The multiple pulse study with 2-10 pulses has shown that 
with ISI of 0.5s, the amplitude of the ERS does not show a significant difference across all 
the four conditions. These studies support the CAM model we have introduced [10-12]. 
 
In Chapter 7, we have discussed the paired pulse result and the fact that it seems to be in 
contrast to the previous study by  Hall et al. [3] which shows movement related beta ERD to 
be GABA-A dependent, with post movement beta ERS being GABA-A independent. 
However, this conflict can be explained by the CAM. For the beta ERD, the GABA-A 
mainly modulates the start point (A) rather than the right end point (B). Although, beta ERS 
is also modulated by the movement of the start point on the CA curve, the large amplitude 
and variance of the left end point (C) makes this modulation insignificant when measured in 
percentage change.  Previous animal research [13] and some recent human studies [14-15] 
also suggest that the baseline oscillations are associated with the GABA level in the cortex.  
  
Although the ERS is stable in the multiple pulse study with different number of stimuli, the 
end point of the WP for the ERS is unstable, across both conditions with different ISIs and 
subjects as shown in Chapter 7. The amplitude is mainly modulated by the frequency of the 
stimuli. In the 0.5Hz condition, the end point of the WP on the curve is shifted right. Hence 
the WP oscillates between the right end and the left end on the CAM curve. As the BOLD 
signal, which reflects the change of blood flow, is related to the total brain activity, the 
averaged cortical activation level represented by the BOLD change is modulated with 
different pulse frequencies. 
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8.4.3 The delayed BOLD response 
 
In Chapters 6 and 7, averaged SAM images and global maximum locations of beta 
ERD/ERS were computed in order to spatially separate these two effects. The ERS appears 
to be anterior and to the ERD along the central gyrus. However, significant differences in the 
global maxima were only found in the superior-inferior direction between peak ERS and 
ERS. This difference could however been due to the difference in the SNR of these two 
effects. 
  
Using the 2Hz paradigm, we investigated temporal delays in the fMRI BOLD response, with 
a view to investigate whether a post stimulus electrophysiological effect, beta ERS, induces a 
temporally delayed BOLD response and whether this effect can be spatially separated from 
the natural BOLD response. Previous work has suggested that beta band ERD and ERS may 
arise from spatially separate neural generators.  However, MEG lacks the spatial resolution 
to investigate whether the two effects indeed arise from different cortical areas assuredly. By 
basing BOLD models on MEG timecourses of ERD and ERS we did find significantly 
delayed BOLD responses, apparent in contralateral and ipsilateral somatosensory cortices. 
However, the beta ERS, which is used to build the GLM model for localizing delayed BOLD, 
was only found in the contralateral hemisphere of the brain. The location of delayed BOLD 
is posterior and inferior to the standard BOLD in the posterior parietal cortex. This is in 
contrast to our previous findings on spatial separations between ERD and ERS. As stated 
above, the ERS represents inhibition of the cortex, the delayed BOLD, which is positive, 
may be associated with activation of posterior parietal areas during the inhibition of SI and 
MI. It is possible that the ERS is associated with negative BOLD and can be localized to the 
pre-central gyrus. A previous study [4], which claims that the PMBR can be seperated by 
applying the timecourse of beta ERS (PMBR) as a regressor in the fMRI analysis, is unlikely 
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to localize the beta ERS effect correctly. The relation between ERD and ERS is complex and 
the model used to spatially separate their generators requires further work. 
   
Although we cannot definitively link the standard and delayed BOLD response with the beta 
ERD and ERS respectively, the ANOVA method confirms the existence of a bimodal 
distribution of BOLD responses, rather than a continuous distribution (Figure 8-14).  This 
delayed BOLD is interesting. What effects it reflects and whether it can give us more 
information about cortical processing in the somatosensory cortex will be studied in future 
works.  
 
8.5 Conclusions 
 
The median nerve study with multiple pulses goes some way to confirming the gating role of 
beta effects in the somatosensory cortex. For the beta band oscillations in cSI, the gating 
hypothesis has been confirmed since the beta ERD always falls to the same level regardless 
of starting point. There is no additional modulation when multiple pulses are applied. The 
beta ERS is more complex; it is independent of the number of stimuli, but is modulated by 
the frequencies of stimulation. It was also been found that the N160m component reflects a 
similar gating role. Applied within and outside gating interval, it is switched between two 
discrete levels. The CAM model introduced in Chapter 5 can be fitted to our results as well. 
The left end point for WP, which determines the peak amplitude of the ERS, is modulated by 
the frequency of stimuli whilst the right end point is always the same, which may be the right 
end of the CA curve. When low frequency (ISI > gating interval) train pulses are applied, the 
WP oscillates between these two points.  We also suggest that the CAM curves from 
different subjects share similar shapes, but have different scales. In fMRI, by using the 
models based on the temporal signature of beta ERD and ERS, spatially separated delayed 
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BOLD response can be clearly found posterior to the standard BOLD. However, the 
relationship between this delayed BOLD and the ERS effects remains unclear.   
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Chapter 9  
Conclusions and future works 
 
9.1 Summary of the thesis  
 
In this thesis, we use the combination of MEG and ultra-high-field fMRI to investigate the 
neuroelectircal activity and BOLD response in the somatosensory cortex. The aim of these 
studies is to gain greater understanding into the complex neuronal networks underlying the 
sensory information process.  
 
The background of the studies in this thesis was reviewed in Chapter 5. Previous research 
has already offered an overview of the signal pathway in the somatosensory system and 
indicates that the thalamo-cortical loops play key roles in the signal process. However the 
low frequency non-phase lock oscillations have not attracted a lot of interest until recent 
years. Our studies in the following experimental chapters focused on the modulation of these 
oscillations and their relationship with SEFs and BOLD responses. The CAM based on 
previous studies was also tested with our results. 
 
A single pulse MNS paradigm, with far more trials than usually reported, was applied to find 
the amount of data required for source localization and time-frequency analysis. This finding 
was also used to optimise the paradigms used in the following chapters. Single pulse MNS 
was also applied at regular and jittered intervals to test the influence of temporal regularity. 
The beta band oscillations between 13-30Hz showed the largest changes following the 
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stimulus onset in the low frequency band and were not impacted by the regularity of MNS.  
Efforts using group averaged SAM images were made to separate the beta ERD/ERS 
spatially.  
 
The paired pulse MNS paradigm with varying ISIs was applied in Chapter 7 in order to 
characterise the modulation of beta band oscillations, the P35m effect and their contributions 
to the non-linearity of BOLD responses.   The beta ERD was associated with a gating role 
and the ERS was modulated with different ISIs. A non-linear neuronal response was found 
with ISIs up to 2s. The beta ERD/ERS effects were separated using the peak locations 
normalized in MNI coordinates and were suggested to have different generators.   
 
The multiple pulse study with varying train length and the link pulse study with varying 
frequency is described in Chapter 8. The gating role of beta ERD found in Chapter 7 was 
further confirmed with longer pulse trains and the N160m effect was controlled under this 
cortical gate. The CAM introduced in Chapter 5 held true for the multiple and link pulse 
results and provided a framework for interpretation of our previous findings. By including 
the temporal signature of beta ERD/ERS as regressor, delayed BOLD responses were found 
in the posterior parietal cortex but the relation between the delayed BOLD and beta ERS 
remains unclear and will require more study. 
 
9.2 Future works 
 
Combination of MEG and fMRI has been proved to be useful in studying the neuronal 
activity in the somatosensory cortex. However, there are still questions left to be answered 
during the sensory information process, such as what does the delayed BOLD represent and 
how are the inter-cortical networks modulated. A MEG-fMRI study with a longer pulse train 
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length could be taken to determine whether this delayed is related to the onset or offset of the 
stimulus.   If the ERS is postponed, is the delayed BOLD also postponed correspondingly. 
Zoomed EPI or spin-echo EPI may also be used in the fMRI study to gain better separation 
of different neuronal effects. With the new 32-Channel SENSE coil which has increased 
SNR, the negative BOLD response which may be related to the beta ERS could also be 
studied. In the more distant future, these findings in healthy subjects may contribute to 
clinical applications in patients with movement disorders such as 3DUNLQVRQ¶V disease, where 
changes in neural oscillations have been demonstrated.   
 
