This paper deals with the introduction of mesh refinement techniques within the non-intrusive patch process. For this, an ad hoc residual based explicit error estimator is built, which is adapted to a multi-scale solution, associated with those non-intrusive mesh refinement technique. Moreover, to reduce the global cost of the process, one introduces an estimate of the convergence error of the non-intrusive algorithm, which allows to reduce the number of iterations. This method is discussed and illustrated in various numerical examples.
Introduction
There exists a wide variety of applications in which a given finite element mesh may not be locally fine enough in order to take into account some localized phenomena. In such a case, when pre-processing with mesh adaptation is either not possible or hardly feasible, several numerical methods still allow to carry on an analysis guaranteeing a sufficient accuracy. For instance, if the vectorial space generated by the finite element discretization is too poor to well take into account local scale phenomena (crack for instance), then the model can be enriched using the eXtended Finite Element Method [1] or, in a more general context, the Generalized Finite Element Method [2, 3] . Another efficient way for bridging different scales is to rely on multigrid algorithms [4, 5] , which allow for relevant computations while keeping a reasonable computational cost. Nevertheless, setting up an enriched finite element model or making use of a multigrid solver requires to use an ad-hoc software. While remaining very efficient, such methods may not be suited to all situations, especially if one uses a software which does not support such features. Then a flexible and efficient solution is to rely on an iterative algorithm with patches of finite elements [6] [7] [8] , which is based upon the wider class of Schwarz algorithms [9] . Such methods rely on separate finite elements models and solvers. A patch of finite elements is used to "zoom" the solution provided by a global scale model, without modifying it. Then, in its non-intrusive version [10, 11] , the patch algorithm can be used regardless of the used software and the underlying class of solver for each scale.
The main idea of this paper is to join together non-intrusive patch algorithm and mesh refinement. A major advantage is that it allows to confine mesh refinement to a restricted area, defined at the beginning of the procedure. Then, this area, our "patch", may be refined classically, in a h and/or p manner and several times, fully independently from the mesh, model and operators of the global domain, its coupling to the patch being driven by the non-intrusive algorithm.
In a rather similar way, [12] [13] [14] present local/global coupling where the local model size is driven by a posteriori error estimates. Nevertheless, the underlying coupling methods are intrusive as they require to modify locally the global model. It requires for instance to remove some coarse elements, which implies renumbering, reassembly and re-factorization of the stiffness operator of the global model, each time the patch shape and mesh evolve. More precisely, the full scale FE model of complex industrial products takes often long time to build. In addition, it is developed in a particular FEA tool and, most of the time, it is very difficult to transfer the model to another software. So, the full scale FE model is generally the result of a trade-off between precision and computation time. In that respect, it cannot be easily remeshed or refined to improve its ability to analyse a complex localized phenomena if it was not initially intended to. The goal of non-intrusive coupling consists in improving, at the lowest cost, an existing and unmodifiable global FE model, the remeshing efforts being concentrated on the patch (see Fig. 1 ).
Finally, this paper is a first contribution to the analysis of a posteriori finite element error in the context of local/global non-intrusive coupling. Even though non-intrusive coupling is mostly relevant in a nonlinear context [10, 11] , the paper is restricted to the case of linear elasticity, where the theory can be developed rigorously. Remark 1. Local/global coupling being relevant only in the case of localized complexities, an implicit assumption is also that the error source is localized. In this respect, another problem, which may arise, concerns pollution effects, when localized fine scale phenomena are affected by effects coming from large scale distances. This point will not be addressed here as it does not seem adapted to a local/global strategy.
So the paper is organized as follows. First is introduced the patch method and it is shown how it can be used in a non-intrusive way with the coupling algorithm. Then, an explicit residual based error estimator is proposed, which is classical in its construction, but however must be adapted to the multi-scale nature of the coupled problem. Such an estimator is used to build error map which is used to drive the local mesh refinement. In this respect, illustrations are given, arising from a structural analysis benchmark. Finally, we show how the convergence of the coupling algorithm can be monitored using error estimation.
Non-intrusive coupling and patch algorithm

The two-dimensional linearized elasticity problem
Let Ω be a bounded polygonal domain in R 2 and ∂Ω its boundary. We split this boundary into two disjoint parts: ∂Ω = ∂Ω D ∪ ∂Ω N . Furthermore, the solid body, which occupies domain Ω , is assumed to be fixed along ∂Ω D . Moreover, it is subject to body forces, say f = ( f 1 , f 2 ), on Ω and to boundary forces, say g = (g 1 , g 2 ), along ∂Ω N . Then, due to these forces, the solid is deformed and the corresponding displacement field, say u = (u 1 , u 2 ), is solution of the following boundary value problem
where n is the unit outward normal to ∂Ω and σ (u) is the stress tensor, which is linked to the displacement field thanks to Hooke's law, which reads (with summation convention on repeated indices, those indices i, j, k, l taking on values 1 and 2)
where R i jkl is the stiffness tensor and γ kl (u) = 1 2 (∂ k u l + ∂ l u k ) is the linearized strain tensor. Now, let us introduce the space of admissible displacements
Then u is solution of the following variational formulation
or else, by introducing Hooke's law
As the stiffness tensor is assumed to satisfy the following symmetry properties: R i jkl = R kli j , the bilinear form a is symmetric: a(u, v) = a(v, u). Finally, we recall that, if Ω is a bounded connected open subset and if ∂Ω D has a strictly positive measure, if the stiffness tensor satisfies the two following classical properties (1) R i jkl ∈ L ∞ (Ω ) for all indices i, j, k and l, (2) there exists a strictly positive constant C such that, for all symmetric tensor τ : R i jkl τ i j τ kl ≥ C τ i j τ i j , then, there exists a unique u ∈ V solution of the variational problem (3). Moreover, v ↦ −→ √ a(v, v) is a norm on V , called the energy norm, which is equivalent to the usual norm ∥.∥ 1,Ω , and semi-norm |.| 1,Ω thanks to generalized Poincaré inequality, results which are gathered in the following inequalities
where 0 < α ≤ β.
Patch method
The "patch" method is now applied to this problem. It means that two meshes are defined: T H is a triangulation of Ω and T h a triangulation of Λ which is a small subdomain of Ω , also assumed to be polygonal (see Fig. 1 ). Then, we introduce the finite element spaces
where C(Ω ) and C(Λ) are the spaces of continuous functions on Ω and Λ respectively, while P 1 stands for the space of degree 1 polynomial functions. Moreover, Γ = ∂Λ \ ∂Ω is the interface between Λ and Ω \ Λ, and M h is the space for the Lagrange multipliers on Γ . Let us remark that, all along this paper, we shall consider the case of nested triangulations, i.e. we suppose that T h is built up by a subdivision of the elements of T H lying inside Λ. The definitions above are valid for meshes T H and T h composed of triangles. Quadrilateral meshes can be equally well considered by replacing the linear polynomials by the bilinear ones, in the definitions of spaces V H and V h . The patch algorithm will be constructed so that it gives (upon convergence) a solution u H ∈ V H , u h ∈ V h and λ h ∈ M h to the problem
Here, v · w denotes the usual scalar product in R 2 and we set:
Remark 2. We assume from now on g = 0. This is done only to simplify the expressions. The general case of non zero boundary forces g can be easily covered by adding
to the right-hand sides of, respectively, (5) and (6).
As we are working with nested meshes and given our choice for M h , it is easy to see that the Lagrange multiplier can be completely eliminated. Indeed, (7) is equivalent to u H = u h on Γ . So, if we gather u H and u h into u H h , such that u H h = u H on Ω \Λ and u H h = u h on Λ, we observe that u H h belongs to space V H h defined by
Adding (5) and (6), the problem (5)-(7) can be rewritten in terms of u H h alone: Find u H h ∈ V H h such that
where a(u, v) = ∫ Ω σ (u) : γ (v). Since our finite element space is conforming, i.e. V H h ⊂ V (see (2) ), under usual properties on meshes (regularity of the meshes, affine family of triangulations), the following a priori error estimate can be derived with Céa's lemma Theorem 3. Problem (8) admits a unique solution u H h ∈ V H h . If the exact solution u to (1) belongs to H 2 (Ω ), we have moreover the following a priori error estimate
with a constant C independent of H , h and u.
We emphasize that Eqs. (5)- (7) define a coupled problem involving both u H and u h at the same time. For instance, modifying the geometrical definition of Λ will result in a modification of both (5) and (6) . So, when Ω is a domain which is very large and/or finely meshed, the stiffness matrix assembly and factorization will be very CPU time consuming. Moreover, if the patch location Λ has to be modified several times (for instance in shape optimization, crack propagation, etc.), so will be the stiffness matrix, which is not convenient for numerical efficiency. In the next section, in order to keep unchanged the global numerical operator on Ω , non intrusive coupling is used.
Non-intrusive resolution
Instead of defining Eq. (5) on Ω \ Λ, the idea of non-intrusive coupling is to solve both Eqs. (5) and (6) on Ω and Λ respectively, in such a manner that u H and u h are at equilibrium on Γ . For this, the term
is added on both sides of (5), which allows to use Chasles relation to extend the equation to the whole domain Ω . Then, freshly modified Eqs. (5)- (6)- (7) are solved in an iterative manner, starting from a given u 0 H , in accordance with the following relations ∫
It can be convenient to rewrite (10) in an incremental form by adding
with the following definition of R
In a non-intrusive way, the patch algorithm consists in solving (13) iteratively, which requires of course to solve (11)-(12) at each iteration in order to get λ n h . As this problem is solved using numerical methods (in this paper, the finite element method is considered), we introduce K and R, which are the discrete operators corresponding to a and R respectively. Then, the non-intrusive patch algorithm can be seen as a fixed point algorithm to solve equation
In the linear elastic structural analysis context, operator K is the stiffness matrix of the global model on Ω , and operator R corresponds to the generalized stress residual between global and local models on Γ . Then, from a practical point of view, algorithm (14) requires only the evaluation of reaction stress on the interface, and implies only linear system resolution at each iteration. Such algorithm is said to be non-intrusive as the global model (stiffness operator K) remains unchanged during all the iterative process. Under certain conditions (the patch model must not be stiffer than the global model on Λ, which will be always verified for mesh refinement in practical applications), this algorithm is shown to converge towards the solution (u H , u h ) of problem (5)- (6)- (7), see [15] . More details about this non-intrusive patch algorithm can be found in [10, 11] .
A posteriori estimates for the patch algorithm
As just shown, non-intrusive coupling allows for using a local refined model lying inside a global coarse one. Nevertheless, we still need a decision criterion on the location and size of the patch to define. We recall that our goal is to perform a structural analysis on an adapted mesh so that we can provide a given precision on the whole model. We will use a posteriori error estimation in order to evaluate the solution quality, and decide which parts of the mesh have to be adapted.
The aim of this paper is not to give a detailed review on error estimation. The references are numerous on such a subject. For example, a detailed review of a posteriori error estimation can be found in [16] [17] [18] . So, let us introduce the true error e H h = ∥u H h − u∥ 1,Ω . Then, there exist three main kinds of global error estimators:
• Recovery based estimators are based upon the comparison between a computed field and a smoothed one [19] [20] [21] [22] [23] . They take advantage of the discontinuous nature of the stress fields arising from the finite element method.
• Residual based estimators are based upon the error representation equation, which can provide upper and lower bounds of the true error. Such estimators can be computed explicitly from the values of the elements internal residual and the normal strain jump across elements boundaries [24] [25] [26] or implicitly from the solution of auxiliary local boundary problems prescribed on elements [27, 28] or sub-domains of elements [29] [30] [31] [32] [33] .
• Constitutive relation based estimators are built upon the computation of admissible fields (displacement or strain) which satisfies the equilibrium equation div σ + f = 0 [34] [35] [36] . Those constitutive relation error can also be used to provide bounds of the true error e H h .
A different approach in error estimates deals with goal oriented error estimators [37] [38] [39] [40] [41] , which provide informations on the quality of the solution regarding local quantities (e.g. a local mean strain) and often need the resolution of a dual problem. Indeed, there are many more sophisticated error estimators that can provide a guaranteed and precise estimation of the absolute error level, for example [26, 42] . However, in this study, the error estimation is used for two goals:
• the error map is used to define the position and size of the next level of the local patch. For that, only the error distribution is required and a precise estimation of the error level is almost useless; • at the end of the paper, a rather coarse approximation of the absolute error level is used to stop the iterative local/global coupling solver. At this stage, the error estimator has to be very very cheap as it is evaluated at each iteration. It has to be noted that a relatively large error on this approximation will lead to an over or under-estimation of only few iterations, because the convergence of the iterative solver is linear.
So, finally, we chose here a relatively cheap and easy to implement explicit residual based error estimator. Then, following the non-intrusive coupling strategy, this error estimation should not imply modification of the global existing model, and should not require the resolution of a "large" additional problem. So it will not bound the error as precisely as more accurate estimators (also more computationally expensive) but will allow to build an error map, accurate enough to be used for error driven mesh refinement.
Notations and basic recalls on interpolation
In order to make the paper self consistent, let us begin by introducing the notations and main results on which the remainder of the paper lies.
To derive an a posteriori error estimate, we need an appropriate interpolation operator on space V H h , that works under certain hypotheses on the mesh, which we properly introduce now.
So, let T be an element of T H or T h . We denote by h T the diameter of T and by ρ T the diameter of the largest ball that can be inscribed into T . Then the mesh is assumed to be regular in the classical sense: there exists a strictly positive constant C such as h T ρ T ≤ C for all T . When element are all triangles or form an affine equivalent family of triangulation, no more hypothesis on the mesh is necessary. Nevertheless, when quadrilateral elements are used, the triangulation is generally not affine equivalent. In that case, the so-called shape regularity assumption (see [43] ) is done, which imposes that the distortion of the quadrilateral elements from a parallelogram is uniformly bounded, and guarantees that the mapping between the reference element and the original one is bijective. Now, let us introduce several notations and conventions. Capital letters (H , T , E...) will be used for the global initial "coarse" mesh, namely T H , and lower-case letters (h, t, e...) for the local "refined" mesh, namely T h . Moreover, symbol ⪯ means that the corresponding inequalities hold up to a multiplicative constant which depends only on the regularity of the mesh.
Then, recall that we use lowest order polynomial functions in the numerical scheme, more precisely, polynomials which total degree in all coordinates is less than or equal to 1 for triangles, and polynomials where the maximum power in each coordinate is less than or equal to 1 for quadrilaterals.
We shall use the Scott-Zhang interpolation operator [44] on triangular meshes or its extension to quadrilaterals as in [45] . We thus introduce the operator I H : V → V H that, under the above-mentioned regularity assumptions, satisfies for any v ∈ V
on every element T ∈ T H and on every edge E of mesh T H , while H T is the diameter of element T and H E those of edge E. Finally, ω T (resp. ω E ) denotes the union of neighbours in T H of element T (resp. edge E). If we follow the construction of [44] , it can be seen that there is a certain freedom in the actual construction of I H and in the choice of ω T and ω E . In particular, for any node x of T H lying on the interface Γ , I H v(x) can be constructed by averaging v over an edge of T H lying on Γ . Accordingly, we can assume that if T ⊂ Ω \ Λ, then ω T ⊂ Ω \ Λ, and the same for ω E for any edge E inside Ω \ Λ. It means that when T (resp. E) touches the interface Γ , we can choose ω T (resp. ω E ) so that it only contains neighbours of T (resp. E) that are outside Λ. Otherwise, ω T is defined as the union of all the neighbouring elements of T . We recall also that I H is a projector, i.e.
Similarly, there exists an interpolation operator I h : V (Λ) → V h , where V (Λ) = {v ∈ H 1 (Λ) / v| ∂Ω D ∩∂Λ = 0}. And we have for any v ∈ V (Λ)
on every element t ∈ T h and on every edge e of mesh T h , while h t is the diameter of element t and h e those of edge e. Again, there is a certain freedom in the construction of I h . In particular, it can be chosen so that (I h v)| Γ only depends on the trace of v on Γ , so that for any boundary edge e of T h lying on Γ
where γ e is the union of boundary edges of T h on Γ that share an endpoint with e.
Upper bound for the error
Using notations introduced in the previous section, we define now the combined interpolation operator I H h : V → V H h as follows. For all v ∈ V , I H h v is the element of V H h that takes the following values at the nodes of the two meshes
It can be observed that relations (15) and (16) give error estimates for functions which support is contained respectively in Ω \ Λ and Λ. However, the definition of the interpolation operator I H h makes it necessary to study more precisely what happens for a function whose support has an intersection with Γ . It is the aim of the following proposition.
Proposition 4. Let v ∈ H 1 (Ω ) and t be an element of mesh T h that touches Γ , which means that at least one vertex of t is on Γ . Then, we have
where ω t is the union of all elements of T h that share at least one node with t. Similarly, let e be an internal edge of mesh T h that touches Γ , which means that one endpoint of e is on Γ . Then, we have
where ω e is the union of all elements of T h that share at least one node with e.
Proof. Let us denote v h = I H h v| Λ .
• Let us begin with inequality (17) . When an element t touches Γ , two cases may occur:
1. t has a side, sayẽ, that lies on Γ . So all the nodes of t, which are not onẽ, are internal nodes of mesh T h and, consequently, v h − I h v vanishes at all those nodes. Then, on t, v h − I h v is a first order polynomial function (or a bilinear polynomial) which is fully determined by its values at the nodes onẽ. So a simple argument involving scaling and equivalence of norms on a finite dimensional space allows us to write
Then, using the fact that I h is a projector on V h and the interpolation estimate on the boundary edges, we obtain
2. t has only a vertex, say x, that lies on Γ . Since v h − I h v vanishes at all the vertices of t except x, we get again by scaling
Letẽ be an edge of T h which contains x and lies on Γ . For all w h ∈ V h , the inverse inequality leads to
Taking now w h = v h − I h v and following as in the previous case, we obtain
Finally, as γẽ ⊂ (∂ω t ∩ Γ ), in both cases, we have
and we conclude by using triangular inequality and above mentioned interpolation estimate
which is equivalent to (17) since v h = I H h v on Λ and v h = I H v on Γ .
• Let us now turn to the proof of (18) . Let e be an internal edge of mesh T h that touches Γ . It means that one endpoint of e, say x, lies on Γ while the other is inside Λ. Then, we get again by scaling
Using inverse inequality as in the previous part of the proof, we conclude
whereẽ is an edge of T h which contains x and lies on Γ . Finally, triangular inequality gives ∥v − v h ∥ 0,e ≤ ∥v − I h v∥ 0,e + ∥v h − I h v∥ 0,e ⪯ h 1/2 e |v| 1, ω e + ∥v h − v∥ 0, γẽ , which implies (18) since v h = I H h v on Λ and v h = I H v on Γ . ■ Before giving the main result of this section, we need some additional notations and definitions.
• Let us recall that two meshes are defined: T H on Ω and T h on Λ, which is a subdomain of Ω . As we shall need a partition of the whole domain Ω , it is convenient to introduce T H (Ω \ Λ) that is the union of elements from T H that are outside Λ.
• As the edges of elements belonging to T H (Ω \ Λ) and T h will be used, we split the corresponding set into three disjoint ones: E H (Ω \Λ) is the union of edges of T H lying outsideΛ (which excludes those on interface Γ ), E h the union of edges of T h lying insideΛ except those on Γ , and E H (Γ ) the union of edges of T H lying on Γ .
• Moreover, we introduce the two subsets T b h ⊂ T h and E b h ⊂ E h , which are respectively the sets of elements and internal edges of the fine mesh that touch Γ .
• As integrations by parts will be used in the following, we have to precise what we call jumps along the edges.
We thus assign a unit normal vector n ε to every edge ε of both meshes T H and T h . Then, for any quantity w defined on both sides of ε, we set [w] = w − − w + , with w ± (x) = lim t→0 + w(x ± tn ε ), for any x on ε. It means in particular that the jump [w · n ε ] of a vector field w is defined independently from the arbitrary choice of the direction of n ε . If an edge ε lies on ∂Ω , we set [w] = w when ε is contained in ∂Ω N and [w] = 0 when ε is contained in the Dirichlet boundary ∂Ω D .
Then, the following error estimate holds.
Proposition 5. Under the regularity assumptions on the mesh, recalled at the beginning of this section, let u be the solution to (1) and u H h the solution to (8) . We have
where ∥ · ∥ E = √ a(·, ·) is the energy norm while H E,t and H E,e stand for the maximum size of the elements of T H to which element t and edge e are attached. We finally recall that symbol ⪯ means that the corresponding inequality holds up to a multiplicative constant which only depends on the mesh regularity.
Proof. Let us set w = u − u H h . Then, by Galerkin orthogonality, we have, for any
An integration by parts over all elements yields to
So, taking w H h = I H h w and using interpolation estimates (15)- (18) for the appropriate elements/edges, we obtain
Let us recall that T b h is the set of elements of the fine mesh T h that touch Γ . We shall decompose it into a collection of disjoint sets T b h (E) with E running over E H (Γ ). Each set T b h (E) will contain elements of T h that have at least one vertex on E. The attribution of elements of T b h to the edges from E H (Γ ) can be done as follows: we remind first of all that each t ∈ T b h has an edge or a vertex on Γ . If it is an edge, say e, as we suppose that T h is built up by a subdivision of the elements of T H lying inside Λ, there exists a unique edge E 0 ∈ E H (Γ ) such as e ⊂ E 0 and we put t in T b h (E 0 ). If t has a vertex, say x, on Γ , two cases may occur. First, there exists a unique edge E 0 ∈ E H (Γ ) such as x ∈ E 0 and we put t in T b h (E 0 ). Second, x is an endpoint of two edges of E H (Γ ): {x} = E 1 ∩ E 2 ; then, we choose the longest edge, say E i , and put t in T b h (E i ) (if the two edges have the same length, we choose the first one). Then, using again
Similarly, we may write
, where E b h (E) are disjoint sets of edges of E h that have at least one vertex on E. Following the same idea as above, with (15) again, one has
Getting all this together leads to
and the result since |·| 1 , Ω is a norm equivalent to ∥ · ∥ E (see (4)). ■
Application to adaptive mesh refinement
As seen in previous sections, the main goal of this work is to provide a non-intrusive mesh refinement procedure. By the way, even if very efficient remeshing algorithms have been developed [46, 47] , such a procedure remains complex. Moreover, when dealing with commercial software, local mesh adaptation for quadrangular elements is an even more complex task [48, 49] , which is not as efficient as triangular mesh adaptation. A way to avoid main remeshing difficulties is to rely on non-conforming finite elements, allowing for hanging nodes. Then it is possible to locally refine a mesh without taking care of the conformity of elements, at the cost of additional complexity, for example the use of a mortar method [50] . In this section, we will describe how the patch algorithm can be used for local remeshing, in a non-intrusive way.
So, it is considered as a test case an infinite plate with a hole (radius a), under tensile loading (magnitude T ∞ ). For numerical simulations, we only study a finite quarter of the plate (see Fig. 2 ) with symmetrical boundary conditions and prescribed displacements, given by the analytical solution of the infinite plate problem, which reads , E being Young's modulus and ν Poisson's ratio (see Fig. 3 ).
A local error indicator
To be able to use the previously introduced error estimate for mesh refinement, we have to build a local error indicator, i.e. an error map providing a scalar value on each element of the finite elements mesh. In order to remain consistent, the quadratic sum of all elementary indicators θ T must be equal to the error estimate Θ(u H h ), given in (19) .
So, the elementary indicators will be set up following the above definitions, for mesh T H (Ω \ Λ)
where E is a generic edge of the boundary ∂ T of element T . For mesh T h , we set
where e is a generic edge of the boundary ∂t of element t.
Remark 6. A coefficient 1 2 appears in front of the edge terms because most of the edges belong to two elements. However, we recall that, if an edge is contained in ∂Ω N , the normal jump has no meaning and has to be taken between the field defined in Ω (or Λ) and the Neumann boundary condition. In such a case, coefficient 1 2 has to be omitted. Furthermore, when edge is contained in the Dirichlet boundary, there is no normal jump and the corresponding term has to be ignored.
Local error visualization
Let us emphasize that, as far as mesh refinement is concerned, the local error indicators given by (20)-(21) will be used. Nevertheless, when error map visualization is concerned, those indicators appear to be not well suited, because the weight due to the element size on the local error indicator leads to very small values for refined elements, compared to the initial ones. So, we propose to use the following relative error indicator in visualized error mapŝ
where meas(T ) is the measure (here the surface) of element T . We then get a relative error estimator which will appear to be more convenient for such a multi-scale problem. Another possibility to take into account different scales is to collect together local error indicators to the global mesh, according to
Eventually, indicatorθ T is designed to assess the error on each refined mesh (and then the quality of the mesh), whereas indicatorθ T is better to provide comparison over a unique initial mesh. Now, in order to evaluate our residual based error indicator, we need to make comparison with the true error However, in order to give a relevant comparison between the two error maps, corresponding toθ T andθ r e f T , we scale them with their infinite norm
So we introduce a normalized error ratio, which is the ratio between the scaled residual based error and the scaled reference error:θ
Remark 7. As we are considering triangulations of a polygonal domain, we naturally induce an error on the geometry approximation at the hole edge: It will be a part of the discretization error.
Mesh refinement with patches of finite elements
Starting from an initial mesh on Ω , the classical residual based error estimate, defined by (20) , is used to build an error map, which is then used to define the patch location [7] (see Fig. 4) .
A tolerance ϵ being given, the patch Λ will be the union of elements of T H which local error indicator θ T is greater than ϵ.
The patch mesh is then uniformly refined by elements subdivision (see Fig. 5 ).
In fact, we only have to take care of the interface, in order to guarantee that the meshes are nested on Γ , i.e. V H | Γ ⊂ V h | Γ . Let us remark that using such a patch for mesh refinement also allows us to locally modify the model geometry, for instance by moving some nodes in order to better fit the hole geometry (see Fig. 5 ). Then, algorithm (13) is applied, with finite element meshes T H on Ω and T h on Λ. It leads to a multi-scale solution (u H , u h ) of problem (5)- (6)- (7), given Fig. 6 . So a new residual based error estimate can be computed using (20)- (21) . For example, Figs. 7 and 8 provide illustrations of uniformly refined patches for several mesh size ratio on the coupling interface Γ . The patch is uniformly refined four times (each time a triangle a split into four smaller homothetic ones).
Let U be the exact solution interpolated at the mesh nodes, and R(u n H ) be the residual at iteration n, see (14) . Then, the relative residual at iteration n is defined as Fig. 9 gives those residual evolution over iterations of the algorithm. Depending on the patch coarseness, about 30 iterations are sufficient to reach computer precision (in fact, only a few iterations are required to reach a reasonable precision, as shown in the figure and developed in the next section). Moreover, the more the patch is coarse, the less iterations are needed: Such phenomenon is due to the stiffness gap between the global model and the patch, see [11] . We previously presented examples of uniformly refined patches for simplicity, but nothing prevents the local patch from being non-uniformly refined, as illustrated in Fig. 10 , for which a classical mesh refinement procedure is used but only in the patch. By classical mesh refinement procedure, we mean that some triangles are divided according to a certain criterion and the mesh is made conformal after some mesh refinement iterations, the procedure being the one which exists in Code Aster [51] , the software we used in our numerical tests.
In conclusion, one can sum up those results into the following observations:
• A good correspondence between the relative non-dimensional errors (estimated and reference). In fact, as we aim at mesh refinement, we are more interested in the local error map than in the global absolute error.
• A moderate dispersion of the normalized error ratio across the finite element mesh. Note that the factor ten which is observed on the scale is mainly due to corner elements. As the displacement is fully enforced by Dirichlet condition, e.g. at the top right corner, the error overestimation is not relevant.
• A simple, effective and cheap tool to drive local mesh refinement in a non-intrusive way.
Multi-patch and h-p refinement
Mesh refinement based on such algorithm allows a wide range of non-conforming couplings between the global model and the patch. In the following example (Fig. 11) , a mortar method is used for coupling different element sizes and degrees: the global model uses linear quadrilaterals whereas the local patch is made of quadratic elements of smaller size. In this framework, non-conforming refinements using mortar method can easily be applied in order to locally refine quadrangular meshes, which is much more difficult when one wants to keep conforming meshes.
Finally, it would also be possible to mix different element types, for instance a patch with triangular mesh within a quadrangular global one, without any difficulty. Let us also note that remeshing techniques with patches may also be set up in a more general context than classical finite element method, e.g. in the frame of isogeometric analysis [52] [53] [54] .
A posteriori error estimator as a stopping criterion
In the previous sections, we focused on adaptive mesh refinement. Each example has been computed using the non-intrusive iterative algorithm, and the presented results arose out of the converged solution of problem (10)- (12), namely when the numerical computer precision was reached. Of course, the quality of the computed solution may become acceptable much earlier. In fact, it is worthless to carry on additional iterations once the iterative process has reached a point such that the coupling error is smaller than the finite element one [55, 56] . The aim of this section is to investigate this point.
Convergence error versus finite element error
L Ω,Γ |w| 1,Ω .
We have used here the bound
which combines two well known results: The trace theorem ∥w∥ 0,Γ ≤ C trace ∥w∥ 1,Ω and a Poincaré-type inequality ∥w∥ 1,Ω ≤ C P |w| 1,Ω which is valid since w vanishes on ∂Ω D . The constant L Ω,Γ ≡ C trace C P depends thus on Ω and Γ . Since |·| 1, Ω is a norm equivalent to ∥ · ∥ E , see (4) , this entails the desired estimate. ■ Inequality (27) shows L Ω,Γ should be homogeneous to √ length. It can be chosen in practice as some combination, having the right dimension, of characteristic lengths, such as the diameter of Ω and the length of Γ . In order to get more insight into a plausible value of this constant, let us consider the following simple geometry: Ω is a disc of radius R centred at the origin and Γ is a circle of radius ρ < R centred at the same point. Assume also ∂Ω D = ∂Ω . Taking any function w ∈ H 1 (Ω ) vanishing on ∂Ω and introducing the polar coordinates (r, θ), we can estimate 
where we have used the fundamental theorem of calculus, having in mind that w(R, θ) = 0, and Cauchy-Schwarz inequality. This suggests that one should take
in such a geometry.
Remark 9. The previous value is optimal in this case, as seen on the function w defined on Ω by w(r, θ) = ln R r for ρ ≤ r ≤ R and w(r, θ) = ln R ρ for 0 ≤ r ≤ ρ.
Numerical test
To illustrate this result, we consider a test case similar to the previous ones. However, it is changed in the following way. In addition to mesh refinement, the local patch also modifies the geometry of domain Λ, see Fig. 12 . Moreover, within the global model, the hole is replaced by a rigid inclusion, which Young's modulus is a hundred time higher than in the rest of Ω . This hole is only taken into account in the local patch. At the end, such a situation will not differ from the previous one (see Fig. 1 ), as the converged solution of algorithm (10)- (12) satisfies (5)- (7). As Eq. (5) is defined on Ω \ Λ, the global solution u H on Λ is only a fictitious prolongation, which has no physical meaning and which values upon convergence only depend on the algorithm initialization.
Filling the hole with a rigid inclusion leads to a greater number of iterations. Such a choice is done in order to get a more readable situation. Indeed, in the previous one, the convergence is too fast and the number of iterations is not sufficient to be able to analyse the convergence error against the finite element error.
As far as coefficient L Ω,Γ , which appears in estimator Θ n , see (26) , is concerned, we proceed as follows. Let us recall that, in the particular case where Ω is a disc of radius R centred at the origin and Γ a circle of radius ρ < R centred at the same point, we obtained
. Introducing L Γ the length of interface Γ and L Ω the diameter of Ω , in the above mentioned particular case, we have: L Γ = 2 π ρ and L Ω = 2 R, which leads to:
This is the value we take in our numerical test. We focus now on convergence properties. Iterative process (14) can be seen as a modified Newton's method (also called Chord method), see [57] . So the convergence error estimator Θ n should satisfy Θ n+1 ≤ c Θ n , with c ∈ [0, 1]. Thus, it provides linear convergence as one can expect from this iterative method (see Fig. 13 , where we observe numerically that c ≈ 0.685).
Consequently, a smart way to decide whether iterations may be stopped, is to compare the convergence error Θ n with the finite element error Θ(u n H h ). Indeed, at a time, we shall have Θ n ≪ Θ(u n H h ). For instance, one can decide that the computed solution u n H h at iteration n is acceptable as soon as the convergence error represents a small percentage of the total error (see Fig. 14) . For example, in our case, we see that after only 10 iterations, the convergence error Θ n is less than one percent of the total error Θ(u n H h ) + Θ n . Last but not least, Fig. 15 gives a comparison between the estimated error Θ(u n H h ) + Θ n and the reference error Θ r e f . It can be seen that relation (25) is satisfied and provides good accuracy over iterations. Moreover, with the choice of L Ω,Γ given by (28) , the ratio between Θ(u n H h ) + Θ n and Θ r e f remains between 2 and 4, which is rather nice in view of the way it was obtained. In order to better appreciate the errors comparison, note that ∥u∥ E ≈ 28 kJ.
Remark 10. The reader may wonder about the accuracy of L Ω,Γ in a general case. In fact, as stated previously, the convergence of global/local coupling algorithm is linear: that means a substantial error on this constant implies few additional iterations only. So having a coarse approximation of the order of magnitude of this constant is sufficient. Moreover, and it is more important, to be relevant, it has to be very cheap compared to the computational cost of one iteration. Besides, even with this coarse approximation of L Ω,Γ , Fig. 15 exhibits a good agreement between the error estimated using this approximation of the constant and the exact error. Finally, we show the error map evolution for the 9 first iterations of the non-intrusive algorithm (see Fig. 16 ). At the beginning, the error is concentrated around the interface, due to the lack of equilibrium on Γ . But after only few iterations, error near the interface becomes insignificant compared to error on the rest of the domain (essentially at hole edge). Such an observation is in accordance with the comparison provided between Θ(u n H h ) and Θ n . In fact, less than 10 iterations are needed to ensure that the coupling error is lower than the finite element discretization error. Practically, in such a case, it means that the non-intrusive algorithm should be stopped after about 10 iterations and that a new refinement iteration might be done, for example if a given convergence criteria on the expected error is not achieved.
It is clear that computing the a posteriori error estimation at each iteration of the patch algorithm could appear time consuming, compared to the cost of a single iteration. Nevertheless, for some applications, saving a few iterations can be wholesome, even if it requires the computation of Θ(u n H h ) several times, for example in the case of nonlinear problems using a rather crude error estimator.
Conclusion
This paper presents the construction of an ad hoc residual based explicit error estimator, for the assessment of multi-scale solutions, associated with a non-intrusive mesh refinement technique. The extension of such residual error estimators would be straightforward for higher degree polynomial functions and affine family of triangulations. Moreover, the examples show that the proposed method is efficient with the given error estimate. However, it should be interesting to investigate other approaches, with more refined weightings such as [58] , in order to try to improve even further the results.
This method helps to overcome the inherent cost of classical mesh adaptation, and make it easier for some complex situations (local refinement of quadrilateral or hexahedral meshes, non-conforming meshes, local h-p refinement), as illustrated in various examples.
Moreover, in order to reduce the global cost of the process, a pragmatic criterion is introduced, based on a posteriori estimate of the convergence error of the non-intrusive algorithm, which allows to reduce the number of iterations.
This first study calls for further analyses including for example local or global nonlinearities [11] , or shell/solid coupling [59] , non-matching meshes [54] , model error etc. It is why such an approach, which enables to use any error estimator and, in the case of complex and large structures, several patches, is particularly attractive. Actually, it would make possible an easy use of different strategies of mesh refinement associated with different error estimators (for example goal oriented error estimators) for each patch, depending on the nature of the problem.
