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Abstract. In this paper, we propose an edge detection algorithm based on the Green function associated with
the Mumford–Shah segmentation model. This Green function has a singularity at its center. A
regularization method is therefore proposed here to obtain an edge detection ﬁlter known here as
the Bessel ﬁlter. This ﬁlter is robust in the presence of noise, and its implementation is simple. It
is demonstrated here that this ﬁlter is scale invariant. A mathematical argument is also provided
to prove that the gradient magnitude of the convolved image with this ﬁlter has local maxima in
discontinuities of the original image. The Bessel ﬁlter enjoys better overall performance (the product
of the detection performance and localization indices) in Canny-like criteria than the state-of-the-art
ﬁlters in the literature. Quantitative and qualitative evaluations of the edge detection algorithms in-
vestigated in this paper on synthetic and real world benchmark images conﬁrm the theoretical results
presented here, indicating the scale invariant property of the Bessel ﬁlter. The numerical complexity
of the algorithm proposed here is as low as any convolution-based edge detection algorithm.
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1. Introduction. Boundary and edge detection is a well-established topic in image pro-
cessing. Linear ﬁltering is one of the most popular edge detection methods due to its simplicity
in implementation and low numerical complexity. Derivative ﬁlters as a type of linear ﬁlters
have been extensively studied in the literature. Early examples of derivative ﬁlters include
Roberts, Sobel, and Prewitt ﬁlters. Maximum signal to noise ratio (SNR), localization, and
least multiplicity of response of a ﬁlter are introduced by Canny as criteria in his seminal
paper on computational edge detection [1] to design optimal ﬁlters for feature detection, in
particular edge detection. His calculations lead to an optimal ﬁlter which looks like deriva-
tive of Gaussian (DroG) to detect edges. This observation leads him to choose DroG as an
optimal ﬁlter for edge detection. An interesting property of DroG is to smooth (regularize)
the image before the derivative operation. Canny’s work stimulated further research in the
ﬁeld. By approximating Canny’s optimal ﬁlter, an eﬃcient recursive inﬁnite impulse response
(IIR) ﬁlter is then proposed by Deriche in [2] to design a ﬁlter similar to DroG in frequency
domain. Deriche’s ﬁlter enjoys a constant computational time regardless of the ﬁlter size.
Canny’s DroG is an approximate to his optimal ﬁlter, and therefore with the localization
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term that he has deﬁned, his calculations do not precisely lead to DroG. The localization
index is therefore reformulated in [3] by considering the distribution of zero crossings based
on the theory of stochastic processes to demonstrate that DroG is precisely an optimal ﬁlter
when such a localization index is considered. Canny’s optimization method to ﬁnd an optimal
ﬁlter is based on local maxima detection.
Such a method is adapted to design zero crossing edge detector ﬁlters in [4]. An eﬃcient
implementation of such ﬁlters is also proposed in [4] by realizing an IIR ﬁlter with recursive
ﬁltering techniques to construct ﬁlters requiring constant computation time with respect to
ﬁlter size. Although this ﬁlter enjoys lower computational time with larger ﬁlter sizes than
Canny’s, it is more sensitive to noise due to the zero crossing method used in edge detection.
An optimal IIR ﬁlter is also designed in [5] by deﬁning an eﬀective width for the inﬁnite length
ﬁlter. This ﬁlter, whose implementation is simple and computationally more eﬃcient than
DroG, outperforms Canny’s ﬁlter and enjoys constant computational time regardless of ﬁlter
size. Petrou and Kittler [6] employ Canny-like criteria to propose an optimal ﬁlter for ramp
edges by arguing that edges in real world images are not perfect step functions and are closer
to ramps. The Petrou–Kittler ﬁlter outperforms DroG and Deriche’s ﬁlters for ramp edges.
Separable one-dimensional (1D) optimal ﬁlters for ramp edges are further proposed in [7]t o
replace a two-dimensional (2D) optimal ﬁlter developed in [6] to improve the eﬃciency of the
Petrou–Kittler edge detection algorithm, while the quality of performance is not compromised.
This separable 1D implementation of the Petrou–Kittler ﬁlter is adaptable to the slope of ramp
edges and is faster than the Petrou–Kittler 2D optimal ﬁlter, while it enjoys the same quality
of performance. Shen and Castan [8] also propose an inﬁnite symmetric exponential ﬁlter by
optimizing only SNR and localization criteria. A recursive realization is also implemented for
this ﬁlter in [8] to demonstrate that such a ﬁlter has a better performance in insensitivity to
noise, precision of edge localization, and reduced computational complexity than Canny and
Deriche’s ﬁlters.
A template matching method is developed by optimizing discriminative signal to noise
ratio (DSNR) instead of SNR in [9]. This method is robust under noise and occlusion, and its
optimization leads to a Wiener ﬁlter, which is an optimal step exponential ﬁlter in response
to a bipolar step (signum) function. This ﬁlter shows superiority to DroG in terms of Pratt’s
ﬁgure of merit [10] and detects edges with more details of the image than DroG as the ﬁlter
size increases. The template matching method is also employed by Wang, Rao, and Ben-Arie
in [11] to propose an optimal ﬁlter for bipolar ramp edges by using a ramp as an template for
edges. This ﬁlter demonstrates less distortion and higher ﬁgures of merit than the optimal
ﬁlters for ramp edges proposed in [1, 6, 7]. Demigny also employs Canny’s criteria for the
optimal design of ﬁlters for edge detection in [12]. However, the approach proposed in [12]
diﬀers from Canny’s in [1] in two ways: (i) Discrete signals rather than continuous ones
are considered for the design of an optimal ﬁlter. (ii) Pulses instead of step functions are
considered to take into account the eﬀects of neighboring edges. Demigny concludes that
the optimization of the product of detection performance and localization indices leads to an
optimal ﬁlter outperforming DroG, Deriche, and Shen ﬁlters. Canny-like criteria are optimized
directly in two dimensions by Jacob and Unser [13] to design optimal steerable ﬁlters originally
introduced in [14]. In this method, a Gaussian ﬁlter is used as a basic window function. A
steering ﬁlter is then considered to consist of the weighted sum of partial derivatives withMUMFORD–SHAH GREEN FUNCTION FOR EDGE DETECTION 345
various orders of the basic Gaussian ﬁlter. By optimizing Canny-like criteria, the weights
associated with each portion of the steering ﬁlter are calculated. The steering ﬁlters proposed
by Jacob and Unser [13] demonstrate better results than Canny’s at the presence of noise.
Their designing technique is also employed to develop ﬁlters to better detect discontinuities
forming sharp corners.
The technique of scale multiplication is also proposed in [15] to employ multiple scales to
enhance the localization criterion in the DroG ﬁlter for edge detection. On the other hand,
Mumford and Shah [16] propose a variational model for segmentation consisting of three terms:
(1) ﬁdelity term indicating the desired solution should be as close as possible to the original
image, (2) smoothing term responsible for the smoothness of the desired solution, (3) contour
length minimization term regularizing (smoothing) the contour(s) representing discontinuities
and removing undesired contours. In their inﬂuential paper, Mumford and Shah [16] introduce
a Green function associated with a linear positive-deﬁnite self-adjoint operator obtained by
minimizing their functional in the absence of boundaries [16]. This Green function is known
to be the modiﬁed Bessel function of the second kind and zero degree.
Our contribution in this paper is to propose an edge detection ﬁlter based on this Green
function and explore its mathematical properties when it is used for edge detection. We
demonstrate that such a ﬁlter produces scale invariant edges and enjoys better overall perfor-
mance measured by the product of detection performance and localization indices. The rest
of this paper consists of the following sections: in section 2, we brieﬂy discuss the Mumford–
Shah (MS) functional and the modiﬁed Bessel function of the second kind and zero degree and
explain how this Bessel function can be used for edge detection. Implementation issues, detec-
tion performance, and localization indices associated with this Bessel function are discussed
in section 3; and numerical results are presented in section 4. Finally, the paper concludes in
section 5.
2. MS Green function. The original MS model introduced in [16] proposes minimizing
the following energy term:
(1) E(u,K)=μ
 
Ω\K
|∇u|
2dxdy +
 
Ω
|u − g|
2dxdy + β |Γ|,
where Ω,u ∈ C1,g,Γ,μ,a n dβ are the image domain, the smoothed piecewise-continuous
image, the original image, a ﬁnite union of smooth arcs, and nonnegative constant coeﬃcients,
respectively. In the absence of boundaries, the Green function associated with a linear positive-
deﬁnite self-adjoint operator obtained by minimizing functional (1) with respect to u for the
whole plane is a modiﬁed Bessel function of the second kind and zero degree [16]. A closed
form of this Green function is written as
(2) h(x,y;v,w)=K0
  
((x − v)2 +( y − w)2)
μ
 
,
where K0(.) is the modiﬁed Bessel function of the second kind and zero degree and (x,y),(v,w)
∈ R2. A modiﬁed Bessel function of the second kind and zero degree is one of the solutions
of the modiﬁed Bessel diﬀerential equation with zero degree, i.e.,
x
d2K0
dx2 +
dK0
dx
− xK0 =0 ,x > 0.346 SASAN MAHMOODI
(a)                                                                           (b) 
Figure 1. The MS Green function for μ =1 0:( a )3 Dv i e w ,(b) a cross-section.
An integral representation of this modiﬁed Bessel function is written as [17]
K0(x)=
  +∞
0
cos(xsinh(t))dt =
  +∞
0
cos(xt)
√
1+t2dt, x > 0.
This modiﬁed Bessel function is singular at x = 0, i.e., limx→0 K0(x) → +∞. The asymptotic
behaviors of K0(x) for small and large values of x are as follows [16, 17]:
K0(x) ∼ ln
1
x
, for small x>0,
K0(x) ∼
 
π
2x
e−x, for large x>0.
In the absence of any boundary, the solution u is calculated by using Green function (2)
as
(3) u(x,y)=
 
R2
 
h(x,y;v,w)g(v,w)dvdw.
A c c o r d i n gt o( 2), h(x,y;v,w) is a linear space invariant function, i.e., h(x,y;v,w)=h(x −
v,y − w). Therefore (3) can be written as a convolution:
(4) u(x,y)=h∗g,
where * represents the 2D convolution. A three-dimensional (3D) view of Green function (2)
for (v,w)=( 0 ,0 )i ss h o w ni nF i g u r e1(a). The cross-section of this Green function is also
depicted in Figure 1(b). In this paper, by employing (4), we present two theorems (Theorems 1
and 2) to establish a theoretical framework to develop an edge detection algorithm based on
convolution by using the modiﬁed Bessel function of the second kind and zero degree. It
should be noted that it is not the objective of this work to ﬁnd the solutions of the nonlinear
MS functional using a linear method. However, we aim here to explore the mathematical
properties of the convolution of the modiﬁed Bessel function shown in Figure 1 with an
image containing discontinuities and to propose an edge detection algorithm based on these
properties. Hence in our mathematical arguments, the function u(x,y) is treated as theMUMFORD–SHAH GREEN FUNCTION FOR EDGE DETECTION 347
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Figure 2. An original image containing discontinuities forming a sharp corner at the center of coordinates.
image calculated according to (4) by convolving the original image g with the Bessel function
h given in (2)a n ds h o w ni nF i g u r e1,a n du(x,y) is therefore known in the rest of this
paper as the convolved image. Theorems 1 and 2 presented in this section lay a theoretical
foundation to develop a practical edge detection ﬁlter for digital images deﬁned on a ﬁnite
lattice. Throughout this paper, we name step or jump discontinuities in the grey scale values
of images as image discontinuities. According to the theorems proved in this section, this
Bessel ﬁlter is scale invariant and therefore enjoys a high localization index enabling the edge
detection method proposed here to detect discontinuities forming sharp corners regardless of
the ﬁlter size. In Theorem 1, we prove that the gradient magnitude of the convolved image u
is unbounded in the discontinuities of the original image g s h o w ni nF i g u r e2.
Theorem 1. The gradient magnitude of the convolved image u : R2 → R+ calculated by (4)
is unbounded on the discontinuities of a given piecewise-constant image g :Ω→ R+,w h e r eΩ
and R+ are the image domain and the set of positive real numbers, respectively.
The proof to Theorem 1 is presented in Appendix A.
In the following theorem, we prove that |∇u| has local maxima in the discontinuities
(including sharp corners) of the image of Figure 2. This is an important property of the
Bessel ﬁlter which many of edge detection ﬁlters in the literature do not possess. The results
obtained from Theorems 1 and 2 are the main reasons for the scale invariance property and
the high localization index of the Bessel ﬁlter.
Theorem 2. The gradient magnitude of the convolved image u : R2 → R+ calculated in (4)
has local maxima on discontinuities of a given piecewise-constant image g :Ω→ R+.
The proof of Theorem 2 is given in Appendix B.T h e o r e m s1 and 2 are proved for piecewise-
constant images; however, we conjecture that these theorems are also true for piecewise-
continuous images. The numerical and experimental results presented in section 4 support
such a conjecture.
3. Edge detection and its implementation issues. We use the main results obtained from
Theorems 1 and 2 to propose an edge detection algorithm. The convolution of function h in
(2) with the original input image g is calculated as the ﬁrst step for the algorithm proposed
here to calculate the convolved image u. Then according to Theorem 1, |∇u| is examined to
ﬁnd regions for which |∇u| is inﬁnity. As shown in Figure 1, Bessel function (2) is singular at
the center, which is not numerically tractable for implementation. It is therefore important
for numerical purposes to regularize function h.348 SASAN MAHMOODI
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Figure 3. A 5 × 5 grid used for the construction of a Bessel ﬁlter for the case of 2 <
ε
Δ < 2
√
2.
Here we suggest the following regularized and normalized function known as Bessel ﬁlter
in this paper.
(5) hε(x)=
⎧
⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎩
K0

|x| √
μ

K0

ε
2
√
μ
, |x| >
ε
2
,
1, |x|≤
ε
2
.
We notice that Theorem 1 does not hold with the regularization method indicated in (5);
however, the gradient magnitude of the convolved image u will still have large values and be
maximized on the image discontinuities provided that ε is small. The above statement is true
for images deﬁned on both the continuous domain (R2) and the discrete domain (ﬁnite subsets
of Z2). Again by choosing small values for ε in this paper, the requirement ε → 0 indicated
in the proof of Theorem 2 is also met, and therefore the conclusion drawn from Theorem 2
still holds for both the continuous and discrete domain images.
The algorithm proposed here is implemented in the MATLAB 7.3 environment. We have
exploited the built-in besselk function in MATLAB to construct the Bessel ﬁlter. Figure 3
helps us understand how the regularized Bessel ﬁlter proposed in (5) can be constructed. A
5×5 window forming the window grids of the ﬁlter is shown in this ﬁgure. It is noted that Δ
and ε in the ﬁgure are the sampling distance and regularizing parameter, respectively. The
dashed line circle in Figure 3 represents the circle with radius |x| = ε
2.A c c o r d i n gt o( 5), the
values of the ﬁlter in all points inside this circle should be unity and the ﬁlter values in all
points outside of this circle should be
K0(
|x| √
μ)
K0( ε
2
√
μ),w h e r e|x| is the distance between the central
point O and the point outside of the circle. Therefore the distance (|x|) between a point in
the window and the central point O is calculated. If |x| > ε
2, then the point is outside of the
dashed line circle (such as point p shown in the ﬁgure) and the value of
K0(
|x| √
μ)
K0( ε
2
√
μ) is therefore
assigned to the ﬁlter at point p. For a point inside the circle (i.e., |x| < ε
2 such as for points
q and O), unity is assigned to the ﬁlter at this point. For ε
Δ < 1, the dashed circle containsMUMFORD–SHAH GREEN FUNCTION FOR EDGE DETECTION 349
Figure 4. The cross-section of the regularized ﬁlter proposed in (5).
only the central point O, and therefore the value of the ﬁlter at only the central point O is
set to unity. We consider Δ being unity throughout this paper. Having constructed the ﬁlter,
the derivatives of the ﬁlter with respect to x and y are convolved with the original image to
compute ∂u
∂x and ∂u
∂y, which can then be used to calculate |∇u| =
 
(∂u
∂x)2 +(∂u
∂y)2.D u e t o
Theorem 2, the gradient magnitude |∇u| is then examined to ﬁnd maximum points rather
than inﬁnity and nonmaximum suppression is applied to avoid multiple line detection for
edges. A cross-section of the constructed regularized Bessel ﬁlter is also depicted in Figure 4.
Since this edge detection algorithm is based on the convolution of a Bessel ﬁlter with any
input image, the numerical complexity of the algorithm could be the same as other convolution-
based edge detection algorithms. However, the ﬁlter proposed here is implemented by using
an FFT algorithm, and its numerical complexity is therefore of the order of O(NLogN)f o r
an N × N input image.
Let us now consider the regularized ﬁlter (5) to compare its detection performance and
localization indices with some existing ﬁlters in the recent literature. We therefore consider the
1D version of ﬁlter (5) due to the 1D nature of the performance indices used in the literature.
The ﬁrst and second derivatives of ﬁlter (5) are required for the calculation of the detection
performance and localization indices. These derivatives are calculated in Appendix C.T h e
detection performance Σε as deﬁned in [1] is written as
(6) Σε =
   
 
  0
−∞ fε(x)dx
   
 
   +∞
−∞ f2
ε(x)dx
,
where fε(x) is calculated in the Appendix C.B yu s i n g( C-1) (in Appendix C), the detection
performance can be written as
(7) Σε =
1 √
μK0
 
ε
2
√
μ
 
 
2
  +∞
+ ε
2
 
K 
0
 
x √
μ
  2
dx
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where K0(x)a n dK 
0(x) are the modiﬁed Bessel function of the second kind and zero degree
and its derivative, respectively. Localization index Λε as deﬁned in [1] is written as
(8) Λε =
|f 
ε(0)|
   +∞
−∞ f
 2
ε (x)dx
.
For large values of ε, according to (C-2), f 
ε(0) = 0, and therefore Λε = 0. However, as
ε → 0,Λε can be written as
(9) Λε =
K  
0
 
ε
2
√
μ
 
 
2
  +∞
+ ε
2
 
K  
0
 
x √
μ
  2
dx
,
where K  
0(x) is the second derivative of the Bessel function. In the above calculations for Σε
and Λε, it is assumed that ε>0,ε → 0 but ε  =0 . I nF i g u r e5, the detection performance
and localization indices for the Bessel ﬁlter are numerically calculated with respect to μ and
ε using (7)a n d( 9). It is clear from Figure 5(a) that as ε → 0, the detection performance
decreases. However, by increasing μ (for a given value for ε), the detection performance
improves. Figure 5(b) shows how the localization changes when μ and ε are varied. Changes
in μ have almost no eﬀect on localization (for a given ε, the localization does not change with
respect to μ). This independence in localization with respect to parameter μ is a consequence
of Theorem 2. The scale invariance property associated with the Bessel ﬁlter is also concluded
from Theorem 2 and numerically supported in Figure 5(b). As lower values are chosen for ε,
the localization increases. Figure 5(c) shows how the product of the detection performance and
localization (ΣεΛε) change with respect to ε and μ.A ss h o w ni nF i g u r e5(c), the product ΣεAε
increases as ε decreases or μ increases. In our implementation for discrete images deﬁned on
some subset of Z2,w ec h o o s eε to be small enough so that ε
Δ ∈ [0.01,1], where Δ is sampling
distance, which is considered unity in this paper. For implementation purposes, a Bessel ﬁlter
with the same size as the input image in frequency domain is constructed. An FFT algorithm
is then employed to apply the ﬁlter to the input image in the frequency domain. However, we
need to determine the window size for a Bessel ﬁlter for the following reasons:
(i) We want to ensure that the parameters of the constructed Bessel ﬁlter (which has the
same size as the input image) are selected correctly to avoid any truncation error.
(ii) We want to compare the performance of the Bessel ﬁlter with the other edge detection
algorithms employing convolution (rather than an FFT algorithm) for their imple-
mentation in the literature where all the ﬁlters under investigation have a certain size.
Such a treatment allows us to therefore ﬁnd appropriate parameters of the Bessel ﬁlter
for a certain size.
(iii) We want to investigate the eﬀects of scaling in edge detection by changing the ﬁlter
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(a)                                                                                     (b) 
(c)
1 = ε
1 . 0 = ε
01 . 0 = ε
01 . 0 = ε
1 = ε
1 . 0 = ε
Figure 5. The Bessel ﬁlter indices (a) the detection performance and (b) localization and (c) the product
of the detection performance and localization ΣεAε are plotted with respect to ε and μ (see the text for more
details).
To this end, we deﬁne a truncated Bessel ﬁlter to ﬁnd an appropriate value for μ for a Bessel
ﬁlter with a certain size:
hε(r,d)=
⎧
⎪ ⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎪ ⎩
1, 0 ≤ r<
ε
2
,
K0

r √
μ

K0

ε √
μ
, ε
2 <r≤ d,
0,r > d .
We use the term E(d)=
 d
r=0 |hε(r) − hε(r,d)| to determine a ﬁlter size for the Bessel
ﬁlter with respect to μ. W en o t i c et h a tf o r d √
μ =5 ,E becomes negligible (E =0 .0045).
Therefore, in this paper an equivalent minimum size for the ﬁlter proposed here is deﬁned as
W =( 1 0
√
μ +1 )× (10
√
μ + 1). It should be noted that in practice the size of the Bessel
ﬁlter is the same size as the input image. The relationship between the size and the Bessel
ﬁlter parameter mentioned above helps us only to calculate the ﬁlter parameter μ according
to a certain size for comparison purposes. Intuitively this ensures that a Bessel ﬁlter with352 SASAN MAHMOODI
(a)                                                                             (b) 
(c)
Figure 6. The comparison of indices for Bessel ﬁlter with ε =0 .01 (dotted line), Bessel ﬁlter with ε =0 .1
(solid line), DroG (dash dot line), and Demigny (dashed line): (a) The detection performance index Σ, (b)
localization index Λ,a n d(c) ΣΛ.
parameter μ and size (10
√
μ + 1) termed as “equivalent minimum size” produce the same
results as a Bessel ﬁlter with parameter μ and the size of the input image. Hence conclusive
comparisons can be made between our ﬁlter whose implementation is based on FFT and other
ﬁlters which are based on convolution in the literature. By employing equivalent minimum
size, it is also possible to investigate how the detected edges are aﬀected by varying the scale
(and as a result the equivalent minimum size). In the rest of this paper, if in any experiment
a size is indicated for a Bessel ﬁlter, it therefore denotes the equivalent minimum size. This
is also true for a Rao–Ben-Arie ﬁlter [9] which is implemented by using an FFT algorithm.
Figure 6 depicts the detection performance, localization and their product with respect
to the ﬁlter size of DroG, Demigny, and Bessel ﬁlters with two diﬀerent values for ε.A s
shown in the ﬁgure, the localization of the ﬁlter proposed here increases and its detection
performance decreases as lower values of ε are chosen, which conﬁrms the result shown in
Figure 5. Detection performance for the Demigny ﬁlter demonstrates the best performance
(Figure 6(a)). On the other hand, the localization of the Bessel ﬁlter for both values of ε is
superior to the localization of the other two ﬁlters (Figure 6(b)). Finally, Figure 6(c) depicts
the product of the detection performance and localization. As indicated in [1], the productMUMFORD–SHAH GREEN FUNCTION FOR EDGE DETECTION 353
of the indices is more important than the individual indices. The Bessel ﬁlter with ε =0 .01
demonstrates the best overall performance (product of indices) over the whole range of ﬁlter
sizes. The main reason for this superior performance of the Bessel ﬁlter is due to the high
localization index which is a consequence of its asymptotic properties near its singularity as
demonstrated by Theorems 1 and 2.
4. Numerical results. In this section, the ﬁlter proposed here is compared with some
convolution-based techniques in the literature such as DroG, Rao–Ben-Arie, and Jacob–Unser
edge detection algorithms [1, 12, 9, 13]. We notice that it is diﬃcult to compare edge detection
algorithms with their optimal parameters for a speciﬁc image. This is because the optimal
performance of a ﬁlter depends on its parameters in a speciﬁc application. However, for a fair
comparison, in this section we compare the performance of the ﬁlters when the same size is
used for all ﬁlters. The three Jacob–Unser ﬁlters employed in this paper are a wedge ﬁlter
with wedge angle π
2 and two third-order edge detectors with ﬁlter smoothing parameters 0.09
and 0.2 (called edge 1 and edge 2 ﬁlters, respectively, in this paper; see Table 1 in [13]f o rm o r e
details). It is also noted that the size mentioned in this section for Bessel and Rao–Ben-Arie
ﬁlters is equivalent minimum size as explained in section 3. However, the real size of the
Bessel and Rao–Ben-Arie ﬁlters are the size of the input image.
In the ﬁrst experiment, the six ﬁlters (DroG, Rao–Ben-Arie, Bessel, and three Jacob–
Unser ﬁlters) are applied on the synthetic star image shown in Figure 8(a) to compare the
accuracy of the detected edges. As depicted in Figure 7, the error term increases with respect
to ﬁlter size (and therefore the scale) for all ﬁlters except for the Bessel ﬁlter. The error term
for the Bessel ﬁlter remains almost unchanged with respect to its size (and its scale). We note
that the error term measured in Figure 7 is due to the neighboring edges at sharp corners
in the “star” image. In the case of sharp corners, it is well known that such an error term
for DroG increases by raising the ﬁlter size (and its standard deviation). However, this error
term for a Bessel ﬁlter is the lowest, as expected from the theorems proved in section 2.W e
Figure 7. The mean error between the detected edges and true discontinuities in the “Star” image with
respect to ﬁlter sizes 5, 9, 13, 17, 21, 41, 101 for the ﬁlters discussed in this paper (see the text for more details).354 SASAN MAHMOODI
notice that the second most accurate edge map (after the Bessel ﬁlter) is associated with the
Rao–Ben-Arie ﬁlter (see Figure 7). The high accuracy of edge detection achieved by the Bessel
ﬁlter is due to the mathematical properties of the Bessel function. This is demonstrated in
great detail in the proofs of Theorems 1 and 2.I nf a c t ,t h er e a s o nt h a ts u c hah i g ha c c u r a c yi n
edge detection is obtained by using the Bessel ﬁlter is its scale invariance property as proved
in Theorem 2. There is a family of ﬁlters enjoying a high accuracy in edge detection. It is
proved in [18] that the condition a ﬁlter is required to possess in order to produce highly
accurate edge detection is that the ﬁlter value at the center asymptotically approach inﬁnity
( s e eL e m m a2 . 6i n[ 18]). It is interesting to note that the experimental results indicate that
this scale invariance property of the Bessel ﬁlter is applicable to the detection of not only
edges but also other features such as Blobs, ridges, and corners [19].
Let us now brieﬂy explain how the average error term between true discontinuities in the
original image and detected edges are measured in the above experiment. We initially employ
a Euclidean distance transform algorithm [20] to create a distance map for the binary im-
ages used in this paper. Having detected the edge maps using the edge detection algorithms
mentioned earlier, the average error for all edge maps are then calculated by averaging the
distances obtained from the distance map for all edge pixels. In this experiment, ﬁlter pa-
rameters are calculated according to the ﬁlter size. For example, for Canny and Jacob–Unser
algorithms, standard deviation = ﬁlter size
8 , and for the Bessel ﬁlter μ =
(ﬁlter size-1)2
100 is set.
The edge maps detected by the six ﬁlters for the ﬁlter size of 41 are depicted in Figure 8.A s
shown in this ﬁgure, the sharp corners are detected properly by the Bessel and Rao–Ben-Arie
ﬁlters. Visually the edge maps associated with the Bessel and Rao–Ben-Arie ﬁlters look simi-
lar. However, as demonstrated in Figure 7, the error associated with the Rao–Ben-Arie ﬁlter
is more than the Bessel ﬁlter. The other ﬁlters with the same size have smoothed the sharp
corners. In line with Theorems 1 and 2, as will be shown here in the rest of the experiments,
the Bessel ﬁlter also demonstrates the highest accuracy in edge detection in cases where an
object has curved boundaries. For a fair comparison among edge detection algorithms dis-
cussed here, we use a narrow strip (referred to as threshold scaling strip (TSS) in this paper)
in which brightness increases logarithmically from left to right as shown in Figure 9 to help us
determine the equivalent threshold levels for various algorithms while the same size for ﬁlters
is chosen. Since there are various edges with diﬀerent strengths in this strip, lower thresh-
old levels result in the detection of more vertical line edges in the strip. For the remaining
experiments, this strip is therefore added to the bottom of images. Threshold levels for all
algorithms are adjusted so that the same numbers of vertical lines in the strip are detected.
The TSS is added to the bottom of the noisy synthetic image in [13]( s e eF i g u r e10(a)
in this reference) as shown in Figure 10(a). The Bessel ( ε
Δ = 1), Rao–Ben-Arie, and Jacob–
Unser ﬁlters with ﬁlter sizes 21 and 41 are applied to this noisy image. Visual inspection of
Figure 10 shows that edge maps produced by the Bessel and Rao–Ben-Arie ﬁlters are more
accurate than those of the Jacob–Unser ﬁlter. This ﬁgure also shows that as the ﬁlter size
increases, the Jacob–Unser ﬁlter produces edge maps with more distortions and deformations
than the others. Figure 11 shows the edge maps detected by ﬁlters discussed in this paper
applied on a noisy image taken from a text book to which some noise is added in the data
acquisition process. A close inspection of this ﬁgure shows that the shapes of some letters are
distorted in the edge maps of the text book image generated by DroG, Demigny, Jacob–Unser,MUMFORD–SHAH GREEN FUNCTION FOR EDGE DETECTION 355
(a)
(b)                                      (c)                                       (d) 
(e)                                       (f )                                         (g) 
Figure 8. The edge map of (a) the “Star” image detected with ﬁlter size 41 by (b) Bessel ﬁlter with
(ε =0 .01) (c) DroG ﬁlter, (d) Rao–Ben-Arie ﬁlter, (e) Jacob–Unser wedge ﬁlter, (f) Jacob–Unser edge 1 ﬁlter,
(g) Jacob–Unser edge 2 ﬁlter.
Figure 9. A narrow strip of various logarithmically increasing brightness used in some experiments in this
paper: (top) threshold scaling strip, (bottom) a cross-section of the strip.
and Rao–Ben-Arie ﬁlters in the text image. The Bessel ﬁlter has, however, produced the most
accurate result. The letter “t” throughout the text is a clear example. Other examples include
letter “l” in the word “Sobel,” “g” in the word “edge,” “r” in “contribution,” “a” in “values,”
“m” in “motivation,” and so on. This shape distortion in edge detected letters becomes more
severe by raising the ﬁlter sizes in Demigny, DroG, Rao–Ben-Arie, and Jacob–Unser ﬁlters
a ss h o w ni nF i g u r e12. This ﬁgure illustrates the edge detection results for the same text356 SASAN MAHMOODI
(a)
(b)                                                         (c)                                                         (d)  
(e)                                                        (f )                                                         (g) 
Figure 10. A comparison of edge detection performance for Bessel, Demigny, and Jacob–Unser edge 1
ﬁlters: (a) original noisy image, (b) Bessel ﬁlter size =2 1with
ε
Δ =1 , (c) Rao–Ben-Arie ﬁlter size =2 1 , (d)
Jacob–Unser edge 1 ﬁlter size =2 1 , (e) Bessel ﬁlter size =4 1with
ε
Δ =1 , (f) Rao–Ben-Arie ﬁlter size =4 1 ,
(g) Jacob–Unser edge 1 ﬁlter size =4 1(the threshold levels of all algorithms are adjusted to detect the ﬁrst
vertical line in the TSS).
image of Figure 11(a) for Bessel, Rao–Ben-Arie, and Demigny ﬁlters with ﬁlter size 13. In
this ﬁgure and with this ﬁlter size, the letters are still detected in great detail by the Bessel
ﬁlter; however, the edges detected by Rao–Ben-Arie and Demigny show more distortion and
deformation. The experimental results depicted in Figures 11 and 12 conﬁrm the superiority
of the Bessel ﬁlter concluded from Figure 6(c), which is due to the best product of indicesMUMFORD–SHAH GREEN FUNCTION FOR EDGE DETECTION 357
(c)                                                                 (d) 
(e)                                                                (f ) 
(a)                                                                 (b) 
Figure 11. Edge maps of a noisy text image produced by edge detection ﬁlters with ﬁlter size 7: (a) original
noisy text image, (b) Bessel ﬁlter with
ε
Δ =0 .01, (c) DroG ﬁlter, (d) Demigny ﬁlter, (e) Jacob–Unser edge 1
ﬁlter, and (f) Rao–Ben-Arie ﬁlter (the thresholds in all algorithms are adjusted to detect the ﬁrst vertical line
in the TSS).
associated with the Bessel ﬁlter in comparison with the ﬁlters investigated in this paper. This
high localization index possessed by the Bessel ﬁlter is a consequence of its scale invariance
property implied by Theorem 2.
Gaussian noise with standard deviation 50 is added to the Cameraman image to produce
a noisy image with SNR = 7.2 as shown in Figure 13(a). As shown in the ﬁgure, in the
presence of noise, the Bessel ﬁlter produces competitive results in comparison with the Jacob–
Unser ﬁlters, whilst DroG and Demigny ﬁlters have detected more false edges. However, as358 SASAN MAHMOODI
Figure 12. Edge maps generated by the some ﬁlters with ﬁlter size 13 discussed in this paper: (a) Bessel
ﬁlter with
ε
Δ =0 .01, (b) Rao–Ben-Arie ﬁlter, (c) Demigny ﬁlter (the thresholds in all algorithms are adjusted
to detect the ﬁrst vertical line in the TSS).
(a)                                                    (b)                                                      (c) 
(d)                                                    (e)                                                     (f ) 
Figure 13. The comparison among edge detection ﬁlters (with ﬁlter size 13) investigated in this paper and
applied on images with Gaussian noise (SNR = 7.2): (a) noisy 256 × 256 Cameraman image contaminated
with Gaussian noise with standard deviation 50; edge maps produced by (b) Bessel ﬁlter with
ε
Δ =1 .6, (c)
Jacob–Unser edge 1 ﬁlter, (d) Jacob–Unser edge 2 ﬁlter, (e) DroG ﬁlter, (f) Demigny ﬁlter (the thresholds in
all algorithms are adjusted to detect the ﬁrst vertical line in the TSS).
demonstrated in Figures 10, 11,a n d12, the Bessel ﬁlter outperforms popular ﬁlters due to its
higher localization index (and hence higher overall performance). Soft edges can be produced
by placing the absolute values of the image gradient on edges. Such soft edge maps are thenMUMFORD–SHAH GREEN FUNCTION FOR EDGE DETECTION 359
(a)
(b)( c)
Figure 14. Bessel and Rao–Ben-Arie ﬁlters (with ﬁlter size 13) are employed to produce soft edge maps for
a real world image: (a) original real world image, (b) soft edge map produced by Bessel ﬁlter with
ε
Δ =0 .01,
(c) soft edge map produced by Rao–Ben-Arie ﬁlter.
produced by applying Bessel and Rao–Ben-Arie ﬁlters (with size 13) on a real world image
shown in Figure 14(a). There are many details which are detected with higher accuracy by
a Bessel ﬁlter. For example, number “96” on the front car and the signs “CASTROL” in
the background (left side of the image) are completely readable in Figure 14(b). However,
it is very diﬃcult (if not impossible) to read these details in the edge map produced by a
Rao–Ben-Arie ﬁlter as shown in Figure 14(c). It is noted that no hard thresholding is used in
these soft edge maps.
5. Conclusion. The MS Green function is singular at the center; and a regularization
method for this function is therefore presented here to propose an edge detection ﬁlter known
as the Bessel ﬁlter in this paper. The mathematical framework required to use this ﬁlter
for edge detection is established here. The results obtained from the theorems proved here
indicate that the Bessel ﬁlter enjoys a scale invariant property for edge detection. Such a
mathematical framework is indeed applicable to a family of isotropic ﬁlters with singularity
at the center. The contribution of this paper is to introduce and investigate the properties
of the Bessel ﬁlter as a member of such a family. The detection performance and localization
indices are numerically calculated for this ﬁlter and compared with some recent popular edge
detector ﬁlters in the literature. This numerical calculation demonstrates that the product360 SASAN MAHMOODI
of the detection performance and localization indices of the Bessel ﬁlter is superior. Quan-
titative measurements of edge detection accuracy performed on synthetic images containing
both curved boundaries and sharp corners conﬁrm higher overall performance on Canny-like
criteria. The Bessel ﬁlter and some recent popular ﬁlters are applied to some real world and
benchmark images to demonstrate that the Bessel ﬁlter produces superior results conﬁrming
both higher overall Canny-like performance and higher accuracy in quantitative measure-
ments performed on synthetic images. It is also observed that by increasing the ﬁlter size
(and therefore the scale), the edges detected by the other ﬁlters investigated in this paper
are smoothed, deformed, and shifted away from the true edges. However, the Bessel ﬁlter
produces scale invariant edges. We also notice that while at the presence of mild noise the
Bessel ﬁlter outperforms the state-of-the-art ﬁlters due to its higher localization index, it
also produces competitive results in comparison with Jacob–Unser ﬁlters and still outper-
forms Demigny and DroG ﬁlters when the input image is contaminated with the excessive
noise. The results presented here demonstrate promising prospects for the edge detection
method proposed here; however, some issues not discussed in this paper are open for further
research:
(1) It is interesting to employ the ﬁlter proposed here in a class of steerable functions as
in [13] and therefore develop a ridge detection algorithm based on the Bessel ﬁlter.
(2) The Bessel ﬁlter proposed here can be extended for feature extraction in 3D volumetric
images.
6. Appendices.
Appendix A. Proof of Theorem 1. Before presenting the proof of this theorem, we brieﬂy
explain the structure of the proof. The convolution (in Cartesian coordinates) between the
Bessel function shown in Figure 1 and an input image (a piecewise-constant function) depicted
in Figure 2 at the center of the coordinate system (point O) is evaluated in the polar coordinate
system. Next, we calculate the directional derivative of this convolution (at point O)a l o n g
a line passing through point O with any given slope between tan(ϑ)a n dt a n ( ϑ + ϕ)( s e e
Figure 2). By exploiting the asymptotic properties of the Bessel function, we then prove that
this directional derivate is inﬁnity (unbounded). We immediately conclude that the gradient
magnitude of the convolved function at point O is also unbounded. To explain the proof in
details, let us now consider the piecewise-constant image shown in Figure 2 described in polar
coordinates as
(A-1) g(r,θ)=aH(r)(H(θ − ϑ) − H(θ − ϑ − φ)),
where H(.), a, r, and θ are the Heaviside step function, a constant representing luminance,
and radial and angular coordinates, respectively, and ϑ,φ ∈ [0,2π)a r ec o n s t a n t s .
In Figure 2, the origin of the coordinate system, point O, is placed on the image discon-
tinuity forming a sharp corner. We aim to show that the gradient magnitude of u at O (i.e.,
|∇u|O) is inﬁnite. By using (4), let us evaluate un = ∂u
∂n|(0,0),w h e r en =c o s ( θn)i +s i n ( θn)j,MUMFORD–SHAH GREEN FUNCTION FOR EDGE DETECTION 361
θn ∈ (ϑ,ϑ + φ), and i and j are the unit vectors along the x and y axes, respectively:
∂u
∂n
=
∂h
∂n
∗ g =L i m
ε→0
  −ε
−∞
  −ε
−∞
g(x − x ,y− y )
∂h(x ,y )
∂n
dx dy 
+L i m
ε→0
  −ε
−∞
  +∞
ε
g(x − x ,y− y )
∂h(x ,y )
∂n
dx dy 
+L i m
ε→0
  +∞
ε
  −ε
−∞
g(x − x ,y− y )
∂h(x ,y )
∂n
dx dy 
+L i m
ε→0
  +∞
ε
  +∞
ε
g(x − x ,y− y )
∂h(x ,y )
∂n
dx dy . (A-2)
At point O (0,0), the above integration can therefore be written as
∂u
∂n
(0,0) =
∂h
∂n
∗ g =L i m
ε→0
  −ε
−∞
  −ε
−∞
g(−x ,−y )
∂h(x ,y )
∂n
dx dy 
+L i m
ε→0
  −ε
−∞
  +∞
ε
g(−x ,−y )
∂h(x ,y )
∂n
dx dy 
+L i m
ε→0
  +∞
ε
  −ε
−∞
g(−x ,−y )
∂h(x ,y )
∂n
dx dy 
+L i m
ε→0
  +∞
ε
  +∞
ε
g(−x ,−y )
∂h(x ,y )
∂n
dx dy .
It is more convenient to write the above integration in polar coordinate system, i.e.,
(A-3)
∂u
∂n
(0,0) = Lim
ε→0
  +∞
ε
  2π
0
g(−r,−θ)
∂h
∂n
rdrdθ
or
(A-4)
∂u
∂n
(0,0) = aLim
ε→0
  +∞
ε
  ϑ+φ+π
ϑ+π
∂h
∂n
rdrdθ.
On the other hand, ∂h
∂n can be calculated as
∂h
∂n
=   ∇h · n =
∂h
∂x
cos(θn)+
∂h
∂y
sin(θn),
where
∂h
∂x
=
∂h
∂r
∂r
∂x
=c o s( θ)
∂h
∂r
and
∂h
∂y
=
∂h
∂r
∂r
∂y
=s i n( θ)
∂h
∂r
.
Therefore the term ∂h
∂n can be written as
(A-5)
∂h
∂n
=
∂h
∂r
cos(θ − θn).362 SASAN MAHMOODI
Equation (A-4) can then be written as
(A-6)
∂u
∂n
(0,0) =
a
√
μ
Lim
ε→0
  +∞
ε
  ϑ+φ+π
ϑ+π
r
∂K0
 
r √
μ
 
∂r
cos(θ − θn)drdθ.
Therefore
(A-7)
∂u
∂n
(0,0) =
a
√
μ
(sin(ϑ − θn) − sin(ϑ + φ − θn))Lim
ε→0
  +∞
ε
r
∂K0
 
r √
μ
 
∂r
dr.
Equation (A-7) can be integrated by using integration by parts:
(A-8)
∂u
∂n
(0,0) =
a
√
μ
(sin(ϑ − θn) − sin(ϑ + φ − θn))Lim
ε→0
  
rK0
 
r
√
μ
     
   
+∞
ε
−
  +∞
ε
K0
 
r
√
μ
 
dr
 
.
Using asymptotic behaviors of K0(r) discussed in section 2,a sr = ε → 0a n dr → +∞,a n d
l’Hˆ opital’s rule for indeterminate terms, we can determine the asymptotic behavior of term
rK0( r √
μ)i n( A-8)w h e nr = ε → 0a n dr → +∞, i.e.,
Lim
r→0
 
rK0
 
r √
μ
  
=L i m
r→0
 
−rLog
 
r √
μ
  
=0
and
Lim
r→+∞
 
rK0
 
r √
μ
  
=L i m
r→+∞
 
r
 
π
2r
exp
 
−r √
μ
  
=0 .
Equation (A-8) can therefore be rewritten as
(A-9)
∂u
∂n
(0,0) =
a
√
μ
(sin(ϑ + φ − θn) − sin(ϑ − θn))Lim
ε→0
   +∞
ε
K0
 
r √
μ
 
dr
 
;
as ε → 0, the integration term in (A-9) approaches inﬁnity.
Since ∂u
∂n(0,0) =   ∇u|O · n,t h e n
|∇u|O =+ ∞.
We notice that for φ = π the wedge shown in Figure 2 changes to an edge along a straight
line on which point O can be regarded as an arbitrary point. In such a case, (A-9) is reduced
to
(A-10)
∂u
∂n
(0,0) =
−2a
√
μ
(sin(ϑ − θn))Lim
ε→0
   +∞
ε
K0
 
r √
μ
 
dr
 
.
The absolute value of the right-hand side of (A-10) also approaches inﬁnity as ε → 0, hence
|∇u|O =+ ∞. We also note that by considering a regular curve approximated by an inﬁnite
number of inﬁnitesimal straight line segments and by assuming point O to be on one of these
inﬁnitesimal straight line segments, we exploit the above argument obtained from (A-10)t o
conclude that |∇u|O approaches inﬁnity as ε → 0 for this case as well. It is also noted thatMUMFORD–SHAH GREEN FUNCTION FOR EDGE DETECTION 363
for boundaries forming straight lines and/or regular curves the unit vector n is conveniently
considered to be the normal unit vector to the boundary.
Appendix B. Proof of Theorem 2. To begin, let us brieﬂy explain the structure of the
proof. The directional derivative of the convolution between the isotropic Bessel function
(Figure 1) and the input image shown in Figure 2 along a straight line passing through point
O with a slope between tan(ϑ) and tan(ϑ+ϕ)( s e eF i g u r e2) is considered. We initially assume
that the local maximum associated with point O is located at point O0 with polar coordinates
(r0,θ 0). By using the asymptotic properties of the Bessel function, we ﬁnally prove that point
O0 is located at the center of coordinates; i.e., point O0 i st h es a m ea sp o i n tO. To explain
the proof in details, let us now consider again g in Figure 2. We now aim to prove that |∇u|
has a maximum at point O as ε → 0. By considering U(0,0) = ∂u
∂n(0,0), we can calculate
∂U
∂n|(0,0) as
∂U
∂n
   
   
(0,0)
=
  +∞
0
  2π
0
 
r
∂2h
∂r2 cos2(θ − θn)+
∂h
∂r
sin2(θ − θn)
 
gdrdθ,
where h and g are given in (2)a n d( A-1). By integrating the above equation with respect to
θ and integrating by parts with respect to r for the ﬁrst term in the above equation, we can
write
∂U
∂n
   
   
(0,0)
= −aLim
ε→0
(sin(2(ϑ + φ − θn)) − sin(2(ϑ − θn)))
  +∞
ε
 
dhε
dr
 
dr
= a(sin(2(ϑ + φ − θn)) − sin(2(ϑ − θn)))Lim
ε→0
h(ε). (B-1)
Let us assume that U has a local maximum associated with point O in (r0,θ 0), where r0,
representing the distance between the local maximum and the central point O, is a small
displacement, θ0  = ϑ,a n dθ0  = ϑ + ϕ. We notice that the local maxima with r0  =0a n d
angle θ0 = ϑ or θ0 = ϑ+ϕ are associated with points on lower and upper discontinuity edges
(along straight lines) of the wedge and therefore not associated with point O.A M a c l a u r i n
series can be written in the neighborhood of maximum point, i.e.,
∂U
∂n
 
   
 
(r0,θ0)
=
∂U
∂n
 
   
 
(0,0)
+ r0
∂2U
∂n2
 
   
 
(0,0)
+ r0θ0
∂2U
∂n⊥∂n
 
   
 
(0,0)
+ O(r2
0),
where n =c o s ( θ−θn)er−sin(θ−θn)eθ, n⊥ =s i n ( θ−θn)er+cos(θ−θn)eθ (n⊥ is perpendicular
to n), and er and eθ are unit vectors along the radial and angular coordinates, respectively.
Since r0 is a small displacement, we ignore terms with higher degrees. On the other hand,
∂U
∂n|(r0,θ0) vanishes, because U has a local maximum at (r0,θ 0), i.e.,
∂U
∂n
 
   
 
(r0,θ0)
=0=
∂U
∂n
 
   
 
(0,0)
+ r0
∂2U
∂n2
 
   
 
(0,0)
+ r0θ0
∂2U
∂n⊥∂n
 
   
 
(0,0)
.
We can then calculate r0 as
(B-2) r0 =
− ∂U
∂n
   
(0,0)
∂2U
∂n2
 
   
(0,0)
+ θ0
∂2U
∂n⊥∂n
 
   
(0,0)
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The second directional derivatives of U along the unit vectors n and n⊥ c a na l s ob e
calculated as
∂2U
∂n2
   
 
 
(0,0)
= a
 
sin3(ϑ − θn) − sin3(ϑ + φ − θn)
 
Lim
ε→0
   +∞
ε
1
r
dh
dr
dr
 
, (B-3)
∂2U
∂n⊥∂n
   
   
(0,0)
= a
 
sin2(ϑ + φ − θn)cos(ϑ + φ − θn) (B-4)
− sin2(ϑ − θn)cos(ϑ − θn)
 
Lim
ε→0
   +∞
ε
1
r
dh
dr
dr
 
.
By using (B-1), (B-3), and (B-4), equation (B-2) can be written as
r0 =L i m
ε→0
−a (sin(2(ϑ + φ − θn)) − sin(2(ϑ − θn)))h(ε)

sin3(ϑ − θn) − sin3(ϑ + φ − θn)+θ0

sin2(ϑ + φ − θn)cos(ϑ + φ − θn) − sin2(ϑ − θn)cos(ϑ − θn)
 +∞
ε
1
r
dh
dr dr
.
The above term is indeterminate as ε → 0. By using l’Hˆ opital’s rule for indeterminate terms,
we can therefore write r0 as
r0 =L i m
ε→0
a (sin(2(ϑ + φ − θn)) − sin(2(ϑ − θn))) dh
dε 
sin3(ϑ − θn) − sin3(ϑ + φ − θn)+θ0

sin2(ϑ + φ − θn)cos(ϑ + φ − θn) − sin2(ϑ − θn)cos(ϑ − θn)
 1
ε
dh
dε
=0 .
Therefore as ε → 0, the local maximum point for U = ∂u
∂n approaches point O. Therefore
|∇u| at point O has a local maximum. For φ = π the boundary passing through point O is
a straight line, and r0 therefore vanishes. Boundaries forming regular curves passing through
point O are considered to consist of inﬁnite numbers of inﬁnitesimal straight line segments.
For any point on such inﬁnitesimal line segments, the above argument is applicable. The unit
vector n is considered to be normal to boundaries forming a straight line and/or a regular
curve.
Appendix C. In this appendix, we calculate the ﬁrst and second derivatives of regularized
ﬁlter (5). These derivatives are required in the evaluation of the detection performance and
localization indices in (6)a n d( 8). The ﬁrst derivative of regularized ﬁlter (5)i sc a l c u l a t e da s
(C-1) fε(x)=
⎧
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩
K 
0

x √
μ

√
μK0

ε
2
√
μ
,x >
ε
2
,
0, |x| <
ε
2
,
−K 
0

−x √
μ

√
μK0

ε
2
√
μ
,x <
−ε
2
,
where K 
0(x) is the derivative of the modiﬁed Bessel function of the second kind and zero
degree with respect to x. The second derivative of hε(x) is then written as
(C-2) f 
ε(x)=
⎧
⎪ ⎪ ⎨
⎪ ⎪ ⎩
K  
0

|x| √
μ

μK0

ε
2
√
μ
, |x| >
ε
2
,
0, |x| <
ε
2
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