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Abstrak 
Dalam kajian ini , ciri-ciri spektrum global dipetik daripada perkataan dan ayat yang dikaji untuk 
pengecaman pertuturan emosi.  MFCC (Mel Kekerapan Cepstral Pekali) telah digunakan sebagai 
maklumat spektrum untuk tujuan pengecaman.  Ciri spektrum global mewakili statistik kasar 
seperti purata MFCC digunakan.  Kajian ini juga mengkaji perkataan di kedudukan yang berbeza 
(di awal, pertengahan dan akhir ) secara berasingan dalam ayat.  Ciri pengekstrakan tahap 
perkataan digunakan untuk menganalisa prestasi pengecaman emosi berdasarkan perkataan di 
kedudukan yang berbeza.  Sempadan perkataan dikenalpasti secara manual.  Model berdasarkan 
jantina atau model bebas jantina juga dikaji untuk menganalisa kesan jantina ke atas prestasi 
pengecaman emosi.  Berlin Emo - DB (Pangkalan Data emosi) telah digunakan sebagai set data 
ucapan beremosi.  Prestasi pengklasifikasi-pengklasifikasi yang berbeza juga dikaji.  NN 
(Rangkaian Neural), KNN (K - Jiran Terdekat) dan LDA (Analisa Diskriminasi Linear) adalah 
pengklasifikasi yang digunakan.  Emosi kemarahan dan neutral juga dikaji.  Keputusan 
menunjukkan bahawa, dengan menggunakan semua 13 pekali MFCC memberikan hasil yang 
lebih baik daripada pengelasan gabungan lain pekali MFCC untuk emosi yang dinyatakan.  
Perkataan-perkataan di kedudukan permulaan dan berakhir menandakan posisi emosi lebih baik 
daripada kandungan emosi di kedudukan pertengahan.  Prestasi model berdasarkan jantina 
adalah lebih baik daripada jantina model bebas jantina.  Selain itu, wanita adalah lebih baik 
daripada lelaki dari segi mempamerkan emosi.  Secara amnya, prestasi NN adalah paling teruk 
daripada KNN dan LDA dari segi klasifikasi emosi marah dan neutral.  Prestasi LDA adalah 
lebih baik daripada KNN sebanyak hampir 15% dengan menggunakan model bebas jantina dan 
hampir 25% menggunakan model berdasarkan jantina. 
 
Kata Kunci: Koefisyen Kekerapan Mel Cepstral, pengekstrakan ciri, pengecaman ucapan 
beremosi, korpus simulasi ucapan beremosi, model klasifikasi 
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Abstract 
 
In this study, global spectral features extracted from word and sentence levels are studied for 
speech emotion recognition. MFCC (Mel Frequency Cepstral Coefficient) were used as spectral 
information for recognition purpose. Global spectral features representing gross statistics such as 
mean of MFCC are used. This study also examine words at different positions (initial, middle 
and end) separately in a sentence. Word-level feature extraction is used to analyze emotion 
recognition performance of words at different positions. Word boundaries are manually 
identified. Gender dependent and independent models are also studied to analyze the gender 
impact on emotion recognition performance. Berlin’s Emo-DB (Emotional Database) was used 
for emotional speech dataset. Performance of different classifiers also been studied. NN (Neural 
Network), KNN (K-Nearest Neighbor) and LDA (Linear Discriminant Analysis) are included in 
the classifiers. Anger and neutral emotions were also studied. Results showed that, using all 13 
MFCC coefficients provide better classification results than other combinations of MFCC 
coefficients for the mentioned emotions. Words at initial and ending positions provide more 
emotion, specific information than words at middle position. Gender dependent models are more 
efficient than gender independent models. Moreover, female are more efficient than male model 
and female exhibit emotions better than the male. General, NN performs the worst compared to 
KNN and LDA in classifying anger and neutral.  LDA performs better than KNN almost 15% for 
gender independent model and almost 25% for gender dependent.  
 
Keywords: Mel Frequency Cepstral coefficents, Feature extraction, emotional speech 
recognition, simulated emotional speech corpus, classification models 
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CHAPTER ONE 
INTRODUCTION 
1.1 Background 
Speech is the fastest medium of presenting messages in face-to-face communication. On 
the other hand, emotions are also another medium of communication, for example, a 
smaller set of gestures can describe the individual’s emotional state to others. One 
debatable topic on it is that a smile or laugh is treated as a signal of happiness in all 
civilizations. Whereas, crying is treated every bit a sign of sadness or heartbreak, their 
assessments can change from culture to culture (Lewis et al., 2008). 
Most human has emotional activities and we often produce emotions in our free time. 
Usually we take novels, films, music or other plays as a root of our amusement. These all 
portray real emotions, but about unreal events, and beside we know that these are fictions 
or unreal, we make an emotional attachment with them. Reason is the means we used to 
interact with or understand with everyday real world, we practice the same method with 
these informants, that’s why a particular music makes us happy and other character of 
music makes us sad (Lewis et al., 2008). 
According to Ling He (2010) emotions are psychological and physiological states that 
take in actual and liberated responses. Emotions comprise person’s state of mind and the 
way a person interacts with others as well as with the environment. Sometimes emotion is 
related to ‘mood’. Normally emotion is short-timed physiological and psychological state 
that last from a few minutes to a few hours, whereas mood is long-timed emotional state 
that can last from hours to weeks (Ling He, 2010). 
The contents of 
the thesis is for 
internal user 
only 
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