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1 Introduction
Infinite dimensional Morse theory (see [9, 27] for a a systematic exploration) is very
useful in obtaining multiple solutions for nonlinear variational problems. The central
concept in this theory is the critical group C∗( f , u) for a C1-functional f : X → R at
an isolated critical point u. The critical group describes the local property of f near
the critical point u. On the other hand, Bartsch and Li [4] introduced the critical group
C∗( f ,∞) of f at infinity, which describes the global property of the functional f .
With these concepts we have the Morse inequalities
∞
∑
q=0
Mqtq =
∞
∑
q=0
βqtq + (1+ t)Q(t), (1.1)
where Q is a formal series with nonnegative integer coefficients,
Mq =∑ f ′(u)=0 rank Cq( f , u), βq = rank Cq( f ,∞).
In most applications, we may distinguish critical points using critical group, and we
may find new critical points using the Morse inequality. Therefore, the study of the
critical group is very important.
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In 1979, Amann [1] established the theory of saddle point reduction (also called
Lyapunov-Schmidt reduction in some literature). Since then, saddle point reduction
becomes an important method in critical point theory, and has been widely applied to
various nonlinear boundary value problems [7, 10, 12, 18, 23, 25, 26].
Let (X, 〈·, ·〉) be a separable Hilbert space with norm ‖·‖, and f ∈ C1(X,R). The
basic assumption in saddle point reduction is the following
(A±) X± are closed subspaces of X such that X = X− ⊕ X+, and there exists a real
number κ > 0 such that
± 〈∇ f (v + w1)−∇ f (v + w2), w1 − w2〉 ≥ κ ‖w1 − w2‖2
for all v ∈ X− and w1, w2 ∈ X+.
Then by saddle point reduction, there exist ψ ∈ C(X−, X+) and ϕ ∈ C1(X−,R) such
that v¯ is a critical point of ϕ if and only if v¯ + ψ(v¯) is a critial point of f ; moreover we
have
ϕ(v) := f (v + ψ(v)) = max
w∈X+
f (v + w), ∀v ∈ X− (1.2)
for case (A−) and with ‘max’ replaced by ‘min’ for case (A+), see [8] for a good proof of
these results. Thus, to find critical points of f we may consider the reduced functional
ϕ. Since ϕ is defined on a subspace, it should be easier to study.
As mentioned before, Morse theory is a powerful tool in the study of variational
problems. If we want to apply Morse theory, naturally we need to study the relation
between the critical group of ϕ and that of f . In our previous work [22, 24], we proved
the results described in the following theorem.
Theorem A. Let X be a separable Hilbert space and f ∈ C1(X,R).
(i) If (A+) holds, f satisfies the Palais-Smale (PS) condition with critical values bounded from
below, then Cq( f ,∞) ∼= Cq(ϕ,∞) for q = 0, 1, 2, · · · .
(ii) If (A−) holds and µ = dim X+ < ∞, f satisfies (PS) condition with critical values
bounded from below, then
Cq( f ,∞) ∼= Cq−µ(ϕ,∞), for q = 0, 1, 2, · · · . (1.3)
(iii) If (A+) holds and v¯ ∈ X− is an isolated critical point of ϕ, then
Cq( f , v¯ + ψ(v¯)) ∼= Cq(ϕ, v¯), for q = 0, 1, 2, · · · .
In view of Theorem A, we naturally expect that in case (A−) there should have a
relation similar to (1.3) for the critical groups at isolated critical points. In this paper,
we will establish such a relation in the following theorem.
Theorem 1.1. Let X be a separable Hilbert space and f ∈ C1(X,R). Assume (A−) holds and
µ = dim X+ < ∞; v¯ ∈ X− is an isolated critical point of ϕ such that ϕ(v¯) is an isolated
critical value. If moreover ϕ satisfies the (PS) condition, then
Cq( f , v¯ + ψ(v¯)) ∼= Cq−µ(ϕ, v¯), for q = 0, 1, 2, · · · .
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This theorem and Theorem A completely describe the relation between the critical
groups of the original functional f and the reduced functional ϕ.
Under the assumption of Theorem 1.1, v¯ + ψ(v¯) is an isolated critical point of f .
It is also well known that if f satisfies the (PS) condition, so does ϕ, see [3, Lemma
1]. However, we emphasizes that in Theorem 1.1 it is not necessary to require that f
satisfies (PS). This is very important in applications.
Let ind(T, u) denotes the Leray–Schauder index for T : X → X (a compact pertur-
bation of the identity map) at its isolated zero point u and assume that∇ f is a compact
perturbation of the identity. Similar to [22, Corollary 2.4], as a corollary of Theorem 1.1
and the Poincare´-Hopf formula for C1-functional [14, Theorem 3.2]
ind(∇ f , u) =
∞
∑
q=0
(−1)q rank Cq( f , u),
if (A−) holds and µ = dim X+ < ∞, we have
ind(∇ f , v¯ + ψ(v¯)) = (−1)µ ind(∇ϕ, v¯). (1.4)
The corresponding result for case (A+), namely [22, Corollary 2.4], is originally due
to Lazer and McKenna [13]. As far as we know, the identity (1.4) does not appear
elsewhere.
Our investigation of the relation between the critical groups of the original func-
tional and the reduced functional is motivated by the study of multiple solutions for
nonlinear boundary value problems. In the second part of this paper, as applications of
our abstract results we consider asymptotically linear elliptic systems. Such problems
have attracted some attentions in recent years, see [10, 12, 11, 31, 32].
Our assumptions on the nonlinearity are so weak that the corresponding Euler-
Lagrange functional does not satisfy the (PS) condition. Nevertheless, using some
idea from [23, 25], by taking advantage of saddle point reduction we can overcome
this difficulty. As we will see in Remark 4.10, because the asymptotic limits may be
different variable matrices, the local linking argument used in [23, 25] does not apply.
To prove our multiplicity results (Theorems 3.3 and 3.4), Theorem A (iii) and Theorem
1.1 are crucial.
2 Proof of Theorem 1.1
Let X be a Banach space and f ∈ C1(X,R). Let u be an isolated critical point of f with
critical value c = f (u), Ω be an arbitrary neighborhood of u. Then the group
Cq( f , u) = Hq( fc ∩Ω, ( fc ∩Ω)\ {u}), q = 0, 1, 2, · · ·
is called the qth critical group of f at u. Here fc = f−1(−∞, c], Hq(A, B) stands for the
qth singular relative homology group of the topological pair (A, B) with coefficients in
a field G. By the excision property of homology, the critical groups of f at u described
the local property of f near u.
If f satisfies the (PS) condition and the critical values of f are bounded from below
by α ∈ R, then according to [4, Definition 3.4], the group
Cq( f ,∞) = Hq(X, fα), q = 0, 1, 2, · · · (2.1)
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is called the qth critical group of f at infinity. Since f satisfies (PS), by the deformation
lemma, the right hand side of (2.1) does not depend on the choose of α. Since all critical
points of f are contained in X\ fα, we can say that the critical groups of f at infinity
describe the global property of f .
From the definitions of critical groups, we see that analytically, C∗( f , u) is simpler
than C∗( f ,∞), because the former does not require the (PS) condition; while topolog-
ically, C∗( f , u) is more complicated than C∗( f ,∞), because the topological pair on the
right hand side of (2.1) is simpler. This explains why the results in Theorem A (i) and
(ii) were proved first.
Proof of Theorem 1.1. Assume ϕ(v¯) = f (v¯ + ψ(v¯)) = a. Since a is an isolated critical
value of ϕ, there is an ε > 0 such that ϕ has no critical value in (a, a+ ε]. Since ϕ satisfies
(PS), by the second deformation lemma [9, 30], there is a continuous η : [0, 1]× ϕa+ε →
ϕa+ε such that
η(0, u) = u, u ∈ ϕa+ε,
η(1, ϕa+ε) ⊂ ϕa,
η(t, u) = u, (t, u) ∈ [0, 1]× ϕa.
 (2.2)
Let O ⊂ ϕa+ε be a neighborhood of v¯ such that ϕ has no critical point in O\ {v¯}, and
set
U =
( ⋃
t∈[0,1]
η(t, O)
)
∪ ϕa.
Then U is an η-invariant neighborhood of v¯, and Ω = U × X+ is a neighborhood of
(v¯,ψ(v¯)).
By the property of ϕ and ψ described in (1.2), if ϕ(v) ≤ a, then for any w ∈ X+ we
have f (v + w) ≤ a. Thus, setting
Θ = { (v, w)| f (v + w) ≤ a, ϕ(v) > a} ,
we have fa = (ϕa × X+) ∪Θ.
Under the assumption (A−), it has been shown in the proof of [24, Theorem 1.2]
that fa is homotopically equivalent to
A = (ϕa × X+) ∪ { (v, w)| ϕ(v) > a, w 6= ψ(v)}
via a homotopy F : [0, 1]× A→ A constructed in that proof (using condition (A−) and
the implicit function theorem). Moreover, denoting
S =
{
w ∈ X+∣∣ w 6= 0} ,
a homeomorphism G between A and
B = (ϕa × X+) ∪
(
(X−\ϕa)× S
)
has also been given there. The deformations F and G have been illustrated in Fig-
ure 1, where the thick segments with endpoint v¯ represent the level set ϕa; while the
shadowed rigions in the three subfigures represent the sets fa, A and B respectively.
Let F˜ be the homotopy inverse of F, then Γ = G ◦ F˜ is a homotopic equivalance
between fa and B. By the definitions of F and G (see the proof of [24, Theorem 1.2]), we
see that Γ does not change the v-variable. Therefore, restricting Γ to fa ∩Ω, we obtain
fa ∩Ω ≈ B ∩Ω = (ϕa × X+) ∪
((
(X−\ϕa) ∩U
)× S)
4
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Figure 1: Deformations of the level set fa.
Since U is invariant under the flow η, we can define H : [0, 1]× (B ∩Ω)→ B ∩Ω,
H(t, (v, w)) =
{
(v, w), if (v, w) ∈ ϕa × X+,
(η(t, v), w), if (v, w) ∈ ((X−\ϕa) ∩U)× S.
Using (2.2), it is easy to see that H is continuous, and H(1, ·) is a homotopic equivalance
between B∩Ω and ϕa×X+. Combining the above homotopies, we can deform fa ∩Ω
to ϕa × X+ continuously. The deformation maps (v¯,ψ(v¯)) to (v¯, 0), therefore it is also
a homotopic equivalance between ( fa ∩Ω)\(v¯,ψ(v¯)) and (ϕa × X+)\(v¯, 0).
Noting that (ϕa × X+)\(v¯, 0) = (ϕa × S) ∪ ((ϕa\v¯)× X+), we have(
fa ∩Ω, ( fa ∩Ω)\(v¯,ψ(v¯))
) ' (ϕa × X+, (ϕa × X+)\(v¯, 0))
=
(
ϕa × X+, (ϕa × S) ∪ ((ϕa\v¯)× X+)
)
= (ϕa, ϕa\v¯)× (X+, S).
Passing to homology and applying the Ku¨nneth formula, we deduce
C∗( f , v¯ + ψ(v¯)) = H∗
(
fa ∩Ω, ( fa ∩Ω)\(v¯,ψ(v¯))
)
∼= H∗((ϕa, ϕa\v¯)× (X+, S))
= H∗(ϕa, ϕa\v¯)⊗ H∗(X+, S)
= H∗−µ(ϕa, ϕa\v¯) = C∗−µ(ϕ, v¯),
where we have used the fact that Hq(X+, S) = δq,µG, since dim X+ = µ.
In critical point theory, it will be very convenient if the gradient of the functional
under consideration is a compact perturbation of the identity operator. Hence, if the
original functional f has this property, we hope that the reduced functional ϕ also has
such property. This is true if ∇ f : X → X maps bounded sets to bounded sets.
Proposition 2.1 ([23, Corollary 2.2]). Let X be a separable Hilbert space and f ∈ C1(X,R).
Assume (A+) or (A−) holds. If ∇ f : X → X is bounded and there is a compact operator
K : X → X such that ∇ f = 1X − K, then there is a compact operator Q : X− → X− such
that ∇ϕ = 1(X−) −Q.
Finally, for the convenience of our later application, we recall a homological version
of the famous three critical points theorem.
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Proposition 2.2 ([21, Theorem 2.1]). Let X be a Banach space and f ∈ C1(X,R) satisfy the
Palais-Smale (PS) condition. Assume that f is bounded from below. If C`( f , 0) 6= 0 for some
` 6= 0, then f has at least three critical points.
We note that according to [9, Page 33], C`( f , 0) 6= 0 for some ` 6= 0 implies that 0 is
not a local minimizer of f , as required in the original statement of [21, Theorem 2.1].
3 Multiple solutions of elliptic systems
In this section, as application of our abstract results on critical groups, we consider
elliptic gradient systems of the form
−∆u = Fu(x, u, v), in Ω,
−∆v = Fv(x, u, v), in Ω,
u = v = 0, on ∂Ω,
(3.1)
where Ω ⊂ RN is a bounded smooth domain, F ∈ C1(Ω × R2,R) satisfies the linear
growth condition
|∇F(x, z)| ≤ Λ |z| , (x, z) ∈ Ω× R2 (3.2)
for some constant Λ > 0. Here, to simplify the notations we denote z = (u, v). The
gradient is taken with respect to z. Without lost of generality we may assume F(x, 0) =
0. We also assume ∇F(x, 0) = 0, so that z = 0 is a trivial solution of (3.1). Therefore,
we will focus on nontrivial solutions.
To apply variational methods, let X be the Hilbert space H10(Ω)× H10(Ω) endowed
with the inner product
〈z, w〉 =
∫
Ω
∇z · ∇w dx
and corresponding norm ‖ · ‖, here z = (u, v), ∇z = (∇u,∇v), the dot ‘·’ represents
the standard inner product in R2. Under the growth condition (3.2), the functional
Φ : X → R,
Φ(z) =
1
2
∫
Ω
|∇z|2 dx−
∫
Ω
F(x, z)dx (3.3)
is well defined and of class C1. The critical points of Φ are solutions of the system (3.1).
Before state our assumptions on F and our main results, let us denote by M2(Ω)
the set of those positive definite symmetric matrix functions A : Ω¯→ M2×2(R) whose
entries are continuous real functions on Ω¯.
For given A ∈ M2(Ω), there is an associated weighted eigenvalue problem{ −∆z = λA(x)z in Ω,
z = 0 on ∂Ω. (3.4)
Since A(x) is positive definite, using the spectral theory of compact self-adjoint opera-
tor, it is well known that there is a complete list of distinct eigenvalues
0 < λ1(A) < λ2(A) < · · ·
such that λn(A) → +∞ as n → ∞. Our multiplicity results depend on the interaction
between the nonlinearity F and the eigenvalues of (3.4).
We also need the following concepts introduced by da Silva [10, Definition 1.4].
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Definition 3.1. Let A, B ∈ M2(Ω).
(i) We define A ≤ B if A(x)z · z ≤ B(x)z · z for all (x, z) ∈ Ω× R2.
(ii) We define A  B if A ≤ B and B− A is positive definite on Ω˜ ⊂ Ω with ∣∣Ω˜∣∣ > 0,
where |·| stands for the Lebesgue measure.
To state our assumptions on the nonlinearity F(x, z), we assume that there exists
A0 ∈ M2(Ω) with λm(A0) = 1 for some m ∈ N, such that
G(x, z) := F(x, z)− 1
2
A0(x)z · z = o(|z|2), as |z| → 0 (3.5)
uniformly for x ∈ Ω. We then assume the following conditions on F.
(F±0 ) There exists some δ > 0 such that ±G(x, z) > 0 for 0 < |z| ≤ δ.
(F±∞ ) There exists A∞ ∈ M2(Ω) with λk(A∞) = 1 for some k ∈ N, such that
lim
|z|→∞
(
F(x, z)− 1
2
A∞(x)z · z
)
= ±∞.
Remark 3.2. (i) If F ∈ C2(Ω × R2,R) verifies F(x, 0) = 0, ∇F(x, 0) = 0, then by the
Taylor formular we see that (3.5) holds with A0(x) being the Hessian of F(x, ·) at
z = 0.
(ii) If 1 ∈ (λm(A0),λm+1(A0)) for some m ∈ N, namely the problem (3.1) is non res-
onant at the origin, then the condition (F±0 ) can be removed. The same remark
applies to (F±∞ ) if (3.8) holds.
For the sake of simplicity, we denote λn(A0) by λ0n, and λn(A∞) by λ∞n . Set
d0n =
n
∑
i=1
dim ker(−∆− λ0i A0), d∞n =
n
∑
i=1
dim ker(−∆− λ∞i A∞).
Our main results are the following theorems
Theorem 3.3. Suppose that F ∈ C1(Ω× R2,R) satisfies (3.2) and (F+∞ ). Suppose moreover
that there exists β ∈ M2(Ω), β  λ∞k+1A∞ such that
(∇F(x, z1)−∇F(x, z2)) · (z1 − z2) ≤ β(x)(z1 − z2) · (z1 − z2), (3.6)
then the system (3.1) has at least two nontrivial solutions in each of the following cases:
(i) (F+0 ) holds with d
0
m 6= d∞k .
(ii) (F−0 ) holds with d
0
m−1 6= d∞k .
Theorem 3.4. Suppose that F ∈ C1(Ω× R2,R) satisfies (3.2) and (F−∞ ). Suppose moreover
that there exists β ∈ M2(Ω), β  λ∞k−1A∞ such that
(∇F(x, z1)−∇F(x, z2)) · (z1 − z2) ≥ β(x)(z1 − z2) · (z1 − z2), (3.7)
then the system (3.1) has at least two nontrivial solutions in each of the following cases:
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(i) (F+0 ) holds with d
0
m 6= d∞k−1.
(ii) (F−0 ) holds with d
0
m−1 6= d∞k−1.
Obviously, if in addition to (3.5) we have
|∇F(x, z)− A∞(x)z| = o(|z|), as |z| → ∞, (3.8)
then (3.2) holds. In this case we say that the problem (3.1) is asymptotically linear
at infinity. Since the pioneer work of Amann and Zehnder [2], asymptotically linear
problems for a single equation have captured great interest. We referr to [16, 18] and
references therein for some interesting results.
The asymptotically linear elliptic systems have captured some attentions in recent
years. In [31, 32], the authors considered the case that A0 = A∞ are constant matrices.
In [11], Furtado and Paiva studied the case that A0 and A∞ are variable matrices. Un-
der some conditions that ensure the Euler-Lagrange functionalΦ satisfying the Ceremi
type compactness condition, they obtained a nontrivial solution.
In [10], also for the case that A0 and A∞ are variable matrices, Silva obtained two
nontrivial solutions for the problem by applying Morse index type argument to Φ.
Thus it is essential to require F ∈ C2 so that Φ is also of class C2. Similar to [18], the
reduction conditions (3.6) and (3.7) are used to control the Morse index. Finally, he also
required some conditions to guarantee Ceremi type compactness for Φ.
Recently, Furtado and Paiva obtained a multiplicity result [12, Theorem 1.1] un-
der (3.6) and (F+∞ ). But they only considered the case that 1 ∈ (λm(A0),λm+1(A0))
for some m ∈ N, and they also required F ∈ C2. Therefore, our Theorem 3.3 is an
improvement.
Under our assumptions the functional Φ may not satisfy the (PS) condition. To
overcome this difficulty, as in [23, 25], we will perform the saddle point reduction and
turn to consider the reduced functional ϕ. It turns out that the case of Theorem 3.4 is
more difficult, because the reduced functional ϕ is defined on an infinite dimentional
subspace.
Although our proof of Theorem 3.4 is based on some idea from [23], there are some
real differences. The most significant one is that if A0 and A∞ are different matrix
functions, the local linking approach used in [23] does not work any more, see Remark
4.10 for details. Hence we must use critical groups and our abstract result (Theorem
1.1) is crucial.
4 Proofs of Theorems 3.3 and 3.4
Let Φ be the functional introduced in (3.3). To prove our theorems it suffices to show
that Φ has two nonzero critical points.
Recall that for our Hilbert space X and p ∈ [2, 2∗], by Sobolev inequality there is a
constant Sp such that
|z|p :=
(∫
Ω
|z|p dx
)1/p
≤ Sp ‖z‖ . (4.1)
That is, the embedding X ↪→ Lp(Ω) × Lp(Ω) is continuous. Moreover, using the
Rellich-Kondrachov theorem we see that the embedding is also compact if p ∈ [2, 2∗).
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Lemma 4.1. (i) If (F+0 ) holds, then Cd0m(Φ, 0) 6= 0.
(ii) If (F−0 ) holds, then Cd0m−1(Φ, 0) 6= 0.
Proof. We only prove Case (ii). Set V0 = ker(−∆− λ0m A0),
V− =
m−1⊕
i=1
ker(−∆− λ0i A0), V+ =
∞⊕
i=m+1
ker(−∆− λ0i A0).
Then dim V− = d0m−1. We will show that Φ has a local linking with respect to the
decomposition X = V− ⊕ (V0 ⊕V+). Namely, there exists ρ > 0 such that{
Φ(z) ≤ 0 for z ∈ V−, ‖z‖ ≤ ρ,
Φ(z) > 0 for z ∈ V0 ⊕V+, 0 < ‖z‖ ≤ ρ. (4.2)
The desired result will then follow from [19, Theorem 2.1]. To prove (4.2), we argue as
in [17, Page 24].
Since λ0m = 1 is an isolated eigenvalue, it is well know that there exists positive
number κ > 0 such that
±1
2
∫
Ω
(
|∇z|2 − A0(x)z · z
)
dx ≥ κ ‖z‖2 , z ∈ V±.
Using (3.2), (3.5), there exists C > 0 such that
|G(x, z)| ≤ κ
8S22
|z|2 + C1 |z|2
∗
, (x, z) ∈ Ω× R2. (4.3)
For z ∈ V−, using (4.3) and (4.1), we obtain
Φ(z) =
1
2
∫
Ω
(
|∇z|2 − A0(x)z · z
)
dx−
∫
Ω
G(x, z)dx
≤ −κ ‖z‖2 + κ
8S22
|z|22 + C1 |z|2
∗
2∗
≤ −κ
2
‖z‖2 + C3 ‖z‖2
∗ ≤ 0, (4.4)
provided ‖z‖ ≤ ρ1 =
(
2−1C−13 κ
)1/(2∗−2)
.
On the other hand, since dim V0 < ∞, there exists C2 > 0 such that
|v|∞ ≤ C2 ‖v‖ , for v ∈ V0.
For z ∈ V0 ⊕V+ with ‖z‖ ≤ 2−1C−12 δ, we may write z = v +w, where v ∈ V0, w ∈ V+.
Set
Ω1 =
{
x ∈ Ω
∣∣∣∣ |w(x)| ≤ δ2
}
, Ω2 = Ω\Ω1.
For x ∈ Ω2, we have
|z(x)| ≤ |v(x)|+ |w(x)| ≤ |v|∞ + |w(x)|
≤ C2 ‖v‖+ |w(x)|
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≤ C2 ‖z‖+ |w(x)| ≤ δ2 + |w(x)| ≤ 2 |w(x)| .
By (4.3), we see that for x ∈ Ω2,
G(x, z) ≤ κ
8S22
|z|2 + C1 |z|2
∗ ≤ κ
2S22
|w|2 + C′1 |w|2
∗
.
This is also true for x ∈ Ω1, because in this case
|z(x)| ≤ |v(x)|+ |w(x)| ≤ |v|∞ +
δ
2
≤ C2 ‖v‖+ δ2 ≤ C2 ‖z‖+
δ
2
≤ δ,
hence G(x, z) ≤ 0 by our assumption (F−0 ). Therefore using (4.1) we deduce
Φ(z) =
1
2
∫
Ω
(
|∇w|2 − A0(x)w ·w
)
dx−
∫
Ω
G(x, z)dx
≥ κ ‖w‖2 − κ
2S22
|w|22 − C′1 |w|2
∗
≥ κ
2
‖w‖2 − C4 ‖w‖2
∗
, z = v +w ∈ V0 ⊕V+. (4.5)
Now, let z ∈ V0 ⊕V+ be such that
0 < ‖z‖ ≤ ρ2 = min
{
δ
2C2
,
(
κ
2C4
)1/(2∗−2)}
.
If w 6= 0, since ‖w‖ ≤ ‖z‖, by (4.5) we may deduce Φ(z) > 0. If w = 0, then z ∈ V0 and
|z|∞ ≤ C2‖z‖ ≤ δ, using (F−0 ) again, we also have
Φ(z) = −
∫
Ω
G(x, z)dx = −
∫
|z|≤δ
G(x, z)dx > 0.
Combining the above argument, we see that (4.2) is true with ρ = min{ρ1, ρ2}.
Remark 4.2. If we replace (F−0 ) by the weaker condition: G(x, z) ≤ 0 for |z| ≤ δ, then
we can only obtain Φ(z) ≥ 0 in the second line of (4.2). Namely, we only have a weak
local linking in the sense of Brezis and Nirenberg [5], which is not sufficient to obtain
Lemma 4.1 via the result of J.Q. Liu [19]. However, if (3.2) is replaced by the stronger
condition
|∇F(x, z1)−∇F(x, z2)| ≤ Λ |z1 − z2| , x ∈ Ω, z1, z2 ∈ R2,
then the functional Φ is of class C2−0. According to Perera [28, Theorem 2.6], we can
still obtain the conclusion of Lemma 4.1.
As mentioned before, the proof of Theorem 3.4 is more difficult. Therefore, in what
follows we will only prove Theorem 3.4. Let
X− =
∞⊕
i=k
ker(−∆− λ∞i A∞), X+ =
k−1⊕
i=1
ker(−∆− λ∞i A∞). (4.6)
To verify the condition (A−) and perform saddle point reduction, we need the follow-
ing result.
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Proposition 4.3 ([10, Proposition 3.9 (b)]). Let β ∈ M2(Ω), β  λ∞k−1A∞. Then there
exists δ > 0 such that
−‖z‖2 +
∫
Ω
β(x)z · z dx ≥ δ ‖z‖2 , for all z ∈ X+.
Remark 4.4. There is also a similar result for the dual case β  λ∞k+1A∞, see [10, Propo-
sition 3.9 (a)]. This will be needed in the proof of Theorem 3.3.
Now, for v ∈ X− and w1, w2 ∈ X+, using Proposition 4.3 and our assumption (3.7)
we obtain
− 〈∇Φ(v +w1)−∇Φ(v +w2), w1 −w2〉
= −
∫
Ω
|∇(w1 −w2)|2 dx +
∫
Ω
(∇F(x, v +w1)−∇F(x, v +w2)) · (w1 −w2)dx
≥ −
∫
Ω
|∇(w1 −w2)|2 dx +
∫
Ω
β(x)(w1 −w2) · (w1 −w2)dx
≥ δ ‖w1 −w2‖2 .
Therefore,Φ satisfies the condition (A−) and we obtain a reduced functional ϕ : X− →
R, which is of class C1. It suffices to find two non-zero critical points of ϕ.
We want to show that ϕ is coercive. For this, it is quite natural to pick a se-
quence {vn} in X− such that ‖vn‖ → ∞. Then consider the normalization sequence{‖vn‖−1vn}. However, since dim X− = ∞, the weak limit of the normalization se-
quence may be the zero element in X−. This makes it difficult to prove that ϕ(vn) →
+∞.
To get around this difficulty, as in [23] we consider Φ1, the restriction of Φ on X−.
Then Φ1 ∈ C1(X−,R). The following ‘non vanishing lemma’ is the key ingredient of
our approach.
Lemma 4.5. Let {vn} be a sequence in X− such that Φ1(vn) ≤ c and ‖vn‖ → ∞. Denote
v0n = ‖vn‖−1 vn. Then there is a subsequence of
{
v0n
}
which converges weakly to some point
v0 6= 0.
Proof. The proof is quite similar to that of [23, Lemma 3.2], where instead of Φ1(vn) ≤
c, it is assumed that ∇Φ1(vn) → 0. Since
{
v0n
}
is bounded, up to a subsequence, we
may assume that v0n ⇀ v0 in X−. The compactness of the embedding
X− ↪→ X ↪→ L2(Ω)× L2(Ω)
implies that v0n → v0 in L2(Ω)× L2(Ω). By (3.2) we have
|F(x, z)| ≤ 1
2
Λ |z|2 , (x, z) ∈ Ω× R2.
Therefore
2c ≥ 2Φ1(vn) =
∫
Ω
|∇vn|2 dx−
∫
Ω
2F(x, vn)dx
≥
∫
Ω
|∇vn|2 dx−Λ
∫
Ω
|vn|2 dx
= ‖vn‖2 −Λ |vn|22 .
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Multiplying by ‖vn‖−2 on both sides, we deduce
2c ‖vn‖−2 ≥ 1−Λ|v0n|22.
Since |v0n|2 → |v0|2 and ‖vn‖−2 → 0, the above inequality implies that |v0|22 ≥ Λ−1 and
hence v0 6= 0.
Remark 4.6. This is the only place where we need (3.2). In the case of Theorem 3.3, the
reduced functional ϕ is defined on a finite dimensional subspace. Hence it is easy to
obtain the coerciveness of ϕ using the assumption (F+∞ ). Therefore, in Theorem 3.3, we
may replace (3.2) with a subcritical growth condition.
Lemma 4.7. The functional Φ1 : X− → R is coercive, and bounded from below.
Proof. Assume for a contradiction that for some {vn} ⊂ X− and c > 0 we have
Φ1(vn) ≤ c, ‖vn‖ → ∞. (4.7)
Let v0n = ‖vn‖−1 vn, by Lemma 4.5, up to a subsequence we have v0n ⇀ v0 for some
v0 6= 0. Let
Θ =
{
x ∈ Ω| v0(x) 6= 0
}
,
then |Θ| > 0. For x ∈ Θ we have
|vn(x)| = ‖vn‖
∣∣∣v0n(x)∣∣∣→ ∞.
By (F−∞ ) and the Fatou Lemma,∫
Θ
(
1
2
A∞(x)vn · vn − F(x, vn)
)
dx → +∞, as n→ ∞.
On the other hand, (F−∞ ) also implies the existence of M > 0 such that
1
2
A∞(x)z · z − F(x, z) ≥ −M, (x, z) ∈ Ω× R2. (4.8)
Therefore,
Φ1(vn) =
1
2
∫
Ω
|∇vn|2 dx−
∫
Ω
F(x, vn)dx
≥
∫
Ω
(
1
2
A∞(x)vn · vn − F(x, vn)
)
dx
=
(∫
Θ
+
∫
Ω\Θ
)(
1
2
A∞(x)vn · vn − F(x, vn)
)
dx
≥
∫
Θ
(
1
2
A∞(x)vn · vn − F(x, vn)
)
dx−M |Ω\Θ| → +∞.
This contradicts with (4.7). Thus Φ1 is coercive. It follows that Φ1 is bounded from
below.
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Remark 4.8. In [23, Lemma 3.2], another version of ‘non vanishing lemma’ (as men-
tioned in the proof of Lemma 4.5) is proved and used in [23, Lemma 3.4] to show that
Φ1 satisfies the (PS) condition. Then the coerciveness of Φ1 is obtained via a well-
known result of Li [15], see also [6]. Our argument in Lemmas 4.5 and 4.7 does not
involve the derivative information of Φ1, hence is considerably simpler.
Lemma 4.9. Under the assumption of Theorem 3.4, the functional ϕ is bounded from below.
Moreover, ϕ satisfies the (PS) condition.
Proof. Let K : X → X be defined as
〈Kz, w〉 =
∫
Ω
∇F(x, z) ·w dx.
Then K is compact and ∇Φ = 1X − K. Obviously ∇Φ maps bounded sets to bounded
sets. By Proposition 2.1, ∇ϕ is also a compact perturbation of 1(X−).
By the definition of the reduced functional ϕ, we have
ϕ(v) = max
w∈X+
Φ(v +w) ≥ Φ(v) = Φ1(v).
Using Lemma 4.7 we see that ϕ is also coercive and bounded from below. In particular,
any (PS) sequence of ϕ is bounded. Applying [29, Proposition 2.2], we deduce that ϕ
satisfies (PS).
Proof of Theorem 3.4. We prove the case (i). By Lemma 4.9, ϕ satisfies the (PS) condi-
tion, and bounded from below. Note that
µ = dim X+ = d∞k−1,
by Theorem 1.1 and Lemma 4.1 we obtain
Cd0m−d∞k−1(ϕ, 0)
∼= Cd0m(Φ, 0) 6= 0.
Now, if d0m 6= d∞k−1, the deseired result follows from Proposition 2.2.
Remark 4.10. If A0 = A∞, then the decompositions of X in Lemma 4.1 and in (4.6)
are related to the same eigenvalue problem (3.4). For the case proved in this section,
namely Theorem 3.4 (ii), we have m > k and V0 ⊕V+ ⊂ X−.
As in [23], it is then easy to show that ϕ has a local linking with respect to the
decomposition X− = (V− ∩ X−) ⊕ (V0 ⊕V+). Then the local linking version of the
three critical points theorem [5, 20] yields the desired result, we don’t need Theorem
1.1.
On the other hand, if A0 6= A∞, then the above inclusion of the decompositions is
false, the local linking property of Φ does not descend to ϕ. Hence the local linking
version of the three critical points theorem is not applicable, and our Theorem 1.1 is
crucial.
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