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1. INTRODUCTION 
A current problem in systems theory is to establish criteria for the stability 
of a dynamical system which is subjected to random perturbations. Suppose 
the system is described by a differential equation 
k =f(t, x, 5(t)), t > 0, (1) 
where x is the state vector and t(t) re p resents a random perturbation. One 
natural approach to the problem is to look for those stability properties of 
the stochastic differential equation (1) which are more-or-less closely analo- 
gous to those of the nonstochastic equation 
2 =f(t, x), t > 0. 
where f(t, ‘z) =f(t, x, 0). For example if f(t, 0, f) 3 0 then (1) and (2) 
possess in common the null solution x(t) 3 0. Various analogoes for (1) of 
Liapunov stability of the null solution of (2) have been discussed in the 
literature [I], [2]. 
The system (2) is said to be Lagrange stable [3] if the solutions of (2) 
are ultimately uniformly bounded. An obvious analogue of this property is that 
the sample functions defined by (1) b e b ounded with probability 1. It turns 
out, however, that the requirement of boundedness excludes many stochastic 
models of interest, even some for which, say, all moments &{I x(t) I”} are 
bounded. 
Suppose the process X defined by (1) is temporally homogeneous. An 
alternative, ‘weak’ counterpart to Lagrange stability is the property that X 
be recurrent or, more strongly, that X be positive. Roughly speaking, X is 
recurrent if for every initial state, any ball in the state space is hit eventually, 
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with probability 1. X is positive if, in addition, the hitting time has finite 
expectation. Under additional restrictions, positivity of X is equivalent 
to the existence of a unique invariant probability measure p: that is, if the 
distribution of x(O) is p then so is that of x(t), for all t > 0. 
In this note sufficient conditions for recurrence and positivity are esta- 
blished for the diffusion process X defined by a stochastic differential equa- 
tion of Ito’s type. In addition we obtain conditions for nonrecurrence and 
nonpositivity. The conditions require the existence of functions which 
closely resemble Liapunov functions. This fact often makes it possible to 
infer ‘weak’ stability of a stochastic system by starting with a Liapunov 
function for Lagrange stability of a corresponding deterministic system. 
Using this technique we discuss a nonlinear system of Lur’e type. 
2. PRELIMINARY RESULTS 
In this section some known results are collected for ease of reference. We 
start with a precise version of(l), namely Ito’s equation (cf. [4] 11, Section 2) 
dx(t) = f@(t)) dt -+ W(t)) dw(t), t 2 0. (3) 
In (3), x and!(x) are n-vectors, G(x) is an 11 x n nonsingular matrix and w(t) 
is an n-dimensional Wiener process. It is assumed that n > 2; the results for 
n = 1 are known [5j and are straightforward to apply in practice. In the 
following, E denotes Euclidean n-space, / * / the Euclidean norm, and a 
prime (‘) the transpose of a vector or matrix. The following assumptions are 
made with respect to (3): 
(a) For some constant c1 , 
I~(~)-~(~)I+IG(~)--G(Y)/~~,/~-Y~ (x, Y 62 E) 
(b) x(O) is a random variable independent of the process (w(t); t 3 0). 
(c) For some constant cs > 0, 
~“3-4 G(x)’ Y 2 GY’Y 6% y  E E). 
Conditions (a) and (b) ensure that (3) d e fi nes an essentially unique process 
X = {x(t); t 3 O> with the following properties: 
(A) X is a continuous Feller process ([4] Theorem 11.4): that is, (i) X 
is a strong Markov process ([Jj Theorem 3.10); (ii) the sample functions x(t), 
t > 0, are almost all continuous; (iii) if u(x) is a bounded continuous function 
of x E E then so is T&x) = SE P(t, x, dy) u(y) for every t > 0. Here 
P(t, x, P) is the transition function of X. 
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(B) If U(X) is a twice-continuously differentiable function of x E E with 
compact support, then the limit 
1~E t-i 
[s E p(t, x3 dY) U(Y) - t+)] 
exists. Its value is 
where adj is the (i, j)th element of GG’ ([4] Theorem 11.5). 
The operator 2 is the dzjjkrential generator of X. Condition (c) implies 
that _$? is a strictly elliptic operator for x E E. Intuitively this condition means 
that each component of the state vector x is directly influenced by the random 
increments dw; in other words the system is, in a local sense, ‘controllable 
with respect to the white noise ti. In the absence of a less stringent (yet 
simple) criterion for controllability of a nonlinear system, it is convenient 
to impose (c) in order to obtain the stronger property: 
(A’) X is a continuous, strongly Feller process. That is, X has properties 
(i) and (ii) of (A) together with (iii)‘: if U(X) is a bounded measurable function 
of x E E then T&x) is a bounded continuous function of x E E for each t > 0. 
This fact is proved in the Appendix. 
The stability criteria of Sections 3 and 4 are based on certain results of 
Khas’minskii [6]. It can be verified (see Appendix) that if conditions (a)-(c) 
hold, then the assumptions made in [6] are valid. From now on we assume 
that (a)-(c) are satisfied. 
Let PJS,) denote probability measure (expectation) on the probability 
space of X when x(0) = x = const. with probability 1. The process X is 
recurrent if there exists a compact subset KC E such that, for every x E E, 
Pz(x(t) E K for some t) = 1. 
Let G be a nonempty open set in E and let 7G be the first time the boundary 
of G is reached. X is positive if it is recurrent and if &)2~G < co, for arbitrary 
GCE and XEE-G. 
The boundary r of a compact set in E is smooth if it is representable locally 
in the form 
% =g(x, 7 ..‘, %@I>, 
where g is a function of Holder class C2+= (for the detailed definition see 
[7] IV, Section 7). A normal domain is a nonempty, open, bounded and simply 
connected set in E with smooth boundary. A function u = u(x) defined on 
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the closure G of an open set G C E is smooth if it is of Holder class Ca+= 
on the compact subsets of G. 
The following basic results are due to Khas’minskii [6]. 
LEMMA 1 [6]. Let G be a normal domain with boundary r. X is recurrent 
if and only if the equation 
has a unique smooth bounded solution in E - G for arbitrary smooth boundary 
values on IT 
LEMMA 2 [6]. The process X is positive if and only if (i) X is recurrent 
and (ii) there is a normal domain G such that the equation 
-E”[u(x)] = - 1, XEE-(? (4) 
has a smooth positive solution in E - G. 
It is shown in [6] that if X is positive then there exists a unique invariant 
probability measure TV on the Bore1 sets of E: namely, for every Bore1 set 
B C E, 
P(B) = j, f’(t, x, B) /4W 
Suppose in addition that the coefficientsf(x) and G(x) G(x)’ are, respectively, 
once and twice continuously differentiable. Then there exists a probability 
density p(x) defined for x E E, such that 
CL(B) = jBp(s) dx, ... dx, 
Moreover p(x) is the normalized positive solution of the stationary Fokker- 
Planck equation 
3. STABILITY CRITERIA 
We first introduce a class of real-valued functions V(x), analogous to 
Lyapunov functions, with the following properties: 
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P,: VisdefinedforxED,whereD,=(x:Ix/>R)(O<R<cois 
arbitrary). 
P,: l’ is continuous in Is, and is twice continuously differentiable in D,, . 
P,: I/(x)~O,x~~~andV(x)~+~0asIx/‘03. 
THEOREM 1. If there exists a function V with properties PI - P3 and ajc 
~m41 < 0, x E D, , 
then the process X is recurrent. 
Proof. It will be verified that the condition of Lemma 1 holds. Let G 
be a normal domain with boundary fl we can assume that 1 x ] < R if 
x E r. 
1. Let u be a smooth function such that 
-qu(x)l = 0, XEE--e 
u(x) = 0, XET 
u is bounded in E - G. 
We will show that u(x) = 0, x E E - G. Suppose on the contrary that 
u(xa) # 0 for some x,, E E - G. We can assume that / x,, / = R: otherwise 
let u(x) = 0, / x 1 = R, and suppose u(xO) < 0 for some 
x,, E D, = (E - e) n {x : 1 x I < R}. 
By the strong minimum principle for harmonic functions ([7] IV, Section 4) 
u(x) z 24(x0) if x E D, , a contradiction. If  u(x,,) > 0 the same argument 
applies to --- U(x). 
Now put M = max {u(x) : / x 1 = R} and suppose M > 0. By the maxi- 
mum principle ([7] IV) u(x) < M, x E D,, . Let E > 0 and put 
W(x) = cV(x) - u(x) + M, XED,. 
Then n/(x) > 0, 1 x ) = R and .-Y[W(x)] < 0, 1 x / > R. Since u is bounded, 
W(x) 4 a3: choose R’ > R such that W(x) > 0 if I x I > R’. By the 
minimum principle for superharmonic functions ([7] IV), W(x) >, 0 if 
R < / x ( < R’ and so E’(x) > 0 if I x / >, R. Therefore U(X) < M + cV(x) 
if 1 x / > R; since E > 0 is arbitrary, U(X) < M, / x / > R. Hence u attains 
its maximum in the interior of every domain (E - G) n {x : / x I < R”} 
where R” > R is arbitrary. By the strong maximum principle 
u(x) = const. = 0 in every such domain and thus U(X) = 0, x E E - G. 
If  M < 0 then m = min {U(X) : j x / = R) < 0, and the foregoing argu- 
ment applies to the function - U(X). 
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2. Consider the exterior Dirichlet problem 
--%w = 0, +YEE--C 
44 = Tw, x E r, (5) 
where u is assumed to be smooth in E - G and 9 is smooth on r. We shall 
construct a bounded solution of (5); by the first part of the proof this solution 
is unique. 
Let 
m = min {4(x) : x E F}, M = max {4(x) : x E F>, 
and put 
D, = (E - e) n {x : 1 x / -=c R + n}, 12 = 1, 2, a** . 
The domain D, is connected and has a smooth boundary. By Schauder’s 
theorem ([7] IV) th ere exists a unique smooth function u, = U&Y) defined 
for x E D, such that 
Je%c41 = 0, XED, 
%(X) = 4(x>, XEF 
%2(x) = w 1x1 =R+n. 
By the maximum principle m < u,(x) < M, x E D, . Let 
%(X) = %z+1(4 - %(Xh 
XEB,. Then -Y’[en(x)] = 0, x E D,; v,(x) = 0, x E P, and v,(x) >, 0, 
( x ( = R + n. Again by the maximum principle, un(x) 3 0, x ED,, . Let N 
be fixed. The sequence {U,(X) : n > N, x E DN> is nondecreasing and uni- 
formly bounded above. By the compactness principle for harmonic functions 
([A IV, Section 4) U(X) = lim un(x) exists and is a smooth solution of (5) 
for x E D, . Since u is obviously independent of N, u is well-defined for all 
x E E - G, and the conclusion follows. 
THEOREM 2. If  there exists a function V with properties PI - P3 and if 
~“[V(‘(x)l B - 1, x~Du, 
then the process X is positive. 
Proof. It will be verified that the conditions of Lemma 2 hold. By Theo- 
rem 1, X is recurrent, and it is enough to construct a smooth positive solu- 
tionof(4).LetG=(x:)x) <R}anddefineD,=(x:R<)x) <R+n}, 
71 = 1,2, -a* . Applying Schauder’s theorem as in the proof of Theorem 1 
we obtain a sequence of smooth functions U, such that Z[u,(x)] = - 1, 
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x E D,; U,(X) = 0, x E r; and an(x) = 0, j x / = R + 12. By the minimum 
principle 0 < UJX) < U,+,(X) < V(X), x E Dn . Reasoning as in the proof 
of Theorem 1, we apply the compactness principle to conclude that 
U(X) = lim u,(x) is a smooth solution of (4) and U(X) > 0, x E E - G. 
4. INSTABILITY CRITERIA 
In this section sufficient conditions are given for the process X to be non- 
recurrent or at least nonpositive. We first introduce functions V with prop- 
erties P, , Pz of Section 3, and the additional properties 
P4: V is bounded above for x E D, . 
P5: There is a normal domain G with boundary r such that D, 3 E - G 
and max{V(x):xEr)<sup(V(x):xEE-GG) 
P,: JZ’[V(x)] 2 0, x E D, . 
THEOREM 3. If  there exists a function V with properties PI , Pz , P4 - P, , 
then the process X is nonrecurrent. 
Proof. We observe that the second part of the proof of Theorem 1 
remains valid under the present hypotheses. Hence by Lemma 1 it is suf- 
ficient to show that the problem 
=@441 = 0, XEE--G 
u(x) = 0, XEP (6) 
has a smooth nontrivial solution which is bounded in E - G. 
Let 
M,=max(V(‘(x):xE~} and M,=sup{V(x):x~E-GG). 
Define 
@4 = 0% - M&l VW - WI, XEE-G. 
By P5 , V(X) < 0, x E r; V(X) > 0 for some x E E - G; and V(X) < 1 for 
all x E E -- G. Choose R’ such that 1 x 1 < R’ if x E r and let 
D, = (E - G) n (x : j x j < R’ + n}, n = 1, 2, *a. . 
By Schauder’s theorem there exists a sequence of smooth functions u, such 
that ~[u,,(x)] = 0, x E 0,; U,(X) = 0, x E c and U,(X) = 1, 1 x 1 = R’ + n. 
By the maximum principle. 
0 G %+1(X) < u&> < 1, XED,. 
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it follows, again by the maximum principle, that U,(X) > p(x), x E -ii, . For 
every fixed N the sequence {un, n > N} is nonincreasing and u,(x) > p(x), 
XEDN. Hence, by the compactness principle, U(X) = lim z,(x) exists and 
is a smooth solution of (6) for x E D, . Clearly u is independent of N and 
thus is well-defined for all x E E - G. Since n(x) 3 p(x), and 17(x) > 0 for 
some x, the conclusion follows. 
The following theorem is sometimes useful to identify processes which are 
recurrent but not positive. Let Vi(x), V,(x) be a pair of functions with pro- 
perties P, , P, in a domain D, = (x : / x ) > R), and with the additional 
properties: 
* There 
VI;;) + + co. 
is a sequence {x,} in D, such that 1 x, 1 ---f co and 
Ps: V,(x) > 0, x E D, . 
“’ 
--;-max(V,(x) : 1 x 1 =p) 
j5.Z min {V,(x) : ( x 1 = p) = O 
P,,: 9[ V,(x)] >, 0, ~[V&)I < + 1, x E D, - 
THEOREM 4. If  there exists a pair of functions Vl , V, with properties Pl , 
ps 7 p,-pm 9 then the process X is not positive. 
Proof. We assume that X is recurrent, otherwise the conclusion is 
obvious. It will be shown that the second condition of Lemma 2 is violated. 
Let G be a normal domain with boundary r, and let u be a smooth function 
on E - G such that 
2qu(x)] = - 1, XEE--G 
u(x) 3 0, XEE-G 
u(x) = 4(x) b 0, x E r. 
The following assumptions can be made without loss of generality: 
E - G C D,; the sequences 1 x, / , V,(x,) are strictly increasing; 1 x 1 < 1 x1 1 
if x E P, and V,(x) < 0 if x E r. Define 
and 
D,=(E--G) n{x:lxl <1x,1} 
r, = {x : 1 x / = x,), 
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(n = 1, 2, *.e). Let u,(x), x ED, , be the unique smooth solution of 
~P[%Wl = - 1, XED, 
%(4 = 4(x), XEP 
%2(x) = 0, XEl-,. 
By the minimum principle, 0 < U?,(X) < u,+r(x) < U(X), x E D, , and there- 
fore 
U”(X) G 4x>, x~Dn, v  > n. (7) 
PutM,=max(y~(,):xEr,),n=1,2;...ByP,,M,~coasn~co 
and, by choosing a subsequence if necessary, we can arrange that MI > 0 
and M,,, > M, (rz = 1, 2, a..). Put 
qx, 4 = hVl(X) - Vz?(x), XEE-G, 
and define 
X, = Mrl min (V,(x) : x E m}. 
Since h, > 0 we have V(x, X,) < 0 < u,(x), x E P u r, . Also 
-Epk(x) - ux, u 6 0, x~Dn., 
so that, by the minimum principle, 
%2(x) - vx, 42) 2 0, XED,. 
P, implies that for every h > 0 there exists N = N(X) such that 
AM, - min{V,(x) : x E r,} < 0 
(8) 
for all n > N. Therefore h, > X (rr > N). It follows that), -+ w as 1~ -+ w; 
hence V(x, , &J -+ + w (n + w) and therefore, by (8), 
%(X1) + + w (n -+ co). 
Thus (9) furnishes a contradiction to (7), and the proof is complete. 
(9) 
5. APPLICATION 
Let X be defined by 
dx = Fxdt - b+(a) dt + G(x) dw 
(3 = c’x 
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In (10) I; is a constant IZ x 71 matrix, b and c are constant n-vectors, and 4 is a 
scalar-valued nonlinear function of its scalar argument. 
The nonstochastic differential equation 
A? = Fx - b+(a) 
(T = c’x (11) 
has been studied extensively (see e.g. [a]). The Lur’e problem is to give con- 
ditions on the parameters of (11) which guarantee that the null solution 
of (11) is asymptotically stable in the large. For the stochastic system (10) 
we shall adapt Popov’s solution [S] of the Lur’e problem to obtain a sufficient 
condition that the process X be positive. 
THEOREM 5. Let the system de$ned by (10) satisfy the following condi- 
tions :
(i) All the ez&nvalues of F have negative real parts. 
(ii) u+(u) > 0 if / a 1 is sujkiently large; d(u) is continuously d$krentiable; 
and 1 d+(o)/do 1 is bounded, - co < (T < 03. 
(iii) There exist two nonnegative constants LY and j such that 
a+p>o 
and 
for all real w. 
Re (a + i~$) c’(iw1 - F)-l b > 0 
(iv) G(x) satisfies th e conditions of Section 2 and, in addition, / G(x) / is 
bounded far x E E. 
Then the process X is positive. 
Proof. To satisfy the conditions of Theorem 2 we assume that V is of the 
form 
V(X) = x’Px + /9 ,:‘z+(o) do. 
By a result of Meyer [9], there exist positive definite matrices P and Q such 
that 
I a V(x) [Fx - Wc’41 ax < - x’Qx, XEE. (12) 
Furthermore 
+ z [‘W W9lij s = tr[G(x) G(x)’ P] + + ,8 ) G(x)’ c Izdq . 
fl * 2 (13) 
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Since the right side of (13) is bounded it follows on adding (12) and (13) that 
LqV(x)] < - 1 f  or all sufficiently large 1 x 1 . This completes the proof. 
APPENDIX 
We will check that the assumptions made in Section 1 of [6] are valid for 
the process X if conditions (a)-(c) of the present note (Section 2) are satis- 
fied. On referring to [6] and to the references given in Section 2, it will be 
seen that it is sufficient to check assumptions lo-3” of [6]. Assumption 1” 
follows by [4]: Theorem 11.5, Theorem 11.4 (part 6), and Theorem 3.9’. 
Assumption 2” is the strong Feller property, which we now verify. 
PROPOSITION. I f  conditions (a)-(c) of Section 2 hold, then the process X is 
strongly Feller. 
Proof. Let P(t, x, B) be the transition function of X. We first show that 
P(t, x, B) is continuous in x for fixed t > 0 and B a bounded Bore1 set. 
For K < co let X be the process defined as in Section 2, with coefficients 
J@), @), where 
[f(x), If(x) I G K 
Ax, = 
i 
K f(x) 
m-l' 
If(x) I >,K 
with a similar definition for G(x). Let R < 03 be fixed and write 
5’ = (x : I x / < R). We choose K < co so that f(.z) =f(x), C?(x) = G(x) 
if x E 3. By [4], Theorems 11.4 and 11.6, the process X is strongly Feller 
and coincides with X in the set S. Let x, y  E S, B C S, be fixed. In obvious 
notation, 
I qt, x, B) - qt, y, q I G I P(t, x, q - J+, y, B) I 
+ I qt, x, B) - P(C x, B) I 
+ l&,YA -fv,Y,B)l * 
Since P(t, a, B) is continuous, it is enough to show that 
4(x) = I et, x, B) - P(t, x, B) I 
can be made arbitrarily small by taking R sufficiently large. To show this 
assume x(0) = G(O) = x and let A be the event 
A = {X(T) E s, 0 Q 7 < t}. 
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With P, defined as in Section 2, we have in obvious notation 
P(t, x, B) = P,(x, E B, A) + P,(x, E B, - A) 
= &(2, E B, a) + P&c, E B, - A). 
Therefore 
By condition (a), Section 2, If(x) 1 + / G(x) j < const. (1 + 1 x I), x E E. 
It follows just as in ([IO] VI, Section 3) that 
is finite, and in fact, bounded on compact subsets of E. By Chebyshev’s 
inequality, +(x) = O(E2) (R --f co). 
We have shown that P(t, X, B) is continuous. Now supposef(x) is measur- 
able and /f(x) I < K < co, x E E. Let f,(x), x E E, be a sequence of simple 
functions such that.{,(x) = 0, I x / > n, and 
suP(If(~)-f,(~)I:Ixl~n~~O (n-+ co). (14) 
Let x be fixed and suppose I X’ - x / < 1. 
We have 
is 
[P(C x, dY) - et, x’, dY)lf(Y) 
E 
< 
ll Illl>?l 
[PC4 x9 dY) - PC4 x’, dY)lf(Y) / 
+ I s,,,. [p(t, x9 dY) - PC4 x’, dY)l [f(Y) - fJY)l 1 
+ Is,,,,, [P(C x, dY) - PC6 X’> dY)lfn(Y) 1 
= 11 + J2 + J2 . 
By a previous estimate, P(t, x’, {y : I y I > n}) = O(~Z-~) uniformly for 
I x’ - x 1 < 1, and therefore J1 < E if n > Nr . By (14) J2 < E if n > N2 . 
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With n > max (Nr , Na) fixed we have, since the f, are simple, Ja < E if 
j x - x’ / < 6. This completes the proof. 
It remains to check assumption 3” of [6J: namely P(t, X, U) > 0 for every 
t > 0, x E E and nonempty open UC E. In the notation of the preceding 
proof, let x E S, UC S. Then 
According to [4], Theorem 13.18, the last probability is given by 
where j is the transition density corresponding to the restriction of the x 
process to S. By property (c), Section 2, and the strong maximum principle 
for parabolic operators, p” > 0 for t > 0 and x, y  E S, and the result follows. 
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