Mare, D 2015, 'Contribution of macroeconomic factors to the prediction of small bank failuresAbstract Microprudential regulation is an integral part of any banking supervisory framework. By analysing the link between economic conditions and the survival of small co-operative banks, this study sheds light on the importance of the economic environment after assessing individual bank stability over time. The results show that bank failure is better captured when we account for the state of the economy both at the national and the regional level. Moreover, voluntary closures and acquisitions across provinces appear to be related with bank distress. Our findings have important policy implications. First, using a wider spectrum of information increases the accuracy of default prediction models, improving the supervisory toolbox used to monitor the health of small banks.
Introduction
The regulatory reforms enacted in several countries following the [2007] [2008] [2009] financial turmoil have attempted to correct major systemic weaknesses that caused the crisis. Policy makers and commentators have advocated the need to develop frameworks able to address the financial stability of the banking sector and increase the resilience of individual banking institutions during periods of stress. Despite this call, few studies have analysed the financial stability of small banks. Microprudential regulation can help reduce the risk of system-wide shocks. Consequently, it is paramount to further explore the causes of bank distress with a particular focus on local and regional retail banks. This paper analyses the determinants of failure among small banks, which are driving forces of the economic development in rural areas. In several countries, small banks are characterised by the mutual form of ownership. In particular, co-operative banks are mutual banks owned by their members that tend to have strong local roots. A change in economic conditions can have a profound impact on bank performance and profitability, especially when clients are members/owners of the same financial institution. For these banks, the incentive to keep lending during periods of financial distress is high, triggering self-fulfilling crises for both banks and clients. Moreover, geographic concentration exposes small credit institutions to local economic downturns.
We investigate the relationship between the environmental economic conditions and the probability of small bank failure using a sample of all Italian co-operative banks over the period 1993-2011. The analysis is of particular relevance for the socioeconomic role of these credit institutions and for potential local-level output losses. 1 Moreover, recent regulations designed to increase financial stability have established capital buffers to lessen the procyclical behaviour in bank lending. We investigate whether this regulation is well-rooted under the hypothesis that overall solvency risk for small banks is lower during periods of economic downturn.
There are numerous reasons for analysing the solvency of co-operative banks. First, few studies have provided a comprehensive picture of the main determinants of risk among small banks. Recent research has examined the determinants of bankruptcy in commercial banking (Altunbas et al., 2011; Cole and White, 2012; DeYoung and Torna, 2013) and the systemic risk arising from global financial institutions (Huang et al., 2009; Chan-Lau, 2010) , but none has covered co-operative banks. In most cases, scant market data is available (e.g., audited financial statements), and much relevant information is not disclosed (Fonteyne, 2007) , making a thorough empirical analysis of the determinants of failure among these credit institutions important. Second, co-operative banks contribute to the diversity within the banking industry and to the stability of the financial system (Cihák and Hesse, 2007) . Third, savings and co-operative institutions are often the local engine of economic development (Hakenes et al., 2014) and smooth out the effects of tight monetary policy (Ferri et al., 2014) . Finally, bank supervisors may favour mergers and acquisitions among small banks as an option for distressed credit institutions. It is therefore important to understand whether the target bank 2 should be considered distressed or not.
Is the external environment a significant predictor of small bank failure? Is the banking supervisor likely to find private solutions when small banks are financially strained? We address these questions for Italian co-operative banks, 3 as these credit institutions operate mainly at the local level and are widespread across Italy. In 2014, there were 381 locally operating institutions with more than 4,400 outlets distributed across the 20 Italian regions.
We use a discrete-time survival model to show that co-operative failures are related to macroeconomic variables and to bank-level fundamentals. Our contribution to the literature is three-fold. First, we directly model the risk of distress among small CBs rather than large commercial and global banks, focusing on Italian co-operative banks.
Second, we add macroeconomic factors to bank-specific determinants to estimate the risk of default of co-operative banks. By using a wider set of variables, bank supervisors can lessen the dependency of off-site monitoring on accounting data, thus improving the supervisory toolbox used to anticipate banking crises and allowing them to intervene at an early stage of a problem bank. Third, we test whether when co-operative banks are at risk of default, the distress is resolved through mergers, acquisitions, or voluntarily closures. The results of our analysis can help define and identify small bank distress.
The remainder of the paper is organized as follows. Section 2 describes the Italian cooperative banking sector. Section 3 discusses the relevant literature and reports the research hypotheses. Section 4 describes the data and the variables used in the analysis.
Section 5 details the econometric modelling. Section 6 summarises the results of the analysis, and Section 7 describes our robustness checks. Section 8 concludes.
2 The Italian co-operative banking sector Co-operative banks (CBs) are widespread across Italy and make up a large segment of the Italian banking system, operating primarily at the local level. Of Italy's 110 provinces, CBs operate in 101, and they are located in 2,700 of 8,057 municipalities. As of June 2014, Italy had 381 co-operative banks (56% of the 678 total banks in the country), with 4,449 branches (14% of the total -31,234), around 1.2 million members, and 37,000 employees (out of approximately 300,000 employees in the whole Italian banking sector). 4 At that time, the CB sector granted credit totalling approximately 136 billion Euro (market share is 7.3%). 5 Moreover, these credit institutions are key players in granting credit to specific customer segments and to micro, small, and medium-sized enterprises (MSME). For instance, according to Federcasse, the market share of loans granted to the MSMEs in June 2014 was 22.5%, to artisan firms was 22.6%, to consumer households was 8.7%, to producer households was 17.9%, to nonfinancial firms was 8.7%, and to non-profit institutions was 12.5%.
The Italian CBs also contribute to the diversity of the Italian banking system. The majority are small, rural credit institutions that specialize in relationship lending. As mutual banks, their mission involves providing members with high-quality products and services, along with adequate profitability. Decision making is based on the one-person, 4 Source of data: Bank of Italy and Federcasse. 5 To avoid potential double counting due to credit extended to individual co-operative banks, the figure does not include funding granted by second-tier institutions. one-vote principle, 6 which leads to conservative risk management and a feeling of trust between the local CB and its members and customers. Owners and customers often share a long-term perspective towards generating value.
The Italian Banking Law influences the structure and organization of CBs. 7 Shares are nontradable since they do not reflect the value of the firm; instead, profits are mostly devoted to a reserve fund. 8 This feature is particularly important as it limits the ability of CBs to raise capital on the market. The banks are linked to the local economy through a defined geographic area of competence. Customers and members must be either residents of, headquartered in, or have an economic interest in the bank's geographic area. However, since 1993, co-operative banks have been allowed to offer the same range of products and services to all types of customers as all the other types of banks (e.g., commercial banks).
The Italian CBs are fully autonomous but cooperate closely through network institutions using a two-tiered system. The individual banks are associated with 15 local federations that, in turn, are members of the national association (Federcasse).
Federcasse offers member banks legal, fiscal, and organizational support, along with training programs. The regional federations provide technical assistance and internal auditing to their members. A "safety net" of three institutional funds guarantees the liabilities of the individual banks: deposits are guaranteed through the Depositors' 
Selected literature and research hypotheses
Our study contributes to the empirical literature that investigates bank stability from a micro perspective. A long line of literature has employed a similar approach, using individual banks' balance sheet data, sometimes along with market data, to predict bank failure. Prior studies have quantified bank default in two primary ways. First, several authors model default by directly estimating overall bank risk (see, among many others, Meyer and Pifer, 1970; Sinkey, 1975; Santomero and Visno, 1977; West, 1985; Cole and Gunther, 1998; Estrella et al., 2000) . Second, others quantify risk via specific measures of bank risk. For instance, many recent works have used the Z-Score 9 (Cihák and Hesse, 2007; Mercieca et al., 2007) , the ratio of total nonperforming loans to total loans (Fiordelisi et al., 2011) , or the loan-loss reserves to total assets (Altunbas et al., 2007) as proxies for bank soundness. Various covariates are then used to explain bank default, such as bank-specific variables, market information, or macroeconomic data. Gonzalez-Hermosillo (1999) analyses the role of both micro and macro factors in the occurrence of banking system distress in the United States, Mexico, and Colombia in the 1980s and 1990s. Using panel data and duration models, the author argues that bank-9 The Z-Score is computed as the ratio between the sum of the equity ratio (equity to total assets) plus the return on asset indicator (net operating profit after taxes as percent of total assets) divided by the return volatility, often proxied by the standard deviation of the return on asset indicator or stock price data (for listed banks only). specific variables seem to capture the fundamental sources of ex-ante risk. The introduction of macroeconomic or regional variables enhances the predictive power of the models based on bank-specific data only. Männasooa and Mayes (2009) test a theoretical framework that uses a combination of macroeconomic, structural, and bankspecific factors to predict bank distress in European transition economies. Arena (2008) suggests that systemic macroeconomic and liquidity shocks not only destabilize the banks that were already weak before the crises, but also the relatively stronger banks exante. This result implies that even strong banks can be affected by negative spill-over effects brought by systemic crises. Other studies have attempted to include macroeconomic indicators as ex-ante determinants of potential banking problems (Quagliariello, 2008) . From a theoretical point of view, banks are exposed to the cyclical development of the economy; thus, including macroeconomic variables in predictive models for bank failure should lead to better forecasting performance (Gonzalez-Hermosillo, 1999; Ioannidis et al., 2010) . Gonzalez-Hermosillo et al. (1997) include macroeconomic determinants when analysing bank soundness during the Mexican financial crisis and find that banking sector variables significantly explain bank failure, whereas macroeconomic variables largely determine the time to default. Betz et al. (2014) develop an early-warning model for predicting the distress of European banks and show that out-of-sample predictions improve significantly when bank-level characteristics are complemented by macrofinancial imbalances and banking sector explanatory variables. Nevertheless, it is important to accurately define the economic area where a bank does its business.
Specifically, Italian CBs tend to operate mainly locally. Moreover, the co-operative model clearly places clients at the centre of the business, increasing banks' exposure to the cyclical fluctuations of the local economy because their performance is closely tied to the financial condition of their customers.
A few loosely related studies look at the performance of US regional and community banks, explicitly investigating the role of macroeconomic determinants differentiated at the macro and local levels. Meyer and Yeager (2001) and Daly et al. (2004) find that a variety of measures of state-level economic factors have economically and statistically significant effects on measures of bank performance. Meyer and Yeager (2011) also find that county-level economic data is both statistically and economically insignificant.
Yeager (2004) relates measures of performance -the ratio of nonperforming loans to total loans, net charge offs to total loans, and return on assets -to large shocks in regional unemployment rates and finds that local market risk has a non-significant economic effect on community bank performance. Aubuchon and Wheelock (2010) compare the characteristics of failed and healthy US banks during 2007-2010 and show that bank failures are concentrated in regions with the highest degree of distress in real estate markets and the largest declines in economic activity. These studies do not test whether banks' overall risk of solvency is related to macroeconomic dynamics. We fill this void by testing whether the default of Italian co-operative banks depends on aggregate factors (e.g., short-term interest rate) and regional-level drivers (e.g., unemployment rate).
Hypothesis I (H1): The state of the economy, both at the national and the regional level, affects the survival of co-operative banks ("economic vulnerability" hypothesis).
Alternative Hypothesis I (H1 A ):
The state of the economy, both at the national and the regional level, does not affect the survival of co-operative banks ("economic immunity" hypothesis).
To avoid classification problems, 10 some banking studies consider distressed mergers as a failure event (Curry et al., 2007; Kick and Koetter, 2007; Betz et al., 2014) . The Italian Banking Law allows mergers as an option for distressed CBs. 11 Because of the small size of these local credit institutions, governments and regulators do not take over the troubled banks but rather favour alternative solutions.
In line with this argument and because the literature on Italian bank failures does not explore this alternative, we test the hypothesis that the Italian bank supervisor (Bank of Italy) favours a change in bank status through acquisition, voluntary closure, or sale to other banks in the case of bank failures. We explore whether the Italian banking supervisor follows a policy of forbearance or a policy of quickly closing co-operative banks. Moreover, from a modelling perspective, it is fundamental to define in broader terms the distress of co-operative banks.
Hypothesis II (H2): When banks are at risk of default, bank supervisors favour private solutions ("private resolution" hypothesis).
Alternative Hypothesis II (H2 A ): When banks are at risk of default, bank supervisors do not favour private solutions ("market discipline" hypothesis).
Sample and variables
We use data from annual financial statements as well as macroeconomic information to investigate the degree of solvency of Italian co-operative banks over the period 1993-2011. 12 Financial statements are obtained from Federcasse, and macroeconomic information comes from the Italian National Institute of Statistics (Istat), the Bank of Italy, and Datastream (Thomson Reuters). In 2006, CBs adopted the International Accounting Standards (IAS), causing the dataset before and after 2006 to differ. Therefore, we divide the sample in two, using 1993-2005 data in our main models and 2006-2011 data for out-of-sample robustness checks. Moreover, because no default events occurred during 2007-2008, hold-out data is restricted to years 2008-2011. 13 After cleaning and organizing the data, we are left with a sample of 4,635 observations from 434 unique banks distributed across the 20 Italian regions. The number of observations per group ranges from 1 to 13. Table 1 shows the participation patterns of the cross-sectional time-series data and indicates that data for each individual bank in the sample is not available for all the years. <Insert here Table 1>   Table 2 shows the geographic distribution of the banks in our sample. Almost half are located in one geographic area (North-East, 42%), and almost a quarter in one region (Trentino Alto-Adige, 25%). At the end of 2005, the median asset size of the sample banks was €185.1 million, and the median number of branches per bank was 6.0. The biggest banks in terms of the average number of branches per bank and of the average asset size are located in the North West. Banks located in the South and the Islands are smaller, in terms of both average total assets and average number of branches. <Insert here Table 2> 12 As in Poghosyan and Čihak (2011) , the data set on default events begins and ends one year later than the bank-level and economic data sets (i.e., 1994-2012) to account for the relationship between bank distress and lagged covariates. 13 See Section 5 for a detailed explanation of the difference between the observation period (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) and the data used to estimate the model (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) and those used to run the out-of-sample test (2006-2011). Previous studies have found that bank failure is associated with public intervention (Arena, 2008; Männasooa and Mayes, 2009; Fiordelisi and Mare, 2013) . The Italian insolvency regime rules that major companies (groups) experiencing financial distress can be subject to either special administration or liquidation procedures. Special administration is a "going-concern" intervention that aims at restructuring and reorganizing the enterprise while protecting the company from creditor action.
Liquidation is a "gone-concern" action in which the license is revoked by the regulator.
Moreover, the Italian insolvency regime rules that in case of distress, troubled CBs may be merged with healthy banks. This resolution is optional and does not necessarily mean that mergers follow distress. Consequently, we do not include this possibility in our definition of "failure." Instead, we limit our classification of a bank in default as one entering into special administration (i.e., conservatorship) or compulsory liquidation between January 1, 1994 and December 31, 2006. This definition indicates either temporary instability or a bank's inability to continue its operations. Moreover, defining default in this manner leaves us with an adequate number of cases (i.e., 59) to draw statistical inference from the data. The explained variable is computed as a dummy that takes a value of 1 if the bank is subject to one of the aforementioned procedures in a specific year, and 0 otherwise. <Insert here Table 3> Tables 3 and 4 provide descriptive statistics for our sample of Italian CBs. Table 3 shows that the number of CBs decreased between 1993 and 2012, primarily due to acquisitions and mergers. According to Table 4 , of the total number of banks cancelled from the Bank of Italy's register during the 1993-2011 period (444), 86% merged with or were acquired by other banks (380). Moreover, of the 100 cases of default, 61 ended with a merger or acquisition favoured by the bank regulator (Bank of Italy).
<Insert here Table 4> The data set for the explanatory variables combines accounting and macroeconomic data. We do not consider market information because CBs are not listed on a stock exchange, and very little other market information is available. 14 We draw a set of potential explanatory variables from the extant literature and also take into account specific CB characteristics. The covariates are divided into two broad categories: macroeconomic factors -both at the national and regional levels -and bank-level fundamentals.
Macroeconomic variables
The first category of regressors seeks to gauge the impact of the economic environment on bank risk. Our underlying assumption is that economic variables proxy risk within the environment in which CBs operate. Since diversification is not an option due to specific restrictions on CBs' business activities, adverse local economic conditions increase the vulnerability of these banks to local exogenous financial shocks. We compute macroeconomic factors at both the regional and national levels to capture the heterogeneity of Italian regions and to control for systemic risk.
Following earlier studies, we examine a broad set of indicators to capture the risk of banking crises Lowe, 2002, 2009; Davis and Karim, 2008; Demirguc-Kunt and Detragiache, 2005) . After performing univariate tests and employing a stepwise procedure, we select three macroeconomic variables to include in the model: the interstate deposit rate, the unemployment rate, and an indicator of industry concentration.
Our first variable of macroeconomic risk, the three-month average interbank deposit rate, gives an indication of the liquidity of the Italian banking market. In recent years, when the value of this indicator has been high, there has been higher distress on the wholesale banking market, leading banks to rely more heavily on core liabilities (i.e., deposits) or on liquidity lines from the central banks. The second variable, the regional unemployment rate, helps determine environmental risk. The majority of CB customers/members are households and small and medium-sized firms with a local business. A high unemployment rate could affect both the consumption and credit worthiness of customers, which translates into high environmental risk. Our third macro-level variable is the concentration of regional outlets, which indicates regional competition in the banking industry. A higher value indicates that CBs account for a higher percentage of the total number of regional outlets and consequently face less competitive pressure from other types of banks (e.g., commercial banks).
Bank-level variables
We are also interested in capturing individual banks' idiosyncratic risk. To ensure coverage of the most important aspects of bank vulnerability, we follow the extant literature and the CAMEL framework 15 to devise a set of bank-level variables to help us estimate the financial distress of individual banks (Männasooa and Mayes, 2009; Fiordelisi and Mare, 2013; Betz et al., 2014) . We use bank-level accounting data to control for the effects of other elements that provide early warning of distress. These ratios provide information about the symptoms rather than the causes of financial difficulty (Arena, 2008) .
We again employ univariate analyses and a stepwise methodology to select the most relevant variables. Specifically, we measure capital adequacy using the Basel III leverage ratio (i.e., equity to total assets). We estimate a bank's asset quality using the ratio of loan-loss provisions to total loans. We proxy management quality using staff costs divided by the sum of interest and fee income. We account for earnings using the adjusted return on asset indicator (sum of net profit after taxes and loan-loss provisions divided by total assets), and we measure the liquidity risk as loans to deposits. In addition, we control for the bank's idiosyncratic risk (Emmons et al., 2004) using total assets. Table 5> 5 Modelling bank default
In this study, we examine the relevance of macroeconomic determinants in estimating the probability of CB default. We expect that small bank distress stems from both internal determinants (i.e., managerial risk) and external conditions (i.e., economic environment). Following Quagliariello (2008) , we model the probability of default of Italian CBs using the following specification:
We estimate the probability of failure at each point in time using a discrete-time survival model, which includes macroeconomic variables that are the same for all banks at given points in time (Shumway, 2001; Leow and Crook, 2014) . Moreover, this methodology allows us to capture the change in a bank's risk of bankruptcy over time and to account for censoring. 17 We estimate the following complementary log-log model (cloglog), which is consistent with interval-censored survival time: Following the ex-post empirical approach used in previous bank failure studies, 18 the explanatory variables (Xi,j, Mj) are drawn from data for a time period prior to failure. We compare the characteristics of two groups of banks -sound and default -using a time lag to examine dynamic behaviour. The explanatory variables are one-year lagged (Xi,j-1, Mj-1) such that the hazard rate expresses the probability of default in period j in relation to the control variables of period j-1. The econometric model then predicts the likelihood that a bank, currently considered safe and sound, fails within a period of 0-12 months.
We run a three-stage analysis. First, we estimate a complementary log-log model (cloglog) using macroeconomic factors and firm-specific CAMEL ratios, separately and then jointly, as explanatory variables. We exclude from the estimation banks that have merged, been acquired, or closed by owners. The observation period is 1994-2006, and the model is estimated using data from 1993 to 2005, allowing us to investigate whether macroeconomic variables are significantly related to small bank failure.
We next explore whether some of the excluded credit institutions (e.g., merged banks) were distressed before the change of status. We compute the hazard rate for each bank using the estimated coefficients of the discrete-time survival model for the period 1994 to 2006 and then rank all banks from the least risky (1 st decile of the hazard rate distribution) to the riskiest (10 th decile of the hazard rate distribution). We expect the banks with the highest hazard rate to be the most likely to fail. We then calculate the percentage of banks subject to merger, acquisition, or voluntary closure that are assigned to each decile of the hazard rate distribution.
As a further test, we analyse whether a subsample of merged/acquired institutions is more significant in terms of level of distress. We control for whether the banks that were acquired by/merged with an intermediary located in a different province 19 were more or less risky compared to the full sample. This analysis allows us to test H2, the private resolution hypothesis, because it involves the combination of institutions with different "local" roots. In addition, we investigate whether there is a statistically significant difference between the mean hazard rate of defaulted banks and that of banks subject to merger, acquisition, or closure.
Finally, to determine whether the inclusion of macroeconomic determinants improves out-of-sample predictions, we calculate out-of-sample forecasts of the hazard rate. We use the estimated coefficients in conjunction with data for the period 2008-2011 to test the model performance over the period 2009-2012.
Results
The discrete time survival model relates the hazard rate to internal and external conditions that trigger default. The regression coefficients summarise the effect on the hazard of absolute changes in the corresponding covariates. Positive values are associated with bank failure, and non-positive values indicate survival. We run the model using a one-year lag in the explanatory variables and three different specifications. We are interested in whether the relation between the macroeconomic variables and small bank default is statistically significant. Table 6 shows the results.
<Insert here Table 6> The interbank deposit rate is negatively related to the probability of financial distress within a year. Although at first surprising, this result might be explained in two ways.
First, CBs are net contributors to the Italian interbank market; therefore, a higher ratio value indicates an increase in CB revenues. Second, CBs do not rely heavily on borrowing; hence, the increase in the pressure is mainly born by commercial banks, giving a further competitive advantage to CBs. If costs inflate faster than revenues for borrowers and for banks, then funding via deposits would be more attractive than other revenue streams. Because deposits are the main source of CB funding, commercial banks are at a disadvantage when the interbank deposit rate is high.
Table 6 also indicates that the regional unemployment rate is highly statistically significant and is positively correlated with the hazard rate. When regional economic conditions worsen, CBs face a decrease in survival probability. Moreover, in a univariate context, this variable shows high discriminatory power, meaning that local economic downturns weaken small bank performance. 20 The concentration of regional outlets is negatively associated with the hazard rate, implying that local competitors may have a negative effect on CB performance due to "unhealthy" competition. Co-operative banks are prepared to support the local communities, but perhaps higher competition leads to more risk-taking behaviour, which CBs are not equipped to deal with (Mercieca et al., 2007) . These findings support the economic vulnerability hypothesis.
Turning to the CAMEL-type variables, a high percentage of capital is associated with low risk. This relative measure indicates that the larger the capital holdings, the lower the probability of distress. The ratio of loan-loss provisions to total loans is a proxy for credit risk. The positive sign indicates that higher risk decreases CBs' survival. The ratio of personnel expenses to interest and fee income gives a relative measure of labour productivity. The negative sign implies that higher values for this ratio are associated with lower risk of failure. If we assume that highly skilled personnel earn higher salaries, a better qualified work force (e.g., management) has a positive impact on CB survival.
The adjusted return on assets is negatively related to distress; hence, earnings are an important source of stability for CBs. The liquidity ratio is positively and statistically significantly related to the hazard rate. Liquidity is critical for CBs, as they rely mainly on deposits; therefore, the comparison with loans gives an indication of potential future problems. The negative sign of the size coefficient supports the traditional view that bigger institutions are less likely to fail. For instance, bigger banks are better able to diversify their business.
Crisis management is one of the key functions of bank supervisors. Distress may be resolved through a private solution (i.e., merger and acquisition), take over, bail out, or closure of the failing bank. Not only is a bank more likely to be acquired when it is weak, but also the regulators' decision to approve or reject an acquisition may be related to individual bank health and to the overall weakness of the banking sector.
Using the estimated model coefficients, we compute the hazard rate for the banks subject to merger, acquisition, and voluntary closure. Table 7 reports the results. As already noted in other studies (e.g., Betz et al., 2014) , in some countries episodes of acquisition by other banks may be associated with financial distress. We do not find a similar indication for the Italian CBs in our sample that merged or were acquired, suggesting that episodes of mergers and acquisitions could be related to the consolidation trend that occurred in the European banking market during the 1990s.
However, for the subset of mergers and acquisitions for which the active intermediary 21 was located in a different province, the estimated mean hazard rate (Table 7, Panel B, 2.2%, 31.5%, and 29.5% for the specification with macroeconomic variables only, accounting ratios only, and with all the explanatory variables, respectively) is higher, meaning that there could be a regulatory intervention favouring the resolution of the crisis. Surprisingly, we do not find a similar result in regard to mergers, despite the Italian banking law explicitly mentioning mergers as a way to resolve distress.
We also find a high estimated hazard rate ( area, accuracy ratio, and Brier score. Throughout these robustness checks, we classify a bank as "failed" if its posterior probability of failure is greater than an optimum cut-off point, the level of the sample's prior probability of failure (see Table 3 , sample default rate column).
Panel B presents the accuracy of the estimated hazard rate distribution on actual bankruptcies, giving further evidence of the model's predictive ability (Cole and Gunther, 1998) . The results are in line with previous studies (e.g., Poghosyan and Čihak, 2011; Fiordelisi and Mare, 2013) and show that the model does a fairly good job of predicting and classifying the occurrence of CB failures in-sample. Moreover, the specification that combines macroeconomic information with bank-level fundamentals performs the best.
<Insert here Table 8> We repeat the same analyses out-of-sample because within-sample predictive performance is a blurred estimate of population performance. One might argue that since we are analysing a period overlapping with the financial crisis, risk drivers may be different. Nevertheless, the recent literature focussing on the United States proves that not much has changed (e.g., Cole and White, 2012) . The accuracy of the performances is mixed. Sensitivity, specificity, and overall predictive accuracy rely on the choice of the optimal threshold. The default sample average is quite low (0.7%), indicating that the model tends to misclassify healthy institutions (i.e., Type 2 error). Looking at the other performance measures, the model places actual failures in the highest percentiles of the estimated hazard rate distribution. Moreover, the specification that considers all the available information outperforms the other specifications.
<Insert here Table 9> 8 Conclusions
Accurately assessing bank solvency is a crucial element for increasing the resilience of banking sectors. Small mutual banks play a key role in the banking systems of many countries, and they often drive economic development in rural areas. Weakness among these institutions can have long-range repercussions for the wider economy. Two key features set co-operative banks apart from larger commercial institutions. On the one hand, co-operative banks are less driven by profit maximization and the bonus culture than other types of financial institutions. On the other hand, CBs are strongly linked to the real economy, and their unique stakeholder structure may occasionally weaken bank soundness. When the economy experiences a downturn, CBs are slow to recover due to structural features that affect their ability to cope with crisis situations.
In this paper, we develop a model to predict default among Italian co-operative banks.
We use a survival model, estimated using data on bank defaults observed over 13 years, that examines how macroeconomic factors help predict small bank failure. We test two hypotheses. First, we posit that the state of the economy, both at the national and regional level, affects the survival of co-operative banks (economic vulnerability hypothesis). Second, we expect that when co-operative banks are at risk of default, bank supervisors may favour banks' change of status through mergers, acquisitions, or voluntarily closures (private resolution hypothesis).
We find evidence supporting the economic vulnerability hypothesis since macroeconomic factors, both at the regional and the national level, are significantly related to the risk of failure among co-operative banks. Also, using the estimated model coefficients, we document that voluntary closures and acquisitions across provinces often mask distress. Nonetheless, we do not find enough conclusive evidence to either support or dismiss the private resolution hypothesis, although the bank regulator seems to favour voluntary closures and acquisitions of failing banks across provinces.
Our results have important policy implications. First, models that attempt to estimate small bank risk of failure should include macroeconomic factors. Doing so also has the advantage of creating a simple framework for stress testing.
Second, bank supervisors should closely monitor the state of the economy, particularly at the local level, to anticipate small bank distress. The Italian economy contracted between 2012 and 2014, increasing vulnerability of the country's banking sector. The response of credit institutions has been uneven. For instance, according to the Bank of Italy's 2014 annual report, in 2013 total lending declined by 3.7%, but small banks reduced the credit provided by only 0.7%. This discrepancy shows that not only may small credit co-operatives be more exposed to the cyclical fluctuations of the local economy, but also that they play a positive role in smoothing out the negative effects of the ongoing economic crisis. Co-operative banks' capital buffers are higher than the national average (as of June 2014, the common equity tier1 ratio stands at 15.6% vs.
12%), but the Italian banking supervisor should carefully consider whether this is enough to weather a prolonged crisis period. 
Appendix A
A.1. Discrete-time survival model
We estimate the survival model in discrete time since our data set provides observations only annually. We focus on a single state model and assume we have single spell data for each bank. Also, we assume that bankruptcy only occurs at discrete points in time (t= 1, 2, 3,..., n). Moreover, each bank either fails during the follow-up period or survives. We eliminate from the sample banks that merge or are liquidated or for which the identification variable (Abi) is not available for the study period. To summarize, the following entry and exit events are adopted for the study: bank i enters the analysis in
year t, which is the later occurrence of a) the start of the study period ( The random variable T denotes the time to exit from the sample (failure), and t is a realization thereof. The discrete time duration model implies that we observe the probability of survival of cooperative banks at distinct points in time. Since the sample data refers to an observation window of 13 years (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) , the survival time data set is right-censored, meaning that we observe the start date of the spell (year 1994 or later) but not the total length of transition out of the current state (from soundness to failure). We also assume that the process that gives rise to censoring is independent of the survival time process. Moreover, the risk of failure is observable only after the bank enters the sample (Lane et al., 1986) . The probability of exit within the jth interval is ( )
where a1,a2,…..,ak are the interval boundary dates (years); F(aj) is the cumulative distribution function of T (failure function) at time j; and S(aj) is the survival function at time j. The discrete hazard rate is the conditional probability of exit in the interval (aj-1, aj], defined as
The discrete time survivor function is the product of probabilities of not experiencing the event in each of the intervals up to and including the current one. We write it in terms of interval hazard rates as follows:
If we allow the hazard rate to vary between banks depending on their characteristics, we summarize this information in a vector of variables. Time-varying covariates offer an opportunity to dynamically examine the relationship between the distress probability and the changing conditions under which the distress takes place. The relationship between the hazard rate and the selected characteristics are linked by an index function. Tables Table 1 Participation pattern
The Table 2 Distribution of banks, branches, and assets by year and geographical area Table 7 Model goodness-of-fit for mergers, acquisitions, and voluntary closures Panel A ranks the banks using the estimated hazard rate, from the least risky to the riskiest. The hazard rate is computed using the estimated coefficients for the variables in the model using different specifications (i.e., macro, accounting, and all information) for the banks in sample between 1993 and 2005. This permits us to rank banks subject to mergers, acquisitions, and voluntary closures during the period 1994-2006 (77, 108, and 8, respectively) into the deciles of the hazard rate distribution of the whole sample. We separately report the mean hazard rates for banks subject to merger, acquisition, and closure (row mean hazard). We also report the p-value of the mean-comparison tests (row t-test), in which the null hypothesis is that the mean hazard rate of defaulted banks and the mean hazard rates of banks subject to merger, acquisition, and closure are the same. Panel B ranks the banks using the estimated hazard rate from the least risky to the riskiest. The analysis only includes banks targeted by or acquired from an intermediary located in a different province. The hazard rate is computed using the estimated coefficients for the variables in the model using different specifications (i.e., macro, accounting, and all information) for the banks in the sample between 1993 and 2005. This permits us to rank banks subject to mergers and acquisitions during the period 1994-2006 (8 and 32, respectively) into the deciles of the hazard rate distribution of the whole sample. We separately report the mean hazard rates for banks subject to merger, acquisition, and closure (row mean hazard). We also report the p-value of the mean-comparison tests (row t-test), in which the null hypothesis is that the mean hazard rate of defaulted banks and the mean hazard rates of banks subject to merger, acquisition, and closure are the same. Table 8 Predictive accuracy: in-sample performance Panel A reports the measures of predictive power of the model in-sample. "Sensitivity" measures the proportion of banks in default that are correctly identified as such. "Specificity" quantifies the proportion of safe banks (e.g., healthy) that are correctly identified. These two indicators are closely related to the concepts of type I and type II errors. The "overall predictive" power is the ratio of the sum of all safe and failed banks accurately identified to the total number of banks. The "ROC curve" quantifies the impact of changes in the probability threshold, e.g. the decision point used by the model for classification. The "accuracy ratio" measures the discriminating ability of a binary classification model: the larger its value, the higher the likelihood that an actual default case will be assigned a higher probability of default than an actual non-default case. The "Brier score" ranges between 0 and 1. The closer it is to zero, the better the forecast of default probabilities. Table 9 Model goodness-of-fit: out-of-sample performance Panel A reports the measures of predictive power of the model out-of-sample. "Sensitivity" measures the proportion of banks in default that are correctly identified as such. "Specificity" quantifies the proportion of safe banks (e.g., healthy) that are correctly identified. These two indicators are closely related to the concepts of type I and type II errors. The "overall predictive" power is the ratio of the sum of all safe and failed banks accurately identified to the total number of banks. The "ROC curve" quantifies the impact of changes in the probability threshold, e.g. the decision point used by the model for classification. The "accuracy ratio" measures the discriminating ability of a binary classification model: the larger its value, the higher the likelihood that an actual default case will be assigned a higher probability of default than an actual non-default case. The "Brier score" ranges between 0 and 1. The closer it is to zero, the better the forecast of default probabilities. 
