We consider the learning of multi-agent Hawkes processes, a model containing multiple Hawkes processes with shared endogenous impact functions and different exogenous intensities. In the framework of stochastic maximum likelihood estimation, we explore the associated risk bound. Further, we consider the superposition of Hawkes processes within the model, and demonstrate that under certain conditions such an operation is beneficial for tightening the risk bound. Accordingly, we propose a stochastic optimization algorithm assisted with a diversity-driven superposition strategy, achieving better learning results with improved convergence properties. The effectiveness of the proposed method is verified on synthetic data, and its potential to solve the cold-start problem of sequential recommendation systems is demonstrated on real-world data.
Introduction
Real-world sequential data often describe interactions between a set of independent agents and the entities in a system. For each agent, its event sequence records when it interacts with which system entities. A typical example is online shopping, in which the agents correspond to the users, the entities correspond to the items, and the event sequences collect when and which items the users purchase. From the viewpoint of point processes, these sequences can be modeled by multiple Hawkes processes (Hawkes, 1971) , which simultaneously capture the endogenous triggering patterns among the entities and the exogenous factors related to agents. When triggering patterns are shared across different agents, the collection of these Hawkes processes formulates a new model called multi-agent Hawkes process, investigated in this paper.
challenges of scalability and robustness. The target systems may involve a large number of entities and make interactions with numerous agents, i.e., the online shopping system mentioned above. However, most existing learning methods (Lewis & Mohler, 2011; Bacry & Muzy, 2014; Achab et al., 2016; Xu et al., 2016; Yang et al., 2017) are timeconsuming, with computational complexity that is at least the square of the number of observed events. The model may be unreliable when the number of events is limited, because the dimension of model parameters (the complexity of the model) increases linearly with respect to the number of agents and quadratically respect to the number of entities.
To address these problems, we propose a new learning method for multi-agent Hawkes process, endowed with good scalability and robustness. In particular, a stochastic maximum likelihood estimation is applied, with improvements in its stability and speed. Further, we derive the risk bound corresponding to this method. We also consider the superposition of Hawkes processes within our model, and prove that this superposition can help tighten the risk bound. Accordingly, a superposition-assisted stochastic optimization algorithm is designed to learn the proposed model robustly.
To the authors' knowledge, this work is the first stochastic optimization method for Hawkes process-related models that has an explicit analysis on the risk bound and the superposition operation. Moreover, distinct from traditional work (Cox & Smith, 1954; Møller & Berthelsen, 2012) , our method treats the superposition of Hawkes processes as a "benefit" rather than a "challenge" in the learning task. Experiments show that the proposed method achieves lower estimation errors with improved convergence, and obtains encouraging results for solving the cold-start problem of recommendation systems.
Learning Multi-Agent Hawkes Processes

Proposed model
Consider a system with C entities and the activities of M independent agents. For agent m ∈ {1, ..., M }, we observe the associated behavior as an I m -element event sequence, 
The multi-agent Hawkes process describes the target system as an endogenously-stationary system with exogenous fluctuations among agents. In particular, we assume that the happening rate of events is controlled by exogenous factors dependent on agent attributes and endogenous factors depending on the triggering patterns among different entities. Accordingly, we formulate the intensity function as
Here, µ m c is the exogenous intensity of entity c related to agent m. The term (t m i ,c m i )∈H m t φ cci (t, t i ) represents the accumulation of endogenous intensity caused by history (Farajtabar et al., 2014) . The impact function φ cc (t, s), t ≥ s, represents the influence of entity c on entity c when their corresponding events happen at time s and t, respectively, which is stationary and invariant to different agents.
As in most existing work (Zhou et al., 2013; Zhao et al., 2015; Bacry et al., 2015; Xu et al., 2016) , we assume the impact function to be shift-invariant, i.e., φ cc (t, s) = φ cc (t − s), and parametrize it by a basis representation, i.e., φ cc (t) = L l=1 a cc l g l (t), where {g l (t)} L l=1 are predefined nonnegative kernels, like Gaussian or exponential functions. To obtain a physically-meaningful intensity function, we require all µ m c and a cc l to be nonnegative. We denote the multi-agent Hawkes process with M independent agents as HP (U , A), with parameters defined by exogenous intensity matrix
Note that the intensity function in (2) corresponds to a linear function of {U , A}:
where θ ∈ R C(M +CL) is a vectorized representation of the parameters, with vec(·) vectorizing the input. x c,m (t) = [vec(e c,m ); vec(E c,m (t))]. e c,m ∈ R C×M , whose elements are zeros except that in the c-th row and the m-th column, which has value 1, corresponds to µ
. Additionally, we further parametrize A when additional features of entities {f c } c∈C are available, e.g., a cc l = f c W l f c and a cc l = w l,c f c (Du et al., 2015; Wang et al., 2016a) . In those cases, we can still write λ m c (t) linearly like (3) with θ = vec(U , {W l }) or vec(U , {w l,c }), and our theoretical analysis below is also applicable. Therefore, without loss of generality, in this work we only consider the model without additional features.
This multi-agent Hawkes process model may be applied to many real-world phenomena. The shopping behavior of users are mainly dependent on their intrinsic preferences on different items, as well as the triggering patterns among historical items (Wang et al., 2016a; Xu et al., 2017a) . Besides online shopping, the information diffusion process in social networks obeys the same mechanism (Farajtabar et al., 2014; Gomez-Rodriguez et al., 2015) . The event sequences corresponding to different information (i.e., agents) diffusing among different users (i.e., entities) share the same endogenous triggering patterns among users because the relationships between users are stationary. However, they may have different exogenous intensities, depending on diverse user preferences relative to different information.
Stochastic maximum likelihood estimation
Without loss of generality, in the following we assume that each agent generates one sequence. Given M event sequences {s m } M m=1 , we learn an M -agent Hawkes process by maximum likelihood estimation:
where L(θ) represents the negative log-likelihood. According to the definition in (Daley & Vere-Jones, 2007 ) and the linear representation of intensity function in (3), we write L(θ) as a sum of random functions: ), which is nonnegative and strongly-convex. R(θ) is an optional convex regularizer on the parameters, e.g., the sparse, group-sparse and low-rank regularizers imposed on A (Xu et al., 2016) . These regularizers can often be reformulated as square loss terms by introducing auxiliary and dual variables (Zhou et al., 2013; Luo et al., 2015) , which do not change the convexity of the problem. Therefore, for convenience we only consider the likelihood term without regularizers in the following theoretical discussion. 
The optimization problem in (4) can be solved by several iterative algorithms, e.g., the alternating direction method of multipliers (ADMM) (Zhou et al., 2013) , the projected gradient descent (Lewis & Mohler, 2011) , etc. However, most existing methods merely consider the batch optimization of (4), which use all observed events to calculate gradients in each iteration. Because the intensity at each timestamp considers all historical events, the computational complexity per iteration is as high as O(M I 2 ), where
, which leads to a scalability challenge.
To accelerate the learning process, we design an event-level stochastic optimization algorithm. In each iteration, we select a small batch of events randomly from the sequences to calculate the gradients, and then update the parameters by projected gradient descent (Lewis & Mohler, 2011; Du et al., 2015) . The setup for our event-level stochastic optimization algorithm is summarized in Algorithm 1, where the operator (·) + sets all negative inputs to zeros.
There are two aspects of Algorithm 1 that reduce its computational complexity and improve stability. First, in practice the impact functions often decay over time. This implies that one can ignore historical events happening far before the current ones when calculating x c m i ,m (t m i ) and X m (t m i ) (line 6 of Algorithm 1). Therefore, we set a maximum J for the number of historical events used in x c m i ,m (t m i ) and X m (t m i ). As a result, the computational complexity per iteration reduces to O(BJ), where both the batch size B and the length of history J are much smaller than I. Secondly, the original gradient with respect to each event is
, which may suffer from numerical problems when
To improve the stability of our algorithm, we introduce a small positive offset λ 0 and apply the gradient with λ 0 , i.e.,
This means that our algorithm tends to learn each intensity function λ m c (t) with a lower bound λ 0 .
Risk bounds
The functions {f m i } in (5) can be viewed as samples associated with an unknown distribution P. If we normalize the negative log-likelihood in (5) with the number of events, i.e.,,
. From this viewpoint, our algorithm achieves stochastic convex optimization for a typical empirical risk minimization (ERM) problem. Denote the ground truth and the estimation of the proposed model as θ * andθ, respectively. We can estimate the excess risk bound of our learning method, denoted as E[f (θ) − f (θ * )], based on the properties of the random function f and some simple and reasonable assumptions.
Theorem 2.1. Suppose that the multi-agent Hawkes process HP (U , A) with C entities and M agents has intensity functions defined as (2) and satisfies:
1. Its parameters U and A are nonnegative and bounded, i.e., U ,
3. The decay kernels have limited energy, i.e., g
Applying stochastic optimization to the ERM problem (4), with probability at least 1 − 2δ, 0 < δ < 0.5, we have
where I Σ = m I m is the number of observed events, τ = (
LGI λ0 ) 2 and I = max m {I m } is the maximum number of events per sequence. R = U 0 +A 0 and D = C(M +CL) is the dimension of parameters.
Proof sketch. According to the conditions above and the definition of our model, we can derive that 1) the parameters are bounded and in a convex domain; 2) the random functions f are nonnegative and τ -smooth over the domain; 3) the random functions f and their expectation E[f ] are τ -strongly convex (Bertsekas & Scientific, 2015) . These properties ensure that we can take advantage of Theorem 5 in (Zhang et al., 2017) and specify it to the learning problem of multi-agent Hawkes process. The detailed proof of Theorem 2.1 is given in the Supplementary Material.
Assistance from Superposition
The effects of superposition on risk bounds
Given Theorem 2.1, the key problem is whether and how we can tighten the risk bound in (7). As mentioned, we will show that under certain conditions superposing the Hawkes processes within the model can tighten the risk bound, and accordingly, improve learning results.
In general, given a set of temporal point processes
, their superposition is a new point process N defined by the sum of counting processes, i.e., N (t) = and
The proof of Theorem 3.1 is given in the Supplementary Material. Based on Theorem 3.1, we have: Corollary 3.2. Given an M -agent Hawkes process, i.e., HP (U , A), we can generate an M -agent Hawkes process HP (U , A) by randomly superposing different agents' processes. Here, U = U P and P ∈ {0, 1} M ×M is a binary matrix. For m = 1, ..., M , the ones in the m -th row of P indicate the source processes of the m -th new process.
Further, we can define a special kind of superposition: Definition 3.3. For the M -agent Hawkes process
Here · ∞ returns the maximum of input and 1 M is an M -dimensional all-one vector. In practice, the Knonaugmented superposition can be obtained by segmenting the M sequences into M folders with maximum size K and superposing the sequences in each folder. Such a superposition is "nonaugmented" because it does not reuse any observed events. Theorem 2.1 and Corollary 3.2 provide insights into the relationship between the superposition and the risk bound. In particular, the following theorem points out the condition for tightening the risk bound with the help of superposition. Theorem 3.4. Suppose that we have an M -agent Hawkes process HP (U , A) with C entities, satisfying the constraints in Theorem 2.1. Given its K-nonaugmented superposition, i.e., an M -agent Hawkes process HP (U , A) with new parameters θ = [vec(U ); vec(A)] ∈ R D and D = C(M + CL), with probability at least 1 − 2δ, 0 < δ < 0.5, we can learn the new model with a tighter risk
Here f is the random function of the new model, and {A 0 , U 0 , L, I Σ } are defined as in Theorem 2.1.
Proof. Without loss of generality, we assume that K event sequences are superposed in each folder, and accordingly,
Because the superposed process is still a multiagent Hawkes process, the risk bound in Theorem 2.1 is still applicable, and we have
Here, 0 < δ < 0.5, I Σ is unchanged because superposition does not change the total number of events.
2 , where I is the maximum number of events per sequence and the λ 0 is the lower bound of the intensity function for the superposed process. The number and the upper bound of decay kernels, i.e., L and G, are unchanged. Because each new sequence contains K original sequences, we have I = KI and λ 0 = Kλ 0 . As a result, τ is equal to the τ in (7). According to (7, 9) 
This completes the proof.
Superposition-assisted stochastic optimization
According to Theorem 3.4, by superposing the sequences generated by different agents, we can reduce the number of parameters from D to D , simplifying the learning task. However, the upper bound of parameters increases commensurately, enlarging the search space, having a negative influence on minimizing empirical risk. Therefore, to tighten risk bounds by superposition, we need to ensure that the increase of the parameters caused by superposition will not counteract the benefits from dimensionality reduction.
For the multi-agent Hawkes process with orthogonal exogenous intensities, we can tighten the risk bound above with confidence because of the following corollary:
Corollary 3.5. For the M -agent Hawkes process HP (U , A), if its exogenous intensities µ m 's in U are orthogonal, i.e., (µ m ) µ m = 0 for all m = m , learning from its K-nonaugmented superposition always has a tighter risk bound.
F because of the orthogonal property. Because U 0 = U 0 and M < M , the inequality (8) always holds.
Although the orthogonality between arbitrary exogenous intensities is a very strong condition, fortunately, in real-world data it may be achieved approximately between the groups of exogenous intensities. Recall the online shopping case. Sample a sequence s m from S with m ∼ p.
8:
Initialize s m = s m ,μ m =μ m , and set p m = 0.
9:
Re-weight p = p exp(− U μ m );
11:
Normalize p = 1 p 1 p.
12:
Sample a sequence s m k from S with m k ∼ p.
13:
14:
The user preferences (i.e., exogenous intensities) typically have clustering structure, and the preferences belonging to different groups are very diverse, with a focus on different items. Taking this fact into account, the key problem for real-world data is how to find the sequences with diverse exogenous intensities. Based on Corollary 3.5, we use the orthogonality between exogenous intensities as a kind of measurement of diversity, and propose a diversity-driven superposition strategy in Algorithm 2 to suppress the upper bound of parameters and tighten the risk bound accordingly.
In Algorithm 2, the operator "∪" between sequences (line 13) represents superposition and " " (line 10) means elementwise multiplication. The estimation of exogenous intensity (line 5) is based on fact that µ Zhu, 2013) . According to the estimation, we calculate the diversities between the target superposed sequence and the remaining source sequences and re-weight the sampling distribution (line 10). In particular, given the target superposed sequence s m , the m-th element of U μ m is the inner product betweenμ m andμ m . Similar to the method in (Wachinger & Golland, 2015) , when the diversity is low (i.e., (μ m ) μ m is large) its sampling probability p m multiplies by small factor exp(−(μ m ) μ m ) and thus decreases significantly. On the contrary, those with high diversities are more likely to be superposed into the target sequence. Because the sequences superposed together have small inner products between their exogenous intensities, the new parameters's upper bound increases slowly and the inequality (8) is more likely to hold.
Combining the diversity-driven superposition method with our stochastic optimization algorithm, we propose Algorithm 3 to learn multi-agent Hawkes process. In each iteration, the proposed algorithm first applies the event-level stochastic optimization algorithm for the superposed se- Initialized by U , obtain new S by Algorithm 2. 8: until Convergence quences, helping to improve estimation of endogenous impact tensor A. The exogenous intensities are then optimized by applying our stochastic optimization algorithm for the original sequences, and the endogenous impact tensor is finetuned simultaneously. Finally, given a better estimation of exogenous intensities, the diversity-driven superposition is applied again to further suppress the upper bound of the parameters for superposed Hawkes processes. According to our theoretical analysis, with high probability this new algorithm can achieve learning results with tighter risk bounds.
The cost of superposition
When we apply the superposition-assisted learning algorithm, we may increase the computational complexity. Even if we just run one epoch (i.e., traversing all events once) in each iteration (lines 5 and 6 of Algorithm 3), the computational operations are doubled because we no longer learn A and U simultaneously. Further, when learning from a K-nonaugmented superposition, the density of an event is K times as dense as the original density. This means that we need to consider more historical events when calculating the intensities and the gradients. As a result, the computational complexity per iteration becomes O(BJK), where JK is the number of historical events required in the superposed case. Fortunately, in the following experiments we show that our algorithm can outperform existing methods with respect to convergence. Therefore, the increase of the computational complexity per iteration may be ignorable because fewer iterations are required.
Related Work
Learning Hawkes processes
Hawkes processes (Hawkes, 1971) are useful tools for modeling real-world event sequences. Recently, many variants of Hawkes processes have been proposed, e.g., the mixture of Hawkes processes (Yang & Zha, 2013) , the nonlinear Hawkes process (Wang et al., 2016b ) and the locallystationary Hawkes process (Roueff et al., 2016; Xu et al., 2017b) . These approaches show potential for many problems, such as network analysis (Zhao et al., 2015) and quan-titative finance (Bacry et al., 2012; Hardiman et al., 2013) . Focusing on recommendation systems, Hawkes processbased methods (Du et al., 2015; Wang et al., 2016a ) achieve encouraging results.
Maximum likelihood estimation (MLE) is one of the most popular approaches for learning Hawkes processes (Lewis & Mohler, 2011; Zhou et al., 2013) . Besides MLE, least squares methods (Eichler et al., 2017) , Wiener-Hopf equations (Bacry et al., 2012 ) and the Cumulants-based method (Achab et al., 2016 ) are also applied. However, stochastic optimization for Hawkes processes has not been studied systematically. For nonparametric Hawkes processes, online learning methods were proposed in (Hall & Willett, 2016; Yang et al., 2017) , but they use timeconsuming discretization or kernel-estimation when learning models, and thus have poor scalability. The risk bound and the sample complexity of learning a single Hawkes process are investigated in (Gomez-Rodriguez et al., 2015; Bacry et al., 2015; Yang et al., 2017) . However, this work does not consider the risk bound when learning multiple Hawkes processes assisted with superposition.
Superposed point processes
The early work in (Cox & Smith, 1954 ) studied the superposition of renewal processes and applied its property to analyze pooling signals in neurophysiology. The work in (Ç inlar & Agnew, 1968; analyzed the independence of source processes and the dynamics of the source indicator, for the superposition of Poisson processes and that of renewal processes. The superposition of arrival processes has been applied to model queue behaviors (Albin, 1984) and analyze voice data (Sriram & Whitt, 1986) . The work in (Møller & Berthelsen, 2012) proved that a spatial point process can be transformed to a spatial Poisson process by superposing its observations randomly. The MCMC sampling (Redenbach et al., 2015) and variational inference (Rajala et al., 2016) are proposed for classifying different spatial processes from their superposed observations (Walsh & Raftery, 2005) . However, the work above did not investigate the superposition of complicated point processes like Hawkes processes. Recently (Xu et al., 2017a) started to investigate the usefulness of superposed Hawkes processes in the framework of least-squares estimation. However, for Hawkes processes, least-squares estimation is often inferior to maximum likelihood estimation with respect to sample complexity and convergence.
Experiments
Validations based on synthetic data
To verify the usefulness of our superposition-assisted stochastic optimization method, we first test it on a synthetic data set and compare it with alternative approaches. To generate the synthetic data, we define a multi-agent Hawkes process with C = 20 entities and M = 100 agents. The exogenous intensity matrix U ∈ R C×M is a random matrix, whose values are uniformly sampled from the interval [0,
For the endogenous impact functions, we use a single exponential function exp(−wt) as the base, where w = 1. Therefore, the endogenous impact tensor degrades to a matrix A ∈ R C×C , and we set A to be a random matrix with spectral norm A 2 = 0.7. Using this model, for each agent we generate an sequence with at most 100 events in the time window [0, 50] , using the branching process-based simulation method (Møller & Rasmussen, 2006) .
To learn a multi-agent Hawkes process from the data, we consider the following four strategies: 1. BatchOpt: Learn the model directly by traditional batch optimization (Zhou et al., 2013) . Besides the proposed method and its variants mentioned above, we further consider three additional methods as references against which to compare: the least squares method for nonparametric Hawkes process (NonparaLS) in (Eichler et al., 2017) , the least squares method for parametric Hawkes process (ParaLS) in (Xu et al., 2017a) , and the online learning method (OnlineOpt) in .
We test each method in 10 trials. In each trial the exogenous intensity matrix is initialized by [ ) and their standard deviations are recorded with respect to the increase of epochs, which are shonw in Fig. 1(a) . For a fair comparison, the impact functions learned by "NonparaLS", "ParaLS" and "OnlineOpt" are further fitted with the ground truth of decay kernel, and then the tensor A are estimated accordingly. We just compare their averaged final estimation error ( θ * −θ 2 θ * 2 ) with ours in Fig. 1(b) because they do not run epochs like our method. In the experiment, the K-nonaugmented superposition for "StocOpt + Augment" is with K = 2 and that for "StocOpt + Superpose" is with K = 2 and 4, respectively.
The experimental results in Fig. 1(a) verify our theoretical analysis. We find that the our event-level stochastic optimization algorithm outperforms a traditional batch optimization algorithm on convergence. With the help of K-nonaugmented superposition, the proposed "StocOpt + Superpose" method achieves the best performance consistently with respect to both convergence and estimation errors. Fig. 1(b) shows that our method also obtains superior learning results relative to other existing methods. In both Fig. 1(a) and Fig. 1(b) , with the increase of K, the estimation errors of the proposed method are further reduced, especially for the endogenous impact tensor. This means that when we increase the number of sequences that are superposed together the dimension of parameters is reduced greatly while their bound just increases slightly, and thus the risk bound of our learning result is further tightened.
Additionally, the "StocOpt + Augment" method does not work well when applied to multi-agent Hawkes process, which can be explained by our theory. In particular, the "StocOpt + Augment" method augments the original data by M more superposed sequences. Such a data-augmentation strategy may be helpful for learning a single Hawkes process, as implied in (Xu et al., 2017a) , but it does harm for learning the multi-agent Hawkes process because it introduces more agents (parameters). As a result, both the upper bound and the dimension of parameters in the new model are larger than those of original one. Accordingly, inequality (8) does not hold and the risk bound increases.
Applications to cold-start recommendations
Our multi-agent Hawkes process is well suited for analysis of online shopping behavior. The agents and the entities are respectively the users and the items, and each event sequence corresponds to a shopping history of a user. In our model, the relationships among items are described by the endogenous impact tensor A while users' preferences on those items are captured by the exogenous intensity matrix U . Ideally, by learning A and U we can recommend items for a user m at time t by estimating the maximum λ m c (t). In the cold-start problem, however, the event sequences are extremely short, so we can't learn reliable preferences for users or triggering patterns for items.
We imitate a cold-start situation by selecting training and testing data from the Amazon product data set (APD) (He & McAuley, 2016) . Considering items in 24 categories, we focus on the users having few purchases and recommend items for them. For each category, we find the items having more than 40 rating behaviors and select their users satisfying the following three conditions: 1) the number of their shopping behaviors from January 2014 to April 2014 is no more than five; 2) the scores they gave to these items are 4 or 5; and 3) they bought at least one item from April 2014 to July 2014. Based on the short shopping sequences from January to April, we aim to predict/recommend items for the users from April to July.
We address the cold-start problem by enhancing the robustness of learning results with the help of our superpositionassisted stochastic optimization algorithm. To demonstrate the importance of superposition, we learn a multi-agent Hawkes process from the original data (MHPs) and from its K-nonaugmented superposition (proposed MHPs + Superpose), respectively. Furthermore, we consider four different models and methods, including learning a single Hawkes process from the original data (Single HP) (Zhou et al., 2013) , the sparse linear method (SLIM) (Ning & Karypis, 2011) , the Bayesian personalized ranking (BPR) (Rendle et al., 2009 ) and the factorization of personalized Markov chains (FPMC) (Rendle et al., 2010) . "SLIM" is one of the state-of-the-art item-to-item recommendation methods (Christakopoulou & Karypis, 2016; Zheng et al., 2014) , which outperforms most existing collaborative filtering methods, while "BPR" and "FPMC" are classical sequential recommendation methods. They are representative and competitive baselines for our Hawkes process-based methods. For Hawkes process-based methods, we recommend the item with the highest endogenous intensity for each user:
Here we do not consider exogenous intensities because the events for each individual are insufficient, and thus the learned exogenous intensities are unreliable. with the top-5 most possible items for each user. Given the real set of the items that user m will buy, denoted as t m , we use the top-5 precision (P @5), recall (R@5) and F 1 -score (F 1 @5) for evaluation. Their definitions are in the Supplementary Material. The proposed model and learning method "MHPs + Superpose" improves the performance of recommendation system for most categories and obtains the best overall performance. These results suggest the potential of our method to solve the cold-start problem of recommendation systems. In those failed cases, we can find that all Hawkes-process-based methods are inferior to "BPR" or "FPMC". We believe this implies that for those item categories the shopping behaviors may not match well with Hawkes processes and the failures are due to model misspecification. However, even in those cases, our "MHPs + Superpose" method still outperforms the remaining two Hawkes-process-based methods except the "Cell Phone" category, which demonstrates the superiority of or method as well.
Note that for different item categories, we choose the Knonaugmented superposition with different K to obtain optimal performance. Figure 2 labels the optimal K for different categories, and we find generally that the data with a large number of items and users require few superposition operations (small K). A potential reason for this is that for large-scale data, the endogenous impact tensor should be very sparse. Superposing too many sequences together is likely to introduce many nonexistent triggering patterns among unrelated items, and cause model misspecification.
More experimental results and detailed analysis are given in the Supplementary Material. Figure 2 . Each point in the plot corresponds to an item category in the data. Its coordinate indicates how many users (x-coordinate) and items (y-coordinate) the category has. For different categories, we apply the K-nonaugmented superposition with different K's. For each category, the color of its point represents the K corresponding to its best recommendation result shown in Table 1 .
Conclusions
We have proposed a stochastic optimization algorithm for learning multi-agent Hawkes processes, and have explored the influence of the superposition operation on the learning results. We demonstrate that with the help of superposition we can learn the proposed model with lower excess risk. We verify our theoretical results on synthetic data, and on realworld data show the encouraging performance on solving the cold-start problem of recommendation systems. Proof. The heart of the proof is the upper bound on the excess risk of stochastic convex optimization for empirical risk minimization (ERM) (Zhang et al., 2017) . In particular, for the D-dimensional parameters θ learned by minimizing an empirical objective function min θ∈Θ 1 N N n=1 f n (θ) from N samples (an approximation of expected function E f ∼P [f (θ)]), we denote the optimum parameters and the corresponding object function as θ * and F * , respectively. We assume that 1. The feasible domain Θ is a convex set and the parameters are bounded, i.e., θ 2 2 ≤ R for θ ∈ Θ.
2. The random function f is nonnegative, convex, and τ -smooth over Θ, i.e., ∀ θ, θ ∈ Θ, f ∼ P, we have
3. The expected function F = E[f ] is γ-strongly convex, i.e., ∀ θ, θ ∈ Θ
Then, the Theorem 5 in (Zhang et al., 2017) proves that with probability at least 1 − 2δ, 0 < δ < 0.5, we have
where C ,δ = 2(log 2 δ + D log 6 √ R ) and > 0.
We proof that the learning problem of multi-agent Hawkes process HP (U , A) satisfies the conditions mentioned above. In particular, we have N = I Σ , and the dimension of parameter θ = [vec(U ); vec(A)] is D = C(M + CL) according to the definition in (2). Because the parameter θ is nonnegative, the feasible domain Θ is a convex set. We assume that U The random function f is the conditional probability of an event given its history, so it is nonnegative. It can be rewritten as f = X θ − log(x θ),
where both X and x are D-dimensional nonnegative vectors, so it is convex as well. Furthermore, the x θ corresponding to intensity function, which has a lower bound λ 0 . Then, we have
Because each x involves at most IL decay kernels, whose energies have an upper bound G, we have x x 2 ≤ (ILG) 2 . Plugging the value into (12), we can find that f is a τ -smooth function with τ = ( ILG λ0 )
2 . In other words, the function f satisfies the condition 2.
Moreover, because f is a convex and τ -smooth function, it is a τ -strongly convex function (Bertsekas & Scientific, 2015) . Because the expected function F = E[f ], it is also a τ -strongly convex function. It means that the function F satisfies the condition 3 with γ = τ = ( ILG λ0 )
2 .
As a result, plugging I Σ , τ and γ into (10), we obtain the risk bound corresponding to the stochastic optimization of multi-agent Hawkes process:
Similar to (Zhang et al., 2017) , we assume that both F * and sup f ∼P ∇f (θ * ) 2 are ignorable compared to τ , and we set = 1 IΣ . Furthermore, we assume that log 2 δ is comparable to D log I Σ . Then, except the first term in the right-hand side of (13), the remaining terms are ignorable. Plugging C ,δ into (13), with high probability we have
Proof of Theorem 3.1
Proof. Because N (t) = 
