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in certain instances is very much dependent upon the initial values, and is known to be unreliable
due to the topography of the function, and the presence of multiple eigenvalues. Motsinger et. al.
[12] based their solution on a similar iteration method, but with a higher order of convergence,
termed Bailey’s method. In an attempt to ensure correct convergence the initial values were
chosen by dividing the modal regions into subregions using the charts of Morse and Ingard [14],
and the iterations proceeded in incremental steps from the converged no ﬂow eigenvalues. The
authors indicated that the routine is reliable, accurate and fast, but also noted that the method
was not infallible. A clear disadvantage of this method is that a one-to-one relationship between
the rigid duct eigenvalues and the lined duct eigenvalues is lost. Other researchers, such as
Mechel [18], have favoured the use of Muller’s method, which has the disadvantage of requiring
three intial values, but the advantages of not requiring gradients, thereby avoiding problems with
multiple roots, and the ability to affect the direction in which the method searches for solutions.
Inan effort tocircumvent the need for analysing the modalregions, Eversman [19,20]developed
an integration scheme to solve the eigenvalue equation. The scheme employed a fourth-order
Runge-Kutta integration, with a variable step size, and a Newton-Raphson routine to reﬁne the
solutions where required. It was noted that particular attention was still required for multiple
eigenvalues, although no indication was made of how this could be dealt with. The author
also noted the presence of extra solutions which were characterised by having large imaginary
components. These solutions were identiﬁed by Tester [21], Rienstra [22] and Rienstra and
Peake [23], as surface wave solutions, the mode eigenfunctions of which decay exponentially in
the transverse direction away from the duct walls. Rienstra [22] deduced that there are at most
four surface wave solutions (eight in rectangular or annular ducts): two acoustic surface waves
which are present both with and without ﬂow (four in rectangular or annular ducts), and two
hydrodynamic surface waves which only occur with ﬂow (four in rectangular or annular ducts).
These solutions are typically hard to ﬁnd, and consequently are often missed using the solution
methods mentioned above. A method was described in [22] which allowed for the surface wave
solutions to be accurately traced from the rigid duct eigenvalues.
The acoustic surface wave was shown by Cremer [24] and Tester [25] to be important in the
optimisation of acoustic liners. The maximum attenuation of the least attenuated mode, by
a uniform liner of reasonable length, was shown to occur for impedances where the lowest
order mode pair coalesce, that is essentially a double eigenvalue. Approximate expressions for
optimum impedances were given. However, due to the large rate of change of attenuation rates
around the optimum value, the practical application of the expressions is unreliable. In addition,
the short lengths of ducts typically seen in aircraft engines means that reﬂections from the liner
edges will affect the optimum impedance. This was shown to be true by Unruh [26], Unruh
and Price [27], and Koch [28] who also demonstrated that an optimum ﬁnite length liner of
given impedance could in theory lead to more attenuation than a longer length liner of the same
impedance.
Finite length liners have been investigated analytically, numerically, and experimentally by sev-
eral researchers. Two analytic techniques have been employed, namely: mode-matching andChapter 1 Introduction 6
Wiener-Hopf. The Wiener-Hopf technique can provide analytic solutions to problems with sep-
arable geometry but mixed boundary conditions. It was successfully applied to lined rectangular
ducts with rigid side walls in the absence of ﬂow by Koch [28], and in the presence of a uniform
ﬂow by Koch and Mohring [29]. The authors were able to predict the sound attenuation of ﬁnite
length uniform and two-segment liners with symmetric and asymmetric linings and examine
various liner parameter variations. Although a powerful technique, its application to more re-
alistic aeroengine duct models, such as non-uniform or sheared ﬂows and variable geometry, is
limited since it is not clear whether the necessary extensions could be carried out.
The mode-matching technique is a well known method for formulating boundary-value prob-
lems in waveguide theory [30]. The ﬁrst application of the technique to aeroengine duct systems
was made by Lansing and Zorumski [31], which represented the ﬁrst in a series of extensive an-
alytical and experimental studies of axially-segmented liners supported by NASA in the 1970s
[32, 33, 12, 34, 35]. The technique is more amenable than the Wiener-Hopf technique to the
practical purpose of liner performance predictions, since relatively simple extensions have been
demonstrated for variable geometries [36, 37]. A potential disadvantage is that in contrast to the
Wiener-Hopf technique, the mode-matching formulation in the presence of a mean ﬂow does not
provide direct control over the edge conditions at the liner leading and trailing edges. However,
the inclusion of a suitably high number of modes, and by simply keeping a check on the conver-
gence rate of the modal amplitudes, appears to sufﬁce when comparing the experimental results
of Sawdy et. al. [34] to their corresponding mode-matching solutions. A numerical approach to
mode-matching was undertaken by Hii [38], where the eigenvalue problem was solved using the
Finite Element Method for ducts of arbitrary cross-section and non-uniform impedance bound-
aries. An improved technique of matching mass and momentum at liner discontinuities was
demonstrated to provide better agreement with full FE solutions than the traditional matching of
pressure and axial particle velocity. The FEM is a much more ﬂexible method than the analytic
approach. However, the accuracy of the method is highly dependent upon mesh resolution, and
becomes computationally expensive at high frequencies.
The incentive to use axially-segmented liners in aeroengine applications is the possibility of
obtaining extra attenuation bandwidth, not only from judicious tuning of the liner depths, but
also by taking advantage of ﬁnite length effects, and beneﬁcial modal energy redistribution at the
liner impedance discontinuities [39, 40, 34]. The optimisation of such liners inevitably involves
an increased parameter space, and it is widely agreed that the performance of segmented liners
is heavily dependent upon the incident modal content. The optimisation study carried out by
Sawdy et. al. [34] found that local optimum impedances for a three-segment liner were a strong
function of the source content. It was noted that in using this property it may be possible to
construct a multi-segment liner that was relatively insensitive to the incident modal content. A
zero ﬂow optimisation study by Baumeister [40] concluded that while segmented liners were
more effective than uniform liners at high frequencies, and could certainly outperform uniform
liners at low frequencies in plane wave mode only situations, the practical considerations ofChapter 1 Introduction 7
uncertainty in optimum impedances mean little advantage is found. The large degradation in
performance of multisegment liners that are sensitive to the modal input was also demonstrated.
It is noted that most of the analytic duct propagation studies cited above have dealt with sym-
metric liner conﬁgurations, and all have restricted their analysis to even mode excitation. Little
has been published on the subject of asymmetric liners. However, an eigenvalue solver for two
dimensional ducts with uniform mean ﬂow was presented by Abdelhamid [41], and a mode-
matching procedure for a single asymmetrical liner segment in the absence of mean ﬂow was
given by Ochmann and Donner [42], with brief results presented by Ochmann [43]. The analy-
sis of Mechel [44] indicated that the favourable attenuation qualities of odd modes compared to
even modes highlights the possibilities of using asymmetrical liners to redistribute modal energy
from poorly attenuated even modes to well attenuated odd modes. Therefore, the inclusion of
asymmetric liner segments in an axially-segmented liner could provide an extra modal condi-
tioning tool. A mathematical model describing the mode-matching technique for asymmetrical
lining conﬁgurations with uniform mean ﬂow was presented by Unruh [26]. However, the model
was only applied to a single lining segment with one of the segment walls being rigid, and with
a plane wave sound source. This is in fact equivalent to a symmetrically lined duct of twice the
height, with only even modes included in the matching.
The modal methods described above, for the uniform ﬂow or no ﬂow cases, are based on closed
form modal solutions of the convected wave equation. The modelling of acoustic propagation
in arbitrary sheared ﬂows requires numerical solution of the governing Linearised Euler Equa-
tions (LEE). Currently, the only methods available for assessing acoustic propagation in lined
ducts with rotational mean ﬂows are specialised Finite Element Methods (FEM) [45, 46, 47]
and LEE Computational Aeroacoustics (LEE-CAA) schemes [48, 49]. Both methods are re-
stricted to low and mid frequencies, and have a high computational cost which precludes them
from use in intensive optimisation studies. To obtain time-harmonic modal solutions, the LEE
may be solved for a parallel sheared ﬂow of constant density and sound speed in the manner
described ﬁrst by Pridmore-Brown [50]. Here a second order equation in the transverse pressure
is obtained for a speciﬁc axial wavenumber. Alternative wave variable formulations were later
highlighted by Tester [51] and Smith [52], who noted that, as opposed to other wave variables,
a formulation in pressure and radial particle displacement did not involve ﬂow gradient terms.
Several researchers have assessed the effects of boundary layer proﬁles [51, 53, 54] on individ-
ual mode solutions by solving the Pridmore-Brown equation using various methods. Common
conclusions were that upstream modes are more affected by mean ﬂow shear than downstream
modes, and attenuation by acoustic liners is enhanced for downstream propagation and degraded
for upstream propagation.Chapter 1 Introduction 10
solver of Chapter (2) is used to provide mode eigenfunctions and wavenumbers for a tradi-
tional scheme, which matches pressure and axial particle velocity, and an improved scheme,
which matches mass and axial momentum across liner discontinuities. Both schemes are as-
sessed against each other, the Wiener-Hopf technique and FE solutions. The issues of liner edge
conditions and hydrodynamic surface waves in the matching schemes are discussed.
The mode-matching schemes and eigenmode solvers are used in a liner optimisation study in
Chapter (4). Several optimisation algorithms are used for a series of cases. A single frequency
optimisation exercise is presented, aimed at determining the optimum resistance and reactance
values for sound power attenuation of uniform and multi-segment liners. Examples of optimi-
sation of attenuation performance over a speciﬁed frequency bandwidth are presented. Here,
design parameters of resistance, liner cavity depth and liner segment length are used to optimise
up to four liner segments for single mode and multi-mode sources.
In Chapter (5), high ﬁdelity CFD methods are used to investigate the mean and acoustic ﬂow
ﬁelds for a realistic bypass duct geometry. Inviscid and viscous solutions on quasi-axisymmetric
meshes are used to investigate the effects of boundary layer growth, realistic inﬂow conditions
and duct curvature effects on acoustic propagation.
In Chapter (6) the equations governing acoustic mode propagation in lined annular ducts with
inviscid, parallel meanﬂoware derived for anumber ofwavevariables. A computational scheme
to solve the governing equations is described, which is based on a shooting method involving
the eigenvalue tracking procedure used in Chapter (2). The effects of the radial ﬂow proﬁle
on the acoustic mode spectrum are assessed for realistic conditions. The convergence of mode
solutions in linear and one-seventh power law boundary layer ﬂows to the uniform slip ﬂow
solutions is investigated. In addition, the change with frequency of the mode spectrum for a
selection of boundary layers and non-uniform core ﬂows are assessed.
In Chapter (7) the mode-matching scheme of Chapter (3) is extended in order to assess the
performance of axially-segmented liners in annular ducts containing parallel sheared ﬂows of
arbitrary proﬁle. The scheme is validate against FE solutions for uniform ﬂow and the inclusion
of vortical modes in the matching is discussed.
The effects of ﬂow proﬁle on ﬁnite length liner attenuation are assessed in Chapter (8). The con-
vergence of linear boundary layer ﬂow solutions to the uniform slip ﬂow case is investigated.
Boundary layer effects upon the power attenuation spectrum and modal scattering are assessed
for thin and thick linear boundary layers. Solutions for several core ﬂow proﬁles are also in-
vestigated. Finite length effects are investigated since liner segments within real aeroengine
ducts can vary signiﬁcantly in length. Finally, a contour plot optimisation exercise is carried out
to determine how the optimum liner impedance varies with ﬂow proﬁle. Both symmetric and
asymmetric single segment liners are assessed for single and multi-mode sources.
Chapter (9) contains the conclusions of the research, and outlines areas of future work.Chapter 2 Eigenvalue problems for rectangular ducts with uniform ﬂow 14
The duct is assumed to be of inﬁnite length in the axial direction, hence there exist uncoupled
solutions for upstream and downstream propagating modes as no termination reﬂections are
permitted [56]. Therefore, the appropriate sign choice in Equation (2.9) is required to correctly
deﬁne propagation or decay in either axial direction which leads to the designation of k+
n or k−
n
to indicate solutions in the positive or negative x-direction. The appropriate modal solutions
propagating in positive and negative x-directions are of the form
p+
n(x,y) = Ψ+
n(y)e−ik+
n x , (2.19)
p−
n(x,y) = Ψ−
n(y)e−ik
−
n x , (2.20)
where the general solution for the duct sound ﬁeld is given by the Fourier modal sum
p(x,y) =
∞  
n=0
Ψ+
n(y)e−ik
+
n x +
∞  
n=0
Ψ−
n(y)e−ik
−
n x . (2.21)
Extension of the theory to the calculation of mode eigenvalues in a duct with lined walls requires
the use of more complicated wall boundary conditions at y = ±1. The liner is assumed to be
locally reacting with non-dimensional speciﬁc acoustic impedance Z deﬁned as
Z =
z
ρ0c0
=
p
±vw
at y = ±1 , (2.22)
where vw is the normal wall particle velocity. Continuity of particle displacement at each wall
yields the Ingard-Myers boundary conditions [11, 57], which in terms of the non-dimensional
admittance β = 1/Z are given by
∂p
∂y
= ∓ik0β
 
1 − i
M
k0
∂
∂x
 2
p at y = ±1 . (2.23)
Modal solutions are again of the form
pn(x,y) = Λn [Rn cos ny + Sn sin ny]e−iαnx , (2.24)
where n isthe non-dimensional transverse lined ducteigenvalue, and αn isthe non-dimensional
axial lined duct wavenumber. The modal coefﬁcients Rn and Sn for a lined duct are given by
Rn = cos( n) +
ik0βd,−d
 n
 
1 − M
αn
k0
 2
sin( n), y = ±1, (2.25)
Sn = ±sin( n) ∓
ik0βd,−d
 n
 
1 − M
αn
k0
 2
cos( n), y = ±1. (2.26)
Application of the boundary conditions to each modal solution yields the transcendental eigen-
value equation
 n tan2 n +
(k0β)
2
 n
 
1 − M
α±
n
k0
 4
tan2 n − i2k0β
 
1 − M
α±
n
k0
 2
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enhance mode scattering in ﬁnite length acoustic liners, which is the subject of discussion in
future chapters. Thus, it is important that these mode solutions are found in a robust manner.
The implementation of Rienstra’s impedance contour method in the eigenvalue scheme detailed
previously was designed speciﬁcally to deal with these mode solutions.
Surface wave modes can be identiﬁed by  m,n having a large imaginary part, and can have
large axial decay rates. Such modes can be seen in the axial wave number plot in Figure (2.15),
where the majority of the modes are acoustic, forming a typical ‘cut-on/cut-off’ family of
modes, with the surface waves located far away from the family of acoustic modes.
Approximate solutions for surface waves can be found in the high frequency limit by assuming
ℑ{ m,n} is large in the eigenvalue equations (2.27), (2.28), (2.29) and (2.30). Developing the
approximate equations following [22], we introduce the Doppler corrected deﬁnitions,
ς =
 
1 − M2 , ˆ X =
x
ς
, k0 = ςΩ ,   = Ωγ , α =
Ω
ς
(σ − M) . (2.67)
Noting that tanΩγ → ±i for ℑ{Ωγ} → ±∞, the odd and even mode eigenvalue equations
(2.28) and (2.29) can both be approximated by
(1 − Mσ)2 ∓ ς3Zγ = 0 . (2.68)
On taking the second term to the right-hand side and squaring both sides, a quartic equation in
σ is found indicating there are four surface wave solutions. If there is no mean ﬂow (i.e.
M = 0) then there are just two possible solutions. The odd and even eigenvalue equations
produce identical approximate equations. Applying the same analysis to the combined equation
(2.27) produces the approximate equation given by
 
(1 − Mσ)2 ∓ ς3Zγ
 2 = 0 , (2.69)
from which eight surface wave solutions are possible, including multiplicity.
For the symmetrically lined duct no ﬂow case, the approximate eigenvalue solutions are given
by
  = k0γ =
k0
Z
. (2.70)
The asymptotic solution is plotted against the exact solution in ﬁgure (2.16) and demonstrates
excellent agreement. The approximate equation for an asymmetrically lined duct is given by
 
(1 − Mσ)2 ∓ ς3Z−dγ
  
(1 − Mσ)2 ∓ ς3Zdγ
 
= 0 , (2.71)
which is identical to that found by Rienstra for an asymmetrically lined annular duct [22]. The
analysis of Rienstra covering the regions and numbers of surface waves in the impedance plane
([22], p.127) provides an explanation of the strong variation in   when integrating over
reactance, noted previously in ﬁgure (2.6), for the surface waves. The boundaries of the regions
containing additional surface wave modes, as derived by Rienstra, coincide with the reactances
in ﬁgure (2.6) where transition from acoustic modes to surface wave modes occursChapter 3 Axially-segmented liners in rectangular ducts with uniform mean ﬂow 42
Using the momentum equation, the time harmonic axial particle velocity can be related to the
time harmonic acoustic pressure by
ˆ um,n =
km,n
(k0 − km,nM)
ˆ pm,n . (3.10)
Therefore, the modal amplitude coefﬁcients in the rigid and lined duct sections respectively are
related by
B±
m,n =
k±
m,n  
k0 − k±
m,nM
 A±
m,n , and B±
m,n =
α±
m,n  
k0 − α±
m,nM
 A±
m,n . (3.11)
In the present problem, continuity of pressure and axial particle velocity is required at the
leading and trailing edges, x = xI and xII, of the liner. The residual errors that must be
minimised are:
pII − pI, uII − uI at x = xI ,
pIII − pII, uIII − uII at x = xII . (3.12)
The residual errors are minimised by means of the Galerkin method of weighted residuals,
which uses the assumption that the eigenfunctions of the adjoining duct regions form a
complete set [26]. This ensures that the residual errors are orthogonal to each eigenfunction in
the modal expansion, and as the eigenfunctions form a complete set, the residual must be zero.
The eigenfunctions of a rigid wall section are the weighting functions used to force the
matching residuals to zero, since they are known to be complete and orthogonal, with and
without the presence of a uniform mean ﬂow. The modal expansions of the pressure and axial
particle velocity ﬁelds are truncated at n = N, where N must be chosen such that the near ﬁeld
in the vicinity of the matching interface planes is well resolved [64]. The following matching
equations for the acoustic pressure and axial particle velocity are then obtained at the liner
leading edge interface x = xI
  1
−1
Wm,l(y)
 
pII
m(xI,y) − pI
m(xI,y)
 
dy = 0 ,
  1
−1
Wm,l(y)
 
uII
m(xI,y) − uI
m(xI,y)
 
dy = 0 . (3.13)
where the weighting functions Wm,l are the corresponding rigid duct eigenfunctions given by
Wm,l = cos(κm,l)cos(κm,ly) + sin(κm,l)sin(κm,ly), l = 1,...N . (3.14)Chapter 6 Acoustic propagation in lined annular ducts with parallel sheared ﬂow 128
The initial value of k is determined from a tracking scheme where the eigenvalue is tracked
with systematic increments in mean ﬂow proﬁle and wall impedance. The impedance tracking
method is similar to that described in Chapter (2). The tracking scheme for ﬁnding the
eigenvalues of an annular duct containing an arbitrary non-uniform ﬂow M(r), with casing
wall impedance Zd and hub wall impedance Zh is summarised as follows:
1. Select an initial value of k to be the eigenvalue of either the no ﬂow or uniform ﬂow case
with rigid walls.
2. Calculate new values of k for increments in the mean ﬂow proﬁle, from the no ﬂow or
uniform ﬂow condition to the required proﬁle.
3. Calculate new values of k for increments in the admittance of the wall from which the
shooting method marches. The admittance is incremented from the rigid wall condition
β = 0 + i0 to the nearly rigid wall condition β = 1/(R + iX∞).
4. Calculate new values of k for increments in the impedance of the wall from which the
shooting method marches. The impedance is incremented from the nearly rigid wall
condition Z = R + iX∞ to the required wall impedance Z = R + iX, where the
resistance R is held constant.
5. Steps (3) and (4) are repeated for the far wall.
The initial no ﬂow or uniform ﬂow eigenvalues for a duct with rigid walls are obtained from
closed form solutions [136]. The mean ﬂow proﬁle is incremented by either modifying the
coefﬁcients of analytic ﬂow proﬁles, or by using a windowing function for discrete ﬂow
proﬁles. The choice of windowing function generally depends upon the features of the chosen
ﬂow proﬁle (e.g. boundary layers, ﬂow value range, local ﬂow gradients), and examples of
functions used here include sine curve, Hermite polynomial and uniform increments.
An addition to the impedance tracking method used here is the reﬁnement of the reactance
contour from X∞ to X, around regions where the eigenvalue changes rapidly with impedance,
as highlighted in Section (2.4). From Brambley and Peake [75], the contour is reﬁned around
X = −2U0/
 
1 − U2
0
 3/2, 0, and 2U0/
 
1 − U2
0
 3/2, where U0 is the mean ﬂow velocity at the
wall.
The shooting method is undertaken using a 4th order Runge-Kutta integration scheme [130].
Closed form solutions for the uniform ﬂow case are used for a grid point reﬁnement study. The
error in the boundary condition using the exact eigenvalue is plotted in ﬁgure (6.2). Errors for
solutions of the Pridmore-Brown equation, pressure and velocity ODEs, and pressure and
displacement ODEs are shown to have order of magnitude differences. The boundary condition
errors are measured in terms of pressure gradient, particle velocity and particle displacement
for the three governing ODEs respectively. The order of magnitude difference in error is due to
the choice of dependant variables. This is demonstrated in ﬁgure (6.3), where the error in theChapter 7 Axially-segmented liners in annular ducts with parallel sheared mean ﬂow 153
and is compared against solutions including only acoustic modes, and including the two wall
vortical modes. Here, the vortical modes in the lined sections are assumed to be independent of
the wall impedance, since they are almost incompressible. In fact, when the critical point is at
the wall this turns out to be true since k0 − kM (r∗) = 0, and from the boundary condition
dp
dr
= ±
i
k0Z
(k0 − kM (r∗))
2 p = 0 ⇒
∂p
∂r
= 0 , (7.11)
whilst the mode is pressure-less at the opposite wall. The pressure and axial particle velocity
radial matching proﬁles at the matching planes are shown in ﬁgure (7.7) where ten vortical
modes are included. The velocity ﬁeld includes un-physical singularities, and the pressure ﬁeld
is subsequently quite different from the case without vortical modes. Matching proﬁle plots for
solutions when only the wall vortical modes are included are shown in ﬁgure (7.8). In this case
the matching dramatically improves. Oscillations that are present away from the walls, in the
solutions with only acoustic modes, are reduced when the wall vortical modes are included.
This effect is similar to that seen in Chapter (3) when including the hydrodynamic surface wave
mode. The differences in the power transmission loss for solutions including zero, ten, and
only wall vortical modes are compared in ﬁgure (7.9). The power losses very slightly increase
when the wall vortical modes are included, whilst larger variation is seen when ten vortical
modes are included, but this result has an un-physical velocity ﬁeld.
A case of further interest is that where the incident disturbance is a vortical mode. Contours of
the three pressure ﬁelds due to incident vortical modes of unit amplitude located on both hub
and casing, on only the casing, and in mid-duct are shown in ﬁgure (7.10). When the incident
vortical modes are located at critical points on (or near) the walls there is scattering of energy
into acoustic modes at the liner leading and trailing edges. From a mathematical viewpoint, this
occurs due to the wall terms in the matching equation (7.5) for continuity of mass. Note that
for ﬂows with no wall slip conditions this term is zero, and no scattering into acoustic modes
would occur. The magnitude of the reﬂected and transmitted acoustic powers is very small.
These results demonstrate that, for a rotational ﬂow, the interaction of acoustic and vortical
modes occurs at the liner edges resulting in both shed vorticity and a transfer of energy
between acoustic and vortical modes. Whether this represents a net production of acoustic
power (i.e. a source) at the liner edges is unclear since a method to calculate the acoustic power
of the pressure-coupled vortical modes is as yet unknown [69].
The results presented here show that the inclusion of vortical modes is only justiﬁed for
vortical modes located at the walls, and the effect upon the scattered acoustic power is minimal
for typical applications. Therefore, in the following sections, analysis of ﬁnite length liners in
duct with sheared ﬂows is undertaken with only acoustic modes included in the mode-matching
scheme.Chapter 9 Conclusions and future work 189
attenuation of tonal noise. In the bypass duct, this could be used to improve the attenuation of
important rotor-stator interaction tones.
The prediction of broadband noise attenuation using numerical methods is limited by the high
propagating mode density at mid to high frequencies. The broadband noise source is typically
modelled by assuming an equal energy distribution per uncorrelated cut-on mode, which may
number in the hundreds or thousands at the highest frequencies of interest. This requires many
computations which means that the faster modal methods developed here are suitable.
Although the methods are based upon idealised geometry, they have been shown to provide a
good approximation to experimental results for broadband noise sources. The optimisation of
liners to maximise the attenuation of broadband noise requires a range of frequencies to be
considered. The analysis of Chapter (4) suggests that it is difﬁcult to obtain improvements over
the attenuation due to an optimised uniform liner by using axially-segmented liners, across the
frequency range of interest. Improvements are possible at discrete frequencies, but the beneﬁts
fall off sharply with increasing frequency. This is due to the increase in propagating mode
density at high frequency, which appears to smear out any beneﬁts from mode scattering by
additional liner segments.
A key problem encountered in the optimisation study of Chapter (4) was the inadequacy of the
optimisation strategies used for obtaining axially-segmented liner designs. Each of the design
parameters (resistance, reactance or liner depth, and liner length) may have a signiﬁcant effect
upon the topology of the multi-dimensional objective function surface, which necessitates an
efﬁcient global search of the design space. This is a common scenario encountered in design
optimisation when searching a high dimensional parameter space for the global optimum
design. The current method used at Rolls-Royce to obtain bypass duct liner designs involves
the use of tables of modal decay rates and contour plots of approximate far-ﬁeld SPL
attenuation for individual liner segments of ﬁxed length. This method is effectively a series of
two dimensional optimisation problems where the liner lengths are ﬁxed, and liner scattering
and length effects are ignored. Thus obtaining the global optimum is very unlikely. The study
undertaken here improves both the modeling and optimisation process, however, it is clear that
more work needs to be done to develop both the optimisation algorithms and the search
strategy, in order to search the design space efﬁciently and to improve conﬁdence that the
design achieved is the global optimum. A feature of the work which could be exploited in
practise is the use of optimised asymmetric liner segments. The work presented in section (8.5)
demonstrated that such conﬁgurations can provide attenuation beneﬁts over symmetric liner
segments, depending upon the mean gradient of the core ﬂow and the source description. Such
effects are only captured by using models based on the real annular geometry, and require a
higher dimensional parameter space to be searched.
The real mean ﬂow ﬁeld within the bypass duct consists of growing boundary layers and a
non-uniform radial proﬁle which varies with the axial curvature of the duct walls. The region
around the turbine hump contains most variable region of ﬂow in the duct. Simpliﬁed acoustic
models based on the uniform slip ﬂow assumption miss the potentially important effects of theChapter 9 Conclusions and future work 191
assessing the impact of the deep fan case liner located in front of the fan to reduce reﬂections
that could induce fan ﬂutter. It is possible that the ﬂow non-uniformity in this region of annular
geometry (due to the presence of the spinner) could have a strong impact upon the optimum fan
case and inlet liner design parameters.Appendix B Details of the Wiener-Hopf solution for a uniform symmetric liner in the absence
of a mean ﬂow 195
P2n =
κ2
m,2ne−ilII∗αm,2n2dKs
− (αm,2n2d)
2
−αm,2n2d
 
1 + ik0d
ZII +
κ2
m,2nZII
i2k0
  . (B.5)
The correction term C
(1)
2n is found by solving the following complex general system of linear
equations
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0 1
...
. . .
. . .
... ... 0
0 ... 0 1


 



−


 



A0
0 A0
1 ... A0
N
A1
0
... ... A1
N
. . .
... ...
. . .
AN
0 . . . . . . . AN
N


 





 



G0
0 G0
1 ... G0
N
G1
0
... ... G1
N
. . .
... ...
. . .
GN
0 . . . . . . . GN
N


 





 





 



C
(1)
2s
. . .
. . .
C
(1)
2N


 



=


 



B0
. . .
. . .
BN


 



.
(B.6)
The matrix elements are given by the following
As
n =
P2n
−αm,2s2d − αm,2n2d
, (B.7)
Bs = −
ˆ Em,2rk02d
 
−αm,2s2d + δkxkxm,2r2d
 
Ks
+ (−κm,2r2d)
, (B.8)
Gs
n =
Q2n
−αm,2s2d − αm,2n2d
. (B.9)
Solution of the linear system can be achieved using standard techniques, and for the purposes
of the work here this is done computationally using the IMSL Fortran Numerical Library
routine LSACG, which utilises LU factorisation and iterative reﬁnement routines. The
correction term C
(2)
2n is then given by
C(2) = −GC(1) . (B.10)