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CODES OVER A WEIGHTED TORUS
EDUARDO DIAS AND JORGE NEVES
Abstract. We define weighted projective Reed–Muller codes over a subset X ⊂ P(w1, . . . , ws)
in weighted projective space over a finite field. We focus on the case when the set X is a
projective weighted torus. We show that the vanishing ideal of X is a lattice ideal and relate
it with the lattice ideal of a minimal presentation of the semigroup algebra of the numerical
semigroup Q = 〈w1, . . . , ws〉 ⊂ N. We compute the index of regularity of the vanishing ideal as
function of the weights of the projective space and the Frobenius number of Q. We compute the
basic parameters of weighted projective Reed–Muller codes over a 1-dimensional weighted torus
and prove they are maximum distance separable codes.
1. Introduction
A standard projective Reed–Muller code, CX(d), is the image of the degree d homogeneous
component of a standard polynomial ring K[t1, . . . , ts] over a finite field K by a homomorphism
defined by evaluation of forms of degree d on the points of and arbitrary subset X ⊂ Ps. In
this work we define the notion of weighted projective Reed–Muller code (see Definition 3.1). This
notion differs from the standard definition in that the grading of K[t1, . . . , ts], which is given by
deg(ti) = wi ≥ 1, for coprime integers wi, is not necessarily the standard one. We focus on the
family of codes CT(d) associated to a weighted (s−1)-dimensional projective torus T(w1, . . . , ws)
(see Definition 2.4).
Standard projective Reed–Muller codes of order d ≤ q were defined and studied by Lachaud
in [16, 17] and, for all d ≥ 0, by Sørensen in [29]. Much of the recent research on projective
Reed–Muller codes over an arbitrary subset of X ⊂ Ps focuses on the computation of their
basic parameters: length, dimension and minimum distance (see Definition 3.3). When X = Ps
all the basic parameters are known (cf. [17, 29]); in particular, projective Reed–Muller codes
over P1 are maximum distance separable codes. In general, an approach to this computation
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using commutative algebra (as in [24]) relies on a good understanding of IX ⊂ K[t1, . . . , ts], the
vanishing ideal of X . Many authors have studied projective Reed–Muller codes over a subset
X ⊂ Ps for which the ideal IX is well understood; e.g., when X is the set of rational points of
a complete intersection, cf. [1, 4, 5, 7, 10, 14, 27, 28], when X is the Segre embedding of the
product of two projective spaces, cf. [11], when X is the Veronese variety cf. [12], when X is an
affine cartesian product cf. [3, 18], or when X is the projective torus in Ps, or an algebraic toric
subset, cf. [20, 21, 23, 26, 27].
The advantage of working with subsets of the torus is that for a certain subclass of these subsets
(consisting of algebraic toric subsets, as defined by Villarreal et al. in [25, 23]) the ideal IX
is a lattice ideal. Like in the standard case, IT, the vanishing ideal of the weighted torus
T(w1, . . . , ws), is also a lattice ideal. Indeed, we show that IT is Cohen–Macaulay, 1-dimensional
and can be obtained from the lattice ideal of a minimal presentation of the semigroup algebra
of the numerical semigroup Q = 〈w1, . . . , ws〉 ⊂ N (cf. Theorem 2.8). The lattice ideal of a
minimal presentation of the semigroup algebra was first studied by Herzog in [15]. He gives
a sufficient condition for this ideal to be a complete intersection (see Remark 2.12), which,
combined with our results, is also a sufficient condition for IT to be a complete intersection. The
relation between IT and the lattice ideal of a minimal presentation of Q enables the computation
of the Hilbert Series and the index of regularity of K[t1, . . . , ts]/IT in terms of w1, . . . , ws and
the Frobenius number of Q (cf. Theorem 3.8 and Corollary 3.9). The importance, from a coding
theory point of view, of the knowledge of the index of regularity is clearer in the case of standard
projective Reed–Muller codes. Here, the function dimK CX(d) is strictly increasing and the value
of d for which dimK CX(d) becomes constant and equal to the dimension of the ambient space
(thus, for which CX(d) becomes the trivial code) is precisely given by the index of regularity.
In the weighted case dimK CX(d) is not necessarily an increasing function and we may get some
trivial codes CX(d) before d reaches the index of regularity (cf. Example 3.10). However for d
greater than or equal to index of regularity CX(d) is always a trivial code.
The structure of the article is as follows. In Section 2 we study the vanishing ideal of a weighted
projective torus. The basic definitions are recalled. We show that IT is a 1-dimensional, Cohen-
Macaulay lattice ideal and relate it to the lattice ideal of a minimal presentation of the semigroup
algebra of Q = 〈w1, . . . , ws〉. In Section 3 we define weighted projective Reed-Muller codes. We
compute the length of the weighted projective Reed–Muller codes over the weighted torus (cf.
Proposition 3.5) and we compute the Hilbert Series and the index of regularity ofK[t1, . . . , ts]/IT
(cf. Theorem 3.8 and Corollary 3.9). In Section 4 we study projective Reed–Muller codes over a
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1-dimensional weighted torus T(w1, w2). We compute their dimensions and minimum distances
(cf. Proposition 4.1 and Theorem 4.4) and we show they are maximum distance separable codes.
2. Vanishing ideal of a weighted torus
Let K be a finite field with q elements. We denote by K∗ the cyclic group of invertible elements
of K. Given two s-tuples v = (n1, . . . , ns) ∈ N
s and u = (u1, . . . , us) ∈ R
s, where R is a
commutative ring with identity, uv denotes un11 · · ·u
ns
s ∈ R. We will use this notation for vectors
of variables t = (t1, . . . , ts) or y = (y1, . . . , ys). We reserve boldface for vectors of integers.
Definition 2.1. An ideal I ⊂ K[t1, . . . , ts] generated by binomials, i.e. polynomials of the form
αta − βtb, for some α, β ∈ K and a,b ∈ Ns, is called a binomial ideal.
We will only deal with pure binomials, i.e., binomials for which α = β = 1.
Definition 2.2. Let L ⊂ Zs be a lattice. The lattice ideal IL ⊂ K[t1, . . . , ts] is the ideal
generated by ta − tb for all a,b ∈ Ns such that a− b ∈ L.
Definition 2.3. Let w1, . . . , ws be a set of positive integers satisfying gcd(w1, . . . , ws) = 1. The
weighted projective space, that we denote by P(w1, . . . , ws), is the quotient (K
s \ 0)/K∗, where
λ ∈ K∗ acts by λ(x1, . . . , xs) = (λ
w1x1, . . . , λ
wsxs).
Let K[t1, . . . , ts] be the coordinate ring of P(w1, . . . , ws), endowed with the grading given by
deg(ti) = wi, for all 1 ≤ i ≤ s. Set w = (w1, . . . , ws). We remark that a binomial t
a − tb, with
a,b ∈ Ns is homogeneous if and only if 〈a− b,w〉 = 0.
Definition 2.4. The weighted projective torus, T(w1, . . . , ws) ⊂ P(w1, . . . , ws) is the set:
T(w1, . . . , ws) := {(x1, . . . , xs) ∈ P(w1, . . . , wx) : x1 · · ·xs 6= 0} .
Definition 2.5. For a set X ⊂ P(w1, . . . , ws) the ideal of K[t1, . . . , ts] generated by all homo-
geneous polynomials that vanish on X is called the vanishing ideal of X and is denoted by IX .
We denote the vanishing ideal of T(w1, . . . , ws) by IT.
Over an infinite field IT = (0). However given that K has q elements and its multiplicative
group is cyclic of order q − 1, we get(
t
w1(q−1)
2 − t
w2(q−1)
1 , . . . , t
w1(q−1)
s − t
ws(q−1)
1
)
⊂ IT.
For general w1, . . . , ws this inclusion is strict. The precise structure of a minimal generating set
of IT is closely related with the numerical semigroup Q = 〈w1, . . . , ws〉 ⊂ N, cf. Remark 2.12.
The proof of the next lemma follows closely that of Theorem 2.1 in [23].
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Lemma 2.6. In the polynomial ring extension K[t1, . . . , ts] ⊂ K[t1, . . . , ts, y1, . . . , ys, z],
(2.1) IT = ({ti − yiz
wi}si=1 ∪ {y
q−1
i − 1}
s
i=1) ∩K[t1, . . . , ts].
In particular, IT is generated by homogeneous pure binomials.
Proof. Let J denote the ideal on the right hand side of (2.1). We start by showing that IT ⊂ J .
Let f =
∑r
j=1 αjt
vj , for some αj ∈ K and vj ∈ N
s be a homogeneous polynomial of degree d.
Let u = (u1, . . . , us) ∈ N
s, then
tu = tu11 · · · t
us
s = (t1 − y1z
w1 + y1z
w1)u1 · · · (ts − ysz
ws + ysz
ws)us =
s∑
i=1
(ti − yiz
wi)gu,i + z
dyu,
where gu,j ∈ K[t1, . . . , ts, y1, . . . , ys, z] and d =
∑s
i=1 uiwi. Notice that since f is homogeneous
of degree d, this sum with u replaced by vj equals d. Expanding each t
vj in this way, we get
f =
s∑
i=1
(ti − yiz
wi)gi + z
d
r∑
j=1
αjy
vj ,
where gi =
∑r
j=1 gvj ,i. Dividing the polynomial
∑r
j=1 αjy
vj by the set {yq−1i − 1}
s
i=1 in the
polynomial ring K[y1, . . . , ys], we deduce that there exist hi, g ∈ K[y1, . . . , ys], with g of degree
< q − 1 in each variable such that
(2.2) f =
s∑
i=1
(ti − yiz
wi)gi + z
d
s∑
i=1
(yq−1i − 1)hi + z
dg.
Let us show that g(x1, . . . , xs) = 0 for all (x1, . . . , xs) ∈ (K
∗)s, since, by the Combinatorial Null-
stellensatz, this implies that g = 0. Regarding (x1, . . . , xs) ∈ (K
∗)s as a system of homogeneous
coordinates of a point in T(w1, . . . , ws) we get, by assumption, f(x1, . . . , xs) = 0. Hence, setting
ti = yi = xi and z = 1 in (2.2):
0 =
s∑
i=1
(xq−1i − 1)hi(x1, . . . , xs) + g(x1, . . . , xs) = g(x1, . . . , xs).
To show the reverse inclusion we start by remarking that J , being an elimination of an ideal
generated by pure binomials, is itself generated by pure binomials (cf. [8]). It suffices to show
that any pure binomial in J is also in IT. In passing we will show that such a binomial is
homogeneous. This will imply the assertion that IT is generated by homogeneous pure binomials.
Let ta− tb ∈ J , for some a,b ∈ Ns. Then there exist gi, hi ∈ K[t1, . . . , ts, y1, . . . , ys, z] such that
(2.3) ta − tb =
s∑
i=1
(ti − yiz
wi)gi +
s∑
i=1
(yq−1i − 1)hi.
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Substituting in (2.3) 1 for yi and z
wi for ti we get z
a1w1 · · · zasws−zb1w1 · · · zbsws = 0 and therefore
〈a,w〉 = 〈b,w〉, i.e., ta − tb is homogeneous. Finally, to show that it vanishes on an arbitrary
point (x1, . . . , xs) of the weighted torus, we use (2.3) but this time substituting ti and yi by xi
and z by 1. 
Remark 2.7. More generally, it can be shown that Lemma 2.6 holds for the vanishing ideal of
a weighted toric subset X ⊂ T(w1, . . . , ws) parameterized by v1, . . . ,vs ∈ N
n, for some integer
n > 0. More precisely, by analogy with the standard case (cf. [23, §2]), when X the subset
defined by:
X = {(xv1 , . . . , xvs) ∈ P(w1, . . . , ws) : x ∈ (K
∗)n} ,
where wi =
1
d
∑n
j=1(vi)j, with d = gcd{
∑n
j=1(v1)j, . . . ,
∑n
j=1(vs)j}. In the case when v1, . . . ,vs
coincide with the incidence vectors of a uniform clutter (and, in particular, of a graph), this
notion coincides with the notion of toric subset parameterized by v1, . . . ,vs, as defined in [23, 26].
We denote by w⊥ the orthogonal in Rs of 〈w〉, with respect to the canonical inner product.
Theorem 2.8. Let L = (q−1)
(
w⊥∩Zs
)
. Then IT = IL and, in particular, IT is 1-dimensional
and Cohen–Macaulay.
Proof. To prove the equality we need to show the inclusion IT ⊂ IL. Let t
a−tb ∈ K[t1, . . . , ts] be
a homogeneous binomial vanishing on T(w1, . . . , ws). Fix i ∈ {1, . . . , s} and let α be a generator
of K∗. Consider (1, . . . , 1, α, 1, . . . , 1) ∈ T(w1, . . . , ws), with α in the i-th position. Evaluating
ta − tb at this point we obtain
αai − αbi = 0 ⇐⇒ αai−bi = 1 ⇐⇒ ai − bi ≡ 0 (mod q − 1).
Since this holds for any i ∈ {1, . . . , s} we obtain a− b ∈ (q − 1)Ns. As ta − tb is homogeneous
we get 〈a− b,w〉 = 0 and hence a − b ∈ L. This proves that IT = IL Since the rank of L is
s− 1 we deduce that IT is 1-dimensional (cf. [19, Proposition 7.5]). Furthermore, since
(2.4)
(
t
w1(q−1)
2 − t
w2(q−1)
1 , . . . , t
w1(q−1)
s − t
ws(q−1)
1
)
⊂ IT
and consequentially V (IT, ti) = {0}, by [22, Proposition 5.3], IT is Cohen–Macaulay. 
Definition 2.9. Let Q ⊂ N denote the submonoid of N generated by w1, . . . , ws ∈ N. Since
gcd(w1, . . . , ws) = 1, Q is a numerical semigroup, i.e., it has finite complement. The semigroup
algebra, denoted by K[Q] is the subalgebra of the polynomial ring K[z] given by K[zw1 , . . . , zws ].
Lemma 2.10. Let L♭ = w⊥∩Zs and consider IL♭ ⊂ K[t1, . . . , ts] the corresponding lattice ideal.
Then IL♭ is a homogeneous ideal and K[t1, . . . , ts]/IL♭ ≃ K[Q].
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Proof. See [19, Theorem 7.3] and also [15, Proposition 1.4]. 
The following lemma yields a relation between IT and IL♭ is given by the following lemma.
Lemma 2.11. Let L♭ = w⊥ ∩ Zs. Suppose that IL♭ = (t
a1 − tb1 , . . . , tar − tbr), for some
ai,bi ∈ N
s. Then IT = (t
(q−1)a1 − t(q−1)b1 , . . . , t(q−1)ar − t(q−1)br).
Proof. Let J = (t(q−1)a1 − t(q−1)b1 , . . . , t(q−1)ar − t(q−1)br). Since (q − 1)ai − (q − 1)bi ∈ L, the
inclusion J ⊂ IT is clear. Conversely, let t
a − tb ∈ IT. Then there exist c
+, c− ∈ Ns such that
c+ − c− ∈ L♭ and a− b = (q − 1)(c+ − c−). Since tc
+
− tc
−
∈ IL♭ there exist hi ∈ K[t1, . . . , ts]
such that tc
+
− tc
−
=
∑r
j=1(t
aj − tbj )hj . Substituting in this equality t
q−1
i for ti, for every
i = 1, . . . , s, we deduce that ta − tb ∈ J . Hence IT ⊂ J . 
Remark 2.12. In [15], Herzog shows that if the condition
(2.5) lcm(gcd {w1, . . . , wi−1} , wi) ∈ 〈w1, . . . , wi−1〉
is satisfied, for every i = 2, . . . , s, then IL♭ is generated by the binomials t
ci
i −
∏i−1
j=1 t
rij
j , where,
for i = 2, . . . , s, ci = gcd {w1, . . . , wi−1} / gcd {w1, . . . , wi}, and rij ∈ N are nonnegative integers
such that lcm(gcd {w1, . . . , wi−1} , wi) = ciwi =
∑i−1
j=1 rijwj. In particular, in this situation, IL♭ is
a complete intersection and, by Lemma 2.11, IT is also a complete intersection. It can be checked
that (2.5) is satisfied for s = 2 or if w1 = 1 or 2. The case when wi = 1, for all i = 1, . . . , s,
is worth highlighting, for these wi (2.4) is an equality. If s = 3 then (2.5) is also a necessary
condition for IL♭ to be a complete intersection (cf. [15, Theorem 3.10]). This condition is no
longer necessary when s = 4; it can be shown (cf. [9, Example 3.9]) that if w = (20, 30, 33, 44)
then IL♭ is a complete intersection, despite the fact that no ordering of 20, 30, 22, 44 satisfies
(2.5). A recursive method for deciding whether, for a given w, the ideal IL♭ is a complete
intersection is given by Delorme in [6].
3. Weighted projective Reed–Muller codes
Definition 3.1. Let X ⊂ P(w1, . . . , ws) and set m = |X|. Fix x1, . . . , xm ∈ K
s systems of
homogeneous coordinates for the points of X . Given d ≥ 0, let evd : K[t1, . . . , ts]d → K
m be the
map defined by f 7→ (f(x1), . . . , f(xm)) for all f ∈ K[t1, . . . , ts]d. The image of evd, denoted
by CX(d), is called the weighted projective Reed–Muller code over X (or, if the context is clear,
simply the code over X) of order d.
Remark 3.2. Let x′1, . . . , x
′
m be a different choice of homogeneous coordinates of the points
of X . Denote by ev′d the corresponding evaluation map. Then, there exist λ1, . . . , λm ∈ K
∗
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such that ev′d(K[t1, . . . , ts]d) is the image of evd(K[t1, . . . , ts]d) by the linear map defined by
(y1, . . . , ym) 7→ (λ1y1, . . . , λmym), for every (y1, . . . , ym) ∈ K
m. I.e., the 2 codes are equivalent.
Definition 3.3. The basic parameters of a linear code 0 6= C ⊂ Km are the length, the dimension
and the minimum distance. The length is m, the dimension of the ambient vector space; the
dimension is its dimension as a vector space and the minimum distance, that is denoted by δC ,
is given by min {‖x‖ : x ∈ C \ 0} where ‖x‖ is the Hamming weight of x, i.e., the number of
nonzero components of x. A code is said maximum distance separable if the singleton bound :
δC ≤ length(C)− dimK C + 1,
which is always satisfied for a linear code, is an equality.
Remark 3.4. If C = CX(d) is a weighted projective Reed–Muller code over X ⊂ P(w1, . . . , ws)
of order d, the length is equal to |X| (thus is independent of d) and the minimum distance can
be computed as m minus the maximum number of zeros a homogeneous polynomial of degree
d can attain on X without belonging to IX . Maximum distance separable codes are codes that,
for their length and dimension, maximize minimum distance, in other words, have maximum
error-correcting capability.
In this work we shall focus on the codes over X = T(w1, . . . , ws). We abbreviate the notation
for the codes to CT(d) and for their minimum distance to δT(d).
Proposition 3.5. The length of CT(d) is (q − 1)
s−1.
Proof. The length of CT(d) coincides with the cardinality of the set of K-points of X . Since this
set can be seen as the quotient (K∗)s/K∗ by the induced action of K∗, all we need to check is
that the orbits have cardinality q − 1. Assume that
λ(x1, . . . , xs) = µ(x1, . . . , xs)
for some λ, µ ∈ K∗. Then λwixi = µ
wixi ⇐⇒ (λ/µ)
wi = 1, hence ord(λ/µ) divides wi, for all
i. Since, by assumption, gcd {a1, . . . , as} = 1 we deduce that λ = µ. 
Let M be a finitely generated graded K[t1, . . . , ts]-module. The Hilbert function of M is the
function ϕM : Z→ Z defined by ϕM(d) = dimK Md. This function is quasi-polynomial of degree
dimM − 1, i.e., there exist a positive integer g (the period) and P0, . . . , Pg−1, polynomials of
same leading term and of degree dimM − 1, such that, for d≫ 0, ϕM(d) = Pi(d), where d ≡ i
(mod g) (cf. Serre’s Theorem [2, Theorem 4.4.3]).
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Definition 3.6. The index of regularity of M is the least r ≥ 0 such that for d ≥ r,
d ≡ i (mod g) =⇒ ϕM(d) = Pi(d).
The Hilbert series ofM is given by HM(t) =
∑
∞
d=0 ϕM(d)t
d. HM(t) is a rational function (cf. [30,
Proposition 4.1.3] or [2, Proposition 4.4.1]) and its degree is called the a-invariant of M . By
Serre’s theorem the index of regularity of M is equal to degHM(t) + 1.
When M = K[t1, . . . , ts]/IT, we abbreviate the notation for its Hilbert function and Hilbert
series to ϕT and HT(T ), respectively. We remark that dimK CT(d) = ϕT(d). Further, since
IT is 1-dimensional, ϕT becomes constant, equal to m = (q − 1)
s−1, the number of points of
T(w1, . . . , ws), for d greater than or equal to the index of regularity of K[t1, . . . , ts]/IT. For such
d, CX(d) is a trivial code.
Remark 3.7. If one of the weights is equal to 1, say w1 = 1, then multiplication by t1 induces
a monomorphism CT(d) →֒ CX(d + 1). Moreover, one can also check that δT(d) ≥ δT(d + 1).
In the standard case (i.e. when all wi = 1), for d up to the index of regularity minus 1, the
inclusion is proper and the inequality is strict, implying that dimK CX(d) is strictly increasing
and δCX(d) is strictly decreasing.
Let G := N \Q denote the set of gaps of the numerical semigoup Q and denote by gQ := maxG
the Frobenius number of Q.
Theorem 3.8. The Hilbert series of K[t1, . . . , ts]/IT is given by
(3.1) HT(t) =
(
1
1−tq−1
−
∑
a∈G t
a(q−1)
)∏s
i=1(1− t
wi(q−1))∏s
i=1(1− t
wi)
·
Proof. Let M = K[t1, . . . , ts]/IL♭ . By Lemma 2.10, M ≃ K[Q], hence
(3.2) HM =
∑
a∈Q t
a = 1
1−t
−
∑
a∈G t
a =
(
1
1−t
−
∑
a∈G t
a
)∏s
i=1(1− t
wi)∏s
i=1(1− t
wi)
·
Notice that, since (1− tw1)/(1− t) is a polynomial, the numerator of (3.2) is a polynomial. Let
IL♭ = (t
a1 − tb1 , . . . , tar − tbr), for some ai,bi ∈ N
s. Then, by Lemma 2.11,
IT = (t
(q−1)a1 − t(q−1)b1 , . . . , t(q−1)ar − t(q−1)br)
and by [20, Lemma 3.7] we get (3.1). 
Corollary 3.9. The index of regularity of K[t1, . . . , ts]/IT is (q − 2)
(∑s
i=1wi + gQ
)
+ gQ + 1.
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Example 3.10. Suppose K = GF(4), X = T(3, 4, 5) and consider the corresponding family of
codes CT(d). By Proposition 3.5 these are codes of length 9. Using [13], we can check that the
ideal IT is minimally generated by the binomials t
6
2 + t
3
1t
3
3, t
9
1 + t
3
2t
3
3, t
6
1t
3
2 + t
6
3 and thus is not a
complete intersection. From Theorem 3.8,
HT(t) =
1− t24 − t27 − t30 + t39 + t42
(1− t5)(1− t4)(1− t3)
·
Hence the index of regularity of K[t1, . . . , ts]/IT is 42 − 12 + 1 = 31. This number can also be
computed using Corollary 3.9.
Table 1. Parameters of CT(d), with w = (3, 4, 5) and K = GF(4)
d 0 1 2 3 4 5 6 7 8 9 10 11 12 13
dim 1 0 0 1 1 1 1 1 2 2 2 2 3 3
δ 9 – – 9 9 9 9 9 6 6 6 6 6 6
14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
3 4 4 4 5 5 6 6 6 7 7 8 8 7 9 9 8
6 3 3 4 3 3 3 3 3 2 2 2 2 2 1 1 2
Table 1 shows the dimension and minimum distance of CT(d), for d = 0, . . . , 30, computed
using [13]. One feature to bear in mind is that, unlike standard projective Reed–Muller codes,
dimK CT(d) is not strictly increasing and δT(d) is not strictly decreasing. Nevertheless, this
family of codes is not necessarily redundant. For example, the two 4-dimensional codes with
equal minimum distance (d = 15 and 16) are not equivalent. Indeed, these codes have generating
matrices in standard form (I4|A) and (I4|B) where A,B ∈ M4×5GF(4) are given by:

1 1 0 0 0
0 0 1 1 0
1 α α α + 1 α+ 1
1 α α α + 1 α

 and


α + 1 α + 1 α + 1 1 1
0 0 1 0 1
α α + 1 α + 1 1 1
0 1 0 1 0

 .
4. Codes over T(w1, w2)
In this section we study the weighted projective Reed–Muller codes over a 1-dimensional torus
T(w1, w2). In this case IT is always a complete intersection (cf. Remark 2.12):
IT =
(
t
(q−1)w2
1 − t
(q−1)w1
2
)
.
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By a classical result of Sylvester, the Frobenius number of Q = 〈w1, w2〉 is gQ = w1w2−w1−w2.
According to Corollary 3.9, the index of regularity of K[t1, . . . , ts]/IT is (q−1)w1w2−w1−w2+1.
Hence, we restrict to the range 1 ≤ d ≤ (q − 1)w1w1 − w1 − w2. We will show below in
Corollary 4.5 that all weighted projective Reed–Muller codes over a 1-dimensional (weighted)
torus are maximum distance separable codes.
Given a semigroup Q ⊂ N, let us denote by χQ : N→ {0, 1} the characteristic function of Q ⊂ N,
i.e., the function given by χQ(d) = 1 if and only if d ∈ Q and χQ(d) = 0 otherwise. We use this
function for the semigroup Q = 〈w1, w2〉 only; to ease notation we will write simply χ.
Proposition 4.1. Let 0 ≤ d ≤ w1w2(q − 1)− w1 − w2. Write d = kw1w2 + l, where k ≥ 0 and
0 ≤ l < w1w2. Then, dimK CT(d) = k + χ(l).
Proof. The Hilbert series of IT is
HT(t) =
1− t(q−1)w1w2
(1− tw1)(1− tw2)
=
(
1 + tw1 + · · ·+ t(q−1)w1w2−w1
)(
1 + tw2 + t2w2 + · · ·
)
.
Hence, the dimension of CT(d) coincides with the coefficient of the monomial in t
d on the right
hand side of the above equation. Suppose that a, b ∈ N are such that d = aw1 + bw2. Then
aw1 ≤ aw1 + bw2 < (q − 1)w1w2 implies that a ≤ (q − 1)w2 − 1. Hence the coefficient of t
d on
the right hand side of the equation, is the number of pairs (a, b) ∈ N2 such that d = aw1 + bw2,
or, in the context of numerical semigroups, the number of factorizations of d in Q = 〈w1, w2〉.
Let us compute this number. Since gQ = w1w2 − w1 − w2, we see that l + (1− χ(l))w1w2 ∈ Q.
Let a, b ∈ N be such that l + (1− χ(l))w1w2 = aw1 + bw2. Then
d = kw1w2 + l = (a+ iw2)w1 + (b+ (k − 1 + χ(l)− i)w1)w2
for i = 0, . . . , k− 1+χ(l), yields k+χ(l) distinct factorizations of d. Consider {aiw1 + biw2}
r
i=1
the set of all factorizations of d. We may assume ar > ar−1 > · · · > a1 ≥ 0. Since the difference
ai − ai−1 must be divisible by w2 we get ar ≥ (r − 1)w2. Therefore
(4.1) d− (r − 1)w1w2 = (ar − (r − 1)w2)w1 + brw2 ∈ Q = 〈w1, w2〉 .
Additionally, (r−1)w1w2 ≤ arw1 ≤ d = kw1w2+ l ≤ kw1w2, hence r ≤ k+1. Now, if r = k+1,
then, by (4.1), l ∈ Q. This shows that r ≤ k + χ(l). 
Let us denote by α ∈ K∗ a choice of generator of the cyclic group K∗. Given a homogeneous
f ∈ K[t1, . . . , ts], we denote by V (f) its set of zeros in P(w1, . . . , ws).
Lemma 4.2. For each 0 ≤ r ≤ q − 2, V (tw21 − α
rtw12 ) ⊂ T(w1, w2) consists of a single point.
Moreover, as r varies in {0, . . . , q − 2}, every point of T(w1, w2) is obtained in this way.
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Proof. Fix a, b ∈ Z such that aw1 + bw2 = 1. Clearly (α
rb, α−ra) ∈ V (tw21 − α
rtw12 ). Suppose
(x1, x2) ∈ T(w1, w2) belongs to V (t
w2
1 − α
rtw12 ), i.e., x
w2
1 = α
rxw12 . Then:
(x1, x2) = (x1(x
−a
1 x
−b
2 )
w1, x2(x
−a
1 x
−b
2 )
w2) = (xbw21 x
−bw1
2 , x
−aw2
1 x
aw1
2 ) = (α
rb, α−ra).
Hence V (tw21 − α
rtw12 ) =
{
(αrb, α−ra)
}
. To show that every point in (x1, x2) ∈ T(w1, w2) is the
zero of one such polynomial it suffices to notice that xw21 /x
w1
2 = α
r, for some 0 ≤ r ≤ q − 2. 
Proposition 4.3. Let f ∈ K[t1, t2] be nonzero, homogeneous of degree d. Write d = kw1w2+ l,
where k ≥ 0 and 0 ≤ l < w1w2. Then |V (f) ∩ T(w1, w2)| ≤ k − 1 + χ(l).
Proof. We argue by induction on k. Suppose that k = 0. Then d < w1w2 and, by an argument
similar to the one used in the proof of Proposition 4.1, we deduce that there is only one factori-
zation of d in Q, hence f is a monomial and thus |V (f) ∩ T(w1, w2)| = 0. Additionally, if k = 0
then l = d ∈ Q and so χ(l) = 1 and the inequality of the statement holds.
Suppose k ≥ 1. Let us write f = gta1t
b
2, for some g ∈ K[t1, t2], such that neither t1 nor t2 divides
g. Let d′ = d − aw1 − bw2, be the degree of g. If d
′ < w1w2 then g = 1. In this situation
V (f) ∩ T(w1, w2) is empty and there is nothing to show. Suppose d
′ ≥ w1w2. Let us write
d′ = k′w1w2 + l
′ for 1 ≤ k′ ≤ k and 0 ≤ l′ < w1w2. If k
′ < k, by induction we get:
(4.2) |V (f) ∩ T(w1, w2)| = |V (g) ∩ T(w1, w2)| ≤ k
′ − 1 + χ(l′) ≤ k − 1 + χ(l).
If k = k′ then l = l′ + aw1 + bw2 and thus χ(l
′) ≤ χ(l). We may assume there exists (x1, x2) ∈
V (f) ∩ T(w1, w2). Let us write g =
∑r
i=0 αit
ai
1 t
bi
2 , with r ≥ 1 and, without loss in generality,
0 = a0 ≤ a1 ≤ · · · ≤ ar. Since w1ai + w2bi = d
′ = w2b0, we deduce that there exist mi ≥ 0 such
that ai = miw2 and bi = b0 −miw1. Hence, we may write in FracK[t1, t2]:
g = tb02
r∑
i=0
αi
(
tw21
tw12
)mi
= tb02 G
(
tw21 /t
w1
2
)
,
where G(z) =
∑r
i=0 αiz
mi ∈ K[z] has degree mr = ar/w2. We see that x
w2
1 /x
w1
2 is a zero of G.
Let 0 ≤ r ≤ q − 2 be such that αr = xw21 /x
w1
1 . Then G(z) = H(z)(z − α
r), for some H ∈ K[z],
of degree ar/w2 − 1. Accordingly, g = t
b0
2 H
(
tw21 /t
w1
2
)(
tw21 /t
w1
2 − α
r
)
. Since
b0 − w1 ≥ w1(ar/w2 − 1) ⇐⇒ b0w2 ≥ w1ar ⇐⇒ d
′ ≥ w1ar,
clearing denominators, we conclude that there exists h ∈ K[t1, t2], homogeneous, such that
g = (tw21 − α
rtw12 )h. Since the degree of h is (k
′ − 1)w1w2 + l
′, by induction and Lemma 4.2
|V (f) ∩ T(w1, w2)| = |V (h) ∩ T(w1, w2)|+ 1 ≤ (k
′ − 1)− 1 + χ(l′) + 1 ≤ k − 1 + χ(l). 
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We now address the computation of the minimum distance of the weighted projective Reed–
Muller codes over a weighted torus. Recall that the minimum distance is defined for a nonzero
code. For this, the assumption that d ∈ Q, equivalent to dimK CT(d) 6= 0, is necessary in the
statement of the theorem.
Theorem 4.4. If 0 ≤ d ≤ w1w2(q−1)−w1−w2 and d ∈ Q. Write d = kw1w2+l with k ≥ 0 and
0 ≤ l < w1w2. Then the minimum distance of the evaluation code CT(d) is (q−1)−k+1−χ(l).
Proof. Let f ∈ K[t1, t2] be a homogeneous polynomial of degree d. Then, by Proposition 4.3, f
has at most k − 1 + χ(l) zeros on T (w1, w2). Since, by Proposition 3.5, the length of CT(d) is
q − 1 we get δT(d) ≥ (q − 1)− k + 1− χ(l). To prove the reverse inequality, we split the proof
into 2 cases. If χ(l) = 1, let a, b ∈ N be such that l = aw1 + bw2. Then, the polynomial
f = ta1t
b
2
∏k
i=1(t
w2
1 − α
itw12 )
has degree d and, since d ≤ w1w2(q − 1)− w1 − w2 implies that 0 ≤ k ≤ q − 2, by Lemma 4.2,
has exactly k = k − 1 + χ(l) zeros on T(w1, w2). If χ(l) = 0 then, since d = kw1w2 + l ∈ Q we
must have k > 0. Additionally, since d− w1w2(k − 1) ≥ w1w2 > gQ, there exist a, b ∈ N such
that aw1 + bw2 = d−w1w2(k − 1). Then the polynomial f = t
a
1t
b
2
∏k−1
i=1 (t
w2
1 − α
itw12 ) has degree
d and has exactly k − 1 = k − 1 + χ(l) zeros on T(w1, w2). 
Corollary 4.5. The weighted projective Reed–Muller codes CT(d) over a (weighted) torus are
maximum distance separable codes, i.e., for d ∈ Q, δT(d) = (q − 1)− dimCT(d) + 1.
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