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There are several methods to assess the capability of a test suite to detect faults in a po-
tentially wrong system. We explore two methods based on considering some probabilistic
information. In the ﬁrst one, we assume that we are provided with a probabilistic user
model. This is a model denoting the probability that the entity interacting with the system
takes each available choice. In the second one, we suppose that we have a probabilistic
implementer model, that is, a model denoting the probability that the implementer makes
each possible faultwhile constructing the system. We show that both testing scenarios are
strongly related. In particular,we prove that any user can be translated into an implementer
model in such a way that the optimality of tests is preserved, that is, a test suite is optimal
for the user if and only if it is optimal for the resulting implementer. Another translation,
working in the opposite direction, fulﬁlls the reciprocal property. Thus, we conclude that
any test selection criterium designed for one of these testing problems can be used for the
other one, once the model has been properly translated. Besides, the applicability of user
models to other kinds of testing approaches is considered.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Testing is a major issue in any software development project because faults are indeed difﬁcult to predict and ﬁnd in real
systems. In this regard, Formal Testing Techniques (FTT) [14,22,6,25] provide methods for (semi-)automatically selecting test
cases, applying tests to the system under test, or assessing observed responses. By using these techniques, the search for
critical cases becomes amore systematic task, as it depends less on the pure intuition of programmers. Typically, FTTs assume
thatwe are providedwith a speciﬁcation, which deﬁneswhat a system should and/or should not do. In this case, the objective
of testing is interacting with the implementation under test (IUT) to check if it behaves as required by the speciﬁcation.
If we ﬁnd any forbidden behaviorwhile testing the IUT thenwe know that the system is incorrect. However, this argument
does not hold the other way around in general: Not ﬁnding any faults after applying some tests does not imply that the IUT is
correct, because the number of critical cases to be considered is typically inﬁnite. Since it is not feasible to apply an inﬁnite
number of tests, we could conclude that any practical testing procedure provides null knowledge about the IUT: If only a
ﬁnite set of cases, out of an inﬁnite set of critical cases, can be tested, then the proportion of studied cases over all required
cases is 0.
 This paper represents an extended and revised version of [1]. In addition, some results of previous works [15,16] are brieﬂy introduced. Research
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This is the reasonwhy testers use to constrain the testing problem in several ways. For instance, wemay decide not to test
all required cases but to focus on testing only some speciﬁc functionalities, i.e. we only consider some test purposes [24,7],
or we may focus on checking speciﬁc properties (e.g., invariants [3]) . We may also assume some hypotheses about the IUT.
If we reduce the number of possible wrong behaviors that could actually exist in the IUT, then the number of cases to be
tested is reduced. In some cases, assuming hypotheses may enable the existence of ﬁnite complete test suites, that is, ﬁnite
sets of tests such that if the IUT passes all of them then the IUT is necessarily correct [8,9,17,14]. For example, if we assume
that the IUT can be modelled with a deterministic ﬁnite state machine with less than n states (for some known n ∈ IN) then
we know that there exists a ﬁnite complete test suite. Other combinations of assumptions enable ﬁnite complete testing as
well [21,11,25].
Alternatively, we could consider that we are provided with some information that does not concern properties of the
IUT itself. In particular, let us assume that we are provided with a probabilistic model of the user that will interact with
the IUT. This model deﬁnes the probability that the external environment (e.g., a human user, another system, a medium,
etc.) takes each available choice at each time. Let A be a ﬁnite set of ways to interact with the IUT and let us suppose that,
according to the user model, the probability that the user interacts with the IUT according to any behavior belonging to A
is p. If we test all behaviors given in A and the IUT passes all of them, then the probability that the user interacts with the
IUT and ﬁnds an error is at most 1 − p (we say at most because non tested behaviors could be correct indeed). That is, after
applying a ﬁnite set of tests (out of an inﬁnite set of required tests) the proportion of the system that has been checked is, in
probabilistic terms, higher than 0. Moreover, being provided with a probabilistic user model allows to assess the suitability of
a ﬁnite set of tests. Let us consider that the size of a test suite is the sum of inputs applied by all tests in the set. A test suite
is optimal for a given size n if its size is lower than or equal to n and, if the implementation passes all the tests in the set,
then the probability that the user interacts with the IUT and observes a fault is minimal (compared with all other suites of
that size). This idea is presented in detail in [15,16]. In these works, not only user models are deﬁned in probabilistic terms,
but also speciﬁcations and implementations use probabilities to quantify the likelihood of their non-deterministic choices.
In [15], the user model itself is considered a random test generator, i.e., test sequences are randomly generated according to
the probabilistic behavior deﬁned by the user model. A similar strategy is adopted by [19] in the context of ConcurTask-Trees
(CTT) [20]. In particular, [19] adapts the testing approach proposed in [18,5] to a context where task trees are used to describe
the interaction between an application and a user. A probabilistic ﬁnite statemachines is extracted from a given task tree, and
this machine is simulated to randomly extract test sequences according to the probabilities exposed by the user. Contrarily
to these approaches, in [16] speciﬁc test sequences are extracted from the user model on purpose (i.e., not randomly), which
enhances the probabilistic coverage of selected tests. Besides, the probabilistic behavior of the IUT for each input sequence
is individually assessed in terms of (a) the probabilistic weight of the sequence for the user and (b) the length of the sequence.
Another possibility to constrain the cases that must be tested is using a fault model, i.e. a model denoting which IUT
behaviors could be wrong indeed [23,22]. If we are provided with such a model then tests only need to check those
conﬁgurations marked as potentially faulty by the model. Alternatively, let us consider a model of the implementer itself,
instead of a model of the implementation. We consider that an implementer is an abstract entity that tries to copy the
structure deﬁned by the speciﬁcation and, at each step, it may copy it correctly or wrongly. Moreover, we may consider that
implementer errors are probabilistically deﬁned. That is, given the previous activities of the implementer, an implementer
model deﬁnes the probability that a given part of the IUT will be wrongly constructed. Let us suppose that both speciﬁca-
tions and implementations are deﬁned as ﬁnite state machines (FSMs). Then, the implementer builds the FSM denoting the
implementation by copying step by step each transition of the speciﬁcation. Depending on the implementer state and the
transition the implementer is trying to copy, the implementer has a different probability to copy it wrongly (i.e., to put a
wrong output in the transition or to connect it to a wrong destination).
As in the case where we assume the existence of a probabilistic user model, being provided with a probabilistic imple-
menter model allows to assess the suitability of a ﬁnite set of tests. The optimal test suite of a given size is the set of tests
such that, if the implementation passes all tests in the set, then the probability that the IUT is incorrect is the minimal one
(for that size). Putting this idea the other way around, we prefer those tests that have the highest probability to ﬁnd a fault
when applied to the IUT.
In this paper we present a formal comparison of both probabilistic testing frameworks, that is, the framework where we
are providedwith a user model and the frameworkwhere we assume the existence of an implementer model. After formally
introducing both models and deﬁning what an optimal test suite is in each case, we show that both models are strongly
related indeed. In particular, we see that the problem of ﬁnding an optimal test suite in one framework can be reduced to
the problem of ﬁnding the optimal suite in the other one. In order to show this, we present a formal translation algorithm
such that, given a user model and a speciﬁcation, it constructs an implementer model in such a way that the preference for
test suites in the user model is preserved in the resulting implementer model (that is, if the test suite 1 provides better
coverage than 2 for the considered user model, then it is also so for the derived implementer model). Conversely, another
translation function performs the opposite translation in such a way that the reciprocal property holds. We conclude that
any strategy designed for ﬁnding good test suites in one of the considered testing cases (that is, either being provided with
a user model or having an implementer model) can be used to ﬁnd good test suites in the other problem, once this problem
is properly translated into the other one. This result improves our understanding about both probabilistic testing problems.
Moreover, beyond these particular problems, this transformation illustrates the fact that testing problems can be reduced
into other testing problems (even if both problems are not trivially related, as in this case), which provides a way to export
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our knowledge about how to solve some testing problems to solve another problems. After studying the transformation
from each model into the other, we compare the user model testing approach considered in this paper with our previous
approaches [15,16], where not only user models are probabilistically deﬁned, but also speciﬁcations and implementations
are denoted by probabilistic machines. Besides, alternative implementer model are considered as well.
The rest of the paper is structured as follows. In the next section we present a common framework for representing user
models and implementermodels.We describe the peculiarities of bothmodels in subsequent sections: In Section 3we study
user models, and implementer models are considered in Section 4. Both models are related in Section 5. In particular, we
show how to transform a user model into an implementer model and viceversa. Alternative approaches for deﬁning the user
and the implementer models are discussed in Section 6. Finally, in Section 7 we present our conclusions and some lines of
future work.
2. Preliminaries
In this section we introduce some notation that will be used in next sections. We will use two formalisms: ﬁnite state
machines and probabilistic extendedmachines. The formerwill be used to represent speciﬁcations and implementationswhile
the later will be used to represent user and implementer models.
2.1. Finite state machines
As usual in formal testing approaches, we assume that both speciﬁcations and implementations can be represented by
the same formalism. In particular, we consider ﬁnite state machines. On one hand, we will assume that implementations are
input enabled, that is, at any IUT state, the IUT must produce an answer for all inputs. On the other hand, the speciﬁcation
can leave the behavior of some inputs undeﬁned at some states.
Deﬁnition 1. A ﬁnite state machine (FSM) is a tuple (S, s0, I,O, T) where
• S is a ﬁnite set of states and s0 ∈ S is the initial state.
• I and O, with I ∩ O =∅, are the ﬁnite sets of input and output actions, respectively.
• T ⊆ S × S × I × O is the set of transitions. A transition t ∈ T is a tuple (s1, s2, i, o) where s1 is the origin state, s2 is the
destination state, i is the input that triggers the transition, and o is the output produced by the transition. We write
s1
i/o−−→ s2 as a shorthand of (s1, s2, i, o) ∈ T .
An FSM is deterministic if for all state s and input i there exists at most one transition s
i/o−−→ s′.
We say that an FSM (S, s0, I,O,V , T) is input enabled if for all state s ∈ S and i ∈ I there exists a transition s i/o−−→ s′.
We will assume that implementations are deﬁned by deterministic input enabled ﬁnite state machines.
Example 1. Weuse an FSM to deﬁne a communication protocol between an application and a databasemanager. This simple
protocol allows theapplication toaccess thedatabasemanager system, toquery thedatabase, to changevalues in thedatabase,
to change the administrator mode, and to change the target database. This FSM speciﬁcation will be used along the paper as
running example to illustrate other notions. In particular, we will present a user model and an implementer model for this
speciﬁcation.Moreover,wewill automaticallyderivean implementermodel andausermodel fromthesemodels, respectively.
Only the most illustrative details of this example will be presented in this paper (the complete example can be found in [2]).
Fig. 1 represents our FSM, which will be called QDBS. Following Deﬁnition 1, this FSM can be represented by a tuple
QDBS = (S, s0, I,O, T) where the states are S = {s1, . . . , s7}, the set of inputs is
I =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
login_event, input_unk, error_passw,
input_login, select_query, select_modify, select_admin,
select_change_db, input_discon, in_query,
error_query, input_row, error_row,
change_permis, discon_table, input_db_name
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
and the outputs set is
O =
⎧⎨
⎩
query_login, not_reg, passw_error,
options, row_add, error_row_add, welcome, query,
query_result, query_error, modify, result, admin, db
⎫⎬
⎭
Finally, the initial state is s1.
The behavior of the implementations is captured by traces. Traces collect the outputs obtained after sending some inputs
to the implementation.
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Fig. 1. The query database system protocol: QDBS.
Deﬁnition 2. A trace is a possibly empty sequence t = 〈i1/o1, . . . , in/on〉with n ≥ 0, where each il is an input action and each
ok is an output action. If n = 0 then we have the empty trace 〈 〉.
Let F = (S, s0, I,O, T) be an FSM.We say that t = 〈i1/o1, . . . , in/on〉 is a trace of F if there is a sequence of transitions starting
at s0 such that
s0
i1/o1−−−→ s1 i2/o2−−−→ s2 . . . sn−1 in/on−−−→ sn
We denote by tr(F) the set of all traces of F .
Example 2. Let us revisit machine QDBS given in Example 1. For instance, the following traces belong to tr(QDBS):
〈login_event/query_login, input_unk/not_reg,
login_event/query_login〉
〈login_event/query_login, input_login/options, select_query/query〉
A speciﬁcation denotes the required implementation behavior. We present our conformance relation between imple-
mentations and speciﬁcations. Usually this relation requires that, for all sequences of inputs considered in the speciﬁcation,
the implementation does not produce a sequence of outputs that is not allowed by the speciﬁcation [26–28]. In particular,
the implementation has the freedom of producing any output for inputs not considered in the speciﬁcation. Since we are
considering only deterministic implementations and speciﬁcations, and implementations are input enabled, this relation is
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equivalent to require that the set of traces of the speciﬁcation is included in the set of traces of the implementation. In the
next deﬁnition, S and I play the role of the speciﬁcation and the implementation, respectively.
Deﬁnition 3. Let S and I be FSMs. We say that I conforms to S, denoted by Iconf S, if tr(S) ⊆ tr(I).
2.2. Probabilistic extended machines
Next, wewill present the formalismused to represent user and implementermodels. A usermodel describes the behavior
of a typicaluserof thesystem,whilean implementermodeldeﬁnes the likelihoodofeachpossible fault in the implementation.
At each user state, a function quantiﬁes the probability that the next transition taken by the user is labelled with that
input. Moreover, for each user state the sum of the probabilities of all the inputs must be less than (or equal to) 1; the
remainder up to 1 represents the probability that the user stops its interaction with the implementation at that state. We
also use a function to assign probabilities to inputs at each implementer state. For each input, the returned value denotes the
probability that the implementer creates a wrong transition when it tries to copy the (only) speciﬁcation transition labelled
with that input. In particular, the returned value indicates the probability that the transition produces an output that is
not the one expected by the speciﬁcation. For the sake of simplicity, in this paper we assume that implementer mistakes
always consist in labelling transitions with wrong outputs, i.e. the implementer can produce output faults. The possibility of
denoting state faults, i.e. putting the correct output but connecting the transition to a wrong destination, will be discussed
in Section 6.2.
In order to include probabilistic information in user and implementer models, we introduce variables in bothmodels. The
probabilistic choices of both models (i.e., choosing the next input and making a faulty transition, respectively) depend on
the current state and the current values of variables. In this way, more complex probabilistic behaviors can be described in
both cases.
Deﬁnition 4. Let V be a set of variables. A valuation of V is a function ρ : V 
→ Val that returns the current value of each
variable. We denote by Val(V) the set of all valuations of V .
A Probabilistic Extended Machine (PEM) is a tuple Q = (S, s0, I,O,V , ρo, F , T) where
• S is the ﬁnite set of states and s0 ∈ S is the initial state.
• I and O, with I ∩ O =∅, are the ﬁnite sets of input and output actions, respectively.
• V is a set of variables and ρ0 ∈ Val(V) is the initial valuation.
• F = {fs|s ∈ S} is a set of probabilistic functions. For all state s ∈ S, fs is a function fs : I × Val(V) 
→ [0, 1].
• T ⊆ C × I × O × C is the set of transitions, where we have C = S × Val(V). We assume that Q is deterministically observ-
able, that is, there do not exist in T two transitions ((s, ρ), i, o1, (s1, ρ1)), ((s, ρ), i, o2, (s2, ρ2)) ∈ T with o1 = o2 and either
s1 /= s2 or ρ1 /= ρ2. We write (s1, ρ1) i/o−−→ (s2, ρ2) to indicate ((s1, ρ1), i, o, (s2, ρ2)) ∈ T .
A conﬁguration of Q is any element belonging to C. We say that (s0, ρo) ∈ C is the initial conﬁguration of Q . If (s, ρ) is a
conﬁguration then the sum of the probabilities of the outgoing inputs from (s, ρ), denoted by sumin(Q , s, ρ), is given by the
expression
sumin(Q , s, ρ) =
∑
i∈I
fs(i, ρ).
Adopting the usual extended ﬁnite statemachines (EFSMs) notation to denote PEM transitions is straightforward. Typically,
each EFSM transition includes a guard Q over the variables (which must hold to trigger the transition) and a transformation
function Z (denoting how variable values change after taking the transition). We may adopt this alternative notation by
writing s
i/o,Q ,Z−−−−−→ s′, where for all ρ ∈ Val(V) we have Q (ρ) = true iff there exists ρ′ with (s, ρ) i/o−−→ (s′, ρ′) ∈ T , and Z(ρ) = ρ′
if there exists such a transition in T (and Z(ρ) is irrelevant otherwise).
3. User model
In this section we elaborate on the notion of user models. A user model denotes the probability that a user chooses each
input in each situation. We will use a particular class of PEM to represent user models. The ﬁrst peculiarity is that the user
must be output enabled, that is, if the user gives an input to a system then it must accept the output given by the system.
Besides, the interaction of a user with an implementation ends whenever the user decides to stop it. Consequently, models
denoting users must represent this event as well. Given a PEM representing a user model, wewill require that the sum of the
probabilities of all inputs associated to a state is lower than (or equal to) 1. The remainder up to 1 represents the probability
of stopping the interaction at this state.
Deﬁnition 5. A user model is a PEM U = (S, s0, I,O,V , ρo, F , T) satisfying the following properties:
• It is output enabled: for each (s, ρ) and each input action i ∈ I, if there exists a transition (s, ρ) i/o−−→ (s1, ρ1) then for all
o′ ∈ O there exists a transition (s, ρ) i/o′−−−→ (s′, ρ′).
• For all conﬁguration (s, ρ) we have sumin(U, s, ρ) ≤ 1.
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t
Fig. 2. The user model DBU.
We deﬁne the probability that U stops at conﬁguration (s, ρ), denoted by s(U, s, ρ), as the complementary of the above sum,
that is s(U, s, ρ) = 1 − sumin(U, s, ρ).
Example 3. We present a user model DBU that represents a typical user interacting with an implementation of our speci-
ﬁcation QDBS. The model is depicted in Fig. 2. The set of input and output actions are the same as in the speciﬁcation QDBS
given in Example 1. The set of states of the model is S = {s1, s2, s3, s4} where s1 is the initial state. There are four variables
{v0, v1, v2, v3} in the model; we denote a valuation ρ by a list of values [x0, x1, x2, x3] where ρ(vi) = xi. As it is usual in lists,
the ith (0 ≤ i ≤ 3) element of the list is denoted by ρ[i]. We will use the variables to express the following properties in the
system:
• ρ[0] represents if the user is logged (a non zero value) or not (zero value).
• ρ[1] represents the desire of the user to to add new rows to the database. The larger is this value, the greater is the
desire.
• ρ[2] represents the anger of the user with the system due to non satisfactory interaction. The higher is this value, the
angrier is the user with the system; thus the probability of the user to close the session is higher.
• ρ[3] represents the desire of the user to execute a database query in the system. As in ρ[1], the larger is this value the
greater is the desire.
The initial valuation is
[
0, 1
3
, 0.4, 2
3
]
. In order to describe the transitions, we use a simple notation: if ρ and ρ′ are valuations,
then ρ + ρ′ denotes the valuation
[
ρ[0] + ρ′[0], ρ[1] + ρ′[1], ρ[2] + ρ′[2], ρ[3] + ρ′[3]
]
. In addition to the transitions appearing
the Fig. 2, we need more transitions in order to make the model output enabled: the transitions marked with. These kind
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of transitions have always the same form: for any input appearing in the previous transitions and any output not appearing
in them, we add a new transition leading to the same state. For instance, the set of transitions corresponding to the state
s1 is the following:
tDBU
11 =
{
(s1, ρ)
login_event/o−−−−−−−−−−−→ (s1, ρ + [0, 0, 110 , 0])
∣∣∣∣ o /= query_login
}
Finally, the probabilistic functions f DBUs (s ∈ {s1, s2, s3, s4, s5}) (also depicted in Fig. 2) have been deﬁned in such a way that
the condition given in Deﬁnition 5 is preserved.
Let us note that this model does not use all the functionalities deﬁned in the QDBS speciﬁcation. On the contrary, it just
focuses on adding rows to the database and in making queries. In this way, we can assess whether the implementation
conforms to the speciﬁcation for a particular kind of users.
Next we identify the probabilistic traces of user models.
Deﬁnition 6. Let I be a set of input actions and O be a set of output actions. A probabilistic trace is a sequence 〈(i1/o1, p1),
(i2/o2, p2), . . . , (in/on, pn)〉 where n ≥ 0, and for all 0 ≤ k ≤ nwe have ik ∈ I, ok ∈ O, and pk ∈ [0, 1].
Let U be a user model and σ = 〈(i1/o1, p1), (i2/o2, p2), . . . , (in/on, pn)〉 be a probabilistic trace. We say that σ is a trace of U,
denoted by σ ∈ ptr(U), if there is a sequence of transitions of U
(s0, ρ0)
i1/o1−−−→ (s1, ρ1) i2/o2−−−→ (s2, ρ2)· · · in/on−−−→ (sn, ρn)
and for all 1≤k≤nwehave pk = fsk−1 (ik , ρk−1).Wedeﬁne the stopping probability of U after σ as s(U, σ)=1 −
∑{fsn (i, ρn) | i ∈ I}.
We denote the complete probability of σ as prob (U, σ) =
(∏
1≤j≤n pj
)
· s(U, σ).
Example 4. Next we show some traces of the DBU model:
• σ1 = 〈(login_event/query_login, 0.776)〉. Theprobabilityvalue0.776 isdue to0.776 = f DBUs1
(
login_event,
[
0, 1
3
, 0.4, 2
3
])
.
• σ2 = 〈 (login_event/query_login, 0.776), (input_login/options, 0.16),
(select_query/query, 0.065), (in_query/query_result, 0.272)〉
where the values appearing in the trace are computed from the probabilistic functions as follows:
0.776 = f DBUs1
(
login_event,
[
0, 1
3
, 0.4, 2
3
])
0.16 = f DBUs2
(
input_login,
[
1, 1
3
, 0.4, 2
3
])
0.065 = f DBUs3
(
select_query,
[
1, 1
3
, 0.4, 2
3
])
0.272 = f DBUs4
(
in_query,
[
1, 1
6
, 0.4, 2
3
])
The next deﬁnition characterizes the traces we can observe if a user model and an FSM (representing a speciﬁcation or
an implementation) interact with each other. These traces are the result of the inputs chosen by the user model according to
its probabilities and the corresponding responses given by the FSM. In fact, both interacting systems guide each other: Since
user model transitions are labelled by both an input and an output, the new state of the user model depends not only on its
own probabilistic selection of the input, but also on the output answered by the system. Let us note that the response of an
FSM to the inputs received from the user is unique because we assume that FSMs are deterministic.
Deﬁnition 7. Let I be a deterministic FSM, U be a user model, and σ = 〈(i1/o1, p1), . . . , (in/on, pn)〉. We say that σ is a
probabilistic trace of the parallel composition of I and U, written σ ∈ ptr(I ‖ U), if σ ∈ ptr(U) and 〈i1/o1, . . . , in/on〉 ∈ tr(I).
We say that an implementation I conforms to a speciﬁcation S with respect a user model U, written Iconf US, if ptr(S ‖ U) ⊆
ptr(I ‖ U).
Checking the conformance relation proposed in Deﬁnition 7 is virtually impossible because the set of traces to be con-
sidered is inﬁnite in general. However, if we test only a ﬁnite set of input sequences then we can calculate the proportion
of possible interactions between the user and the implementation we are checking. In terms of number of interactions, this
proportion is 0 because we are considering a ﬁnite number of cases out of an inﬁnite set of possibilities. However, the
probability that the user interacts with the implementation and performs one of the traces considered in a given ﬁnite set of
cases is not 0 in general. Thus, we may use this value as a coverage measure of a ﬁnite set of test cases. In testing terms, we
test the IUT by offering it some sequences of inputs that could be offered by the user model. In fact, a test 〈i1, i2, . . . , in〉 can
simulate the following behaviors of a user: the user decides to stop at its initial state without offering any input; the user
chooses to execute input i1, receives an output and then stops; the user chooses to execute input i1, receives an output, then
chooses to executes i2, receives an output and then stops; and so on. Thus, the coverage of that test is the sum of all these
independent behaviors. If we have a set of tests then its coverage is the coverage of all tests. However, we must take into
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account that if two tests share a common preﬁx then the probability of this preﬁx must not be accounted once: Since FSMs
are deterministic, testing a given sequence of inputs a second time does not provide any new information.
Deﬁnition 8. An input trace is a sequence of input actions α = 〈i1, . . . , in〉 where n ≥ 0. If α′ is a preﬁx of α then we denote
it by α′ ≤ α.
Let F be a deterministic FSM and U a model user. We say that an input trace α = 〈i1, . . . , in〉 is an input trace of the
parallel composition of F andU, denoted by α ∈ itr(F ‖ U), if there exists a probabilistic trace σ = 〈(i1/o1, p1), . . . , (in/on, pn)〉 ∈
ptr(F ‖ U). In this case, we say that σ is the output completion of α under U in F , and we denote it by comp (U, F ,α) = σ .
The test denoted by a sequence of inputs is the set of sequences denoted by this sequence and all of its preﬁxes. Formally,
tu(α) = {α′ | α′ ≤ α}.
The preﬁx-closed coverage of a set of input sequences  is deﬁned as:
cF‖U() =
∑
α∈⋃α′∈ tu(α′) prob (U, comp (U, F ,α))
Proposition 1. Let α and α′ be two input traces, let α′′ be the longest common preﬁx of α and α′, and let U be a user model. Then
cF‖U(tu(α) ∪ tu(α′)) = cF‖U(tu(α)) + cF‖U(tu(α′)) − cF‖U(tu(α′′)).
Proof. This is a direct consequence of the property tu(α) ∩ tu(α′) = tu(α′′). 
Let us suppose that S is an FSM denoting a speciﬁcation and  is a set of input sequences. Intuitively, cS‖U() denotes the
proportion of behaviors of S we check if we apply all input sequences of  to the IUT. This proportion is measured in terms
of its probabilistic weight for the user, that is, in terms of the probability the user has to choose any sequence belonging to 
if the IUT produced the outputs required by S (that is, if the IUT worked correctly for those sequences). Hence, if we apply 
to the IUT and the IUT reacts as expected to all sequences, then the probability that the user interacts with the IUT and the
answer is correct is, at least, cS‖U(). On the other hand, if we apply  and the answer is incorrect for at least one sequence
then this coverage is irrelevant, because the IUT is incorrect indeed.
Proposition 2. Let S be a deterministic FSM, U be a user model, and  be a set of input sequences. If  ⊆ itr(S ‖ U) then
0 ≤ cS‖U() ≤ 1.
Proof. This property is a direct consequence of following facts:
• Let (s, ρ) be a conﬁguration of U and let p(s,ρ) be deﬁned as follows:
p(s,ρ) =
∑
{fs(i, ρ) | i ∈ I}.
We have p(s,ρ) ≤ 1.
• For any input trace α = 〈i1, . . . in〉 there exists a probabilistic trace
σ = 〈(i1/o1, p1), (i2/o2, p2), . . . , (in/on, pn)〉 ∈ tr(U).
So, there exists a sequence of transitions
(s0, ρ0)
i1/o1−−−→ (s1, ρ1) · · · in/on ,ρn−−−−−−→ (sn, ρn)
Thus, we have cS‖U(α) = p(s0,ρ0) · p(s1,ρ1) · . . . · p(sn−1,ρn−1) · (1 − p(sn ,ρn)). 
4. Implementer model
In this section we present the model used to represent implementers. An implementer is an abstract entity that tries to
build an implementation that behaves like the speciﬁcation, but it can make mistakes in the process; in particular, it can
create implementation transitions with wrong outputs (other kinds of faults will be considered in Section 6.2). In order to
denote these errors, for each implementer state we annotate each input with a value in the interval [0, 1]; this value denotes
the probability that the implementer makes a mistake when it creates the corresponding implementation transition.
In this paper we do not assume that we know an upper bound of the states of the IUT. In particular, this means that if
we apply a test to the IUT then all traversed IUT states could be different regardless of how long is the test.1 Since we have
no mechanism to check if we reached two times the same state, for any IUT observation we will assume the worst case for
the tester: We will assume that all IUT states we reach are new. That is, despite of the fact that the implementation is an
FSM and thus its number of states is ﬁnite, all IUT states reached by testing will be treated as new because we do not know
1 For instance, let us suppose that we apply the input a one million times in a row and all of these times the output b is observed. We cannot assure that
a loop has been taken in the IUT, so if we apply an additional a then we could observe e.g. c.
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Fig. 3. The implementer model DBI.
that number. According to this assumption, the meaning of a mistake denoted by the implementer is the following: If the
implementer reaches a conﬁguration (s, ρ) after following a trace σ , then mistake probabilities denoted by the implementer
at (s, ρ) deﬁne the probability of constructing incorrectly the transitions outgoing from the state of the implementation s′,
where s′ is the state reached in the implementation after executing σ .2
Given an implementation state s, mistakes denoted by transitions leaving s are notmutually exclusive, that is, there could
exist two or more wrong transitions leaving s. Hence, given an implementer state, the probabilities associated with all
different inputs are not required to add up to 1, as we required for usermodels. However we require that, for all implementer
states and all inputs, there is only one transition leaving the state with that input. Let us note that, when a fault is produced,
an output different to that required by the speciﬁcation is produced. However, the question of which incorrect output is
produced is irrelevant. Hence, we do not need to quantify the probability of producing each wrong output: It is enough to
quantify the probability to produce any undesired output.
Deﬁnition 9. A implementer model is a PEM (S, s0, I,O,V , ρo, F , T) such that
• For any conﬁguration (s, ρ) and any input action i ∈ I we have fs(i, ρ) ≤ 1.
• For a each conﬁguration (s, ρ) and input action i ∈ I, if (s, ρ) i/o1−−−→ (s1, ρ1) and (s, ρ) i/o2−−−→ (s2, ρ2), then o1 = o2, s1 = s2,
and ρ1 = ρ2.
Example 5. Next we introduce an implementer model for the database protocol speciﬁcation QDBS. This model will be
called DBI. The probabilities associated with each transition of this model represent the probability of making each mistake
in that transition. Let us note that this model does not aim at representing a realistic representation of fault probabilities, but
to provide a simple example to illustrate the proposed concepts. In order to deﬁne this toymodel, wewill use three variables.
We use them to represent the skill of a system programmer to perform different kinds of tasks required to build the system.
• ρ[0] denotes the experience of the implementer. A zero value denotes a beginner. Greater values represent more
experienced programmers.
• ρ[1] indicates themotivation to implement this module. For instance, if the module requires some creativity then the
programmer will be motivated and then the risk of making a mistake is lower.
2 Due to the worst case assumption, there is no risk of deﬁning the probability of mistake at a given implementation state inmultiple ways. If two traces
σ and σ ′ lead to the same implementer conﬁguration (s, ρ), then the states reached in the implementation after σ and σ ′ are treated as different.
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Fig. 4. Behavior of f DBIs1 (login_event, ρ) with respect to ρ[0].
• ρ[2] denotes the intrinsic complexity of the module. The more complex is the module, the higher is the probability of
making a mistake.
We consider that this model has the same states S = {s1, . . . s7} as the speciﬁcation QDBS, and transitions are similar. The
differences with respect to the FSM given in Example 1 is that we need to indicate how variables change in transitions, and
we have to deﬁne the probabilistic functions, which must fulﬁll the proposed requirements. Fig. 3 shows the transitions and
the probabilistic functions. The initial valuation of the model is ρ0 = [0.123, 0.5, 0].
In order to illustrate the behavior of one of the proposed probabilistic functions, the value of f DBIs1 (login_event, ρ) with
respect to ρ[0] is depicted in Fig. 4. This function is exponential with respect to −ρ[0]. The Y axis represents the probability
of making a fault in the corresponding transition; this value belongs to [0 . . .1]. The X axis represents the value of ρ[0]. Bigger
values of ρ[0] denote that the experience of the implementer is higher, and thus she has less probability of making an fault.
Next we deﬁne the traces of an implementer model. They include information denoting the probability that the imple-
menter makes each possible mistake during the construction of the corresponding implementation transitions.
Deﬁnition 10. Let Impl be an implementer model. Then, we say that σ = 〈(i1/o1, p1), (i2/o2, p2), . . ., (in/on, pn)〉 is a proba-
bilistic trace of Impl, denoted by t∈ptr(Impl), if there is a sequence of transitions (s0, ρ0) i1/o1−−−→ (s1, ρ1) · · · in/on−−−→ (sn, ρn) such
that for all 1 ≤ k ≤ nwe have pk = fsk−1 (ik , ρk−1).
Example 6. Let I be the implementer deﬁned in Example 5. We present some traces σ1, σ2 from this model.
• σ1 = 〈login_event/query_login, 0.4702〉. Inparticular, the0.4702value isdue to0.4702 = f DBIs1 (login_event, [0.123, 0.5, 0])
• σ2 = 〈(login_event/query_login, 0.4702),
(input_login/options, 0.6065),
(select_admin/admin, 0.3253),
(change_permis/options, 0.2352)〉
where
0.4702 = f DBIs1 (login_event, [0.123, 0.5, 0])
0.6065 = f DBIs2 (input_login, [1.123, 0, 5, 0])
0.3253 = f DBIs3 (select_admin, [1.123, 0, 6, 0.2])
0.2352 = f DBIs6 (change_permis, [1.2353, 3.12, 1.2])
Let us note that variable values change along the evolution of the transitions. For example, in σ2 the initial valuation is
[0.123, 0.5, 0]; when tDBI
12
is triggered, the valuation changes to [1.123, 0.5, 0].
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Since implementations and speciﬁcations are deterministic FSMs, the behavior of an implementation is completely de-
termined by the inputs offered by the user. Besides, implementations are input-enabled, so any sequence of inputs produces
a reaction in the implementation. However, according to the implementer model, some sequences of inputs are more likely
to ﬁnd a fault than others. Thus, in order to assess the capability of a test to ﬁnd errors in the IUT, we calculate the probability
of the test to ﬁnd at least one IUT fault. The coverage of an input sequence is the probability of that sequence to ﬁnd an
IUT fault. Let us consider the input sequence 〈i1, i2, . . . , in〉. We have the following cases: The sequence ﬁnds a mistake after
executing input action i1; the output received after offering i1 is correct but a fault is found after offering i2; the reactions
after i1 and i2 are correct but the answer to i3 is not; and so on. Therefore, given a test deﬁned by means of a sequence of
inputs, applying the test implies applying all its preﬁxes as well. When a set of tests is considered, care must be taken for not
counting multiple times the coverage of common preﬁxes of tests.
Deﬁnition 11. Let α=〈i1, . . . , in〉 be a non-empty (n>0) input sequence for an implementer model Impl. Let us note that
there exists a single probabilistic trace σ =〈(i1/o1, p1), . . . , (in/on, pn)〉 ∈ ptr(Impl). We say that σ is the output completion of
α under Impl, and we denote it by comp (Impl,α)=σ . The coverage of α is
cImpl(α) = pn ·
∏
1≤k<n
(1 − pk).
Given the input sequence α, the test represented by α is the set of all non-null preﬁxes of α, that is,
ti(α) = {α′ | α′ ≤ α, α′ /= 〈〉}.
Let  be a set of input sequences. The preﬁx-closed coverage of , denoted by cImpl(), is given by
cImpl() =
∑
α∈⋃α′∈ ti(α′)
cImpl(α).
Proposition 3. Let α and α′ be two input traces, and α′′ be the longest non-empty common preﬁx of α and α′. Let Impl be an
implementer model. We have
cImpl(ti(α) ∪ ti(α′)) = cImpl(ti(α)) + cImpl(ti(α′)) − cImpl(ti(α′′)).
If the common preﬁx α′′ is empty then we have
cImpl(ti(α) ∪ ti(α′)) = cImpl(ti(α)) + cImpl(ti(α′)).
Proof. This is because we have ti(α) ∩ ti(α′) = ti(α′′) if α′′ /= 〈〉 and ti(α) ∩ ti(α′) =∅ otherwise. 
For a given set of input sequences, the coverage cImpl()measures the capability of to detect faults in the implemen-
tation. It is worth to point out that, contrarily to the case of user models, the coverage of a set for a given implementer Impl
is not a probability. In particular, it can return a value higher than 1. However, the coverage of a single test is a probability
indeed.We illustrate thiswith an example. Let us suppose the coverage of the test 〈a, b〉 is 0.8. Thismeans that the probability
that 〈a, b〉 is applied to the IUT and at least one fault is observed is 0.8. Similarly, let us assume that the test 〈c, d〉 has
a 0.6 coverage. Then, cImpl({〈a, b〉, 〈c, d〉}) = 0.8 + 0.6 = 1.4 > 1. It is easy to compute the actual probability of ﬁnding at
least one fault if the set {〈a, b〉, 〈c, d〉} is applied. This probability is the addition of the probability that 〈a, b〉 ﬁnds a fault
but 〈c, d〉 does not, the probability that it is the other way around, and the probability that both tests ﬁnd a fault, that is,
0.8 · (1 − 0.6) + 0.6 · (1 − 0.8) + 0.8 · 0.6 = 0.32 + 0.12 + 0.48 = 0.92. In the general case, computing this probability ismore
complex, so we have preferred to keep our deﬁnition of coverage. The relevance of this measure is that, regardless of the
fact that it is not a probability, it allows to decide if a set of tests is better than another to ﬁnd errors in the IUT. In particular,
given two sets of tests, we prefer the set returning the highest coverage.
5. Relating user and implementer models
In this section we relate user models and implementer models. Let us note that ﬁnding good tests under the assumptions
that
(a) we are provided with a user model (but not with an implementer model), or
(b) we have an implementer model (but not a user model)
are problems of different nature. On the one hand, let us note that both problems assume a very different kind of information.
Implementer models allow us to infer the probability of each implementation fault. User models do not provide us with any
information about the implementation, but they allow us to know the behavior of a typical system user. On the other hand,
both probabilisticmodels are deﬁned in a very differentway. In usermodels, probabilities of transitions leaving a state add up
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to 1, but this not required for implementermodels becausemistakes denoted by these transitions are notmutually exclusive.
In both cases, test suites are assessed in terms of their coverage, but the deﬁnition of this coverage differs. In the case of user
models, the coverage of a test suite denotes a probability, but it does not in the case of implementer models. Even if a single
test is considered (casewhere the coverage actually denotes a probability for bothmodels) the expressions used in both cases
tomeasure the coverage provided by the test are intrinsically different. In the usermodel case, it is easy to check that the ﬁrst
inputs of a test have higher weight than the last inputs when calculating the overall coverage of the sequence. However, in
the case of the implementermodel, theweight of each possible fault does not depend on its relative position in the sequence.
For instance, let us consider an implementer with a single state. It is easy to check that the coverage of the test 〈a, b, c〉 is the
same as the coverage of 〈c, b, a〉. However, this is false for a user model with a single state. Despite these differences, in this
section we show that, given a user model, we can construct an implementer model from it in such that a set of tests 1 is
preferable to 2 for the user model if and only 1 is also preferable to 2 for the constructed implementer model. Another
transformation allows to perform the opposite transformation, leading to a reciprocal result. Thus, both testing problems
can be considered equivalent. In particular, if we have a good test selection criterion for one of these problems, then this
criterion can also be used for the other case, once the model is transformed as proposed in this section.
5.1. Transforming a user model into an implementer model
We consider the transformation of a user model U into an implementer model Impl. Let us note that a user model is
relative to a speciﬁcation Spec. In particular, when the coverage of a test for a given user model is calculated, the coverage is
consideredwith respect to a given speciﬁcation Spec. Consequently, the transformation from a usermodel to an implementer
model must also take into account the speciﬁcation Spec, which is a deterministic FSM. As we said before, being provided
with such transformation is useful because it provides a method to ﬁnd good tests for an implementer model in a context
where we do not have an implementer model but a user model. In fact, the transformation veriﬁes a stronger property. We
will prove that an optimal test suite for the implementer model is also optimal for the user model (where we consider that
a test suite of a given size is optimal for that size if it provides the highest coverage, compared to all other suites of the same
size).
If we have a user model U = (S, s0, I,O,V , ρ0, F , T) then the implementer model we construct has the same states and
input/output actions; that is, Impl = (S, s0, I,O, VImpl , ρImpl0 , FImpl , TImpl) where
• The set of variables is VImpl = V ∪ {p, q}, where p and q are new variables: p, q ∈ V .
• The initial valuation is deﬁned as follows: ρImpl
0
(v) = ρ0(v) if v ∈ V , ρImpl0 (p) = 1, and ρImpl0 (q) = 1 − s(U, s0, ρ0).
• Transitions are deﬁned as follows. We consider that (s, ρ) i/o−−→ (s′, ρ′) is a transition of Impl if and only if there is a
sequence of transitions of the user model starting in the initial conﬁguration
(s0, ρ0)
i1/o1−−−→ · · · (sn−1, ρn−1) in/on−−−→ (sn, ρn)
such that it can be coordinatedwith the speciﬁcation, that is, such that 〈i1/o1, . . . in/on〉 ∈ tr(Spec). Then, the transition
in the implementer model corresponds to the last transition of the user model in the previous sequence. That is, we
consider i = in, o = on, s = sn−1, s′ = sn, ρn−1 = ρ|V , and ρn = ρ′|V ; and the values of the new variables are established
as follows:
ρ′(p) = ρ(p) · fs(i, ρ|V )
ρ′(q) = ρ(q) − ρ′(p) · s(U, s′, ρ′|V )
The condition over ρ′ seems to be recursive: ρ′(q) needs the value of ρ′(p). However, it is not because the function ρ′
does not appear in the expression corresponding to ρ′(q). Hence, ρ′(p) can be substituted by its expression and then
the condition is no longer recursive. This substitution leads to amore complicated expression, so we preferred to keep
that condition.
As a last remark on this transition, let us note that the output action o is unique, thus Impl is deterministic. This is so
because Spec is deterministic and thus for the input trace α = 〈i1, . . . , in〉 there can be only one trace
σ = 〈(i1/o1, p1), . . . , (in/on, pn)〉
such that it is the completion of α under U in Spec.
• Finally, the family of functions
FImpl = {f Impls | s ∈ S}
is deﬁned as follows. Let us consider a conﬁguration (s, ρ) in the implementer model. If the conﬁguration (s, ρ|V ) is
reachable by theusermodel coordinatedwith the speciﬁcation (aswehavedonewhenwehavedeﬁned the transitions),
then we have
f
Impl
s (i, ρ) =
ρ(p) · fs(i, ρ|V ) · s(U, s′, ρ′)
ρ(q)
where (s′, ρ′) is the only conﬁguration reachable from (s, ρ|V ) in the user model that can be coordinated with the
speciﬁcation. In any other case, we deﬁne
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f
Impl
s (i, ρ) = 0
Before goingon,wemustprove someproperties of theprevious construction. Theﬁrst part of the following result indicates
that the traces of the original user model exist in the implementer model. It also describes how the new variables change
their values along the computation. The second one is the key relationship between the probabilities that appear in the traces
of the user model and the probabilities in the traces of the implementer model.
Proposition 4. Let U be a user model and Impl be the implementer model resulting from the above description.
1. If there is a sequence of traces in the user model
(s0, ρ0)
i1/o1−−−→ · · · (sn−1, ρn−1) in/on−−−→ (sn, ρn)
such that 〈i1/o1, . . . , in/on〉 ∈ tr(Spec), then there is a sequence of transitions in the implementer model
(s0, ρ
′
0
)
i1/o1−−−→ · · · (sn−1, ρ′n−1)
in/on−−−→ (sn, ρ′n)
such that ρ′
0
= ρImpl
0
and for all l > 1 we have
ρl = ρ′l |V
ρ′
l
(p) = ρ′
l−1(p) · fs(i, ρl−1)
ρ′
l
(q) = ρ′
l−1(q) − ρ′l (p) · s(U, sl , ρl)
2. In the computation described above, let us consider the terms ak= fsk−1 (ik , ρk−1) and a′k = f
Impl
sk−1 (ik , ρ
′
k−1), where each ak is
the probability of choosing the input action ik in state sk−1 in the user model, and each a′k is the probability of making a
mistake in the implementation model while implementing the action ik in state sk−1. Then a1 · a2 · . . . · an · s(U, sn, ρn) =
(1 − s(U, s0, ρ0)) · (1 − a′1) · . . . · (1 − a′n−1) · a′n
Proof. The ﬁrst part is deduced directly from the construction of the implementer model. The second one is proved by
induction over n.
n = 1 In this case we have to prove a1 · S1 = (1 − S0) · a′1. The we have
a′1 =
ρ′
0
(p) · S1
ρ′
0
(q)
= a1 · S1
1 − S0
That is exactly what we are proving.
n > 1 In this case we have
(1 − S0) · (1 − a′1) · . . . · (1 − a′n−1) · an =
(1 − S0) · (1 − a′1) · . . . · (1 − a′n−2)·
a′
n−1 · (1−an−1)·an(1−an−2)·an−1
By induction hypothesis we have
(1 − S0) · (1 − a′1) · (1 − a′2) · . . .
. . . · (1 − an−2) · an−1 =
a1 · a2 · . . . · an−1 · Sn−1
So we have to prove
a′n−1 ·
an · Sn
Sn−1
= (1 − a′n−1) · a′n
Now by, applying that an = ρ
′
n−1(p)·Sn
ρ′
n−1(q)
, the previous expression is reduced to
a′
n−1
Sn−1
= (1 − a′n−1) ·
ρ′
n−1(p)
ρ′
n−1(q)
That can be prove for any l:
a′
l
Sl
= (1 − a′l) ·
ρ′
l
(p)
ρ′
l
(q)
Now applying
al =
ρ′
l−1(p) · al · Sl
ρ′
l−1(q)
= ρ
′
l
(p)Sl
ρ′
l−1(q)
we have
ρ′
l
(p) · Sl
ρ′
l−1(q) · Sl
=
(
1 − ρ
′
l
(p) · Sl
ρ′
l−1(q)
)
· ρ
′
l
(p)
ρ′
l
(q)
438 C. Andrés et al. / Journal of Logic and Algebraic Programming 78 (2009) 425–453
Fig. 5. Building an implementer model from a user model.
Finally, by simplifying this last formula we get
ρ′l (q) = ρ′l−1(q) − ρ′l (p)Sl
That is stated in the ﬁrst part of this Proposition.
We have to prove that the implementer model obtained by the proposed construction is well-formed, that is, that it actually
is an implementermodel according to Deﬁnition 9. During the construction, we have already checked that it is deterministic,
so it only remains to prove that the probability associated with each input does not exceed 1.
Proposition 5. Let (s, ρ) be a reachable conﬁguration in the implementer model. Then for all i ∈ I we have f Impls (i, ρ) ≤ 1.
Proof. We can prove it by induction over the length of the trace leading to (s, ρ), using Proposition 4. 
Example 7. We transform the user model DBU deﬁned in Example 3 into an implementer model as it is proposed before.
The resulting implementer model is depicted in Fig. 5. As we can observe, the set of states of the derived implementer
model is the same as the set of states of the user model. The initial state of the implementer model is s1 as well, and the sets
of inputs and outputs coincide.
The set of variables of the new implementer model includes the four variables of DBU. However, according to the trans-
formation deﬁnition, two additional variables (p and q) are added. Thus, valuations in the new model will is denoted by a
list with six elements ρ = [v0, v1, v2, v3, v4, v5], where ρ[4] is the value of p and ρ[5] is the value of q. So, we have 4-values
valuations in the original user model and 6-values valuations in the derived implementer model. Both kinds of valuations
will be distinguishable by the context, so no further notation will be introduced to differentiate them.We only introduce the
following notation convention: if ρ is a 6-values valuation of the implementer model then we write ρ|DBU to denote the list
[ρ[0], ρ[1], ρ[2], ρ[3]], that is, the valuation ρ restricted to the four variables of the original model.
Let us deﬁne the initial valuation ρ0 of the derived implementermodel. The initial values of the four variables of the imple-
menter already existing in theuser are deﬁnedas they are in the initial valuationofDBU, that is,ρ0|DBU = [0, 13 , 0.4, 23 ]. Accord-
ing to the transformation presented before, the initial values of the new variables ρ0[4] and ρ0[5] are 1 and 1 − s(U, s1, ρDBU0 ),
respectively (recall that s1 is the initial state in DBU). Therefore, we have ρ0[5] = 1 − f DBUs1 (login_event, [0, 13 , 0.4, 23 ]). Thus,
the initial valuation of the derived implementer model is
ρ0 =
[
0,
1
3
, 0.4,
2
3
, 1, 1 − f DBUs1
(
login_event,
[
0, 1
3
, 0.4, 2
3
])]
The transitions in the resulting implementer model are essentially the same as in the user model, though wemust deﬁne
how values of new variables change. In order to illustrate how these new variables change along transitions, next we study
one transition of the new model in detail. Let us consider the transition tDBU
12
from the original user model:
tDBU12 = (s1, ρ)
login_event/query_login−−−−−−−−−−−−−−−−−−→ (s2, ρ′), ρ′ = ρ + [−ρ[0], 0, 0, 0]
From this transition, we obtain the transition t
Impl
12
in the new model, which is deﬁned as follows:
(s1, ρ)
login_event/query_login−−−−−−−−−−−−−−−−−−→ (s2, ρ′), ρ′ = ZImpl0 (ρ, s1, s2, login_event)
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We have abstracted the modiﬁcation of variable values by using function Z
Impl
0
. Let us see how this function works. First,
the original variables change as in DBU, that is, the new values of the ﬁrst four variables are [0, ρ[1], ρ[2], ρ[3]]. The new values
of variables p and q are taken from the deﬁnition of the transformation:
ρ′(p) = ρ(p) · fs(login_event, ρ|V )
ρ′(q) = ρ(q) − ρ′(p) · s(U, s2, ρ′|V )
Thus the function Z
Impl
0
is deﬁned as follows:
Z
Impl
0
(ρ, s1, s2, login_event) = [ 0, ρ[1], ρ[2], ρ[3],
ρ[4] · f DBUs1 (login_event, ρ|DBU),
ρ[5] − ρ[4] · f DBUs1 (login_event, ρ|DBU)·
(1 −∑a∈I f DBUs2 (a, ρ|DBU))]
Finally, we have to deﬁne the general functions associating fault probabilities to transitions. According to the deﬁnition
of the transformation, in the general case we have:
f
Impl
s (i, ρ) =
ρ(p) · fs(i, ρ|V ) · s(U, s′, ρ′)
ρ(q)
Thus, we have:
f
Imp
s1
(login_event, ρ) =
ρ[4] · f DBU
s1
(login_event, ρ|DBU)·
(1 −∑a∈I f DBUs2 (a, ρ|DBU))
ρ[5]
5.1.1. Correctness
We prove that the transformation fulﬁlls our target property, i.e., it builds an implementer model that is equivalent
to the original user model in terms of test selection (that is, in terms of what tests must be taken to obtain the highest
coverage). We will show that, for any non-empty trace α, the coverage of the corresponding test in the user model tu(α)
is a linear combination of the coverage of corresponding test in the implementer model ti(α): We have cSpec‖U(tu(α)) =
A · cImpl(ti(α)) + B, where A ≥ 0 and B ≥ 0 are constants that do not depend on the test. Thus, a given set of tests 1 provides
higher coverage than2 for theoriginal usermodel if andonly if1 giveshigher coverage than2 for thederived implementer
model as well. Since the preferences between test suites are preserved by the transformation, a set of tests of size n (i.e.,
producing at most n inputs) is optimal for the user (compared with any other test suite of size ≤ n) if and only if it is optimal
for the derived implementer.
Proposition 6. Let U be a user model and Impl be an implementer model such that there are two real numbers A ≥ 0, B ≥ 0
verifying that any input trace α fulﬁlls
cSpec‖U(tu(α)) = A · cImpl(ti(α)) + B
Then, for any ﬁnite sets of input traces and′ we have cSpec‖U() = A · cImpl() + B and cSpec‖U() ≤ cSpec‖U(′) if and only
if cImpl() ≤ cImpl(′).
Proof. In order to prove the ﬁrst part of the proposition, we have to take into account the following facts:
cSpec‖U() = cSpec‖U(
⋃
α∈ tu(α))
cImpl() = cImpl(
⋃
α∈ ti(α))
By taking into account this, and using Propositions 1 and 3, the result is easy to prove by induction. The second part is a
direct consequence of the ﬁrst one. 
Now let us prove themain result of this transformation. The next result establishes the relationship between the coverage
of a trace in both models.
Theorem 1. Let U be a user model, Impl be the implementer model resulting from the above description, and α be a non-empty
input trace. Then, we have
cSpec‖U(tu(α)) = T0 + (1 − T0) · cImpl(ti(α))
where T0 = s(U, s0, ρ0).
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Proof. Wemake the proof by induction over the length of the trace.
Length is 1 Let us suppose that α = 〈i〉. Let us note that there is a unique probabilistic trace 〈(i/o, p)〉 ∈ ptr(Spec ‖ U). Thus,
there is a conﬁguration (s, ρ) such that
(s0, ρ0)
i/0−−→ (s, ρ)
and then
cSpec‖U(tu(α)) = s(U, s0, ρ0) + (1 − s(U, s, ρ))*p
By Proposition 4 we can consider the transition
(s0, ρ
′
0)
i/0−−→ (s, ρ′)
of the implementer model. The probability associated with the input action i in the implementer model is f
Impl
s0
(i, ρ′
0
).
Thus, we have
cImpl(tu(α)) = 1 − f Impls0 (i, ρ′0)
Finally, by construction we have
f
Impl
s0
(i, ρ′
0
) = ρ
′
0
(p) · fs(i, ρ′0|V ) · s(U, s, ρ)
ρ′
0
(q)
= p · s(U, s, ρ)
1 − s(U, s0, ρ0)
From what we obtained the desired result.
Length > 1 In this casewe suppose that α = 〈i1, . . . , in〉. As in the previous case, let us note that there is a unique probabilistic
trace σ = 〈(i1/o1, p1), . . . (in/on, pn)〉 such that σ ∈ ptr(Spec ‖ U). In this case there is a sequence of transitions in the user
model
(s0, ρ0)
i1/o1−−−→ · · · (sn−1, ρn−1) in/on−−−→ (sn, ρn)
Then, let us consider α′ = 〈i1, . . . , in−1〉. We have
cSpec‖U(tu(α)) =
cSpec‖U(tu(α′)) + p1 · p2 · . . . · pn · s(U, sn, ρn)
where pk = fsk−1 (ik , ρk−1). By Proposition 4 we have a sequence of transitions in the implementer model
(s0, ρ
′
0)
i1/o1−−−→ · · · (sn−1, ρ′n−1) in/on−−−→ (sn, ρ′n)
Then we have
cI(ti(α)) =
cI(tu(α
′)) + (1 − p′
1
) · (1 − p′
2
) · . . . · (1 − p′n) · pn
where p′
k
= f Implsk−1 (ik , ρ′k−1). Now, by applying induction hypethesis we have
cSpec‖U(tu(α′)) =
s(U, s0, ρ0) + (1 − s(U, s0, ρ0)) · cI(ti(α′))
And ﬁnally, by applying the second part of Proposition 4, we have
p1 · p2 · . . . · pn · s(U, sn, ρn) =
(1 − s(U, s0, ρ0)) · (1 − p′1) · . . . · (1 − p′n) · pn
which completes the proof. 
5.2. Transforming an implementer model into a user model
The transformation from an implementer model into a user model has several similarities with the previous one. The
main difference is that, for a given conﬁguration of an implementer model Impl, the value sumin(Impl, s, ρ) may be greater
than 1, but this is not allowed in a user model. The implementer model gives the probability of mistake with respect to a
speciﬁcation Spec, so the user will be considered also relative to that speciﬁcation. Let us suppose we have an implementer
model Impl = (S, s0, I,O,V , ρo, F , T). The user model will be deﬁned as U = (SU , s0, I,O,VU , ρUo , FU , TU), where
• SU = S ∪ {ssink}, where ssink ∈ S is a new state called the sink state.
• VU = V ∪ {p, q, f }, where p, q, and f are new variables: p, q, f ∈ V .
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• The initial valuation is deﬁned as follows: ρUo (f ) = 0, ρUo (p) = 1, and ρUo (q) = M, where M is a constant whose value
will be discussed later.
• The family of functions FU is deﬁned as follows: f Us (i, ρ)=
fs(i, ρ|V )*(1 − f )∑
i∈I fs(i, ρ|V )
• Finally, we deﬁne the set of transitions. Let us consider two states s, s′ ∈ S and two valuations ρ and ρ′ for VU . If there
is a sequence of transitions
(s0, ρ0)
i1/o1−−−→ · · · (s, ρ|V ) i/o−−→ (s′, ρ′|V )
in the implementation model such that
ρ′(p) = ρ(p) · (1 − fs(i, ρ|V ))
ρ′(q) = ρ(q) · fs(i, ρ|V ) · (1 − ρ(f ))∑
i∈I fs(i, ρ|V )
ρ′(f ) = ρ(p) ·
∑
i∈I fs(i, ρ|V )
ρ(q) · (1 − ρ(f ))
thenweconsider the following transitions in theusermodel: (s, ρ)
i/o−−→ (s′, ρ′)and (s, ρ) i/o′−−−→ (ssink , ρ), ∀o′ ∈ O : o′ /= o.
The transitions leading to the sink state are those whose outputs are not produced by the implementer model.
The constantM is a real number thatmust verifyM >
∑
i∈I fs(i, ρ) for all reachable conﬁgurations (s, ρ). Accurately calculating
the least upper bound of the set {∑i∈I fs(i, ρ) | (s, ρ) is reachable}may be a hard task. However, it is easy to ﬁnd an upper bound
due to the fact that fs(i, ρ) ≤ 1. Hence, any number greater than the cardinal of the input actions, e.g.M = ‖I‖ + 1, will serve
to our purposes. Let us note that ‖I‖ is ﬁnite.
Before continuing, we need some properties that will be used later. The ﬁrst property is that, accordingly to the construc-
tion, the probability of the user to stop the interaction in the initial conﬁguration is 0. The second property establishes that
the traces of the implementer model are also traces in the user model; it also establishes the way the variables are changed.
The last property is the key relationship between the probabilities in the traces of the original implementer model and the
probabilities in the equivalent traces of the obtained user model.
Proposition 7. Let Impl be an implementer model and U be the user model resulting from the procedure described in this section.
We have the following properties:
1. s(U, s0, ρ
U
0
) = 0
2. If there is a sequence of traces of the implementer model
(s0, ρ0)
i1/o1−−−→ · · · (sn−1, ρn−1) in/on−−−→ (sn, ρn)
such that 〈i1/o1, . . . , in/on〉 ∈ tr(Spec), then there is a sequence of transitions in the user model
(s0, ρ
′
0
)
i1/o1−−−→ · · · (sn−1, ρ′n−1)
in/on−−−→ (sn, ρ′n)
such that ρU
0
= ρ′
0
, and for all l > 1 we have
ρl = ρ′l |V , ρ′l (p) = ρ′l−1(p) · (1 − fs(i, ρl−1|V ))
ρ′l (q) = ρ′l−1(q) ·
fs(i, ρl−1|V ) · (1 − ρl−1(f ))∑
i∈I fs(i, ρl−1|V )
ρ′l (f ) =
ρl−1(p) ·
∑
i∈I fs(i, ρl−1|V )
ρl−1(q) · (1 − ρl−1(f )
3. In the computation described above, let us consider the terms ak = fsk−1 (ik , ρk−1) and a′k = f Usk−1 (ik , ρ′k−1), where each ak is the
probability of a mistake in the implementer model when implementing input ik in state sk−1, and each a′k is the probability of
choosing input ik in state sk−1 in the user model. Then
M · a′
1
· a′
2
· . . . · a′n · s(U, sn) = (1 − a1) · (1 − a2) · . . . · (1 − an−1) · an
Proof. The ﬁrst part is obtained by applying the deﬁnitions of U in state s0. The second part is deduced directly from the
construction of the implementer model. The last part is proved by induction over n. 
Once we have deﬁned the transformation, we must prove that the user model obtained by the previous procedure is
correct. In particular, we must check that the probabilities of the input actions in any reachable state are lower than 1. Let us
note that the variable f represents the probability to stop in any state.
Proposition 8. Let (s, ρ) be a reachable conﬁguration of the user model. Then we have 0 ≤ ρ(f ) ≤ 1 and ρ(f ) +∑i∈I fs(i, ρ) = 1.
Proof. We prove it by induction on the length of the sequence of inputs leading to the conﬁguration (s, ρ), using
Proposition 7. 
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Fig. 6. User model from implementer model DBI.
Example 8. We apply the proposed transformation method to derive a user model from the implementer model DBI
previously presented in Example 5.
The states and transitions of the derived user model are depicted in Fig. 6. In addition to the states of the implementer
model DBI, the user model has a new state called ssink . For the sake of clarity, this state has been put in three different places
of the ﬁgure, though all of them represent the same state. According the deﬁnition of the transformation, the initial state of
the derived user model is s1, the same as the one in the implementer model DBI.
Regarding the variables, according to the transformation deﬁnition there are three new variables: p, q, f . So, valuations
have three extra components: ρ[3] gives the value of p, ρ[5] denotes q, and ρ[6] denotes f . Thus, valuations in the original
implementer model DBI are 4-values lists, while valuations in the constructed user model are 7-values lists. Valuations are
distinguishable from the context, so no special notation will be introduced to distinguish both kinds of valuations. Only the
following notation convention is assumed: if ρ is a 7-values valuation of the built implementer model then we write ρ|DBI to
denote the 4-values valuation [ρ[0], ρ[1], ρ[2], ρ[3]], that is, it denotes the restriction of the valuation to the variables actually
appearing the original implementer model DBI.
The initial valuation of the original variables is the one given in DBI, while the initial values of the new variables are taken
from the transformation deﬁnition:
ρUo (f ) = 0, ρUo (p) = 1, and ρUo (q) = M
Thus the initial valuation of the derived user model is ρ0 = [0.123, 0.5, 0, 0, 1,M].
We have two kind of transitions, the ones that are directly inherited from the original implementer model and the ones
leading to the sink state. We illustrate the effect of the transformation on one of the transitions belonging to the ﬁrst group.
Let us consider the transition tDBI
36
from the implementer model:
tDBI36 = (s3, ρ) select_admin/admin−−−−−−−−−−−−−−→ (s6, ρ′), ρ′ = ρ + [
ρ[0]
10
, 4.2*ρ[2], 1]
This transition is translated into the new user model transition tUser
36
:
tUser36 = (s3, ρ) select_admin/admin−−−−−−−−−−−−−−→ (s6, ρ′), ρ′ = ZUser(ρ, s3, select_admin)
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The modiﬁcation of variable values in this transition is abstracted by function ZUser . This function operates as follows. On
one hand, the values of the variables inherited from the original implementer model change as it is deﬁned in that model.
On the other hand, new variables change as indicated by the transformation:
ρ′(p) = ρ(p) · (1 − fs3(select_admin, ρ|V ))
ρ′(q) = ρ(q) · fs3(select_admin, ρ|V ) · (1 − ρ(f ))∑
i∈I fs(i, ρ|V )
ρ′(f ) = ρ(p) ·
∑
i∈I fs(is3, ρ|V )
ρ(q) · (1 − ρ(f ))
So, function ZUser is deﬁned as follows:
ZUser(ρ, s3, select_admin) = [ ρ[0] + ρ[0]10 , ρ[1] + 4.2 · ρ[2], ρ[2] + 1,
ρ[4]×∑in∈I f DBIs3 (i,ρ|DBI)
ρ[5]×(1−ρ[3]) ,
ρ[4] × f DBIs3 (select_admin,ρ|DBI)×(1−ρ[3])∑
in∈I f DBIs3 (in,ρ|DBI)
,
ρ[5] × (1 − f DBI
s3
(select_admin, ρ|DBI)) ]
Regarding the transitions leading to the sink state, we have take into account that the usermodelmust be output enabled.
This is not required for the original implementer model, so we must complete missing transitions with new transitions that
do not affect the behavior. In particular, we create new transitions from any state to ssink . These new transitions are labeled
with some input appearing in the original model and outputs that do not appear in the original implementer model DBI. For
instance, from state s1 we have the following set of transitions:
tUsers1sink
=
{
(s1, ρ)
select_admin/o−−−−−−−−−−−→ (ssink , ρ) | o /= query_login
}
Finally,weneed todeﬁne the transformationof the functions assigningprobabilities to transitions. This is donebyapplying
the deﬁnition of the transformation, which is stated as follows in the general case:
f Us (i, ρ) =
fs(i, ρ|V )*(1 − f )∑
in∈I fs(in, ρ|V )
Therefore, we have:
f Users3 (select_admin, ρ) =
f DBIs3 (select_admin, ρ|DBI) · (1 − ρ[3])∑
in∈I f DBI(in, ρ|DBI)
5.2.1. Correctness
Similarly to theother transformationweshowthat, for a given input traceα, the coverageof the corresponding tests inboth
models follows a linear relation. In this case, we have this relation:M · cSpec‖U(tu(α)) = cImpl(ti(α)), whereM is the constant
appearing in the construction of the user model. Thus, we can reason as we did in the case of the other transformation: By
applying Proposition 6 we have that any optimal test suite for the derived user model is a optimal test suite for the original
implementer model.
Theorem 2. Let Impl be an implementer model, U be the user model resulting from the description of this section, and α be a
non-empty input trace. Then,
M · cSpec‖U(tu(α)) = cImpl(ti(α)).
Proof. We prove it by induction over the length of the input trace α, by using Proposition 7:
Length is 1 In this casewehaveα = 〈i〉. Then, the coverage in the implementermodel iscImpl(ti(α)) = p1,wherep1 = fs0 (i, ρ0)
is the probability of the implementer to make a mistake when implementing input action i. So there is a transition in
the implementer model
(s0, ρ0)
i/o−−→ (s, ρ)
By Proposition 7 there is a transition in the user model
(s0, ρ
′
0)
i/o−−→ (s, ρ′)
such that p′
1
= f Us0 (i, ρU0 ). Then we have
cSpec‖U(ti(i)) = s(U, s0, ρ0) + p′1 · s(U, s, ρ)
Now we have that s(U, s0, ρ) = 0 (Proposition 7), and we obtain the result directly from the third part of Proposition 7.
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Fig. 7. Three sets of tests for the user model DBU and its derived implementer model.
Length > 1 In this case we have that
α = 〈i1, . . . , in〉.
Let us consider α′ = 〈i1, . . . in−1〉. We have the sequence of transitions in the implementation
(s0, ρ0)
i1/o1−−−→ · · · (sn−1, ρn−1) in/on−−−→ (sn, ρn)
Let us consider pk = fsk−1 (ik , ρk−1). Then we have
cImpl(ti(α)) =
cImpl(ti(α
′)) + (1 − p1) · . . . (1 − pn−1) · pn
Now, by Proposition 7, there is a sequence of transitions in the implementer model
(sU0 , ρ
U
0 )
i1/o1−−−→ · · · in/on−−−→ (sn, ρUn )
Let p′
k
= f Usk−1 (ik , ρUk−1). Now we have
cSpec‖U(tu(α)) =
cSpec‖U(tu(α′)) + p′1 · . . . · pn · s(U, sn, ρn)
Now we have the desired result by applying induction hypothesis
M · cSpec‖U(tu(α′)) = cImpl(ti(α′))
and Proposition 7
M · p′1 · . . . · pn · s(U, sn, ρn) = (1 − p1) · . . . (1 − pn−1) · pn
Example 9. Weempirically compare the originalmodels deﬁned in Examples 3 and 5with their respective derivedmodels,
previous constructed in Examples 7 and 8. In particular, for each transformation we check the coverage of some test suites
for the original model and the coverage of the same suites for the derived model. First, we consider the transformation we
conducted from the user model DBU to a derived implementer model. In Fig. 7 we depict three sets of tests:
Set1 = {T1, T2} Set2 = {T3, T4} Set3 = {T5, T6}
Let us recall that each test corresponds to a single sequence of inputs. For instance, if we consider Set1 then we have
T1 = 〈login_event, input_unk, login_event, input_unk, login_event〉
T2 = 〈login_event, input_unk, login_event, input_login, select_modify〉
Both T1 and T2 have a common preﬁx. This is the reason why they are depicted as a tree in Fig. 7. The coverage of the set
Set1 is the sum of the coverages of T1 and T2 minus the coverage of the common preﬁx. That is, the common preﬁx is counted
only once when calculating the coverage of Set1.
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Fig. 8. Three sets of tests for the implementer model DBI and its derived user model.
We compute the coverage of the sets Set1, Set2 and Set3 in the user model DBU and in the derived implementer model
Impl. The coverage of Set1, Set2, and Set3 for these models is presented in the next table:
Coverage in DBU Coverage in Impl
Set1 0.8534 0.8862
Set2 0.8832 0.9094
Set3 0.8423 0.8776
Let us consider we consider the linear combination relating the coverage in both models, presented in Theorem 1. In
this example, we have that the linear term is 0.776 and the independent term is 0.2240. Let us note that we obtain this value
because
0.776 = f DBUs1
(
login_event,
[
0,
1
3
, 0.4,
2
3
])
and
∀i ∈ I, i = login_event : f DBUs1
(
i,
[
0,
1
3
, 0.4,
2
3
])
= 0
that is, the probability of ﬁnishing the interaction at s1 is 0.2240 indeed.
Since the coverage of test suites in both models follows a linear combination, the preference for different test suites in the
user model is preserved in the derived implementer model. In particular, if we consider the test suites Set1, Set2, and Set3,
we observe that the best test suite is Set2 in both models, followed by Set1 and Set3 in this order. Thus, selecting a good test
suite for DBU or for its derived implementer model are equivalent problems.
Let us consider the transformation from the implementer model DBI into a derived user model User. Fig. 8 depicts the
test suites considered in this case. The coverage of these sets of tests follows:
Coverage in DBI Coverage in User
Set′
1
1.7053 0.8442
Set′
2
1.8036 0.8929
Set′
3
1.7633 0.8729
The linear combination relating the coverageof an implementermodel and itsderivedusermodel, presented inTheorem2,
includes a linear term, but no independent term is included in this relation. In particular, we can observe that the linear
term is 2.0185 in this case. Again, the preferences between test suites is preserved in both models: In both cases we have
Set2 > Set3 > Set1.
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6. Different alternatives for deﬁning a user model and an implementer model
In this section we discuss different alternatives to deﬁne user models and implementer models. In particular, we recall
previous works [15,16], where alternative deﬁnitions of user models were studied. These models will be presented and
compared with the user models considered in previous sections. Alternative deﬁnitions for the implementer model will be
presented later, in Section 6.2.
6.1. User models and probabilistic systems
Next we consider an alternative framework where user models play an important role. In previous sections we have
presented a framework where either a user model or an implementer model provide us with probabilistic information about
how the IUTwill be used, or how likely is to ﬁnd a given fault in the IUT, respectively. However, we have considered that both
speciﬁcations and their corresponding implementations are deterministicmachines. On the contrary, in some previous works
user models were considered in a framework where speciﬁcations and implementations are deﬁned in probabilistic terms as
well [15,16]. That is, both the analyzed systems and the additional information used to support the testing process (in this
case, user models) are given in probabilistic terms.
This yields an interesting scenario where the probability of any interaction between a user and the IUT is extracted from
both models: Since the probability of each input is given by the user model and the probability of each output is explicitly
provided by the speciﬁcation, we can combine these probabilities to infer the probability of any interaction between the user
and the IUT (provided that the probabilities of the IUT for these outputsmatch the probabilities required by the speciﬁcation).
Thus, after applying some tests to the IUT and checking whether IUT probabilities work as required by the speciﬁcation for
these sequences,we can calculate anupper boundof theprobability that auser behaving as theusermodel ﬁnds aunexpected
behavior in the IUT: It is 1 minus the probability of producing any already tested trace. We can use this value as a coverage
measure of a test suite.
Let us note that observing IUT probabilities is not easy. Let us suppose that, when the a input is given, the IUT should
answer either b or c with the same probability. Applying a to the IUT just once and observing the result is useless to provide
a correctness verdict. Instead, the same test must be repeated several times. If we apply 1000 times a, and we observe that b
and c are answered 487 and 513 times, respectively, thenwe can conclude that it is probable that the IUT behaves as required
(formally, we apply an hypothesis contrast). Thus, probabilistic verdicts are given in this case. In this section we will present
the main results of these previous works without entering into deep details. For further details, see [15,16].
From a formal point of view, there are two differences between the models presented in [15,16] and the ones presented
in previous sections. Next we consider the ﬁrst one. Let us note that usermodels considered in previous sections are denoted
by probabilistic extended machines, that is, models include variables from which the probabilities are computed. On the
contrary, models in [15,16] do not have variables. Let us note that a model without variables can be trivially translated into
a model with just one variable indicating the probability of each transition. Formally, instead of having a set of probabilistic
functions F = {fs|s ∈ S} to indicate the probability of a transition, the probability itself is endorsed to the transition: s i−→ p s′
denotes that, ifwe are in state s, then the probability that the input i is produced and the statemoves to s′ is equal to p. Besides,
a kind of labelled transition system, instead of a kind of ﬁnite state machine, is used to denote user models. In particular, user
models are deﬁned by means of probabilistic labelled transition systems. This means that each transition includes either an
input or an output, but not both.
Deﬁnition 12. A probabilistic labelled transition system, in short PLTS, is a tuple U = (SI , SO, I,O, δ, s0) where
• SI and SO, with SI ∩ SO =∅, are the sets of input and output states, respectively. s0 ∈ SI is the initial state.
• I and O, with I ∩ O =∅, are the sets of input and output actions, respectively.
• δ ⊆ (SI × I × (0, 1] × SO) ∪ (SO × O × SI) is the transition relation. We will write s i−→ p s′ to denote (s, i, p, s′) ∈ SI × I ×
(0, 1] × SO and s o−−→ s′ to denote (s, o, s′) ∈ SO × O × SI .
Transitions and states fulﬁll the following additional conditions:
• For all input states s ∈ SI and input actions i ∈ I there exists at most one outgoing transition from s:
∣∣∣{s i−→ p s′ | ∃ p ∈
(0, 1], s′ ∈ SO}
∣∣∣ ≤ 1.
• For all output states s ∈ SO and output actions o ∈ O there exists exactly one outgoing transition labeled with o:
|{s o−−→ s′ | ∃ s′ ∈ SI}| = 1.
• For all input state s ∈ SI the addition of the probabilities associatedwith the outgoing transitions is lower than or equal
to1, that is, cont(s) = ∑{p| ∃ s′ ∈ SO : s i−→ p s′} ≤ 1. So, theprobability of stopping at that state s is stop(s) = 1 − cont(s).
The second formal difference between models presented in [15,16] and the ones studied in previous sections was intro-
duced before: Speciﬁcations and implementations considered in previous sections have no probabilistic information, while
the ones in [15,16] (both speciﬁcations and implementations) have it indeed. In particular, we assume that bothmachines are
deﬁned as probabilistic ﬁnite state machines. They are similar to the ﬁnite state machines we have presented before, but they
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are extended with probabilistic information. Speciﬁcations and implementations are expressed with the same formalism.
The only difference between speciﬁcations and implementations is that implementations must be input enabled.
Deﬁnition 13. A Probabilistic Finite State Machine, in short PFSM, is a tupleM = (S, I,O, δ, s0) where
• S is the set of states and s0 ∈ S is the initial state.
• I and O, with I ∩ O =∅, denote the sets of input and output actions, respectively.
• δ ⊆ S × I × O × (0, 1] × S is the set of transitions. We will write s i/o−−→ p s′ to denote (s, i, o, p, s′) ∈ δ.
Transitions and states fulﬁll the following additional conditions:
• For all s ∈ S and i ∈ I, the probabilities associated with outgoing transitions add up to 1, that is,∑{p | ∃ o ∈ O, s′ ∈ S :
s
i/o−−→ p s′} = 1.
• PFSMs are free of non-observable non-determinism, that is, if we have the transitions s i/o−−→ p1 s1 and s i/o−−→ p2 s2 then
p1 = p2 and s1 = s2.
• In addition, we will assume that implementations are input-enabled, that is, for all state s and input i there exist o, p, s′
such that s
i/o−−→ p s′.
SincebothPLTSs andPFSMsareprobabilistic formalisms, traceswith theprobabilistic information (i.e. probabilistic traces)
or without that information (i.e. plain traces) can be extracted from them.
Deﬁnition 14. Traces and probabilistic traces are deﬁned as follows:
• LetM be a PFSM with initial state s0. If the following sequence of transitions exists
s0
i1/o1−−−→ p1 • i2/o2−−−→ p2 · · · in/on−−−→ pn •
then we say that ρp = 〈(i1/o1, p1), (i2/o2, p2), . . . , (in/on, pn)〉 is a probabilistic trace of M, denoted by ρp ∈ pTr(M), and
ρ = 〈i1/o1, i2/o2, . . . , in/on〉 is a trace ofM, denoted by ρ ∈ tr(M).
• Let U be a PLTS with initial state s0. If the following sequence of transitions exists
s0
i1−−→ p1 • o1−−→• i2−−→ p2 • o2−−→ · · · in−−→ pn • on−−→s
then we say that ρp = 〈(i1/o1, p1), (i2/o2, p2), . . . , (in/on, pn)〉 is a probabilistic trace of U, denoted by ρp ∈ pTr(M), and
ρ = 〈i1/o1, i2/o2, . . . , in/on〉 is a trace of U, denoted by ρ ∈ tr(M). Let us note that, since the PLTS is deterministic, the
ﬁnal state s is unique. Hence, it makes sense to deﬁne the probability of U to stop after ρ, denoted by stopU(ρ), as
follows: stopU(ρ) = stop(s).
Wewrite • insteadof the real states because the actual states are irrelevant, and explicitly denoting themwouldunnecessarily
complicate the notation.
Traces of the parallel composition of a PLTS and a PFSM are computed in a similar way as traces of the composition of a
PEM and an FSM. However, let us note that computing the probabilistic traces requires a deeper analysis: Since speciﬁcations
do not need to be input enabled, a normalization process must be introduced. This normalization must be carried out after
any trace ρ. For the sake of simplicity, we omit the deﬁnition of this normalization here (see [15,16] for details).
Deﬁnition 15. LetM = (SM , I,O, δM , s0M)beaPFSMand letus consider aPLTSU = (SIU , SOU , I,O, δU , s0U). The set of tracesgener-
ated by the composition ofM andU, denoted by tr(M ‖ U), is deﬁned as tr(M) ∩ tr(U). The set of probabilistic traces generated
by the composition of M and U, denoted by pTr(M ‖ U), is deﬁned as the smallest set such that 〈(i1/o2, p1), . . . (in/on, pn)〉 ∈
pTr(M ‖ U) holds iff there is a sequence of transitions ofM
s0M
i1/o1−−−→ p′
1
• i2/o2−−−→ p′
2
· · · in/on−−−→ p′n •
and another in U
s0U
i1−−→ p′′
1
• o1−−→ i2−−→ p′′
2
• o2−−→ · · · in−−→ p′′n •
on−−→•
where each pi is the normalized product of p
′
i
and p′′
i
.
Sometimes we will write ((i1/o2, . . . , in/on), (p1, . . . , pn)) ∈ pTr(M ‖ U) instead of 〈(i1/o2, p1), . . . (in/on, pn)〉 ∈ pTr(M ‖ U).
Let us remark that the probabilistic behavior of the traces belonging to the composition of PFSMs and PLTSs is completely
speciﬁed: The probabilities of inputs are provided by the PLTS while the probabilities of outputs are given by the PFSM. So,
a random variable denoting the probability of each trace produced by the composition can be constructed.
Deﬁnition 16. LetM = (SM , I,O, δM , s0M) be a PFSM and let us consider a probabilistic machineU = (SIU , SOU , I,O, δU , s0U). We
deﬁne the traces random variable of the composition of M and U as the function ξM‖U : tr(M ‖ U) −→ (0, 1] such that for all
(ρ,π) ∈ pTr(M ‖ U) we have ξM‖U(ρ) = (
∏
π)*(1 − stopU(ρ)).
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Fig. 9. Examples of tests.
Ifwe have a PFSMspeciﬁcation S and a usermodelU, thenwehave amodel of the expected behavior of an implementation
and a user interacting with it: The random variable ξS‖U . In order to check an implementation I with respect a user modelM
against a speciﬁcation S and M, all we need is to check if the random variable ξI‖U restricted to the traces present in S is the
same as ξS‖U . Unfortunately, the set of probabilistic traces in pTr(S ‖ U) is inﬁnite.
As in the approach presented in previous sections, this problem can be partially overcome by taking into account that we
are provided with a probabilistic user model. The idea is the following: We select a set of representative input sequences of
the user and then we test only input sequences belonging to this set. Let us suppose that we test this set of input sequences
and the implementation is correct for them. This implies that if a user only chose traces in that set, then the implementation
reaction would be correct. Since the user is probabilistically deﬁned, we can compute the probability that the user chooses
any input sequence from this set. Let us note that the complementary of this probability is an upper bound of the probability
that a user ﬁnds a errorwhen it interacts with the implementation. Actually, this is an upper bound becausewe are supposing
the worst case for all non tested behaviors, that is, we are assuming that all non tested behaviors are incorrect.
Now we have two problems: Finding this set of representative traces and testing these traces. Regarding the former, a
mechanism to ﬁnd a ﬁnite set of input traces reaching some given coverage level 0 ≤ α ≤ 1 (that is, some upper bound of
the probability of ﬁnding an error) is presented in [15]. Regarding the testing problem, we have proposed two different
approaches: In [15] tests are randomly generated from the user model deﬁnition, while tests designed to check speciﬁc
traces are constructed in [16]. In both cases, we take samples of traces by interacting the the IUT, and these samples are
compared with a random variable. Moreover, in both cases random variables are ﬁnite, so we can apply a hypothesis contrast
to (probabilistically) check if collected samples follow the random variable. The hypothesis contrast is abstracted by the
function γ : Given a randomvariable ξ and a sample collectionH, γ (ξ ,H) returns a real value α ∈ [0, 1]denoting our conﬁdence
on whether H can actually be produced by ξ . Intuitively, a sample will be rejected if the probability of observing that sample
from a given random variable is low.
6.1.1. Input traces and tests
At this point we must ﬁx the concept of test in this framework. Tests are PLTSs fulﬁlling some additional conditions.
Basically, a test deﬁnes a ﬁnite sequence of inputs that can be interrupted depending on the outputs produced by the IUT as
response: If one of the expected outputs is received then the next input is applied, otherwise the interaction with the IUT
ﬁnishes. Since tests represent a single sequence of inputs, each intermediate input state of the sequence contains a single
outgoing transition labeled by the next input and probability 1. Output states offer transitions with different outputs. Only
one of the input states reached by these transitions offers a (single) transition; the interaction ﬁnishes in the rest of them.
We omit the formal deﬁnition of tests; instead, some tests are depicted in Fig. 9.
6.1.2. Choosing tests randomly
In order to check whether an implementation I conforms to a speciﬁcation S with respect a user model U, we extract
samples from the implementation and we check if they conform to the random variable ξS‖U . Extracted samples are traces
resulting from the parallel composition of the implementation and a set of tests. Since tests are essentially input traces, ﬁrst
we have to extract a representative ﬁnite set of input traces of U. In fact, this representative ﬁnite set is randomly chosen
according to the random variable denoting the parallel composition of the user model and the speciﬁcation. From this set
of input traces, we deﬁne a ﬁnite set of tests T . Let us note that the order is important in probabilistic environments, so we
have to decide how we apply the tests in T . Traces come from the user model, and this model is probabilistic. Hence, input
traces (and thus tests) have an associated random variable that can be used to decide the way tests are applied.
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Deﬁnition 17. Let M be a PFSM and U be a PLTS. We deﬁne the tests random variable of the composition of M and U as the
function ζM‖U : T −→ (0, 1] such that for all test T ∈ T we have ζM‖U(T) = p iff (ρ,π) ∈ pTr(U), (ρ,π ′) ∈ pTr(M), T = assoc(ρ),
and p = ∏π*∏π ′*(1 − stopU(ρ)).
The next deﬁnition introduces some notation to denote the samples collected after testing a system.
Deﬁnition 18. Let M be a PFSM and U be a PLTS. A sequence 〈ρ1, ρ2, . . . , ρn〉 is a trace sample of M ‖ U if it is generated by
ξM‖U . We say that a sequence 〈T1, T2, . . . Tn〉 is a test sample of M ‖ U if it is generated by ζM‖U . Let 〈T1, T2, . . . Tn〉 be a test sample
of M ‖ U. We say that a sequence H = 〈ρ1, ρ2, . . . , ρn〉 is a trace-test sample of M ‖ U if for all 1 ≤ i ≤ n we have that ρi is the
result of a probabilistic execution ofM ‖ Ti.
Nextwe introduce the new conformance relation deﬁned in probabilistic terms. This relation ignores any implementation
behavior involving sequences of inputs not considered by the speciﬁcation. This is done by removing them from the trace-test
samplewe use to compare the IUT and the speciﬁcation. In the next deﬁnition,HS represents the sequence of traces resulting
after removing those traces from the original trace-test sample H.
Deﬁnition 19. Let S be a PFSM andH = 〈ρ1, ρ2, . . . , ρn〉 be a sequence of traces.HS denotes the sub-sequence 〈ρr1, ρr2, . . . , ρrn〉
of H that contains all the probabilistic traces whose input sequences can be produced by S, i.e. ρ = 〈i1/o1, . . . im/om〉 ∈ HS iff
ρ ∈ H and there exist o′
1
, . . . o′n ∈ O such that 〈i1/o′1, . . . im/o′m〉 ∈ tr(S).
Let S and I be PFSMs, U be a PLTS, H = 〈ρ1, ρ2, . . . , ρn〉 be a trace-test sample of I ‖ U, and 0 ≤ α ≤ 1. We write Sconf (H,α)I
if γ (ξS‖U ,HS) ≥ α.
Finally, in [15]wepropose amechanism to identify an optimal set of traces. This optimality ismeasuredby twoparameters:
• The coverage of the set of traces.We are interested in ﬁnding a set of testswhose coverage is greater than a given value.
Intuitively, the coverage is the probability that the user executes a trace in the set. Let us recall that the complementary
of this value is the probability that the user executes a trace that is not in the set. If all untested traces werewrong then
this would denote the probability that the user ﬁnds an error, so this probability is an upper bound of the probability
of ﬁnding an error.
• The size of the set of the tests. We consider that the size of a test is the length of the input trace it represents. Thus,
the size of a set of tests is the sum of the sizes of the tests belonging to it.
6.1.3. Applying tests to validate a single trace
A different testing approach is considered in [16]. Instead of randomly choosing tests from the parallel composition of the
user model and the speciﬁcation, speciﬁc tests are chosen on purpose. Then, each test is applied to validate a speciﬁc trace.
By iterating the process for each test, we can get a set of validated input traces. Let us recall that the probabilistic behavior of
traces belonging to the composition of PFSMs and PLTSs is completely speciﬁed: The probabilities of inputs are provided by
the PLTS, while the probabilities of outputs are given by the PFSM. Since our method consists in testing the behavior of the
IUT for some sequences of inputs, we will be interested in considering all input/output traces that share a given sequence of
inputs. Next we develop these ideas for sequences and sets of sequences.
Deﬁnition 20. We introduce the following notions:
• Let ρ = 〈i1/o1, i2/o2, . . . , in/on〉 be a trace. Then, we denote by i(ρ) the input trace 〈i1, i2, . . . , in〉.
• Let Tr be a set of traces and  an input trace. We deﬁne the set of traces of Tr modulo , denoted by tr(Tr), as the set
{ρ | i(ρ) = , ρ ∈ Tr}.
• If M is a PFSM and U is a PLTS. For the sake of clarity, we write tr(M), tr(U), and tr(M ‖ U) instead of tr(tr(M)),
tr(tr(U)), and tr(tr(M ‖ U)), respectively.
• Let Tr be a set of traces and iTr a set of input traces. We deﬁne the set of traces of Tr modulo iTr, denoted by probiTr(Tr),
as the set {tr(Tr)| ∈ iTr}.
Following the proposed user model approach, we compare an IUT and a user model with a speciﬁcation and the same
user model. These three elements will be related if the probabilistic behavior shown by the IUT when stimulated by the user
model appropriately follows the corresponding behavior of the speciﬁcation. In particular, we will compare the probabilistic
traces of the composition of the IUT and the user with those corresponding to the composition of the speciﬁcation and the
user. Let us remind that IUTs are input-enabled but speciﬁcations might not be so. So, the IUT could deﬁne probabilistic
traces including sequences of inputs that are not deﬁned in the speciﬁcation. Since there are no speciﬁcation requirements
for them, these behaviors will be ignored by the relation, as we did in the previous section. In order to do it, an appropriate
subset of the traces of the composition of the IUT and the user must be taken. The probability of each trace belonging to
this set is recomputed by considering a suitable normalization. From now on we will use the set npTrS(U) to denote the
probabilistic traces of U restricted and normalized with respect to the inputs speciﬁed in S, while the set npiTrS(U) will be
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used to denote the probabilistic input traces U, again restricted and normalized with respect to the inputs speciﬁed in S.
Their formal deﬁnitions are a quite awkward and we refer the interested reader to [16] for the details.
Deﬁnition 21. We deﬁne the following notions:
• Let S, I be PFSMs and U be a PLTS. We deﬁne the set of probabilistic traces generated by the implementation I and the user
model U modulo the speciﬁcation S, denoted by pTr(I ‖ U)S , as the set⎧⎨
⎩
〈(i1/o1, p1 · p′1),
. . . ,
(in/on, pn · p′n)
〉 ∣∣∣∣∣∣
〈(i1, . . . , in〉 ∈ iTr(S) ∧
〈(i1/o1, p1), . . . , (in/on, pn)〉 ∈ npTrS(U)
〈(i1/o1, p′1), . . . , (in/on, p′n)〉 ∈ pTr(M)
⎫⎬
⎭
• Let S, I be PFSM and U be a PLTS. We say that I conforms to S with respect to U, denoted by I confU S, if pTr(I ‖ U)S =
pTr(S ‖ U).
The previous result provides a verdict by comparing the complete set of traces of the composition of the speciﬁcation and
the user with the full set of traces of the implementation and the user (up to the speciﬁcation). We can also perform a local
comparison: A local verdict is obtained by comparing only those traces that have a given sequence of inputs. Though we
can compare these traces by comparing their corresponding probabilities, ﬁrst we have to manipulate these probabilities.
In particular, we divide the probability of each of them by the probability of its sequence of inputs. These values denote the
probability of performing the sequence of outputs of the trace provided that the sequence of inputs is the considered one.
Though this transformation is not needed to perform the current comparison, using these probabilitieswill be useful in other
analysis considered later.
Deﬁnition 22. Let A be a set of probabilistic traces and  = 〈(i1, p1), . . . , (in, pn)〉 be a probabilistic input trace. We deﬁne the
restriction A to , denoted by A\, as:
A\ =
{
〈(i1/o1, p′1/p1), . . . , (in/on, p′n/pn)〉 | 〈(i1/o1, p′1), . . . , (in/on, p′n)〉 ∈ A
}
Deﬁnition 23. Let S, I be PFSMs, U be a PLTS, and p = 〈(i1, p1), . . . , (in, pn)〉 ∈ npiTrS(U) such that  = 〈i1, . . . , in〉 ∈ iTr(S).
We say that I conforms to S with respect to U in the input trace , denoted by I confU, S, if pTr(I ‖ U)S\p = pTr(S ‖ U)\p.
Next we relate our notions of conformance and conformance for a given sequence of inputs. If we have local conformance
for all sequences of inputs, then the global conformance is met.
Proposition 9. Let S, I be PFSMs, and U be a PLTS, then I confU S iff for any probabilistic input trace p = 〈(i1, p1), . . . , (in, pn)〉 ∈
piTr(U) such that  = 〈i1, . . . , in〉 ∈ iTr(S) we have I confU, S.
Tests are designed to check any input trace. The parallel composition of the test with the speciﬁcation (S ‖ T) can perform
traces that are not present in the parallel composition of the user and the speciﬁcation (S ‖ U). However, if we remove the
probabilities associatedwith the input trace in the usermodel, then the probability of the traces that are in both compositions
is the same. Thus, if the implementation conforms the speciﬁcation with respect to the test T (i.e. I confT S), then it also
conforms the speciﬁcation with respect to the user in the trace (i.e. I confU, S).
Proposition 10. Let S be a PFSM, U be a PLTS, and p = 〈(i1, p1), . . . , (in, pn)〉 ∈ npiTrS(U) such that  = 〈i1, . . . , in〉 ∈ iTr(S), and
T = assoc(). Then
• For all ρ ∈ tr(S ‖ U) ∩ tr(S ‖ T) we have ξS‖T (ρ)*
∏
π = ξS‖U(ρ).
• If I confT S then I confU, S.
Although the previous relation properly deﬁnes our probabilistic requirements, let us recall that it cannot be used in
practice because we cannot read the probability attached to a transition in a black-box IUT. Let us note that even though
a single observation does not provide valuable information about the probability of an IUT trace, an approximation to this
value can be calculated by interacting a high number of times with the IUT and analyzing its reactions. In particular, we
can compare the empirical behavior of the IUT with the ideal behavior deﬁned by the speciﬁcation and check whether it is
feasible that the IUT would have behaved like this if, internally, it were deﬁned conforming to the speciﬁcation. Depending
on the empirical observations, this feasibility may be different. The feasibility degree of a set of samples with respect to its
ideal probabilistic behavior (deﬁned by a random variable) will be provided by a suitable contrast hypothesis. We rewrite
the previous relation I confT S in these terms. First, we introduce a notation to denote a sample extracted from the parallel
composition of a user and a system.
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Deﬁnition 24. LetM be a PFSM and U be a PLTS. The sequence 〈ρ1, ρ2, . . . , ρn〉 is a trace sample ofM ‖ U if it is generated by
ξM‖U .
Deﬁnition 25. Let S be a PFSM andH = 〈ρ1, ρ2, . . . , ρn〉 be a sequence of traces.HS denotes the sub-sequence 〈ρr1, ρr2, . . . , ρrn〉
of H that contains all the probabilistic traces whose input sequences can be produced by S, that is, i(ρri) ∈ iTr(S).
Let S and I be PFSMs, and U be a PLTS. Let  ∈ iTr(S), T = assoc(), and H = 〈ρ1, ρ2, . . . , ρn〉 be a trace sample of I ‖ T , and
0 ≤ α ≤ 1. We write Sconf αHI if γ (ξS‖T ,HS) ≥ α.
6.2. Other possibilities for the implementer model
In this section we consider alternative models for describing implementer models. Let us recall that the implementer
model presented in Section 4 represents output faults, i.e. mistakes where the implementer tries to build an implementation
transition as it is required by the speciﬁcation, but the output of thenew transition is not the one required by the speciﬁcation.
However, there exist other kinds of faults that are not explicitly considered by this implementer model. In particular, state
faults (i.e., mistakes where the output of the transition is correct but the destination state is not) are not considered by this
model.
Despite of the fact that state faults are not explicitly denoted by the proposed implementer model, equivalent behaviors
can actually be denoted by using speciﬁc transition conﬁgurations. In fact, an error where the output is correct but the
destination is wrong can represented by a model where errors only concern wrong outputs. For instance, let us consider
the implementer model depicted in Fig. 10 (left), where a state fault is explicitly represented. This implementer model has
the transitions ta = s i1/o1−−−→ p1 s1, tb = s i1/o1−−−→ p2 s2, tc = s1 i1/o1−−−→ 1 s3, and td = s2 i1/o2−−−→ 1 s4. We comment on the meaning
of this implementer model. It shows how the implementer constructs an implementation state s that (tries to) simulate the
behavior of some speciﬁcation state s′. In particular, it showshow the transition leaving the implementation state swith input
i1 is built. According to themodel, the implementer can construct either ta or tb with probabilities p1 and p2, respectively. If ta
is chosen, then the new implementation transition leads to a state s1 thatwill try to simulate some speciﬁcation state aswell,
say s′
1
. On the other hand, if tb is chosen then the destination implementation state s2 will try to simulate a speciﬁcation state
s′
2
. Depending onwhether ta or tb is chosen, a state faultwill be introduced in the implementation. For instance, let us suppose
that, according to the speciﬁcation, ta is the correct choice, i.e. we actually have s
′ i1/o1−−−→ s′
1
in the (deterministic) speciﬁcation.
Then, if tb is chosen, a state fault will be introduced in the implementation. According to the implementer model, when the
implementer constructs the transitions from the implementation state s1, tc is chosen for sure to implement the transition
labeled by i1. This is because the probability associated with this transition is 1. Similarly, when s2 is constructed, only td can
be chosen. Thus, if the implementation is at state s and we offer the i1 input twice, then the ﬁrst output will be o1 for sure,
and next we will obtain o1 or o2 if ta or tb were chosen by the implementer, respectively.
In our framework, systems are assessed in terms of their observable behavior. In particular, the only observable conse-
quence of the previous (potential) state fault is whether, after offering the second i1 input, the second output will be o1
or o2. Thus, in terms of generating systems producing different observable behaviors, the previous implementer model is
equivalent to another model where we have t = s i1/o1−−−→ 1 u, t′c = u i1/o1−−−→ p1 s3, and t′d = u
i1/o2−−−→ p2 s4, and the implementer
has to choose either t′c or t′d. This new implementer model is depicted in Fig. 10 (right). Let us note that only output faults
are represented by the new model. However, in terms of observable behavior, this implementer model is equivalent to the
previous one: The probabilities of creating an implementation where the answer to the second i1 input is o1 (respectively,
o2) is again p1 (resp. p2). The key of this transformation is the inclusion of the new state u in the new implementer model.
This state does not try to simulate any particular speciﬁcation state. On the contrary, it is introduced to make transitions
from the ﬁrst model ta and tb lead to the same destination state, thus removing the state fault.
Applying the previous transformation mechanism to the general case requires considering all sequences of consecutive
state faults in themodel, as well as making a speciﬁc sequence of new states for each one in the newmodel. In this way, state
faults are translated into output faults, that is, we can use the implementer models described in 4 to simulate state models
indeed. Let us note that this scheme actually consists in removing the non-determinism of the original implementermodel.3
Determinizing a ﬁnite state machine requires an exponential number of new states in general. However, if state faults are
sparse in the original implementer model, then the number of new states in the new model may be low.
Since implementer models including state faults can be represented by implementer models not including them, by the
properties presented in Section 5 we have that the problem of ﬁnding the optimal test suite for a user model is equivalent to
the problem the optimal test suite for an implementer model including state faults (though, in this case, the transformation
from the implementer model to the user model may require an exponential number of states because the implementer
model must be determinized prior to translating it).
3 In addition to removing non-deterministic choices, the probability of each output fault in the newmodel must match the probability of this fault in the
original model. In the general case, this requires using some additional variables in the new model to control the probabilities exhibited from each state.
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Fig. 10. Representing a state fault by means of an output fault.
Since the main goal of this paper is studying the relation between user and implementer model-based testing methods,
we prefer to keep the deﬁnition of both models as basic (while expressive) as possible. Thus, only the most basic kind of
fault, i.e. output faults, is represented by our implementer models. Let us note that implementer models can be extended
in several ways to explicitly represent other kinds of implementation faults, not just output or state faults. Several kinds of
implementation faults have been proposed and studied in the literature. For instance, the Mutation Testing community [10,
4,13,12] considers different classes of faults denoted as mutations of a correct implementation (e.g., replication, deletion,
transposition, etc.). The implementer model proposed in this paper could be extended to explicitly denote these kinds of
faults as well.
7. Conclusions and future work
The ﬁeld of Formal Testing Techniques has reached a high level of development during the last years. This is especially
clear if we consider the high number of testing methods that have been proposed to solve very different testing problems.
Nevertheless, this ﬁeld is still missing some general formal roots allowing to classify and relate known testing methods in
terms of the problems they face and the techniques used to solve them. In this paper we aim at improving our understanding
about a speciﬁc formal testing subﬁeld, namely testing based on probabilistic models. In particular, we have related two
testing methods where the suitability of a test suite can be formally quantiﬁed in probabilistic terms. We have showed that
ﬁnding an optimal test suite for a user or for an implementer are in fact equivalent problems. Thus, any reasonable strategy
to solve one of these problems can be used to solve the other problem.
Beyond the relevanceof this result to the speciﬁc areaof testingbasedon probabilisticmodels, this result serves to illustrate
amore general concept in testing: Testing problems can (non-trivially) be related to each other.We think that solving testing
problems by using solutions designed for other testing problems (i.e. reducing some testing problems into another ones) is
relevant for two main reasons. On the one hand, we are implicitly providing a method to export our knowledge about how
to solve some testing problems into another testing problems. On the other hand, we are providing a way to construct a
classiﬁcation of testing problems. In particular, a general testing reducibility notion could induce some classes and subclasses
of testing problems, which would improve our general understanding of formal testing methods. Based on the (particular)
testing reduction experience described in this paper, we are currently trying to deﬁne a more general testing reduction
notion. Hopefully, this new notion could contribute to strengthen the roots of the ﬁeld of formal testing.
Regarding our future work in the (speciﬁc) area of probabilistic models in testing methods, we consider some lines. On
the one hand, we are studying the effect of assuming an upper bound of the number of states of the IUT, which is a typical
assumption in formal testing methods. On the other hand, we are investigating alternative ways for representing state faults
of the implementer, that is, faults where the output of the transition is correct but the destination state is not. A possibility
to address this problem is to transform the model into an equivalent one without non-observable nondeterminism, as it
was brieﬂy discussed before. Alternatively, we are considering methods to handle directly the model presenting state faults,
which would remove the necessity to previously convert it into the model considered in this paper.
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