Homeostasis is an essential concept to understand the stability of organisms and their 2 adaptive behaviors when coping with external and internal assaults. Many hormones 3 that take part in homeostatic control come in antagonistic pairs, such as glucagon and 4 insulin reflecting the inflow and outflow compensatory mechanisms to control a certain 5 internal variable, such as blood sugar levels. By including negative feedback loops 6 homeostatic controllers can exhibit oscillations with characteristic frequencies. In this 7 paper we demonstrate the associated frequency changes in homeostatic systems when 8 individual controllers in a set of interlocked feedback loops gain control in response to 9 environmental changes. Taking p53 as an example, we show how the Per2, ATM and 10 Mdm2 feedback loops -interlocked with p53-gain individual control in dependence to 11 DNA damage and how each of these controllers provide certain functionalities in their 12 regulation of p53. In unstressed cells, the circadian regulator Per2 ensures a basic p53 13 level to allow its rapid up-regulation in case of DNA damage. When DNA damage 14 occurs the ATM controller increases the level of p53 and defends it towards uncontrolled 15 degradation, which despite DNA damage, would drive p53 to lower values and p53 16
Introduction 25
The concept of homeostasis is central to our understanding how organisms and cells 26 adapt to their environments and thereby maintain their stability [1] [2] [3] . With the 27 development of cybernetics [4, 5] control engineering concepts were, for the first time, 28 applied to biological systems [6, 7] . With the advancement of molecular biology, robust 29 control theoretic methods were applied at the molecular level, such as integral reign combinations [18] will lead to a set of collaborative controller pairs, because set-point 74 values and the individual controllers' on/off characteristics need to match; otherwise the 75 controllers may work against each other and integral windup may be encountered [18] , 76 as described in more detail below. 77 Fig. 2 shows the matching controller motifs 3 (m3) and 5 (m5) [18] . Feedback 78 structure m3 is an inflow controller, while scheme m5 is an outflow controller where A is 79 the controlled variable and k 1 and k 2 represent perturbations. If the degradation reactions of A are purely first-order with respect to A (K M not 81 used), the steady state concentrations of the system are non-oscillatory. In this case the 82 rate equations for the combined controllers are:
Steady state values of A, E out , and E in of the combined m3-m5 controllers (Fig 2) as a function of perturbation parameters k 1 and k 2 . k 1 and k 2 vary between 1.0 and 50.0 with increments of 1.0. (a) Steady state values of A. Numbers 1-5 in the plot indicate the contour lines having this value of A ss . (b) Steady state values of E out and E in . Rate constants: k 3 =10.0, k 4 =50.0, k 5 =1 × 10 −4 , k 6 =k 7 =1.0, k 8 =2.0, k 9 =1.0, k 10 =1 × 10 −6 , K I =1.0. Initial concentrations when calculating A ss for each k 1 , k 2 pair: A 0 =3.0, E in =E out =0.0; integration time: 1000 time units. For an interactive visualization of the surfaces, see S1 Gnuplot.
The controllers' set-points, A out set and A in set , are calculated by settingĖ out andĖ in to 86 zero. The degradation reactions with respect to E out and E in are zero-order, i.e., 87 k 5 E out and k 10 E in , which is the requirement of getting integral feedback [18] . The 88 set-points of the outflow and inflow controllers are then:
In Fig 3a the red color indicates the A values that are close or at the set-point of the 90 outflow controller m5 (A out set ), while the purple color shows the A values close or at A in set . 91 Note the corresponding up-and downregulation of E out and E in (Fig 3b) . 
Oscillatory control mode 96
When the degradation reactions become zero-order with respect to A the rate equation 97 of A becomes
In this case both the m3 and the m5 controllers become oscillatory. 99 For the m5 feedback loop the period can be calculated to [16] :
For the m3 feedback we can apply an "harmonic oscillator approximation" [28] , which 101 leads to
where <A> is the average value of A defined as
Comparison between oscillatory and nonoscillatory controller modes of combined motifs m3 and m5. (a) Nonoscillatory behavior when rate of A is given by Eq 1. (b) Oscillatory behavior when describingȦ by Eq 6. (c) Comparison between oscillatory and nonoscillatory behavior in phase 1 when k 1 =1.0 and k 2 =10.0. Average value of oscillatory A, <A>, is precisely at A in set =1.7. (d) Comparison between oscillatory and nonoscillatory behavior in phase 2 when k 1 and k 2 have changed to respectively 10.0 and 0.0. <A> (blue line), approaches rapidly the set-point of the outflow controller A out set =16.7. Other rate constants: k 3 =3.0, k 4 =50.0, k 5 =1 × 10 −8 , k 6 =0.7, k 7 =0.5, k 8 =1.2, k 9 =1.0, k 10 =1 × 10 −6 , K M , K M (when applied) both 1 × 10 −6 , and K I =8.5. Initial concentrations for phase 1, panel a: A 0 =1.700, E out,0 =1.136 × 10 −9 , E in,0 =2.286 × 10 1 ; Initial concentrations for phase 1, panel b: A 0 =3.219, E out,0 =2.395 × 10 −9 , E in,0 =1.322 × 10 1 .
Fig 4 shows a comparison between the two combined controllers when using for A 104
Eq 1 (Fig 4a) and when using Eq 6 ( Fig 4b) . In phase 1 the outflow perturbation k 2 is 105 largest (k 1 =1.0, k 2 =10.0) while in phase 2 the inflow perturbation is largest (k 1 =10.0, 106 k 2 =0.0). Rate constant values have been chosen such that during phase 1 the 107 dominating inflow controller (m3) has a period of 24 time units (Fig 4c) , while during 108 phase 2 the dominating outflow controller (m5) has a period of approximately 5 time 109 units (Fig 4d) . These rate constant values also take part in defining the set-point for 110 the inflow controller m3 to A in set =1.7 (Eq 5) and the set-point of the outflow controller 111 m5 to A out set =16.7 (Eq 4).
112
In the oscillatory control mode (Eq 6) the period of the dominant (ruling) controller 113 is established (Fig 5a) . The amplitude of the inflow controller m3 is practically constant 114 while for outflow controller m5 the amplitude increases. However, the amplitude of the 115 A-oscillations ceases completely when k 1 and k 2 are equal ( Fig 5b) . (unstressed) conditions p53 has been found to inhibit expression of Per2 by binding to 134 its promotor [43] . Overexpressing Per2 in HCT116 cells resulted in a significant increase 135 in p53 mRNA [43] or in an induced apoptosis in lung cancer cells [49] , indicating that 136 Per2 can activate the synthesis of p53. In addition, Per2 has been found, by its binding 137 to p53, to inhibit the Mdm2-mediated degradation of p53 and thereby stabilizing p53. 138 This Per2-p53 feedback loop has the typical properties of an inflow type of controller 
143
In case of stress/DNA-damage p53 is up-regulated by ataxia telangiectasia mutated 144 (ATM) kinase [50, 51] . The treatment of human MCF7/U280 cell lines with 10 Gy 145 gamma radiation showed oscillations in p53 and Mdm2 with a period length of about 146 5-6 hours [52] . An interesting feature of these oscillations is that their period is 147 relatively stable, while there is a considerable variation in their amplitude. It has also 148 been pointed out [52] that a significant fraction of the MCF7/U280 cells (about 40% at 149 10 Gy) do not oscillate, i.e., either showed no variations in p53 or showed only slowly 
157
A Fourier analysis of the p53 oscillations [54] showed indeed a major harmonic peak 158 at about 5-6h along with minor 2nd and 3rd-order harmonics at lower periods. The rise 159 of the Fourier transform at higher period lengths (>10h) provides evidence for an 160 additional loop, which Geva-Zatorsky et al. [54] considered to be a feedback loop (ATM*) activates p53 via CHK2 (checkpoint kinase 2) [51, 55] , while p53 inhibits ATM* 163 via the activation of phosphatase WIP1 [51, 56, 57] . A closer look at the p53-ATM* loop 164 shows that it acts as a motif 1 ( [18]) inflow controller. The inflow control function of 165 this loop suggests that the loop's set-point, p53 stress min , keeps the p53 concentration in 166 stressed cell at a minimum level, but higher than the set-point imposed by the circadian 167 clock. As we will show below the set-point defined by the ATM * controller increases 168 with the stress level activating ATM and counteracts perturbations which may 169 accidentally drive p53 to lower levels.
170
Based on these observations we arrive at a p53 homeostatic model of three The activation of ATM to ATM * by the stress level k 30 is described by the rate
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The rate equation for p53 consists of four inflows and two outflows (Fig 7) .
The first term, k 31 , is a constitutive (constant) expression term for p53 [60] , while the 201 second and third terms represent, respectively, stress-induced increase of p53 production 202 and a stress-induced inhibition of the proteasomal ubiquitin-independent degradation of 203 p53 via NQO1. The other rate equations are:
In the above equations (P er1 2 ) and (P er2 2 ) denote the respective concentrations of 206 the P er1 and P er2 homodimers, while (P er1···P er2) denotes the concentration of the 207 P er1-P er2 heterodimer.
208
As indicated by Fig 6 p53 is controlled in this model by three feedback loops. Rate 209 parameters have been chosen such that each of the feedback loops has integral 210 control/feedback with defined set-points and, when oscillatory, defined period lengths. 211 In the absence of stress p53 is rapidly degraded by the proteasome. In this case Per2 212 acts as an inflow controller with a set-point given by Eq 5, i.e.,
Since we assume that the degradation reaction of p53 are zero-order with respect to 214 p53, the Per2 controller oscillates around p53 min with a period described by Eq 8, i.e., 215
The values of k 6 (0.7), k 8 (1.2), K I1 (8.0), and k 9 (1.0) have been chosen such that 216 p53 min is relatively low, i.e., 1.6. P P er2 p53 is thereby in the circadian range (≈24h).
217
When stress is present, but not too high (0.1 ≤ k 30 ≤ 1), ATM * determines the 218 average concentration of p53 and the frequency of the p53 oscillations. By setting Eq 10 219 to zero and assuming zero-order degradation of ATM * with respect to ATM * the 220 set-point of this controller is dependent on the stress level k 30 , i.e.,
221
p53 stress min = k 26 k 27 · k 30 K as +k 30
Rate parameters k 26 (90.0), k 27 (10.0), and K as (3.0) have been chosen such that 222 p53 stress min has a maximum value of 9.0 when k 30 is high. This value has been arbitrarily 223 chosen, with the only requirement that p53 stress min should be higher than p53 min . The
224
ATM * controller's period (being a motif 1 controller) is calculated to be (S1 Text):
Using, rather arbitrarily k 29 =1.0, the period of the ATM * controller is approximately 226 2h.
227
For high stress levels (k 30 > 1) the Mdm2 outflow controller keeps p53 at a much 
Simulation time 3000 time units (h).
Each of the three controllers, Per2, ATM * , and Mdm2, defend their set-points. As 256 inflow controllers Per2 and ATM * will compensate for outflow perturbations, for 257 example by an accidental increase of k 2 , while the Mdm2 controller will compensate any 258 inflow to p53.
259
As an example we show the homeostatic behavior of the ATM * controller. The 260 set-point of the ATM * controller, which depends on the stress level k 30 (Eq 21) is 261 defended towards changes in p53 outflow. Fig 10a shows the behavior of the p53 262 oscillations when k 30 =1.0 (Fig 9c) and k 2 undergoes a perturbation at t=20h from 10.0 263 to 50.0. The set-point of the controller (2.25) is defended by an up-regulation of ATM * . 264 Also the period (taken here arbitrarily as 1.99h, Eq 22) is kept constant (Fig 10b) . Steady state oscillations of p53 and Per2, together with <p53>, at different stress levels k 30 . Parameter values are the same as in Fig 8. (a) Oscillatory behavior when k 30 =1 × 10 −4 . Per2 determines the state of p53. Initial concentrations: p53 0 =7.65 × 10 −1 , Mdm2 0 =4.82 × 10 −8 , Per2 0 =1.36 × 10 1 , Bmal/Clk 0 =0.39, Per1 0 =7.34 × 10 −2 , (Per1···Per2) 0 =1.00, (Per1 2 ) 0 =2.21 × 10 −1 , (Per2 2 ) 0 =1.86 × 10 −1 , ATM * 0 =3.92 × 10 −10 . (b) k 30 =1 × 10 −1 . The high frequency oscillations of the ATM * controller begin to appear, but the Per2 controller still determines p53 period length. Initial concentrations: p53 0 =1.11, Mdm2 0 =7.12 × 10 −8 , Per2 0 =1.26 × 10 1 , Bmal/Clk 0 =0.47, Per1 0 =8.44 × 10 −2 , (Per1···Per2) 0 =1.06, (Per1 2 ) 0 =2.35 × 10 −1 , (Per2 2 ) 0 =1.58 × 10 −1 , ATM * 0 =3.55 × 10 −7 . (c) k 30 =1.0. The ATM * controller has taken over and p53 oscillates with a period of 2h (Eq 22) around the controller's set-point p53 stress min =2.25 (Eq 21). Initial concentrations: p53 0 =2.58, Mdm2 0 =1.83 × 10 −7 , Per2 0 =5.56 × 10 −6 , Bmal/Clk 0 =0.17, Per1 0 =3.55 × 10 −1 , (Per1···Per2) 0 =1.98 × 10 −6 , (Per1 2 ) 0 =3.03, (Per2 2 ) 0 =3.10 × 10 −14 , ATM * 0 =6.26. (d) k 30 =10.0. Mdm2 is the dominant controller. p53 oscillates with a period of 5.1h (Eq 24) around a set-point of 16.6 (Eq 23). Initial concentrations: p53 0 =21.85, Mdm2 0 =1.17 × 10 1 , Per2 0 =4.54 × 10 −7 , Bmal/Clk 0 =0.41, Per1 0 =4.03 × 10 −1 , (Per1···Per2) 0 =1.83 × 10 −7 , (Per1 2 ) 0 =3.52, (Per2 2 ) 0 =2.06 × 10 −16 , ATM * 0 =4.64 × 10 −7 . There are certain requirements that need to be met such that a set of coupled negative 270 feedback motifs will cooperate and work together. As pointed out in [18] a cooperative 271 interaction between a set of negative feedback loops (m1-m8) will depend on how the For example, when a m1 and a m5 controller (Fig 12a) are coupled such that 276 A in1 set < A out5 set the controllers will cooperate and either m1 or m5 will dominate 277 dependent on the perturbation acting on A. However, when A in1 set > A out5 set the two 278 controllers will always work against each other, as indicated in Fig 12b. Both controllers 279 are always in an "on-state" with the effect that E 1 and E 5 will increase continuously, a 280 situation termed in control engineering as integral wind-up [63] . For details, see S2 Text. 281
The structures of the interacting negative feedback loops shown in Fig 6 and Fig 7 282 have been taken from the literature (see references cited above). Fig 12c shows the 283 relative setting of the set-points in the p53 concentration space for the Per2, ATM * , and 284 Mdm2 controllers and their sign structures. It appears encouraging that these feedback 285 loops can be placed in a naturally occurring order in p53 concentration space without In case of DNA damage, the ATM * -p53 loop, is up-regulated. This loop keeps p53 at 294 a higher set-point dependent on the stress level k 30 . The ATM * controller defends its 295 set-point towards increased degradations of p53 as long as stress is encountered. This 296 suggests that as long as DNA-stress is present, the ATM * -loop ensures that p53 is not 297 decreased due to stress-unrelated or accidental degradations of p53. In a way the 298 ATM * -loop acts as a one-way concentration valve, not allowing that p53 concentrations 299 are decreased below a certain minimum level. The stress-dependent increase of the p53 300 set-point by the ATM * -p53 loop is a nice example of what Mrosovsky [61] has termed 301 rheostasis. Rheostasis is defined as a homeostatic system when the set-point is changed 302 but defended in relationship to a changed external or internal environmental condition 303 or due to stress. A typical example of rheostatic regulation is the defended increase of 304 body temperature (fever) due to an infection. For more examples of rheostasis, see Thus, our model suggests that the individual feedback loops act as temporary 316 stabilizers of p53 when DNA stress is encountered. They result in a gradual step-wise 317 increase in p53 concentration, where each step is under homeostatic (rheostatic) control. 318 When DNA repair is successful and stress levels are removed, p53 concentration falls back to its minimum set-point determined by the Per2-p53 loop. In principle, 320 additional, not yet identified negative feedback loops of p53 with other controllers could 321 be involved in such a rheostatic regulation of p53 during DNA stress. Considering the 322 "plethora of proposed feedback interactions" of p53 [64] , an investigation of additional 323 feedbacks in terms of their inflow/outflow behavior may provide further insights and 324 novel suggestions about the workings between different controllers in the p53 network. 325
Why oscillations?
326
The here presented homeostatic (rheostatic) model on how p53 levels are controlled does 327 not necessarily need to involve oscillations. As shown in Fig 4 both the oscillatory and 328 the non-oscillatory versions of the coupled homeostats work equally well. The same goes 329 for the p53 system (Fig 8) when the ATM * and Mdm2 controllers are in a 330 non-oscillatory mode (S3 Text). Thus, sustained or damped oscillations could simply be 331 a byproduct of the negative feedback loops. What supports partly such a view is that a 332 large fraction of γ-irradiated cells (≈ 40%) do not show oscillations [52] and that there 333 is a considerable heterogeneity of p53 dynamics even in genetically identical cells [64] . DNA damage responses apparently begin already after very few p53 pulses or even 340 before the first p53 pulse is completed, and that coordination of p53 target genes 341 increases with successive p53 pulses [65] . This observation can be interpreted in such a 342 way that the coordination of p53 target genes become established when p53 approaches 343 a stress-level dependent steady state/set-point with the suggested [51] possibility that 344 p53 pulses and their dynamics trigger different signal transduction pathways.
345
There is also the possibility that some controllers (for example Per2 and Mdm2) are 346 oscillatory (due to zero-order degradation with respect to p53), while the ATM * 347 feedback loop is non-oscillatory (due to first-order degradation of p53). This would 348 explain the observation that a certain fraction of cells, by being less susceptible towards 349 gamma irradiation, are controlled by ATM * and thereby are non-oscillatory, while the 350 other part of cells which is more sensitive towards radiation has p53 control by Mdm2 351 and shows oscillations.
352
Summary and conclusion 353 We have shown that oscillatory homeostats can impose specific frequencies on the 354 oscillations of a controlled variable. In case of perturbations or stress acting on the 355 controlled variable a switch between one oscillatory controller to another is accompanied 356 by a corresponding switch in frequency in the controlling feedback. By analyzing the 357 inflow/outflow control structures of three p53 negative feedback loops (Per2, ATM * , 358 and Mdm2) we were able to assign certain functionalities to each of them. Per2 provides 359 circadian inflow control over p53 by keeping it at the lowest set-point level, ensuring 360 that p53 can be rapidly up-regulated in case of DNA damage/stress. In case of DNA 361 damage the ATM * -p53 feedback loop, another inflow controller, leads to increased p53 362 levels depending on the stress level. Since the ATM * -induced p53 concentrations are 363 under homeostatic control and defended, the ATM * -p53 feedback loop provides a nice 364 example of what Mrosovsky has termed rheostasis. As an outflow controller, the 365 Mdm2-p53 loop does not allow that p53 levels are raised above the controller's set-point, 366
December 24, 2019 12/17 probably to avoid premature apoptosis. However, additional mechanisms, such as 367 chaperones and heat shock proteins, in particular HSP90, seem to increase the 368 controller's set-point and stabilize p53, which finally may lead to apoptosis. 369 We have considered here only negative feedback loops without the addition of 370 feedforward or positive feedback. While the circadian rhythms show limit-cycle 371 behavior, the p53/ATM * and p53/Mdm2 oscillations are conservative. Including 372 positive feedbacks into the model will certainly make changes in the network's dynamics 373 and may lead to limit cycle behavior where conservative oscillations are observed.
