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Resumo O objectivo principal deste trabalho foi o de projectar, desenvolver e
testar pequenos robôs autónomos orientados para aprendizagem de
comportamentos de locomoção. O projecto preconizou também uma
abordagem modular para possibilitar a adição de novos dispositivos.
Embora os robôs desenvolvidos possam ser programados com vários
métodos de aprendizagem, a opção escolhida foi a de usar aprendiza-
gem por reinforcement learning, que é um tipo de aprendizagem não
supervisionada. Neste tipo de aprendizagem é o robô que avalia o
resultado das acções que executa; da avaliação resulta uma “recom-
pensa”, que pode ser positiva ou negativa, consoante o resultado da
acção. Para um robô avaliar as acções que executa deve estar do-
tado de dispositivos que permitam a obtenção de informação sobre o
ambiente que o rodeia. Uma grande parte dos pequenos robôs au-
tónomos comuns possui apenas sensores de distância, sensores de
movimento e alguns câmaras digitais para aquisição de imagens, entre
outros dispositivos. No entanto, são menos comuns os que possuem
redundância sensorial e sensores de contacto, e isso foi levado em
consideração no desenvolvimento destes robôs.
Nestas condições, um robô deve experimentar o maior número pos-
sível de acções, para poder aprender qual a melhor opção que deve
executar perante cada situação. Isto implica que o robô possa entrar
em contacto físico com o ambiente em que se encontra. Nesse sentido,
procurou-se também projectar robôs robustos.
Para os testes de aprendizagem, os robôs foram programados com o
método de aprendizagem SARSA (State-Action-Reward-State-Action),
tendo-se fixado o objectivo de navegar num dado ambiente sem colidir.
Os resultados foram bastante satisfatórios, tendo-se concluído que os
robôs aprenderam de facto a movimentarem-se sem colidir. Embora
tenha havido casos em que a percepção dos robôs poderia correspon-
der a diferentes situações de ambiente circundante, e que em alguns
casos condicionou a aprendizagem, os objectivos de robustez e ca-
pacidade de aprendizagem foram alcançados. O trabalho deixou em
aberto inúmeras possibilidades de desenvolvimento futuros na área da
aprendizagem robótica.
Keywords Autonomous robots , reinforcement learning, modularity, sensorial re-
dundancy.
Abstract The main goal of this project was to design, develop and test small
autonomous robots managed to learn movement behaviors. The pro-
ject also professed an modular approach to allow the addition of new
devices.
Although the developed robots can be programmed with many learning
methods, the chosen option was using reinforcement learning, which is
unsupervised learning method. In this learning method it is the robot
who evaluates the result of the executed actions; from the evaluation
results a “reward”, that can be positive or negative, according to the
result of the action. For a robot evaluate it’s executed actions it must
be outfitted with devices that allows the obtainment of information of
the surrounding environment. Most of the common small autonomous
robots only possesses distance sensors, movement sensors, and some
digital cameras for image acquisition, among other devices. However,
fewer are those who have sensorial redundancy and contact sensors,
and that was held in consideration in the development of this robots.
In these conditions, a robot should experiment every possible actions to
be able to learn which is the best action it must take for every situation.
Which means the robot may have physical contact with the surrounding
environment. In that line of though it was also attempted to design
robust robots.
For the learning tests, the robots were programmed with the SARSA
(State-Action-Reward-State-Action) learning method, in which he main
goal was to wander in an environment without any colliding.
The results were quite good, which leaded to the conclusion that the ro-
bots learned to wander in an environment without colliding. Although,
had been cases in which the perception of the robots could match to
different situations of the surrounding environment, and that in some
cases compromised the robots’s learning, the main goals of strength
and learning capability were achieved. This project left open many fu-
ture developments in the area of learning in robotics.
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Capítulo 1 
Introducão 
"O único homem isento de erros, é aquele 
que não arrisca acertar. " 
Albert Einstein 
1.1 O bjectivos 
O principal objectivo deste trabalho é projectar, desenvolver e construir pequenos robôs orien- 
tados para aprendizagem de comportamentos de locomoqão. 
Pretende-se implementar robôs que se possam deslocar livremente num meio confinado e que 
com ele possam interagir. Essa interacqão será importante para a aprendizagem e, por esse motivo, 
procurou-se projectar uma plataforma de modo a que os robôs possam obter dados suficientes dessa 
interacqão para desenvolver aprendizagem de forma autónoma. 
Uma vez que se pretende que os robôs aprendam com os resultados de todas as suas accões, 
a sua robustez é importante para que não se danifiquem em caso de colisão. Por outro lado, 
também convém que não danifiquem o meio onde se encontram, pelo que devem possuir alguma 
flexibilidade. 
Para além de integrar os diversos dispositivos sensoriais e de actuaqão, o hardware deve possi- 
bilitar a utilizacão de software de aprendizagem. A modularidade do hardware é também um factor 
importante, pois possibilita a expansão de outros dispositivos que possam ser uma mais valia para 
aprendizagem dos robôs, ou até para que estes possam ter outro tipo de aplicacão no futuro. 
1.2 Enquadramento 
A inteligência artificial (IA) é, cada vez mais, uma área de interesse no ramo da robótica. A IA 
é uma área de pesquisa da ciência da computação que se dedica ao desenvolvimento de métodos ou 
dispositivos computacionais que tenham ou simulem capacidades Humanas, como, por exemplo, 
raciocinar, tomar opqões. Existem vários sub-domínios da IA, e é muito comum, em pesquisas 
na área da robótica, interligar alguns desses sub-domínios. Por exemplo, existem algoritmos de 
Machine learning (aprendizagem de máquina) que recorrem a redes neuronais. 
No caso deste trabalho, sendo um dos objectivos desenvolver robôs para aprendizagem, natu- 
ralmente que serão abordadas as áreas de Machine learning. Embora se pretenda conceber robôs 
autónomos móveis, não se pretende nem fará qualquer planeamento de movimento. 
Nas últimas décadas, o Machine learning tem sido uma área muito investigada. Talvez pelo 
facto de a máquina aprender, as tarefas que tem de realizar em determinadas situaqões poder ser 
uma vantagem. Por exemplo, um robô com muitos sensores que tenha de realizar múltiplas tarefas 
em vários tipos de ambientes implica um problema muito complexo que requer uma abordagem 
para cada tipo de tarefa, para cada tipo de ambiente e para cada estado dos diversos sensores. 
Desenvolver um programa para o robô realizar essas tarefas é um trabalho árduo. Nesta situaqão 
são evidentes as vantagens do Machine learning: em vez de desenvolver um programa para o robô 
realizar determinadas tarefas, para vários tipos de situaqões, apenas é necessário desenvolver um 
programa de aprendizagem que permita um robô aprender o tipo de tarefas que tem de realizar 
em determinados ambientes, poupando assim tempo e trabalho em contemplar todos os estados 
dos sensores. 
Na área de Machine learning existe um tipo de aprendizagem denominado de reinforcement 
learning, no qual a máquina aprende através de uma aprendizagem não supervisionada. Isto é, em 
vez de se fornecer exemplos a máquina, ou avaliar as acqões que a máquina tomou, para aprender, 
é a própria máquina que avalia o resultado das acqões que realiza. 
O facto de ser a máquina a avaliar, por ela própria, o resultado das suas acqões pode ser 
vantajoso. Um ser humano, enquanto crianqa, é ensinado pelos pais e/ou outras pessoas (aprendi- 
zagem supervisionada), no entanto, nem todos os seres humanos são iguais, uns, por exemplo, são 
mais altos que outros. Se uma crianqa fosse muito diferente de todos os outros seres humanos, a 
experiência desses não seria significativa, comparada com a experiência adquirida por essa crianqa, 
em relaqão a uma qualquer situaqão. 
De facto, os seres humanos são diferentes e têm maneiras diferentes de agir perante certo tipo 
de situaqões; devido, em parte, pelo que Ihes é ensinado, mas em grande parte, por aquilo que 
aprendem por eles próprios. A capacidade para aprender torna cada ser humano único, permitindo- 
Ihes assim adaptarem-se a diferentes situaqões. 
Extrapolando isto para os robôs, são claras as diversas aplicaqões que a aprendizagem pode 
ter: Um carro autónomo que aprende a conduzir nas estradas, um robô que aprende a socializar 
com as pessoas, uma casa que aprende os hábitos das pessoas que nela vivem e adapta-se a esses 
hábitos, comandando as luzes, a temperatura, etc ..., entre outras aplicaqões. 
Um robô móvel autónomo, orientado para a aprendizagem, deve possuir um sistema de proces- 
samento de algoritmos de aprendizagem, uma unidade de armazenamento de dados para guardar 
dados da aprendizagem, múltiplos sensores, um sistema de locomoqão e uma fonte de energia. 
Embora todos estes requisitos sejam importantes, os sensores requerem uma atenqão especia I. Isto 
porque, é através dos sensores que um robô obtém uma representaqão do meio que o rodeia, sem 
eles não seria possível um robô aprender, nem sequer movimentar-se autonomamente. 
0 s  projectos de investigacão na área da robótica, de questões de alto nível cognitivo, locali- 
zaqão, navegaqão, entre outras, são realizados recorrendo a robôs de plataforma standard que são 
adaptados ao ambiente laboratorial. No entanto, apesar de existirem alguns pequenos robôs móveis 
autónomos para aprendizagem, os que existem, são demasiado dispendiosos, ou não possuem uma 
plataforma suficientemente modular, que permita a adaptaqão de mais sensores, ou outro tipo de 
dispositivos, para permitir realizar estudos de aprendizagem. 
1.3 Estado da Arte 
1.3.1 Robôs móveis autónomos 
0 s  robôs têm cada vez mais influência na vida dos seres humanos. Principalmente na indústria 
de produqão, onde actualmente, estima-se que os robôs industriais representem cerca de um bilião 
e meio de euros. Executando movimentos rápidos com alta precisão, os robôs industriais podem 
realizar tarefas repetitivas numa linha de montagem, tais como pintar, soldar, manipular pecas, 
etc.. . , permitindo elevar a cadência e eficiência da linha de produqão, e a qualidade do produto 
final. Para além dessas vantagens, os robôs permitem libertar os operários da realizacão de tarefas 
monótonas, permitindo-lhes executar outro tipo de tarefas. Porem, este tipo de robôs têm a 
limitaqão obvia da falta de mobilidade. 
Figura 1.1: Robôs exploradores de Marte: Spirit e Sojourner da NASA. 
A investigacão de robôs móveis comecou nos finais da década de 1960, com o projecto Shakey 
desenvolvido no SRI (Stanford Research Institute) pelo grupo de Charlie Rosen. O artigo '2 Mobile 
Automation: A n  Application ofArtificialIntelligence TechniquesUde N.J. Nilsson no IJCAI em 1969, 
já englobava percepqão, mapeamento, planeamento de movimentos, e noqões de arquitectura de 
controlo. Estes assuntos iriam, de facto, tornar-se o núcleo das investigaqões de robôs móveis 
nas décadas seguintes. A década de 1980 prosperou com projectos de robôs móveis. E dado que 
cedo se sentiu a necessidade de lidar com a realidade do mundo físico, apareceram problemas que 
estimularam novas direcqões de pesquisa, distanciando-se actualmente do conceito original, no qual 
o robô era apenas uma aplicacão de técnicas de IA.[27] 
Um robô móvel implica que o mesmo possua um sistema de locomoqão, normalmente recor- 
rendo a motores eléctricos ou outro tipo de actuadores. Ao contrário da maior parte dos manipu- 
ladores industriais, que estão fixos num determinado local, os robôs móveis têm a capacidade de 
poder movimentar pelo meio em que se encontram, podendo executar as suas tarefas em vários 
locais. 
Figura 1.2: (a) Robô da Plustech; (b) Robô UAV (Unmanned A i r  Vehicle) Shadow 200 da Forqa 
Aérea Americana, este robô foi utilizado recentemente em missões no Iraque; (c) Robô AUV 
(Autonomous Underwater Vehicle) Odyssey do MIT; (d) Robô Versatrax 150 da Inuctun Services 
Ltd. 
A necessidade da utilizaqão de dispositivos robóticos em ambientes hostis, como por exemplo 
em Marte, impulsiona a implementaqão de sistemas de locomoqão cada vez mais incomuns (ver 
figura 1.1). 0 s  robôs teleoperados têm ganho popularidade em terrenos perigosos e/ou inabitáveis 
(figuras 1.2b, 1.2c, 1.2d, 1.3a e 1.3b). Nalguns casos, o elevado nível de complexidade do sistema 
de locomoqão do robô impossibilita o controlo directo por um operador humano. Por exemplo, no 
caso do robô da Plustech (figura 1.2a), o operador apenas tem de indicar a direcqão para a qual 
deseja que o robô se desloque, enquanto que o robô possui um controlo automático da coordenaqão 
das pernas, que permite movimentar o robô na diregão desejada pelo operador. Na figura 1 . 2 ~  
pode ver-se um robô aquático que, apesar de possuir motores que lhe permitem uma estabilizacão 
autónoma debaixo de água, um operador pode escolher o destino que o submarino deve alcanqar. 
Robôs como os da figura 1.3a e 1.3b, permitem desactivar dispositivos explosivos ou executar outro 
tipo de tarefas em locais perigosos, sem pôr em risco vidas Humanas. 
Figura 1.3: (a) Protótipo Cutlass da Rheinmetall AG, um robô que foi concebido para desactivar 
engenhos explosivos para substituir o robô do exército Britânico Wheelbarrow; (b) Robô Pioneer, 
este robô foi utilizado para uma missão em Chernobyl. 
Não existem, no entanto, apenas robôs para serem operados em locais onde o Homem não 
pode ir. Existem outros que partilham o mesmo espaqo habitado pelos humanos (figuras 1.4a, 
1.4c, 1.5a, 1.5b e 1 .5~ ) .  Estes robôs não são úteis por causa da sua mobilidade, mas sim por 
causa da sua autonomia. De facto, nestes robôs, a capacidade de localizaqão e de navegaqão sem 
intervenqão humana é superior nestes robôs. 
Segundo a definiqão, um robô é autónomo quando é auto-suficiente, isto é, possui um controla- 
dor próprio, não dependendo de um computador central para ser comandado. Um robô autónomo, 
executa as suas tarefas por ele próprio. Quanto mais complexas forem as tarefas que um robô tenha 
que executar, maior pode ser a sua autonomia e, normalmente, recorrem ao uso de inteligência 
artificial para a execuqão das mesmas. 
A autonomia de um robô pode ser uma grande vantagem; se um robô executar as tarefas por 
ele próprio num sistema e se outras partes do sistema falharem, o robô continuará a executar as 
suas tarefas. No entanto, num sistema com muitos robôs idênticos, a autonomia pode não ser 
eficaz. Neste caso, é melhor, economicamente, colocar um programa central a controlar todos os 
robôs. E desta forma que, normalmente, funcionam os robôs insecto.[l3] 
Robôs AGV (Autonornous Ground Vehicle), distribuem pecas por vários pontos de uma linha de 
montagem autonomamente. Este tipo de robôs tem ganho uma enorme importância na industria de 
produqão. Inicialmente era necessário preparar os pavimentos com fios eléctricos ou magnetos, sobre 
os quais se guiavam esses robôs. Hoje em dia, existem robôs AGV com sistema de navegaqão por Ia- 
ser (ver figura 1.4b). Tais robôs recorrem à emissão de feixes laser para navegarem autonomamente, 
para isso, é apenas necessário colocar reflectores nas paredes, colunas ou máquinas da fábrica, per- 
mitindo a reflexão dos fixes laser de volta para o robô, dando-lhe, assim, a posiqão dos obstáculos. 
Figura 1.4: (a) Robô protocolar Robina da Toyota; (b) Robô AGV (Autonomous Ground Vehicle) 
da Transbotics, este robô utiliza feixes de laser para navegar autonomamente, obtendo um mapa 
bi-dimensional exacto do ambiente que o rodeia, podendo, assim, evitar os obstáculos; (c) Robô 
doméstico que trata da lida da casa, concebido pela colaboraqão da Toyota com o IRT (Information 
and Robot Technology Research Initiative) da Universidade de Tokyo. 
Nos últimos anos, têm vindo a ser desenvolvidos, cada vez mais, robôs para ajudar os humanos 
nas tarefas domésticas (figuras 1 . 4 ~  e 1 .5~ ) .  De facto, o ~ o o m b a @  da i ~ o b o t @  tem sido um 
enorme sucesso de vendas, tendo sido vendidas mais de três milhões de unidades desde 2002, ano 
em que foi introduzido no mercado. Isto significa que, um em cada quinhentos lares já é limpo 
pelo ~oomba@.  Este robô aspirador, aspira, por vácuo, o chão de uma casa autonomamente até 
quatro divisões por carga. O utilizador apenas tem de indicar a área que o robô tem de limpar por 
dia e o robô, depois de limpar, ou quando precisa de recarregar as baterias, volta à sua base. 
Robôs de estudo como o ASIMO (figura 1.5a), o Robomaid (figura 1 . 4 ~ )  ou a Robina (figura 
1.4a), dão uma ideia de como serão os robôs no futuro. Mas é também graqas a estes e outros 
protótipos, que a robótica vem evoluindo ao longo dos anos. De facto o ASIMO, actualmente o 
mais avanqado robô humanoide do mundo, deu um "passo" enorme na área da robótica, ou não 
fosse o seu nome Advanced Step in  Innovative MObility. Isto porque, foi o primeiro robô a andar 
dinamicamente como os humanos, caminha para a frente e para trás, vira-se enquanto caminha, e 
até sobe e desce escadas. Alem disso possui avanqadas tecnologias de inteligência, nomeadamente 
reconhecimento facial e vocal, mapeamento digital do ambiente que o rodeia, reconhecimento de 
postura e gestos, e ainda ligaqão à internet. 
Mas os robôs não servem só para executar tarefas quotidianas, industriais, ou perigosas. Exis- 
tem robôs autónomos, muito populares hoje em dia, que têm como funqão entreter miúdos e 
graúdos. 0 s  robôs QRIO e AIBO da Sony (figura 1.5b), são um bom exemplo disso. O QRIO 
(lê-se [quiuriô] Quest for cuRlOsity, originalmente designado de Sony Dream Robot ou SDR) reco- 
nhece vozes e faces, permitindo-o recordar as pessoas como também os seus gostos. Além de ser 
um robô humanoide bípede autónomo, o QRIO foi considerado, pelo Guinness World Records (edi- 
qão de 2005), como sendo o primeiro robô bípede com a capacidade de correr (andar enquanto, 
periodicamente, ambas as pernas estão acima do chão simultaneamente), conseguindo correr a 
0.83 Km/h. Foram ainda feitas várias experiências da interacqão do QRIO com crianqas, das quais 
Figura 1.5: (a) Robô ASIMO da Honda; (b) Robôs QRIO e AIBO da Sony; (c) Robô ~ o o m b a e  
da i ~ o b o t e .  
se obtiveram várias conclusões. A experiência conduzida por Fumihide Tanaka, Aaron Cicourel e 
Javier Movellan da Universidade da Califórnia San Diego, nos Estados Unidos, foi o primeiro estudo 
da interacqão entre crianqas e robôs de longo período.[31] Esta experiência consistiu em colocar 
um QRIO numa sala com crianqas, com idades entre os dezoito meses e os dois anos, durante 
cinco meses. Durante a experiência, esperava-se que o entusiasmo das criancas, com o robô, de- 
saparecesse ao fim de poucas horas, que era o que se passava com outros robôs. Mas, o que se 
verificou, foi que as crianqas se apegaram ao robô durante várias semanas, eventualmente, intera- 
gindo com o QRIO do mesmo modo que o faziam com as outras crianqas. Um dos problemas com 
os robôs anteriores, era que as pessoas rapidamente se aborreciam com eles. E, como este estudo 
comprovou, o QRIO manteve o interesse das crianqas, o que possibilita, a este robô, ou outros com 
as mesmas características, vários tipos de aplicaqões, como, por exemplo, ajudar crianqas autistas. 
Muito embora a Sony tenha parado o desenvolvimento do QRIO e descontinuado o AIBO, estes 
deixaram uma marca importantíssima para o desenvolvimento de robôs, para crianqas, no futuro. 
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Figura 1.7: (a) Robô Khepera III da K-team Corporation; (b) Robô Alice desenvolvido na EPFL; 
(c) Robô e-puck também desenvolvido na EPFL; (d) Robô Miabot Pro da Merlin Systems Corp. 
Ltd. 
Hoje j á  vai na terceira geracão, com maior poder de processamento e mais sensores. O Khepera 
III (figura 1.7a) possui um microcontrolador dsPIC30F5011 da Microchip, com 4 K B  de memória 
RAM (Random Access Memory) e 66 K B  de memória flash, dois servo-motores, controlados por 
dois microcontroladores PIC18F4431 da Microchip com dois encoders incrementais acoplados ao 
veio dos servos. A nível de sensores, está equipado com onze sensores de infra-vermelhos, nove 
de proximidade e dois para detectar linhas no chão, e cinco sensores de ultra-sons. Mede a volta 
de 130 mm de diâmetro, 70 mm de altura e pesa 690 g. Além disso, podem-se acopular módulos 
de expansão Korebot ao Khepera, permitindo que este tenha maior capacidade de processamento, 
mais e variados tipos de sensores, maior capacidade de armazenamento de dados, entre outras 
características. 
O Alice (figura 1.7b) é o robô mais pequeno deste tipo de robôs. Desenvolvido no ASL 
(Autonomous Systems Lab) da EPFL mede 22 mm de comprimento, 21 mm de largura e 20 mm de 
altura. Está equipado com um microcontrolador PIC16LF877 da Microchip, dois motores Swatch e 
quatro sensores infra-vermelhos de proximidade. Tem vários módulos de expansão, nomeadamente, 
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No entanto, existem alguns robôs que são concebidos de raiz para certos estudos. Como é o 
caso do Cyber Rodents (figura 1.9b) concebido para o Cyber Rodent Project da ATR (Advanced 
Telecommunications Research Institute International), e do robô Starfish (figura 1.9a) do CCSL 
(Cornell Computational Synthesis Laboratory) da Universidade de Cornell. Estes robôs, embora 
não sejam muito flexíveis, relativamente as áreas de desenvolvimento, possuem as características 
mais indicadas para a área, para a qual foram desenvolvidos. O que proporciona aos investigadores, 
um desenvolvimento mais profundo dessa área. 
Como j á  foi dito anteriormente, o Cyber Rodent foi desenvolvido no âmbito do Cyber Rodent 
Project da ATR dirigido por Mitsuo Kawato. O principal objectivo deste projecto é compreender 
os mecanismos adaptativos necessários para agentes artificiais, que contêm as mesmas restriqões 
que agentes biológicos: a auto-preservaqão e a auto-reproduqão. Para isso, houve a necessidade 
de desenvolver uma colónia de robôs que tivesse a capacidade para procurar uma fonte de geraqão 
de energia, para recarregarem as suas baterias, e um meio de comunicaqão wireless que possibilite 
a cópia de programas entre robôs.[l l] 
O Cyber Rodent é um robô, movido por duas rodas, com um comprimento de 250 mm e está 
equipado com um processador SH-4 da Hitashi com 32 M B  de memória, uma câmara digital CCD 
omnidireccional, um processador gráfico FPGA (Field-Programmable Gate Array) para captura 
de video e processamento de imagem a 30 Hz, um sensor de ultra-sons, sete sensores de infra- 
vermelhos (cinco orientados para a frente, um para a retaguarda e outro orientado para o chão), 
um acelerómetro de três eixos, um giroscópio de dois eixos, três LEDs para interface visual (verde, 
vermelho e azul), um altifalante e dois microfones para comunicaqão acústica, uma porta de 
comunicaqões por infra-vermelhos, para a comunicaqão entre dois robôs próximos, uma interface 
wireless L A N  e uma porta USB para comunicar com um computador.[l2] 
No âmbito da pesquisa na área de auto-modelaqão robótica na Universidade de Cornell, um 
grupo de investigadores necessitou de um robô para validar algoritmos que ainda só tinham sido 
testados computacionalmente. A pesquisa consiste no desenvolvimento de algoritmos que permitem 
a um robô criar um modelo da sua própria topologia, através da sua interacqão com o meio que o 
rodeia, para depois aprender a movimentar-se nesse meio, através da exploraqão de comportamentos 
de movimento do seu próprio modelo.[l5] 
O robô Starfish é um robô quadrúpede, que mede 140 mm de largura por 140 mm de compri- 
mento e 85 mm de altura (na sua posiqão normal), equipado com um computador PC-104 onboard 
com um módulo A/D DMM-32X-AT, com trinta e duas entradas de 16 bits, e um módulo de 
controlo de servos SV-203B, comandado por porta série. O robô consiste num corpo rectangular, 
onde está posicionado o computador, e quatro pernas articuladas por dois servos Airtronics 94359 
que lhe conferem oito graus de liberdade. Além disso, o robô está também equipado com uma 
variedade de sensores, entre os quais: um acelerómetro onboard, extensómetros colocados na parte 
dista1 das pernas e um sensor de distância óptico na parte inferior do robô. 
Não existe uma definiqão concreta do que é um pequeno robô móvel para aprendizagem, no 
entanto, existem algumas características necessárias para este tipo de robôs. Nomeadamente: o 
robô deve possuir vários sensores que lhe forneqam dados relativos ao ambiente que o rodeia, 
pelo menos um sistema de locomoqão e um sistema de alimentaqão do circuito electrónico; um 
controlador (microcontrolador ou computador) para processar os dados recebidos dos sensores e 
comandar o robô; e memória, quer volátil (como por exemplo RAM) para o armazenamento de 
dados durante o processamento da aprendizagem, e não volátil (como por exemplo EEPROM ou 
flash) para guardar os dados da aprendizagem. 
1.3.3 Rein forcement learning 
O Reinforcement Learning estuda o modo como os sistemas naturais e artificiais aprendem a 
prever as consequências das suas acqões e optimizar os seus comportamentos em ambientes, cujas 
acqões transportam esses sistemas de uma situaqão para outra distinta, levando a recompensas ou 
castigos. [8] 
Genericamente, no Reinforcement Learning um agente observa, repetidamente, o estado do 
ambiente que o rodeia, e, depois, escolhe uma acqão para executar através de uma política de 
aprendizagem. Uma vez executada a accão, o estado do ambiente muda e o agente recebe uma 
recompensa pela acqão executada. Estas recompensas podem ser positivas, boas recompensas, ou 
negativas, castigos. Assim, o agente aprende a escolher acqões por forma a maximizar a soma das 
recompensas que irá receber no futuro.[7] 
O Reinforcement Learning é, de todas as abordagens de Machine Learning, a que mais se 
foca na aprendizagem por objectivos, a partir da interacqão com o meio. Ao invés de ser dito a 
um agente qual a acqão que deve executar, tal como na maioria dos vários métodos de Machine 
Learning, é o próprio agente que deve "descobrir" quais as acqões, que em determinados estados, 
garantem maiores recompensas, executando-as e explorando o meio que o rodeia. As acções, não 
só afectam as recompensas imediatas, como também os próximos estados e, consequentemente, as 
recompensas seguintes. De facto, as características mais evidentes que distinguem o Reinforcement 
Learning de outras formas de aprendizagem são a tentativa-erro e a recompensa retardada.[30] 
Um dos maiores desafios que aparecem no Reinforcement Learning, que não existe noutros 
tipos de aprendizagem, é a decisão entre explorar novas acqões (exploration) e promover acqões 
que j á  realizou no passado (exploitation). De facto, um agente, para maximizar as recompensas, 
deve executar acqões que executou no passado e que descobriu serem as que maior recompensas 
dão. Por outro lado, para descobrir tais acqões o agente tem de executar acqões que ainda não 
tenham sido escolhidas. O agente tem de promover o que já conhece, por forma a obter a melhor 
recompensa, mas também tem de explorar, para poder escolher melhores acqões no futuro.[30] 
Existem dois tipos distintos de métodos de Reinforcement Learning: os baseados em modelos 
(model-based) e os livres de modelos (model-free). O método model-based usa a experiência para 
construir um modelo interno das transiqões entre os estados e as consequências imediatas. Depois, 
é escolhida uma accão, através da procura ou planeamento, a partir desse modelo interno. Por 
outro lado, o método model-free usa a experiência para aprender directamente politicas ou valores 
de estado-acqão, sem recorrer a estimativas ou modelos de ambientes.[8] 
No anexo A estão descritos alguns métodos de Reinforcement Learning mais conhecidos. 
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Figura 2.1: Robô Marklll. 
O Mark III (figura 2.1) é um robô concebido para lutas entre robôs mini-sumo, em que o 
objectivo principal é colocar o robô adversário fora da área de luta. Uma vez que se trata de 
lutas entre robôs, este apresenta um chassi robusto, um dos factores importantes para um robô 
de aprendizagem por reforqo. Este robô também possui hardware electrónico expansível, factor 
igualmente importante para a escolha deste robô como base para o desenvolvimento do robô de 
aprendizagem. 
O Mark III possui um microcontrolador PIC16F877 da Microchip, pré-programado, com 368 
bytes de memória RAM, 14 K B  de memória flash e 256 bytes EEPROM, dois servos, dois sensores 
de proximidade de infra-vermelhos e três sensores infra-vermelhos para a detecqão de linhas no 
chão. 
Concebeu-se assim, um robô com um chassi robusto, um sistema de pára-choques, que contém 
dez sensores de contacto, robusto e flexível, quatro sensores infra-vermelhos de distância, um sensor 
ultra-sons, dois servos e um módulo de comunicaqão wireless. Ao robô concebido foi dado o nome 
SALbot (Small Autonomous Learning Robot). Foram fabricados e montados dois SALbot para 
testar e comparar algoritmos de aprendizagem. Um pouco maior que o Khepera III, o SALbot 
mede 148 mm de comprimento por 172 mm de largura e 102 mm de altura, o que possibilita a 
operaqão do robô em bancadas de laboratório. 
O SALbot é um robô do tipo diferencial de duas rodas com dois pontos adicionais de contacto. 
Isto é, o SALbot possui quatro rodas, sendo duas, accionadas pelos servos S3003 da ~ u t a b a e  no 
centro do chassi do robô, e duas rodas de apoio que correspondem a dois apoios esféricos livres. 
O SALbot possui também um micro controlador PIC18F4620 da Microchip, com 3968 bytes de 
memória RAM, 64 K B  de memória flash e 1024 bytes EEPROM. 
2.1 Projecto Mecânico 
2.1.1 Chassi 
Como já foi referido, foram concebidos um chassi e um sistema de pára-choques suficiente- 
mente robustos para que a aprendizagem possa ser realizada eficientemente. A base do chassi foi 
⎧⎪⎪⎩ 0.23 s/60◦ 4.8 V
0.19 s/60◦ 6 V
⎧⎪⎪⎩ 3.2 kgf · cm 4.8 V
4.1 kgf · cm 6 V
5V
M1 = 2×
(
6− 5
6− 4.8 × 3.2 +
5− 4.8
6− 4.8 × 4.1
)
∼= 6.7 kgf · cm
1 kgf · cm = 1
100
× 9.8 N ·m
= 9.8× 10−2 N ·m
M1 = 6.7× 9.8× 10−2
= 65.6× 10−2 N ·m
P = m × g
P = 0.462× 9.8
= 4.5 N ;
MP = P × d
= 4.5× 11.6× 10−3
= 5.2× 10−2N ·m
M1 > MP
∅
∅
8x8 mm
◦
Figura 2.4: Possibilidades de detecqão de colisão pelo sistema de pára-choques nos cantos. 
∅◦
2.2 kΩ
A- ~ u p o r t e  dos sensores de contacto; B- Tiras de PVC; C- Porcas !!!!; D- Sensores de contacto; 
E- Porcas M3; F- Barras de contacto; G- Cantos do pára-choques; H- Base do chassi; I- Telas de 
Latex; J- Telas de Latex para os cantos; K- Parafusos M2; L- Parafusos M3; M- Apoios esféricos 
com suporte. 
Figura 2.5: Perspectiva explodida do chassi do SALbot. 
5. Orientar os furos de cada tela de latex (I), da parte superior, com os furos dos "braqos" 
da base do chassi (H), colocar as respectivas tiras de PVC (B) orientando-as pelos furos e 
aplicar os parafusos M 3  (L) e M 2  (K); 
6. Orientar os furos de uma tela de latex (I), da parte inferior, de cada lado do robô (no caso 
da parte da frente e de trás apenas um dos lados da tela) com os furos dos suportes dos 
sensores de contacto (A), colocar as respectivas tiras de PVC (B) orientando-as pelos furos 
e aplicar as porcas M 3  (E) e M 2  (C); 
7. Encaixar os cantos (G) nas barras de contacto (F) j á  fixadas; 
8. Orientar os furos das restantes telas de latex (I), da parte inferior, com os furos dos suportes 
dos sensores de contacto (A), encaixando as respectivas barras de contacto (F) nos cantos 
(G), colocar as respectivas tiras de PVC (B) orientando-as pelos furos e aplicar as porcas 
M3 (E) e M2  (C). 
1- Rodas ; 2- Pilares de suporte dos servos ; 3- Suporte dos sensores de distância frontais ; 4- 
Sensor de distância por ultra-sons ; 5- Espaqador de Nylon ; 6- Peca de fixacão do suporte dos 
sensores de distância frontais ao chassi; 7- Chassi; 8- Pilares de suporte dos sensores de distância 
por infra-vermelhos laterais; 9- Parafusos de fixaqão das rodas aos servos; 10- Parafusos M3; 11- 
Porcas M3; 12- Sensores de distância por infra-vermelhos; 13- Espaqador de plástico; 14- Suporte 
para sensor de distância por ultra-sons traseiro; 15- Parafusos M 3  de Nylon; 16- PCB auxiliar; 17- 
PCB principal; 18- O-rings; 19- Servos. 
Figura 2.6: Perspectiva explodida do SALbot. 
Depois da montagem do chassi o robô é montado da seguinte forma: 
1. Fixar cada servo (19) aos pilares (2) traseiros com um parafuso (10) e porca (11) M3, no 
furo superior que se encontra mais próximo do centro de rotacão do servo; 
2. Fixar cada servo (19) aos pilares (2) frontais com um parafuso (10) apertando-o à peca de 
fixacão do suporte dos sensores de distância frontais (6); 
3. Fixar as rodas (1) nos servos (19) com os parafusos (9); 
4. Ligar os fios aos sensores de contacto que estão no chassi, que posteriormente serão ligados 
à placa auxiliar (16); 
5. Fixar os pilares (2), j á  fixados aos servos (19) e à peca de fixaqão do suporte dos servos 
frontais (6), a base do chassi (7) com parafusos M 3  (10); 
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Figura 2.7: Placa de circuito principal do SALbot. 
A placa de circuito auxiliar foi desenvolvida de raiz para a interface de comunicaqão wireless e 
aquisiqão dos sinais dos sensores de contacto. Esta placa contém um dispositivo XBee, responsável 
pela comunicaqão wireless, que é descrito detalhadamente no próximo capítulo; oito terminais 
duplos, para a aquisicão dos sinais dos sensores de contacto de cada zona de embate; uma porta 
de expansão de 40 pinos, que faz a ligaqão entre a placa de circuito principal e esta placa; um 
botão de on-off da comunicaqão wireless; um botão de reset do XBee; um regulador de tensão 
LM1117 DT-3.3, que regula a tensão de 5V vinda da placa de circuito principal para 3.3V para a 
alimentaqão do XBee; e, ainda, quatro LEDs de interface visual do estado da comunicaqão wireless. 
Um LED amarelo para indicar a recepqão de dados, um vermelho para indicar o envio de dados, 
um azul que indica a potência do sinal recebido, ou RSSI (Received signal strength indication), e 
um verde que indica se o circuito de comunicaqão wireless está ligado. 
A placa de interface de comunicaqão wireless foi também desenvolvida de raiz para a comuni- 
caqão entre o computador e o SALbot. O computador recebe e envia informaqões para a placa a 
partir de uma porta série DB-9 implementada na placa. A comunicaqão série entre o computador 
e a placa é controlada por um MAX3232 CPE. A placa possui também um dispositivo XBee, 
responsável pela comunicaqão wireless, e um terminal de ligaqão da alimentaqão da placa, que é 
alimentada por uma pilha de 9V. A semelhanqa da placa de circuito auxiliar do SALbot, também a 
placa de interface de comunicaqão wireless para o computador, integra quatro LEDs de interface 
visual do estado da comunicaqão wireless. Um LED amarelo para indicar a recepqão de dados, um 
vermelho para indicar o envio de dados, um azul que indica a potência do sinal recebido, ou RSSI 
(Received signal strength indication), e um verde que indica se o circuito de comunicaqão wireless 
está ligado. 
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Figura 2.8: Placa de circuito auxiliar do SALbot. 
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Figura 2.9: Placa de interface de comunicaqão. 
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é invertido o processo descrito anteriormente. Isto é, os dados são enviados pelo computador para 
o XBee na placa de interface de comunicaqão, que são enviados para o XBee na placa de circuito 
auxiliar e, por fim, chegam ao microcontrolador. 
1 Placa de Circuiio Principal do SALbot 
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Figura 3.1: Arquitectura do sistema do SALbot. 
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Basicamente, este tipo de sensores determina a distância a um objecto utilizando triangulaqão. 
Um emissor envia um feixe de luz infra-vermelha, que, caso encontre um objecto, é reflectido 
de volta, e é captado por um pequeno array linear CCD (charge-coupled device), formando um 
triângulo. O feixe infra-vermelhos, antes de chegar ao CCD, passa por uma lente que distribui 
o feixe infra-vermelho por diversos pontos do CCD, dependendo do ângulo da base do triângulo. 
Sabendo o ângulo da base do triângulo, dado pelo CCD, é então possível calcular a distância do 
sensor ao objecto.[9][28][14] 
Figura 3.4: Gráfico dos valores do sinal analógico em funqão da distância do sensor GP2D120. 
Figura 3.5: Gráfico do fabricante da voltagem em funqão da distância do GP2D120.[26] 
Apesar deste tipo de sensores ser quase imune à interferência da luz ambiente e não depender da 
cor do objecto detectado, é extremamente difícil detectar objectos transparentes. O sinal analógico 
enviado pelo sensor não é linearmente proporcional a distância (figura 3.5) e o valor do ângulo 
medido pelo CCD varia com a temperatura ambiente e com o nível de reflectividade do objecto 
detectado. Assim, para uma melhor precisão das distâncias obtidas por estes sensores, retiraram-se 
vários valores do sinal enviado pelo sensor para diversas distâncias medidas, a partir dos quais, se 
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A operaqão de leitura do endereqo actual é iniciada com o envio de um byte de controlo após a 
condiqão de Start; porém, o bit de tipo de comando, ao contrário do que acontece nas operaqões 
de escrita, deve assumir o valor lógico 1. Após o envio do byte de controlo, o 24LC1025 envia 
um Acknowledge e, em seguida, o byte de dados do endereqo de memória actual, o Master passa 
o envio de um Acknowledge, mas gera uma condiqão de Stop no final da leitura. O dispositivo 
24LC1025 possui um contador de endereqos que contém o endereqo da posiqão da última memória 
lida. Assim, o endereqo da posiqão de memória da próxima leitura será o endereqo seguinte da 
última leitura. 
A operaqão de leitura de um endereqo específico é iniciada enviando um byte de controlo após 
a condiqão de Start, com o bit de tipo de operaqão a O. Após a recepqão de um Acknowledge 
do receptor, são enviados os dois bytes do endereqo de memória que se pretende ler, enviando 
primeiramente o byte mais significativo e depois, após a recepqão de um Acknowledge, o byte 
menos significativo. Seguidamente, é enviado novamente o byte de controlo antecedido de uma 
condiqão de Start, mas, desta vez, o bit de tipo de operaqão deve assumir o valor lógico 1. Depois 
o 24LC1025 envia um Acknowledge e, em seguida, o byte de dados, correspondente ao endereqo 
de memória que foi enviado. Por fim, à semelhanqa da operaqão de leitura do endereqo actual, o 
Master não envia um Acknowledge e finaliza a mensagem com uma condiqão de Stop. 
A operaqão de leitura sequencial é idêntica à operaqão de leitura de um endereqo específico. 
No entanto após 24LC1025 enviar o byte de dados relativo ao endereqo enviado, é enviado um 
Acknowledge para cada leitura sequencial desejada e que é seguido do envio do byte de dados do 
endereqo seguinte pelo 24LC1025. Quando todas as leituras desejadas forem efectuadas o Master 
passa o envio do Acknowledge e envia uma condiqão de Stop. 
3.3.3 Protocolo de comunicaqão entre o SALbot e o PC 
Uma vez que a comunicaqão, através dos módulos XBee, entre os SALbot e o computador, é 
realizada em modo transparente, existe a possibilidade de os SALbot receberem hipotéticas mensa- 
gens vindas de outros dispositivos wireless os quais poderiam interferir com o funcionamento normal 
dos robôs. Assim, houve a necessidade de implementar um protocolo que só fosse descodificado 
pelos SALbot ou pelo programa de interface no computador. 
O protocolo foi concebido por forma a que fosse possível o envio de mensagens com com- 
primento variável, até um máximo de quinze bytes, tendo em conta a possibilidade da perda de 
informaqões pelo meio da mensagem, já que as comunicaqões wireless são permeáveis a interfe- 
rências externas. Para permitir o comprimento dinâmico da mensagem foi criado um campo que 
contém a informaqão da dimensão da mensagem. E, para evitar a leitura de mensagens com erros, 
foi criado um campo na mensagem permite validar a mensagem recebida. 
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Figura 3.13: Topologia da mensagem de comunicaqão entre o SALbot e o computador. 
A mensagem, como é visível na figura 3.13, é constituída por quatro secqões: o byte de início, 
um byte com o comprimento e tipo, a mensagem propriamente dita e um byte de verificaqão (ou 
checksum). 
O byte de início depende do robô que envia ou recebe mensagens. Este byte, para o SALbotl, 
tem o valor 255 decimal e ,para o SALbot2, tem o valor 254 decimal. O segundo byte contém o valor 
do comprimento da mensagem, na parte mais significativa, e o tipo de mensagem, na parte menos 
significativa. Este comprimento corresponde ao número de bytes da mensagem propriamente dita, 
isto é, o número de bytes entre este byte e o byte de verificaqão. Depois dos bytes da mensagem 
propriamente dita, existe um byte de verificaqão que, basicamente, permite que a mensagem seja 
validada por quem a recebeu. 
Figura 3.14: Descriqão gráfica do byte de verificaqão. 
Na figura 3.14 pode visualizar-se como funciona o byte de verificaqão. Independentemente 
do número de bytes, pelo qual é constituída a mensagem, este byte corresponde à operaqão 
sequenciada de XORs ("ou" exclusivos); ou seja, faz-se a operaqão XOR do primeiro byte com o 
segundo, depois efectua-se a mesma operaqão do resultado da anterior com o terceiro byte e assim 
sucessivamente até ao último byte. 
E através deste byte que, quer o programa de interface, quer o programa do SALbot, validam 
as mensagens recebidas pela porta série. 
3.3.3.1 Mensagem de modo de operacão 
nicio de Aprendizagem (3) 
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Figura 3.15: Mensagem de alteração do modo de operação do SALbot. 
A mensagem de modo de operaqão (figura 3.15) é enviada pelo programa de interface, para 
poder comandar o modo de operacão do programa do SALbot. A mensagem é constituída apenas 
por um byte, que corresponde ao modo de operacão que o programa do SALbot deve tomar: 
Autónomo, Manual, Inicializacão da Aprendizagem ou Aprendizagem. 
3.3.3.2 Mensagem de Início/Paragem 
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Figura 3.16: Mensagem de Início/Paragem do SALbot. 
Quando o SALbot é (re)iniciado, o programa entra no modo Idle (não realiza qualquer operaqão 
a não ser a verificacão de mensagens recebidas). A mensagem de iníciolparagem (figura 3.16) é 
usada para o utilizador iniciar o programa do SALbot a f im deste iniciar o modo de execuqão 
(por defeito é o modo Manual). No entanto, sempre que o utilizador desejar, pode enviar uma 
mensagem para colocar o programa do SALbot no modo Idle (enviando o Stop). 
Esta mensagem é constituída por um byte que indica se é para iniciar ou para parar, indepen- 
dentemente do modo de operacão do SALbot. 
3.3.3.3 Mensagem de pedido de dados 
No modo manual, o SALbot quando recebe uma mensagem deste tipo, vai enviar o tipo de 
dados pedidos. Estes dados podem ser os valores das distâncias dos sensores de distância, o estado 
dos sensores de contacto, ou os valores da tabela de aprendizagem. Constituída por um byte, a 
mensagem representa o tipo de dados a receber(figura 3.17). 
Figura 3.17: Mensag,,,, de pedido de dados. 
Embora este tipo de mensagem seja normalmente para pedir dados ao SALbot a partir de uma 
interface num computador remoto, também é possível instruir o SALbot a apagar a sua tabela de 
aprendizagem. 
3.3.3.4 Mensagem de envio do estado dos sensores de distância 
Nesta mensagem, são enviados os dados relativos aos sensores de distância por infra-vermelhos 
e ultra-sons. Como é possível verificar na figura 3.18, são enviados os valores das distâncias dos 
sensores de distância em dois bytes por cada sensor: o primeiro byte com o valor mais significativo 
e o segundo com o valor menos significativo. Como os valores lidos pelas portas analógicas 
do microcontrolador são de dez bits de resoluqão, nos bytes mais significativos dos valores das 
distâncias, os últimos seis bits são ignorados. 
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Figura 3.18: Mensagem de envio do estado dos sensores de distância. 
3.3.3.5 Mensagem de envio do estado dos sensores de contacto 
Uma vez que, os sensores de contacto só têm dois estados (ON e OFF) e estão dispostos por 
oito zonas de contacto distintas, basta um byte para representar o estado de todos os sensores de 
contacto, em que cada bit corresponde ao estado de um sensor. A ordem dos sensores de contacto 
no byte enviado (figura 3.19) corresponde ao byte da porta do microcontrolador (PORTD), onde 
estão implementados os sensores de contacto. 
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Figura 3.19: Mensagem de envio do estado dos sensores de contacto. 
3.3.3.6 Mensagem de envio de um elemento da tabela de aprendizagem 
Esta mensagem foi concebida para possibilitar ao SALbot transferir tabelas de aprendizagem 
para um computador remoto e vice-versa. Assim é possível descarregar tabelas de aprendizagem 
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Figura 3.26: Fluxograma da rotina Main. 
apenas verifique se recebeu algum comando. No estado Autónomo, o robô executa acqões perante 
os estados em que se encontra, procurando na tabela de aprendizagem a acqão que maior valor 
tem para o estado em que o robô se encontra. O modo de Inicializaqão da Aprendizagem apenas 
tem a finalidade de inicializar os parâmetros de aprendizagem para iniciar uma nova aprendizagem. 
Após a execuqão das tarefas associadas ao modo de Inicializaqão da Aprendizagem, o estado do 
SALbot é automaticamente mudado para Aprendizagem. Enquanto o robô se mantiver no estado 
de Aprendizagem são gerados episódios de aprendizagem. 
A figura 3.26 mostra o fluxograma da rotina Main do SALbot, onde é possível verificar as 
funqões de cada estado. 
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Figura 3.28: Fluxograma da rotina de Aprendizagem. 
Figura 3.29: Fluxograma da rotina de Processamento de mensagens. 
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3.5 Interface no PC 
A interface gráfica (figuras 3.30 e 3.31) no computador remoto foi concebida com o fim de se 
poder comandar e monitorar os dois SALbot. Através da interface, é possível escolher o modo de 
execuqão de cada um dos SALbot. No modo Manual, é possível pedir dados relativos aos sensores 
de distância e de contacto ao SALbot, bem como carregar e descarregar tabelas de aprendizagem do 
robô. Em qualquer modo, é possível abrir e guardar ficheiros relativos a progressão de aprendizagem 
(gráfico) e tabela de aprendizagem. Estes ficheiros são do tipo csv (comma separated values) para 
que seja possível visioná-10s e interpretá-los num programa de folhas de cálculo (como, por exemplo, 
o Excel), já que a interface não mostra a tabela de aprendizagem. 
Na interface existem dois ambientes: o do SALbot l  e SALbot2; dentro de cada um desse 
ambientes existem mais dois: Sensores e Aprendizagem. No ambiente Sensores de cada um dos 
SALbot é possível monitorar as distâncias, valores e nível dos sensores de distância, o estado do 
pára-choques o tipo de movimento do robô e ainda mudar o modo de operacão do robô para 
Manual, Autónomo ou Idle. 0 s  modos de Inicializaqão de Aprendizagem e Aprendizagem, apenas 
podem ser escolhidos no ambiente Aprendizagem. Nesse ambiente, também é possível monitorar o 
progresso de aprendizagem, bem como as operaqões relativas aos dados da aprendizagem do robô 
já descritas, como carregar e descarregar a tabela de aprendizagem do SALbot. 
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Figura 3.30: Secqão, da interface gráfica, de monitorizaqão dos sensores e de comando do modo 
de operaqão do SALbot2. 
Figura 3.31: Secqão, da interface gráfica, de monitorizaqão e comando da aprendizagem do SAL- 
bo t l .  
Capítulo 4 
Testes e Resultados 
"É durante as tempestades que o 
verdadeiro marinheiro aprende a velejar." 
Ricardo Jordão Magalhães 
Com a finalidade de validar o SALbot como um robô habilitado para aprendizagem, foram feitos 
testes com um algoritmo de aprendizagem básico. Estes testes foram realizados num ambiente res- 
trito, onde o robô aprende a escolher o melhor movimento para os vários estados que vai visitando. 
Neste capítulo é feita uma abordagem ao ambiente de testes usado e são expostos e analisados 
os resultados dos testes provenientes da aprendizagem dos SALbot. 
4.1 Ambiente de testes 
Para testar a aprendizagem dos SALbot, foi construído um ambiente de testes (figura 4.1) onde 
decorreram os ensaios, dos quais, se extraíram os dados relativos a aprendizagem, examinados na 
secqão de resultados (4.2). Uma vez que o objectivo principal da aprendizagem consiste no SALbot 
percorrer um ambiente sem colidir, optou-se por ambiente com a forma de um corredor: com 2 m 
de comprimento por 0.65 m de largura e com uma altura de 150 mm. 
Figura 4.1: Ambiente de testes dos SALbot. 
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que j á  no final das 500 iteraqões o SALbot tinha experimentado todas as acqões disponíveis neste 
estado, pelo que se pode concluir que este estado foi vezes visitado muitas vezes neste teste. 
4.2.3 Teste de aprendizagem para o ambiente completo 
Neste teste, a aprendizagem ocorreu na totalidade do espaqo do ambiente de testes. 
No final do teste, isto é, após as 5000 iterações o SALbot visitou, pelo menos uma vez, 255 
estados diferentes, dos quais 30 novos estados foram visitados entre as 500 e 1000 iteraqões, 52 
entre as 1000 e 2000 iteraqões e 77 entre as 2000 e 5000 iteraqões. 0 s  valores da tabela de 
aprendizagem mantiveram-se iguais para: 30 estados entre as 500 e 1000 iteracões; 36 estados 
entre as 1000 e 2000 iteraqões; e 40 estados entre as 2000 e 5000 iteraqões. 
Tal como nos testes anteriores, foram escolhidos três estados indicativos para analisar a evoluqão 
da tabela de aprendizagem: o 64; o 2368; e o 5921. 
Figura 4.9: Representacão do estado 5921 do SALbot. 
O estado 5921, representado na figura 4.9, corresponde a: nível 1 no sensor de distância por 
ultra-sons frontal; nível 3 no sensor de distância por infra-vermelho frontal; nível 2 para os sensores 
de distância por infra-vermelhos laterais direito e esquerdo; nível O para o sensor de distância por 
infra-vermelhos traseiro; e com um dos sensores de contacto da parte frontal do sistema de pára- 
choques activo. Tal como no estado 8800, também este não seria de esperar que fosse visitado, 
devido à grande diferenqa entre níveis dos sensores de distância frontais por ultra-sons e infra- 
vermelhos. Ainda assim, e uma vez que também existe uma colisão na parte frontal do SALbot, 
é de esperar que a melhor acqão que o robô deve executar perante este estado é andar para trás 
(acqão 5). 
Analisando a tabela 4.7, na qual se verifica a evoluqão da tabela de aprendizagem para o 
estado em questão, é de fácil percepqão que a acqão que garante maiores recompensas ao SALbot 
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Figura 4.13: Número de colisões em intervalos de 100 iteraqões para os testes de aprendizagem. 
situaqões, nos quais o SALbot, executando uma acqão, pode receber diferentes recompensas. E 
de salientar que, quando o SALbot se encontrava nos cantos do ambiente de testes, o número 
de colisões acumuladas aumentava consideravelmente, como, por exemplo, se pode verificar no 
gráfico do teste realizado na área total do ambiente de testes, perto das 2400 iteraqões (mais 
sensivelmente entre as 2403 e 2420 iteraqões, entre as quais se registaram 11 colisões). 
Apesar dos testes terem sido realizados para poucas iteraqões (embora cada um destes tenha 
demorado aproximadamente 5 horas seguidas), é possível verificar uma certa tendência dos gráficos 
em convergir para um valor máximo, especialmente para o gráfico do último teste. Contudo, essa 
tendência pode não se verificar uma vez que, devido aos tais estados ambíguos, o SALbot, mesmo 
após n iteraqões, ainda continuar a aumentar o número de colisões acumuladas. Isto é, apesar 
de não ser garantido que o SALbot deixe definitivamente de colidir, o número de colisões vai 
diminuindo à medida que vai aprendendo. 
Na figura 4.13, é possível ter uma melhor percepqão da evoluqão da aprendizagem nos diversos 
testes efectuados. Neste gráfico são representadas as colisões em intervalos de 100 iteraqões (é 
de relembrar que, no teste efectuado num ambiente pequenos, não existem dados entre as 1000 
e 2000 iteraqões). Para melhor interpretaqão do gráfico, foram representadas linhas de tendência 
para cada teste. Assim, analisando as linhas de tendência, verifica-se que o número de colisões 
tende para um valor próximo de zero a medida que o número de iteraqões vai aumentando. 
4.2.5 Resultados em operaqão no modo autónomo 
Após a realizaqão dos vários testes de aprendizagem, realizaram-se testes de execuqão do SAL- 
bot no modo autónomo para cada ambiente (pequeno, médio e completo). Mais detalhadamente, 
para cada ambiente, colocou-se o SALbot a executar 1000 acqões no modo autónomo, para duas 
tabelas de aprendizagem distintas: com aprendizagem de 500 iteraqões; e com aprendizagem de 
5000 iteraqões. Durante estes testes, foram retirados o número de colisões acumuladas ao longo 
do número de acqões. 
Através da visualizaqão dos gráficos, obtidos com os dados retirados destes testes,(figura 4.14, 
4.15 e 4.16) é clara a evoluqão da aprendizagem do SALbot. Em todos os ambientes, existe uma 
reducão do número de colisões da aprendizagem com 500 iteracões para a aprendizagem com 5000 
iteraqões. 
Amblente pequeno 
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Figura 4.14: Comparaqão entre etapas da aprendizagem do número de colisões no modo autónomo 
no ambiente pequeno. 
Comparando os gráficos j á  referidos, o SALbot, com a tabela de aprendizagem de 500 iteracões, 
colidiu mais vezes no ambiente pequeno do que nos outros ambientes, o que faz sentido, visto que 
o espaqo do ambiente é menor, isto é, existe menos espaqo livre para o robô se movimentar. No 
entanto, o número de colisões, com a tabela de aprendizagem de 5000 iteraqões, é menor no 
ambiente pequeno do que nos restantes. Isto deve-se ao facto de, sendo menor a dimensão do 
ambiente, o SALbot visitar mais e mais vezes os estados possíveis do ambiente. 
Analisando os gráficos das figuras: 4.17, 4.18 e 4.19, torna-se mais evidente a evoluqão da 
aprendizagem de 500 iteraqões para 5000 iteraqões, em qualquer dos ambientes. As linhas de 
tendência para as aprendizagens de 5000 iteraqões, além de representarem um número de colisões 
menor, são mais estáveis (menor declive) do que para as aprendizagens de 500 iteraqões. Isto é, 
comparando o número de colisões entre as aprendizagens de 500 e 5000 iteraqões, o número de 
colisões diminui e a variaqão do número de colisões também diminui. 
Ambbnte médio 
-Com aprendizagem do 500 iteraçóes 
-Com aprendizagem de 5000 Hera* 
Figura 4.15: Comparacão entre etapas da aprendizagem do número de colisões no modo autónomo 
no ambiente médio. 
Ambiente completo 
-Com aprendiagem de 500 iterações 
-Com aprendizagem de 5000 item- 
Figura 4.16: Comparacão entre etapas da aprendizagem do número de colisões no modo autónomo 
num ambiente completo. 
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Figura 4.17: Número de colisões em intervalos de 100 acqões para o modo autónomo no ambiente 
pequeno. 
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Figura 4.18: Número de colisões em intervalos de 100 acqões para o modo autónomo no ambiente 
médio. 
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Figura 4.19: Número de colisões em intervalos de 100 acqões para o modo autónomo no ambiente 
completo. 
Capítulo 5 
Conclusões e trabalhos futuros 
' X  experiência nunca falha, apenas as 
nossas opiniões falham, ao esperar da 
experiência aquilo que ela não é capaz de 
oferecer." 
Leonardo da Vinci 
5.1 Conclusões 
Dos diferentes tipos de aprendizagem de máquina existentes, escolheu-se o reinforcement le- 
arning como base para a concepqão e desenvolvimento dos SALbot. Ainda assim, é possível 
configurar o SALbot, para se utilizar qualquer tipo de aprendizagem de máquina. Foram instalados 
sensores de distância por infra-vermelhos e ultra-sons e sensores de contacto para aquisiqão de 
informacão do ambiente, um sistema de locomoqão, um controlador, um sistema de comunicaqão 
sem fios e unidades de bateria, que, em conjunto, garantem a autonomia dos robôs. Além disso, os 
SALbot foram concebidos numa plataforma modular, permitindo assim a implementacão de novos 
dispositivos no futuro, quer para o melhoramento na área de aprendizagem, quer para possibilitar 
a sua utilizacão para outras áreas da robótica. 
O chassi e o sistema de pára-choques dos SALbot foram concebidos para serem robustos 
e fiáveis, relativamente a funcionalidade dos robôs. Além disso, o sistema de pára-choques foi 
concebido para detectar colisões em oito zonas distintas, e, assim, permitir ao SALbot distinguir 
com maior precisão a zona de contacto. Após a realizacão dos testes, o chassi e o sistema de pára- 
choques provaram ser fiáveis e robustos para a funcão dos robôs. O chassi suportou eficazmente 
todos os componentes do SALbot durante, e após, os testes efectuados e o sistema de pára-choques 
cumpriu o objectivo desejado. 
O chassi e o sistema de pára-choques foram construídos, em grande parte, recorrendo a pro- 
cessos artesanais. Apesar de grande parte da construqão depender da precisão do trabalho manual, 
a robustez e fiabilidade dos componentes do robô nunca ficaram comprometidas. 
Foram também desenvolvidas placas de circuito impresso, uma principal e uma auxiliar para 
cada SALbot, e uma para as comunicacões por wireless entre um computador remoto e os SALbot. 
Na placa de circuito impresso principal estão integrados e são ligados os componentes necessários 
para a autonomia do SALbot, destacando-se: um microcontrolador; os servos; os sensores de 
distância; e as baterias de alimentaqão da placa e dos servos. Além disso, a placa de circuito 
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Apêndice B 
Desenhos técnicos 
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Apêndice C 
Placas de  c i rcu i to  impresso 
C.1 Tracado do circuito impresso das Placas 
Figura C.l :  Traqado do circuito impresso da placa principal do SALbot. 
Figura C.2: Traqado do circuito impresso da placa auxiliar do SALbot. 
I 
Figura C.3: Traqado do circuito impresso da placa de interface de comunicaqão. 
C.2 Esquemas eléctricos 



C.3 Imagens das placas 
Figura C.4: Imagem foto-realista da placa principal do SALbot. 
Figura C.5: Imagem foto-realista da placa auxiliar do SALbot. 
Figura C.6: Imagem foto-realista da placa de interface de comunicaqão. 
Figura C.7: Imagem da placa de interface de comunicaqão. 
Apêndice D 
Imagens dos robôs 
Figura D. 1: Imagem foto-realista dos SALbot. 
Figura D.2: Imagem dos SALbot. 
Figura D.3: Logótipo do SALbot. 
Referências 
[I] Futaba standard servos. h t t p :  //www . fu taba- rc .  com/servos/servos. html,  online on 
April 2010. 
[2] Mark I11 complete kit. h t t p :  //www. junun. o rg /Mark I I I / I n fo .  jsp?i tem=l,  online on 
April 2010. 
[3] Mobilerobots, research & university robots, software & accessories. h t t p  : //www . 
a c t i v r o b o t s .  com/ROBOTS/, online on April 2010. 
[4] Ethem Alpaydin. Introduction to Machine Learning (Adaptive Computation and Machine 
Learningl. The MIT  Press, 2004. 
[5] Lipson H Bongard J., Zykov V. Automated synthesis of body schema using multiple sensor 
modalities. In the 10th Int. Conference on Artificial Life (ALIFE X), pages 220-226, 2006. 
[6] Thomas Braun I. Embedded Robotics: Mobile Robot Design and Applications with Embedded 
Systems. Springer-Verlag New York, Inc., Secaucus, NJ, USA, 2006. 
[7] Mark Elshaw Cornelius Weber and Norbert Michael Mayer, editors. Reinforcement Learning. 
I-Tech Education and Publishing, 2008. 
[8] Peter Dayan and Yael Niv. Reinforcement learning: the good, the bad and the ugly. Current 
opinion in neurobiology, 18(2):185-196, April 2008. 
[9] A. T. De Almeida, M. Thoma, and 0. Khatib, editors. Autonomous Robotic Systems. 
Springer-Verlag New York, Inc., Secaucus, NJ, USA, 1998. 
[I01 Digi International, Digi International Inc. 11001 Bren Road East Minnetonka, MN 55343. 
XBee@ / XBee-PRO@ RF Modules - 802.15.4, vl.xEx edition, September 2009. 
[ l l ]  A. Eriksson, G. Capi, and K. Doya. Evolution of meta-parameters in reinforcement learning 
algorithm. In IEEE/RSJ International Conference on Intelligent Robots and Systems, 2003. 
[12] Eiji Uchibe Genci Capi and Kenji Doya. Selection of neural architecture and the environment 
com plexity. I n the 3rd International Symposium on Human and Artificial Intelligent Systems, 
2002. 
[13] Stan Gibilisco. Concise Encyclopedia of Robotics. McGraw-Hill, 2002. 
[14] Joseph L. Jones and Anita M. Flynn. Mobile robots: inspiration to implementation. A. K. 
Peters, Ltd., Natick, MA, USA, 1993. 
22
[32] N.G. Tsagarakis, G. Metta, G. Sandini, D. Vernon, R. Beira, J. Santos-Victor, M.C. Carrazzo, 
F. Becchi, and D.G. Caldwell. icub: the design and realization of an open hurnanoid platforrn 
for cognitive and neuroscience research. International Journal o f  Advanced Robotics, Vol. 
21(No. 10):pp. 1151-75, 2007. 
[33] C. Watkins. Learning from Delayed Rewards. PhD thesis, University o f  Carn bridge,England, 
1989. 
