To obtain the grazing half-saturation constant (K) of natural microzooplankton assemblages, we used three nonlinear grazing models (rectilinear, Holling type II, and Holling type III) to fit the detailed data (phytoplankton net specific growth rate vs. dilution factor) of individual dilution experiments that show significant concave curves. In the dataset consisting of 528 experiments, 96 experiments show significant concave curves, and the associated chlorophyll a (Chl a) concentrations are significantly higher than those of experiments showing linear or convex curves. Experiments showing concave curves likely reflect that these microzooplankton assemblages were under top-down control. The three models perform equally well in fitting the data. The K values estimated from these 96 experiments vary over three orders of magnitude and are log-log linearly related with ambient Chl a concentrations, but not correlated with temperatures. Estimates of K of natural microzooplankton assemblages tend to be smaller than estimates from laboratory cultures. For the experiments not showing concave curves, it is hard to obtain a robust estimate of K.
Microzooplankton grazing is a major loss pathway for primary production, consuming on average 60 , 80% of daily primary production in the ocean (Calbet and Landry 2004) . The efficiency of microzooplankton grazing on phytoplankton depends on many factors, one of which is the microzooplankton grazing functional response. Functional response describes the relationship of the consumption rate of the predator (i.e., how many prey a predator consumes per unit time) and the prey concentration (Solomon 1949; Jeschke et al. 2002) . There are a number of mathematical models describing the functional response, and one key component is the grazing half-saturation constant (K; Jeschke et al. 2002; Gentleman et al. 2003) . Although the K of marine microzooplankton has been extensively quantified in laboratory cultures (Strom and Buskey 1993; Hansen et al. 1997; Jeong et al. 2004 ), we still have little knowledge of K of natural microzooplankton assemblages in the field.
The dilution technique, developed by Landry and Hassett (1982) , is the most commonly used method to measure the in situ grazing rate (m) of microzooplankton on phytoplankton at the community level. This elegant method is to use particle-free seawater to dilute the natural (unfiltered) seawater into different proportions and incubate the bottles under in situ conditions for 1 d. If we assume that the microzooplankton ingestion rate responds instantaneously to changes of phytoplankton biomass during the 1-d dilution-experiment incubation (Evans and Paranjape 1992) , the phytoplankton growth (dP/dt) in the ith dilution bottle can be described by the following equation:
in which P is phytoplankton concentration, m is the phytoplankton growth rate (d 21 ), which is assumed constant at different dilution levels (Landry and Hassett 1982) . D i is the dilution factor in the ith bottle (i.e., the proportion of unfiltered seawater in the mixture of filtered and unfiltered seawater), and Z is the in situ microzooplankton biomass, which is assumed constant during incubation. The variable I is the per capita zooplankton ingestion rate. In most cases, I is assumed to be a linear function of P (Table 1 ). Thus Eq. 1 can be solved into a simple linear equation:
in which P 1,i and P 0,i are the phytoplankton concentrations after and before incubation in the ith bottle, respectively. I m is the maximal per capita ingestion rate. Here K is intentionally defined as the half-saturation constant (i.e., when P 5 K, I 5 I m /2) to be directly comparable to Holling type II and III models. As Z, I m , and K are all constants, the phytoplankton specific net growth rate (NGR i 5 ln(P 1,i / P 0,i )) is a linear function of D i and the slope of the linear regression indicates the in situ microzooplankton grazing rate. Sometimes we observe a nonlinear relationship between NGR and D in dilution plots, the majority of which can be attributed to satiated feeding behavior at high food concentrations (Gallegos 1989; Evans and Paranjape 1992; Moigis 2006 ). The occurrence of satiated feeding depends on whether the in situ prey concentration (P 0 ) is large compared to K. There is a tendency to believe that feeding satiation of microzooplankton is common only in eutro-phic waters (i.e., large P 0 ; Landry 1993), which, however, has not been rigorously proved. For example, Strom et al. (2007) stated, ''Perhaps surprisingly, there was no relationship between the occurrence of saturated grazing in an experiment and the overall (or size fraction-specific) chlorophyll concentration in that experiment.'' This is probably related to our ignorance of K, which has rarely been estimated for natural microzooplankton. Li et al. (2011) were among the first to estimate K of natural microzooplankton assemblages using data of dilution experiments. Based on a dataset collected in the California current ecosystem using the ''two-point'' dilution method (Landry et al. 2009 ), they calculated the biomass-specific microzooplankton clearance rate (abbreviated as m e /Z in their paper) of each experiment. By using nonlinear functions to fit the data of m e /Z vs. P 0 , they obtained an average K in this area. For a Holling type II model, their estimated K was 0.126 mmol nitrogen L 21 , equivalent to 0.2 mg chlorophyll a (Chl a) L 21 if assuming a Redfield ratio of carbon to nitrogen as 6.625 and a carbonto-chlorophyll ratio of 50. Note that this value is actually close to the estimate of another global-scale synthesis by Chen et al. (2012) , although in this study the K was not explicitly given. If the K of 0.2 mg Chl a L 21 were reliable, it immediately leads to a conclusion that in many parts of the global ocean, P 0 . K! This at least suggests that the assumption of microzooplankton linear feeding kinetics in regular dilution experiments might not hold in some cases. It is puzzling that this result was derived from the dilution experiments in which linear feeding kinetics were assumed.
It is worth noting that the values of K obtained in Li et al. (2011) and Chen et al. (2012) were averaged from different experiments covering a large range of environmental conditions. But there is no guarantee that these K values can be averaged, and we have no idea of how variable they might be.
The major motivation of this paper is that the dilution plots showing nonlinear curves can provide useful information on estimating K, and thus we can obtain one K value for each experiment. We compiled a global dataset of dilution experiments with the data of the dilution factor and phytoplankton net growth rate of each bottle and used three nonlinear models of microzooplankton feeding functional responses to compute the K of each experiment. Then we could investigate whether there were any relationships between K and environmental parameters such as temperature and chlorophyll concentration, which can be subsequently used in biogeochemical models.
Methods
We searched the literature for detailed information on phytoplankton net specific growth rate (NGR) vs. dilution factor (D) in each dilution experiment and supplemented those datasets with our own experiments in Chinese coastal seas (see Web Appendix, Table A1 , www.aslo.org/lo/toc/ vol_59/issue_3/0639a.html). We first conducted a linear regression of NGR , D for each experiment and then removed the experiments with positive slopes (i.e., negative m). To check whether a nonlinear model performed better than the linear model, we used a second-order polynomial to fit the data. If the coefficient of the second-order term was significantly different from zero, we determined that a nonlinear model was necessary to fit the data. There were two kinds (i.e., concave and convex) of curves among the nonlinear dilution plots, and we focused on the concave curves, which were more common and could be modeled by the three types of Holling functional responses.
The approach of estimating K from dilution experiments was based on Eq. 1. Three nonlinear models of I are given in Table 1 . For the ith dilution bottle, initial phytoplankton biomass (P 0 , i ) equals D i P 0 , in which P 0 is the initial undiluted in situ Chl a concentration. The three unknown parameters m, ZI m , and K were assumed constant during the incubation. With an initial guess of m, ZI m , and K, we computed the phytoplankton biomass after 1 d incubation using the function ''ode'' in the R package deSolve (Soetaert et al. 2010) . The optimal values of m, ZI m , and K were obtained by finding the minimum of the sum of the absolute differences between observed and calculated NGR, which was also used for comparing the performance of the three nonlinear models (i.e., the smaller the sum of the differences, the better the model). The in situ microzooplankton grazing rate (m, d 21 ) can be computed as ZI/P 0 by setting D i 5 1 (Table 1) . To estimate the 95% confidence intervals of K, we calculated the average error of NGR i of each experiment and used this error to randomly simulate a series of NGR i (i.e., a Monte Carlo approach). We then used the nonlinear models to fit the simulated data and obtained a value of K for each simulation. With sufficient numbers of simulations, we could estimate the 95% confidence interval of the K values. All the graph plottings and statistical analyses were conducted with R version 3.0.1 (R Core Team 2013).
Results
In total, we collected data for 528 dilution experiments, of which negative slopes were obtained from linear models in 491 experiments. Among these, 22 experiments show significant convex curves (i.e., the second-order terms being significantly positive) and 96 experiments show significant concave curves. The Chl a concentrations of experiments with concave curves (median 5 1.20 mg L 21 ) are significantly higher than those of linear experiments (median 5 0.78 mg L 21 ) and experiments with convex Fig. 1A ). The temperatures associated with these nonlinear experiments are not significantly different from each group (Fig. 1B) . In the following text, we focus on the experiments with significant concave curves. We show two examples in Fig. 2 to demonstrate how different models fit the data, and the detailed fit for all experiments is given in the Web Appendix, Fig. A1 . (www.aslo.org/lo/toc/vol_59/issue_3/0639a.pdf). Although visual inspection seems to show that some models fit better than others in some experiments (e.g., the rectilinear model seems the best in Fig. 2A but is inferior in Fig. 2B ), there are actually no significant differences among the performances of the three nonlinear models, based on comparing 95% confidence intervals of the sum of the absolute differences between estimated and observed NGR (p . 0.05).
The K values estimated from three models range from 0.01 to . 10 mg Chl a L 21 , covering three orders of magnitude. The relationships between K and P 0 are essentially log-log linear for the three models, with the slopes not significantly different from unity (Fig. 3) , based on which we can roughly predict that K values are 28%, 21%, and 26% of P 0 for rectilinear, Holling type II, and Holling type III models, respectively. Microzooplankton were feeding at, on average, around 80% of the maximal rate in these experiments. There is no discernible relationship between temperature and K (Fig. 3) .
Discussion
Our main goal in this paper is to estimate K of natural microzooplankton assemblages from dilution experiments. However, it is noteworthy that only one fifth of the dilution experiments show significant concave curves, from which we can reliably estimate K. Although theoretically we can use nonlinear models to estimate K from experiments without significant curvatures, these estimates are less reliable or even become biologically meaningless. This is because when K is comparatively large compared with P 0 (i.e., when the regression fit becomes linear), the regression fit depends on the ratio between ZI m and K and becomes insensitive to K. There are two possibilities for a concave curve not to appear. The first is that the experiment should show a concave curve because of a small K, but experimental errors or limited number of bottles prevent us from detecting it (e.g., the second-order term in the fitted polynomial is insignificant). This can be improved by increasing the number of incubation bottles in dilution experiments. Alternatively, there is indeed no curvature and the K is really far larger than P 0 . If this is the case, it suggests that natural microzooplankton assemblages are often experiencing food limitation in the sea. Food limitation of microzooplankton (P 0 , 2K) suggests that microzooplankton are mostly under bottom-up control (i.e., prey limited), whereas food satiation of microzooplankton (P 0 . 2K) suggests that microzooplankton are mostly under top-down control (i.e., predation limited). From our data compilation, it seems that bottom-up controls on microzooplankton are more prevalent than top-down controls.
The significance of our results is to show that the microzooplankton grazing half-saturation constant K, often treated as a constant in plankton or biogeochemistry models, can be quite variable and might relate to the in situ Chl a concentrations. This point may be particularly important in global-scale studies in which phytoplankton concentrations vary over orders of magnitude. At the very least, our results provide the modelers a range of K for sensitivity tests. Hansen et al. (1997) reported a range of K of zooplankton from 0.1 to 50 3 10 9 mm 3 L 21 (the unit in the original reference was ppm; 1 ppm 5 10 9 mm 3 L 21 ) in laboratory cultures (equivalent to 0.4 to 200 mg Chl a L 21 if assuming a carbon-to-volume conversion factor of 0.2 pg C mm 23 and a carbon-to-chlorophyll ratio of 50 mg C per mg Chl a), also varying over nearly three orders of magnitude and bearing no relationship with zooplankton size and temperature. Because cultured organisms were isolated more likely from eutrophic waters, it is possible that cultured species could have higher K than natural species. It is also noteworthy that in the compilation of Hansen et al. (1997) , even the same species (but different strains) can differ 10 times in K.
The large variability of K of microzooplankton might relate to their adaptive ability of adjusting grazing K to the ambient environment. Although we are not aware of any studies that compare the K of coastal and oceanic microzooplankton strains, it is well known that the requirement for nutrients can differ substantially between coastal and oceanic strains in phytoplankton (Strzepek and Harrison 2004; Palenik et al. 2006) . It is certainly not advantageous for a grazer to possess a very low K in a eutrophic environment, for it can easily get food satiated and cannot take advantage of ambient abundant prey. Conversely, it is not beneficial for a grazer with an extremely high K to live in an oligotrophic environment, as it can be too strongly food limited. These hypotheses should be further tested.
Although Fig. 3 shows a strong linear relationship between K and P 0 for experiments with concave curves (i.e., for microzooplankton under top-down control), we cannot rule out the possibility that for microzooplankton under bottom-up control, there is no relationship between K and P 0 . When a concave curve appears in one experiment, K tends to be lower than or close to P 0 /2 so that K is likely to be dependent on P 0 . We are not able to predict the relationship between K and P 0 without robustly estimating K when the dilution plot is essentially linear. The message that we really tell is that the grazing K of microzooplankton can be highly variable.
Another uncertainty associated with estimating K relates to the assumption that microzooplankton do not grow or die during incubation, which is of course not true in many cases (Dolan et al. 2000; Agis et al. 2007; Strom et al. 2007 ). The problem is that the data of microzooplankton dynamics in dilution experiments are very few and do not have a consistent pattern (First et al. 2007 ). Complex feeding interactions, multiple trophic levels, and trophic cascades further complicate the problem. Calbet and Saiz (2013) pointed out that if a third trophic level feeding exclusively on the second trophic level exists in the dilution bottle, the manipulation of dilution will artificially induce a concave curve and affect the estimation of K. This is because in the less-diluted bottles, the mortality rate of the herbivore will be higher than in the highly diluted bottles, and the grazing effect on the phytoplankton will be lower than expected. Therefore, the accuracy of our estimated K is affected by the number of the trophic levels and the strength of the trophic cascades within the microzooplankton community, none of which have been well studied. We definitely need more data on the microzooplankton growth and mortality rates, the food chain length within the microzooplankton community, and the occurrences of trophic cascades and omnivory, all of which are essential for obtaining a reliable K. 
