Abstract-Network traffic on the Internet has been increasing in recent years. Some reports by government institutions indicate that Peer-to-Peer (P2P) traffic consumes 30% of network bandwidth on the Internet. In most current P2P file-sharing software, computers, which are called "peer" get files not only from computers that are nearby on the network but also from those that are far away. This is because the computers do not consider the relative location of other computers on the Internet. We regard Round Trip Time (RTT) or Time To Live (TTL) as the network distance and design a new P2P content delivery system. In this system, to decrease waste, peers on the P2P file-sharing network prioritize nearby peers when obtaining files. Peers search for other peers that have desired files using clusters, based on network distance and trend of contents which a peer has. Peers search for popular files from other peers in distance-based clusters and search for less popular files from peers in trendbased clusters. Simulation results indicate our system facilitates a reduction in traffic in the whole network.
II. P2P NETWORK MODEL
The P2P network model requires no server management or maintenance because it has no servers. Therefore, the P2P network model is not as expensive as a client-server model. Further, each peer in the P2P network model directly connects to another peer and distributes files on the network, so the load is distributed across each peer. ( 
A. Current P2P File-Sharing Software
Current P2P file-sharing software includes Freenet [8] , Gnutella [2] , BitTorrent [4] , Winny [9] .
1) Freenet: Freenet [8] is free software that advocates freedom of speech. Therefore, it is designed for high anonymity. However, as a result, it sacrifices on transfer speed and convenience. This high anonymity cannot be cracked by the power of the state, and Freenet users cannot conduct searches based on file names.
2) Gnutella: Gnutella [2] is a P2P protocol and file-sharing client. Gnutella has no servers and runs only between peers. Therefore, the Gnutella network can withstand strong failure.
3) Winny: Winny [9] is P2P file-sharing software that was made in Japan. Winny's network structure is constructed as a hierarchical cluster, based on speeds and keywords that the user sets. If the user opens files, a key is created for each file, and the key is distributed to nearby peers. The key contains metadata. The user gets files using the key because the key indicates the location of the file.
4) BitTorrent: BitTorrent [4] is a P2P-file sharing protocol and software application. Files in BitTorrent are divided into pieces and tracked using torrent files. A searching peer first gets a torrent file for a web server. The torrent file contains metadata about the tracker. The tracker is a server that supplies the IP addresses of the various peers in the network to the searcher. The searching user begins downloading the supplied piece of the file. The downloading peer simultaneously offers other pieces of the file for download by others. In this way, the number of file-up-loading peers increases, supplying a complete file.
B. P4P
P4P is a file transfer protocol for P2P. The P4P working group of the Distributed Computing Industry Association [10] maintains P4P. P4P stands for Proactive network Provider Participation for P2P or Provider Portal for P2P. An ISP provides information on the constructed network, available bandwidth, packet loss rate, etc., to P2P applications so that P2P applications can manage the network more efficiently (Fig.2) . P4P manages traffic according to this information, improving network efficiency and transfer speeds. 
C. P2P Clustering Algorithm
A P2P clustering algorithm was also proposed [7] . A peer executes clustering automatically and hierarchically. Peers near to one another on the network belong to the same cluster. Peers that are far from one another in the network belong to another cluster. Further, peers belong to hierarchical clusters; the upper-level cluster contains peers that are farther away than those in the lower-level cluster. Each peer has a pointer to all of the peers in the lowest-level cluster, and in each rank cluster, the peer has a pointer to one of the other peers in the same upper cluster and all the clusters that are not joined. Fig.3 depicts an example of the pointers to each peer. Here, peer A has pointers. Peer A belongs to <C0> in the top-layer cluster (layer 1), so Peer A has a pointer to another peer (Peer G) in <C1>. Peer A belongs to <C00> in the bottom-layer cluster (layer 2), so Peer A has pointers to another peer (Peer C) in <C01> and to all of its peers (Peer B) in the same bottom-layer cluster (<C00>). When a new peer joins the network, the clustering processes are executed. If the number of subclusters is fewer than the threshold, the peer creates a new cluster. If the number of subclusters is not fewer than the threshold, the peer joins a cluster in the nearby network. The peer repeats this process, proceeding up to the top layer, until finds the desired content. The appropriate number of subclusters is 2. The appropriate depth is (log 2 n − 1) × 2 (n is number of peer).
III. OUTLINE
We propose to decrease P2P traffic on P2P content delivery systems by considering the network distance. We construct a P2P content delivery system that considers the network distance using a P2P clustering algorithm. Therefore, peers get files from their nearby network, rather than peers that are far away. P2P traffic is expected to decrease as a result. We regard RTT or TTL as the network distance.
For example, if we treat the TTL as the network distance. Peer B and Peer C have the same content and Peer A searches for this content. The network distance is 2 hops from Peer A to Peer B. The network distance is 3 hops from Peer A to Peer C. Peer B is nearer to Peer A than Peer C. If Peer A can gets the file from Peer B, it decreases the required network traffic (Fig.4.) .
The P2P content delivery system we use in our research assumes that content will be redistributed. Therefore, content will be supplied in response to many requests from many holder peers and many distributed peers. If the peer wishes to download content that has many holder peers, the peer searches for the content based on the network distance. This is because many peers, including peers in the nearby network, will have popular content, which is heavily requested. If the peer wishes to download content that is held by only a few peers, the searcher attempts to find it based on the contentby-content trend of the current P2P file-sharing software application.
A peer switches between constructed clusters based on the content's popularity rating when it conducts its searches. Clusters are either distance-based or trend-based (Fig.4) . A distance-based cluster is a cluster that is formed based on the network distance. A trend-based cluster is a cluster that is based on content trends. The popularity rating is the number of peers that have the content. A peer records the number of request it has received because this indicates the popularity rating of the content. The peer then decides to use a distancebased cluster or trend-based cluster on the obtained popularity rating.
The content and peers in our system have multiple elements. The elements express kind of content or peer. The elements are used when a peer searches for content and joins a trend-based cluster. The peer element is determined by whether content is held. 
A. Content Search using Distance-based Cluster
The content search procedure using a distance-based cluster is as follows. First, the peer sends a request for the held content list that indicates the desired element to other peers in the same bottom-layer cluster. The receiving peer then sends its held content list to the peer that sent the request. Next, if the received content list includes the desired content, the searching peer retrieves the content and the process completes. If the received content list does not include the desired content, the peer sends a request for a held content list that indicates the desired element to the delegate peer one layer above the bottom-layer cluster. The receiving peer then sends its held content list to the searching peer. It then sends the request to the delegate peer of a subcluster and sends the request to all peers in the same bottom cluster. Then, the receiving peers send their held content list to the searching peer. The peer then checks whether the received content lists have the desired content. The peer then repeats this process, proceeding up to the top layer, until finds the desired content.
Peers in our system begin searching for content with peers in the nearby network. Therefore, the peer prioritized nearby peers when searching for content.
IV. SIMULATION
We performed a simulation to measure the network distance. We implemented the base of the system on PIAX (version 2.1) [11] , which is a P2P framework. We implemented the P2P clustering algorithm and content search algorithm.
A. Simulation
We implemented the P2P clustering algorithm and search algorithm on PIAX. We ran the simulation under the following conditions. The number of peers was 100. The distance-based cluster had a depth of 10. The number of subclusters in the distance-based cluster was 2. The number of contents files was 63. Each peer had some content. The network distance was based on the TTL (TABLEIII). We performed a simulation that consisted of the following steps. First, 100 peers joined the network and clusters. The peers then waited until all peers had finished rejoining. Rejoining is when peers change cluster membership to produce optimal clustering. Each peer then searched the content. We then measured the network distance between the holding peer and searching peer. The steps in this procedure are detailed below.
B. Simulation Result
Fig .5 presents the simulation results. The horizontal axis represents the popularity rating of the content. The vertical axis represents the network distance to the holding peer. As it evident, the distance-based cluster is almost equal to the Trend-based cluster in terms of the network distance. 
C. Discussion
The simulation produced almost the same results, regardless of whether a distance-based cluster or trend-based cluster. However, the distance-based cluster produced network distances that were nearer than those produced by the trendbased cluster, which is based on popularity rating. The trendbased cluster produced network distances nearer than those of the distance-based cluster when the popularity rating of the content was low. Therefore, if the peer searches for content that has a high popularity rating, the search is carried out using a distance-based cluster. If the peer searches for content that has a low popularity rating, trend-based cluster is used. The peer will then get the content from a peer that is nearby in the network, thus decreasing network traffic.
We have performed these simulations for other conditions and parameters as well.
V. CONCLUSION
Network traffic on the Internet has been increasing in recent years. About 30 % of network bandwidth is consumed by P2P file sharing. Therefore, the purpose of this research is to decrease P2P traffic by considering the network distance. We regard the TTL or RTT as the network distance. Network traffic can be reduced if a peer gets content from another peer that is nearby in the network. In our system, a peer switches between clusters based on the popularity ratings of the content they seek. Clusters are distance-based cluster and trend-based cluster.
The simulation produced almost the same result, regardless of whether a distance-based cluster or trend-based cluster was used. However, there was a slight difference; when the content's popularity rating was high, the use of the distancebased cluster resulted in peers downloading content from other peers that were closer to themselves on the network than when the trend-based cluster was used. Therefore, we believe that if the peer searches for content that has a high popularity rating, the search would be optimal if carried out using a distancebased cluster. Network traffic will then be decreased.
