Abstract-Identification of error in nonrigid registration is a critical problem in the medical image processing community. We recently proposed an algorithm that we call "Assessing Quality Using Image Registration Circuits" (AQUIRC) to identify nonrigid registration errors and have tested its performance using simulated cases. In this paper, we extend our previous work to assess AQUIRC's ability to detect local nonrigid registration errors and validate it quantitatively at specific clinical landmarks, namely the anterior commissure and the posterior commissure. To test our approach on a representative range of error we utilize five different registration methods and use 100 target images and nine atlas images. Our results show that AQUIRC's measure of registration quality correlates with the true target registration error (TRE) at these selected landmarks with an . To compare our method to a more conventional approach, we compute local normalized correlation coefficient (LNCC) and show that AQUIRC performs similarly. However, a multi-linear regression performed with both AQUIRC's measure and LNCC shows a higher correlation with TRE than correlations obtained with either measure alone, thus showing the complementarity of these quality measures. We conclude the paper by showing that the AQUIRC algorithm can be used to reduce registration errors for all five algorithms.
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I. INTRODUCTION
A LTHOUGH analytical solutions have been derived to estimate error for the point-based rigid-body registration problem [1] , no such solution exists for the nonrigid case or even for the rigid case when the transformations are not estimated with homologous points. Assessing the quality of a particular nonrigid registration between image volumes thus remains a difficult and outstanding problem facing the medical imaging community. Few solutions have been proposed that do not require pre-labeled atlases. These solutions generally fall into two broad categories: Bayesian methods and supervised learning techniques. Bayesian methods have been proposed for instance to estimate registration uncertainty, and have been used to regularize the deformation field in [2] , provide confidence information on volumetric measurements in [3] , to estimate uncertainty in intra-subject registration in [4] or to estimate lung elasticity in [5] . These techniques require the estimation of posterior distributions, which is done either with Markov Chain Monte Carlo methods [3] - [5] , a computationally demanding approach, or mean-field variational Bayesian techniques. In [6] a bootstrap resampling technique is proposed to estimate the variability of an estimated transformation. Evaluation of this technique was limited to 2-D images and simple transformations. Other methods have been proposed that use supervised learning techniques [7] - [9] on image features or manually labeled points to identify registration uncertainty. These techniques, which require a training set for each new application and data set, have been used, for instance, to assess registration accuracy in longitudinal computed tomography (CT) images of the lungs [7] , [8] or to detect misregistered regions in simulated brain tumor images [9] .
Because assessing the quality of an individual registration is difficult, a number of techniques have been developed over the years to make the transformation estimation process robust and to produce transformations that are likely to be accurate. These include enforcing desirable transformation properties such as inverse consistency and transitivity consistency [10] - [12] . A number of algorithms that enforce inverse consistency have been proposed. A representative set of such algorithms can be found in [13] - [22] . The consistency of three transformations was used by Holden et al. [12] , Freeborough [24] , Woods et al. [11] , and Christensen [10] to compare and evaluate several similarity measures and registration algorithms. This technique involves three images A, B, and C and three transformations , i.e., the transformation from A to B, from B to C, and from C to A, respectively. Composing the three transformations maps the coordinate system of image A onto itself through a circuit. If all three transformations are error free, any voxel in image A is mapped exactly onto itself. Errors along the circuit may be detected by computing the distance between a point x and its projection , where . In past work, registration circuits have also been referred to as triplets and loops. Here, we use the term circuit that is used in graph theory.
The invertibility and transitivity properties of transformations were also used by Christensen and Johnson [25] to evaluate nonrigid registration algorithms. In more recent work [16] , the same group proposed a registration algorithm called TICMR for transitive inverse consistent manifold registration (TICMR) that jointly estimates a correspondence between three manifolds while minimizing inverse and transitivity consistency. While, undoubtedly, transitivity consistency is a necessary condition for error-free registration around a registration circuit, it is not sufficient. As discussed by Christensen [25] , the identity transformation is a trivial example of a useless transformation that would minimize both inverse consistency and transitivity error. Also, transitivity error is an aggregate measure of error across the circuit. It does not identify on which edge in the registration circuit error occurs, and errors may be masked because an error on one edge can be compensated by an error on another edge in the registration circuit. As a consequence, transitivity error has traditionally been used to compare and evaluate algorithms with the assumption that lower transitivity error combined with other checks that would rule out unrealistic or useless transformations is synonymous with a better registration algorithm.
In this work, we calculate transitivity error over multiple registration circuits that have images in common. Thus an individual registration is used in multiple registration circuits; using this redundancy allows for the estimation of error for an individual registration. To the best of our knowledge, transitivity error has not been used to assess the quality of a particular registration between two image volumes until recently [26] - [29] . In this published work, we built on the idea of transitivity error and have shown that it could indeed be used to evaluate the quality of an individual image registration. This algorithm, that we call AQUIRC for assessing quality using image registration circuits, was first proposed in [26] where it was used for global atlas selection. In [27] we have shown that it could be used to detect errors in intensity-based rigid body registration problems. In [28] we presented preliminary and qualitative results on simulated data suggesting that this approach could be used to detect local registration error. In [29] , we used the estimation of error at the local error for local atlas selection. Herein, we extend upon the work in [28] . We apply AQUIRC to a data set of 109 medical images with manually identified ground truth, treating nine images as atlas images and the remaining 100 as target images. We use five popular registration algorithms to provide a wide range of error that is representative of what might be expected when using a registration algorithm in practice. Using these data and algorithms, we show that AQUIRC's quality measure correlates well with the ground truth at the anterior commissure (AC) and the posterior commissure (PC) points. The AC and PC are two reference points used clinically for brain normalization to, for instance, guide the placement of deep brain stimulation (DBS) electrodes. We use the AC and PC points, which can be localized accurately in MR images, as this allows us to correlate our results with a known target registration error locally. Also, we [26] , [29] as well as others [30] have used other error measures such a DICE to evaluate our approach. In [26] , we applied AQUIRC to global atlas selection and showed that it can be used to improve the DICE value over majority vote as well as over a residual global NMI atlas selection method. We also found in [29] that AQUIRC can be used to improve upon the DICE value over majority vote in the context of local atlas selection for the brainstem and performs comparably to cutting edge atlas selection techniques on other brain structures.
In this paper, we first present the results of AQUIRC qualitatively. Then, we compute the AQUIRC algorithm and correlate the results to the ground truth TRE. To compare our algorithm to a more traditional intensity-based approach [31] , we compute the popular local normalized correlation coefficient (LNCC) [32] at the AC and PC between the atlases and the target images and we compute the correlation between this quantity and the ground truth TRE. We then show that LNCC and AQUIRC provide complementary information, i.e., that in a multi-linear regression, AQUIRC and LNCC can increase the correlation to TRE. To evaluate the sensitivity of our approach, we vary the smoothness of the transformations computed when registering the images and we vary the quality of the images we use as atlases. Finally, we show one way by which AQUIRC can be used to reduce registration error. The next section describes the methods used in this work. This is followed by the results section. Finally, we discuss the results and potential applications of the AQUIRC algorithm.
II. METHODS
The AQUIRC algorithm builds on the idea of registration circuits. The main idea is that, although registration error between two images cannot be estimated with one single circuit, it can be done when multiple circuits are used. Here, a registration circuit involves three images A, B, and C and three transformations , , and . An example registration circuit is shown in Fig. 1 . In this work, we assume that each registration in the circuit affects the consistency error measure multiplicatively. This allows us to define the error across a registration circuit as
The multiplicative model can be solved linearly by computing the logarithm of the equation, i.e.,
. We refer to as the consistency error and the variables , , and represent the unknown registration quality for each individual registration in the circuit. These are the quantities of interest. We note that an additive model may also be applicable. We have tested it and found that the multiplicative model performed slightly better. As a consequence, we chose not to present results obtained with the additive model to avoid redundancy. To compute the consistency error we first select a set of points, defined here as X, in an image. We then project these points back to the original image through the transformations relating the images across a circuit, i.e., . In the implementation presented in this paper, we define as the Euclidian distance between X and , i.e., . The variable is affected by error in three registrations: the registration error between A and B, between B and C, and between C and A. As discussed earlier and also noted by Fitzpatrick [33] , using only one registration circuit can lead to an underestimation of registration error because the error made along one edge in the circuit may correct error introduced from a separate edge in the circuit. To address this issue, we expand the idea of registration circuits to multiple circuits. To do this, we start with a set of images and compute pair-wise registrations between all images in the set, creating a complete graph as shown in Fig. 2 . The complete graph of registrations is similar to what is done by Christensen [34] . However, in [34] , the graph of registrations is used as an overall measure of the quality of a registration algorithm, rather than as a method to determine the quality of individual registrations as proposed in this work. In our paradigm, we consider the network of images to be an undirected graph. Because of this, the error estimation for a registration between two images A and B is the same for the transformation deforming A onto B and for the transformation deforming B on to A. We can do this because either the registration algorithms we utilize are inverse consistent by design or we enforce inverse consistency after the registration is performed (this is fully described in Section II-C). Early in our work, we tested a directed graph version but this was not pursued because we did not observe an improvement in the results and a directed graph adds computational complexity and requires more memory.
If our data set contains images, the graph contains edges (i.e., individual registrations) for which we associate an value. There are unique registration circuits that can be formed from a complete graph.
The registration quality can be estimated globally, i.e., the overall registration between two images can be evaluated, or locally, i.e., a quality measure can be estimated at each voxel. Here, we focus on the latter, and the consistency error, , is defined for each voxel , as , where are the coordinates of voxel , and are the transformed coordinates across a registration circuit of voxel .
then, is a vector of consistency errors across a registration circuit, with equal to the number of voxels. We estimate the registration quality between two images at each voxel by defining a vector of registration quality , where represents the registration quality at voxel and represents a rasterized vector of registration quality values, with each entry in that vector corresponding to one particular voxel. Fig. 3 illustrates by means of a graph with four nodes the way we set up our system of equations. In this figure, each node contains four voxels placed at the intersection of the gridlines. In practice, an is required to compute a linear least squares solution. Here, we use to illustrate the process. In this example, there are four possible registration circuits. Thus, we can construct a system of equations for voxel 1 as where for , refers to a particular circuit, for , , refers to an edge, i.e., a link between two images and for both terms again represents a particular voxel; computing requires composing transformations across the circuits, which is done through tri-linear interpolation. This can be rewritten in matrix form as (1) The same system of equations can be created for each of the other three voxels and, appended on to (1), to produce (2) (2) This expression can be rewritten in a more compact form as . Where is a matrix that represents the edges utilized for each circuit, with the value of set to 1 if the edge is utilized in the circuit and 0 otherwise. In the matrix , each row represents a registration circuit while each column represents individual edges in the network of images. As a result of the multiplicative assumption, can be solved for using a linear least squares solution (3) and solving for . The formulation in (2) and (3) can be expanded to an arbitrary number of nodes, i.e., images, and to every voxel in the images.
The multiplicative model assumes that the registration circuit error, , is nonzero and that the error estimate for each registration, , is nonzero. After calculating , it is necessary to check for any value equal to zero because we use its log value. In practice, we discard any voxel in which . In our experience has never occurred inside the foreground region of an image.
In this work, we reformat our images to have the same number of voxels and voxel size prior to the creation of the network. It is possible to utilize images with differing voxel sizes and with a different number of voxels, but this is out of the scope of this paper. Experimentally has been observed to be full rank when . Finally, while we have used registration circuits with three images in this study, the number of images in a circuit can be increased to form additional registration circuits but this has not yet been explored.
A. Data
Our data set consists of 100 target images and two sets of nine atlas images. Atlas set (1) contains five atlas images that are normal clinical images while the remaining four atlas images have features that are known to be challenging for registration algorithms: two are from patients with high grade gliomas, and two contain DBS electrodes. Atlas set (2) contains nine atlas images that are normal clinical images, with five of those images being the same five clinical images as in Atlas set (1) . Fig. 4 shows representative slices in an atlas with bilateral implants (left), in a normal atlas (middle), and in an atlas with a high grade glioma (right). All images are T1-weighted sagittal MR volumes that have and 1 mm in each direction. The images were acquired with the SENSE parallel imaging technique from Philips on a 3T scanner.
B. AC and PC Identification Rules
Two raters manually identified both the AC and PC points in the 113 MRI images. The inter-rater variability between the two raters is 0.573 0.39 mm for the AC and 0.563 0.33 mm for the PC. It is close to half a voxel in our data set. This is lower than published clinical variability [35] , which is 1.53
1.44 mm for the AC and is 1.45 1.24 mm for the PC. The average coordinates of the two raters were utilized as the ground truth. Accurate selection of the AC and PC points is important for applications such as DBS surgical procedures [36] . These require the implantation of electrodes in specific brain nuclei and the AC and PC points are used to define a coordinate system that permits localizing the implantation targets even though these are not easily discernible in the images.
C. Registration Algorithms
Multiple registration algorithms have been proposed in the literature with differing deformation field models, similarity measures, optimization strategies, and constraints. To show that the method we propose is not idiosyncratic to the registration algorithm and to test AQUIRC across a wide range of error, we test our method on five distinct, well-established, registration algorithms. The five algorithms are 1) Adaptive Bases Algorithm (ABA) [13] , 2) Diffeomorphic Demons Algorithm (Diff. Demons) [14] , 3) Fast Free Form Deformation (F3D) [37] , 4) Symmetric Normalization (SyN) [15] , and 5) Automatic Registration Tools (ART) [38] . This work is not, however, meant to be a comparison of registration algorithms, so we anonymize the registration algorithms and refer to them as A, B, C, D, and E.
If an algorithm does not calculate the inverse deformation field automatically, we calculate the inverse ourselves to satisfy the assumption we made for the undirected graph. To do this, we rely on the ITK filter itkInvertDisplacementFieldImageFilter which iteratively computes the inverse field from the forward field while minimizing the inverse consistency error [39] . As discussed above, because the goal of this work is not to compare registration algorithms performances, each algorithm is parameterized using their default settings and no attempt has been made to tune the parameters values for our data set. Before computing each nonrigid registration algorithm, a preprocessing affine registration is performed, registering every image in our data set to the same atlas image. The affine registration method uses NMI [40] as its similarity metric and the results are visually checked to assure accuracy.
D. Experiments
To compute the AQUIRC-derived quality measure, we register, for each set of atlas images, the nine atlas images to each other in a pair-wise fashion. We also register the two sets of nine atlas images to the 100 target images. For set (1), this is repeated for each of the five registration algorithms, while for set (2) we utilize only algorithm A. For each target image we compute AQUIRC with a network of size , composed of nine atlas images and one target image. The registration quality is estimated at each voxel in the atlas images and this is repeated for each of the five registration algorithms and for each atlas set. This process is illustrated in Fig. 5 .
A potential use of the AQUIRC algorithm is to identify regions in an atlas that are, on average, difficult to register. This could be used, for instance, to detect abnormal or pathological images in large databases. In our data set there are 100 AQUIRC estimated registration error maps for each atlas and for each registration algorithm (one map per target image for each registration algorithm). Choosing two atlases, we average the 100 AQUIRC-estimated error maps for each atlas, and repeat this for each registration algorithm. We then visualize the resulting averaged maps of error.
To quantitatively evaluate our algorithm, we compare the values it computes to the target registration error (TRE) at the AC and PC points. With a target point (here is either the AC or the PC), an atlas image , and a target image , we define target registration error (TRE) as (4) where is the transformation between image and that results from a registration algorithm. We calculate the TRE for each atlas and each target. This results in 9000 data points (9 atlases 100 target images 2 points 5 algorithms). The local value that we compare to TRE is . This is the value at the position at which the AC or PC point in atlas has been projected onto target image . Trilinear interpolation is used to calculate the value at when does not fall on a grid point. We chose as the value to compare to TRE as this mimics the real life situation in which information is available in an atlas image but not in the target image. An alternative would be to choose the value to compare to TRE. We tested this location as well, and since the results were very similar to , we excluded the results of to reduce redundancy.
To compare the TRE and AQUIRC's estimated registration error we calculate their correlation and show their scatter plots. This is done for the AC and PC locations separately and together. We also present these results for each registration algorithm and for all five algorithms together.
To compare AQUIRC to a more traditional approach, we compute the LNCC in a region of interest between the target volumes and the deformed atlases. This was done for all algorithms using atlas set (1). The region of interest is centered at the location of for both the AC and PC. The region of interest was defined using three volume sizes: , , and . We then combine AQUIRC and LNCC to test whether or not there is a benefit in using intensity-based and transformation-based registration quality measures together.
To investigate how the choice of atlases affects the results of AQUIRC, we compare results obtained with atlas sets (1) and (2) on the five image volumes that are common to these two atlas sets, i.e., we compute the correlation between TRE and for the 100 target images and the five volumes for each atlas set. If the quality of the atlas set affects the AQUIRC algorithm, we would expect to find a lower correlation for atlas set (1) as it contains more images that are difficult to register.
To explore whether or not the stiffness of the deformations affects the results of AQUIRC, we vary the stiffness parameter utilized in algorithm A. A randomly chosen registration between two images is shown as an example in Fig. 6 to illustrate the effect this parameter has on the deformation field. This figure shows, from left to right, a uniform grid that has been deformed by the transformation field obtained with algorithm A and stiffness values of , 0.15, 0.2, 0.25, and 0.3. As can be seen, the deformation becomes less stiff as the value is increased. In this experiment, we use atlas set (1) and for each AC and PC point, we compute the ratio . This experiment is performed to test whether AQUIRC is biased by the stiffness of the deformation field, i.e., whether or not for a fixed TRE, the value of changes with properties of the deformation field.
Finally, to show the practical utility of the AQUIRC algorithm we use it to reduce registration error at the AC and PC on atlas set (1) with two separate methods. The first method, termed "Best AQUIRC," finds, for each target image, the atlas image that AQUIRC estimates as having the best registration quality (i.e., lowest value) out of the nine possible atlases. We repeat this for each of the 100 target images and compute the mean and standard deviation of the TRE. We do this separately for the AC and PC because it is possible that the atlas selected for the AC is not the same as the atlas selected for the PC. The second method, termed "Weighted Average," uses the local value as a weight in a weighted spatial averaging method. That is, for each target, we project the location of the AC and PC points from each of the nine atlases onto the other 100 images and weigh the coordinates exponentially to estimate the correct AC and PC location on the target image. With the coordinates of points projected from atlas image onto a target image (with to 9 for each of the nine atlases), we compute the weighted average of the coordinates, as (5) (6) where exp is the exponential function and the factor is used to adjust the rate of exponential decay. We then compute the TRE between the weighted average of the coordinates and the actual known coordinates of the AC and PC in the target image. This is repeated for each of the 100 target images, and we compute the mean and standard deviation of the resulting TREs. To determine the value in (5), we split our data set into a training (10% of the data) and a testing (90% of the data) sets. We vary from 0 to 1 for the training set and use the factor that leads to the best results to evaluate our method on the testing set. As a comparison, we compute the mean and standard deviation of the errors obtained with a simple spatial averaging of the coordinates of the AC and PC points from the nine atlases, which we refer to as the "Un-Weighted Average." This is computed as in (6) with each weight . We also compute the mean and standard deviation obtained when always choosing the best possible atlas, which is a lower bound only achievable if the ground truth is known. We refer to this as "Best Possible." the AQUIRC-derived error map alone. Fig. 7 is an example in which AQUIRC identified a large registration error in the ventricle region. The ventricles are close to being correctly registered in the original images but misregistered after registration. The ventricle in the top image is compressed toward the center of the image and the ventricle in the bottom image is stretched toward the skull. As can be seen, the error map produced by AQUIRC is consistent with registration errors that can be observed visually both in the forward and reverse directions. Fig. 8 shows the average AQUIRC registration error maps of two atlases for each registration algorithm. Fig. 8(a) is of an atlas of a patient with a large lesion while Fig. 8(b) is of an atlas of a patient without a discernible feature that would cause registration error. With AQUIRC, it is possible to identify regions in each atlas which have, on average, a larger registration error. The first four registration algorithms show a much higher registration error in the atlas with the large lesion [ Fig. 8(a) ] compared to the other example atlas [ Fig. 8(b) ]. Registering volumes with large space-occupying lesions is a notoriously difficult problem and can cause catastrophic registrations errors that affect the entire image, which explains why misregistered regions have been identified throughout the images. We note that the fifth panel (algorithm E) does not show as much error in the region around the lesion compared to the other four registration algorithms. A closer inspection reveals that algorithm E is less affected by the atlases with a lesion, so AQUIRC is correctly estimating that the level of error is lower for algorithm E. Fig. 9(a) shows a plot of true TRE vs. the AQUIRC values. In this plot, all the data points, i.e., the AC and PC points for all the atlases and all the registration algorithms have been pooled together. Results show that the values correlate well with the true registration error . Fig. 9 (b) and (c) separates the results obtained for the AC and PC points. The correlation between values and TRE in each of these groups is comparable and reasonable ( for the AC points and for the PC points). Fig. 10(a) -(e) shows the results for the pooled AC and PC points for each of the five registration algorithms. We use two colors in these plots. The red points correspond to atlases without discernible features. The Fig. 8 . Average AQUIRC error maps from the 100 images in our dataset, using an atlas with a large lesion (a), and an atlas without any discernible features that might cause a registration problem (b). Error maps are averaged for each registration algorithm, which are, from left to right, algorithms A, B, C, D, and E. Error map is shown on top and the atlas image with an overlay of the color map is shown on the bottom. The values in the AQUIRC estimation error map vary from 3.5 to 0. Fig. 9 . Scatter plot of the 9000 points using atlas set (1), using all nine atlases and all five registration algorithms for (a) both the AC and PC, (b) AC only, and (c) PC only. Fig. 10 . Scatter plot of the AC and PC points using algorithm A, B, C, D, and E on atlas set (1). Red square points are the atlases without any discernible feature that would cause registration error and the blue circles are the difficult to register atlases.
III. RESULTS

A. Qualitative Results
B. Quantitative Results
blue points correspond to the four atlases considered to be challenging for registration algorithms. As expected, TRE values tend to be larger for these volumes than for the standard volumes. The correlation between and TRE values is good for algorithms A, C, and D ( , 0.52, and 0.642, respectively). A weaker correlation is found for algorithms B and E ( and 0.31, respectively). A closer look at the figures shows that algorithms B and E overall have smaller TRE values. This figure suggests that the lower correlation is not a function of the registration algorithm itself but of the magnitude of the registration error produced by the two algorithms at the AC and PC locations. It suggests that either detecting smaller errors with AQUIRC is more difficult than detecting large ones, rater variability is affecting the results at small errors, or a combination of the two. Fig. 11 shows a scatter plot of true TRE versus LNCC value. We show the results for LNCC using a region of interest of as that volume resulted in the highest correlation. LNCC correlates to TRE with an using atlas set (1) and all registration algorithms. This correlation is slightly higher than what was found using the AQUIRC algorithm. We then compute a multi-linear regression using both AQUIRC and LNCC on all five registration algorithms and on atlas set (1). We find an increase in correlation with an adjusted . We do the same for each individual atlas and report the correlation values for AQUIRC, LNCC, and the multi-linear regression in Table I . We find that the results of the multi-linear regression using AQUIRC and LNCC consistently improve the correlation with TRE for each registration algorithm.
The correlation using the low quality atlas set compared to the correlation using the high quality atlas set are similar, with the low quality atlas set performing slightly better ( versus ) on the five normal images that are part of both atlas sets. The ratio between TRE and values was found to be insensitive to the stiffness of the deformation field. With , 0.15, 0.2, 0.25, and 0.3, the mean values for the ratios are 1.49, 1.49, 1.51, 1.52, 1.50, respectively. Computing a paired t-test between the least rigid and most rigid deformation fields ( and ), we find no significant difference between the means of the two sets of ratios . The effect of the value on TRE at the AC and PC for the training set is shown in Fig. 12 . Based on these results, 0.25 was used as the value to generate the results on the testing set. Fig. 13 shows these results and illustrates the ability of the AQUIRC algorithm to improve registration accuracy when several atlases are available. In each of the panels (one per registration algorithm), we show the "Best Possible," the "Best AQUIRC" values, the "Un-Weighted Average" values and the "Weighted Average" values where each method was computed on the testing data set. Using a paired t-test we find that the Weighted Average technique significantly reduces the TRE for each registration algorithm compared to the Un-Weighted Average technique. While using the Best AQUIRC method, we find that the technique significantly reduces the TRE for all but four cases: two cases show a significant increase in TRE (the PC for algorithm B and the AC for algorithm E), and two show no significant difference compared to the Un-Weighted Average method (the PC for algorithm E and the AC for algorithm B). Fig. 13(a) shows the TRE reduction that AQUIRC was able to achieve for each registration algorithm separately while Fig. 13(b) shows the mean TRE reduction for all five registration algorithms combined. Using the Best AQUIRC method compared to Un-Weighted Average, the mean TRE is reduced on average by 21% and 19% at the AC and PC, respectively, while using the Weighted Average method reduces the mean TRE on average by 32% and 33% at the AC and PC, respectively.
IV. DISCUSSION
This paper presents AQUIRC, a method that uses redundancy from multiple registration circuits to estimate the local quality of a nonrigid registration and is independent of the registration algorithm used. The results we have obtained show that this idea has merit. It is simple to implement and relatively cheap to execute. The pair-wise registrations between atlases and all registration circuits involving only the atlases can be precomputed. The matrix can also be precomputed as well as its pseudo-inverse. To compute AQUIRC for a new image volume needs to be computed for each circuit in which the new image is involved. When this is done solving for the values requires a matrix multiplication, i.e.,
. The size of is and is thus determined by the number of images used in the network while the size of is determined by the number of circuits (number of rows) in the network and voxels (number of columns) in the images. The time needed to compute the transformations between a new volume and the other volumes used as atlases depends on the registration algorithm and grows linearly with the number of images in the network. Computing the circuit error, , for the circuits in which the new volume is involved requires combining deformation fields across circuits. Timing depends on the size of the memory that is available, i.e., how many deformation fields can be loaded in memory. In our current implementation, without any pre-computation, it requires 45 min to run when programmed in MATLAB. For a new image volume, after pre-computing , its pseudo-inverse, and the registration circuits that involve only the atlas images, it requires 20 min to compute for an . In this work , thus creating the matrix and computing its pseudo-inverse requires a negligible amount of memory, i.e., less than 1 MB. With larger network sizes it may become an issue but the benefit of using larger network sizes is not apparent.
When using our method to reduce registration errors, we show a larger improvement with the Weighted Average method than with the Best AQUIRC method. In the field of atlas selection, a similar phenomenon has been observed, i.e., that a weighted combination of atlases generally outperforms choosing a single "Best" atlas [41] .
As shown in Fig. 10 , the correlation between the values and true registration error is weaker for algorithms B and E than it is for the other algorithms. Algorithms B and E have smaller registration errors. For algorithm B the average TRE error for the set of AC and PC points is 1.56 mm; it is 0.84 mm for algorithm E. These errors are thus on the order of one voxel and AQUIRC was only able to reduce error by 15% for algorithm B and 18% for algorithm E, lower than the average of 33% reduction for all algorithms combined. This indicates that it is difficult for AQUIRC to detect errors of that magnitude. As discussed earlier, no attempt was made to optimize the parameters used by the registration algorithm and they were only evaluated quantitatively at two points that were chosen because of the accuracy with which they can be manually localized. It is possible that AQUIRC would perform differently at other locations. We will be testing AQUIRC in different regions and in different conditions in future work.
To compare our approach with a more traditional intensitybased approach, we utilized the similarity measure LNCC. The correlation between LNCC and TRE is slightly higher than the correlation between and TRE. We note, however, that the AC and PC points at which we evaluate our algorithm are well contrasted. The atlas and test images are also both MR images. This, as opposed to a situation in which the target would be chosen in a uniform region, is arguably one the scenarios for which an intensity-based method would provide the strongest results. Because AQUIRC only relies on the deformation fields, it is less susceptible to intensity-related image properties. We thus suspect that AQUIRC would be at an advantage in regions of low contrast but testing this quantitatively is difficult on real images. This is because selecting points in low-contrast regions is difficult to do with high accuracy. One important finding, however, is that intensity-based quality measures and AQUIRC provide complementary information. Indeed, we have shown that combining these measures leads to stronger correlations than using either of them independently.
We found that the quality of the images in the atlas set did not affect the correlation in the test we have performed. The correlation that was achieved for the five normal atlas volumes common to the two sets were versus for the set with the difficult-to-register atlases and without, respectively. These results indicate that adding "bad" atlases in the atlas set does not affect the results, at least with the number of atlases we have used. It is possible that with fewer atlases than 9, the number of "bad" atlases would have affected the results. The low correlation values reflect the fact that the normal atlases register well to the target volumes. Because, in this case, we compute the correlation on only normal atlases the range of TRE values is smaller. As discussed earlier, lower TRE value ranges also result in a lower correlation between AQUIRC and TRE.
Our results also did not show that AQUIRC was biased by the stiffness of the deformation fields. One potential use of the AQUIRC algorithm is to optimize the parameters of a registration algorithm without using a ground truth. This could be done by computing a registration algorithm, estimating the local registration error, and varying the parameters of the registration algorithm in an attempt to lower the AQUIRC registration error value. This would not be possible, however, if the value of was a function of the deformation field, i.e., if for a fixed TRE, was changing with the property of the fields. Future testing will determine the full applicability of applying AQUIRC to optimizing registration algorithm parameters. As noted earlier, AQUIRC is not able to identify the registration error of trivial correspondences (i.e., the identity or transformation obtained with very high stiffness values). In this work, we assume that there are no trivial correspondences. In practice, the inclusion of a similarity measure to check for trivial correspondences may be necessary.
We note that methods inspired by AQUIRC have already been used by others with success. Donoghue et al. [42] proposed a graph-based method to register knee images in a large data base. They use a method similar to AQUIRC to estimate the quality of the registration between nodes in the graph and show that it leads to lower registration error. Goksel et al. [30] developed a variant of the AQUIRC algorithm proposed in [26] for global atlas selection that slightly increased the correlation and reduced the memory and speed needed for computation compared to AQUIRC in the context of a global nonrigid registration estimation when labels are present. This variant utilized more registration circuits than we had proposed originally and used a reflective Newton trust-region method to solve the linear least squares solution compared to the pseudo inverse that is used in this work. Goksel showed that the results of AQUIRC and their variant of AQUIRC correlate highly with DICE. They tested two data sets and show AQUIRC correlates to DICE with an and , while their variant correlates to DICE with an and . The circuit multiplicative error model we currently use is relatively simple and, although we have experimented with an additive model, other, more complex models may lead to further improvement. A method that uses multiple loops in a network of images as we have done and a more complex error model was recently introduced by Gass in [43] . These authors utilize information about the deformations to update the error model in their equivalent to in our algorithm. Although this is a more accurate model of registration error, it requires orders of magnitude more memory to compute. As discussed earlier, the matrix in our work only depends on the network of images, i.e., the number of nodes and the number of circuits; their equivalent to our matrix in [43] is a sparse matrix of size with the number of voxels in the image. Thus, the more realistic error model in [43] is difficult to scale up and to apply at the voxel level to 3-D images. One instance in which AQUIRC would not be able to identify registration error is if the error is biased, for example if the error is the same across all registrations into one image. Every registration circuit would not be affected by the biased error as the error is added, then subtracted from the combination of the transformations. We do not believe error bias is likely to appear in practice, but its impact is under continuing evaluation.
Potential applications for AQUIRC include comparing registration algorithms, determining error in regions where determining ground truth is difficult such as regions of low contrast, providing a level of confidence to applications in which accuracy is of critical importance, or tuning parameters in registration algorithms. Muenzing in [8] proposed a framework to reduce registration error in which any method that estimates registration quality can be applied. It would be of interest to investigate the usefulness of the local registration quality measure AQUIRC provides for this framework either in isolation or when combined with others.
