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Rozöírenie po íta ov˝ch sietí a dostupnosti internetového pripojenia umoû uje naöej spo-
lo nosti rás  r˝chlejöie ako kedyko vek predt˝m. Zárove  t˝m ale otvára nové moûnosti
pre kybernetickú kriminalitu. Z tohto dôvodu vzniká u bezpe nostn˝ch administrátorov
a vyöetrovacích zloûiek potreba existencie nástrojov na anal˝zu zachyten˝ch dátov˝ch to-
kov. Táto diplomová práca sa venuje moûnostiam anal˝zy zachytenej sie ovej komunikácie
v distribuovanom prostredí, ktoré by umoûnilo ökálova  dostupné analyza né schopnosti
a prispôsobi  sa t˝m  oraz vä öiemu objemu dát prenesen˝ch po po íta ovej sieti.
Abstract
Expansion of computer networks and availability of internet connection enables our society
to grow faster then ever before. However, at the same time it opens up a new opportunuties
for a cybercrime activities. That’s why there is an increasing need of security administrators
and law enforcing agencies for existence of a tools to analyze the captured data flows.
This master thesis deals with ways of analysis of captured network tra c in a distributed
environment, which would allow scaling of available analysis power and therefore adapt to
ever increasing volumes of data transmitted over the computer networks.
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Sie ová forenzná anal˝za je vetva po íta ovej forenznej anal˝zy, ktorú je moûné definova 
ako pouûitie vedecky preveren˝ch techník na zbieranie, zlú enie, identifikáciu, preskúmanie,
koreláciu, anal˝zu a dokumentovanie digitálnej evidencie z viacer˝ch aktívnych a komuni-
kujúcich digitálnych zdrojov pre ú ely odkr˝vania faktov spojen˝ch so zámerom, alebo
s uskuto nením pouûitia neautorizovan˝ch aktivít na naruöenie, poökodenie, alebo kompro-
mitovanie systémov˝ch komponentov a sú asné poskytnutie informácii nápomocn˝ch pri
reakcii a zotavení z tak˝chto aktivít [7]. Ide teda o anal˝zu komunikácie medzi dvoma a
viacer˝mi zariadeniami komunikujúcimi v po íta ovej sieti. Pomocou skúmania jednotli-
v˝ch zachyten˝ch paketov rekonötruujeme udalosti tak, ako sa udiali v  ase. Zaujímavé
informácie, ktoré môûeme z tohto procesu získa , sú hlavne IP adresy koncov˝ch uzlov
komunikácie, komunika né protokoly a obsah vymie an˝ch protokolov˝ch (aplika n˝ch)
správ. Tieto informácie naz˝vame forenzné artefakty. Získané forenzné artefakty zrekon-
ötruované zo zachytenej po íta ovej komunikácie tak predstavujú cenn˝ zdroj informácií
pre bezpe nostn˝ch administrátorov a vyöetrovacie zloûky pracujúce na objasnení bezpe -
nostn˝ch incidentov a kybernetickej trestnej  innosti.
Ciele práce
Cie om tejto práce je návrh a implementácia distribuovaného systému ur eného na vyko-
návanie sie ovej forenznej anal˝zy, stavajúc na základoch nástroja Netfox Detective. V aka
distribuovanej architektúre vyöetrovate  prestane by  limitovan˝ v˝konom jediného po í-
ta a, ale bude schopn˝ vyuûi  v˝kon viacer˝ch kooperujúcich po íta ov zapojen˝ch do
distribuovaného systému nazvanom NTPAC (Network Tra c Processing & Analysis Clus-
ter). Od v˝sledného nástroja sa o akáva schopnos  rekonötrukcie L7 konverzácií z paketov
zadaného PCAP súboru za pomoci automatického rozloûenia v˝po tu na viacero uzlov
distribuovaného systému. Sekundárnym cie om tejto práce je návrh a zostavenie modelu
v˝po tového clustera, na ktorom bude moûné otestova  v˝slednú distribuovanú aplikáciu.
Obsah práce
Kapitola 2 popisuje problematiku rekonötrukcie zachytenej sie ovej komunikácie. V prvej
 asti popíöe TCP/IP model, jeho jednotlivé vrstvy, radenie paketov do konverzácií na úrov-
niach t˝chto vrstiev a spôsob, ak˝m môûeme reprezentova  prenesené aplika né dáta. Ná-
sledne bliûöie popíöe IP protokoly UDP a TCP, spôsoby ak˝mi prenáöajú aplika né dáta
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a nakoniec ako je moûné z t˝chto aplika n˝ch dát rekonötruova   alej jednotlivé aplika né
správy.
V kapitole 3 sú popísané distribuované systémy spolu s modelmi súbeûného vykonávania,
konkrétne Actor model a Komunikujúce sekven né procesy. V druhej  asti tejto kapitoly
sa vyuûijú tieto poznatky v architektonickom návrhu nástroja NTPAC za vyuûitia Actor
modelu, za ktor˝m nasleduje bliûöí návrh jeho podsystémov.
Po návrhu je v kapitole 4 popísaná implementácia jednotliv˝ch komponentov navrhnu-
tého systému v jazyku C# s vyuûitím kniûnice Akka.NET. V prvej  asti je popísaná kniû-
nica Akka.NET, implementácia Actor model systému. V  alöích dvoch  astiach sú popísané
implementácie uzlov LoadBalancer a Reassembler. V poslednej  asti je popísané pouûitie
v˝sledného nástroja a unit testovanie.
Kapitola 5 popisuje modelov˝ cluster, ktor˝ bol zostaven˝ na ú ely otestovania a pred-






Pri rekonötrukcii sie ovej komunikácie sa snaûíme z jednotliv˝ch zachyten˝ch paketov zre-
konötruova  pôvodné aplika né správy, ktoré boli vymenené medzi koncov˝mi aplikáciami.
Táto kapitola tak v podkapitole 2.1 popisuje model TCP/IP, vrstvy, na ktoré rozde uje
komunikáciu a ako môûeme reprezentova  prenesené aplika né dáta. Podkapitola 2.2 po-
pisuje IP protokoly UDP a TCP a proces, pomocou ktorého môûeme z t˝chto protokolov
rekonötruova  prenesené aplika né dáta. Kapitola 2.3 nakoniec popisuje, ako z t˝chto dát
môûeme získa  aplika né správy.
2.1 TCP/IP model
Sie ové zariadenia nekomunikujú medzi sebou v˝menou sekvencií bitov zvolen˝ch kon-
krétnym v˝robcom, ale dodrûujú zavedené sie ové ötandardy a protokoly. V aka tomu sú
schopné vzájomnej komunikácie aj zariadenia rozdielnych v˝robcov. V dneönej dobe ötan-
dardne pouûívaná sada protokolov TCP/IP definuje, ako by mali by  dáta rozdelené do
paketov, adresované, prenáöané, smerované a prijímané. Rozde uje komunikáciu na ötyri
vrstvy.
1. Vrstva sie ového rozhrania - L2. Definuje prístup k fyzickému médiu. Napríklad ötan-
dard IEEE 802.3 (známy pod názvom Ethernet) vyuûívajúci MAC adresy.
2. Sie ová vrstva - L3. Zaru uje sie ovú adresáciu a smerovanie datagramov. Najpod-
statnejöie protokoly pre naöe potreby sú IPv4 a IPv6, ktoré vyuûívajú IP adresy.
3. Transportná vrstva - L4. Vyuûitá na odovzdávanie dát aplikáciám. Protokoly UDP
a TCP vyuûívajúce adresáciu pomocou  ísiel portov. Protokol TCP navyöe oproti
protokolu UDP poskytuje spo ahlivé doru enie datagramov v správnom poradí a udr-
ûovanie spojení.
4. Aplika ná vrstva - L7. Obsahuje koncové aplika né protokoly ako napríklad HTTP,
DNS, FTP, ...
Protokoly danej vrstvy pridávajú svoju hlavi ku obsahujúcu informácie spojené s t˝mto pro-
tokolom (napríklad zdrojová a cie ová IPv4 adresa IPv4 protokolu), ktorá je nasledovaná





























Obr. 2.1: TCP/IP model
v aplika nom protokole,  alej postupne zapuzdrenom v transportnom protokole, v sie o-
vom protokole a nakoniec v protokole sie ového rozhrania. Na obrázku 2.1 je zobrazená
ukáûka tohto zapuzdrenia (Ethernet pridáva popri svojej hlavi ke aj päti ku na koniec dát
obsahujúcu kontroln˝ sú et).
Pri anal˝ze sie ovej komunikácie pouûívame pojem konverzácia [9] – sekvencia paketov
prenesen˝ch medzi dvoma koncov˝mi bodmi. Pod a TCP/IP modelu rozliöujeme viacero
úrovní granularity konverzácií, pri om konverzácie na niûöej vrstve rozde ujú  alej konver-
zácie na vyööej vrstve:
1. L3 konverzácie – pakety medzi medzi párom IP adries.
2. L4 konverzácie – pakety v jednej L3 konverzácii medzi párom portov a typom IP
protokolu (TCP alebo UDP).
3. L7 konverzácie – pakety v jednej L4 konverzácii v jednom spojení transportného pro-
tokolu. L7 konverzácie (spojenia) si udrûujú svoj stav a tak na rozdiel od rozliöovania
L3 a L4 konverzácií sa nám uû nesta í pozera  na pakety individuálne, ale musíme ich
skúma  v kontexte ostatn˝ch paketov L4 konverzácie pomocou zloûitejöích heuristík.
Tento proces je popísan˝ bliûöie v podkapitole 2.2.
Pod a smeru paketov relatívne vo i prvému paketu L7 konverzácie rozde ujeme  alej L7
konverzácie na Up Flow, pakety v relatívnom smere od iniciátora komunikácie a Down
Flow, pakety v relatívnom smere k iniciátorovi spojenia. Zo sekvencie paketov v Up Flow
a Down Flow následne pomocou procesu zvaného reassembling popísanom v podkapitole
2.2 extrahujeme dáta aplika nej vrstvy rozdelené do tzv. L7 PDU. Kaûdé z t˝chto L7 PDU
následne obsahuje  asovú známku, informáciu o smere (relatívne k iniciátorovi spojenia) a
aplika né dáta.
Na základe L7 PDU objektov a zo znalosti pouûitého aplika ného protokolu sme  alej
schopní zrekonötruova  obsah a v˝znam prenáöan˝ch aplika n˝ch dát. Obrázok 2.2 zhr uje
popísané rozdelenie paketov od L3 konverzácií aû po L7 PDU.
2.2 Reassembling
Reassembling je proces rozpoznávania L7 konverzácií (spojení) v jednotliv˝ch L4 konver-
záciách a následnej extrakcie aplika n˝ch dát – L7 PDU z t˝chto L7 konverzácií. Krok
rozpoznania L7 konverzácií je nutn˝ z dôvodu prípadného opätovného pouûitia portov pri
komunikácii medzi dvoma zariadeniami. Iniciátor spojenia nie je núten˝ vyuûi  vûdy pre



























Obr. 2.2: Rozdelenie paketov
Protokol UDP je nespojovan˝ [10] a tak za UDP spojenie – L7 konverzáciu povaûu-
jeme pakety UDP L4 konverzácie prenesené v jednom spolo nom  asovom okne (s vhodnou
toleranciou). Tento protokol nevyuûíva ûiadny mechanizmus na zaru enie spo ahlivosti do-
ru enia dát v ich správnom poradí. Správy prenesené protokolom UDP sú vûdy nosite mi
aplika n˝ch dát1. Tieto správy povaûujeme za L7 PDU, doru ené v poradí, v akom boli
prenesené po sieti.
Na druhej strane, protokol TCP nadväzuje a aktívne udrûiava spojenia a zaru uje spo-
 ahliv˝ prenos dát v ich správnom poradí [11]. Na implementáciu t˝chto vlastností sú v hla-
vi ke protokolu TCP zahrnuté sekven né a acknowledgement  ísla2 a sada kontroln˝ch
príznakov:
• SYN - odosielate  inicializuje v smere k príjemcovi nové spojenie.
• ACK - odosielate  signalizuje doru enie predoölej správy.
• FIN - odosielate  dáva najavo protistrane, ûe nemá  alöie dáta na odoslanie a ukon uje
zo svojej strany spojenie.
• URG - odosielate  oznamuje príjemcovi, ûe má spracova  túto správu prioritne.
• PSH - odosielate  oznamuje príjemcovi, ûe má spracova  túto správu prioritne a odo-
vzda  dáta priamo aplikácii bez toho, aby sa uloûili do bu eru na neskoröie vyzdvi-
hnutie.
• RST - nastavené pri odpovedi na ne akanú správu.
• ECE a CWR - vyuûité pri detekcii zahltení spojenia.
TCP - Nadviazanie spojenia
Spojenia sú nadväzované pomocou tzv. Three-way handshake [11], procesom nazna en˝m na
obrázku 2.3. Strana A, ktorá inicializuje spojenie, zaöle strane B správu s príznakom SYN
a náhodne vygenerovan˝m po iato n˝m sekven n˝m  islom (Initial Sequence Number –
ISN) ISN_A. Strana B odpovie správou s nastaven˝mi príznakmi SYN a ACK, náhodne
vygenerovan˝m po iato n˝m sekven n˝m  íslom ISN_B a acknowledgement nastaven˝m
1Na rozdiel od protokolu TCP, ktor˝ vyuûíva navyöe aj kontrolné správy ur ené na riadenie spojenia.
2Obe strany spojenia majú vlastné páry hodnôt t˝chto  ísel.
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na ISN_A + 1. Nadväzovanie spojenia je dokon ené zaslaním správy od strany A, ktorá
ma nastaven˝ príznak ACK, sekven né  íslo nastavené na ISN_A + 1 a acknowledgement







Host A Host B 
Obr. 2.3: TCP 3-way handshake
TCP - Prenos dát v ustanovenom spojení
Po nadviazaní spojenia môûu obe strany za a  prenáöa  aplika né dáta. Kaûdá odoslaná
správa má nastavené aktuálne sekven né a acknowledgement  íslo na aktuálnu hodnotu
odosielate a [11]. Po odoslaní správy je hodnota odosielate ovho sekven ného  ísla inkre-
mentovaná o d ûku zaslan˝ch dát. Po prijatí správy príjemca inkrementuje svoju hodnotu
acknowledgement o d ûku dát obsiahnut˝ch v prijatej správe a odpovie pôvodnému odo-
sielate ovi správou s nastaven˝m ACK príznakom, pomocou ktorej informuje odosielate a
o úspeönom doru ení správy. Prijaté dáta príjemca neodovzdá okamûite cie ovej aplikácii,
ale uloûí ich do bu eru opera ného systému. Uloûené dáta sú odovzdané cie ovej aplikácii
aû v momente naplnenia bu eru alebo prijatia správy s nastaven˝m príznakom PSH.
Oöetrenie chybov˝ch stavov
Ak po as prenosu správy dôjde k poruche a následnému nedoru eniu správy, odosielate 
v as neprijme potvrdenie o doru ení a opakuje pokus o doru enie opätovn˝m zaslaním
správy [11]. Protokol TCP umoû uje odosielate ovi odosla  viacero správ naraz bez  akania
na potvrdenia doru ení jednotliv˝ch správ. Táto vlastnos  je vyuûitá napríklad v prípade
zasielania ve kého mnoûstva aplika n˝ch dát naraz, ktoré sú rozdelené na menöie celky a
odoslané samostatne. V tomto prípade avöak môûe dôjs  k preusporiadaniu jednotliv˝ch
správ, spôsobenému napríklad doru ením paketov po viacer˝ch rôzne r˝chlych linkách.
Príjemca je vöak schopn˝ tieto pakety opätovne zoradi  do pôvodného poradia za pouûitia
ich sekven n˝ch  ísel.
TCP - Ukon enie nadviazaného spojenia
K ukon eniu odosielania z jednej strany a teda k polovi nému uzatvoreniu nadviazaného
spojenia dôjde odoslaním správy s príznakom FIN, na ktorú odpovedá druhá strana sprá-
vou s nastaven˝m príznakom ACK. Spojenie je uzatvorené úplne ukon ením odosielania aj
druhej strany [11].
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TCP - Rekonötrukcia L7 PDU
Ako je moûné vidie , protokol TCP na rozdiel od protokolu UDP explicitne odde uje jednot-
livé relácie komunikácie na transportnej vrstve. V aka tomu je reassemblovací algoritmus
schopn˝ jednozna ne rozpozna  jednotlivé L7 konverzácie v L4 konverzáciách.  alöím roz-
dielom oproti protokolu UDP je, ûe protokol TCP pridáva v˝menu správ, ktoré nie sú
nosite mi aplika n˝ch dát (nadväzovanie spojenia, potvrdenie doru enia, uzatvorenie ko-
munika ného kanálu, at .) a tak neplatí, ûe kaûd˝ paket L7 konverzácie predstavuje L7
PDU. Zárove  ani neplatí, ûe jedno L7 PDU pozostáva z jedného paketu, ale môûe by 
zloûené z viacer˝ch paketov doru en˝ch v nesprávnom poradí. Reassemblovací algoritmus
tak musí by  schopn˝ korektne (v správnom poradí, bez duplicít pri opätovnom prenose,
at .) rekonötruova  prenesené L7 PDU.
2.3 Rekonötrukcia aplika n˝ch správ
Po rekonötrukcii L7 PDU z jednotliv˝ch L7 konverzácií je moûné za a  analyzova  obsah
prenesen˝ch aplika n˝ch dát. Syntax a sémantika t˝chto dát zavisí od pouûitého aplika -
ného protokolu. Prv˝m krokom rekonötrukcie aplika n˝ch správ L7 konverzácie je preto
identifikácia pouûitého aplika ného protokolu. Na tú je moûné pouûi  jednoduché rozpoz-
návanie na základe pouûit˝ch  ísel portov alebo zloûitejöie heuristiky vykonávajúce inöpekciu
obsahu aplika n˝ch dát, ktoré  alej vyuûívajú ötatistické metódy alebo metódy strojového
u enia [6].
Na základe úspeöne identifikovaného aplika ného protokolu môûeme zvoli  konkrétny
algoritmus, ktor˝ je navrhnut˝ na rekonötrukciu správ daného aplika ného protokolu. V na-
sledujúcom kroku je zo zrekonötruovan˝ch L7 PDU pomocou tohto algoritmu extrahovaná
kolekcia vymenen˝ch aplika n˝ch správ.
Postupné rozöirovanie protokolu SSL/TLS a in˝ch protokolov zabezpe ujúcich öifrova-
nie komunikácie vöak tento postup v˝razne s aûuje. Pri ich pouûití je obsah prenesen˝ch
aplika n˝ch dát zaöifrovan˝ a za normálnych okolností ho nie je moûné pre íta  v deöifrova-
nej podobe,  o znemoû uje následnú rekonötrukciu aplika n˝ch správ. Protokol SSL/TLS,
zaloûen˝ na kryptografii verejného k ú a ale vieme deöifrova  za jednej z t˝chto okolností [2]:
1. Vlastníme privátny k ú  pouûit˝ pri nadväzovaní SSL/TLS relácie.
2. Máme moûnos  vyuûi  tzv. SSL/TLS Proxy, cez ktorú presmerujeme dátov˝ tok me-
dzi klientom a serverom a tak vykonáme tzv. man-in-the-middle útok, pri ktorom
pred klientom predstierame, ûe sme pôvodn˝ SSL server. V aka tomu sme schopní
pri vytvorení SSL relácie pouûi  náö vygenerovan˝ privátny k ú , ktor˝ môûeme ne-
skôr pouûi  pri deöifrovaní. Nutnou podmienkou vöak je, ûe klient akceptuje nami





Pôvodn˝m cie om tejto práce bolo rozöírenie nástroja Netfox Framework o schopnos  dis-
tribuovanej anal˝zy zachytenej sie ovej komunikácie,  o by mu umoûnilo ökálova  pod a
aktuálnej potreby jeho celkov˝ v˝kon. Po hlböom preskúmaní interného návrhu a fungova-
nia nástroja Netfox Framework[8, 9] sa vöak ukázalo, ûe takéto rieöenie by bolo príliö náro né
na realizáciu z dôvodu problematickej integrácie s distribuovan˝m systémom a existujúcich
ch˝b v návrhu a implementácii (neoptimálne spracovanie dát, nadmerné dátové závislosti,
neökálovate nos ). Táto práca sa preto bude  alej venova  návrhu a implementácii nového
nástroja NTPAC (Network Tra c Processing & Analysis Cluster), ktor˝ stavia na zákla-
doch nástroja Netfox Framework. Táto kapitola sa  alej venuje jeho návrhu.
Podkapitoly 3.1 a 3.2 teoreticky popisujú distribuované systémy a modely súbeûného vy-
konávania. Pochopenie t˝chto pojmov je k ú ové k nasledovnému návrhu fungovania celého
nástroja. V podkapitole 3.3 je popísan˝ architektonick˝ návrh distribuovaného systému ná-
stroja NTPAC. Sú v  om popísané hlavné fázy anal˝zy a uzly navrhnutého distribuovaného
systému. Podkapitoly 3.4 a 3.5 bliûöie popisujú návrh uzlov LoadBalancer a Reassembler.
3.1 Distribuované systémy
Distribuovan˝ systém je kolekcia kooperujúcich entít pracujúcich na dosiahnutí spolo ného
cie a [5]. Jednotlivé entity sú autonómne a sú schopné komunikácie s ostatn˝mi entitami
distribuovaného systému pomocou po íta ovej siete. Entita pozostáva z procesora a vlastnej
pamäte. Distribuované systémy môûeme popísa  t˝mito vlastnos ami [5]:
1. Absencia zdie an˝ch fyzick˝ch hodín. Udalosti v distribuovanom systéme nastávajú
asynchrónne.
2. Absencia zdie anej pamäte. Procesory navzájom komunikujú pomocou v˝meny správ.
3. Geografické oddelenie. Entity distribuovaného systému nemusia by  nutne umiestnené
v blízkej vzájomnej fyzickej vzdialenosti.
4. Autonómia a rôznorodos . Jednotlivé entity môûu pre svoj beh vyuûíva  rôzny har-
dware a opera né systémy.
Distribuovan˝m programom naz˝vame mnoûinu asynchrónnych procesov komunikujú-
cich prostredníctvom v˝meny správ cez po íta ovú sie . Globálny stav distribuovaného v˝-
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po tu pozostáva zo stavov jednotliv˝ch procesov a stavov ich komunika n˝ch kanálov [5].
Podobnú architektúru predstavujú paralelné systémy. Tie sa od distribuovan˝ch systémov
líöia t˝m, ûe jednotlivé procesory sú sú as ou jedného fyzického celku (po íta a) a navzájom
komunikujú prostredníctvom zdie anej pamäte.
3.2 Modely súbeûného vykonávania
Pri návrhu a implementácii distribuovanej aplikácie je moûné vyuûi  viacero modelov po-
pisujúcich súbeûné vykonávanie. Dva najrozöírenejöie, vyuûívajúce komunikáciu pomocou
v˝meny správ, sú Actor model a Komunikujúce sekven né procesy.
Actor model
Actor model je matematick˝ model popisujúci súbeûné vykonávanie programov predstaven˝
Carlom Hewittom v roku 1973 [3].  alej bol tento model popularizovan˝ jazykom Erlang
úspeön˝m pouûitím pri vytváraní vysoko paraleln˝ch a spo ahliv˝ch telekomunika n˝ch
systémov. Za základnú jednotku vykonávania povaûuje actor, ktor˝ má svoj privátny stav
(privátne premenné) a s druh˝mi actormi interaguje v˝lu ne prostredníctvom zasielania
správ (nevyuûíva zdie anú pamä ). Actor ako reakciu na prijatú správu môûe:
• odosla  kone n˝ po et správ druh˝m actorom;
• vytvori  kone n˝ po et nov˝ch actorov (potomkov);
• zmeni  svoje správanie pri prijatí nasledujúcej správy.
Kolekcia actorov, ktorí sú schopní spolu komunikova , sa naz˝va actor systém. Zasie-
lanie správ prebieha asynchrónne a teda operácia odoslania správy druhému actorovi je
neblokujúca. Kaûd˝ actor vlastní unikátnu adresu, ktorá je vyuûitá pri öpecifikovaní adre-
sáta správy. Kaûd˝ actor  alej disponuje tzv. mailboxom, frontou do ktorej vkladá prijaté
správy  akajúce na spracovanie. Ke  je actor aktivovan ,̋ vyberie prvú správu z fronty a
spracuje ju prísluönou obsluûnou rutinou (definovan˝m správaním) na základe typu pri-
jatej správy. Plánova  zodpovedá za aktiváciu actorov po prijatí správ. V aka tomu, ûe
actori nevyuûívajú ûiadne spolo né zdie ané prostriedky (zdie ané premenné) a komunikujú
so sebou jedine pomocou správ, je moûné aktivova  viacero actorov súbeûne, bez toho aby
sa ich vykonávania ovplyvnili. Jedinú podmienku, ktorú musí plánova  dodrûa , je synch-
rónne vykonávanie jednotliv˝ch actorov, tj. v jednom momente bude dan˝ actor aktivovan˝
v maximálne jednom vlákne. Poradie aktivácie actorov nie je zaru ené, ale poradie správ
v mailboxe je dodrûané. Jedn˝m z efektov synchrónneho vykonávania actorov je, ûe pri
implementácii súbeûn˝ch programov postaven˝ch na Actor modeli nie sme nútení vyuûíva 
synchroniza né prostriedky ako zámky a semafory.
Komunikujúce sekven né procesy (CSP)
Tony Hoare v roku 1978 definoval formálny model CSP [4], ktor˝ dnes vyuûíva napríklad
programovací jazyk Go1. V CSP je elementárnou jednotkou vykonávania proces. Jednotlivé
procesy môûu medzi sebou komunikova  prostredníctvom v˝meny správ vo vytvoren˝ch
komunika n˝ch kanáloch. Tie tak môûu by  vyuûité na v˝menu dát medzi procesmi a na
1The Go Programming Language - Why build concurrency on the ideas of CSP?, https://golang.org/
doc/faq#csp
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ich vzájomnú koordináciu. Proces môûe do vytvoreného kanálu zasla  správu, prija  správu
alebo uzatvori  dan˝ kanál. Komunikácia cez tieto kanály je synchrónna a proces, ktor˝
zasiela a zapisuje dáta do komunika ného kanála je zablokovan˝ do momentu, kedy si tieto
dáta nevyzdvihne proces na jeho druhom konci.
Porovnanie
Actor model a CSP majú spolo né to, ûe oba vyuûívajú na komunikáciu medzi jednotliv˝mi
jednotkami vykonávania,  i uû procesmi alebo actormi, v˝menu správ. Líöia sa ale od seba
v t˝chto vlastnostiach:
• CSP procesy sú anonymné, actori majú vlastnú identitu (adresu);
• CSP medzi sebou komunikujú synchrónne, actori asynchrónne;
• CSP vyuûíva ustanovené komunika né kanály na v˝menu správ, actori öpecifikujú pri
zasielaní správy adresáta (adresu actora, ktorému má by  doru ená daná správa).
Pre návrh a implementáciu nástroja NTPAC bol  alej ako model súbeûného vykonávania
zvolen˝ Actor model z dôvodu asynchrónnej komunikácie (actor môûe zasla  asynchrónne
správu a pokra ova   alej vo vykonávaní) a moûnej hierarchickej ötruktúre actorov, ktorá
by umoûnila elegantne rozdeli  pakety do L3 aû L7 konverzácií tak, ako boli popísané v ka-
pitole 2.
3.3 Architektúrny návrh
Po popísaní distribuovan˝ch systémov a modelov súbeûného vykonávania je moûné prejs 
k architektúrnemu návrhu distribuovanej aplikácie. Cel˝ proces rekonötrukcie zachytenej
komunikácie je moûné rozdeli  do dvoch základn˝ch fáz:
Predspracovanie dát Rekonötrukcia (reassembling) L7 konverzácií zo vstupnej zachyte-
nej komunikácie. Kaûdá z t˝chto konverzácií nesie primárne informácie o koncov˝ch
uzloch komunikácie (IP adresy a porty),  asové razítka a obsahy vymenen˝ch apli-
ka n˝ch dát.
H bková anal˝za dát Identifikácia pouûit˝ch aplika n˝ch protokolov v zrekonötruova-
n˝ch L7 konverzáciách a následné vyuûitie vybran˝ch modulov ur en˝ch na rekon-
ötrukciu správ konkrétneho aplika ného protokolu. V˝stupom tejto fázy je kolekcia
forenzn˝ch artefaktov ako napríklad navötívené HTTP stránky, prijaté a odoslané
emaily alebo správy iného komunika ného protokolu – aplikácie, at .
Na obidvoch fázach sa podie ajú mnoûiny öpecifick˝ch uzlov distribuovaného systému.
Uzly, ktoré sa aktívne zú ast ujú procesu rekonötrukcie komunikácie2, sú postavené na
základe Actor modelu a tak vöetky obsahujú hierarchiu lokálnych actorov participujúcich
v jednom spolo nom actor systéme, schopn˝ch komunikácie s actormi ostatn˝ch uzlov.
Kaûd˝ uzol je vykonávan˝ na jednom stroji a na jednom stroji môûe by  vykonávan˝ch
viacero uzlov.
Prvá fáza, predspracovanie dát, je vykonávaná na mnoûine uzlov zvan˝ch Reassem-
bler. Tie samostatne (nezávisle od ostatn˝ch Reassembler uzlov) rekonötruujú L7 konver-
zácie z odovzdaného prúdu zachyten˝ch paketov, ktoré môûu pochádza  z PCAP súboru























Obr. 3.1: Architektúrny návrh nástroja NTPAC
alebo môûu by  aktívne zachytávané zo ûivého sie ového rozhrania. Zrekonötruované L7 kon-
verzácie sú uloûené do distribuovanej databázy. V podkapitole 3.5 je popísan˝ podrobnejöí
návrh t˝chto uzlov. V naj astejöom prípade vöak pracujeme len s jedn˝m vstupn˝m prúdom
paketov (napríklad s jedn˝m vstupn˝m PCAP súborom), ktor˝ chceme spracova . Preto,
aby sme vyuûili vöetky inötancie zapojen˝ch Reassembler uzlov, musíme tento prúd rozdeli 
na menöie podprúdy, ktoré rovnomerne rozdistribuujeme medzi aktívne Reassembler uzly.
V aka tomu sme schopní dosiahnu  vyööiu vyuûite nos  celého systému. Na toto rozdelenie
vyuûijeme  alöí typ uzlov – LoadBalancer. Tie prerozde ujú pakety vstupného prúdu medzi
aktívne Reassembler uzly pod a toho, do ktorej L4 konverzácie patria (jednotlivé pakety).
Dôvod zvolenia práve tohto spôsobu rozdelenia a podrobnejöí návrh uzlov LoadBalancer je
popísan˝ v podkapitole 3.4.
V druhej fáze, h bkovej anal˝ze, je podmnoûina uloûen˝ch zrekonötruovan˝ch L7 kon-
verzácií získaná z distribuovanej databázy a doru ená na  alöí typ uzlov, tzv. Snooper.
Tie identifikujú pouûit˝ aplika n˝ protokol L7 konverzácie a za pouûitia konkrétneho ap-
lika ného dissectoru – snooperu, zrekonötruujú obsiahnuté aplika né správy. Pri öifrovaní
aplika n˝ch dát v L7 konverzáciách protokolom SSL/TLS a znalosti pouûitého privátneho
k ú a sú najskôr tieto dáta deöifrované. Extrahované informácie sú uloûené spä  do distri-
buovanej databázy. Táto práca sa  alej venuje iba prvej fáze – rekonötrukcii L7 konverzácií.
H bková anal˝za zrekonötruovan˝ch L7 konverzácií predstavuje jej moûné pokra ovanie.
Na diagrame 3.1 je graficky znázornen˝ architektúrny návrh nástroja NTPAC. Zobrazuje
jednotlivé typy uzlov a toky dát medzi nimi. Prepojenie medzi uzlami má logick˝ charakter,
je nezávislé od hardwardového zapojenia.
3.4 Návrh uzlu LoadBalancer
Ako bolo popísané v podkapitole 3.3, tento uzol prerozde uje vstupn˝ tok paketov medzi
aktívne inötancie Reassembler uzlov. Tieto pakety sú prijímané v nespracovanej podobe, sú
vo forme bajtov˝ch polí tak, ako boli zachytené na sieti. Pred ich samotn˝m prerozdelením
je nutné ich spracova , tzv . zparsova  aû po vrstvu L4 a získa  tak ötrukturované informá-
cie z jednotliv˝ch hlavi iek pouûit˝ch sie ov˝ch protokolov (po vrstvu L4). Po zparsovaní
prichádza na rad samotné prerozdelenie medzi Reassembler uzly. Na to vöak nie je moûné
vyuûi  naivnú metódu, ako napríklad Round Robin3. Reassembler uzly, ako bolo vysvet-
lené v podkapitole 3.3, rekonötruujú odovzdan˝ prúd paketov samostatne, bez komunikácie
medzi sebou, ktorá by za aûovala cel˝ distribuovan˝ systém. A tak, aby boli schopné plne
zrekonötruova  L7 konverzácie (ktoré môûu pozostáva  z viacer˝ch paketov), musia vlastni 
vöetky prípadné fragmenty konkrétnej L7 konverzácie. Pouûitím takejto naivnej metódy by
3Rozdelenie na základe cyklického pride ovania.
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mohla nasta  situácia, kedy by polovica paketov jednej L7 konverzácie skon ila na jednom
Reassembler uzle a druhá polovica na niektorom inom. Oba uzly by tak vlastnili len ne-
kompletné dáta a ani jeden by nebol schopn˝ plne zrekonötruova  danú L7 konverzáciu.
Na rozdelenie vstupného toku je preto nutné vyuûi  metódu, ktorá zachová kontext jed-
notliv˝ch paketov, tj. pakety, ktoré spolu súvisia, musia by  spracovávané na práve jednom
Reassembler uzle.
Tento kontext paketov predstavuje konverzácie, ako sme ich definovali v kapitole 2. Pri
vo be jemnosti rozpoznávania konverzácií máme na v˝ber nasledovné moûnosti:
L3 konverzácie V˝po tovo najjednoduchöie (pre kaûd˝ paket sta í pre íta  zdrojovú a
cie ovú IP adresu), ale poskytuje najhruböie rozpoznávanie, ktoré tak zvyöuje riziko
nevyváûenosti vy aûenia Reassembler uzlov.
L4 konverzácie Jemnejöie ako L3 konverzácie, no zárove  aj v˝po tovo náro nejöie. Nut-
nos  defragmentácie moûn˝ch IP fragmentov, aby sa získali kompletné dáta trans-
portnej vrstvy fragmentovan˝ch paketov.
L7 konverzácie Nedáva zmysel, pretoûe by sa vykonávala samotná práca Reassembler
uzlov.
Pre rozliöovanie bola zvolená úrove  L4 konverzácií ako kompromis medzi v˝po tovou ná-
ro nos ou a jemnos ou rozliöovania. Úlohou uzlu LoadBalancer je teda pre kaûd˝ paket
vstupného prúdu ur i  jeho prísluönos  do danej L4 konverzácie a následne ho na základe
tejto prísluönosti odovzda  vybranému Reassembler uzlu.
Prísluönos  paketu p do konverzácie sa získa zostavením tzv. k ú a konverzácie pomocou
funkcie ConversationKey(p). Tá zostaví päticu (IP1, IP2, Port1, Port2, Protocol) obsahu-
júcu hodnoty:
• IP1 - menöia hodnota z dvojice zdrojovej a cie ovej IP adresy paketu p
• IP2 - vä öia hodnota z dvojice zdrojovej a cie ovej IP adresy paketu p
• Port1 - menöia hodnota z dvojice zdrojového a cie ového portu paketu p
• Port2 - vä öia hodnota z dvojice zdrojového a cie ového portu paketu p
• Protocol - transportn˝ protokol paketu p (TCP alebo UDP)
Radenie IP adries a portov paketu pod a menöích a vä öích hodnôt zaru í, ûe pakety v oboch
smeroch jednej L4 konverzácie budú ma  rovnak˝ k ú . Na priradenie jednotliv˝ch L4 kon-
verzácií konkrétnym Reassembler uzlom rozloûíme priestor vöetk˝ch moûn˝ch hodnôt k ú ov
L4 konverzácií K do n4 tried ekvivalencie binárnou reláciou R s vyuûitím hashovacej funkcie
Hash:
R = {(x, y) 2 K2 | (Hash(a) mod n) = (Hash(b) mod n)}
Nakoniec vytvoríme mapovanie z t˝chto tried ekvivalencií ( íseln˝ch hodnôt) na aktívne
Reassembler uzly. Na rozhodnutie o v˝bere Reassembler uzlu, na ktorom má by  spracovan˝
paket p, pouûijeme toto mapovanie, kde vyberieme konkrétny aktívny Reassembler uzol
pod a triedy ekvivalencie c, ktorú vypo ítame ako:
c = Hash(ConversationKey(p)) mod n
4Hodnotu môûeme zvoli  napríklad ako 10-násobok po tu o akávan˝ch Reassembler uzlov
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Aby sme sa pri distribuovaní paketov jednotliv˝m Reassembler uzlom vyhli ve kej réûii
spojenej so zasielaním a spracovaním ve kého po tu (relatívne) mal˝ch objektov, pakety
nie sú zasielané individuálne. Pakety ur ené pre dan˝ Reassembler uzol sú ukladané do
zásobníka, ktorého obsah je po naplnení (na základe po tu paketov alebo ich akumulovanej
ve kosti) odoslan˝ naraz vo forme dávky. Navrhnuté správanie implementuje actor Packe-
tIngestorAndLoadBalancer, ktor˝ po prijatí poûiadavky na zahájenie procesu rekonötrukcie
öpecifikovaného prúdu paketov za ne s prijímaním a distribuovaním jeho jednotliv˝ch pa-
ketov.
3.5 Návrh uzlu Reassembler
Úlohou tohto uzlu je prijíma  dávky nespracovan˝ch paketov z LoadBalancer uzlov, ich
jednotlivé pakety znova zparsova 5 a zo zparsovan˝ch paketov zrekonötruova  obsiahnuté
L7 konverzácie, ktoré sú  alej uloûené do perzistentného úloûiska. Funk né jadro tohto uzlu
predstavuje reassemblovací mechanizmus. Na jeho podporu a prepojenie s distribuovan˝m
systémom je navrhnutá postupne budovaná hierarchia actorov, ktorá je nazna ená na ob-
rázku 3.2. Úlohou t˝chto actorov je príjma  dávky nespracovan˝ch paketov a rozdeli  ich
do L4 konverzácií, ktoré tak môûu by  spracovávané reassemblovacím modulom separátne.
Navrhnutá hierarchia pozostáva z t˝chto actorov:
Captures Controller V˝chodiskov˝ actor Reassembler uzlu. Prijíma dávky nespracova-
n˝ch paketov od LoadBalancer-ov a pre kaûd˝ z nich vytvára samostatného Capture
actora. Prijaté dávky sú odovzdané prísluönému Capture actorovi. V aka tomu acto-
rovi je moûné, aby jeden Reassembler mohol prijíma  dávky nespracovan˝ch paketov
od viacer˝ch LoadBalancerov naraz.
Capture Predstavuje jeden zo vstupn˝ch prúdov nespracovan˝ch paketov. Kaûd˝ nespra-
covan˝ paket z odovzdanej dávky v prvom kroku zparsuje a následne pod a hlavi ky
sie ovej vrstvy ur í L3 konverzáciu. Pre kaûdú novú L3 konverzáciu je vytvoren˝
nov˝ L3 Conversation actor. V druhom kroku je dan˝ paket odovzdan˝ prísluönému
L3 Conversation actorovi.
L3 Conversation Predstavuje L3 konverzáciu. Pre kaûd˝ odovzdan˝ paket ur í na zá-
klade hlavi ky transportnej vrstvy L4 konverzáciu. Pre kaûdú novú L4 konverzáciu je
vytvoren˝ nov˝ L4 Conversation actor. Paket je následne odovzdan˝ prísluönému L4
Conversation actorovi.
L4 Conversation Predstavuje L4 konverzáciu. Kaûd˝ odovzdan˝ paket je spracovan˝ re-
assemblovacím modulom. Zrekonötruované L7 konverzácie sú odovzdané L7 Conver-
sation Storage actorovi na uloûenie.
L7 Conversation Storage Odovzdané L7 konverzácie ukladá do perzistentného úloûiska.
Po rozdelení paketov do L4 konverzácií je moûné rekonötruova  z nich L7 konverzá-
cie. Pre kaûdú L4 konverzáciu je vytvoren˝ samostatn˝ reassemblovací modul so zvolen˝m
reassemblovacím algoritmom ur en˝m na rekonötrukciu daného transportného protokolu
(TCP alebo UDP), ktorému sú postupne odovzdané pakety danej L4 konverzácie. V˝stu-
pom t˝chto modulov sú zrekonötruované L7 konverzácie.
5Prenáöanie ötrukturovan˝ch informácií medzi uzlami by vyûadovalo ich serializáciu a deserializáciu, ktorá











Obr. 3.2: Hierarchia Reassembler actorov
L7 konverzácia v sebe nesie informácie o koncov˝ch bodoch komunikácie (IP adresy,
porty a transportn˝ protokol),  asové známky prvej a poslednej zaznamenanej aktivity
(vymenen˝ch paketov) a dve kolekcie L7 PDU, pre kaûd˝ smer komunikácie jednu. L7
PDU v sebe obsahuje  asovú známku a samotn˝ obsah zrekonötruovan˝ch aplika n˝ch dát.
Navrhnuté reassemblovacie algoritmy musia by  schopné rekonötruova  L7 konverzácie
z transportn˝ch protokolov paketov L4 konverzácií, tak ako boli popísané v kapitole 2.
Zárove  ich vöak musia zvládnu  rekonötruova  aj v prípadoch, kedy pracujú s neúpln˝m
zdrojom dát ako napríklad v prípade zachytenia len jedného smeru dátového toku, alebo
pri strate jednotliv˝ch paketov. Z tohto dôvodu UDP aj TCP Reassembler spracovávajú
pakety L4 konverzácií v dvoch oddelen˝ch tokoch, v smere od iniciátora spojenia a v smere
k nemu, z ktor˝ch sú vytvorené L7 konverzácie.
UDP Reassembler
UDP Reassembler z kaûdého odovzdaného paketu vytvorí samostatné L7 PDU (kaûd˝ UDP
paket predstavuje samostatné L7 PDU), ktoré vloûí do jedného z dvoch tokov na základe
smeru paketu. Pred t˝mto vloûením vöak eöte vypo íta dobu medzi odoslaním tohto paketu
a poslednou zaznamenanou aktivitou daného toku a ak je vä öia ako definovaná hodnota 10
minút, dané L7 PDU povaûuje za sú as  novej L7 konverzácie a tak z postupne budovan˝ch
tokov vytvorí jednu ukon enú L7 konverzáciu. Následne vyprázdni oba toky, do jedného
z nich (na základe smeru paketu) vloûí novovytvorené L7 PDU (ktoré spôsobilo ukon enie
L7 konverzácie) a pokra uje  alej v spracovávaní zvyön˝ch paketov. Po spracovaní vöetk˝ch
paketov L4 konverzácie je z oboch tokov vytvorená posledná L7 konverzácia.
TCP Reassembler
Poûiadavka na zvládnutie rekonötrukcie aj neúpln˝ch dát je primárne relevantná pre TCP
reassembler. Nemôûe sa spo ahnú  na dáta z oboch smerov (napríklad pri anal˝ze TCP
handshaku), pretoûe ich nemusí ma  vûdy k dispozícii. Pakety L4 konverzácie tak musí
spracováva  v dvoch separátnych tokoch, ktoré sa následne môûe pokúsi  spárova  a tak
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z nich vytvori  jednu L7 konverzáciu.  alöí problém predstavuje strata paketov. Musí teda
po íta  aj s prípadom ako napríklad stratené pakety TCP handshaku.
TCP Reassembler tak rovnako ako UDP Reassembler spracováva kaûd˝ paket L4 kon-
verzácie v samostatn˝ch jednosmern˝ch tokoch. Tie vöak nevytvára priamo, ale pomocou
reassemblerov tokov, ktoré sú vytvorené opä  dva, jeden pre kaûd˝ smer. Reassembler tokov
odovzdané pakety ukladá do svojej öpeciálnej reassembling kolekcie.
Reassembling kolekcia zora uje odovzdané pakety pod a ich sekven n˝ch  ísel. Pri de-
tekcii prete enia sekven n˝ch  ísel paketov z dôvodu prirodzeného prete enia 32 bitového
 íta a, alebo z dôvodu vytvorenia novej L7 TCP konverzácie, ktorá má niûöie ISN (Initial
Sequence Number) ako predchádzajúca L7 TCP konverzácia, je zv˝öené po ítadlo prete ení
sekven n˝ch  ísel. K sekven n˝m  íslam pouûit˝m na radenie paketov je tak potom vûdy
pripo ítaná hodnota 232 vynásobená po tom prete ení. Touto normalizáciou sekven n˝ch
 ísel paketov dosiahne fakt, ûe sú jednak zoradené jednotlivé pakety v rámci L7 konverzácií,
ale aj samotné L7 konverzácie sú zoradené za sebou v tomto priestore tak, nasledovali za
sebou v  ase. Paket s normalizovan˝m sekven n˝m  íslom s a ve kos ou L7 dát n tak vyp  a
interval <s, s + n> v priestore sekven n˝ch  ísel. V aka tomu dokáûeme  alej detegova 
opätovné zaslanie TCP správ (retransmission) pomocou zistenia zhody L7 dát u paketov,
ktor˝ch intervaly normalizovan˝ch sekven n˝ch  ísel sa prekr˝vajú.
Po spracovaní vöetk˝ch paketov L4 konverzácie t˝mto spôsobom oba reassemblery to-
kov postupne  ítajú zoradené pakety zo svojich reassembling kolekcií a vytvárajú z nich L7
PDU. Pakety sú pridávané do jedného L7 PDU dokia  sa do ho nepridá paket s nastave-
n˝m TCP príznakom PSH (jedno L7 PDU tak môûe by  tvorené viacer˝mi paketmi). L7
PDU sú zdruûené do samostatn˝ch jednosmern˝ch L7 tokov pri detekcii nadväzovania alebo
ukon enia TCP spojenia (paket s nastaven˝m TCP príznakom SYN alebo FIN). Pokia  bol
zachyten˝ TCP handshake jednosmerného L7 toku, hodnota ISN iniciátora spojenia sa na-
staví ako identifikátor tohto toku. ISN iniciátora sa z poh adu druhej strany vypo íta ako
hodnota acknowledgment - 1 jej SYN paketu.
Po skon ení tohto procesu TCP reassembler spáruje prislúchajúce vytvorené jedno-
smerné L7 toky na základe ich identifikátorov a z vytvoren˝ch dvojíc zhotoví finálne L7
konverzácie. Jednosmerné L7 toky bez identifikátorov (u ktor˝ch nebol zachyten˝ TCP




Táto kapitola popisuje implementáciu nástroja NTPAC, navrhnutého v kapitole 3. Nástroj
je implementovan˝ v jazyku C# s vyuûitím frameworku .NET Core 2.01, multiplatformovou
open-source implementáciou C# runtimu vyvíjanou spolo nos ou Microsoft. V aka tomu
je v˝sledn˝ softwarov˝ produkt spustite n˝ na systémoch Windows, macOS a Linux, na
ktor˝ je primárne zameran˝ z dôvodu nasadenia na po íta ovom clusteri. Je postaven˝ na
C# kniûnici Akka.NET, poskytujúcej moûnosti pre v˝stavbu paraleln˝ch distribuovan˝ch
systémov pri vyuûití Actor modelu. V aka tomu sa mohol v˝voj zamera  hlavne na im-
plementáciu uzlov LoadBalancer a Reassembler, bez zbyto nej reimplementácie funkciona-
lity distribuovaného systému ako takého, ako napríklad vzájomná koordinácia jednotliv˝ch
uzlov a zasielanie správ medzi nimi.
Prvá podkapitola 4.1 popisuje kniûnicu Akka.NET, jej základné rysy a komponenty,
ktoré boli vyuûité pri implementácii nástroja NTPAC. Podkapitola 4.2 popisuje ötrukúru
projektu. Podkapitoly 4.3 a 4.4 popisujú samotnú implementáciu uzlov LoadBalancer a
Reassembler. Posledná podkapitola 4.5 popisuje pouûitie v˝sledn˝ch spustite n˝ch súborov
a testovanie implementácie.
4.1 Akka.NET
Akka.NET2 je C# portom Java kniûnice Akka, implementujúca Actor model. Je ur ená na
v˝stavbu paraleln˝ch distribuovan˝ch programov, ktor˝m umoû uje [1]:
1. Implementáciu viacvláknov˝ch programov bez nutnosti vyuûívania synchroniza n˝ch
prostriedkov ako zámky a semafory.
2. Transparentnú sie ovú komunikáciu medzi uzlami distribuovaného systému.
3. Návrh ökálovate n˝ch, vysoko dostupn˝ch distribuovan˝ch systémov.
Actorov je moûné vytvori  implementovaním novej triedy odvodenej z nadtriedy Re-
ceiveActor. Pomocou zdedenej metódy Receive je moûné zaregistrova  obsluûnú rutinu
(metódu) pre dan˝ typ prijatej správy. Správy sú inötanciami  ubovo n˝ch tried a ich typy,
ktoré sú vyuûité pri vo be obsluûn˝ch rutín sú reprezentované ich konkrétnymi triedami.
 alöou uûito nou zdedenou metódou je Become, pomocou ktorej je moûné definova  ak-




Receive nastaví reakcie na prijaté správy. Actori sú reprezentovaní rozhraním IActorRef3,
ktoré mimo in˝ch obsahuje tieto metódy:
• Tell(message) - neblokujúco zaöle správu actorovi, ne aká na odpove .
• Ask(message) - blokujúco zaöle správu actorovi a  aká od neho odpove .
• Forward(message) - neblokujúco prepoöle prijatú správu druhému actorovi so zacho-
vaním informácie o pôvodnom odosielate ovi.
• Path() - získa adresu actora.
Pri spracovávaní prijatej správy obsluûnou rutinou obsahuje zdedená vlastnos  Sender
referenciu IActorRef odosielate a správy. Na zasielané správy sa kladie poûiadavka, aby
boli jedenkrát vytvorené a  alej uû nemenné. To umoû uje bezpe né zaslanie jednej správy
viacer˝m actorom, bez rizika vzniku race conditions.
Remoting
Akka.NET umoû uje zasielanie správ medzi actormi jedného actor systému jednak lokálne,
v rámci jedného procesu, ale aj vzdialene naprie  rozdielnymi procesmi, na in˝ch po íta och.
Kaûd˝ actor má pridelenú vlastnú logickú adresu, pomocou ktorej mu môûu ostatní actori
v actor systéme zasiela  správy. Zasielanie správ je transparentné vzh adom k lokácii a tak
programátor pri implementovaní vlastnej funkcionality nemusí rozliöova  medzi lokálnym
a vzdialen˝m zasielaním. Kniûnica Akka.NET taktieû umoû uje aj vzdialené vytváranie
actorov, tj. actor v jednom procese môûe vytvori  nového actora v druhom procese (na
druhom po íta i). V základnom nastavení je na sie ovú komunikáciu medzi dvoma procesmi
vyuûit˝ TCP kanál, implementovan˝ kniûnicou DotNetty4.
Cluster
Vzdialené zasielanie správ je posunuté o krok  alej s podporou zdruûovania jednotliv˝ch
Akka.NET procesov (po íta ov) do vä öích jednotn˝ch celkov – clusterov. Akka.NET clus-
ter predstavuje ökálovate nú, decentralizovanú peer-to-peer sie  Akka.NET procesov bez
existencie jediného bodu zlyhania. Akka.NET umoû uje jednotliv˝m ú astníkom clustera
objavova  nov˝ch ú astníkov a detegova  odpojenie existujúcich. Ke  sa chce uzol pripoji 
do clustera, kontaktuje najprv jeden z jeho nakonfigurovan˝ch seed uzlov, ktor˝ch adresy
sú známe kaûdému uzlu. Po pripojení pripájajúci sa uzol obdrûí od seed uzlu informácie
o vöetk˝ch pripojen˝ch ú astníkoch clustera. Kaûd˝ uzol má pridelenú mnoûinu rolí, ktoré
môûe v clusteri plni . Pomocou nich sú ostatné uzly schopné vyh adáva  konkrétne typy
pripojen˝ch uzlov, ktoré plnia danú funkciu v clusteri.
 alöou funkcionalitou Akka.NET clustrov je tzv. sharding, ktorá umoû uje zasielanie
správ pomocou k ú ov t˝chto správ. Hodnoty t˝chto k ú ov ur ujú actora v clusteri, tzv.
entitu, ktorá túto spravu príjme a spracuje. Priestor hodnôt k ú ov je rozdelen˝ medzi
entity, ktoré sú rozloûené na uzloch clustera. Uzly, na ktor˝ch sa majú vytvára  entity,
je moûné bliûöie öpecifikova  danou rolou. Pri pouûívaní sú tak na vybran˝ch uzloch au-
tomaticky vytvárané sharding entity pod a potreby. Akka.NET sa snaûí udrûiava  po et




vytvoren˝ch sharding entít na jednotliv˝ch uzloch v rovnováhe. Tento mechanizmus je tak
vhodn˝ pri implementácii distribuovania práce medzi viacero uzlov clustera. Pri samotnom
implementovaní tejto funkcionality tak len vytvoríme öpeciálneho proxy actora, ktorému
následne môûeme zasiela  správy, ktoré chceme doru i  na jednu z entít. Tieto správy pred
ich odoslaním obalíme v öpeciálnej obálke obsahujúcej okrem samotnej správy aj k ú , ktor˝
sa pouûije pri v˝bere cie ovej entity. Akka.NET následne zaistí doru enie správy na jednu
z entít a jej prípadné vytvorenie na niektorom z uzlov. Pri vytváraní sa snaûí udrûa  po et
vytvoren˝ch entít na uzloch v rovnováhe.
Streamy
Poslednou pre nás podstatnou funkciou, ktorú Akka.NET poskytuje, sú tzv. streamy. Tie
umoû ujú spracovávania dát na vyööej úrovni abstrakcie pomocou zre azeného spracová-
vania dát v oddelen˝ch blokoch. Kaûd˝ zapojen˝ blok tak vstupné dáta transformuje na
v˝stupné dáta, ktoré vstupujú  alej do nasledujúceho bloku. Dáta tak te ú od pôvodného
zdroja dát zvaného Source, ku kone nému cie u zvanému Sink. Akka.NET streamy plne
implementujú Reactive Streams5 öpecifikáciu.
4.2 ätruktúra projektu
Z dôvodu vä öej preh adnosti zdrojov˝ch súborov a jednoduchöej rozöírite nosti je imple-
mentácia NTPAC-u rozdelená do viacer˝ch oddelen˝ch projektov, ktoré sú zdruûené do
jedného C# Solution. To obsahuje nasledovné projekty:
1. NTPAC.Common – spolo né triedy vyuûívané ostatn˝mi projektami. Tento projekt
obsahuje v oddelen˝ch prie inkoch rozhrania, modely, rozöírenia, továrne a enumy.
2. NTPAC.Actors – implementácia actorov.
3. NTPAC.Messages – správy vymie ané medzi actormi.
4. NTPAC.PcapLoader – implementácia modulu ur eného na  ítanie zachyten˝ch pake-
tov z PCAP súborov.
5. NTPAC.LoadBalancer – implementácia LoadBalancer uzlu.
6. NTPAC.LoadBalancerCli – spustite n˝ program, rozhranie k NTPAC.LoadBalancer.
7. NTPAC.Reassembler – spustite n˝ program, implementácia Reassembler uzlu.
8. NTPAC.Reassembling – implementácia TCP a UDP reassemblovacích modulov.






Modely sú triedy, ktor˝ch hlavnou úlohou je by  nosite om dát. Spolo né modely sa nachá-
dzajú sa v projekte NTPAC.Common, v namespace NTPAC.Common.Models. Najdôleûi-
tejöie z nich sú:
Capture Reprezentuje zdroj nespracovan˝ch paketov. Informácie o  om sú obsiahnuté v ob-
jekte triedy CaptureInfo.
CaptureInfo Obsahuje informácie o zdrojovom PCAP súbore (názov súboru).
Frame Reprezentuje zparsovan˝ paket. Implementuje rozhranie IFrame, ktorého triedny
diagram je na obrázku 4.1. Obsahuje  asovú známku, informácie o koncov˝ch bodoch
(IP adresy a porty), pouûit˝ transportn˝ protokol, informácie vyextrahované z TCP
hlavi ky (príznaky, sekven né  íslo, acknowledgment  íslo) a samotné aplika né dáta
v podobe bajtového po a.
L3ConversationKey L3 k ú  vyuûit˝ pri rozhodovaní o prísluönosti paketu do L3 konver-
zácie. Je zostaven˝ zo zdrojovej a cie ovej IP adresy paketu.
L4ConversationKey L4 k ú  vyuûit˝ pri rozhodovaní o prísluönosti paketu do L4 konverzá-
cie. Je zostaven˝ zo zdrojového a cie ového portu a transportného protokolu paketu.
L3L4ConversationKey Zdruûuje L3ConversationKey a L4ConversationKey do jedného
objektu.
L7Pdu Reprezentácia zrekonötruovaného L7 PDU. Implementuje rozhranie IL7Pdu, ktorého
triedny diagram je na obrázku 4.1. Obsahuje  asové známky, smer a aplika né dáta.
L7Conversation Reprezentácia zrekonötruovanej L7 konverzácie. Implementuje rozhranie
IL7Conversation, ktorého triedny diagram je na obrázku 4.1. Obsahuje informácie
o koncov˝ch bodoch komunikácie a pouûitom transportnom protokole,  asové známky
a kolekciu zrekonötruovan˝ch L7 PDU v podobe L7Pdu objektov. Z tejto kolekcie oboj-
smern˝ch L7 PDU  alej umoû uje získa  jej filtrovaním aj kolekcie L7 PDU v jednot-
liv˝ch smeroch (Up a Down).
Triedy Capture a L7Conversation implementujú  alej rozhranie IDataEntity. Triedy
implementujúce toto rozhranie sú ur ené na perzistentné uloûenie (obsahujú atribút Id,
obdobu primárneho k ú a rela nej databázy).
Správy vymie ané medzi actormi
Jednotlivé správy, ktoré sú zasielané a prijímané actormi sú inötanciami na toto ur en˝ch
tried. Tieto triedy sa nachádzajú v projekte v NTPAC.Messages, v rovnomennom names-
pace. Najdôleûitejöie z nich sú:
StartProcessingRequest Poûiadavka pre actora PacketIngestorAndLoadBalancer na
zahájenie distribuovania paketov zo vstupného zdroja. Obsahuje inötanciu rozhra-
nia IPcapLoader, ktorá je vyuûitá na  ítanie jednotliv˝ch nespracovan˝ch paketov zo
vstupného zdroja a inötanciu objektu CaptureInfo bliûöie popisujúcu tento vstupn˝
zdroj paketov.
ProcessingResult Informovanie iniciátora anal˝zy o jej ukon ení spolu s dodato n˝mi
informáciami ako celkov˝  as rekonötrukcie, po et spracovan˝ch paketov, at .
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Obr. 4.1: Triedne diagramy rozhraní IFrame, IL7Pdu a IL7Conversation
CaptureInfoRequest Vyûiadanie si informácií o aktuálne spracovávanom zdroji nespraco-
van˝ch paketov od actora PacketIngestorAndLoadBalancer.
ProcessRawPacketRequest Poûiadavka na spracovanie zachyteného nespracovaného pa-
ketu.
ProcessRawPacketBatchReponse Dávka poûiadaviek na spracovanie zachyten˝ch nespra-
covan˝ch paketov.
4.3 Implementácia uzlu LoadBalancer
Jadro tohto uzlu tvorí actor PacketIngestorAndLoadBalancer, ktorého triedny diagram je
na obrázku A.1. Po vytvorení  aká na príjem správy typu StartProcessingRequest, ktorá
je obslúûená metódou OnStartProcessingRequest. Tá uloûí referenciu odosielate a tejto
správy (aby po skon ení rekonötrukcie mohol by  informovan˝ o jej v˝sledku) do inötan -
nej premennej Contractor, uloûí hodnoty PcapLoader a CaptureInfo prijatej poûiadavky,
metódou ProcessingCaptureBehaviour pouûitou ako parametrom metódy Become zmení
svoje správanie na príjem správ typu CaptureInfoRequest, ProcessRawPacketBatchRe-
ponse a ProcessingResult a nakoniec zavolá asynchrónnu metódu StartProcessing-
Async, ktorou spustí proces rekonötrukcie vstupn˝ch paketov.
Metóda StartProcessingAsync v prvom kroku vytvorí sharding proxy actora, ktorého
entity budú typu CapturesControllerActor. Títo actori sa tak budú vytvára  automaticky
na Reassembler uzloch a budú im automaticky smerované správy zaslané vytvorenému
sharding proxy actorovi.
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V  alöom kroku zostaví Akka.NET stream, ktorého úlohou je  íta  vstupné nespraco-
vané pakety z odovzdaného PcapLoader objektu a distribuova  ich po dávkach Reassembler
uzlom. Zdroj dát Source otvorí a postupne  íta jednotlivé nespracované pakety typu Raw-
Capture z odovzdaného objektu PcapLoader typu IPcapLoader. Rozhranie IPcapLoader
definuje vöeobecn˝ zdroj nespracovan˝ch paketov a konkrétna implementácia ich tak môûe
 íta  z  ubovolného zdroja,  i uû z PCAP súboru alebo zo ûivého sie ového rozhrania.
Pipeline
Jednotlivé elementy zo zdroja (nespracované pakety) sú odovzdané do pipeline vytvore-
nou metódou CreatePipeline. Jej jednotlivé bloky a toky dát medzi nimi sú zobrazené
na diagrame 4.2. Vytvorená pipeline v prvom bloku transformuje kaûd˝ nespracovan˝ pa-
ket metódou ParsePacket na nov˝ objekt typu ProcessRawPacketRequest. Ten obsahuje
hodnoty daného nespracovaného paketu ( asovú známku, typ linky, na ktorej bol paket
zachyten˝ a dáta paketu vo forme bajtového po a) a hodnotu EntityId, ktorá je vyuûitá
pri neskoröom smerovaní na konkrétnu entitu sharding mechanizmom. EntityId je vypo-
 ítaná z hashu objektu L3L4ConversationKey modulo po et entít. Pre jeho vytvorenie je
nutné dan˝ nespracovan˝ paket zparsova , aby bolo moûné vy íta  informácie z jeho L3 a
L4 hlavi iek. Na parsovanie paketov je vyuûitá kniûnica Packet.Net7. Metóda ParsePacket
taktieû aj defragmentuje fragmentované IP pakety, aby bolo moûné pre íta  ich L4 hlavi ky.
V nasledujúcom bloku pipeline je prúd ProcessRawPacketRequest objektov rozdelen˝
pod a ich hodnôt EntityId do samostatn˝ch podprúdov. V t˝chto podprúdoch sú blokom
GroupedByCountAndRawCaptureSizeWithin jednotlivé ProcessRawPacketRequest objekty
zdruûené do dávok o danom maximálnom po te objektov a o danej maximálnej ve kosti ich
nespracovan˝ch paketov. K dávkam ProcessRawPacketRequest objektov v podprúdoch je
následne blokom ZipWithIndex priradené ich sekven né  íslo ur ujúce ich poradie v danom
podprúde. Podprúdy sú následne spojené spä  do jedného prúdu dávok ProcessRawPacket-
Request objektov.
Jednotlivé dávky ProcessRawPacketRequest objektov zo zjednoteného prúdu sú na-
koniec odoslané metódou SendPacketBatchAsync prísluön˝m CapturesControllerActor
entitám vytvoren˝ch na Reassembler uzloch. SendPacketBatchAsync zaobalí danú dávku
do nového objektu typu ProcessRawPacketBatchRequest, ktor˝  alej zaobalí do sharding
obálky, ktorú následne zaöle sharding proxy actorovi, ktor˝ ju prepoöle prísluönej Captures-
ControllerActor entite zvolenej na základe hodnoty EntityId8. Po odoslaní tejto obálky
sa  aká na odpove  typu ProcessRawPacketBatchResponse. V jednom momente je prená-
öan˝ch viacero dávok sú asne. Z tohto bloku vystupujú po ty rozdistribuovan˝ch paketov
v dávkach, ktoré sú následne akumulované na konci streamu, v Sink-u.
Finalizácia distribuovania
Po vy erpaní vstupn˝ch nespracovan˝ch paketov z objektu PcapLoader je uzatvorená pipe-
line a metódou SendFinalizeProcessingRequestsToReassemblersAsync je vöetk˝m vy-
tvoren˝m CapturesControllerActor entitám odoslaná poûiadavka na dokon enie reassem-
blovania. Táto poûiadavka je implementovaná ProcessRawPacketBatchRequest objektom
s nastaven˝m príznakom FinalizeCapture.
7Packet.Net, https://github.com/chmorgan/packetnet
8Vöetky ProcessRawPacketBatchRequest objekty v dávke majú túto hodnotu rovnakú.
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Obr. 4.2: Diagram blokov LoadBalancer pipeline
V poslednom kroku je iniciátor anal˝zy informovan˝ o jej ukon ení zaslaním správy
ProcessingResult, ktorá obsahuje po et spracovan˝ch paketov a celkov˝  as stráven˝ ich
anal˝zou. Po odoslaní tejto správy actor PacketIngestorAndLoadBalancer znova za ne
 aka  na príjem novej poûiadavky na zahájenie anal˝zy.
Spustite n˝ program
Trieda LoadBalancer vytvára prepojenie medzi PacketIngestorAndLoadBalancer acto-
rom a zvyönou implementáciou mimo actor systému. Konötruktor tejto triedy preberá in-
ötanciu rozhrania IPcapLoader, ktorá predstavuje zdroj nespracovan˝ch paketov. Po vytvo-
rení tohto objektu je moûné zavolaním metódy OpenPcapAsync vytvori  nov˝ Akka.NET
actor systém, v  om vytvori  nového PacketIngestorAndLoadBalancer actora a inötru-
ova  ho zaslaním správy StartProcessingRequest aby za al spracováva  vstupn˝ zdroj
nespracovan˝ch paketov. Následne sa po ká na príjem správy ProcessingResult, indiku-
júcej ukon enie spracovávania.
Objekt LoadBalancer je vytvoren˝ inötanciou triedy LoadBalancerCli, ktorá obsahuje
vstupn˝ bod spustite ného programu NTPAC.LoadBalancerCli. V tejto triede dochádza aj
k vytvoreniu inötancie rozhrania IPcapLoader, objektu triedy PcapLoader. PcapLoader
implementuje  ítanie nespracovan˝ch paketov z PCAP súborov pomocou kniûnice Sharp-
Pcap9, ktorá je C# wrapperom pre kniûnicu libpcap10
4.4 Implementácia uzlu Reassembler
Funkcionalita Reassembler uzlu je implementovaná na základe návrhu v podkapitole 3.5.
Pozostáva z hierarchie actorov, ktorí prijímajú dávky nespracovan˝ch paketov od actora
PacketIngestorAndLoadBalancer, rozde ujú jednotlivé pakety do L4 konverzácií a ná-
sledne z nich reassemblujú L7 konverzácie, ktoré uloûia do perzistentného úloûiska. Ko-
re ov˝ projekt tohto uzla je NTPAC.Reassembler, v ktorom sa nachádza vstupn˝ bod
spustite ného programu NTPAC.Reassembler.
4.4.1 Implementácia actorov
Sekven n˝ diagram na obrázku 4.3 popisuje zasielané správy medzi PacketIngestor-
AndLoadBalancer a actormi Reassembler uzlu. Hierarchické usporiadanie t˝chto actorov
bolo zobrazené na obrázku 3.2.
9SharpPcap, https://github.com/chmorgan/sharppcap








































Obr. 4.3: Interakcia medzi actormi
Captures Controller
CapturesController actor (diagram na obrázku 4.4) je vytváran˝ automaticky ako shar-
ding entita. Pre kaûdého PacketIngestorAndLoadBalancer actora, ktor˝ mu zasiela dávky
nespracovan˝ch paketov ProcessRawPacketBatchRequest, vytvára samostatného Capture
actora, ktorému  alej preposiela tieto dávky.
Obr. 4.4: Triedny diagram
CapturesControllerActor
Pomocou slovníka captureActors si udrûiava
mapovanie z PacketIngestorAndLoadBalancer act-
rov na ich prísluön˝ch Capture actorov. Po pri-
jatí správy ProcessRawPacketBatchRequest vy-
h adá záznam v captureActors pre odosielate a
tejto správy. Ak pre neho naöiel existujúceho Cap-
ture actora, prepoöle mu túto správu. Ak pre da-
ného PacketIngestorAndLoadBalancer actora ne-
existuje vytvoren˝ Capture actor, do asne si uloûí
túto správu (a vöetky budúce správy, pokia  nie je vy-
tvoren˝ prislúchajúci Capture actor) a vyûiada si od
neho (od PacketIngestorAndLoadBalancer actora)
správou CaptureInfoRequest informácie o jeho ak-
tuálne otvorenom zdroji paketov. Po prijatí odpovede
typu CaptureInfo, CapturesController actor vy-
tvorí prísluöného Capture actora s odovzdan˝mi pri-
jat˝mi informáciami o zdroji a prepoöle mu vöetky
ProcessRawPacketBatchRequest správy, ktoré mal
pre neho do asne uloûené.
Po prijatí správy ProcessRawPacketBatchRe-
quest s nastaven˝m príznakom FinalizeCapture,
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teda poûiadavky na ukon enie spracovávania, táto správa nie je  alej zaslaná prísluönému
Capture actorovi, ale je mu namiesto nej zaslaná správa FinalizeProcessingRequest.
Capture
Obr. 4.5: Triedny diagram Capture-
Actor
Capture actor (diagram na obrázku 4.5) pri svojom
vytváraní preberá objekt CaptureInfo, ktor˝ öpeci-
fikuje zdroj paketov, ktorého obsah bude  alej spra-
cováva  (názov PCAP súboru). Po jeho spustení vy-
tvorí  alej L7ConversationStorage actora slúûia-
ceho na perzistentné ukladanie zrekonötruovan˝ch
L7Conversation objektov.
Pri prijatí správy ProcessRawPacketBatch-
Request sú pomocou metódy ForwardPacketBatch
vyextrahované jej jednotlivé ProcessRawPacket-
Request objekty, ktoré sú  alej zaslané samotnému
Capture actorovi. Zárove  je prísluönému Packet-
IngestorAndLoadBalancer actorovi zaslaná správa
ProcessRawPacketBatchReponse, ktorá potvrdzuje
prijatie dávky.
Dávky nespracovan˝ch paketov prijat˝ch v sprá-
vach ProcessRawPacketBatchRequest môûu by 
vöak prijaté v inom poradí, rozdielnom od toho,
v akom boli pôvodne odoslané. K tomuto môûe dôjs 
z dôvodu paralelného prenosu viacer˝ch Process-
RawPacketBatchRequest správ súbeûne actorom
PacketIngestorAndLoadBalancer. Z tohto dôvodu
sú tieto správy opatrené sekven n˝m  íslom, ur ujú-
cim ich korektné poradie. Capture actor si udrûiava
informáciu o o akávanom sekven nom  ísle dávky a
v prípade prijatia dávky s in˝m (vyööím) sekven n˝m
 íslom neû o akávan˝m, uloûí si ju zora ovacieho zá-
sobníku. V  om ostane, k˝m nie sú prijaté vöetky
jej predchádzajúce dávky. Zoradené dávky sú  alej
spracované metódou ForwardPacketBatch.
Jednotlivé nespracované pakety ProcessRawPacketRequest sú prijaté metódou On-
ProcessRawPacket, ktorá ich zparsuje s vyuûitím kniûnice PacketDotNet a na základe
zparsovan˝ch paketov vytvorí prísluöné inötancie triedy Frame. Tieto objekty sú  alej za-
slané samotnému Capture actorovi.
Trieda Frame implementuje rozhranie IFrame, ktoré popisuje zparsovan˝ paket, s kto-
r˝m  alej pracujú zvyöní actori a reassembleri. Medzi vlastnos ami rozhrania IFrame sa
nachádzajú okrem in˝ch aj L3ConversationKey a L4ConversationKey, ktoré sú k ú mi
jednotliv˝ch L3 a L4 konverzácií. L3ConversationKey je vypo ítan˝ zo zoradeného páru
zdrojovej a cie ovej IP adresy. L4ConversationKey je vypo ítan˝ zo zoradeného páru zdro-
jového a cie ového portu a IP protokolu paketu. Z oboch k ú ov je moûné vypo íta  ich
hash, v aka  omu ich je moûné vyuûi  ako k ú e v slovníkoch.
Spracované pakety IFrame sú prijaté metódou OnFrame. CaptureActor si udrûuje ma-
povanie k ú ov L3 konverzácií na vytvoren˝ch L3Conversation actorov pomocou slovníka
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l3Conversations. OnFrame tak pre dan˝ paket na základe jeho k ú a L3 konverzácie
ur í, pre ktorého L3 Conversation actora by mal by  ur en˝ tento paket, ktorému ho
následne poöle. Ak sa v l3Conversations nenájde záznam pre danú L3 konverzáciu, vy-
tvorí sa pre  u nov˝ L3 Conversation actor a odkaz na neho sa pridá ako nov˝ záznam
v l3Conversations pre dan˝ k ú  L3 konverzácie.
Po prijatí poûiadavky na ukon enie spracovávania správou FinalizeProcessingRequest,
Capture actor prepoöle túto poûiadavku vöetk˝m L3Conversation actorom uloûen˝m v l3-
Conversations. Po as svojej existencie zárove  monitoruje ukon enie svojich potomkov a
tak ke  je ukon en˝ niektor˝ z jeho L3Conversation actorov, dôjde k jeho odstráneniu
z l3Conversations. Ke  je ukon en˝ posledn˝ L3Conversation actor, zaöle prísluönému
PacketIngestorAndLoadBalancer actorovi správu ProcessRawPacketBatchReponse indi-
kujúcu úspeöné dokon enie spracovávania. Po odoslaní tejto správy sa sám ukon í.
L3 Conversation
Obr. 4.6: Triedny diagram L3-
ConversationActor
L3Conversation actor (diagram na obrázku 4.6)
reprezentuje unikátnu L3 konverzáciu, ktorú  a-
lej rozde uje na L4 konverzácie. Podobne ako Cap-
ture actor, L3Conversation actor si udrûuje slovník
l4Conversations s mapovaním k ú ov L4 konverzá-
cií na L4Conversation actorov.
Prijaté správy IFrame od Capture actora sú spra-
cované metódou OnFrame, ktorá ich prepoöle prísluö-
nému L4Conversation actorovi na základe k ú a L4
konverzácie prijatého paketu, ktor˝ sa pouûije pri zís-
kaní záznamu zo slovníku l4Conversations. Ak sa
v l4Conversations nenájde záznam pre danú L4
konverzáciu, vytvorí sa pre  u nov˝ L4 Conversa-
tion actor a odkaz na neho sa pridá ako nov˝ záznam
v l4Conversations pre dan˝ k ú  L4 konverzácie.
Konötruktoru vytváraného L4Conversation actora
sú odovzdané informácie o koncov˝ch bodoch komu-
nikácie (zdrojová a cie ová IP adresa a port spraco-
vávaného paketu) a IP protokol.
Po prijatí poûiadavky na ukon enie spracovávania
správou FinalizeProcessingRequest, L3Conversation actor, rovnako ako Capture actor
prepoöle túto poûiadavku vöetk˝m L4Conversation actorom v l4Conversations. Po as
svojej existencie zárove  tieû monitoruje ukon enie svojich potomkov a tak ke  je ukon en˝
niektor˝ z jeho L4Conversation actorov, dôjde k jeho odstráneniu z l4Conversations.
Ke  je ukon en˝ posledn˝ L4Conversation actor, ukon í sa aj samotn˝ L3Conversation
actor.
L3Conversation actor si zárove  popri slovníku l4Conversations udrûuje aj tzv. aging
bu er, v ktorom si ukladá  asové známky posledn˝ch zaznamenan˝ch aktivít jednotliv˝ch
L4 konverzácií. Pomocou neho je schopn˝ pred asne ukon i  neaktívne L4 konverzácie, pre
ktoré je  asov˝ rozdiel medzi ich poslednou zaznamenanou aktivitou a  asovou známkou
aktuálneho paketu (aktuálne spracovávaného IFrame objektu) vä öí ako definovaná hodnota
pre timeout L7 konverzácií.
26
L4 Conversation
Obr. 4.7: Triedny diagram
L4ConversationActor
L4Conversation actor (diagram na obrázku 4.7) reprezentuje
unikátnu L4 konverzáciu, ktorej pakety reassembluje s vy-
uûitím reassembleru vytvoreného samostatne pre kaûdú L4
konverzáciu. Objekt reassembleru je vytvoren˝ pomocou to-
várne L7ConversationTrackerFactory, ktorá preberá kon-
cové body a IP protokol danej L4 konverzácie. Z nich vytvorí
konkrétny UDP alebo TCP reassembler, ktor˝  alej vyuûije
informácie o koncov˝ch bodoch na ur enie relatívnych sme-
rov budúcich paketov L4 konverzácie. Vytvoren˝ reassembler
je uloûen˝ do inötan nej premenej l7ConversationTracker.
Prijaté správy IFrame sú spracovávané metódou OnFrame,
ktorá ich odovzdá  alej ako parameter metóde ProcessFrame
reassembleru l7ConversationTracker. V metóde Process-
Frame je tak spracovan˝ dan˝ paket reassemblerom a pri prí-
padnom úspeönom zrekonötruovaní (prípadne viacer˝ch) L7
konverzácií, sú tieto konverzácie vrátené metóde OnFrame,
ktorá ich zaöle actorovi L7ConversationStorage na uloûenie
do perzistentného úloûiska.
Po prijatí poûiadavky na ukon enie spracovávania správou FinalizeProcessingRequest,
L4Conversation actor zavolá metódu Complete reassembleru l7ConversationTracker,
ktorou ho inötruuje, aby dokon il reassemblovací proces. Zrekonötruované L7 konverzácie
sú opä  zaslané actorovi L7ConversationStorage. Po odoslaní prípadn˝ch L7 konverzácií
sa ukon í.
L7 Conversation Storage
Obr. 4.8: Triedny diagram
L7ConversationStorage-
Actor
L7ConversationStorage actor (diagram na obrázku 4.8) slúûi
na perzistentné ukladanie zrekonötruovan˝ch L7 konverzácií
z daného zdroja paketov. Na implementáciu perzistentného
ukladania objektov je vyuûitá kniûnica UnitOfWork11, ktorá
implementuje návrhov˝ vzor UnitOfWork a Repository. Táto
kniûnica tak poskytuje jednotn˝ spôsob prístupu k poskytova-
te om databázového prístupu ako Cassadra, Arrango a Entity
Framework. V základnom nastavení L7ConversationStorage
pouûíva ukladanie perzistentn˝ch objektov len do pamäte.
Pre testovacie ú ely je moûné zakáza  perzistentné uklada-
nie. Prijaté L7Conversation správy sú pracované metódou




UDP aj TCP reassembler je implementovan˝ v samostatnom projekte NTPAC.Reassembling,
v triedach UdpConversationTracker a TcpConversationTracker. Obe tieto triedy sú od-
vodené od spolo nej abstraktnej nadtriedy L7ConversationTrackerBase, ktorá definuje
 alej abstraktnú metódu ProcessFrame ur enú na spracovanie nasledujúceho IFrame ob-
jektu a metódu Complete na dokon enie reassemblovania. Obe tieto metódy vracajú zre-
konötruované L7 konverzácie (ak sa nejaké podarilo v danom kroku zrekonötruova ). Kon-
ötruktor triedy L7ConversationTrackerBase preberá informácie o koncov˝ch bodoch L4
konverzácie, ktoré sú vyuûité metódou GetFrameFlowDirection, ktorá pre dan˝ IFrame
ur í jeho relatívny smer v L4 konverzácii. Obidva reassemblery pri svojom fungovaní vyuûí-
vajú sadu dopl ujúcich modelov:
ReassembledL7Pdu implementujúci rozhranie IL7Pdu, je vyuûit˝ pri postupnom zostavo-
vaní L7 PDU. Metódou AddFrame je moûné tomuto L7 PDU postupne pridáva  pa-
kety typu IFrame. V˝sledn˝ obsah L7 dát sa získa konkatenáciou L7 dát jednotliv˝ch
IFrame objektov.
L7Flow implementujúci rozhranie IL7Flow predstavuje jednosmern˝ L7 tok. Objekt tejto
triedy obsahuje kolekciu IL7Pdu objektov predstavujúcich jednotlivé L7 PDU a kolek-
ciu IFrame objektov, v ktorej ukladá pakety, ktoré nenesú v sebe ûiadne L7 dáta a tak
nie sú sú as ou ûiadneho L7 PDU (napríklad pakety TCP handshaku).  alej obsa-
huje svoj identifikátor, vyuûit˝ pri párovaní s tokom opa ného smeru a pravdivostnú
hodnotu indikujúcu,  i je dan˝ tok spárovan˝ s tokom opa ného smeru.
ReassembledL7Conversation , ktor˝ je podtriedou L7Conversation. Táto implementácia
L7 konverzácie je vytváraná na základe spojenia dvoch spárovan˝ch jednosmern˝ch
L7 tokov (L7Flow objektov), kde obidva obsahujú kolekciu L7 PDU vo svojom smere.
ReassembledL7Conversation tak na rozdiel od L7Conversation pouûíva dve kolekcie
L7 PDU, jednu pre kaûd˝ smer a jednotnú kolekciu L7 PDU z oboch smerov buduje
na vyûiadanie pomocou zjednotenia t˝chto dvoch kolekcií so zoradením jednotliv˝ch
L7 PDU v  ase.
UDP Conversation Tracker
UDP reassembler je implementovan˝ triedou UdpConversationTracker. Udrûuje si dve
inötancie L7Flow objektov, kaûdú pre jeden tok komunikácie.
Po prijatí IFrame objektu metódou ProcessFrame vypo íta  asov˝ rozdiel medzi po-
slednou aktivitou oboch L7Flow objektov a  asovou známkou prijatého paketu a ak je vä öí
ako definovaná hodnota – 10 minút, znamená to ûe aktuálne spracovávan˝ paket patri do
novej L7 konverzácie a tak predchádzajúcu L7 konverzáciu môûeme prehlási  za ukon enú.
Z vytvoren˝ch L7Flow objektov je tak vytvoren˝ jeden ReassembledL7Conversation ob-
jekt a obidva L7Flow objekty sú následne vynulované (dealokované),  ím sa sa pripraví
prostredie pre tvorbu novej L7 konverzácie.
ProcessFrame  alej pokra uje pridaním daného IFrame objektu do aktuálnej L7 kon-
verzácie. Za pomoci metódy GetFrameFlowDirection ur í relatívny smer daného paketu a
získa (prípadne vytvorí ak nie je vytvoren˝) prísluön˝ L7Flow. Následne vytvorí novú inötan-
ciu ReassembledL7Pdu obsahujúcu prijat˝ IFrame objekt, ktorú  alej pridá do prísluöného
L7Flow objektu. Návratovou hodnotou tejto metódy je prípadná ukon ená L7 konverzá-
cia – inötancia ReassembledL7Conversation. Metódou Complete je ukon ená aktuálna L7
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konverzácia. Vytvorená inötancia ReassembledL7Conversation je následne vrátená z tejto
metódy.
TCP Conversation Tracker
TCP reassembler je implementovan˝ triedou TcpConversationTracker. Na rozdiel od UDP
reassembleru nevytvára priamo objekty L7Flow, ale vyuûíva dvojicu reassemblerov jedno-
smern˝ch TCP tokov TcpFlowReassembler, ktoré vytvárajú  alej zrekonötruované toky
L7Flow. Tie sú vo finálnej fáze (metódou Complete) spárované a z jednotliv˝ch dvojíc
tokov sú zostavené L7 konverzácie ReassembledL7Conversation.
Metóda ProcessFrame objektu TcpFlowReassembler uloûí odovzdan˝ IFrame do ko-
lekcie ReassemblingCollection, ktorá v sebe zora uje jednotlivé IFrame objekty pod a
ich TCP sekven n˝ch  ísel. Tá ich interne ukladá do dvojitého linked listu a pri procese
h adania vhodného umiestnia vkladaného IFrame objektu vyuûíva posledn˝ vloûen˝ IF-
rame, od ktorého sa postupne  alej posúva poloûkami linked listu aû do momentu, kedy
nájde vhodné umiestnenie. T˝mto je minimalizovan˝ po et nutn˝ch priechodov uloûen˝ch
poloûiek.
Pri zavolaní metódy Complete objektu TcpFlowReassembler sú zo zoraden˝ch IFrame
objektov kolekcie ReassemblingCollection postupne vytvárané L7 PDU ReassembledL7-
Pdu a z nich jednosmerné L7 toky L7Flow spôsobom, ak˝ bol navrhnut˝ v podkapitole 3.5.
Vytvorené L7Flow sú uloûené do zoznamu CompletedFlows.
Metóda ProcessFrame objektu TcpConversationTracker pre dan˝ IFrame vyberie na
základe jeho relatívneho smeru jeden z dvojice TcpFlowReassembler-ov (prípadne ho vy-
tvorí, ak pre zvolen˝ smer nie je eöte vytvoren˝), ktorému  alej odovzdá metódou Pro-
cessFrame dan˝ IFrame objekt.
Po odovzdaní vöetk˝ch paketov IFrame danej L4 konverzácie je zavolaná metóda Com-
plete objektu TcpConversationTracker, ktorá zavolá  alej metódy Complete oboch Tcp-
FlowReassemer-ov a následne z ich CompletedFlows vytvorí dvojice objektov L7Flow,
ktoré patria do jednej L7 konverzácie (pod a zhodného identifikátoru toku alebo prieniku
v  ase). Z kaûdej nájdenej dvojice je vytvorená finálna L7 konverzácia, inötancia triedy
ReassembledL7Conversation. Z tokov, ku ktor˝m nebol nájden˝ prísluön˝ tok opa ného
smeru, sú vytvorené jednosmerné L7 konverzácie.
4.5 Pouûitie a testovanie
V˝sledn˝ nástroj NTPAC je tvoren˝ dvoma programami NTPAC.LoadBalancerCli a NT-
PAC.Reassembler a jedn˝m dopl ujúcim programom Lighthouse.NetCoreApp, ktor˝ slúûi
ako seed uzol Akka.NET clustera. Pre zjednotenie prekladu a spustenia sú jednotlivé prog-
ramy umiestnené v samostatn˝ch Docker kontajneroch.
NTPAC.Reassembler a Lighthouse.NetCoreApp sú ur ené na spustenie ako sluûby, tj.
nemajú dopredu ohrani enú dobu vykonávania. NTPAC.LoadBalancerCli sa spúö a jeden-
krát pre dan˝ PCAP súbor definovan˝ vstupn˝m argumentom príkazového riadka. V prílohe
B sú vypísané nápovedy jednotliv˝ch programov, popisujúce moûné argumenty príkazového
riadka (k vypísaniu nápovedy dôjde pri spustení s argumentom --help).
Na priloûenom DVD sa nachádza video zachytávajúce priebeh spracovávania vstup-
ného PCAP súboru na jednom po íta i. V prvom kroku je spusten˝ seed uzol Light-
house.NetCoreApp, následne dve inötancie NTPAC.Reassembler uzlov a nakoniec jedna
inötancia NTPAC.LoadBalancerCli s argumentom príkazového riadku öpecifikujúcim cestu
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PCAP súboru na anal˝zu. Po as anal˝zy sú na Reassembler uzloch priebeûne vypisované
informácie o jednotliv˝ch zrekonötruovan˝ch L7 konverzáciách.
Testovanie implementácie prebiehalo formou unit testov, ktoré boli primárne zame-
rané na korektn˝ reassembling UDP a TCP konverzácií. Tieto unit testy pouûívali vybrané
testovacie PCAP súbory z prie inku NTPAC/TestingData, ktoré obsahovali vûdy jednu
samostatnú L4 konverzáciu. Kaûd˝ test z prísluöného testovacieho PCAP súboru pre ítal
obsiahnuté pakety ako IFrame objekty, ktoré spracoval metódou ProcessFrame vytvoreného
UdpConversationTracker-u alebo TcpConversationTracker-u, na  o získal jednotlivé zre-
konötruované L7 konverzácie L7Conversation zavolaním metódy Complete. Nakoniec bolo
overené, ûe bol zrekonötruovan˝ o akávan˝ po et L7 konverzácií a ûe aj po et a obsah ich
L7 PDU odpovedá skuto nosti.
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Kapitola 5
Model v˝po tového clusteru a
v˝konnostné testovanie
Aby bolo moûné otestova  vzájomnú komunikáciu a funk nos  podsystémov naimplemen-
tovaného distribuovaného systému NTPAC so sú asn˝m priblíûením sa reálnemu pouûitiu,
bol zostaven˝ mal˝ v˝po tov˝ cluster. Táto kapitola sa venuje jednodoskov˝m po íta om,
ich vyuûite nosti pri stavbe v˝po tov˝ch clusterov a popisu jedného takého zloûeného z po-
 íta ov Banana Pi R2.
Aj ke  sa svojím v˝konom jednodoskové po íta e nepribliûujú modern˝m serverom a
osobn˝m po íta om, cluster zloûen˝ z nich môûe stále slúûi  na predvedenie a testovanie
funk nosti distribuovaného systému pri zachovaní nízkej celkovej ceny. Pri následnom prak-
tickom vyuûití systému bude môc  by  vyuûit˝ reálny v˝po tov˝ cluster.
5.1 Jednodoskové po íta e
Jednodoskové po íta e sú malé, jednoduché po íta e ktoré obsahujú vöetky svoje kompo-
nenty ako procesor, pamä  a IO na jednom ploönom spoji. Vyzna ujú sa nízkou cenou
a spotrebou elektrickej energie. Ich uplatnenie je preto öiroké, od v˝ukov˝ch ú elov, cez
vstavané zariadenia, aû po jednoduché herné konzoly. V dneönej dobe je najznámejöím a
najrozöírenejöím jednodoskov˝m po íta om Raspberry Pi vyvíjan˝ spolo nos ou Raspberry
Pi Foundation. Od za iatku predaja v roku 2012 do júla 2017 bolo predan˝ch takmer 15
miliónov kusov1.
5.2 Banana Pi R2 cluster
Náö cluster pozostáva z celkovo siedmych jednodoskov˝ch po íta ov Banana Pi R2 vyvíja-
n˝ch spolo nos ou SinoVoip. Ich hlavné charakteristiky, podstatné pre naöe ú ely, sú ötvor-
jadrov˝ procesor ARM Cortex-A7 o maximálnom takte 1.3GHz, 2GB DDR3 SDRAM, 8GB
eMMC flash pamä  a 5 portov˝ 1Gb ethernet switch (s dvoma sie ov˝mi rozhraniami)2.
V aka tomu poskytujú vä öí dostupn˝ v˝kon a r˝chlos  siete ako uû spomínané Raspberry
1Eben Upton, "Raspberry Pi founder Eben Upton talks sales numbers, proudest moments, community




Pi, ktorého sú asn˝ model 3 disponuje ötvorjadrov˝m procesorom ARM Cortex-A53 o ma-
ximálnom takte 1.2GHz, 1GB LPDDR2 a jedn˝m 100Mb ethernetov˝m rozhraním3.
Cel˝ cluster je moûné napája  300W ATX12V zdrojom napojen˝m na prísluöné ko-
nektory Molex 39-01-2200 (20 pinov˝ konektor) a Molex 39-01-2040 (4 pinov˝ konektor),
ktor˝ch pinout je moûné vidie  na obrázku 5.1. Aby sa pri práci zv˝öila úrove  komfortu
a kontroly nad cel˝m systémom, bola do  zakomponovaná moûnos  dia kovej aktivácie na-
pájacieho zdroja a ovládania prívodu napájania do jednotliv˝ch dosiek. To bolo docielené
pridaním 8 kanálovej reléovej dosky a mikrokontroléru ESP32, ktor˝ ju ovláda. ATX zdroje
je moûné naplno aktivova  privedením signálu PS_ON# nachádzajúcom sa na 20 pinovom
konektore4 na zem. Tento signál je preto spojen˝ so zemou cez relé na relé doske (v re-
ûime Normal Open), v aka  omu je moûné jeho zopnutím aktivova  cel˝ napájací zdroj.
Cez zvyön˝ch sedem relé je pripojen˝ch (taktieû v reûime Normal Open) napájacie napä-
tie 12V k jednotliv˝m doskám. Na obrázku 5.2 je zobrazená bloková schéma jednotliv˝ch
komponentov clustera.
Obr. 5.1: Pinout 20 a 4 pinov˝ch ATX Molex konektorov
Vöetky popísané komponenty, teda Banana Pi R2 dosky, mikrokontrolér ESP32 a relé
doska, sú uloûené vo zvislej polohe spojené plastov˝mi dielmi, ktoré boli öpeciálne navrhnuté
a vytla ené na 3D tla iarni. Tieto diely slúûia zárove  aj ako podstava celého clustera a po-
máhajú aj pri vedení kabeláûe. Na obrázku 5.3 je moûné vidie  finálnu podobu zostaveného
systému.
ATX zdroje poskytujú na vodi i +5VSB neustálych 5V, aj ke  nie sú v aktívnom stave.
Nimi je napájan˝ mikrokontrolér ESP32 od spolo nosti Espressif. Ten disponuje 160 MHz
32 bitov˝m mikroprocesorom Tensillizca Xtensa LX6 s 520 KB SRAM, 2 MB flash pamäte
a WLAN sie ovou konektivitou5. Tieto hardwarové öpecifiká umoûnili na mikrokontroléri
implementáciu webového serveru spolu s webovou aplikáciou ur enej na manipuláciu s jed-
3The MagPi MagazineThe MagPi Magazine, https://www.raspberrypi.org/magpi/raspberry-pi-3-
specs-benchmarks




Obr. 5.2: Bloková schéma clustru
Obr. 5.3: Podoba zostaveného clustera
notliv˝mi relé pripojenej relé dosky. Pri v˝voji firmvéru bola pouûitá open source platforma
PlatformIO6, ur ená na v˝voj IoT zariadení. Tá okrem iného umoû uje OTA (Over the Air)
nahrávanie firmvéru,  o zjednoduöilo a ur˝chlilo proces jeho v˝voja. Na úrovni zdrojového
kódu bola pouûitá Arduino ESP32 kniûnica7, emulujúca programové rozhranie Arduina,  o
tieû zjednoduöilo v˝voj. Zdrojové súbory firmwéru sa nachádzajú v priloûen˝ch súboroch
v prie inku CPC. V hlavnom zdrojovom súbore src/cpc.cpp je moûné pomocou globálnych
premenn˝ch wlanSettings, appUser, appPassword, appPort a relays nakonfigurova  prí-
stup do (prípadne viacer˝ch) WLAN sietí, meno, heslo a port webovej aplikácie a mapovanie
jednotliv˝ch relé na piny ESP32. Chod firmwéru je moûné popísa  t˝mito krokmi:





2. Pripojenie k niektorej zo známych WLAN sietí a automatická IP konfigurácia pomo-
cou protokolu DHCP. Pridelená IP adresa je vypísaná na sériov˝ port. V prípade ak
nedoölo k ûiadnemu úspeönému pripojeniu, mikrokontrolér je po piatich sekundách
reötartovan .̋
3. Inicializácia OTA a web serveru.
4. Rozsvietenie vstavanej modrej LED, indikujúc úspeönú inicializáciu a dostupnos  we-
bovej aplikácie.
5. Nekone n˝ cyklus obsluhy OTA a webov˝ch poûiadaviek.
Webová aplikácia, ktorej ukáûku je moûné vidie  na obrázku 5.4, vyuûíva HTTP API,
pomocou ktorého je moûné zasiela  mikrokontroléru príkazy na zapnutie alebo vypnutie
prísluön˝ch relé. Na zaistenie základného zabezpe enia pred neautorizovan˝m prístupom a
manipuláciou bola pouûitá HTTP Basic Auth vyûadujúca zadanie mena a hesla.
Obr. 5.4: Ukáûka webovej aplikácie na ESP32
Topológia a konfigurácia
Kaûd˝ uzol (Banana Pi R2 doska) vlastní dve sie ové rozhrania, e0 a e1. K rozhraniu e1
je interne pripojen˝ ötvorportov˝ switch. Pre napodobenie reálneho pouûitia bola zvolená
zostava zloûená z jedného LoadBalancer uzlu, ötyroch Reassembler uzlov a dvoch databá-
zov˝ch uzlov. Jednotlivé uzly sú zapojené v topológii znázornenej na obrázku 5.5. Cluster
interne vyuûíva adresn˝ priestor 10.0.0.0/21 s vyuûitím statického smerovania. Tento ad-
resn˝ priestor je skryt˝ za NATom na LoadBalancer uzli, ktor˝ slúûi ako vstupn˝ bod do
clustera a v˝chodisková cesta (default route) pre zvyöné uzly. Jednotlivé uzly vyuûívajú



























Obr. 5.5: Topológia clustra
5.3 V˝konnostné testovanie
Nástroj NTPAC je postaven˝ na kniûnici Akka.NET, ktorá na implementáciu sie ovej ko-
munikácie medzi uzlami vyuûíva kniûnicu dotnetty, v dobe písania tejto práce vo verzii 0.4.6.
Pri v˝voji sa vöak ukázalo, ûe táto verzia DotNetty obsahuje doposia  neopraven˝ bug pos-
tihujúci opera n˝ systém Linux, spôsobujúci stratu synchronizácie dátov˝ch rámcov medzi
koncami komunikácie pri zasielaní správ. Zostaven˝ Banana Pi cluster tak nemohol by 
do odovzdania tejto práce vyuûit˝ na testovanie nástroja NTPAC. Namiesto neho muselo
testovanie prebehnú  na sade osobn˝ch po íta ov.
Na testovanie bolo vyuûit˝ch 5 osobn˝ch po íta ov, kaûd˝ s procesorom i5-3570K 3.4
GHz, 16 GB RAM, 1 Gbps NIC8 a opera n˝m systémom Windows 10, prepojen˝ch spolu
pomocou 1Gbs switch. Ako testovacie dáta slúûili PCAP súbory isa-http.pcap (780 MB,
1332293 paketov), sec6net.pcap (5.16 GB, 4551241 paketov) a all.pcap (5.32 GB, 4619556
paketov). Na kaûdom po íta i bol nasaden˝ vûdy maximálne jeden uzol. Testy prebie-
hali s vyuûitím jedného LoadBalancer uzlu s postupn˝m pridávaním Reassembler uzlov.
V tabu kách 5.1, 5.2 a 5.3 je vidie  doby strávené spracovávaním súborov isa-http.pcap,
sec6net.pcap a all.pcap, spolu s prepo ítanou r˝chlos ou spracovávania v Mb/s vzh adom
na ve kos  vstupného PCAP súboru. Kaûdé meranie prebehlo trikrát a v˝sledn˝  as testu
je reprezentovan˝ priemernou hodnotou v˝sledkov t˝chto meraní. Zrekonötruované L7 kon-
verzácie boli zahadzované (neboli ukladané do pamäte).





Tabu ka 5.1: V˝konnostné meranie spracovávania testovacieho PCAP súboru isa-http.pcap
s postup˝m pridávaním Reassembler uzlov
8Network Interface Card
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Tabu ka 5.2: V˝konnostné meranie spracovávania testovacieho PCAP súboru sec6net.pcap
s postup˝m pridávaním Reassembler uzlov





Tabu ka 5.3: V˝konnostné meranie spracovávania testovacieho PCAP súboru all.pcap s
postup˝m pridávaním Reassembler uzlov
Z nameran˝ch v˝sledkov vidíme, ûe r˝chlos  spracovávania súborov isa-http.pcap a
sec6net.pcap sa na po íta och ustálila na pribliûne 420 Mb/s s pouûitím troch Reassem-
bler uzlov. Pri tejto r˝chlosti bola linka na LoadBalancer uzle vyuûitá na pribliûne 500
Mb/s, Na celkov˝ v˝kon (r˝chlos  spracovávania) nástroja mala negatívny vplyv nevyvá-
ûenos  rozloûenia práce, kedy bol vä öinou vy aûen˝ spracovávaním len jeden Reassembler
uzol (pribliûne 70% vy aûenie CPU) a zvyöné pracovali len na zlomok svojho plného po-
tenciálu (pribliûne 20% vy aûenie CPU). Toto bolo spôsobené t˝m, ûe vä öina paketov
v oboch testovacích PCAP súboroch patrila do jedinej L4 konverzácie. R˝chlos  spracová-
vania súboru all.pcap, ktorého pakety boli rovnomernejöie rozdelené do L4 konverzácií sa
pohybovala okolo 478 Mb/s. V tabu ke 5.4 je vidie  priemerné vy aûenie CPU a úrove 
zaplnenia pamäte RAM jednotliv˝ch (zapojen˝ch) uzlov pri postupnom pridávaní Reas-
sembler uzlov. Meranie t˝chto hodnôt bolo vykonané nástrojom Performance Monitor s
 íta mi Processor/Processor Time a Memory/Commited Bytes. Programovací jazyk C#
vyuûíva Garbage Collector na automatickú správu alokovan˝ch objektov a tak namerané
hodnoty úrovní zaplnenia pamäte RAM sú ovplyvnené doposia  neuvo nen˝mi objektami.
Skratka LB v hlavi ke tabu ky zna í LoadBalacer uzol a skratka Rn jeden z Reassembler
uzlov. V grafe 5.6 je  alej vidno závislos  medzi r˝chlos ou spracovávania a akumulovan˝m











































1 1.5 2 2.5 3 3.5 4
Po et Reassembler uzlov
Obr. 5.6: Závislos  medzi r˝chlos ou spracovávania a akumulovan˝m vyuûitím CPU Reas-































1 17 5.5 61 7.4 - - - - - -
2 27 5.4 40 6.5 48 7 - - - -
3 25 5.5 30 6.2 30 4,3 30 6.5 - -
4 30 5.5 26 5.9 26 5.9 26 3.8 28 6.3
Tabu ka 5.4: Zaznamenanie priemern˝ch úrovní vy aûenia CPU a zaplnenia pamäte RAM
jednotliv˝ch (zapojen˝ch) uzlov pri spracovávaní testovacieho PCAP súboru all.pcap, pri




Táto práca sa venovala moûnostiam rekonötrukcie zachytenej komunikácie v distribuovanom
prostredí. Tento prístup si berie za cie  zv˝öenie objemu dát, ktoré je moûné analyzova 
v danom  ase pri forenznej anal˝ze sie ovej komunikácie. Bol navrhnut˝ a implementovan˝
distribuovan˝ systém postaven˝ na Actor modeli ur en˝ na rekonötrukciu L7 konverzácií
z paketov vstupn˝ch PCAP súborov.
Kapitola 2 popisovala problematiku rekonötrukcie zachytenej sie ovej komunikácie. V pr-
vej  asti popísala TCP/IP model, jeho jednotlivé vrstvy, radenie paketov do konverzácií na
úrovniach t˝chto vrstiev a spôsob, ak˝m môûeme reprezentova  prenesené aplika né dáta.
 alej bliûöie popísala IP protokoly UDP a TCP, spôsoby, ak˝mi prenáöajú aplika né dáta
a nakoniec ako je moûné z t˝chto aplika n˝ch dát rekonötruova   alej jednotlivé aplika né
správy.
Kapitola 3 sa venovala definícii distribuovan˝ch systémov spolu s modelmi súbeûného
vykonávania, konkrétne Actor modelu a Komunikujúcim sekven n˝m procesom.  alej sa
táto kapitola venovala architektúrnemu návrhu nástroja NTPAC za vyuûitia Actor modelu,
za ktor˝m nasledoval bliûöí návrh jeho podsystémov, uzlov LoadBalancer a Reassembler
distribuovaného systému. Návrh LoadBalancer uzla popisoval hlavne metódy, ak˝mi distri-
buova  vstupné pakety jednotliv˝m Reassembler uzlom na spracovanie. Návrh Reassembler
uzlu popisoval rozdelenie paketov do L3 a L4 konverzácií za pomoci stromovej ötruktúry
actorov a následne metódy UDP a TCP reassemblingu L7 konverzácií z paketov L4 kon-
verzácií.
V kapitole 4 bola popísaná implementácia navrhnut˝ch uzlov LoadBalancer a Reassem-
bler v programovacom jazyku C# s vyuûitím kniûnice Akka.NET.
V poslednej kapitole 5 bol popísan˝ modelov˝ cluster zostaven˝ z jednodoskov˝ch po í-
ta ov Banana Pi R2, ktor˝ bol navrhnut˝ a zostaven˝ na ú ely otestovania implementova-
ného nastroja NTPAC. Chyba v kniûnici dotnetty, pouûitej kniûnicou Akka.NET na imple-
mentáciu TCP komunikácie ale spôsobila neschopnos  vzájomnej komunikácie jednotliv˝ch
uzlov vyuûívajúcich opera n˝ systém Linux, ktor˝ vyuûívali aj samotné po íta e Banana
Pi R2. Testovanie tak muselo prebehnú  na osobn˝ch po íta och s opera n˝m systémom
Windows 10.
Cie  tejto práce bol dosiahnut .̋ Navrhnut˝ a implementovan˝ nástroj NTPAC je schopn˝
distribuovane zrekonötruova  L7 konverzácie z paketov vstupného PCAP súboru. Logick˝m
pokra ovaním tejto práce je implementácia uzlov ur en˝ch na rekonötrukciu aplika n˝ch
správ zo zrekonötruovan˝ch L7 konverzácií.  alej je priestor aj na v˝konnostné vylepöenia
a optimalizácie, ako napríklad implementácia detekcie neaktívnych L3 konverzácií. Táto




[1] Akka.NET Documentation. 2017.
URL https://getakka.net/articles/intro/what-is-akka.html
[2] Davido , S.; Ham, J.: Network Forensics: Tracking Hackers through Cyberspace.
Prentice Hall, 2012, ISBN 0132565102.
[3] Hewitt, C.; Bishop, P.; Steiger, R.: A Universal Modular ACTOR Formalism for
Artificial Intelligence. In Proceedings of the 3rd International Joint Conference on
Artificial Intelligence, IJCAI’73, Morgan Kaufmann Publishers Inc., 1973, s. 235–245.
[4] Hoare, C. A. R.: Communicating Sequential Processes. Commun. ACM, ro ník 21,
 . 8, Srpen 1978: s. 666–677, ISSN 0001-0782.
[5] Kshemkalyani, A. D.; Singhal, M.: Distributed Computing: Principles, Algorithms,
and Systems. Cambridge University Press, 2011, ISBN 0521189845.
[6] Matouöek, P.; Pluskal, J.; Ryöav ,̋ O.; aj.: Advanced techniques for reconstruction of
incomplete network data. In International Conference on Digital Forensics and Cyber
Crime, Springer, 2015, s. 69–84.
[7] Palmer, G.: A Road Map for Digital Forensic Research. Technická zpráva, The
Digital Forensic Research Conference, 2001.
[8] Pluskal, J.: Framework for Captured Network Communication Processing. Diplomová
práce, Brno University of Technology, Faculty of Information Technology, 2014.
URL http://www.fit.vutbr.cz/study/DP/DP.php?id=16748
[9] Pluskal, J.: Netfox Detective 2.0 - Nástroj pro sí ovou forenzní anal˝zu. Technická
zpráva, Fakulta informa ních technologií, Vysoké u ení technické v Brn , 2017.
[10] Postel, J.: User Datagram Protocol. Technická Zpráva 768, Srpen 1980.
URL http://www.ietf.org/rfc/rfc768.txt
[11] Postel, J.: Transmission Control Protocol. Technická Zpráva 793, Zá í 1981, updated













Copyright (C) 2018 Lighthouse.NetCoreApp
-h, --hostname (Default: 127.0.0.1) IP address to listen on
and to be *reachable* at
-p, --port (Default: 7070) Port
--help Display this help screen.
--version Display version information.
$ ./NTPAC.LoadBalancerCli --help
NTPAC 1.0.0
Copyright (C) 2018 NTPAC.LoadBalancerCli
--offline (Default: false) Run in offline mode
outside of the cluster.
--debug (Default: false) Enable debug logging
--devnull-repository (Default: false) Don’t save any persisted objects
-h, --hostname (Default: 127.0.0.1) IP address to listen on
and to be *reachable* at
-p, --port (Default: 0) Port (0 - random)
-s, --seednode (Default: 127.0.0.1:7070) Hostname
and port of the cluster seed node
--help Display this help screen.
--version Display version information.
value pos. 0 Required. Pcap file path.
$ ./NTPAC.Reassembler --help
NTPAC 1.0.0
Copyright (C) 2018 NTPAC.Reassembler
-h, --hostname (Default: 127.0.0.1) IP address to listen on
and to be *reachable* at
-p, --port (Default: 0) Port (0 - random)
--devnull-repository (Default: false) Don’t save any persisted objects
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-s, --seednode (Default: 127.0.0.1:7070) Hostname
and port of the cluster seed node
--help Display this help screen.





1. Text diplomovej práce vo formáte PDF.
2. Zdrojové súbory diplomovej práce pre systém LATEX.
3. Zdrojové súbory nástroja NTPAC.
4. Zdrojové súbory firmwéru CPC.
5. Sada testovacích PCAP súborov.
6. Demonötra né video zachytávajúce pouûitie nástroja.
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