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Abstract
This paper presents a model of molecular computing that is based on two kinds of “boundary
conditions”: forbidding and enforcing. Forbidding conditions require that a contradictory (or
con5icting) group of components (molecules) may not be present in a (molecular) system,
as otherwise the system will “die”. An enforcing condition requires that if a certain group
of components (molecules) is present in a system, then eventually other components will be
present in the system—hence such an enforcing condition models a molecular reaction. Thus
the evolution of a system is determined by the enforcing conditions, but it is constraint by the
forbidding conditions. Such forbidding–enforcing systems ( fe systems) are investigated in this
paper in the framework of strings—i.e., molecules are represented by strings. Each fe system
de7nes a family of languages (rather than just one language, which is standard in formal language
theory)—each language in this family presents a set of molecules that satisfy both forbidding and
enforcing constraints. In this paper we investigate basic computational properties of fe systems
operating on strings. c© 2002 Elsevier Science B.V. All rights reserved.
Keywords: Molecular computing; Theory of computation; Formal language theory
0. Introduction
DNA Computing is a new exciting development in the science of computing. As a
matter of fact it is very interdisciplinary involving scientists from computer science,
mathematics, molecular biology, chemistry, physics, and crystallography, among oth-
ers. The generally acknowledged starting point for this area was the publication by
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L. Adleman in “Science” in 1994 [1] reporting the results of an experiment on com-
puting (a small instance of the Hamiltonian Path Problem) using DNA molecules and
standard microbiological operations on them. Since then the area has developed very
rapidly covering basic laboratory experiments, and the formulation and investigation of
formal models.
Since DNA molecules can be modeled by strings (or double strings) over the al-
phabet {A; C; G; T} of nucleotides, and various operations on DNA molecules can be
modeled by operations on such strings (molecular biologists are doing this for years
already), many models of DNA computing were formulated within formal language
theory (see, e.g., [6]). As a matter of fact one of the main such models, splicing sys-
tems, has been formulated 7 years before Adleman’s experiment [3]—these systems
model the processing of DNA molecules by restriction enzymes.
This natural connection between DNA computing and formal language theory has
turned out to be fruitful for both areas. Thus, e.g., splicing systems have generated a
lot of research in formal language theory.
In this paper we formulate a model of molecular computing that also considers
processing of (double) strings, but is very diLerent from traditional systems (such as
grammars) considered in formal language theory.
In a typical language theoretic model of DNA computing, e.g., splicing systems, one
speci7es the initial set of molecules as the set of strings which forms the axiom set,
then one speci7es the operations on these molecules as the set of rewriting productions,
and the set of all strings generated by such a grammar (the language of the grammar)
models the set of all molecules that can be obtained from the initial ones using the
given molecular operations.
The model of forbidding–enforcing systems that we propose is not a grammatical
model. It is based on boundary conditions rather than on rewriting by productions.
We consider two types of conditions: forbidding conditions and enforcing conditions.
Forbidding conditions are given as a family of forbidders, where each forbidder is a
group of patterns which cannot occur together in the system, as otherwise the system
will “die” (e.g., will lose its functionality). Enforcing conditions are given as a family
of enforcers, where each enforcer says that if a certain group of strings (molecules) is
present in the system, then some other strings (molecules) will eventually be present
in the system. In this way an enforcer models a molecular reaction.
Then in a forbidding–enforcing system, fe system for short, which is speci7ed by
a set of forbidding conditions F and a set of enforcing conditions E, the evolution
of the system proceeds according to the molecular reactions speci7ed by E, but it is
constrained by F: the evolution cannot lead to any group of patterns speci7ed by a
forbidder from F. In this way a fe system speci7es a (possibly in7nite) family of
languages with each language obeying both F and E. This is in sharp contrast to
grammars considered in formal language theory, where each grammar speci7es one
language.
We believe that fe systems are novel and interesting also from the formal language
theory point of view because of the above diLerence with traditional grammars, but
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also because they are essentially diLerent from the point of view of the methodol-
ogy of de7ning languages. The standard constructs of formal language theory, such as
grammars and automata, follow the axiom: “everything that is not allowed is forbid-
den”. Thus a string w belongs to the language of a grammar (or an automaton) only
if it is “explicitly” generated (or accepted)—otherwise w is forbidden (it does not
belong to the language). On the other hand fe systems follow the “orthogonal” axiom:
“everything that is not forbidden is allowed”.
The paper is organized as follows.
Forbidding conditions are formalized as forbidding sets in Section 1, where we also
give some basic properties of them. Enforcing conditions are formalized as enforcing
sets in Section 2. Section 3 introduces a key notion of the theory of fe systems, viz.
evolving through enforcing—it is formalized through the notion of E-extension where
E is an enforcing set.
The issue of 7niteness is always important from both the theoretical and the “real
world” applications point of view. We investigate in this paper many facets of 7niteness
in the framework of forbidding and enforcing. In Section 4 we investigate the relation-
ship between “syntactic 7niteness” and “semantic 7niteness” formalized through the
notions of 7nitary enforcing sets and weakly 7nitary enforcing sets, respectively. Then
in Section 5 we prove that 7nitary fe systems are “universal” in the sense that any
family of languages that can be speci7ed by an enforcing set can also be speci7ed by
a 7nitary enforcing set.
In Section 6 we combine forbidding and enforcing sets and de7ne in this way
forbidding–enforcing systems. Then in Section 7 we illustrate the use of fe systems in
formalizing the satis7ability problem for Boolean formulas, while in Section 8 we use
fe systems to de7ne the structure of DNA molecules and various operations on them.
In Section 9 we demonstrate that 7nitary fe systems are intrinsically computational.
Each such fe system  can be completely represented by a 7nitely branching tree
which describes through the node labels all 7nite languages in the family of languages
de7ned by , and through the paths all evolving computations of the system, as well
as all in7nite languages de7ned by .
0.1. Preliminaries
We assume the reader to be familiar with basic notions concerning sets, words,
languages and trees. We recall some of them in this section in order to 7x the basic
terminology and notation.
For a set Z , 2Z denotes the set of all subsets of Z , and if Z is 7nite, then |Z | denotes
its cardinality. The empty set is denoted by ∅, and for sets Z1; Z2, we use Z1 ∩Z2,
Z1 ∪Z2 and Z1 − Z2 to denote their union, intersection and diLerence, respectively.
Also Z1⊆Z2 denotes the inclusion of Z1 in Z2, Z1 ⊂ Z2 denotes the strict inclusion of
Z1 in Z2, while Z1*Z2 says that Z1 is not included in Z2. We use N to denote the
set of nonnegative integers, and for a 7nite subset I of N; max I denotes the maximal
integer in I .
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For a binary relation R, we use R(1) and R(2) to denote the projection of R on
the 7rst and on the second coordinate, respectively, i.e., R(1) = {x : (x; y)∈R} and
R(2) = {y : (x; y)∈R}.
We will consider only 7nite alphabets, and for an alphabet  we will use + and ∗
to denote the set of all nonempty words and the set of all words over , respectively.
For a word w, |w| denotes the length of w. For b∈ and n∈N, bn is the word
consisting of b catenated with itself n times; for n=0, b0 is the empty word.
For words u and w, we say that u is a subword of w, written u subw, iL there exist
words x and y such that w= xuy. We use sub(w) to denote the set of all subwords of
w, and for a language K , sub(K)= {x : x∈ sub(w) for some w∈K}.
A sequence of languages =K0; K1; : : : is called ascending if Ki⊆Ki+1 for all i, if
 is in7nite, and Ki⊆Ki+1 for all i¡m, if  is 7nite and Km is the last element of
. Also
⋃
 denotes the union of all languages in , and || denotes the length of :
if =K0; K1; : : : ; Km for some m ¿ 0, then ||=m + 1, and if  is in7nite, then ||
equals the cardinality of the set of natural numbers.
In this paper, by a tree we mean a (nonempty) rooted directed node-labelled tree
such that each node has only a 7nite number of direct descendants (including zero if
the node is a leaf).
A tree  is speci7ed by a 3-tuple (V; E; ’) where V is the set of nodes of , E
the set of edges, and ’ is the node-labelling function. We also use nd(); ed(), and
lab to denote V; E, and ’, respectively. For a node v∈V , ddes(v) is the set of all
direct descendants of v in . We use ¡ to denote the transitive closure of the ddes
relation, i.e., for nodes v and u, v¡ u iL there exists a sequence of nodes v1; : : : ; vn
for some n¿ 2 such that v1 = v, vn = u, and vi+1 ∈ddes(vi) for all 16 i 6 n− 1.
A path is a sequence of nodes != v1; v2; : : : such that either vi+1 ∈ddes(vi) for all
1 6 i¡n, and ! consists of n nodes (we say then that ! is a path from v1 to vn),
or vi+1 ∈ddes(vi) for all i ¿ 1, and ! is in7nite. If v1 is the root of , then ! is a
rooted path. If ! is rooted, then ! is a complete path if either ! is 7nite, != v1; : : : ; vn
and vn is a leaf, or ! is in7nite. For a path != v1; v2; : : : we use ’(!) to denote the
corresponding sequence of labels ’(v1); ’(v2); : : : .
1. Forbidding sets
In this section we formalize one of our key notions, viz., the notion of forbidding.
To this aim we introduce the formal notion of a forbidding set.
Denition 1.1. A forbidding set is a family of 7nite nonempty subsets of + for some
alphabet ; each element of a forbidding set is called a forbidder.
Note that a forbidding set may be in7nite—we only require that each forbidder is
7nite.
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Example 1.1. For = {a; b}, the setF= {{ab; ba}; {aa; bb}} is a forbidding set. Hence
{ab; ba} and {aa; bb} are forbidders.
Denition 1.2. Let F be a forbidding set, and let K be a language.
(1) Let F ∈F. We say that K is consistent with F , written K conF , iL F* sub(K).
(2) We say that K is consistent with F, written K conF, iL K conF for each
F ∈F.
Example 1.2. Consider the forbidding set F from Example 1.1., and let K ⊆{a; b}+.
Then it is easily seen that K conF iL K ⊆Ki for some i∈{1; 2; 3; 4}, where
K1 = {a}{b}∗ ∪{b}+;
K2 = {a}∗{b}∪ {a}+;
K3 = {b}{a}∗ ∪{a}+;
K4 = {b}∗{a}∪ {b}+:
If K is not consistent with F, then we write K nconF .
Also, L(F) denotes the class of all languages consistent with F. Here we assume
that some alphabet  is 7xed in the context of our considerations, and L(F) is the
class of all languages over  which are consistent with F. If necessary, one can
incorporate  into this notation by writing L(F). Also, for an alphabet , we say
that F is over  iL F ⊆+ for each F ∈F; the minimal (w.r.t. ⊆ ) alphabet 
satisfying this condition is called the alphabet of F. Then, a forbidding system is an
ordered pair (;F) such that F is a forbidding set over .
The following theorem gives three very basic properties of the consistency relation.
Theorem 1.1. Let F be a forbidding set; and let K be a language such that K conF.
(1) sub(K) conF.
(2) If K ′⊆K; then K ′ conF.
(3) If =K1; K2; : : : is an ascending sequence of languages such that; for each
16 i 6 ||; Ki conF; then
⋃
 conF.
Proof. (1) and (2) follow directly from the de7nition of consistency.
(3) Assume that a sequence of languages  satis7es the assumptions of statement
(3) above. Let K =
⋃
16i6|| Ki. If  is 7nite, then the conclusion of (3) obviously
holds (we have then K =K||).
Assume then that  is in7nite, and assume to the contrary that K nconF .
Hence, there is a forbidder F ∈F such that F ⊆ sub(K). Since each forbidder is a
7nite language, this implies that F ⊆ sub(Ki) for some i ¿ 1 which contradicts the
assumption that Ki conF. Thus K conF.
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Since in this paper we are mainly interested in using forbidding sets to de7ne lan-
guage families, the following notion of equivalence is very natural.
Denition 1.3. Forbidding sets F1; F2 are equivalent, denoted F1∼F2, iL L(F1)=
L(F2).
2. Enforcing sets
The other key notion of this paper is the notion of enforcing—it is formalized through
enforcing sets.
Denition 2.1. An enforcing set is a family of ordered pairs (X; Y ) such that for some
alphabet  all X; Y ⊆+, X; Y are 7nite, and each Y = ∅; each element of an enforcing
set is called an enforcer.
Example 2.1. Let  be an alphabet. The family E= {(X; Y ) :X = {u; v}; Y = {uv; vu}
with u; v∈+} is an enforcing set.
Denition 2.2. Let E be an enforcing set, and let K be a language.
(1) Let E=(X; Y )∈E. We say that E is applicable to K (or that E is K-applicable),
written E appK; iL X ⊆K . Then we say that K satis9es E; written K sat E; iL E appK
implies Y ∩K = ∅. If E appK but Y ∩K = ∅; then E is a K-violator.
(2) We say that K satis7es E; written K satE; iL K sat E for each E ∈E.
We write K nsatE iL K does not satisfy E.
Also, L(E) denotes the class of all languages satisfying E. Again, as it was the
case for forbidding sets, we assume that some alphabet  is 7xed in the context of
our considerations; otherwise we write explicitely L(E). Also, for an alphabet ; we
say that E is over  iL X; Y ⊆+ for each (X; Y )∈E; the minimal (w.r.t. ⊆) alphabet
 satisfying this condition is called the alphabet of E. Then, an enforcing system is
an ordered pair (;E) such that E is an enforcing set over .
Example 2.2. Let E be the enforcing set from Example 2.1. If K ⊆+ satis7es E;
then K is closed under “weak catenation”: for any words u; v∈K at least one of the
words uv; vu is in K .
Example 2.3. Let E= {(∅; {bn}) : n is even}. If K satis7es E; then K must contain the
language {bn : n is even}.
The enforcers from Example 2.3 are of a very special form, viz. (X; Y ) with X = ∅.
Since ∅⊆Z for every set Z; such an enforcer is always applicable, and so if it is
included in an enforcing set E and K satE; then Y ∩K = ∅. For this reason we refer
to such enforcers as brute enforcers. Again (as it was the case for forbidding sets) the
following notion of equivalence for enforcing sets is natural for our purposes.
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Denition 2.3. Enforcing sets E1 and E2 are equivalent, written E1∼E2; iL L(E1)
=L(E2):
3. Evolving through enforcing
A system obeying the enforcing conditions described by E will exhibit some “conse-
quential behaviour”: if some things (e.g., molecules) are present, then eventually other
things (molecules) must also be present. In this way enforcing dictates certain evolving
rules for the system. This evolving through enforcing is formalized in this section.
First, we need some additional terminology and notation.
Let E be an enforcing set.
Assume that K nsatE.
Let V0 = {E ∈E :E is a K-violator}; since K nsatE; V0 = ∅. Let then Z0 be a set such
that for each W ∈V (2)0 ; |Z0 ∩W |¿1. Thus Z0 contains at least one element from Y for
each (X; Y )∈V0.
Let then K0 =K and K1 =K0 ∪Z0.
Clearly, none of the enforcers in V0 is a K1-violator. However, K0⊂K1 and so E
may contain enforcers that are K1-applicable, but not K0-applicable. If this is the case,
then we let V1 = {E ∈E :E is a K1-violator}. Then again we let Z1 be a set such that
|Z1 ∩W |¿1 for each W ∈V (2)1 (thus Z1 contains at least one element from Y for each
(X; Y )∈V1).
Let then K2 =K1 ∪Z1.
Again, none of the enforcers in V1 is a K2-violator, however K1⊂K2 and so E may
contain enforcers that are K2-applicable, but not K1-applicable.
If this is the case, then we iterate the procedure. This iterative “repair procedure”
provides the intuition behind the following key notion.
Denition 3.1. For an enforcing set E and languages K1; K2 we say that K2 is an
E-extension of K1; written K1 E K2; iL, for each (X; Y )∈E; X ⊆K1 implies K2 ∩Y = ∅.
It follows directly from the above de7nition that
(1) if K satE; then K E K; and
(2) if K1 E K2; K2 E K3; K1⊆K2 and K2⊆K3; then K1 E K3.
Example 3.1. Let E be the enforcing set from Example 2.1., and let
K = {a; ab; b2};
K1 = {a2b; ab2; ab3; a2; abab; b4}∪K;
K2 = {aba; b2a; b2ab; a2; abab; b4};
K3 =K2 ∪{a; b2}; K4 =K2 − {aba}:
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Note that K1 is a closure of K under weak catenation, and K2 contains exactly one
catenation for each pair {u; v} of words from K (including the catenation uu; when
u= v). We have K E K1; K E K2; and since K2⊆K3; also K E K3.
On the other hand, K4 contains neither a2b nor aba; while {a; ab}⊆K . Hence K4
does not contain any catenation of the words a and b; and so K4 is not an E-extension
of K .
The following result says that the above described repair procedure gives the desired
eLect.
Theorem 3.1. Let E be an enforcing set and let =K1; K2; : : : be an in9nite ascending
sequence of languages. If; for each i¿1; Ki E Ki+1; then
⋃
 satE.
Proof. Let K =
⋃
 and let E ∈E be applicable to K . Hence, if E=(X; Y ); then X ⊆K .
Since X is 7nite, X ⊆Km for some m¿1. But, because Km E Km+1; Y ∩Km+1 = ∅. Thus
Y ∩K = ∅. Hence K sat E; and since E was an arbitrary enforcer from E; K satE.
Clearly if K1 E K2; then also K1 E K ′2 for each K ′2 such that K2⊆K ′2. Thus, in
general, K2 may contain a lot of “redundancy”. Therefore one is often interested in
minimal E-extensions of a given language K1.
Denition 3.2. For an enforcing set E and languages K1; K2 we say that K2 is a minimal
E-extension of K1 iL K1 E K2 and for each strict subset K of K2 it is not true that
K1 E K .
If K2 is a minimal E-extension of K1; then we also say that K2 is (K1; E)-minimal.
Example 3.2. Let E be the enforcing set from Example 2.1, and let K; K1; K2; K3 be
the languages from Example 3.1. Then K1; K2; and K3 are E-extensions of K; but only
K2 is a minimal E-extension of K .
4. Finiteness conditions
The issue of 7niteness is always important from both the theoretical and the “real
world” applications point of view. In this section we will consider two kinds of 7nite-
ness relevant for enforcing sets.
The following notation will be used in the sequel.
For a 7nite language Z; E(Z)= {(X; Y )∈E :X =Z} and OE(Z)= {Y : (X; Y )∈E(Z)};
thus OE(Z) is a simpler notation for (E(Z))(2). If E(Z) = ∅; then we say that Z is relevant
for E; thus E(1) is the family of sets relevant for E.
Denition 4.1. (1) An enforcing set E is 9nitary, iL, for each 7nite language Z; E(Z)
is 7nite.
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(2) An enforcing set E is weakly 9nitary, iL, for each 7nite language K1 there exists
a 7nite language K2 such that K1 E K2.
Being 7nitary is a syntactic property, quite convenient if we have to either specify
or analyze E(Z) for some Z relevant for E. Being “weakly 7nitary” is a semantic
property—it says that if E is weakly 7nitary, then each 7nite set can evolve (according
to E) into a 7nite set. The basic relationship between these properties is given by the
following result.
Theorem 4.1. (1) Every 9nitary enforcing set E is weakly 9nitary.
(2) There exist weakly 9nitary enforcing sets that are not 9nitary.
Proof. (1) Let E be a 7nitary enforcing set; and let K be a 7nite language. Since K
is 7nite, K=2K is 7nite. Since E is 7nitary, E(Z) is 7nite for each Z ∈K. Thus
M =
⋃
Z∈K OE(Z) is 7nite, and consequently K ∪M is 7nite. Obviously K E K ∪M .
Consequently, E is weakly 7nitary.
(2) Consider E= {(∅; {a; bn}) : n¿1}. Since E(∅) is in7nite, E is not 7nitary. Con-
sider now a 7nite language K . Obviously, K E K ∪{a}; and so E is weakly
7nitary.
Our next result says that if a language K satis7es a 7nitary E; then K constitutes a
universe (like, e.g., + does) for 7nite sets to evolve into 7nite sets.
Theorem 4.2. Let E be a 9nitary enforcing set; and let K be a language such that
K satE. For every 9nite language L⊆K; there exists a 9nite language L′ such that
L⊆L′⊆K and LE L′.
Proof. Let L⊆K be a 7nite language. Then also L=2L is 7nite. Since E is 7nitary,
E(Z) is 7nite for each Z ∈L. Hence M =⋃Z∈L OE(Z) is 7nite, and so M ∩K is 7nite.
But M ∩K ⊆K and so L′=L∪ (M ∩K) is 7nite and included in K . Since obviously
L⊆L′⊆K and LE L′; the theorem holds (because K satE).
Note that the above result does not hold if we require that E is weakly 7nitary rather
than 7nitary. To see this consider the weakly 7nitary enforcing set E={(∅; {a; bn}) :
n¿1} from the proof of Theorem 4.1. Let K = {bn : n¿1}; obviously K satE. Now
let L⊆K be 7nite and assume that LE L′ for a 7nite language L′. Let m= max{n : bn
∈L′} and consider the enforcer E=(∅; {a; bm+1}). Obviously L′ nsat E; contradicting
LE L′. Hence L′ cannot be 7nite.
5. Finitary normal form
In this section we prove that, up to equivalence ∼; one can consider only 7nitary
enforcing sets. First we prove a useful normal form.
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Lemma 5.1. Let E be an enforcing set; and let (X; Y1); (X; Y2)∈E be such that Y1⊂Y2.
Let E′=E− {(X; Y2)}. Then E∼E′.
Proof. (1) First we note that if E1; E2 are enforcing sets such that E1⊆E2; then, for
every language K; K satE2 implies K satE1.
(2) Let then E;E′ be as in the statement of the lemma.
By (1) we have L(E)⊆L(E′).
Now let K ∈L(E′).
Consider now (U; V )∈E such that (U; V ) appK .
If (U; V ) =(X; Y2); then K sat (U; V ) because K ∈L(E′).
Let then (U; V )= (X; Y2).
Since (X; Y1)∈E′ and K ∈L(E′); K ∩Y1 = ∅. But Y1⊂Y2; and so K ∩Y2 = ∅. Thus
K sat (X; Y2); and so K sat (U; V ).
Consequently K satE; and so K ∈L(E). Thus L(E′)⊆L(E).
Hence L(E′)=L(E) and so E∼E′.
Theorem 5.1. For every enforcing set E there exists a 9nitary enforcing set E′ such
that E∼E′.
Proof. Let E be an enforcing set. By Lemma 5.1 we can assume that if (X; Y1); (X; Y2)∈
E for some sets X; Y1; Y2; then neither Y1⊆Y2 nor Y2⊆Y1.
In order to de7ne E′ we will 7rst construct for every Z ∈E(1) and auxiliary set
A(Z) by considering separately two cases.
Case 1: E(Z) is 7nite.
Then A(Z)=E(Z).
Case 2: E(Z) is in7nite.
Let then E˜(Z)= (Z; Y1); (Z; Y2); : : : ; (Z; Yn); : : : be an arbitrary but 7xed ordering of
E(Z). For example, we note that, for each (Z; Y )∈E(Z); Y is a 7nite set. We may then
assume that the alphabet of E is ordered, and then all Y ’s are ordered lexicographically
yielding the order Y1; Y2; : : : ; Yn; : : : .
Let W be a 7nite set and let n¿1. We say that W is n-critical (for E˜(Z)) iL
(1) for each 16i¡n; W ∩Yi = ∅ and W ∩Yn = ∅; and
(2) W is a minimal set (w.r.t. ⊆ ) satisfying (1) meaning that no proper subset of
W satis7es (1).
Clearly, our assumption about E guarantees that for each n¿1 there is an n-critical
set.
Let now, for each n¿1; W1; n; W2; n; : : : ; Wtn; n be all n-critical sets for E˜(Z).
Then we de7ne A(Z) to be the set consisting of (Z; Y1) and of (Z ∪W1; n; Yn);
(Z ∪W2; n; Yn); : : : ; (Z ∪Wtn; n; Yn) for each n¿1.
Note that because of the minimality condition for n-critical sets, all of W1; n; : : : ; Wtn; n
are included in
⋃
16j¡n Yj. Consequently there are only 7nitely many n-critical sets for
each n¿1. This justi7es our index tn.
Now we de7ne E′ through A as follows: E′=
⋃
Z∈E(1)A
′
Z .
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Claim 1. For every language K; if K satE; then K satE′.
Proof of Claim 1. Assume that K satE. Let (X ′; Y ′)∈E′ be applicable to K .
From the construction of E′ it follows that there exists an X ⊆X ′ such that (X; Y ′)
∈E. Since X ⊆X ′; (X; Y ′) is applicable to K . Since K satE; Y ′ ∩K = ∅; and so
K sat (X ′; Y ′). Since (X ′; Y ′) was an arbitrary enforcer from E′ applicable to K; K
satE′.
Claim 2. For every language K; if K satE′; then K satE.
Proof of Claim 2. Assume that K satE′.
Let (X; Y )∈E be applicable to K .
We consider two cases.
Case 1: E(X ) is 7nite.
Then (X; Y )∈E′. Since K satE′; K sat (X; Y ).
Case 2: E(X ) is in7nite.
Consider the (lexicographic) ordering E˜(X )= (X; Y1); (X; Y2); : : : ; as used in de7ning
A above.
We will prove now by induction on m that:
for each m¿1; Ym ∩K = ∅: (1)
Base: m=1.
Since (X; Y1)∈E′ and (X; Y1) is applicable to K; Y1 ∩K = ∅.
Inductive assumption: assume that m¿1 and that Yi ∩K = ∅ for each i¡m.
Inductive step:
First we note that there exists a Z ⊆K such that:
for each i¡m; Yi ∩ Z = ∅: (2)
This holds because by the inductive assumption Yi ∩K = ∅ for each i¡m; and so if
for each i¡m we choose one yi from Yi ∩K; and then we set Z = {y1; y2; : : : ; ym−1};
then Z ⊆K and Z satis7es (2).
Let Z0 be a minimal Z ⊆K satisfying (2), i.e., no strict subset of Z0 satis7es (2).
If Z0 ∩Ym = ∅; then since Z0⊆K; Ym ∩K = ∅.
If Z0 ∩Ym = ∅; then Z0 is m-critical for E˜(X ).
Thus (Z0 ∪X; Ym)∈E′. Since K satE′ and Z0 ∪X ⊆K; we get Ym ∩K = ∅.
This completes the proof of (1).
But for some n¿1; Y =Yn; and so by (1), Y ∩K = ∅. Thus K sat (X; Y ).
Thus in both Cases 1 and 2, K sat (X; Y ).
Since (X; Y ) was an arbitrary enforcer from E; this implies that K satE.
Claim 3. E∼E′.
Proof of Claim 3. Directly from Claims 1 and 2.
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Claim 4. E′ is 9nitary.
Proof of Claim 4. Let X be relevant for E′.
If E(X ) is 7nite, then A(X )=E(X ) adds only a 7nite number of enforcers (X; Y ),
for some Y , to E′.
Other enforcers of the form (X; Y ) in E′ may be contributed by the sets A(Z)
for some Z ⊆X such that E(Z) is in7nite and (Z; Y )∈E. If this is the case, then
X =Z ∪W where W is a n-critical set for E˜(Z) for some n¿1. Since X is 7nite and
Z ⊆X , there is only a 7nite number of such Z . Hence to prove that E′(X ) is 7nite it
suPces to prove that:
for each Z ⊆ X such that E(Z) is in7nite; (A(Z))(X ) is 7nite: (3)
Note that A(Z) is an enforcing set and so (A(Z))(X ) is the set {(U; V )∈A(Z) :U
=X }.
To prove (3) we will prove that critical sets are “ultimately growing” as de7ned
below. Our de7nition will be in a more general setup. Let =Y1; Y2; : : : be an in7nite
sequence of 7nite nonempty languages, and let -=W1; W2; : : : be an in7nite sequence
of 7nite nonempty languages such that for each n¿1, Wn is (n+1)-critical for . Then
the pair (-; ) is a critically matching pair, or a cm pair for short.
Claim 5. Let (-; ) be a cm pair with -=W1; W2; : : : Then for each positive integer r
there exists a positive integer nr such that; for each n¿nr; |Wn|¿r.
Proof of Claim 5. Let =Y1; Y2; : : : .
We prove this claim by contradiction. Assume to the contrary that:
there exists a positive integer m0 such that, for in7nitely many n,
|Wn| = m0: (4)
(i) Clearly for each in7nite sequence /= i1; i2; : : : of positive integers such that i1¡i2¡
· · ·, the pair (-/; /), where -/ =Wi1 ; Wi2 ; : : : and / =Yi1 ; Yi2 ; : : :, is critically matching.
(ii) Consequently (by (4)) there exists a cm pair (-′; ′) such that, for each set W in
-′, |W |=m0.
(iii) Also, since the 7rst set in ′ (as all other sets in ′) is 7nite, there exists an
element c of this set such that c belongs to in7nitely many sets in -′.
(iv) Consequently, again by (i), there exists a cm pair (-′′; ′′) such that, there exists
an element c (of the 7rst set of ′′) and a positive integer m0, such that, for each
element W ∈ -′′, |W |=m0 and c∈W .
(v) Let -′′=U1; U2; : : : and ′′=X1; X2; : : : . Let then O-=U1−{c}; U2−{c}; : : : . Then
( O-; ′′) is also a cm pair which is seen as follows:
• Since, for each i¿1, Ui ∩Xi+1 = ∅, also (Ui − {c})∩Xi+1 = ∅.
• Since, for each i¿1, c∈Ui, it must be that c =∈Xi+1, for each i¿1. Thus, Ui ∩Xj = ∅
for all j¡i implies that Ui − {c}∩Xj = ∅ for all j¡i.
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(vi) Thus ( O-; ′′) is a cm pair such that, for each set W in -, we have |W |=m0 − 1.
(vii) Hence our assumption (4) implies that there exists a cm pair (-′; ′) such that, for
each set W in -′, we have |W |=m0. This in turn implies that there exists a cm pair
( O-; ′′) such that, for each set W ∈ O-, we have |W |=m0 − 1. Iterating this (decrease
of constant set cardinality) leads to obvious contradiction.
Consequently (4) cannot hold, and so the claim holds.
Claim 5 implies that, for each Z ⊆X such that E(Z) is in7nite, there exists only
a 7nite number of critical sets W for which Z ∪W =X . Hence (3) holds.
Thus E′(X ) is 7nite, and since X is an arbitrary set relevant for E′, E′ is 7nitary.
Hence Claim 4 holds.
Then, Claims 3 and 4 imply the theorem.
6. Forbidding--enforcing systems
We combine now forbidding and enforcing, and de7ne forbidding–enforcing systems.
Denition 6.1. A forbidding–enforcing system, fe system for short, is a 3-tuple =
(;F;E), where  is an alphabet, F is a forbidding set over , and E is an enforcing
set over .
The language family de7ned by a fe system is de7ned as follows.
Denition 6.2. Let =(;F;E) be a fe system. A language K ⊆∗ obeys , written
K obs , iL K conF and K satE. Then L() denotes the family of all languages
obeying —it is referred to as a fe family.
If K does not obey , then we write K nobs .
The notion of a 7nitary fe system will play an important role in the sequel of this
paper.
Denition 6.3. A fe system =(;F;E) is 9nitary if E is 7nitary.
7. Satisability problem
We will consider now the satis7ability problem for Boolean formulas in 3-Conjunc-
tive Normal Form (3CNF), see, e.g. [4].
Let X = {x1; : : : ; xn} be the set of variables. We code each variable xm; 16m6n, by
the word Vm′ where V is a distinguished letter, and m′ is the representation of m in the
decimal notation such that the length of the representation is the same for all variables
(in this way the representation of one variable is never a subword of the representation
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of another variable). Such equal length representation m′ can be obtained by, e.g.,
adding (whenever necessary) “padding” zeros preceding the “concise” representation
of m in decimal notation. Let Z = {z1; z2; : : : ; zn} be the set of codes for all variables
from X , where zm codes xm.
Using this coding we represent now the assignment of a value (0 or 1) to a variable
xm by setting this value in front of the coding Vm′ of xm. Thus assigning 0 to xm is
represented by 0Vm′ and assigning 1 to xm is represented by 1Vm′. Then an assign-
ment  of Boolean values to X is represented by the set 5= {i1V1′; i2V2′; : : : ; inVn′}
where for each 16m6n,  (xm)= s iL sVm′ ∈5. Let LX = {1z : z ∈Z}∪ {0z : z ∈Z}—
hence LX consists of all representations of all possible values assigned to variables
from X .
Now let FX = {{1z; 0z}) : z ∈Z} and EX = {(∅; {1z; 0z}) : z ∈Z}. Thus the forbidding
set FX does not allow any language K ∈L(FX ) to have both 1z and 0z in sub(K)
(our interpretation: one cannot assign both 1 and 0 to the same variable!). On the other
hand, the enforcing set EX forces any K ∈L(EX ) to have at least one of element of
{1z; 0z} to be present in K for each z ∈Z (our interpretation: one has to assign either
1 or 0 to each variable!).
Hence the fe system X =(LX ;FX ;EX ) is such that each K ∈L(X ) contains exactly
one (representation of the) value assigned to each variable from X .
Note that X depends only on X (and the representation used).
We move now to represent Boolean formulas in 3CNF. Let 6 be such a formula
with k clauses: 6=C1 ∧ · · · ∧Ck , where each clause C is of the form ‘i1 ∨ ‘i2 ∨ ‘i3 with
16i1; i2; i36n, and ir = is for r = s, r; s∈{i1; i2; i3}, where for each 16j63, ‘ij is a lit-
eral, ‘ij ∈{xij ; ¬ xij}. We code each such clause C by the forbidder F(C)= {ti1zi1 ; ti2zi2 ;
ti3zi3}, where for each 16j63, tij ∈{0; 1} and tij =1 iL ‘ij =¬ xij . Then the forbidding
set F6 = {F(C) :C is a clause of 6}. Finally, the fe system for 6 is 6 =(LX ;FX ∪F6;
EX ).
To illustrate the above, consider the set X = {x1; x2; x3; x4; x5}. Then we set Z = {V1;
V2; V3; V4; V5} and so
FX = {{1V1; 0V1}; {1V2; 0V2}; {1V3; 0V3}; {1V4; 0V4}; {1V5; 0V5}}, and
EX = {(∅; {1V1; 0V1}); (∅; {1V2; 0V2}); (∅; {1V3; 0V3}); (∅; {1V4; 0V4}),
(∅; {1V5; 0V5})}.
Consider now the Boolean formula 6=C1 ∧C2, where C1 = (¬ x1 ∨ x3 ∨ x5) and
C2 = (¬ x1 ∨ x2 ∨ x5).
We have then F(C1)= {1V1; 0V3; 0V5}, F(C2)= {1V1; 0V2; 0V5}, F6 = {F(C1);
F(C2)}, and 7nally 6 =(LX ;FX ∪F6;EX ).
The forbidding–enforcing system 6 is “semantically” related to 6 by the following
property: 6 is satis7able iL L(6) is not empty.
This is seen as follows.
Assume that 6 is satis7able.
Let  be an assignment,  =(x1 = i1; : : : ; xn = in) that satis7es 6. Then let 5= {i1z1;
i2z2; : : : ; inzn} (recall that z1; : : : ; zn are the codes for variables x1; : : : ; xn, respectively).
Clearly 5 conFX and 5 satEX .
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Since  satis7es 6,  satis7es each clause of 6, and consequently 5 conF6 (each
forbidder of F6 guards over one clause: it forbids the assignments that do not satisfy
this clause).
Thus 5obs6, and so L(6) = ∅.
Assume that L(6) is not empty.
Let K ∈L(6), and consider W =K ∩LX .
Since K conFX and K satEX , W contains representation of exactly one value for
each variable from X , say W = {i1z1; : : : ; inzn} for some i1; : : : ; in ∈{0; 1}.
Since K conF6, the assignment x1 = i1; : : : ; xn = in must satisfy 6. Thus 6 is satis7-
able.
8. DNA molecules
Single DNA strands are polymers which are built from “simple” monomers, viz.,
nucleotides (see, e.g., [2, 6]). There are four types of nucleotides, called A, C, G, and
T . Nucleotides can form strands (chains) by establishing strong (phosphodiester) bonds
between “consecutive” elements.
These strands have a polarity (orientation) in the sense that one end of a strand can
be biochemically distinguished from the other one; one of them is called “5′-end” and
the other “3′-end”. Thus we can write down a DNA strand as a sequence over four
letters (A; C; G; T ) indicating which end is the 5′-end and which is the 3′-end.
For example, 5′-AATCTGC-3′ is a DNA strand consisting of 7 nucleotides which
when read from the 5′-end towards the 3′-end forms the word (string) AATCTGC.
Note that in the above we can skip the indication of the 3′-end (“-3′”), because if
the other end is the 5′-end, then this end must be the 3′-end. As a matter of fact, to
make the notation even simpler, one often omits the explicit indication of the 5′- and
3′-ends: the convention is that the left end is the 5′-end and the right end is the 3′-end.
Thus the above DNA strand is written as AATCTGC.
Two single DNA strands s1; s2 can “stick together” to form a “perfect” double strand
if the translation of s1 from the 5′-end towards 3′-end (nucleotide-by-nucleotide) using
the translation rules A→T , C→G, G→C, T →A yields the s2 strand read from the
3′-end towards 5′-end. Then the 7rst nucleotide from the 5′-end of s1 will stick to the
7rst nucleotide from the 3′-end of s2, the second nucleotide from the 5′-end of s1 will
stick to the second nucleotide from the 3′-end of s2, and so on.
Thus the strand s2 = 5′-AATCTGC from above will stick together with the strand
s2 = 3′-TTAGACG-5′ forming the double stranded molecule given in Fig. 1.
5′-AATCTGC-3′
3′-TTAGACG-5′
Fig. 1.
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AATCTGC
TTAGACG
Fig. 2.
AATCTGC
TTAG
Fig. 3.
Again, to make the notation simpler we may omit the explicit indication of the
5′- en 3′-ends: the convention is that the “upper” strand is written in the 5′-3′ orien-
tation and the “lower” strand is (thus) written in the 3′-5′ orientation; we refer to this
representation as the standard representation. Thus the above double strand may be
written as in Fig. 2.
The bonds between complementary nucleotides (A with T , and C with G) on the
“opposite” strands are weak (hydrogen) bonds.
To summarize: such a double stranded DNA molecule (duplex) is formed by strong
phosphodiester bonds within each single strand and weak hydrogen bonds between
the two strands. The hydrogen bonds are formed always between complementary nu-
cleotides, where the complementary pairs are {A; T} and {C;G}.
To avoid too many technical details we will 9rst consider only double stranded
molecules.
Double strands may be also “incomplete”, as e.g., the one in Fig. 3.
It has an “overhanging” 3′-end, viz. 5′-TGC. Such an end is also called a “sticky
end” because if the single strand 3′-ACG is available, then it may stick to (anneal to)
the sticky end TGC forming the complete double stranded molecule given in Fig. 2.
In reality this molecule will not be complete, because 3′-ACG will stick to the
sticky end TGC only by the (weak) hydrogen bonding, while the phosphodiester bond
between G (at the 3′-end of 5′-TTAG in the lower strand) and A (at the 3′-end of
3′-ACG connected to the sticky end) is missing. This is resolved by having in the
solution containing the molecule the enzyme called ligase that (eagerly!) repairs such
“nicks” by establishing the missing phosphodiester bonds.
A double strand may be also incomplete because some of the nucleotides in one
strand, but not at one of the ends of the strand, may be missing their complementary
partners—this result in gaps. For example, the molecule represented by the double
string in Fig. 4 has three gaps: one in one strand and two in the other one; it has also
a sticky 5′-end TTA.
Let us consider once again the representation of double stranded DNA molecules
by double strings, as, e.g., the one in Fig. 2. Clearly, if we take the mirror image of
this representation and then exchange upper and lower strands, then we again get a
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TTAATACGT CAACC
TA CAGGT GG
Fig. 4.
GCAGATT
CGTCTAA
Fig. 5.
3′-TTAGACG
5′-AATCTGC
Fig. 6.
3′-CGTCTAA
5′-GCAGATT
Fig. 7.
representation of the same molecule. We obtain in this way the representation from
Fig. 5.
This is another representation of the same molecule. Since we are interested in the
molecules, and there is nothing that distinguishes one representation from the other,
both representations must be present in the representation of a “molecular soup”
containing this molecule.
More formally, given a representation w1 of a molecule m, one obtains the other
representation w2 of m by the composition of two operations: the mirror image, mir,
and the exchange, ex. The mirror image of w1 yields w1 read from right to left, and
the exchange, as the name suggests, exchanges the upper string with the lower string.
Thus if w1 is the representation from Fig. 2, then ex(w1) is the double string from
Fig. 6, while mir(w1) is the double string from Fig. 7.
Now, mir(ex(w1)) is the double string w2 from Fig. 5.
Clearly, ex(mir(w1)) is the same double string.
Now, the composition of exchange and mirror image operations (in any order because
the result is the same) is the inversion operation, denoted by inv. Thus in our example,
inv(w1)=mir(ex(w1))= ex(mir(w1))=w2.
In general, inv(w) does not have to be diLerent from w. If inv(w)=w, then the
double string w is a palindrome (and the molecule m represented by w is also called
a palindrome).
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Note that, if w is a representation of a double stranded molecule, then neither mir(w)
nor ex(w) is a representation (of any molecule) because in both of them the upper
strand has the 3′–5′ orientation rather than 5′–3′ orientation as required in the standard
representation. For this reason in Figs. 6 and 7 we have explicitly indicated the 3′-end
and the 5′-end for the upper and the lower string, respectively.
We proceed now to represent double stranded (perhaps incomplete) molecules in a
more systematic way.
First we establish the alphabet we need: let 9= {A; C; G; T}.
Let :d = {X˜ :X ∈9}, where A˜; C˜; G˜; T˜ are the following double strand letters:
A˜ =
(
A
T
)
; C˜ =
(
C
G
)
; G˜ =
(
G
C
)
; and T˜ =
(
T
A
)
:
Each of these letters represents a letter in the upper row and “sticking to it” the
complementary letter in the lower row.
Let :u = {Xˆ :X ∈9}.
Each of these (“upper”) letters represents a letter in the upper row without a com-
plementary letter sticking to it in the lower row.
Let :‘ = { UX :X ∈9}.
Each of these (“lower”) letters represents a letter in the lower row without a com-
plementary letter sticking to it in the upper row.
Finally, let :=:d ∪:u ∪:‘.
If a catenation of letters from : corresponds to the standard representation of a
molecule, then the translation into the standard representation is obvious. Thus, e.g.,
A˜A˜T˜ C˜T˜ G˜C˜ translates into the representation from Fig. 2, A˜A˜T˜ C˜Tˆ GˆCˆ translates into
the representation from Fig. 3, and Tˆ Tˆ AˆA˜T˜ AˆCˆG˜T˜ UGC˜A˜AˆC˜C˜ translates into the repre-
sentation from Fig. 4. However not all catenations of letters from : correspond to the
standard representation. The reason is that if a word in :+ contains a catenation pq
where either p∈:u and q∈:‘, or p∈:‘ and q∈:u, then nucleotides corresponding
to these consecutive letters would not be bonded by either phosphodiester or hydrogen
bonds!!
Having this in mind we may consider now also single stranded molecules. We
assume that for a word w=X1 : : : Xn, with n¿1 and X1; : : : ; Xn ∈9, the word wˆ= Xˆ1
: : : Xˆn represents the molecule 5′-X1 : : : Xn-3′, and the word Uw= UX1 : : : UXn represents the
molecule 3′-X1 : : : Xn-5′. Note that we use here “cups” U and “hats” ˆ over the letters
from 9 to represent directionality.
Now the inversion operation can be formally de7ned for all words in :+ as follows.
Let = be the following (complementarity) homomorphism de7ned on : by:
=(A˜)= T˜ , =(T˜ )= A˜, =(C˜)= G˜, =(G˜)= C˜,
=(Xˆ )= UX for all X ∈9, and
=( UX )= Xˆ for all X ∈9.
Then for each w∈:+, inv(w) is de7ned by: inv(w)=mir(=(w)).
Note that through this de7nition of =, also single strands have two representa-
tions: one written (from left-to-right) in the 5′–3′ direction—this is over the alphabet
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:u, and one written (also from left-to-right) in the 3′–5′ direction—this is over the
alphabet :‘.
We are ready now to translate all of the above into the formal framework of
forbidding–enforcing systems.
We assume that : is the alphabet of the fe system  that we consider to describe
the structure of DNA molecules and some operations on them. However the de7nition
of  can be easily modi7ed if : would be only a subset of the alphabet  of 
(when  would be describing a “bigger” system which among others deals with DNA
molecules and the operations on them that we consider here).
We begin by describing the structure of DNA molecules.
The forbidding set F: is de7ned by
F: = {{Xˆ UY} :X; Y ∈9} ∪ {{ UX Yˆ} :X; Y ∈9}.
We also need the enforcing set E: de7ned by
E: = {({w}; {inv(w)}) :w∈:+}.
Hence the forbidding set F: forbids the catenation of letters from :u with letters
from :d in any order.
The enforcing set E: takes care of the fact that each molecule may be represented
in two ways in :+.
Formally this is expressed as follows (where id is the identity function).
Property 1. Let E=({u1; : : : ; ur}, {v1; : : : ; vs}) be an enforcer, where u1; : : : ; ur , v1; : : : ;
vs ∈:+, and let the closure of E be the set
clos(E)= {({’1(u1); : : : ; ’r(ur)}, { 1(v1); : : : ;  s(vs)}): for each 16i6r and each 16j
6s; ’i;  j ∈{inv; id}}.
For every language K ⊆:+, if K sat (E: ∪{E}), then K sat (E: ∪{E′}) for each
E′ ∈ clos(E).
Proof. Let K⊆:+, let ’1; : : : ; ’r;  1; : : : ;  s∈{inv; id} and let E′=({’1(u1); : : : ; ’r(ur)},
{ 1(v1); : : : ;  s(vs)}).
Assume that {’1(u1); : : : ; ’r(ur)}⊆K ; otherwise E′ is trivially satis7ed by K .
Since K satE:, u1; : : : ; ur ∈K .
Since K sat E, vj ∈K for some j∈{1; : : : ; s}.
Since K satE:,  j(vj)∈K , and so K sat E′.
Thus K sat (E: ∪{E′}).
Property 2. Let F = {u1; : : : ; ur} be an arbitrary forbidder, where u1; : : : ; ur ∈:+, and
let the closure of F be the set clos(F)= {{’1(u1); : : : ; ’r(ur)} : for each 16i6r,
’i ∈{inv; id}}. For every language K ⊆:+, if K satE: and K conF , then K conF ′
for each F ′ ∈ clos (F).
Proof. Let K ⊆:+, let ’1; : : : ; ’r ∈{inv; id} and let F ′= {’1(u1); : : : ; ’r(ur)}.
Since K conF , ui =∈ sub(K) for some i∈{1; : : : ; n}.
Since K satE:, ’i(ui) =∈ sub(K) and so K conF ′.
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TCGA
AGCT
Fig. 8.
T
AGC
CGA
T
Fig. 9.
Fig. 10.
Fig. 11.
Restriction enzymes are enzymes that are very useful in genetic engineering and in
particular in DNA computing. The restriction enzymes that we are interested in work
as follows.
A restriction enzyme seeks a particular combination of nucleotides on a double
stranded DNA molecule—this is called the restriction site for the enzyme (for the
purpose of this paper we may assume that such a site is unique for a given restriction
enzyme). After 7nding its restriction site, the enzyme attaches to it and cuts the double
strand within it. Such a cut can be either straight (blunt) or staggered. Thus, e.g., for
the enzyme Tag1 (see, e.g., [6]) the restriction site is given in Fig. 8.
The cut by Tag1 is staggered: the restriction site is cut as in Fig. 9.
Hence a molecule of the form given in Fig. 10 will be cut into two molecules given
in Fig. 11.
The eLect of Tag1 is formally described by the enforcing set
ETag1 = {({w1T˜ C˜G˜A˜w2}; {w1T˜ UG UC}) : w1; w2 ∈ :∗}:
Note that ETag1 “enforces” one molecule resulting from the cut by Tag1 (the left one
in Fig. 11), but E: ensures that the other one must be also in.
As we have mentioned already, ligase is an enzyme that repairs nicks by establishing
the missing phosphodiester bonds. Thus, if, e.g., the two molecules from Fig. 11 will
get (very) close to each other, then the hydrogen bonds will position the sticky end
GC of the “left” molecule below the sticky end CG of the “right” molecule, and then
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the ligase present in the solution will seal the two nicks producing one molecule, as
in Fig. 10.
This ligating in general (for arbitrary molecules with the sticky ends “7tting” into the
restriction site of Tag1) is formally described by the enforcing set E(ligase; Tag1) de7ned
as follows:
E(ligase;Tag1) = {({w1T˜ UG UC; CˆGˆA˜w2}; {w1T˜ C˜G˜A˜w2}) : w1; w2 ∈ :∗}:
9. Computation trees for forbidding–enforcing systems
A fe system is given by its forbidding and enforcing sets—each of them may be
of arbitrary cardinality, it may be also in7nite. Analyzing fe systems is thus a highly
combinatorial task—one has to evaluate the eLect of all enforcers which have to be
applied in such a way that they do not violate constraints set up by forbidders. There-
fore an important research task is to look for a structure behind all the computations
(evolutions) in a fe system.
Indeed, it turns out that all computations and their eLects (languages) in a 7nitary
fe system can be elegantly represented by trees.
We associate a tree with a fe system as follows (in this section, by a path (in a
graph) we mean a rooted path).
Denition 9.1. Let =(;F;E) be a fe system, and let  be a tree. Then  is a
-tree iL
(1) Each node label is a 7nite language over ,
(2) If X ⊆+ is a node label, then X conF,
(3) If nodes v1; v2 are on the same path with v1 ¡ v2; then lab(v1)⊆ lab(v2) and
lab(v1) E lab(v2).
De7nition 9.1 is illustrated in Fig. 12, where K1; K2 are 7nite, K1 conF, K2 conF,
K1⊆K2 and K1 E K2.
Complete -trees are of special interest to us because they represent all languages
from L().
Fig. 12.
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Denition 9.2. Let =(;F;E) be a fe system. A -tree  is a complete -tree iL,
for every K ∈L(),
(1) If K is 7nite, then K is a node label in .
(2) If K is in7nite, then there exists a complete path ! in  such that K =
⋃
v∈! lab(v).
Here is our representation theorem for 7nitary fe systems.
In order to somewhat simplify the constructions in the proof of the representation
theorem, we will consider within this proof the inclusive version of the E-extension
relation, i.e., whenever we write K1 E K2, we also assume that K1⊆K2 (this car-
ries also to minimal E-extensions). It is really easy, but somewhat tedious, to mod-
ify the proof for the case when the inclusive version assumption is
not made.
Note that in a -tree  if v1 ¡ v2, then lab(v1)⊆ lab(v2), and so when we consider
-trees, then we consider de facto the inclusive version of the extension relation.
Theorem 9.1. For each 9nitary fe system  there exists a complete -tree.
Proof. Let =(;F;E) be a 7nitary fe system. We will prove the theorem by 7rst
giving a construction of a node labeled tree , and then proving that  is a complete
-tree.
CONSTRUCTION 1. Let =(V; E; ’) be the node labeled tree, with ’ labeling nodes
by 7nite languages, constructed as follows.
(1) Let r be the root of . Then ’(r)= ∅, and lev(r)= 0 (lev is the level function
de7ned on V inductively throughout our construction).
(2) Let v∈V with ’(v)=A and lev(v)= n for some n¿0. We consider separately two
cases.
(2.1) A nsatE.
Let U= {U :U is (A;E)-minimal}. Clearly, for each U ∈U, U ⊆
⋃
Z ⊆ A OE(Z).
Since E is 7nitary, and A is 7nite, this implies that U is 7nite; let U= {U1; : : : ; Um}
for some m¿1.
Let M1 = {U :U conF and U ∈U}, M2 = {U :U conF and U =U ′ ∪{w} for some
U ′ ∈U and w∈+ with |w|6n+ 1}, and
let M =M1 ∪M2, say M = {B1; : : : ; Bk} for some k¿1. We set then ddes(v)= {v1; : : : ;
vk}, with ’(vi)=A∪Bi and lev(vi)= n + 1, for each 16i6k (note that, because we
consider the inclusive version of the E-extension, A⊆’(vi) for all 16i6k).
(2.2) A satE.
Let M1 = {A},
M2 = {B :B conF and B=A∪{w} for some w∈+ with |w|6n + 1}, and let
M =M1 ∪M2. Clearly M is a 7nite set; let M = {B1; : : : ; Bk} for some k¿1. We set
now ddes(v)= {v1; : : : ; vk} with ’(vi)=Bi and lev(vi)= n+ 1, for each 16i6k.
The intuition behind the construction of  is as follows. If A does not satisfy E,
then we consider the set U1; : : : ; Um of all minimal E-extensions of A. Then, for each
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Ui; 16i6m, we create a direct descendant of v with the label Ui provided that Ui is
consistent with F; note that since we consider the inclusive version of the E-extension
relation, A⊆Ui for each 16i6m. Moreover we create a direct descendant of v for
each set U which is consistent with F and is of the form Ui ∪{w}, where 16i6m
and |w|6n+ 1, where n= lev(v).
If A satis7es E, then A is already its own minimal extension, and so we create direct
descendants of v only for the sets of the form A∪{w}, where |w|6n+1 for n= lev(v),
and A∪{w} is consistent with F, and for A itself—thus we create a copy of A. This
copy is needed because if, e.g., A∪{w} is consistent with F, where |w|=100, then
we have to have a copy of A available on the level 99 in order to create a node
labelled by A∪{w}. Since in a -tree each node has only a 7nite number of direct
descendants we cannot add “at once” to A all words of length not bounded in advance!
Hence carrying over a copy of A is handy and necessary.
Adding in advance (in both cases) words of length bounded by the level of a
considered node, allows one “eventually” to create all “good” 7nite extensions of all
sets that label the nodes of .
We will prove now through a sequence of lemmas that  is a complete -tree.
Lemma 9.1.  is a -tree.
Proof. (1) It follows directly from the construction that, for each v∈V , ’(v) is a
7nite language.
(2) It also follows easily from the construction (by induction on the level of a node)
that, for each v∈V; ’(v) conF.
(3) Assume now that u1, u2 are two nodes of  such that u2 ∈ddes(u1). By CON-
STRUCTION 1 it follows immediately that ’(u1)⊆’(u2). Also
• if Case (2.1) (from CONSTRUCTION 1) holds, then (by the de7nition of U) it
follows that ’(u1)E ’(u2),
• if Case (2.2) holds, then (because AE A), it also follows that ’(u1)E ’(u2).
Since ⊆ and E are transitive relations (remember that we consider the inclusive ver-
sion of E), it follows from the above that if u1; u2 ∈V are such that u1 ¡ u2, then
’(u1)⊆’(u2) and ’(u1)E ’(u2).
Now it follows from (1)–(3) that  is a -tree, and so Lemma 9.1 holds.
We need the following de7nitions of convergence (“within ”) before we can for-
mulate our next lemma.
Denition 9.3. Let =K0; K1; : : : be an in7nite ascending sequence of 7nite languages
and let K be a language. We say that  converges to K iL
⋃
=K , and for each
n¿ 0, Kn E Kn+1.
Note that this notion of convergence depends on E. However we use the term “con-
verges” rather than “E-converges”, because E is 7xed within the proof of Theorem 9.1.
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We assume that the alphabet  of  is ordered, and so all the words in ∗ are
ordered lexicographically—we use lex to denote this order.
Then for every language K over  we de7ne min(K) as the singleton set containing
the minimal w.r.t. lex element of K if K = ∅, and as ∅ if K = ∅.
Denition 9.4. Let =K0; K1; : : : be an ascending sequence of languages and let K be
a language. We say that  slowly converges to K iL
(i)  converges to K ,
(ii) K0 = ∅, and
(iii) for each n¿ 0, there exists a language L such that
(a) L is (Kn;E)-minimal, and
(b) Kn+1 =L∪ min({w∈K − Kn : |w|6 n+ 1}).
Lemma 9.2. Let K ∈L(). There exists a sequence of languages  which slowly
converges to K .
Proof. We will 7rst construct =K0; K1; : : : ; Kn; : : : by induction on n.
CONSTRUCTION 2. (1) Set K0 = ∅.
(2) Assume that a 7nite Kn⊆K is de7ned.
To construct Kn+1 we will consider separately two cases.
(2.1) Kn nsat E.
Since K satE, E is 7nitary, and Kn is 7nite, there exists a 7nite language L such that
Kn⊆L⊆K and Kn E L (see the proof of Theorem 4.2). Let L0 be a minimal (w.r.t.
⊆) such L, and let then Kn+1 =L0 ∪ min({w∈K − Kn : |w|6 n+ 1}).
(2.2) Kn satE.
We let then Kn+1 =Kn ∪ min({w∈K − Kn : |w|6 n+ 1}).
Note that it may be that Kn+1 =Kn (if there are no words in K − Kn of length not
exceeding n+ 1).
We will prove now that  slowly converges to K .
Claim 1.  converges to K .
Proof of Claim 1. Clearly each Kn; n¿ 0, is a 7nite language, and Kn⊆Kn+1.
Now let us consider
⋃
 and assume that
⋃
 =K .
From the construction of  it follows that
⋃
⊆K , and so if ⋃  =K , then K −⋃
 = ∅. Let then z= min(K −
⋃
), and let m= |z|. But then, by the construction
of , z ∈Km, and hence z ∈
⋃
—a contradiction.
Thus it must be that
⋃
=K .
Now consider Kn and Kn+1 for arbitrary n¿ 0.
If Case (2.1) of Construction 2 holds, then Kn E Kn+1, because Kn E L0 and
L0⊆Kn+1.
If Case (2.2) of Construction 2 holds, then Kn E Kn+1, because Kn satE and
Kn⊆Kn+1.
Hence Claim 1 holds.
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Claim 2.  slowly converges to K .
Proof of Claim 2. (i) By Claim 1,  converges to K .
(ii) By the construction of , K0 = ∅.
(iii) Let n¿ 0.
If Case (2.1) of CONSTRUCTION 2 holds, then L=L0 will satisfy point (iii) of
De7nition 9.4. If Case (2.2) of CONSTRUCTION 2 holds, then L=Kn will satisfy
point (iii) of De7nition 9.4.
Now the claim holds from (i), (ii), and (iii).
CONSTRUCTION 2 and Claim 2 imply Lemma 9.2.
Lemma 9.3. Let K ∈L(). If  is a sequence of languages slowly converging to K;
then there exists a complete path ! of  such that =’(!).
Proof. Let =K0; K1; : : : ; Kn; : : : We will construct, by induction on n, a path != v0; v1;
: : : ; vn; : : : of  satisfying the statement of the lemma.
CONSTRUCTION 3. (1) Let v0 = r (the root of ). By CONSTRUCTION 1, ’(r)=
∅=K0.
(2) Assume that, for some n¿ 0, a path !n = v0; : : : ; vn such that ’(!n)= n =K0; : : : ;
Kn has already been constructed.
To construct !n+1 = v0; : : : ; vn; vn+1 we will consider separately two cases correspond-
ing to Cases (2.1) and (2.2) from CONSTRUCTION 1.
(2.1). Kn nsat E.
If Kn+1 =L, where L satis7es De7nition 9.4(iii), then in terms of CONSTRUC-
TION 1, see point (2.1), this means that Kn+1 ∈M1, and so there exists u∈ddes(vn)
such that ’(u)=Kn+1. We set vn+1 = u.
If Kn+1 =L∪{z}, whereL satis7es De7nition 9.4(iii), and z= min{w∈K−Kn : |w|
6 n + 1} (see De7nition 9.4(iii.b)), then in terms of CONSTRUCTION 1, see point
(2.1), this means that Kn+1 ∈M2, and so there exists u∈ddes(vn) such that ’(u)=
Kn+1. We set vn+1 = u.
Consequently, if Case (2.1) holds, then we obtain a path !n+1 = v0; v1; : : : ; vn+1 such
that ’(!n+1)= n+1 =K0; : : : ; Kn+1.
(2.2). Kn satE.
If Kn+1 =Kn, then in terms of CONSTRUCTION 1, see point (2.2), this means
that M1 = {Kn+1} and so there exists u∈ddes(vn) such that ’(u)=Kn+1. We set then
vn+1 = u.
If Kn+1 =Kn, then Kn+1 =Kn ∪{z}, where z= min({w∈K − Kn : |w| 6 n + 1})
(see De7nition 9.4(iii.b)). Then in terms of CONSTRUCTION 1, see point (2.2), this
means that Kn+1 ∈M2, and so there exists u∈ddes(vn) such that ’(u)=Kn+1. We set
then vn+1 = u.
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Consequently, if Case (2) holds, then we obtain a path !n+1 = v0; v1; : : : ; vn+1 such
that ’(!n+1)= n+1 =K0; : : : ; Kn+1.
This completes the inductive step of the construction of a complete path ! of  such
that =’(!).
Hence Lemma 9.3 holds.
We conclude now the proof of Theorem 9.1 by demonstrating that  is a complete
-tree.
First of all, by Lemma 9.1,  is a -tree. To prove that  is a complete -tree, let
us consider a language K ∈L().
(i) Assume that K is 7nite.
By Lemma 9.2, there exists an ascending sequence of languages =K0; K1; : : : which
slowly converges to K . Since K is 7nite, there exists n0 such that Kn =K for all
n ¿ n0. Hence by Lemma 9.3, there exists a complete path != v0; v1; : : : in  such
that ’(vn)=K for all n ¿ n0. Hence indeed K is a node label of , e.g.,
lab(vn0 ) =K .
(ii) Assume that K is in7nite.
By Lemma 9.2, there exists an ascending sequence of languages  which slowly
converges to K . Hence, by Lemma 9.3, there exists a complete in7nite path ! such
that =’(!), and so K =
⋃
=
⋃
’(!).
Now, (i) and (ii) complete the proof of Theorem 9.1.
Theorem 9.1 does not hold for arbitrary fe systems—the restriction to 7nitary fe
systems is very essential. Consider for example the fe system =({a; b}; ∅;E), where
E is the enforcing set from Example 2.3: E= {(∅; {bn}) : n is even}. Clearly, E is not
even weakly 7nitary: for every pair of languages K1; K2, if K1 E K2 then K2 is in7nite.
Since nodes of a -tree are labelled by 7nite languages only, one cannot construct
even a path of length two!! Thus there is no -tree.
Theorem 9.1 supports our view that one should not consider arbitrary fe systems, but
rather restrict oneself to 7nitary fe systems, where computations “happen gradually”.
They evolve rather than in one step deliver a whole in7nite language!!
An additional attraction of 7nitary fe systems is that they can specify all families of
fe languages (Theorem 5.1). Therefore we have the following result.
Corollary 9.1. Let K be a fe family. There exists a 9nitely branching tree  with
nodes labelled by 9nite languages such that a language K ∈K i; there exists an
in9nite complete path ! of  such that K =
⋃
lab(!).
Proof. Let ′ be a fe system such that L(′)=K, and let =(F;E) be an equiva-
lent 7nitary fe system—see Theorem 5.1. Let then =(V; E; ’) be the complete -tree
constructed as in the proof of Theorem 9.1 (see CONSTRUCTION 1). We will prove
now that this  satis7es the statement of the corollary.
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Let K ∈K.
Since K=L() and  is 7nitary, by Lemma 9.2 there exists a sequence of lan-
guages  which slowly converges to K . Hence by Lemma 9.3 there exists an in7nite
complete path ! of  such that =’(!). Since
⋃
=K , we get indeed K =
⋃
’(!).
Now let ! be an in7nite path of , != v0; v1; : : : ; and let K =
⋃
’(!).
(i) K conF.
This is seen as follows.
By CONSTRUCTION 1 of , for each node v∈V , ’(v) conF. Also by CON-
STRUCTION 1, ’(!) is an ascending sequence of languages. Hence, by Theorem 1.1,
K =
⋃
’(!) conF.
(ii) K satE.
This is seen as follows.
Let (X; Y )∈E be K-applicable. Hence X ⊆ ⋃’(!), and since X is 7nite, X ⊆’(vm)
for some m¿ 0. Since  is a -tree, ’(vm)E ’(vm+1) and so Y ∩’(vm+1) = ∅. Hence
K sat (X; Y ), and since (X; Y ) is an arbitrary K-applicable enforcer from E, K satE.
Now, (i) and (ii) imply that K ∈L()=K. Thus Corollary 9.1. holds.
Note that, if in the above ′ is not 7nitary, then the complete -tree  will represent
all languages of ′ (because L(′)=L()=K), but  will represent the evolving
relation E of  and not of ′.
10. Discussion
In this paper we have presented some basic notions of the theory of fe systems.
We believe that the forbidding–enforcing paradigm is interesting and novel for both
DNA computing and formal language theory. As a matter of fact, it is an example of
an interesting cross-fertilization between the two areas. We consider this paper to be
merely a beginning of a systematic investigation of the forbidding–enforcing paradigm.
Such an investigation should study this paradigm both within the formal language
theory and within DNA computing.
(1) The theory of fe systems is an approach to a “more tolerant” language theory,
where a speci7cation merely gives forbidding and enforcing conditions and every lan-
guage that obeys them ful7lls the speci7cation. One needs to investigate basic aspects
of such speci7cations such as (other) normal forms, closure properties, the existence
of generators for such families, decision problems and complexity issues. Also possible
relationships between the enforcing and the forbidding sets of one fe system should be
investigated.
(2) To test the suitability of fe systems for DNA computing one should attempt to
use fe systems for the description and analysis of various laboratory experiments on
DNA computing.
We are currently working on some of the above listed issues.
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