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The electronic and nuclear dynamics in methanol, following 156 nm photoexcitation, are investigated by
combining a detailed analysis of time-resolved photoelectron spectroscopy experiments with electronic struc-
ture calculations. The photoexcitation pump pulse is followed by a delayed 260 nm photoionization probe
pulse, to produce photoelectrons that are analyzed by velocity map imaging. The yield of mass-resolved ions,
measured with similar experimental conditions, are found to exhibit the same time-dependence as specific pho-
toelectron spectral features. Energy-resolved signal onset and decay times are extracted from the measured
photoelectron spectra to achieve high temporal resolution, beyond the 20 fs pump and probe pulse durations.
When combined with ab initio calculations of selected cuts through the excited state potential energy sur-
faces, this information allows the dynamics of the transient excited molecule, which exhibits multiple nuclear
and electronic degrees of freedom, to be tracked on its intrinsic few-femtosecond timescale. Within 15 fs of
photoexcitation, we observe nuclear motion on the initially bound photoexcited 21A′′ (S2) electronic state,
through a conical intersection with the 11A′ (S3) state, which reveals paths to photodissociation following
C–O stretch and C–O–H angle opening.
I. INTRODUCTION
Molecules excited by light can evolve by coupled nu-
clear and electronic motion over ultrafast timescales.1 In
many photochemical reactions, the products and their
relative yields depend sensitively on the details of these
coupled molecular dynamics and processes that occur
within a few femtoseconds.2–7 For example, near a conical
intersection, where the evolving molecular geometry finds
two or more electronic states of equal potential energy,
nonadiabatic transitions can occur, enabling important
non-radiative relaxation mechanisms, such as competing
isomerization or dissociation pathways.8,9 Considerable
interest in investigating such dynamics on their natural
femtosecond timescales has driven recent developments of
time-resolved spectroscopic methods employing few-cycle
infrared lasers and broadband attosecond pulses.10–13
Time-resolved photoelectron spectroscopy (TRPES)
has arguably become the gold standard to study ultrafast
nonadiabatic dynamics in neutral excited molecules.14–16
A measurement of the instantaneous photoelectron bind-
ing energy of the excited wavepacket can be parsed into
contributions from each state involved in the electronic
relaxation process,17,18 allowing kinetic models to be con-
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structed. Photoelectron spectra are also sensitive to ex-
cited vibrational wavepacket dynamics due to the de-
pendence of the binding energy on the evolving molec-
ular geometry.19–21 Signatures of such dynamics have
been observed in TRPES as shifts7,19,22–27 in the mea-
sured photoelectron kinetic energy as the probe pulse
delay is increased. Such shifts are a direct result of the
wavepacket motion on the excited state potential energy
surface (PES), due to the configuration dependent ion-
ization potential.
We temporally and spectrally resolve photodissocia-
tion dynamics of methanol following excitation to the
2 1A′′ (S2) electronic state at 156 nm, using TRPES to
identify and follow the photochemical reaction. Using a
260 nm single-photon probe, we measure dynamical fea-
tures in the photoelectron spectra as a function of the
pump-probe time delay, and quantify them to extract
signatures of the nuclear motion that emerges in the first
few femtoseconds following excitation. Measurements of
the photoelectron kinetic energy Ee− allow the determi-
nation of the transient binding energy E(~R) of the sys-
tem,
E(~R) = ~ωpump + ~ωprobe − Ee−
= ~ωpump + Ec(~R)− En(~R),
(1)
where the potential energies of the cation Ec(~R) and
the neutral excited state En(~R) depend on the nuclear
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2coordinates ~R, and Ec(~R) - En(~R) is the coordinate-
dependent vertical ionization energy. The pump and
probe photon energies are ~ωpump and ~ωprobe, respec-
tively. When interpreted with the aid of electronic struc-
ture calculations, which assist in reducing the dimension-
ality of the dynamics through the identification of a char-
acteristic reaction coordinate, this technique enables the
nuclear wavepacket to be tracked as it evolves on the
PES.
Methanol plays an important role in atmospheric
chemistry, fuels and energy transport,28–30 and the ex-
cited state dynamics of methanol are highly relevant to
each of these applications. Direct investigation of ex-
cited state dynamics of methanol in the time domain
has been challenging due to the high electronic excita-
tion energies, the ultrafast nuclear motion on the excited
states, and the relative complexity of the molecule in-
volving two fundamental functional groups. In previous
studies, several neutral dissociation channels were ob-
served following photoexcitation of the 21A′′ (S2) state
in methanol.31–33 Among these, the dominant two-body
breakup processes produce either CH3O+H or CH3+OH,
while CH2OH+H and CH2O+H2 are also produced with
lower yields. The S2 excited state is bound along the
O–H and C–O coordinates, while the 11A′′ (S1) state is
dissociative in the same coordinates.34 Previous calcula-
tions revealed avoided crossings between the S1 and S2
states along each of these coordinates,34 which suggested
that the observed dissociation occurs after a nonadiabatic
transition to the lower of these two 1A′′ states.32,33 Anal-
ysis of the fragment kinetic energy distributions for the
O–H and C–O dissociation channels revealed that most
of the available energy is channeled into translational ki-
netic energy, which also supports the possible mechanism
of prompt fragmentation on the S1 PES, which connects
asymptotically to the CH3O + H and CH3 + OH ther-
modynamic limits.32,33,35–37
In the valence isoelectronic system CH3SH, the S1 and
S2 surfaces were previously explored by neutral fragment
velocity map imaging38 and ab initio theory.8,39,40 In
CH3SH, a conical intersection between the S2 and S1
PESs, involving C–S bond stretch and S–H motion, en-
ables dissociation. In the present investigation we ex-
plore the possibility of an analogous conical intersection
between the S2 and S1 PESs in methanol, and address
whether the nuclear dynamics following excitation to the
S2 state are mediated by S1, or a previously ignored 1
1A′
(S3) state.
II. METHODS
A. Experimental Details
The experimental setup is described in detail
elsewhere26,41, therefore only a brief overview is provided
here. A 25 mJ, 25 fs, 1 kHz Ti:sapphire near-infrared
(NIR) laser system generates vacuum and extreme ultra-
violet light via the non-linear process of high-order har-
monic generation. The pump and probe pulses are gen-
erated by focusing (6 m, f/120) the 780 nm NIR pulses
in a 25 Torr argon gas cell, 10 cm in length, to gener-
ate odd harmonics. The fundamental NIR component is
then supressed by > 106 after the cell, by transmission
through a pair of near-grazing incidence dichroic mirrors
that have high reflectivity in the vacuum and extreme
ultraviolet. The odd harmonics are split into two par-
allel beams by D-shaped filters and a split mirror inter-
ferometer in a back-focusing geometry. In the present
experiments, the filters and mirror coatings isolate the
fifth harmonic (156 nm, 7.95 eV) of the fundamental for
the pump arm, and the third harmonic (260 nm, 4.77 eV)
for delayed probe arm.
The pulse energy partitioning between pump and
probe beams at the interferometer was optimized to max-
imize the relative ionization rate when the pump-probe
are coincident, compared to the rate when the probe ar-
rived 50 fs to 150 fs earlier than the pump, and to avoid
nonlinear conditions. After the split mirror interferome-
ter, the foci of the two beams were spatially-overlapped
in a velocity map imaging spectrometer, which allowed
the kinetic energy spectra of either the electrons or ions,
resulting from the photoionization of target molecules,
to be recorded. A set of microchannel plates and a CCD
camera captured the projected electron or ion momentum
distributions, and the pBASEX algorithm42 was used to
recover the kinetic energy distributions. For ions, a fast
voltage pulse applied to the detector at specific times
relative to the ionizing laser pulse, allowed different ion
fragments to be isolated by their mass-to-charge ratio.
The global instrument response function was measured
to have a gaussian width of 31.2 fs ±0.9 fs in the time-
dependent ion yield for non-resonant two-photon ioniza-
tion of xenon. Methanol vapor, from a container held
at room temperature, was controlled through a variable
leak valve to produce an effusive molecular beam from
a long 100µm-diameter capillary, with the capillary exit
being 4 cm from the pump and probe foci.
The photoelectron spectra were measured at each
pump-probe delay 175 times in a randomized order to
minimize artifacts due to small drifts in the laser inten-
sity and target gas pressure. These separate measure-
ments were used to estimate the variance in the signal
at each camera pixel for each pump-probe delay. The
off-diagonal elements of the resultant covariance matrix
were set to zero. These errors were propagated through
the background subtraction and pBASEX fit to find the
covariance matrix for the time- and energy-dependent
photoelectron signal I(E ,t). This approach allowed un-
certainties in the signal in each energy-time delay bin to
be propagated throughout the following analysis.
3B. Theoretical Calculations.
We used equation-of-motion coupled-cluster theory
with single and double excitations (EOM-CCSD)43,44
and an aug-cc-pVTZ basis set45 to calculate the PES
of the ground and first few excited states of neutral
methanol. The ground state of the cation was calculated
using RHF-RCCSD/aug-cc-pVTZ46,47. Since methanol’s
excited states have significant Rydberg character, it is
necessary to use augmented functions in the basis set.
At geometries with stretched methanol bonds, we used
unrestricted reference functions (UHF-EOM-CCSD)48–52
to ensure that the EOM-CCSD results were reliable and
the presence of multireference correlation did not signifi-
cantly change the results. The EOM-CCSD calculations
were performed using the MOLPRO electronic structure
suite53,54, while those with an unrestricted reference were
performed using the NWChem package48,49. Conical in-
tersections were discovered using gradient-based searches
as implemented in MOLPRO, and by minimizing the en-
ergy difference between the two states of interest using a
Nelder-Mead simplex method.55
Calculations of the two-dimensional potentials in Fig. 5
were performed by optimizing the energy on the cation
surface with respect to the other internal coordinates.
The dimensions C–O–H angle and C–H bond length were
chosen partially by comparison to Buenker et al.34. Ad-
ditional degrees of freedom were considered, and these
two dimensions were chosen to be the most relevant (see
the Supporting Information56 for details). The geometry
optimizations used multireference Rayleigh-Schro¨dinger
perturbation theory57–60, using an active space of 3 elec-
trons in 5 orbitals. Loose geometry convergence param-
eters were used for some of the geometries far from equi-
librium. A single-point energy calculation at the EOM-
CCSD and RHF-RCCSD levels for the neutral molecule
and cation, respectively, was performed on the optimized
geometries.
III. RESULTS AND DISCUSSION
A. Signal Onset Times and Resolving a Fast Dissociative
Reaction Pathway.
The experimental time-resolved photoelectron spectra,
for excitation at 156 nm and ionization by a delayed
260 nm probe pulse, are shown in Fig. 1. The over-
all photoelectron yield decays within ∼200 fs. We ob-
serve features in the photoelectron spectra that shift as
the time delay is increased, with a peak first appear-
ing near the binding energy of 10.85 eV (the ionization
potential61, corresponding to a photoelectron kinetic en-
ergy of 1.87 eV in the present experiments) and extending
towards higher binding energies (lower kinetic energies)
with longer time delays. The probe pulse intensity and
photon energy are carefully selected to limit access to
excited electronic states of the cation, so that the TR-
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FIG. 1. Time-resolved photoelectron spectra from ioniza-
tion at 260 nm following excitation at 156 nm, taken in 6.57 fs
steps. The background, due to multiphoton ionization from
the pump or probe alone, is removed by subtracting the aver-
aged spectra for the probe pulse earlier than the pump pulse
within a time window of t= -50 fs to t=-150 fs. For positive
time delays, the probe pulse arrives after the pump pulse.
White lines partition the spectra into regions that are dis-
cussed in the text.
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FIG. 2. Retrieved photoelectron signal onset times t0(E)
(red) and decay times τ(E) (blue) for various binding energy
slices extracted from the data of Fig. 1, with the error bars
representing one standard deviation in the uncertainty of the
fit parameters. The slices are 50 meV wide, except above
12.25 eV, where each slice is 100 meV wide.
PES features are due to ultrafast wavepacket motion on
the neutral excited states and the topology of the ground
state PES of the cation.
To quantify the measured photoelectron spectra, we
use a global fitting algorithm that fits each energy-slice,
I(E , t), with a function parameterized by the energy-
dependent signal onset time t0(E) and exponential decay
time τ(E), convolved with a global Gaussian function g
4of width σ:
I(E , t) = A(E)
[
H(t− t0(E))× exp
(
− t− t0(E)
τ(E)
)]
⊗ g(t− t0(E);σ), (2)
where H(t) is the Heaviside step function26. The re-
trieved signal onset times, t0(E), and signal decay times,
τ(E), are shown in Fig. 2. Eq. 2 provides an energy-
dependent framework to the TRPES technique to allow
access to time-resolved dynamics within the duration of
pump and probe pulses. Further details, including a
comparison between this approach and decay associated
spectra62 can be found in the Supporting Information56.
The retrieved onset times can be interpreted as the
time it takes for the wavepacket to arrive at a region of
the PES with a specified binding energy. Following pho-
toexcitation, the excited state wavepacket rapidly moves
away from Franck-Condon geometries to a region of in-
creased binding energy. Over the first ∼10 fs, the binding
energy increases smoothly at 0.05 eV/fs. Above 11.25 eV,
there is an abrupt change in this rate to 0.3 eV/fs, which
continues for the remainder of the measurable binding
energies up to 12.72 eV, suggesting neutral dissociation.
Thus, by analyzing the time-dependence of the excited
state binding energies (see onset times of Fig. 2), the ini-
tial motion of the excited molecule can be accessed on
timescales significantly shorter than the ∼20 fs widths of
the pump and probe pulses.
In methanol, there are 12 internal degrees of freedom.
While this number is small relative to other alcohols, ex-
amining excited state dynamics in methanol is challeng-
ing due to the high dimensionality of its PESs. In the
present work, we use equation-of-motion coupled-cluster
theory to examine cuts of the PESs of the involved ex-
cited states. We define a 1-dimensional coordinate, using
the following procedure, to significantly reduce the di-
mensionality of the system.
A comparison can be made between experiment and
theory by considering the photoelectron binding ener-
gies. The experiment measures the signal onset times
as a function of the binding energy t0(E), while the the-
ory predicts the binding energies for an electronic state
as a function of nuclear geometry E(~R). If the dimen-
sionality of nuclear geometries can be reduced through,
for example, the definition of a one-dimensional reac-
tion coordinate, the combination of the measurement and
calculations allows for the evolving molecular geometry
along this reaction coordinate to be tracked. Inversion
of the dependent variables for both of the above quan-
tities gives E(t) and ~R(E), which can be combined to
~R(t) = ~R(E(t)). Both the C–O stretch and C–O–H bond
angle were considered, following the measured rates for
methanol and the deuterated species presented in Sec-
tion III B, and the earlier study of Buenker et al.34.
To explain the measured photoelectron spectral shifts,
we performed this analysis on the simultaneous stretch-
ing of the C–O bond and the opening of the C–O–H bond
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FIG. 3. Calculated cuts (a) of the potential energy surfaces
and (b) the associated photoelectron binding energies for the
first two A′ states (black lines, S0 and S3), first two A′′ states
(red lines, S1 and S2), and cation ground state (green line,
D0) as the C–O bond distance and C–O–H bond angle are
simultaneously stretched and opened, with arrows indicating
the initial excitation (magenta) and time-delayed ionization
(cyan). The ionization is shown in 2 fs steps starting at pump-
probe overlap, using the experimental binding energy depen-
dent onset times of Fig. 2 and the binding energy calculations
shown here, and making the approximation that all of the
measured binding energy shifts are due to motion along this
coordinate.
angle, to identify a reaction coordinate representative of
the global topology of S2, as shown in Fig. 3. The initial
excited wavepacket will advance on the S2 (2
1A′′) PES
along this coordinate until it reaches a region of nonadia-
batic coupling between this surface and that of S3 (1
1A′).
At and in the neighborhood of this geometry, internal
conversion to S3 becomes possible. Starting at this ge-
ometry on S3, the same fragments, specifically those due
to C–O and O–H cleavage, can be reached as previously
considered32,33. The S3 and S1 (1
1A′′) surfaces become
degenerate at linear C–O–H geometries, however cross-
ing to S1 is not required for dissociation, in contrast to
the valence isoelectronic system CH3SH, and previous
assumptions about methanol.
The calculations along this reaction coordinate agree
5well with the features of the signal onset time measure-
ment. At 11.25 eV the abrupt change in the gradient
of the measured binding energy-dependent onset time
(Fig. 2) is consistent with a transition from the initially
excited S2 to S3, where the binding energy depends more
strongly on the nuclear geometry. The energetic location
of this transition is also in good agreement with the cal-
culated crossing geometry of these two states at E(~R) =
11.4 eV, as seen in Fig. 3. After the internal conversion
to the dissociative state, the other coordinates begin to
play a role. Notably, the O–H bond breaking on S3 is
expected to have a steep gradient compared to the other
dissociation channels63.
The measured signal decay times of Fig. 2 characterize
the timescale for the excited state wavepacket to exit
a region of the PES at a specified binding energy. For
binding energies associated with S2, the decay times are
between 25 and 30 fs, which is consistent with the ∼26 fs
lifetime that can be extracted from the ∼100 meV wide
vibrational structure seen in the S2 absorption spectrum
at 156 nm33,64,65. In this case, the measurements reveal
the time needed to completely depopulate the Franck-
Condon region, augmenting the information provided by
the signal onset times.
The previous studies of this excited state of methanol
consider only the crossing between the two A′′ states S1
and S2
32,34. A calculation on CH3SH
40 suggests that an
analogous conical intersection could be arrived at largely
through C–S (analogous to C–O) bond stretch. We per-
formed a search for a conical intersection between S1 and
S2 in methanol, and only found one in a region of the PES
that is energetically inaccessible for the present experi-
ments. The importance of the A′ state S3 in the disso-
ciation of methanol underlines the weak correspondence
in the excited state dynamics of the two isoelectronic
molecules. The previously ignored S3 state appears to
be responsible for the rapid relaxation within 15 fs ob-
served in the present experiments, and is also consistent
with previous measurements.32,34
B. Correlating Delayed-Onset Photoelectrons with
Hydrogen Elimination.
Excited methanol fragments through multiple disso-
ciation channels following photoexcitation. Both the
CH2OH
++H channel and the CH2O
++H2 channel, with
appearance energies of 11.6 eV and 12.45 eV, respectively,
are energetically accessible for the photon energies of the
present experiments. We measured the time-dependent
ion yields for the species associated with these H and
H2 elimination channels along with the bound ionic
methanol channel using the same experimental apparatus
and the same 156 nm pump, 260 nm probe scheme. The
results are shown in Fig. 4. A fast rise in the CH3OH
+
yield near t0 with a fast decay, and a slightly delayed
rise in the CH2OH
+ yield with a slower decay, are ob-
served. Hydrogen loss in the latter channel was confirmed
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FIG. 4. Pump-probe time-dependent yield of the two ion and
photoelectron channels. In this analysis, only the total ion
and photoelectron yields were normalized. The two electron
regions correspond to 10.85 to 11.6 eV (red, fast decay) and
11.6 to 12.25 eV (cyan, slow decay), as labeled in Fig. 1.
to occur exclusively from the methyl site of methanol by
performing the same experiment with its deuterated iso-
topologues CD3OH and CH3OD. There was no signif-
icant time-dependent yield of CH2O
+ measured in the
present experiments.
Fitting the time-dependent ion yields with the ansatz
of Eq. 2 gives a 7 fs delay for the fragment signal rela-
tive to that of the parent ion and a 30 fs and 45 fs 1/e
lifetime for the parent and fragmented ion, respectively.
Although these ion yield measurements were not made
in coincidence with the photoelectron measurements, the
faster CH3OH
+ yield correlates well with that of pho-
toelectrons with binding energies between the ionization
potential and 11.6 eV (region 1 in Fig. 1), as shown in
Fig. 4, and the slower CH2OH
+ yield correlates with
that of photoelectrons between 11.6 eV and 12.25 eV (re-
gion 2 in Fig. 1), where the signal takes longer to decay
(Fig. 2). Note that the time-dependence in the fragment
ion yield and the correlated photoelectron yield exhibits
later onset times followed by longer decay times. The fit-
ted signal decay lifetimes for the fragment and parent ion
yields, along with the corresponding photoelectron yields
from each of the binding energy bands described above,
are summarized in Table I for each target species. Al-
though C–H fragmentation occurs on the methyl site of
the molecule, the signal decay timescales were greatly af-
fected by hydroxyl deuteration and less so by fully deuter-
ating the methyl functional group, indicating that hy-
droxyl motion in the excited state plays an important role
in facilitating the methyl hydrogen elimination. A pre-
vious experimental study of 157 nm photodissociation32
determined two-body methyl hydrogen elimination to be
a minor photodissociation channel (3% compared to two-
body O–H break), therefore significant C–H break is not
expected to occur on the neutral excited states, but may
occur on the ground state of the cation. Deuteration did
not strongly affect the appearance time of the fragment
ion, relative to the parent ion, nor the photoelectron sig-
6TABLE I. Fitted exponential decay times, in femtoseconds,
of the ion and electron channels presented in Fig. 4 and in
the text, for methanol and its deuterated isotopologues, with
uncertainties representing one standard deviation. The two
electron regions are illustrated in Fig. 1. NM indicates a chan-
nel that was not measured.
Channel CH3OH CH3OD CD3OH
Parent ion 30±3 43±6 36±6
e− region 1 29±2 39±9 NM
Fragment ion 45±4 91±8 56±6
e− region 2 48±4 97±16 NM
nal onset times, indicating that stretching of the C–O
bond, rather than hydrogen motion, limits the rate of
the initial dynamics.
To gain insight into the dynamics leading to methyl
hydrogen loss in the present experiments, we turn to
the computed 2-dimensional cuts, along the C–H stretch
and C–O–H angle coordinates, of the S2 and S3 excited
states and the cation ground state D0, which are shown
in Fig. 5. The cuts were chosen following the results of
Buenker et al.34 and the observed increase in decay time
with hydroxyl deuteration, both of which showed this
bond angle to play a key role. Other degrees of free-
dom were considered, for instance a linear interpolation
between reactants and products with orthogonal degrees
optimized, and we determined the most relevant infor-
mation to be in Fig. 5 (see the Supporting Information56
for a discussion of the other degrees of freedom). The
cuts reveal a path for a fraction of the cation wavepacket
on D0 to dissociate by C–H bond cleavage. The path-
way is reached following ionization by the probe photon
for C–O–H angles & 140◦, which are accessed through
a conical intersection between the S2 and S3 states. A
low potential energy barrier (< 400 meV) on S2 to an-
gle opening is consistent with the delayed onset of the
CH2OH
+ fragment ion and the correlated lower-energy
photoelectrons in the present measurements on CH3OH.
Such a barrier also provides a possible explanation for the
longer CH2OD
+ fragment ion and photoelectron decay
times observed in the present measurements on deuter-
ated methanol CH3OD. Significant barriers around 1.7 A˚
on both of the S2 and S3 cuts may inhibit direct C–H
dissociation by 156 nm photoexcitation, as observed in
previous experimental investigations32, however motion
along other coordinates reduce the barriers.
IV. CONCLUSIONS
We have measured and described the ultrafast dy-
namics of methanol after 156 nm photoexcitation, and
demonstrated sensitivity to the coupled electronic and
nuclear motion immediately following electronic excita-
tion, using the analysis of onset and decay times in time-
resolved photoelectron spectral features. By calculating
FIG. 5. 2-dimensional cuts of (a) the S2 and S3 excited state
PES, where the lower of the two surfaces is illustrated by the
color map (energy scale in eV) and the difference |S3-S2| by
white contours, and (b) the cation ground state D0 PES (en-
ergy scale in eV). The excited state wavepacket in the Franck-
Condon region of S3 experiences a potential favoring C–O–H
angle opening, leading to a conical intersection between S3
and S2, as indicated by the red arrow on the left panel (a). A
C–H dissociation path on the cation surface D0, indicated by
a red arrow on the right panel (b), may follow ionization of
the excited neutral system by a single probe photon, for open
C-O-H angles & 140◦ and pump-probe time delays between
10 fs and 200 fs.
cuts through the potential energy surfaces of the elec-
tronic excited states, we find mechanisms to explain the
measured dissociation processes, invoking a previously
unexplored A′ electronic state S3. This state is accessed
nonadiabatically through a conical intersection, and dis-
sociates rapidly along the C–O bond. The nonadiabatic
transition from the photoexcited S2 state to the dissocia-
tive S3 state can occur within 15 fs of excitation. C–H
dissociation was observed to be delayed relative to the
C–O fragmentation process and was determined to occur
on the ground electronic state of the methanol cation,
following significant C–O–H angle opening, facilitated by
the conical intersection between the neutral states S3 and
S2.
Comparison of the time-resolved measurements with
the computed PES cuts enables the identification of the
relevant reaction coordinates and a reduction in dimen-
sionality of the dynamics. Resolving nuclear motion in
higher dimensions through this procedure could be pos-
sible in further experiments involving photoionization
to multiple electronic continua, given that the valence
electron binding energies have unique dependencies on
molecular configuration. These approaches could enable
a more detailed understanding of nonadiabatic dynamics
in electronically excited polyatomic molecules, and may
also be useful in studying highly coupled electronic nu-
clear motion, even on sub-10 fs timescales66,67.
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