This paper considers the estimation and inference problems of a general class of time-series-cross-section (TSCS) models consisting of stationary or nonstationary long memory regressors and errors, while allowing for cross-correlations and serial correlations in cross-section and time dimensions, respectively. Although the applicability of this class of TSCS models is far-reaching, we show that each regression coefficient of these models can be easily tested with the critical values from the standard normal distribution based on the approach proposed in this paper. Furthermore, our approach is built on Robinson's (1998) long-run variance estimator and thus does not involve the difficult problems of choosing a kernel function or a bandwidth parameter. We also demonstrate that, under various combinations of long memory processes and cross-section dimensions, the finite sample performance of our method for this class of long memory TSCS models is promising even though the time span is only 20. We then apply this method to re-examine the welfare spending studies of Hicks and Swank (1992) . The testing results are different from the findings in Hicks and Swank (1992) and those in Beck and Katz (1995), because we find a weak but significant positive voter turnout effects when the number of differencing is equal to 1.
found to be well described with the I(d) processes, including the level of Nile River, ex post real interest rate, inflation, and forward premium. Baillie (1996) provides an overview about the empirical applications of the I(d) process in the economics and finance literature.
The I(d) process also has been observed in the political science time series. BoxSteffensmeier and Smith (1996, 1998) Given that fractional integration is extremely common among political time series and empirical studies based on the TSCS model are far-reaching in social science, we combine the long memory and TSCS literature into a unified framework. Clearly, the coverage of the long memory TSCS model includes the usual TSCS model with the AR(1) process as one of its special cases. The nonstationary TSCS processes discussed in Beck (2001) are also subsumed with the long memory TSCS data. To deal with the estimation and inference issues concerning the long memory TSCS model, we follow the spirit of Beck and Katz (1995, p. 634) to offer a new method that is both easier to implement and produces accurate standard errors for the long memory TSCS data. This method combines a nonparametric inference method based on the MD (multiple-differenced) estimator of Tsay (2007) and the long-run variance estimator of Robinson (1998) . We thus name this procedure as the MD standard errors (MDSE) estimator. The MDSE method not only can deal with the aforementioned comment of Beck (2001, p. 280 ) about nonstationary TSCS data, but also can handle the complicated structure of TSCS data consisting of AR, MA, unit root, and stationary and nonstationary I(d) processes in all the regressors and errors, provided that the regularity conditions outlined in the following Theorem 1 are satisfied. Consequently, the case of cointegration also can be taken care of with the MDSE estimator. On the other hand, the standard cointegration techniques cannot be applied to the long memory TSCS data easily due to the presence of I(d) processes in the data. Even though we can generalize the standard cointegration techniques to the long memory TSCS data, the resulting OLS estimator generally has a non-standard distribution which is difficult to use in inference, because we need to simulate different sets of critical values for the complicated combinations of different I(d) regressors and errors within and across cross units, and at various sample sizes under this circumstance.
The MD estimator of Tsay (2007) essentially first-differences both the dependent variable and the regressors M (a positive integer) times before running the subsequent OLS estimator in order to control the impacts of the fixed effect on the estimation results and to ensure that the resulting MD estimator is asymptotically normally distributed under suitable regularity conditions. The idea behind the MDSE is similar to the one used in Beck and Katz (1995) There are at least four distinguished advantages of using the MDSE estimator for the long memory TSCS data. First of all, the use of multiple-differencing when implementing the MDSE estimator can resolve the spurious regression problems induced by the stationary or nonstationary long memory processes. The well-known spurious effect has been considered in Granger and Newbold (1974) and Phillips (1986) when considering the relationship between independent I(1) processes. However, the spurious regression effect might happen more often than that documented in Phillips (1986), because Tsay and Chung (2000) find that when we regress a long memory I(d 1 ) process on another independent long memory I(d 2 ) process, no matter whether these processes are stationary or not, as long as their orders of integration sum up to a value greater than 1/2, the usual t-ratio statistic becomes divergent and spurious effects occur.
Second, the MDSE method can successfully handle the huge number of various I(d) processes inherent in the TSCS data under suitable regularity conditions. In particular, when there are K stochastic regressors in each cross unit, the total number of differencing parameters in the regressors and the errors is N × (K + 1). Moreover, the typical observations used for TSCS data are relatively small in time-dimension, indicating that the estimation of the AR, MA and the fractional differencing parameters cannot be accurate with the usual time-domain and frequency-domain estimation methods under this circumstance. However, this huge number of differencing parameters is not a problem to the MDSE method, because these differencing parameters are not estimated when calculating the MDSE. In addition, there is no problem concerning the selection of the number of AR and that of MA parameters with the MDSE method either, because these parameters are not estimated when implementing the MDSE estimator. Section 3 demonstrates the superior ability of the MDSE estimator in controlling the impacts of AR, MA, and fractional differencing parameters on the testing performance concerning the regression coefficients in the following Monte Carlo experiment even though the time span is only 20 and the regressors are nonstationary processes.
Third, the MDSE method is powerful enough to deal with the model allowing for cross-correlations and serial correlations in both cross-section and time dimensions. This is important in the TSCS literature, because it is well-known that many regressors in the TSCS model may be serially and contemporaneously correlated.
Fourth, the implementation of MDSE estimator is straightforward, and each regression coefficient of the long memory TSCS models can be tested with the critical values from the standard normal distribution. No restriction is imposed on the relative magnitude between N and T as long as the MD estimator for the long memory TSCS model can be implemented.
The remaining parts of this paper are arranged as follows: Section 2 presents the test statistics and the main results. In Section 3 the theoretical findings generated from the following Theorem 1 are verified through a Monte Carlo experiment. Section 4 applies the MDSE method to the welfare spending data of Hicks and Swank (1992) .
Section 5 provides a conclusion.
Consider the generic TSCS model as:
where y i,t is a scalar observation on the i-th dependent variable at time t, x i,t is a (K × 1) vector of observations for the stochastic regressors, β is a (K × 1)
vector of unknown regression coefficients to be estimated and tested, and u i,t is a scalar random disturbance with mean zero. For expositional purposes, denote
. . , y i,T ) as the column vector containing the observations on the i-th dependent variable from time 1 to T , while
the corresponding (K × T ) matrix of observations for the stochastic regressors, and
is similarly defined. The observations for y i , x i , and u i across i can be further stacked as:
When x i is non-stochastic and u i is contemporaneously correlated but not serially correlated, the method of Zellner (1962) can be used to estimate the model in (1) .
Under the same conditions, though u i,t in each equation is relaxed to be the AR (1) process, the GLS estimator of Parks (1967) as a zero-mean covariance stationary process with spectral density f (λ), which is bounded and bounded away from zero. Thus, the short memory process η t includes the stationary and invertible ARMA process as its special case.
With η t and d < 1/2, we define the corresponding stationary I(d) process ξ t as:
where = 1−L, and L is the usual lag operator. The associated truncated ξ t process is computed as:
where 1 is the indicator function. Based on the process ξ # t in (4), for q ≥ 0, we define its corresponding Type I I(q + d) process as:
This Type I I(q + d) process has been used by Tsay (2000 Tsay ( , 2007 and Velasco and
Robinson (2000), among others. See Robinson (2005) about the comparison between Type I and Type II nonstationary processes.
Given the preceding I(d) and its associated Type I nonstationary
process, we generalize the model in (1) as:
where f i is the fixed-effect for unit i, and x h i,t is the h-th element of x i,t . The first notable feature of the model is that it does not assume x i,t to be non-stochastic as commonly adopted in the previous research done for the TSCS data, because it is natural and more reasonable to assume that the regressors are dependent observations We note here that no restriction is imposed on the relative magnitude of d x,i and (6), if each component of x i,t and u i,t is stationary for all i = 1, 2, . . . , N .
When the maximum value of the differencing parameter of the regressors x i,t , i.e., d x,i , is greater than or equal to 1/2, then we only require that d x,i > d u,i so as to ensure that the probability order of magnitude of x i,t dominates that of u i,t for each i = 1, 2, . . . , N . This condition is routinely imposed in the regression models involving nonstationary processes, indicating that the long memory TSCS data subsumes the standard cointegration model as one of its special cases.
Second, in sharp contrast with the typical TSCS model where u i,t is assumed to be the simple AR(1) process or its variants, x i,t and u i,t in (6) belong to the more
Third, the idiosyncratic errors u i,t are allowed to be serially and contemporaneously correlated. The same conditions also apply to the regressors in each cross unit. As a result, the applicability of the model in (6) is much broader than that considered in Zellner (1962) , Parks (1967) , Kmenta and Gilbert (1970) , Guilkey and Schmidt (1973) , and Beck and Katz (1995) .
Despite the general framework covered by the long memory TSCS model in (6),
we show that this model can be easily estimated and tested with the MDSE provided that we can employ the long-run variance estimator of Robinson (1998) in controlling the effects of nuisance parameters in the DGP on the inference problems associated with the parameter β. We thus require x i,t and u j,t in (6) to satisfy the conditions in Assumption A of Robinson (1998) for all i, j = 1, . . . , N . The most stringent condition imposed in Assumption A of Robinson (1998) is that x i,t and u j,t must be uncorrelated at all leads and lags for all i, j = 1, . . . , N . However, this condition is still much weaker than the one where x i,t is fixed or strongly exogenous as frequently encountered in the previous TSCS literature.
One is aware that, when the regressors and errors are nonstationary, the OLS estimator can be consistent even though x i,t and u j,t are correlated, but the MD estimator may result in an inconsistent estimate under this circumstance. Thus, similar to the standing point taken in Tsay (2007, p. 829), the objective of this paper
is not to present a method which can "efficiently" estimate the long memory TSCS model in (6) , but it proposes a unified testing methodology that can conveniently deal with the inference problems of the long memory TSCS model when the regularity conditions in the following Theorem 1 are fulfilled. This strategy also mimics the idea of Beck and Katz (1995, p. 634) who offer the PCSE estimator that is both "easier to implement and produces accurate standard errors".
The MDSE method consists of two steps. First, we multiple-difference the data, y i,t and x i,t , before we run the subsequent pooled OLS estimation for β, denoted as β MD , or MD estimator. In other words, we employ the multiple-differenced (M -th differenced as compared to the usual first-differenced) transformation:
where M must be a positive integer in order to eliminate the impacts of fixed effect
We then employ these M -th differenced dependent variables and M -th differenced regressors to estimate β with the following MD estimator:
where S denotes the sample average of the random vector S i,t across i and t as observed in the data. The associated residuals from the MD estimator are:
Note that when M = 0, β MD reduces to be the usual OLS estimator, but the choice of M = 0 will not be used in this paper, because of the presence of fixed effect f i in (6) . This also implies that the PCSE estimator of Beck and Katz (1995) should not be employed if there is a fixed effect inherent in the TSCS data.
We now present the criteria for choosing M in (7):
where g is a non-negative integer, and whether the differencing parameter of the data is 0 or 1, then we simply adopt M = 2 to implement our difference-based method if we are sure that max
less than 2. It is clear that the great flexibility enjoyed with our method in choosing M is invaluable in empirical applications.
Calculating the variance matrix estimator of β MD , D MD , serves as the second step of the MDSE method, i.e.:
where
and
It is evident in (11), (12), (13) , and (14) that the computation of D MD is extremely straightforward, because it is based on Robinson's (1998) elegant long-run variance estimator which completely avoids any choice of an autoregressive lag length, a kernel function, or a bandwidth parameter. Moreover, these formulae clearly show that we do not "estimate" the AR, MA, and fractional differencing parameters, but instead we employ the nonparametric estimator of Robinson (1998) to control the impacts of AR, MA, and fractional differencing parameters on the testing performance concerning the regression coefficients β. In the Mathematical Appendix we offer a more detailed explanation about the rational behind the computation of D MD .
As will be shown in the following Theorem 1 and the simulations in Section 3, the use of V MD can effectively control the impacts of the nuisance parameters in the DGP 
where D MD is defined in (11), Denoting β 0,h as the h-th element of a column vector β 0 , the null hypothesis for each element of β can be tested as:
These K individual t-ratio statistics are jointly named as the t MD test, and the t-ratio statistic for the h-th regressor x h i,t is:
where β MD,h is the h-th element of the β MD estimator, and D h,h MD denotes the row h, column h element of D MD in Theorem 1. When the absolute value of t MD,h in (16) is greater or equal to 1.96, the null hypothesis β h = β 0,h is rejected at the 5% level of significance. Certainly, a Wald-type statistic can be used to test the value of β jointly.
Theorem 1 also shows that the convergence rate of β MD does not depend on N , which is the number of cross units. This implies that pooling more cross units does not help achieve a more efficient regression coefficient estimator, and this prediction is clearly shown in the simulation results presented in the following Table 1 . Theorem 1 also presents that the complicated structure induced by more cross units can be easily controlled with the variance estimator D MD built on Robinson's (1998) estimator.
Monte Carlo experiment
In this section we assess the finite sample performance of the MDSE method for the long memory TSCS model. Following Beck and Katz (1995), we choose K = 1. In the context of a stochastic regressor framework, we generate 1,000 replications of x i,t and u i,t based on the following model:
. . , N, t = 1, 2, . . . , T, l = 1, 2, . . . , 1000, (17) where l denotes the l-th replication of the data, β 0 is fixed at 1, and β 1 can be 1, 0.9, or 0.8 for investigating the empirical powers of the MDSE estimator given that the value of β 0,h in (15) is always set to be 1.
We first consider the cases where x i,t and u i,t are generated as the ARFIMA(0,d,0) processes. To demonstrate the coverage of Theorem 1, x i,t can be stationary or nonstationary, while u i,t are always set to be stationary, i.e., the differencing parameters of u i,t are less than 1/2 for all configurations considered in this section. When x i,t and u i,t are stationary, they are generated as:
where d x,i ∈ (0, 1/2) , d u,i ∈ (0, 1/2), and v i,t and w i,t all are zero-mean normal and independently identically distributed (i.i.d.) processes with:
w,j , E(v i,t w j,s ) = 0, for all i, j, t, and s.
To characterize the heterogeneity across the regressors, variances of the first half of the units are set to be 1, i.e., σ 
where δ 0 is a (K × 1) finite constant. Given that the true value of β h is generated as β 0,h + (T − M ) −1/2 δ 0,h , then asymptotically:
where D h,h is the row h, column h element of the asymptotic value of D MD in Theorem 1, and δ 0,h is the h-th element of δ 0 . This implies that the power of the t MD,h test increases with the increasing value of |δ 0,h | for a fixed sample size T and a fixed D h,h . When δ 0,h = 0, the power of the t MD,h test is equivalent to its own size.
Since β 0,h in (15) is always set to be 1 in the experimental study, the simulation results correspond exactly to the size of the t MD test when the data are generated with β 1 = 1. Table 2 and Table 3 show that the size control of the t MD test is quite well even though the time span is only 20, because the worst distortion found within these tables is less than 7% (under the configuration d x,i = 0.2, d u,i = 0.4 in Table 2 with Tables 2 and 3 for all N considered in the experiment when β 1 = 0.8 and T ≥ 20.
To check the robustness of the preceding findings, we replicate the above simulations by generating x i,t and u i,t as the following ARFIMA(1,d,1) processes:
where Table 4 with N = 40, T = 20). The size performance also improves as T increases and clearly confirms the findings in Theorem 1. We also find that the power of the t MD,h test improves as T becomes larger in Tables 4 and 5 
Empirical application
The methodology developed in this paper is motivated by combining the long memory and TSCS literature into a unified framework, because the applicability of the long memory TSCS model is enormous in social science. Due to the increasing importance of the I(d) process in political science, we apply the MD-based approach to a real dataset from the political time series in this section.
We re-examine the data of Hicks and Swank (1992) i.e., M = 0, and 1. As shown previously, the presence of fixed effects prevents us from using M = 0 in implementing the MD estimator. Moreover, we highly suspect that the price level data are nonstationary processes. Thus, M = 0 should not be used in carrying out the MD estimator under this circumstance. The appearance of M = 0 in Table 6 is purely used as the benchmark to demonstrate the effects of ignoring the possible presence of stochastic I(d) regressors on the testing results. We find that all these four independent variables in Table 6 are highly significant in explaining the movement of welfare spending when M = 0 is used.
The MD estimate for the variable Turnout is 4.1122 when M = 1. This estimate is almost identical to the OLS-AR1 estimate of 4.1 in Table 6 of Beck and Katz (1995).
However, based on the MDSE estimator, the variable Turnout is significant at the 5% level in a one-tailed test when M = 1. Therefore, the results from using the MDSE estimator with M = 1 actually reveal a weak but significant positive effect of voter turnout on welfare spending. This finding does not strongly support the pervasive and robust positive voter turnout effects observed in Hicks and Swank (1992) . It is also different from the observation in Beck and Katz (1995) who document that the evidence for positive voter turnout effects changes as being insignificant when using their PCSE method .
For the testing results concerning the remaining three variables, and not the variables of interest to Hicks and Swank (1992) and Beck and Katz (1995), we find that the absolute value of the t-ratios associated with these three variables greatly decreases as compared to those obtained with M = 0. This implies that these three variables might also be highly persistent time series or even nonstationary processes.
Again, we cannot be sure about their orders of integration with the short time span available at hand, but we still can test the value of these regression coefficients with the MDSE method developed in this paper.
Conclusions
A general class of long memory TSCS models is suggested to combine long memory and TSCS models into one unified framework. Although the coverage of this class of long memory TSCS models is broad, we show that they still can be easily estimated with a unified procedure proposed in this paper. This approach is built on the MD-based method of Tsay (2007) The computational cost of the proposed procedure is extremely mild and can be conducted with standard statistics packages, because it is built on the easy-toimplement but powerful long-run variance estimator of Robinson (1998) . Furthermore, there is no restriction imposed on the relative magnitude between N and T provided that the MD estimator for the TSCS model can be implemented.
The simulations conducted in this paper reveal that the size control of our method is very promising under various combinations of cross-section, time dimensions, and stationary and nonstationary long memory processes, although T is only 20. The pattern of the finite sample power performance of our method is highly consistent with the theoretical findings generated from an asymptotic local power analysis. Therefore, the proposed method has great potential to successfully deal with a general class of long memory TSCS data which have never been explicitly considered in the literature.
We also apply our method to re-examine the data of Hicks and Swank (1992) spending. This finding is in the middle of the results in Hicks and Swank (1992) and those in Beck and Katz (1995) . It also signifies that the potential presence of stationary or nonstationary I(d) processes in the TSCS model is influential in affecting the testing results concerning welfare spending. 
Notes:
The results are all based on 1,000 replications with M = 2. The data are generated based on (17), (18), (19) , and β 0 = β 1 = 1. RMSE denotes the root of mean-squared-errors. 
The results are all based on 1,000 replications with M = 2. The data are generated based on (17), (18), and (19) . The null hypotheses in (15) are β 0,1 = 1. The rejection percentages for the alternative, β 1 = 1, represent the empirical size of the t MD tests. 
The results are all based on 1,000 replications with M = 2. The data are generated based on (17), (19) , and (22) . The null hypotheses in (15) are β 0,1 = 1. The rejection percentages for the alternative, β 1 = 1, represent the empirical size of the t MD tests. 
The results are based on the data of Hicks and Swank (1992) about welfare spending in 18 advanced industrial countries for the period 1960-82. Turnout is the electoral turnout, lnGDP is the natural log of gross domestic product, Price level is the consumer price index, and Aged share of population is the proportion of the population who are elderly. See Hicks and Swank (1992) about the detailed definition of these independent variables. * * * , * * , and * denote significance at the 1%, 5%, and 10% levels in a two-tailed test, respectively.
