Abstract We give the stratification by the symmetric tensor rank of all degree d ≥ 9 homogeneous polynomials with border rank 5 and which depend essentially on at least 5 variables, extending previous works (A. Bernardi, A. Gimigliano, M. Idà, E. Ballico) on lower border ranks. For the polynomials which depend on at least 5 variables only 5 ranks are possible: 5, d + 3, 2d + 1, 3d − 1, 4d − 3, but each of the ranks 3d − 1 and 2d + 1 is achieved in two geometrically different situations. These ranks are uniquely determined by a certain degree 5 zero-dimensional scheme A associated to the polynomial. The polynomial f depends essentially on at least 5 variables if and only if A is linearly independent (in all cases f essentially depends on exactly 5 variables). The polynomial has rank 4d − 3 (resp 3d − 1, resp. 2d + 1, resp. d + 3, resp. 5) if A has 1 (resp. 2, resp. 3, resp. 4, resp. 5) connected components. The assumption d ≥ 9 guarantees that each polynomial has a uniquely determined associated scheme A. In each case we describe the dimension of the families of the polynomials with prescribed rank, each irreducible family being determined by the degrees of the connected components of the associated scheme A.
Introduction
Let C[x 0 , . . . , x m ] d be the set of all homogeneous degree d polynomials in the variables x 0 , . . . , x m with complex coefficients. For any f ∈ C[x 0 , . . . , x m ] d \{0} the rank of f (or the symmetric tensor rank of f ) is the minimal integer r > 0 such that f = r i=1 ℓ d i with ℓ i ∈ C[x 0 , . . . , x m ] 1 . These additive decompositions of f as sums of d-powers of linear forms are useful even to decompose symmetric tensors and hence they appear in some applications ( [1] , [14] , [16] , [10] , [15] , [27] , [12] , [22] , [24] ). A different notion is the notion of border rank of f or approximate rank of f (the minimal integer r such that f is the limit of a family of homogeneous polynomials of rank ≤ r). Both notions may be translated in the setting of projective geometry and algebraic geometry and it is in this setting that it was done the classification of all f with border rank ≤ 3 ([5, Theorems 32 and 37]) and of border rank 4 ([4] ). In this paper we give the classification of all f with border rank 5 AND which depend essentially on at least 5 variables (in each case P depends on exactly 5 variables, because it is contained in the degree d Veronese embedding of a 4-dimensional linear subspace of P m ). This is a strong condition and in Remark 9 and Proposition 6 we explain our knowledge of the rank for polynomials depending on fewer variables.
Now we explain the translation of the additive decomposition of homogeneous polynomials in terms of projective geometry. . For any P ∈ P r the rank (or symmetric tensor rank or symmetric rank) r m,d (P ) of P is the minimal cardinality of a set S ⊂ X m,d such that P ∈ ν d (S) , where denote the linear span. For any integer t ≥ 1 the t-secant variety σ t (X m,d ) of X m,d is the closure in P r of the union of all linear spaces ν d (S) with S ⊂ P m and ♯(S) ≤ t (to get the closure it is the same if we use the euclidean topology or the Zariski topology). This approximation makes sense for homogeneous polynomials, too: the homogeneous polynomial f is a limit of a family of homogeneous polynomials with rank ≤ t if and only if its associated point in P r is contained in σ t (X m,d ). Notice that " closure " in the definition of σ t (X m,d ) is a good way to formalize the approximation by points with rank ≤ t. Set σ 0 (X m,d ) = ∅. The border rank b r,m (P ) of P is the minimal integer t > 0 such that P ∈ σ t (X m,d ), i.e. the only integer b > 0 such that P ∈ σ b (X m,d ) \ σ b−1 (X m,d ). The cactus rank ([6] , [28] ) (introduced in [23] with the name scheme-rank) z m,d (P ) of P is the minimal integer z such that there is a zero-dimensional scheme Z ⊂ P m with deg(Z) = z and P ∈ ν d (Z) . We always have z m,d (P ) ≤ r m,d (P ). If d ≥ b r,m (P ) − 1, then z r,m (P ) ≤ b r,m (P ) and often equality holds. We are interested in points with border rank 5 and we assume that d is not too low, e.g., we assume d ≥ 9. Since d ≥ 4 and b m,d (P ) = 5, we have z m,d (P ) ≤ 5 and hence we get at least one scheme A with deg(A) ≤ 5 and P ∈ ν d (A) . Now assume m ≥ 4, d ≥ 4 and that P / ∈ ν d (M ) for any linear subspace M of P m with dim(M ) ≤ 3, i.e. assume that the polynomial f associated to P does not depend on at most 4 variables, up to a linear change of coordinates.
Since P ∈ ν d (A) , the condition " P / ∈ ν d (M ) for any linear subspace M of P m with dim(M ) ≤ 3 " implies dim( A ) = 4, i.e. A is linearly independent. Assume that A has s ≥ 1 connected components, say A = A 1 ⊔ · · · ⊔ A s . We say that A has type (s; In each case (i),. . . ,(vii) the description of each A easily give the dimension, 5m + 5 − s, of all points P in that case and that they are parametrized by an irreducible variety (see Remark 8) . Each case occurs (Remark 7).
Case (vii) is obvious. Case (i) is the hard one and we use its proof (called step (b) in the proof of Theorem 1) to prove the other cases and (for the easiest cases) more informations that just the integer r m,d (P ). For each P ∈ P r let S(P ) be the set of all sets S ⊂ P m evincing the rank of P , i.e. the set of all subset S ⊂ P m such that P ∈ ν d (S) and ♯(S) = r m,d (P ) (see Proposition 1 (case arbitrary cactus rank b ≥ 2 and type (b − 1; 2, 1, . . .), Proposition 2 (case s = 3, b 1 = b 2 = 2, b 3 = 1), Proposition 3 (case arbitrary cactus rank b ≥ 3 and type (b − 2; 3, 1, . . .) and Proposition 4 (case s = 2, b 1 = 3, b 2 = 2)). In each case P depends on exactly 5 variables, because P ∈ ν d (A) .
Remark 1 If d ≥ 9, then for each P ∈ P r with border rank 5 there is a unique degree 5 scheme A evincing the cactus rank of P ([9, Corollary 2.7] or [4, Lemma 4.2 and text after Remark 2.7] ). Fix any degree 5 zero-dimensional scheme A achieving the cactus rank of some P ∈ P r with border rank 5. Fix any Q ∈ ν d (A) and let E ⊆ A be a minimal subscheme of A such that P ∈ ν d (E) . If d ≥ 9 we get that b m,d (Q) = z m,d (Q) = deg (E) and that E is the only scheme evincing the cactus rank of Q. Q depends essentially on 5 variables if and only if E = A and dim( A ) = P 4 . In each step of the proof of Theorem 1 we give a classification of all A appearing as cactus rank and an easy way to write A. Therefore, using A, one may easily give P ∈ P r with a prescribed rank, among the possible ones 4d − 3, 3d − 1, 2d + 1, d + 3, 5. Without knowing A it may be possible to detect the value of r m,d (P ) for a specific P , just because Theorem 1 list all possible ranks and the difference between two different ranks is huge for large d.
Remark 2 Take the set-up of Theorem 1, but only assume d ≥ 4. Fix P ∈ P r with border rank 5 and assume that there is no 3-dimensional linear subspace
, there is at least one scheme A evincing the cactus rank of P . Call (s; b 1 , . . . , b s ), b 1 + · · · + b s = 5, the type of A. The classification of the possible connected components A 1 , . . . , A s of A is done in the corresponding step of the proof of Theorem 1, because it does not depend on d. At the beginning of each step we prove an upper bound for the integer r m,d (P ) (the hard part was then to check the opposite inequality). This part of the inequality does not depend on d. Hence in each case r m,d (P ) is at most the value listed in Theorem 1. In particular we get r m,d (P ) ≤ 4d−3.
We work over an algebraically closed field K with char(K) = 0. Any easy weak form of Lefschetz's principle would allow to deduce this case from the case K = C.
Preliminaries
Let X be a projective variety, D an effective Cartier divisor of X and Z ⊂ X a zero-dimensional scheme. The residual scheme Res D (Z) of Z with respect to D (or with respect to the inclusion D ⊂ X) is the closed subscheme of X with I Z : I D as its ideal sheaf. For every line bundle L on X we have a residual exact sequence of coherent sheaves
The case m = 2 of the next lemma is a very particular case of [18, Corollaire 2] ; the general case easily follows by induction on m, taking a hyperplane H ⊂ P m with maximal deg(Z ∩ H) as in step (b) of the proof of Theorem 1 (case g ≤ 2, g ′ = 1); if deg(Z) ≤ 2d + 1, then the lemma is [5, Lemma 34] .
Remark 3 Take the set-up of Lemma 1 and assume the existence of a plane conic T such that deg(T ∩ Z) ≥ 2d + 2, but that there is no line L ⊂ P m with deg(L ∩ Z) ≥ d + 2. When Z has many reduced connected components, it is obvious that T must be reduced. Assume that T is reduced, but reducible, say
and that Z is a Cartier divisor of the nodal curve T (it is a general property of nodal curves with smooth irreducible component: for any zero-dimensional
. Now assume that existence of a plane cubic F with deg(F ∩ Z) ≥ 3d. F is not reduced if and only if there is a line L ⊂ F appearing in F with multiplicity at least two. To get that F is reduced it is sufficient to assume that deg(R ∩ Z) ≤ d + 1 for each line R and that Z has at least 2d + 2 reduced connected components.
Remark 4 Fix integers
(a quick proof: use induction on m and the proof of Theorem 1 below using the hyperplanes H i ; we get g ≤ 2).
Remark 5 Let T ⊂ P 2 be a reduced curve of degree t < d. It is connected and the projective space ν d (T )) has dimension x := Hence ♯(B ∩ T ) ≤ x. If t = 1 (resp. t = 2, resp t = 3) then x = d (resp. 2d, resp. 3d − 1).
Proof of Theorem 1 and related result
Step (b) of the proof of Theorem 1 is by far the most difficult part of this paper and the one which may be used elsewhere. We outline here the proof of Theorem 1 and of the other results of this section.
Outline of the proof of Theorem 1 and of the other results of this section
We first give the classification of all possible degree 5 schemes A. The key step (called step (b)) is the one in which we handle the case s = 1 (it is an enhanced version of the proof of [4, Proposition 5.19] ). This step is subdivided into several substeps and sub-substeps (up to, e.g., step (b2.2.2.1), which is the first step of step (b2.2.2), which is the second step of step (b2.2), which is the second step of step (b2), which is the second step of step (b)). There are several good reasons for the splitting of the proof in this way. In the proof of the other cases and in the proof of Propositions 1, 2, 3, 4 we need to quote a specific substep or to modify it a little bit; in this way all proofs are detailed and complete, but with no duplication, and each part of the proof has its own label, making easier to quote it in future works. In step (c) of the proof of Theorem 1 we reduce some cases to Propositions 1, 2, 3 and 4. 
Proof (Proof of Theorem 1)
It is a general result that every zero-dimensional scheme evincing the cactus rank of some P ∈ P r is Gorenstein ([8, Lemma 2.3]). There is a scheme, A, evincing the border rank Lemma 2.6] ). This scheme is unique, because d ≥ 9 = 2b m,d (P )−1 ([9, Corollary 2.7 and its proof] or [4, Lemma 4.2 and the text after Remark 2.7]). It also evinces the cactus rank of P , i.e. z m,d (P ) = 5, because [5] and [4] give the classifications for all points with cactus rank ≤ 4 and they have border rank ≤ 4. Since P / ∈ ν d (H) for any 3-dimensional linear subspace H ⊂ P m , deg(A) = 5 and P ∈ ν d (A) , we have dim( A ) = 4, i.e. A is linearly independent. In particular it is in linearly general position in A . The scheme A is not the double 2O of one point of A (i.e. the closed subscheme of the projective space A with (I O, A ) 2 as its ideal sheaf), because the proof of [5, Theorem 32] shows that for each 
(a) If A is reduced, i.e. if s = 5, then r 4,d (P ) ≤ 5. Since we assumed border rank 5, we get r 4,d (P ) = 5.
(b) Now assume s = 1 and hence b 1 = 5. The scheme A 1 is curvilinear and unramified, because P 4 = P(W ) with dim(W ) = 5, A 1 = P 4 and we may apply [17, Theorem 1.3] .
Claim: A 1 is contained in a rational normal curve C ⊂ P 4 . Proof of the Claim: Since A 1 is connected and curvilinear for each i = 1, . . . , 5, A 1 has a unique subscheme
The existence of the rational normal curve C also gives that A 1 is unique, up to a projective transformation. The curve ν d (C) is a degree 4d rational normal curve in its linear span. By Sylvester's theorem ( [11] , [25, Fix an integer i ≥ 2 and assume to have defined the integers e j , the hyperplanes H j and the scheme W j , 1 ≤ j < i. Let H i be any hyperplane such that
for all i. For each integer i > 0 we have the residual exact sequence
We call g the minimum such an integer. Since any zero-dimensional scheme with degree 4 of P 4 is contained in a hyperplane, if e i ≤ 3, then W i = ∅ and e j = 0 if j > i. Hence e d+2 = 0 and e d+1 ≤ 1. Since
Assume for the moment g ≥ 2 and e g ≤ 2(d + 1 − g) + 1. Since e g > 0, W g−2 spans P 4 . Hence e g−1 ≥ d+5−g. This inequality is obvious if e g ≥ 2(d+1−g)+2 and 
(b1) Assume g = 3.
We have e 3 ≥ d and
Since e 1 ≥ e 2 ≥ e 3 and e 1 + e 2 + e 3 ≤ 4d + 1, we have
(it exists by the residual exact sequence (2) obtained using the hyperplanes N i ). Now we only have that 
(it exists by the residual exact sequence (2) obtained using the hyperplanes
(b1.1.1) Assume for the moment g ′′ = 2. We get f
First assume that L ∪ D ∪ R is contained in a hyperplane M . In this case we get e 1 ≥ deg(M ∩W 0 ) ≥ 3d− 1. Hence e 3 + e 2 ≤ d+ 2, a contradiction. Now assume that L ∪D ∪R is not contained in a hyperplane. Since h 0 (O P 4 (2)) = 15 and h 0 (O L∪R∪D (2)) ≤ 9, we have h 0 (I L∪R∪D (2)) ≥ 6. Since L ∪ D ∪ R is not contained in a hyperplane, either these lines are pairwise disjoint and they are not contained in a plane or two of them meets and the other one is disjoint from the plane spanned by the first two lines. Therefore L ∪ R ∪ D is the scheme-theoretic base locus of
Since L ∪ R ∪ D is the scheme-theoretic base locus of |I L∪R∪D (2)| and A is curvilinear, we get A ⊂ L ∪ R ∪ D, contradicting the fact that at most two of these lines contain O.
we get the existence of a line (2)) ≥ 3 and we take a general Q 1 ∈ |I L∪R ′ ∪R∪D (2)|. As above we find A ∪ B ⊂ Q 1 . Since e 1 ≤ 2d − 1, no 3 of the lines L, R, R ′ and D are contained in a plane. Hence at most two of these lines contain O and at most one of the lines is tangent to C at O. We get deg(
In the latter case we would have e 1 ≥ 2d + 1, a contradiction. Hence there is a line
Since e 2 ≤ e 1 and e 1 + e 2 ≤ 4d + 1, we have e 2 ≤ 2d.
(b2.1) Assume e 2 = 2d and the existence of a conic T ⊂ H 2 such that
, there is o ∈ B \ B ∩ T . Let M be the plane spanned by o and T . Since e 1 ≤ 2d + 1, we get e 1 = 2d + 1, 
If one of the two conics is reducible, then taking a connected union J ⊂ T ∪ T ′ of 3 lines we get e 1 ≥ 2d + 2, a contradiction. Hence both conics T, T ′ are smooth. Since B = P 4 , we have
Hence at most one of the two conics is tangent to
contradiction (and similarly if T is not tangent to C at O).
(b2.1.2) Now assume the existence of the line R. Since e 1 = 2d + 1, then
, if R is not tangent to C at O it is sufficient to take Q containing R∪T and the degree two zero-dimensional subscheme η of A).
we may even find Q ∈ |I T ∪R∪η (2)| not containing the degree 4 subscheme of A, because A is curvilinear.
We have f i ≥ f i+1 for all i ≥ 3 and if f i ≤ 3, then f i+1 = 0 and Z i = ∅.
We have the residual exact sequence similar to (2) 
(b2. 
. Now assume L ∩ T = ∅ and hence O / ∈ T . Let Q be a quadric hypersurface containing T ∪ L and at least one other point of
Let Q be any quadric surface containing the two conics L∪R and T (it exists, because h
the reduced conic must be reducible and the four lines of L ∪ R ∪ T pass through the point O 1 . Moreover, the union of any 3 of these lines span a hyperplane.
and the second inequality is not strict if and only if L i is the tangent line of C. Hence the second inequality is not strict for at most one index i.
∈ B and L is the tangent line to C at O. The maximality property of
. By Lemma 1 and Remark 3 either there is a line
(b2.2.3.1.1) Assume the existence of F . In particular we have 
Since at most one of the lines L, D, R ′ is tangent to 
Hence there is a unique
∈ W for any W ⊆ A and any P W , we get P 1 / ∈ A ′ for any A 
(++b2) Assume h 1 (I Z1 (d − 1)) = 0. We repeat step (++b1.1.1) with the hyperplane N 1 instead of the hyperplane M .
(++c) Assume h 1 (I W1 (d − 1)) = 0. We repeat step (++b1.1.1) with the hyperplane H 1 instead of the hyperplane M .
(++c1) Assume h 1 (I ResM (W0) (d − 1)) > 0. We repeat step (++b1.1.1). 
Proposition 1 Fix integers
. Since A is in linearly general position and spans P m , we get that S \ S ∩ H 1 is a point; call it Q. Since h
In the same way we get 
Hence P i has border rank 2 with respect to the degree d rational normal curve ν d ( A i . Since P ∈ ν d (B 1 ∪ B 2 ∪ {O 3 }) for all B i ∈ S(P i ), we get r m,d (P ) ≤ 2d + 1. Fix any B ∈ S(P ) and set W 0 := A ∪ B. We have deg(W 0 ) ≤ 2d + 6. Define H i , e i , W i , g as in the proof of Theorem 1. Since deg(W 0 ) ≤ 2d + 6, we get g ≤ 2.
(a) Assume g = 2. Since e 1 ≥ e 2 and e 1 + e 2 ≤ 2d + 6, there is a line
be a hyperplane containing L and with maximal
. We get that A 1 ∪ A 2 evinces the cactus rank and the border rank of Q and that Q ∈ ν d (B \ {O 3 ) . Since B ∈ S(P ), we get B \ {O} ∈ S(Q). Now we repeat the construction in H 1 with A ′ := A 1 ∪ A 2 and B ′ := B \ {O 3 }. From now on we work inside the 3-dimensional projective space H 1 and we use planes contained in H 1 as hyperplane. We use the notations W i , H i , e i , g, Z i , f i , g i in this new set-up. For instance W 0 = (A 1 ∪A 2 )∪(B\{O}) and with respect to the point Q instead of the point P . We need to check that B \ {O 3 } ∈ S(Q) and describe B \ {O 3 }. For the first part it is sufficient to apply [4, Proposition 5.17] (which gives r m,d (Q) ≤ 2d), because we have ♯(B \ {O 3 }) ≤ 2d. In particular we checked that r m,d (P ) = 2d + 1, i.e. the part of Proposition 2 used in Theorem 1. The only difference with respect to the proof of Theorem 1 is that (since we are working with planes) we only now that if e i ≤ 2, then e i+1 = 0 and W i = ∅ and that if f i ≤ 2, then f i+1 = 0 and Z i = 0. We have w 0 := deg(
. We find w 0 > 3d, a contradiction. Now assume g < d and e g ≥ 2(d + 1 − g) + 2 (resp. g 
In the latter case we get O 2 / ∈ B, because we know that ♯(B) ≤ 2d + 1. Hence in the latter case B \ {O 3 } ⊂ A 1 ∪ A 2 and each B ∩ A i is as described in Proposition 2. Now assume 
each B i evincing the symmetric tensor rank of a uniquely determined point of
Conversely, for any 
Set {O 1 } = (A 1 ) red and {O 2 } = (A 2 ) red . Fix B ∈ S(P ). Since r m,d (P 1 ) = 2d − 1 and r m,d (P 2 ) = d, we have r m,d (P ) ≤ 3d − 1. Hence to prove all the assertions of the proposition it is sufficient to prove that B = B 1 ⊔ B 2 with B i ∈ S(P i ) for all i. Set W 0 := A ∪ B. We have w 0 := deg(W 0 ) ≤ 3d + 4. Define e i , H i , W i , g as in step (b) of the Theorem 1. Since w 0 ≤ 3d + 4, we get g ≤ 3.
(a) Assume g = 3. Since e 1 ≥ e 2 ≥ e 3 and e 1 + e 2 + e 3 ≤ 3d + 4, we have
′ as in step (b1) of the proof of Theorem 1. As above we get g ′ ≤ 3 and
. As above we get
Since e 1 ≥ e 2 and e 1 + e 2 ≤ 3d + 4, we have e 2 ≤ 2(d − 1) + 1. Hence [5, Lemma 34] gives the existence of a line L ⊂ N 2 such that deg(L∩W 1 ) ≥ d+1. We define Z i , f i , N i , g ′ with respect to the line L met in this step. We have
(Lemma 1 and Remark 3).
(b1.1) Assume the existence of the line R ⊂ N 2 with deg( 4 or two of these lines, say J 1 , J 2 meets, while the other one, J 3 , is disjoint from the plane J 1 ∪ J 2 . The former case cannot occur, because A 1 is contained in no line. Assume that J 1 ∪ J 2 is a conic and that
Obviously A i evinces the scheme-rank and the border-rank of Q i . Since B evinces the rank of P , B i evinces the rank of Q i . Since (J 1 ∪ J 2 ) ∩ J 3 = ∅, we also get B 1 ∩ B 2 = ∅. Hence B is as claimed in the statement of Proposition 3.
(b1.2) Assume the existence of the conic F with deg(
Since L ∪ F is the scheme-theoretic intersection of the linear system |I F ∪L (2)|, 
In the second case we repeat the proof of step (b1.2.1). In the first case we repeat all steps of (b1.2). 
Since e d+1 > 0, we have e i ≥ m for i ≤ d and hence 2d + 2m − 2 ≤ md + 2, which is absurd if m > 2; for m = 2 we have s = 0, P 1 = P and the statement is a tautology. Assume g ≥ d + 2. We get W d+1 = ∅ and hence 2d + 2m − 2 ≥ 1 + m(d + 1), a contradiction. Now assume 2 ≤ g ≤ d. Using Remark 4 we get 2d + 2m
(a) Assume g = 2. Since e 1 ≥ e 2 and 4d > 2d+m−2, we have e 1 ≤ 2d−1. By [5, Lemma 34] there is a line 
For all integers i ≥ 2 define f i , Z i , N i as in step (b1) of the proof of Theorem 1. We have f i ≥ f i+1 for all i ≥ 2 and f i+1 = 0 if f i ≤ m − 1. By residual exact sequence like (2) we get the existence of a minimal integer g
As in step (b1) of the proof of Theorem 1 we get g ′ ≤ 2. .1] applied to the degree two surface Q instead of a plane we get
Hence a residual exact sequence and Grassmann's formula gives that ν d (A) ∩ ν d (B) is spanned by its subspaces
and that these subspaces are disjoint. Take any
is associated also to Q 1 . By induction on m (or [2] if m − ♯(E) = 2) we get r m,d (Q 1 ) = 2d+m−3−♯(E) and that every U ∈ S(Q 1 ) is of the form U ⊔S \E with ♯(U ) = 2d − 1 and U ∈ S(P 1 ). See Step (b2) below.
(a1.2.1) Assume ′′ are irreducible and of dimension 5m + s − 1.
To get the dimension of the the set of all associated degree d homogeneous polynomials, add +1 to each dimension, because proportional polynomials, say f and cf with c ∈ C \ {O}, have the same associated point P ∈ P r 4 Remarks on possible further works
Remark 9
We briefly explain what is missing to complete the stratification by rank of σ 5 (X m,d )\σ 4 (X m,d ). The case with very low d seems to be difficult, full of nasty cases and not very enlightening, but cases like d = 7, 8 may be easy (when A is not unique, just take the one which gives a lower rank). It may be easy to check which integers r m,d (P ) appears for some P ∈ σ 5 (X m,d )\σ 4 (X m,d ) just because only very few integers are possible. For a fixed P the proof of Theorem 1 may be not enough to compute the integer r m,d (P ), but probably all a priori possible integers arise for some P for which the proof of Theorem 1 works. Fix any integer d ≥ 5 and any A evincing the cactus rank of some P . If A is curvilinear, but not connected, i.e. if s ≥ 2, then we know its single pieces A i and in each case by [5] or [4] we know the rank, 
Conclusions
We give the stratification by the symmetric tensor rank of all degree d ≥ 9 homogeneous polynomials with border rank 5 and which depend essentially on at least 5 variables, extending two previous works ( [5] for border ranks 2 and 3, [4] for border rank 4). For the polynomials which depend on at least 5 variables only 5 ranks are possible: 5, d + 3, 2d + 1, 3d − 1, 4d − 3, but each of the ranks 3d − 1 and 2d + 1 is achieved in two geometrically different situations. These ranks are uniquely determined by a certain degree 5 zerodimensional scheme A associated to the polynomial. The polynomial depends essentially on at least 5 variables if and only if A is linearly independent. The polynomial has rank 4d − 3 (resp 3d − 1, resp. 2d + 1, resp. d + 3, resp. 5) if A has 1 (resp. 2, resp. 3, resp. 4, resp. 5) connected components. The assumption d ≥ 9 guarantees that each polynomial has a uniquely determined associated scheme A.
In each case we describe the dimension of the families of the polynomials with prescribed rank, each irreducible family being determined by the degrees of the connected components of the associated scheme A. Each family of polynomials has dimension 5m + s, where s = 1, . . . , 5 is the number of connected components of A (Remark 8).
When A has at least 3 connected components we also describe all linear forms evincing the rank ρ of the polynomial f , i.e. all linear forms ℓ i such that f = ρ i=1 λ i ℓ d i , λ i ∈ C \ {0}, up to a non-zero multiple of each ℓ i and a permutation of ℓ 1 , . . . , ℓ c .
The proofs require projective geometry and some algebraic geometry.
