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Abstract
Macromolecular and biomolecular folding landscapes typically contain high free energy
barriers that impede efficient sampling of configurational space by standard molecular
dynamics simulation. Biased sampling can artificially drive the simulation along pre-
specified collective variables (CVs), but success depends critically on the availability
of good CVs associated with the important collective dynamical motions. Nonlinear
machine learning techniques can identify such CVs but typically do not furnish an
explicit relationship with the atomic coordinates necessary to perform biased sampling.
In this work, we employ auto-associative artificial neural networks (“autoencoders”)
to learn nonlinear CVs that are explicit and differentiable functions of the atomic
coordinates. Our approach offers substantial speedups in exploration of configurational
space, and is distinguished from exiting approaches by its capacity to simultaneously
discover and directly accelerate along data-driven CVs. We demonstrate the approach
in simulations of alanine dipeptide and Trp-cage, and have developed an open-source
and freely-available implementation within OpenMM.
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Biased sampling of macromolecular and biomolecular folding requires the availability of
good collective variables along which to drive sampling. We employ a variant of artificial
neural networks known as autoencoders to discover data-driven collective variables from
molecular simulation trajectories. Importantly, these variables are explicit and differentiable
functions of the atomic coordinates that enables simultaneous collective variable discovery
and accelerated sampling directly in the data-driven coordinates.
2
1 Introduction
The predictive capacity of molecular dynamics (MD) calculations on large biomolecules is
limited by a disparity between the large time scales for conformational motions and the
short periods accessible to simulation1–3. This metastable trapping of simulations behind
large free energy barriers is a consequence of rough free energy surfaces (FES) and leads to
incomplete sampling of the thermally accessible phase space1,2,4,5. Comprehensive sampling
of all biologically relevant system states is required to compute converged thermodynamic
averages, sample the structurally and functionally relevant molecular configurations, and
explore large-scale collective motions critical to biological function such as allostery, substrate
gating, and ligand binding1–3.
To confront this limitation, a plethora of enhanced sampling techniques have been de-
veloped to accelerate barrier crossing in MD simulation4,5. These methodologies can be
broadly partitioned into two categories: tempering / generalized ensemble techniques, and
collective variable (CV) biasing5. We distinguish enhanced sampling methods to perform ac-
celerated exploration of configurational space from path-based techniques such as transition
path sampling (TPS)6–10, string methods11–14, and forward flux sampling (FFS)15,16 that
quantify transition pathways and rates between predefined system states. Tempering tech-
niques include simulated annealing17, multicanonical algorithm18, replica exchange19,20, and
Hamiltonian exchange21–25, which modify the system temperature and/or Hamiltonian to ac-
celerate barrier crossing5. Collective variable biasing techniques accelerate system dynamics
along pre-selected CVs4,5, and include non-Boltzmann sampling approaches such as umbrella
sampling (US)26, hyperdynamics27, conformational flooding28, metadynamics29–31, adiabatic
free energy dynamics (AFED)32, temperature accelerated molecular dynamics (TAMD)33
/ driven adiabatic free energy dynamics (d-AFED)34, temperature accelerated dynamics
(TAD)35, blue moon sampling36–38, adaptive biasing force (ABF)39, and thermodynamic
integration (TI)40,41. Where “good” CVs coincident with the important collective motions
that separate metastable states are available, CV biasing is typically more computationally
efficient than tempering approaches since it performs targeted acceleration along pre-selected
order parameters5,42. In instances where such CVs are not known or poor choices are made,
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CV biasing can fail badly and tempering approaches generally prove more efficient and suc-
cessful. It is normally difficult to intuit good CVs for all but the simplest systems.
Machine learning presents a systematic means to discover data-driven CVs. Conceptu-
ally, these approaches posit that the molecular dynamics in the 3N -dimensional space of the
Cartesian coordinates of the N atoms are effectively restrained to low-dimensional “intrinsic
manifold” containing the slow dynamics to which the remaining fast degrees of freedom are
slaved4,43. The validity of this assumption has been demonstrated many times and corre-
sponds to the emergence of a small number of collective modes from cooperative couplings
between system degrees of freedom43–51. CV discovery algorithms are therefore essentially
dimensionality reduction or manifold learning approaches4,44, and the CVs are “good” in
that they parameterize the intrinsic geometry of the phase space and can correspond to the
slow motions of the system over the manifold44,45. Data-driven CV discovery suffers from a
fundamental difficulty: to perform good sampling of configurational space one requires good
CVs that are explicit functions of the atomic coordinates, but to discover these CVs one
needs to perform good sampling of configurational space to generate data for CV discovery.
This is the root of the biased sampling “chicken-and-egg problem” identified by Clementi
and co-workers4. Accordingly, data-driven CV discovery must typically be performed in
an iterative fashion by interleaving rounds of accelerated sampling and CV discovery: each
round of sampling provides more comprehensive sampling of configurational space, and each
round of CV discovery determines collective variables parameterizing the slow dynamical
motions over the space explored by the biased calculations.
Linear dimensionality reduction approaches such as principal components analysis (PCA)48,51,52
and multidimensional scaling (MDS)53 are straightforward to apply, and furnish CVs that
are explicit functions of the atomic coordinates. As inherently linear approaches, however,
the CVs are typically poor descriptors for complex biomolecules possessing convoluted and
nonlinear intrinsic manifolds4,44,45. Kernel PCA presents a means to alleviate this problem
by applying a known nonlinear transformation of the atomic coordinates prior to dimen-
sionality reduction54, but the specification of appropriate kernels can be almost as diffi-
cult as intuiting the CVs themselves44. Nonlinear manifold learning approaches include
local tangent space alignment55, locally linear embedding (LLE)56,57, Isomap49,58–60, Lapla-
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cian eigenmaps61, Hessian eigenmaps62, semidefinite embedding (SDE) / maximum variance
unfolding (MVU)59, diffusion maps45,63–66, and sketch maps67–69. These approaches have
demonstrated great success in parameterizing nonlinear intrinsic manifolds of complex bio-
and macromolecules by discovering nonlinear CVs corresponding to concerted structural mo-
tions45,49,50,63,65,66,70–72. For the purposes of CV biasing, however, these approaches all share
the critical deficiency in that they do not furnish the mapping of atomic coordinates to the
CVs. An explicit and differentiable mapping from the atomic coordinates to the CVs is
required to perform biased MD simulations in the CVs in order to propagate biasing forces
in the CVs to forces on atoms1,4,44,73,74. (Biased Monte-Carlo requires that the CVs be ex-
plicit, but not necessarily differentiable, functions.) Without this mapping, it is not possible
perform biasing directly in CVs discovered by nonlinear learning.
A small number of approaches have been developed to perform indirect and approximate
biasing in CVs for which the atomic mapping is unknown. We previously introduced perhaps
the simplest approach that correlates CVs with candidate physical variables (e.g., dihedral
angles, radius of gyration) and performs biased sampling in these proxy variables63. High-
throughput screening can sieve putative physical variables and identify those best correlated
with the CVs75–77. This approach is, however, typically rather unsatisfactory, since it sur-
renders sampling in the CVs, and is very sensitive to the quality of the physical proxies.
A related approach fits the parameters of CVs with predefined functional forms78, but the
definition of appropriate functions can almost as difficult as defining the CVs themselves. A
more sophisticated approach expresses atomic coordinates as a sum of localized basis func-
tions over a small number of “landmarks” in the CV embedding1,60,73,79, and projects new
data by performing a weighted nearest-neighbors embedding73,79 or solving a linear opti-
mization problem to minimize the projection error1,60. Accordingly, direct sampling in the
CVs is relinquished for an interpolative and approximate basis function expansion44. An el-
egant strategy termed diffusion-map-directed molecular dynamics (DM-d-MD) proposed by
Clementi and co-workers accelerates sampling by initializing unbiased simulations in poorly
sampled regions of the CV projection66,72. Kevrekidis and co-workers recently proposed in-
trinsic map dynamics (iMapD) as an ingenious approach that first employs diffusion maps
to construct a nonlinear parameterization of the local manifold, then combines boundary
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detection and local principal components analysis to smoothly extend the boundary and ini-
tialize short bursts of unbiased simulations in unexplored regions of configurational space80.
Both DM-d-MD and iMapD use CVs discovered by nonlinear manifold learning to define the
limits of current exploration of configurational space, then judiciously initialize new unbiased
simulations to drive further exploration and accelerate sampling. However, neither approach
actually performs biased sampling directly in the CVs. This can make phase space explo-
ration inefficient by presenting difficulties for surmounting high free energy barriers down
which unbiased simulations can rapidly tumble.
In this work we present a new approach based on auto-associative artificial neural net-
works (“autoencoders”)81–85 to discover nonlinear CVs and perform biasing along these coor-
dinates. Crucially, neural networks offer a flexible and powerful means to discover nonlinear
CVs and furnish a explicit and differentiable function of the atomic coordinates. These CVs
may then be implemented directly in any CV biasing approach for enhanced sampling, such
as umbrella sampling or metadynamics. This feature makes autoencoders uniquely suited to
CV discovery for enhanced sampling, and stands in contrast to existing nonlinear machine
learning approaches that require appealing to proxy variables, basis set projections, or local
linear dimensionality reduction. We term our approach Molecular Enhanced Sampling with
Autoencoders (MESA). In this article we introduce the theoretical and mathematical under-
pinnings of MESA, and demonstrate it in applications to alanine dipeptide and Trp-cage,
and make the approach freely available to the community through an open source plugin to
the molecular simulation package OpenMM86–88.
The structure of this paper is as follows. In the next section, we establish the theoretical
and mathematical underpinnings of MESA including autoencoders, data-augmentation, the
L-method for dimensionality identification, umbrella sampling, and the weighted histogram
analysis method (WHAM). In Section 3, we demonstrate our approach to discover nonlinear
CVs, perform enhanced sampling in these coordinates, and efficiently recover free energy
surfaces for alanine dipeptide and Trp-cage. In Section 4, we close with our conclusions and
outlook for future work and development.
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2 Methods
2.1 Nonlinear dimensionality reduction using autoencoders
2.1.1 Auto-associative artificial neural networks (autoencoders)
Artificial neural networks (ANN) are a collection of simple computational nodes (“artifi-
cial neurons”) linked together into a network89, and so-called because of their similarity to
biological neural networks. ANNs have risen to prominence as a flexible tool to perform non-
linear regression and classification due to their large expressive power and predictive capac-
ity90, with simple multilayer networks proven to be universal approximators of any nonlinear
input-output relationship89,91. In this work, we focus on a class of auto-associative ANNs
known as autoencoders, which are specifically designed to perform unsupervised nonlinear
dimensionality reduction and furnish explicit and differentiable functions for the nonlinear
projection82,92,93. The structure of a prototypical 5-layer autoencoder is shown in Fig. 1. In
this section we review the key mathematical details of these networks that we exploit within
our CV discovery and enhanced sampling framework.
Architecture. The fundamental ansatz of the autoencoder is that there exists a low-
dimensional subspace – the so-called “intrinsic manifold”45 – L ∈ RK containing most of the
variance in the high-dimensional data H ∈ RD. Training of the autoencoder can discover
both the nonlinear projection of the high-dimensional data to the intrinsic manifold Θproj :
H → L and an approximate reconstruction of the high-dimensional states from their low-
dimensional projections Θrec : L → H82,94. The architecture of the network encodes this
ansatz within a five-layer, symmetric, fully-connected, feedforward topology. The projection
function Θproj is encoded in the first three layers, in which an ensemble of Q high-dimensional
data points {zq}Qq=1 ∈ RD comprising system snapshots harvested from a molecular dynamics
trajectory, are fed to an input layer containing D nodes, passed to the first hidden layer
containing G nodes, and finally projected down into a bottleneck layer comprising K nodes
containing the low-dimensional projections {ξq}Qq=1 ∈ RK . The reconstruction function Θrec
is encoded in the last three layers, in which the low-dimensional projections {ξq}Qq=1 ∈ RK in
the bottleneck layer are passed through the second hidden layer of G nodes, and finally to the
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Figure 1: An auto-associative artificial neural network (autoencoder) with a 4-8-2-8-4 topol-
ogy. The first half of the network passes inputs zq ∈ RD through a hidden layer into a
bottleneck layer containing the low-dimensional nonlinear projection ξq ∈ RK . The sec-
ond half of the network passes the ξq ∈ RK through a hidden layer to approximately
reconstruct the inputs in the output layer zˆq ∈ RD. Each node sums input signals
from nodes in the previous layer according to adjustable weights w plus a constant bias
b and passes them through an activation function to generate its own output. Train-
ing the network parameters {w,b} to accurately reproduce its inputs (i.e., to autoen-
code) corresponds to discovery of a low-dimensional projection in the bottleneck layer cap-
turing the salient features of the data. Image constructed using code downloaded from
http://www.texample.net/tikz/examples/neural-network with the permission of the
author Kjell Magne Fauske.
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D-node output layer containing the reconstructed data points {zˆq}Qq=1 ∈ RD. This is known
as a D-G-K-G-D autoencoder architecture. The number of input and output nodes D is
specified by the dimensionality of the data. The number of hidden nodes is flexible and may
be tuned via cross-validation to trade-off network expressive flexibility against complexity.
Choosing G ≈ 2D often provides a good initial guess. The number of bottleneck nodes
K specifies the intrinsic dimensionality of the system. We present below an automated
approach to ascertain an appropriate value of K.
Activation functions. Denoting the input, output, and bias associated with node j of
layer i as x
(i)
j , y
(i)
j , and b
(i)
j , the weight of the connection between node j in layer i and node
k in layer (i + 1) as w
(i)
jk , and the activation function of layer i as f
(i), we can build up an
explicit mathematical mapping for zq → ξq → zˆq. The inputs to the input layer are simply
the components of the high dimensional data points x
(1)
j = zj. The input to any node in any
other layer is the weighted sum of the outputs of all of the nodes in the previous layer plus
a bias x
(i)
k = b
(i)
k +
∑
j w
(i−1)
jk y
(i−1)
j , and the output of that node is the result of activation
function acting on its input y
(i)
k = f
(i)
(
x
(i)
k
)
. The input layer possesses linear activation
functions (i.e., identity mappings) whereas the remaining layers possess nonlinear activation
functions that we select to be hyperbolic tangents95. Importantly for our application, these
smooth activation functions possess analytical first derivatives. Summing over the first three
layers, the analytical expression for the nonlinear projection is,
Θproj : ξk = f
(3)
(
b
(3)
k +
G∑
g=1
w
(2)
gk f
(2)
(
b(2)g +
D∑
d=1
w
(1)
dg zd
))
, (1)
and for the nonlinear reconstruction is,
Θrec : zˆd = f
(5)
(
b
(5)
d +
G∑
g=1
w
(4)
gd f
(4)
(
b(4)g +
K∑
k=1
w
(3)
kg ξk
))
. (2)
Training. Training of the autoencoder amounts to training the network to optimally re-
construct its own inputs (i.e., to autoencode). Mathematically, this corresponds to specifying
the network weights w and biases b to minimize the error function,
E =
Q∑
q=1
‖zq − zˆq‖2 +
∑
i,j,k
λi
(
w
(i)
jk
)2
=
Q∑
q=1
‖zq − (Θrec ◦Θproj)zq‖2 +
∑
i,j,k
λi
(
w
(i)
jk
)2
. (3)
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The first term is the reconstruction error, and the second term is a regularizing penalty known
as weight decay that is typically included to prevent overfitting by controlling the growth of
the network weights82,95. In this work, we choose to set λi = 0 for all layers to eliminate
the weight decay term and instead regularize network training using early stopping as an
approach that plays essentially the same role in guarding against overfitting without the need
to tune the λi hyperparameters
96,97. Early stopping is implemented by randomly selecting
80% of data as the training partition and remaining 20% as the validation partition, and
terminating training when we either reach the maximum number of training epochs or the
error function evaluated over the validation partition no longer decreases for 30 continuous
epochs (i.e., early stopping). In each epoch, neural network parameters are updated using
mini-batch stochastic gradient descent with momentum.89,98–100.
Dimensionality determination. The number of nodes in the bottleneck layer K
specifies the dimensionality of the nonlinear projection. We empirically determine the di-
mensionality of the intrinsic manifold from the data by training D-G-K-G-D autoencoder
architectures, where G is tuned via cross-validation95. An appropriate value of K is deter-
mined by computing the fraction of variance explained (FVE) by the reconstructed outputs,
FVE = 1− SSerr
SStot
= 1−
∑Q
q=1 (zq − zˆq)2∑Q
q=1 (zq − z¯q)2
(4)
where SSerr is the residual sum of squares, SStot is the total sum of squares, and z¯ is the mean
input vector. The emergence of a plateau or knee in the FVE curve at a particular value
of K indicates that the predominance of variance in the data exists within a K-dimensional
intrinsic manifold. We determine the location of the knee in an automated fashion using
the L-method of Salvador and Chan101. For K  D and a high FVE in excess of 70%, we
assert that the autoencoder has discovered that the high-dimensional data in RD admits a
low-dimensional representation in RK from which the original data can be approximately
reconstructed. The outputs of the bottleneck layer ξ in the trained autoencoder define the
CVs parameterizing the low-dimensional intrinsic manifold. The explicit mapping of the
high-dimensional input data to these CVs is furnished by the projection Θproj in Eqn. 1.
Provided the activation functions of all of the nodes in the network are smooth functions,
then this explicit mapping also possesses analytical first derivatives with respect to the input
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data.
2.1.2 Elimination of translational and rotational invariances
Our application of autoencoders is to learn nonlinear low-dimensional CVs describing the
important configurational motions of biomolecules. The training data {zq}Qq=1 comprises
Q snapshots of the molecule harvested from molecular dynamics simulations recording the
Cartesian coordinates of the constituent atoms. When studying the configurational mo-
tions of a molecule in an isotropic medium, we typically wish to resolve internal structural
reconfigurations and exclude trivial changes in rotational orientation or center of mass lo-
cation. Accordingly, we must properly treat the zq to eliminate rotation and translation.
It is straightforward to eliminate translational degrees of freedom by subtracting the cen-
ter of mass coordinates from each zq prior to passing these data to the autoencoder. We
eliminate rotational invariances using data augmentation approach that is commonly used in
deep learning to eliminate invariances and enhance training sets, and which has proved par-
ticularly valuable in image classification applications102. For each translationally-centered
molecular configuration zq, we generate an ensemble of N additional configurations con-
structed by applying random three-dimensional rotations to zq. In training the autoencoder
we then assert that the network learn that all of these inputs should “autoencode” to the
same output, thereby teaching the network to disregard rotations as a relevant degree of
freedom and discover CVs that are a function only of the internal molecular configuration.
Mathematically, this requires that we modify the error function defined in Eqn. 3 to,
E =
Q∑
q=1
N∑
n=1
‖zˆq − L (Rn (zq) , zref)‖2 +
∑
i,j,k
λi
(
w
(i)
jk
)2
, (5)
where Rn denotes a rotation of configuration zq by a randomly selected angle θn = [0, 2pi)
around a randomly selected axis un in 3D space, and L (Rn (zq) , zref) represents the optimal
rotational alignment of rotated configuration Rn (zq) to a reference configuration zref that
has been previously translated such that its center of mass is coincident with the origin.
The operation L (Rn (zq) , zref) can be efficiently performed using the Kabsch algorithm
103.
Training of the autoencoder weights and biases to minimize Eqn. 5 teaches the network to
map arbitrary rotations of a particular configuration to the alignment of that configuration
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to a specific reference structure. A deficiency of this approach is that we must select a
particular reference configuration zref and this selection can affect the particular set of trained
weights and biases. We observe that bias introduced by the choice of reference state can
be mitigated and the autoencoder made robust to this particular choice by employing T
reference configurations {ztref}Tt=1, each of which is reconstructed by a subset of the outputs
of an augmented terminal layer. For example, we show in Fig. 2 an autoencoder with 4-8-2-
8-(2×4) topology employing two reference configurations. The network is identical to that in
Fig. 1, except that approximations to each of the two reference configurations are computed
in the terminal layer. We then define the error function as the sum of the errors associated
with each reference structure,
E =
T∑
t=1
Q∑
q=1
N∑
n=1
∥∥zˆtq − L (Rn (zq) , ztref)∥∥2 +∑
i,j,k
λi
(
w
(i)
jk
)2
, (6)
allowing the weights and biases of the output layer to differ for each of the T reference
configurations. In this manner, we confine the effect of different reference structure rotations
to the parameters of the terminal layer, and the weights and biases of the first four layers are
trained to be invariant to the choice of reference structure. In practice, we find satisfactory
performance for autoencoders trained with T=2 reference structures and N=16 random
rotations.
2.2 Enhanced sampling in autoencoder CVs
2.2.1 Umbrella sampling
The principal advantage of autoencoders over competing nonlinear dimensionality reduction
techniques is that the mapping of the high dimensional data {zq}Qq=1 ∈ RD – here molecular
configurations – to the intrinsic manifold {ξq}Qq=1 ∈ RK spanned by the discovered CVs is an
explicit and differentiable function of the input coordinates given by Eqn. 1. Accordingly,
biasing forces on the CVs can be analytically propagated to biasing forces on the atoms by
repeated application of the chain rule. Enhanced sampling can then be conducted directly
in the discovered CVs using any of the collective variable biasing techniques listed in Section
1. In this work we choose to use umbrella sampling, but other popular approaches such as
12
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Figure 2: An autoencoder with a 4-8-2-8-(2×4) topology). The network topology is identical
to that in Fig. 1, with the exception that the first four outputs of the output layer are used
to compute the reconstruction error with respect to the first reference configuration, and
the second four outputs with respect to the second reference configuration. The network
is trained to minimize the sum of reconstruction errors over the two reference configura-
tions. Image constructed using code downloaded from http://www.texample.net/tikz/
examples/neural-network with the permission of the author Kjell Magne Fauske.
metadynamics or adaptive biasing force calculations could be straightforwardly employed.
Umbrella sampling (US) was first introduced by Torrie and Valleau in 197726. The
method proceeds by augmenting the configurational part of the classical Hamiltonian H(rN)
written in the coordinates of all constituent atoms rN with a (typically harmonic) restraining
potential V (ξ(rN)) in a set of predefined collective variables ξ(rN) ∈ RK . These potentials
confine the system to a narrow region of CV space that looks locally flat, and within which
the system can comprehensively sample the acessible configurational space104,105. By tiling
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CV space with a number of overlapping umbrella windows, free energy barriers can be
surmounted and the full extent of CV space completely explored. Success of the approach
depends crucially on the selection of “good” CVs that track the slow collective molecular
motions of the system and adequately discriminate the metastable states and resolve the
free energy barriers within the system.
The bias-augmented system Hamiltonian E(rN) = H(rN) + V (ξ(rN)) determines the
force fi experienced by each atom i through the first derivatives with respect to the atomic
position ri,
fi = −∇riE(rN)
= −∇riH(rN)−∇riV (ξ(rN))
= fUi + f
B
i , (7)
where we identify fUi = −∇riH(rN) as the unbiased forces on the atoms arising from the
system Hamiltonian in the absence of the biasing potential, and fBi = −∇riV (ξ(rN)) as
the artificial biasing forces on the atoms arising from the potential applied to the CVs.
In performing a biased molecular dynamics simulation, the unbiased forces are computed
from the molecular force field in exactly the same manner as in an unbiased calculation.
These are supplemented by the biased forces derived from the artificial restraining potential
applied to the CVs. We now proceed to derive analytical expressions for the biasing forces. In
Section 2.5 we describe our computational implementation within biased molecular dynamics
simulations.
We first recognize that the ξ ∈ RK furnished by the bottleneck layer depend on the
inputs to the autoencoder z ∈ RD through the map defined in Eqn. 1. In applications of
nonlinear machine learning to biomolecular folding it is conventional to treat the solvent atom
coordinates implicitly through their influence on the conformational ensemble explored by the
biomolecule, but it is a possible extension of this work to explicitly consider solvent degrees of
freedom44. Accordingly, the autoencoder inputs z comprise a list of the Cartesian coordinates
of the D/3 atoms constituting the biomolecule z = {zx1 , zy1 , zz1 , . . . , zxD/3, zyD/3, zzD/3, } as a
subset of the coordinates of all atoms in the system z ⊂ rN . Armed with these nested
dependencies, we may expand fBi as a product of three Jacobian matrices resulting from
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repeated application of the chain rule,
fBi = −
∂V
∂ξ
∂ξ
∂z
∇riz
=
[
−
K∑
k=1
D∑
d=1
∂V
∂ξk
∂ξk
∂zd
∂zd
∂rxi
−
K∑
k=1
D∑
d=1
∂V
∂ξk
∂ξk
∂zd
∂zd
∂ryi
−
K∑
k=1
D∑
d=1
∂V
∂ξk
∂ξk
∂zd
∂zd
∂rzi
]
(8)
where ∂V
∂ξ
is a 1-by-K matrix, ∂ξ
∂z
is a K-by-D matrix, and ∇riz is a D-by-3 matrix1. Each
of these three matrices possesses straightforward analytical expressions.
∂V
∂ξ
Assuming the standard choice of a harmonic biasing potential in each of the CVs,
the artificial biasing potential can be written as,
V (ξ) =
K∑
k=1
1
2
κk
(
ξk − ξ0k
)2
, (9)
where κk is the harmonic force constant and ξ
0
k the harmonic center for CV ξk. The elements
of the Jacobian matrix immediately follow as,
∂V
∂ξk
= κk
(
ξk − ξ0k
)
. (10)
∂ξ
∂z
Appealing to Eqn. 1, the elements of this Jacobian matrix follow from the low-
dimensional projection furnished by the trained autoencoder,
∂ξk
∂zd
=
∂
∂zd
[
f (3)
(
b
(3)
k +
G∑
g=1
w
(2)
gk f
(2)
(
b(2)g +
D∑
d=1
w
(1)
dg zd
))]
= f (3)′
(
b
(3)
k +
G∑
g=1
w
(2)
gk f
(2)
(
b(2)g +
D∑
d=1
w
(1)
dg zd
))
×
G∑
g=1
w
(2)
gk f
(2)′
(
b(2)g +
D∑
d=1
w
(1)
dg zd
)
× w(1)dg
(11)
where the w and b are the weights an biases of the trained network, f (2) and f (3) are the
tanh activation functions associated with the second and third layers, and f (2)′ and f (3)′ are
their first derivatives tanh(x)′ = 1− tanh2(x).
∇riz Since the z constitute a subset of the atomic Cartesian coordinates, this final
Jacobian matrix possesses a very simple form. For ri ⊂ z the D-by-3 matrix contains three
unit elements ∂zd
∂rxi
= 1 for zd = r
x
i ,
∂zd
∂ryi
= 1 for zd = r
y
i , and
∂zd
∂rzi
= 1 for zd = r
z
i , with all
other entries zero. For ri 6⊂ z, all matrix elements are zero. Accordingly, this matrix serves
as a filter that passes forces onto only those atoms whose coordinates feature in the inputs
to the autoencoder.
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2.2.2 Weighted histogram analysis method (WHAM)
Having conducted a series of umbrella sampling simulations tiling CV space, we estimate
the unbiased free energy surface F (ξ) in these CVs by reweighting and combining the bi-
ased histograms recorded in each window using the weighted histogram analysis method
(WHAM)106–110. The WHAM estimator minimizes statistical errors in the estimated unbi-
ased probability distribution P (ξ)106–114, and the free energy surface is then computed from
the estimated unbiased distribution using the standard statistical mechanical relation115,
F (ξ) = −kBT lnP (ξ) + C, (12)
where C is an arbitrary additive constant reflecting our ignorance of the absolute free energy
scale. Free energy surfaces in (collective) variables other than those in which biased sampling
was conducted are estimated from the biased simulation data and WHAM solution using
the approach detailed in Ref. [63].
2.3 MESA: Interleaved on-the-fly CV discovery and enhanced sampling
We now present our novel framework for nonlinear CV discovery and accelerated sampling
that we term MESA. The heart of the approach is discovery of CVs that are explicit and
differentiable functions of the atomic coordinates that can then be used to perform enhanced
sampling by surgical targeting of biased calculations in these collective coordinates. Having
conducted additional sampling of the space, the data driven CVs spanning this expanded
space will, in general, differ from those parameterizing the original space and we must retrain
our autoencoder including the new data. Furthermore, the dimensionality of the system
may change with location in configurational space, and new CVs can emerge as we conduct
additional sampling63,80. This is the origin of the “chicken-and-egg problem” identified by
Clementi and co-workers4, and requires that we interleave successive rounds of CV discovery
and biased sampling until the discovered CVs and the free energy surface they parameterize
stabilize. This informs a six-step iterative protocol for the application of MESA, for which a
schematic flowchart is provided in Fig. 3. We observe that the computational cost associated
with autoencoder training is vastly lower than that of the biased molecular simulations
for all but the most trivial of molecular systems. For example, execution of 15 × 2 ns
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biased simulations of the 20-residue Trp-cage mini-protein116 in a bath of 2773 explicit
water molecules required ∼8 GPU-hours, whereas training of an autoencoder over the 32,000
harvested molecular configurations required only ∼5 GPU-minutes.
Generate initial training data
Autoencoder CV discovery
Boundary detection
Compute free energy surface
Enhanced sampling
Convergence?
No
Yes
Figure 3: Schematic flowchart of the iterative six-step application of MESA.
Step 1 – Generate initial training data. Perform an initial unbiased simulation
to generate an initial set of atomic coordinates for the first round of autoencoder training.
The CV discovery process performs better for larger data sets that explore larger volumes
of configurational space, and so it is typically beneficial to conduct relatively long unbiased
calculations. As a rule of thumb, the initial unbiased run is sufficiently good for initial
CV discovery if the fraction of variance explained by the reconstructed outputs exceeds
∼40% (Eqn. 4). For systems possessing very rugged free energy surfaces, it can be useful to
conduct this unbiased run at elevated temperature, employ a biased calculation in intuited
CVs based on expert knowledge, or run calculations of a related but less computationally
expensive model such as a biomolecule in vacuum or implicit solvent or a coarse-grained
analog as a form of transfer learning1,117.
Step 2 – Autoencoder CV discovery. Train an ensemble of D-G-K-G-D autoen-
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coders with different values of K corresponding to various numbers of bottleneck nodes. G
is tuned at each value of K by cross-validation. Perform training over all molecular config-
urations collected in all previous rounds of biased and unbiased sampling using the data-
augmented training procedure described in Section 2.1.2 in which we eliminate translational
and rotational invariances. It is typically good practice to train a number of autoencoders
at each value of K by initializing each with different randomly assigned weights and biases
and selecting the top performed measured in terms of fraction of variance explained in the
reconstructed outputs (Eqn. 4). Apply the L-method101 to identify a knee in the FVE plot
to determine the dimensionality of the intrinsic manifold and select an appropriate value of
K.
Step 3 – Boundary detection. Map all molecular configurations {zq}Qq=1 ∈ RD to the
low-dimensional intrinsic manifold {ξq}Qq=1 ∈ RK using the trained autoencoder. Employ a
boundary detection algorithm to define the (K − 1)-dimensional boundary of the explored
region of the K-dimensional manifold. Possible approaches include alpha-shapes80,118,119
or “wrapping” algorithms120. Here we employ a grid-based approach motivated by the
normalized graph Laplacian that discretizes CV space to identify cells that are both sparsely
populated and adjacent to densely populated regions.
1. Divide the space spanned by the collected data into a cubic grid comprising cells with
side lengths {lk}Kk=1. The size of the cells control how finely we resolve the boundary
and how far we extrapolate beyond the explored region. The optimal values are system
dependent, but we find the algorithm to be quite robust to the particular choice. As a
rule of thumb, we find taking lk equal to ∼1/20 of the linear range of the exploration
in ξk provides satisfactory results. Collect histograms over this grid and let ni denote
the number of points falling within cell i.
2. Compute pi = −e−ni for each cell. This operation applies a Laplacian / exponential
kernel with unit variance to each cell count, which has the effect of amplifying difference
between empty cells and non-empty cells.
3. Let Ki be the set containing indexes of neighboring cells of cell i. Compute vi =
pi − 1|Ki|
∑
j∈Ki pj. This operation measures the difference in the population of each
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grid cell with the mean population of its neighbors.
4. Discard all cell indexes with positive vi values. Sort the remaining vi and select the
ν most negative values (i.e., largest absolute values) as the cells in which to launch
biased umbrella sampling runs. In this work we select ν=10-20, but this can be tuned
based on available computational resources.
We find this procedure to perform quite well in both identifying the boundary of the
explored region of the intrinsic manifold, and identifying internal holes within this region. It
is also quite robust to the shape and dimensionality of the explored region. An illustration
of the boundary detection procedure is illustrated in Fig. 4.
Step 4 – Enhanced sampling. Run umbrella sampling runs in each of the ν identified
boundary cells employing harmonic restraining potentials given by Eqn. 9. This step both
advances the frontier of the explored region and fills internal holes by direct biasing in the
identified CVs. In this work we select the umbrella potential center ξ0 to be the center of the
identified cubic cells, but it is straightforward to place the biased runs closer or further from
the boundary. Appropriate values for the harmonic restraining potentials κ are strongly
system dependent, and must typically be tuned by trial and error. For systems possessing
high free energy barriers, we suggest that it may be useful to adaptively tune κ based on
the distance between the center of the umbrella sampling point cloud and the potential
center. Specifically, if the center of mass of the point generated by the biased calculation
falls outside of the grid cell, the harmonic force constant may be progressively increased up
to a pre-specified maximum. In this manner, the biased simulation can adapt to the local
gradient and topography of the underlying free energy landscape80.
Step 5 – Convergence assessment. Determine whether the umbrella sampling runs
have led to substantial new exploration of configurational space. We test this in two different
ways. First, we project the new molecular configurations onto the intrinsic manifold using
the autoencoder and determine whether the boundary of the explored region has changed
after the addition of the new data. Second, we perform Step 2 to retrain autoencoders on
the augmented data and identify whether the dimensionality of the intrinsic manifold and its
parameterizing CVs have converged. The dimensionality of the intrinsic manifold is assessed
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Figure 4: Illustration of boundary detection procedure for a two-dimensional intrinsic mani-
fold parameterized by CVs ξ1 and ξ2. (a) Bin counts ni of molecular configurations projected
into each cell of a cubic histogram spanning the explored region of the intrinsic manifold. (b)
Application of Laplacian kernel to each bin count, pi = −e−ni . (c) Differencing the Laplacian
kernel of each cell count with the mean of its neighboring cells Ki, vi = pi − 1|Ki|
∑
j∈Ki pj.
(d) Selection of those cells containing the ν = 19 most negative vi values as those in which
to launch umbrella sampling runs.
by application of the the L-method101 to identify a knee in the FVE plot. Stabilization of
the CVs is assessed by performing a linear regression of the old CVs in terms of the new, and
looking for coefficients of determination in excess of 95%. This procedure allows for trivial
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linear transformations between the old and new CVs – sign changes and rotations – that do
not affect the information content of the parameterization. If the boundary has not moved,
the dimensionality has not changed, and the CVs have stabilized, then we terminate MESA.
Otherwise, we perform a new round of interleaved CV discovery and biased sampling by
cycling round the loop again from Step 2.
Step 6 – Compute free energy surface. Perform umbrella sampling over the complete
space spanned by the converged CVs specified by the terminal autoencoder. Construct the
optimal estimate of the unbiased free energy surface in the collective variables F (ξ) by
solving the WHAM equations, and optionally reweighting the unbiased free energy surface
into arbitrary collective coordinates (Section 2.2.2).
This algorithm possesses a number of attractive features. First, all steps are largely auto-
mated requiring minimal user intervention, including training of the autoencoder, boundary
detection, and identification and launch of new umbrella runs. The requirement of the user
beyond specifying the parameters of the algorithm is in Step 5 to judge whether the bound-
ary and/or CVs are sufficiently similar to warrant termination of MESA. In principle, this
step could also be automated. Second, by interleaving CV discovery and enhanced sampling,
we converge towards a set of global data-driven CVs providing a good parameterization of
the accessible configurational space. Third, the availability of the explicit mapping from
the atomic coordinates to the CVs enables enhanced sampling directly in the CVs. This
stands in contrast to existing approaches that initialize unbiased simulations at the edge of
the explored region in CV space to drive sampling of unexplored configurational space66,72,80
and/or perform sampling in proxy physical variables63 or in an approximate basis function
expansion1,60,73,78,79. Fourth, the collective coordinates are useful not only for enhanced sam-
pling, but in providing understanding of the important slow collective motions governing the
long-time evolution of the system. The explicit mapping between the atomic coordinates and
CVs can help provide a transparent physical interpretation of these collective modes. Al-
though these relations can be somewhat obscured by the complexity of the mapping function
(Eqn. 1), the weights within the trained network can be quite informative in illuminating
which atoms play important roles in each of the discovered CVs.
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2.4 Molecular dynamics simulations
We demonstrate and validate MESA in applications to two peptides: alanine dipeptide
and Trp-cage (Fig. 5). All molecular simulations were performed using the OpenMM 7.0
molecular dynamics package86–88.
φ
ψ
(a) (b)
A
B
C
D
Figure 5: Molecular structures of the two peptides studied in this work. (a) Alanine dipeptide
indicating the φ and ψ backbone dihedrals. (b) Trp-cage indicating the N-terminal α-helix
(blue), 310 helix (green) and C-terminal polyproline region (red). The orange arrows denote
the vectors linking the Cα atoms of Asn-1 (A), Asp-9 (B), Ser-14 (C), and Ser-20 (D).
The dihedral angle θ1,9,14,20 defined by these vectors measures the angle between the planes
containing the Cα atoms of {Asn-1, Asp-9, Ser-14}, and that containing those of {Asp-9,
Ser-14, Ser-20}. This angle provides a measure of the global chirality of the molecule that is
informative in understanding the CVs discovered by MESA. The Trp-6 side chain (explicitly
visualized) is “caged” inside a hydrophobic core. All molecular renderings are constructed
using VMD121.
2.4.1 Alanine dipeptide
Simulations of alanine dipeptide (N -acetyl-L-alanine-N ′-methylamide, AcAlaNHMe) were
performed in vacuum using the Amber99sb force field122. Calculations were performed at
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T=300K and the equations of motion numerically integrated using a Langevin integrator
with a friction coefficient of 1 ps−1 and a 2 fs time step123. All bond lengths were fixed
using the LINCS algorithm124. Lennard-Jones interactions were treated with no cutoff,
and we employed the Lorentz-Berthelot combining rules to determine interaction param-
eters between dissimilar atom types125. Electrostatic interactions were computed exactly
in real space using no cutoff. A single 800 ps initial unbiased calculation was performed,
and snapshots saved every 1 ps to generate an initial unbiased ensemble of 800 molecular
configurations. Enhanced sampling calculations were performed using an in-house biasing
force plugin to OpenMM to launch ν=10-20 umbrella windows in each round employing
harmonic restraining potentials of κ=3000 kJ/mol.(unit of CV)2 in each CV. Each umbrella
calculation was performed for 100 ps, saving configurations every 1 ps. All calculations were
performed on Intel i7-5820K chips (6-cores, 15 MB Cache, 3.8 GHz overclocked), achieving
execution speeds of ∼6 µs/day.core for unbiased simulations and ∼1.3 µs/day.core for biased
calculations.
2.4.2 Trp-cage
Simulations of Trp-cage (NLYIQWLKDGGPSSGRPPPS; PDB ID: 1L2Y) were performed
in a bath of 2773 TIP4P-Ew water molecules126 treating the protein using the Amber03 force
field122. A single Cl− counterion was added to neutralize the net single positive charge of Trp-
cage. Initial molecular configurations were downloaded from the Protein Data-Bank116,127.
Calculations were conducted at T=300 K using an Andersen thermostat128 and P=1 atm
using a Monte-Carlo barostat129,130. Equations of motion were numerically integrated using
the leapfrog Verlet algorithm with a 2 fs time step131. The length of all bonds involving H
atoms were fixed using the LINCS algorithm124. Lennard-Jones interactions were subjected
to a 1 nm cutoff, and Lorentz-Berthelot combining rules used to determine interaction pa-
rameters between dissimilar atom types125. Electrostatic interactions were treated using
particle mesh Ewald with a 1 nm cutoff132. Three independent 10 ns unbiased simulations
were conducted saving snapshots every 20 ps, to generate an initial unbiased ensemble of
1500 molecular configurations. Enhanced sampling calculations were performed using an in-
house biasing force plugin to OpenMM to launch ν=10-20 umbrella windows in each round
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employing harmonic restraining potentials of a minimum of κ=3000 kJ/mol.(unit of CV)2
in each CV. Higher force constants were employed as necessary to achieve good sampling
in rugged or steep regions of the landscape. Each umbrella calculation was performed for
2 ns, saving configurations every 20 ps. All calculations were performed on GeForce GTX
960 GPU cards, achieving execution speeds of ∼100 ns/day.core for the unbiased simulations
and ∼95 ns/day.core for the biased calculations.
2.5 Implementation and open source availability
All molecular simulations were performed using the open source OpenMM 7.0 simulation
package available for free download from http://openmm.org86,88. All artificial neural net-
work construction and training was conducted using the Keras deep learning Python API
available from https://github.com/fchollet/keras and running on top of the Theano
libraries133. Umbrella sampling calculations were performed using an in-house biasing force
plugin ANN Force to OpenMM that computes all of the Jacobian matrix elements in Eqn. 8
from a trained autoencoder, and calculates from these the atomic biasing forces fBi for any
given molecular configuration. We have implemented this plugin for both the CPU and
CUDA platforms of OpenMM.
We have made all of our software implementations available for free and open source
public download under the MIT License. The ANN Force biasing force plugin to OpenMM
is available from https://github.com/weiHelloWorld/ANN_Force. The enhanced sam-
pling framework to train autoencoders, perform boundary detection, deploy and run bi-
ased umbrella runs, and post-process the biased simulation data is available from https:
//github.com/weiHelloWorld/accelerated_sampling_with_autoencoder.
3 Results and Discussion
We now discuss the application of MESA to two test peptides – alanine dipeptide and Trp-
cage – to demonstrate, validate, and benchmark the approach (Fig. 5).
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3.1 Alanine dipeptide
Alanine dipeptide is a canonical and well-studied test system for new biomolecular meth-
ods63,66,72,134–138 (Fig. 5a). It possesses a 2D intrinsic manifold that is conventionally param-
eterized by the φ and ψ backbone dihedrals and lies on the surface of a flat torus66,134,139,140.
The free energy surface supported by this intrinsic manifold is very well studied, and in
vacuum supports a landscape containing three local minima corresponding to the C5, C7,
and αL states
66,139. Interconversion between the C5 and C7 states occurs on the order of ∼50
ps, but transitions to the αL state are around 100-fold slower making efficient exploration
and recovery of converged free energy surfaces a good test of our approach66. Unbiased and
biased simulations of alanine dipeptide in vacuum were conducted as detailed in Section
2.4.1.
Generation of initial unbiased data (Step 1). We commenced application of MESA
by conducting a 800 ps unbiased simulation initialized from the C5 state. As illustrated by
the Ramachandran plot in Fig. 6, this long unbiased simulation comprehensively explores the
C5 and C7 local minima, but fails to transition even once over the high free energy barriers
separating them from the αL state.
Iterative CV discovery and sampling (Steps 2-5). We then performed 10 rounds of
interleaved CV discovery and enhanced sampling using MESA. Collective variable discovery
was performed by training D-G-K-G-2D autoencoders over D=21-dimensional input data z
comprising the Cartesian coordinates of the seven backbone atoms of alanine dipeptide. We
employ two randomly selected reference configurations in our error function (Eqn. 6), such
that the output data are 2D=42-dimensional. The number of nodes in the hidden layers
was specified to be G=40 by cross validation. The number of bottleneck layer nodes in
each iteration of MESA was determined by ascertaining the dimensionality of the intrinsic
manifold by plotting the fraction of variance explained as a function of K (Eqn. 4). As
illustrated in Fig. A1 in the Appendix, we find a knee at K=2 in all 10 iterations, motivating
the use of two bottleneck nodes in each loop of MESA. It is known that the intrinsic manifold
of alanine dipeptide is 2D, so it is encouraging that our automated approach can accurately
ascertain this from the data. Furthermore, it is known that the periodicity in the φ and
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Figure 6: Projection into φ-ψ space of the initial 800 ps unbiased simulation trajectory
used for the initial round of CV discovery. The underlying free energy landscape generated
by direct umbrella sampling in φ-ψ space is plotted for reference. Contours of free energy
F are plotted in 2 kBT increments, where β = kBT is the reciprocal temperature, kB is
Boltzmann’s constant, and T=298 K. The unbiased trajectory (red points) initialized from
the C5 state rapidly explores the upper left corner containing the C5 and C7 basins, but fails
to transition into the αL state.
ψ dihedrals parameterizing the manifold endow it with the topology of a flat torus134. As
carefully investigated by Hashemian and Arroyo134, topological periodicities in the intrinsic
manifold can lead to inefficiencies in sampling and difficulties in CV determination. We shall
see that these periodicities do not cause any such problems for MESA, but do introduce
artifacts into the free energy surface. We quantify these effects below and present a protocol
for their elimination.
We present in Fig. 7 the results of the 10 MESA iterations illustrating the expansion of the
exploration of the 2D intrinsic manifold, stabilization of the CVs and explored region, and
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projection of sampling points into φ-ψ space. The explored region of the intrinsic manifold
converges within 10 iterations, with the frontier of the intrinsic manifold and CVs stabilizing
between iterations 9 and 10. The projections into φ-ψ space show that the system is driven
to sample the αL basin by iteration 6, indicating the ability of our approach to discover
important collective motions and drive sampling in these collective coordinates.
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Figure 7: Application of 10 rounds of MESA to alanine dipeptide in vacuum. Column
1 presents projections onto the intrinsic manifold of the current autoencoder spanned by
{ξ1, ξ2} all molecular configurations collected in the current iteration of biased sampling and
all previous rounds of biased sampling. Points are colored by the φ dihedral angle. Crosses
represent harmonic centers of umbrella sampling runs to be deployed in the current itera-
tion that were identified by the boundary detection algorithm to advance the frontier of the
explored region. Column 2 is identical to column 1, except points are colored by the ψ dihe-
dral angle. Column 3 presents Ramachandran plots containing the projection of molecular
configurations into φ-ψ space. MESA rapidly drives sampling of the configurational space,
and converges within 10 iterations. The biased sampling conducted in iteration 10 barely
advances the frontier relative to iteration 9, and the CVs and explored regions are nearly
identical up to a linear transformation.
Inspection of the first two columns of Fig. 7 indicates that there is no simple monotonic
relationship between the autoencoder discovered CVs {ξ1, ξ2} and the backbone dihedrals
{φ, ψ} known to provide a good parameterization of the intrinsic manifold. The source of this
apparent discrepancy is the inherent periodicity in these two dihedral angles, which prevents
the emergence of a simple bijective mapping with the autoencoder CVs. Close inspection
of Fig. 7 reveals the emergence of closed loops in ψ space corresponding to wrapping of the
enhanced sampling through the ψ = pi/ − pi periodic boundary. Accordingly, the intrinsic
manifold spanned by ξ1-ξ2 actually represents a projection of the topologically closed flat
torus upon which the alanine dipeptide intrinsic manifold resides134. Indeed, the flat torus
can only be embedded in four dimensions or higher141. Mathematically, four dimensions are
required to preserve the topological structure of the flat torus and define an invertible map
such that every point on the surface of the torus is uniquely located within the projection
and the object is fully unfolded in the embedding without artificial intersections141–143. We
should therefore expect projections into lower dimensional spaces to contain regions where
distant points on the flat torus are projected to identical points in the low-dimensional
embedding134. Such artifacts are visually apparent in the last row of Fig. 7, where the upper
right quadrant of the blue φ ≈ 1 rad loop containing configurations with [φ ≈ 1 rad, ψ ≈ 2
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rad] appears to lie on top of configurations with [φ ≈ -2.5 rad, ψ ≈ 0 rad]. In the present
application these artifacts do not appear to be so severe as to introduce any difficulties for
CV determination or enhanced sampling using MESA, but we do observe that they can
impede sampling efficiency by causing exploration to become stuck within these loops for a
few iterations before MESA is able to drive sampling in the other degree of freedom.
Free energy surface (Step 6). Having converged MESA, we collate all simulation
snapshots collected over the 10 iterations to train a terminal autoencoder that will be used
to perform umbrella sampling over the complete CV space. An analogous plot to Fig. 7 for
this terminal autoencoder is presented in Fig. 8.
Figure 8: Projections of all molecular snapshots harvested over the course of the 10 MESA
iterations into the 2D intrinsic manifold spanned by the CVs {ξ1, ξ2} identified by the termi-
nal autoencoder. (left) Projection into the 2D intrinsic manifold colored by the φ dihedral
angle. (center) Projection into the 2D intrinsic manifold colored by the ψ dihedral angle.
(right) Ramachandran plot projection into φ-ψ space.
Using this terminal autoencoder, we conduct 200 umbrella sampling calculations applying
biasing potentials to tile the intrinsic manifold spanned by the CVs {ξ1, ξ2}. We then analyze
these biased trajectories to estimate the unbiased free energy surface by solving the WHAM
equations (Section 2.2.2). We present in Fig. 9a the free energy surface F (ξ1, ξ2) in CV
space and in Fig. 9b the estimated uncertainties in the landscape computed by 10 rounds
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of bootstrap resampling with replacement. In Fig. 9c-d we present analogous plots for
F (φ, ψ) and its estimated uncertainties computed by reweighting of our biased simulation
data collected in {ξ1, ξ2}. As a point of comparison, we present in Fig. 9e-f an estimate
of F (φ, ψ) and its uncertainties computed by performing umbrella sampling directly in the
dihedral angles {φ, ψ} as a ground truth estimate of the free energy surface. Finally, we
present in Fig. 9g a plot of the difference between the optimally aligned F (φ, ψ) landscapes
computed by reweighting umbrella sampling data in {ξ1, ξ2} (Fig. 9c) and direct umbrella
sampling in {φ, ψ} (Fig. 9e). Analysis of Fig. 9 reveals that MESA ably resolves the basins
corresponding to the three metastable states C5, C7, and αL, but Fig. 9g shows that the
shape, location and depth of the αL basin differs from that recovered from direct umbrella
sampling in {φ, ψ}, and a spurious metastable minimum is resolved at [φ ≈ -2.5 rad, ψ ≈
-0.75 rad]. These artifacts in the free energy surface are a direct result of the periodicities
in the underlying intrinsic manifold that populates the surface of a flat torus and cannot be
correctly embedded in a 2D projection134.
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Figure 9: Comparison of free energy surfaces of alanine dipeptide in vacuum obtained from
2D biased sampling in MESA CVs and direct sampling in the {φ, ψ} dihedrals. (a,b) Free
energy surface F (ξ1, ξ2) and associated estimated uncertainties σβF computed by biased
sampling in MESA identified CVs. Free energies are reported in units of kBT , where β =
1/kBT , kB is Boltzmann’s constant and T=298 K. (c,d) Free energy surface F (φ, ψ) and
associated uncertainties σβF computed by reweighting the biased simulation data collected
in {ξ1, ξ2}. (e,f) Free energy surface F (φ, ψ) and associated uncertainties σβF computed by
conducting umbrella sampling directly in the dihedral angles {φ, ψ}. Uncertainties in the
landscapes are computed by 10 rounds of bootstrap resampling with replacement. (g) Free
energy difference landscape ∆F{φ, ψ} formed by optimally aligning and then subtracting
the landscape in (e) from that in (c). Biased sampling in the MESA CVs misidentifies the
location, shape, and depth of the αL well, and identifies a spurious metastable minimum at
[φ ≈ -2.5 rad, ψ ≈ -0.75 rad].
A straightforward way to solve the projection problem with periodic variables is to simply
increase the dimensionality of the autoencoder nonlinear projection by increasing the number
of bottleneck layer nodes. The Whitney Embedding Theorem states that any n dimensional
manifold can be embedded (i.e., fully unfolded without spurious crossings) in Rd for d =
(2n+1)142. The theorem specifies the embedding dimensionality at or above which we are
guaranteed to achieve a proper embedding, but depending on the topology of the manifold
it may be possible to employ d < (2n+1). Accordingly, if we have prior knowledge that the
intrinsic manifold of our system may contain periodicities, or we observe the emergence of
closed loops in the CVs identified by MESA (e.g., Fig. 7), then we propose that the number
of hidden nodes be increased to (2K+1), where K is the dimensionality of the intrinsic man-
ifold identified by the FVE approach described in Section 2.1.1. Increasing dimensionality
does come with increasing computational cost since it is more expensive to train the autoen-
coder (since the number of network parameters increases), run biased calculations (since the
analytical expression for the nonlinear projection becomes more complicated), and conduct
umbrella sampling (due to the curse of dimensionality). It is also more challenging to in-
terpret and visualize data high-dimensional spaces. In practice, therefore, we suggest that
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the number of hidden nodes may be increased one at a time and the dimensionality increase
terminated when projections of the manifold cease to depend on K.
In the present case, we know that R4 is sufficient to embed the flat torus containing the
intrinsic manifold of alanine dipeptide134, and so we train a new terminal autoencoder with
K=4 bottleneck nodes over the collated data from all 10 rounds of MESA conducted using
K=2 topologies. We then performed 1000 umbrella sampling simulations to tile the 4D space
spanned by the autoencoder CVs {ξ1, ξ2, ξ3, ξ4} and recover an estimate of the unbiased FES
by solving the WHAM equations. In Fig. 10a we present F (φ, ψ) computed by reweighting
the the umbrella sampling calculations, and in Fig. 10b the estimated uncertainties computed
by 10 rounds of bootstrap resampling with replacement. In Fig. 10c, we present the difference
between Fig. 10a and that recovered by direct umbrella sampling in {φ, ψ} (Fig. 9e). By
fully expanding the flat torus into 4D space, we eliminate the projection problem associated
with periodic variables. MESA ably identifies four CVs parameterizing the embedding of
the flat torus, and projection of the 4D free energy surface into φ-ψ space shows excellent
agreement with that recovered by direct sampling in these dihedral angles.
3.2 Trp-cage
Trp-cage (PDB ID: 1L2Y) is a 20-residue mini-protein116 with a ∼4 µs folding time and
a native state containing an α-helix, a 310-helix, polyproline II helix, and salt bridge that
“cage” Trp-6 in a hydrophobic core144–148 (Fig. 5b). A fast-folding mini-protein containing
secondary structural elements present in large proteins, Trp-cage has been extensively studied
by both computation144,148–158 and experiment145,159–163 as the “hydrogen atom of protein
folding”147,164. In particular, Jurazek and Bolhuis identified two distinct folding pathways
using transition path sampling148. Deng et al. used Markov state models to analyze an
long 208 µs simulation to resolve similar patterns in overall structure changes and folding
routes156. Kim et al. ran dozens of folding simulations starting from unfolded states, then
projected these trajectories into a 2D collective variable space identified by diffusion maps144.
Both Deng et al. and Kim et al. achieved good agreement of their estimated folding times
with experiment, demonstrating the ability of MD simulations to quantitatively recapitulate
biophysical folding processes. We employ Trp-cage as a more realistic and challenging test
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Figure 10: Comparison of free energy surfaces of alanine dipeptide in vacuum obtained
from 4D biased sampling in MESA CVs and direct sampling in {φ, ψ} space. (a,b) Free
energy surface F (φ, ψ) and associated uncertainties σβF computed by reweighting the biased
simulation data collected in {ξ1, ξ2, ξ3, ξ4}. Free energies are reported in units of kBT , where
β = 1/kBT , kB is Boltzmann’s constant and T=298 K. (c) Free energy difference landscape
∆F{φ, ψ} formed by optimally aligning and then subtracting the landscape in Fig. 9e from
that in (a). Sampling in MESA identified CVs in 4D fully unfolds the intrinsic manifold
of alanine dipeptide, and the projected FES into φ-ψ shows excellent agreement with that
recovered by direct sampling in these dihedral angles.
case for MESA. Simulations of Trp-cage in explicit water were conducted as detailed in
Section 2.4.2.
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Generation of initial unbiased data (Step 1). We ran three independent 10 ns un-
biased simulations commencing from the Trp-cage native state downloaded from the Protein
Data-Bank (PDB ID: 1L2Y)116,127. Snapshots were saved every 20 ps to generate an initial
unbiased training set of 1500 molecular configurations. These data achieve a maximum root
mean squared deviation (RMSD) of the Cα atoms relative to the native state of 3.5 A˚, and the
first iteration of MESA results in an autoencoder with an FVE ≈ 60%. Accordingly, these
unbiased data provide a reasonable starting ensemble for iterative application of MESA.
Iterative CV discovery and sampling (Steps 2-5). We then performed six rounds of
interleaved CV discovery and enhanced sampling using MESA before achieving convergence.
Collective variable discovery was performed by training D-G-K-G-2D autoencoders over
D=180-dimensional input data z comprising the Cartesian coordinates of the 60 backbone
atoms of Trp-cage. We again used two randomly selected reference configurations in our error
function (Eqn. 6), so that the output data are 2D=360-dimensional. The number of nodes in
the hidden layers were tuned to G=50 by cross-validation. The number of bottleneck layer
nodes in each iteration of MESA by plotting the FVE as a function of K using Eqn. 4. As
illustrated in Fig. A2 in the Appendix, we find a knee at K=2 in all 6 iterations, supporting
the use of two bottleneck nodes in each iteration of MESA. This estimated dimensionality
of the Trp-cage intrinsic manifold is consistent with prior work144,148,154.
We present in Fig. 11 the results of the six MESA iterations illustrating accelerated
sampling and exploration of the intrinsic manifold. We project the sampled molecular con-
figurations into the 2D intrinsic manifold spanned by the two MESA CVs {ξ1, ξ2} discovered
in each iteration and colored according to three physical order parameters to illuminate the
configurational diversity in the accelerated sampling: the RMSD of the Cα atoms relative to
the native state, the end-to-end extent of the molecule d1,20 measured between the Cα atoms
in Asn-1 and Ser-20, and the sine of the non-local dihedral angle θ1,9,14,20 formed by the
Cα atoms in Asn-1, Asp-9, Ser-14, and Ser-20. As illustrated in Fig. 5b, θ1,9,14,20 measures
the signed angle between the planes containing the Cα atoms of {Asn-1, Asp-9, Ser-14},
and that containing those of {Asp-9, Ser-14, Ser-20}. Cα-RMSD measures the departure of
the configurational sampling from the native state, d1,20 measures the linear extent of the
peptide chain, and sin θ1,9,14,20 measures the global chirality of the molecule: sin θ1,9,14,20 > 0
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indicates that the N-terminal and C-terminal strands are arranged such that the molecule
adopts a right-handed chirality, sin θ1,9,14,20 < 0 that they adopt a left-handed chirality, and
sin θ1,9,14,20=0 that the N-terminal and C-terminal strands lie in the same plane. Conver-
gence of the frontier of the intrinsic manifold, volume of configurational space explored, and
stabilization of the identified CVs is achieved between iterations 5 and 6.
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Figure 11: Application of six rounds of MESA to Trp-cage in explicit solvent. Each row
corresponds to a particular MESA iteration in which all molecular configurations collected
in the current and previous rounds of biased sampling are projected as points into the 2D
intrinsic manifold spanned by the current CVs {ξ1, ξ2}. Each column presents a different
coloration of the projected data by selected physical order parameters that illuminate the
increasing configurational diversity in each successive MESA iteration: the Cα RMSD (col-
umn 1), the end-to-end distance d1,20 measured between the Cα atoms in Asn-1 and Ser-20
(column 2), and the non-local dihedral angle θ1,9,14,20 formed by the Cα atoms in Asn-1, Asp-
9, Ser-14, and Ser-20. Crosses represent harmonic centers of umbrella sampling runs to be
deployed in the current iteration that were identified by the boundary detection algorithm.
MESA rapidly drives sampling of the accessible configurational space, and converges within
6 iterations. Umbrella sampling barely advances the frontier between iterations 5 and 6, and
the CVs and explored regions are nearly identical up to a linear transformation.
Free energy surface (Step 6). Upon convergence of MESA, we compile all of the
simulation snapshots collected over the six iterative cycles to train a terminal autoencoder
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with which to perform umbrella sampling over the intrinsic manifold. An analogous plot to
Fig. 11 for this terminal autoencoder is presented in Fig. 12.
Figure 12: Projections of all molecular snapshots harvested over the course of the six MESA
iterations iterations into the 2D intrinsic manifold spanned by the CVs {ξ1, ξ2} identified by
the terminal autoencoder. Points are colored by (left) Cα-RMSD, (center) d1,20, and (right)
θ1,9,14,20.
We then perform 30 umbrella sampling runs tiling the explored region of the intrinsic
manifold spanned by the converged CVs {ξ1, ξ2} identified by the terminal autoencoder. Fi-
nally, we estimate the unbiased free energy surface by solving the WHAM equations (Section
2.2.2). We present in Fig. 13a the free energy surface F (ξ1, ξ2) and in Fig. 13b the estimated
uncertainties in the landscape computed by 10 rounds of bootstrap resampling with replace-
ment. We superpose onto the landscape representative molecular configurations to illustrate
the folding pathways, and also mark the native state (N) and a partially unfolded state
(L) that is similar to the previously reported “loop structure” in which the 310 helix is un-
folded while the other secondary structure elements remain intact144,148,165,166. Comparison
of Fig. 13a with Fig. 12 reveals a physical interpretation of the CVs {ξ1, ξ2}. We find ξ1 to be
strongly correlated with the global molecular chirality sin θ1,9,14,20 (Pearson correlation coef-
ficient ρ = -0.92 with 2-tailed p-value < 10−15), indicating that MESA has discovered a CV
that distinguishes left-handed, right-handed, and planar molecular configurations. Mean-
while, ξ2 is strongly correlated with both the end-to-end distance d1,20 (Pearson correlation
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coefficient ρ = -0.91 with 2-tailed p-value < 10−15) indicating that MESA identifies a second
CV tracking the global linear extent of the peptide.
These two CVs describing the important collective motions of Trp-cage map out a rugged
2D folding landscape and resolve a low-free energy folding pathway indicated by the blue
arrows in Fig. 13a. Starting from extended configurations with an intact N-terminal helix,
fully unfolded 310 helix, and different global chiralities – states B, C, D, E – these states
move along shallow valleys within a relatively flat free energy plateau to reach an intermediate
state A where the hydrophobic core and a ∼7 A˚ salt bridge between Asp-9 and Arg-16 is
formed. In this configuration, Trp-6 is buried in the hydrophobic core and the free energy
of the system by 3-7 kBT lower than the plateau. Intermediate state A is structurally quite
similar to native state, possessing a Cα RMSD of ∼3 A˚ and global molecular planarity. The
final transition to the native state N proceeds down a steep free energy valley corresponding
to folding of 310 helix and a further ∼ 5kBT decrease in free energy.
The loop structure L represents a low-lying metastable state that is only ∼2 kBT less
stable than the native fold, and accessible over a ∼2 kBT free energy barrier. Transformation
of the native fold into the loop structure is accompanied by unfolding of the 310 helix and the
concomitant adoption of a left-handed chirality. In results reported by Juraszek et al.148 and
Kim et al.144, L state is an important intermediate in the nucleation-condensation folding
path.
In Fig. 13c we project our FES into the two physical order parameters (Cα-RMSD,
helix-RMSD) – where helix-RMSD is the RMSD of the Cα atoms in the N-terminal α-helix
(residues 2-8) from the Trp-cage native fold – in order to draw comparisons with landscapes
and folding pathways previously reported by Juraszek et al. (Fig. 3)148, Kim et al. (Fig.
2)144, Paschek et al. (Fig. 3)167, and Deng et al. (Fig. 5)156. The FES mapped out in these
order parameters by MESA shows good agreement with that computed by replica exchange
molecular dynamics (REMD) by Juraszek et al. employing the OPLSAA force field168 and
SPC water model169. Our folding pathway also closely resembles the diffusion-collision I-
Pd-N folding path resolved in that study using transition path sampling (TPS). Conversely,
in our calculations the N-terminal α-helix is always intact, whereas Juraszek et al. observe
it to unfold, opening up a second nucleation-condensation folding pathway via the L state.
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(a)
(d)(c)
(b)
Figure 13: Free energy surfaces for Trp-cage in explicit solvent obtained from 2D biased
sampling in MESA CVs. (a,b) Free energy surface F (ξ1, ξ2) and associated estimated un-
certainties σβF computed by biased sampling in MESA identified CVs {ξ1, ξ2}. (c,d) Free
energy surface F (Cα-RMSD, helix-RMSD) and associated uncertainties σβF computed by
reweighting the biased simulation data collected in {ξ1, ξ2}. Cα-RMSD is the RMSD of all
Cα atoms in the peptide from the Trp-cage native fold. helix-RMSD is the RMSD of the Cα
atoms in the N-terminal α-helix (residues 2-8) from the Trp-cage native fold. Free energies
are reported in units of kBT , where β = 1/kBT , kB is Boltzmann’s constant and T=298 K.
Uncertainties in the landscapes are computed by 10 rounds of bootstrap resampling with
replacement. Superposed on the landscape are representative molecular configurations in
which the N-terminal α-helix region is colored in blue, the 310 helix in green, and the C-
terminal polyproline region in red, and the Trp-6 side chain explicitly rendered.
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Interestingly, this folding path is only observable using TPS, and proceeds through regions
of the FES unmapped by the REMD calculations, which – as the authors observe – had
difficulty surmounting high free energy barriers and may not be fully converged. We note
that preservation of α-helical content in the unfolded state is consistent with spectroscopy
measurements conducted by Ahmed et al.170 suggesting early formation of the α-helix148.
The Amber03 force field employed in this work possesses an elevated propensity for α-helicity
relative to the OPLSAA force field employed by Juraszek et al.148,167,171, which we suggest
may be at the root of the high stability of the α-helix observed in our simulations.
Similarly, our FES also shows good correspondence with that determined by Kim et al.144
employing the Amber ff03w force field172 and TIP4P/2005 water model173. In particular,
the line of metastable basins at helix-RMSD ≈ 0.3 A˚ map to the F, I, J, and K basins in
the vicinity of the native fold identified in that work. However, our landscape only extends
up to helix-RMSD values of ∼2 A˚ with the N-terminal α-helix always intact, whereas Kim
et al. resolve up to helix-RMSD values of 4.5 A˚. These authors achieve helix unfolding by
high-temperature denaturation and estimate the FES from 25 independent folding trajec-
tories that are terminated upon attaining the native fold. Accordingly – as the authors
observe – the simulation data are not sampled from an equilibrated distribution, and the
FES cannot be considered to be thermodynamically converged. Accordingly, we suggest
that the high-helix-RMSD configurations resolved by Kim et al. actually lie far higher in
free energy, are not thermally accessible at room temperature, and are a result of the sim-
ulation protocol in which folding runs were initialized from thermally denatured starting
structures. The folding pathway resolved by MESA shows good correspondence with the
latter portion of the diffusion-collision pathway (Path B) identified by Kim et al. using diffu-
sion maps. We also resolve the metastable loop structure L termed LOOP-I by Kim et al.,
the near-native intermediate B that is termed HLX-I. We do not resolve the upper portion
of the diffusion-collision pathway, nor the nucleation-condensation pathway (Path A), both
of which correspond to folding of the initially unfolded N-terminal α-helix. Interestingly, the
structural details and relative propensity of the nucleation-condensation pathways identified
by Juraszek et al. and Kim et al. are not in agreement. Kim et al. ascribe these discrepancies
to differences in the force field, but it is also likely a result of the nonequilibrium manner in
43
which data were collected in that work144. We also suggest that the root of the approximate
symmetry in CV φ2 in the horseshoe-like landscape resolved by Kim et al. is the global
molecular chirality144 – which is the same origin of our approximate symmetry in CV ξ1
– and that this CV does not distinguish the two folding mechanisms. Careful inspection
of Fig. 8 in that work in which points are colored by helix-RMSD, suggests that both the
diffusion-collision and nucleation condensation pathways can proceed under each global chi-
rality144. In our work, we also observe the diffusion-collision path to proceed along the left-
and right-handed chiralities, but do not resolve the nucleation-condensation routes since the
N-terminal α-helix remains intact.
Our folding pathways show the best correspondence with those identified by Paschek
et al.167, who employed REMD simulations using the Amber ff94 force field174 and TIP3P
water model175. In excellent agreement with our calculations, these authors identified a
single diffusion-collision folding pathway in good correspondence with that identified by
both Juraszek et al.148 and Kim et al.144. Paschek et al. share our concerns, however, that
the excessive stability of helices in the protein force field may artificially overemphasize this
folding route167. Our results are also in good agreement with the work of Deng at al.156, who
analyzed using Markov state models a long 208 µs simulation performed by Lindorff-Larsen et
al.176 employing the Charm22 force field177,178 and TIP3P water model175 These researchers
also resolved competing diffusion-collision and nucleation-condensation pathways, but found
the former to be overwhelmingly more probable than the latter.
In sum, MESA achieves automated data-driven discovery of two CVs parameterizing
the important collective motions of Trp-cage and in which it executes accelerated sam-
pling of configurational space. The resultant FES in these two CVs identifies the important
(meta)stable configurational states, and our accelerated sampling protocol probes a ∼20 kBT
range in free energy. The FES, and folding pathways it contains, are in good agreement with
prior work144,148,156,167, although in the present study we do not observe unfolding of the
N-terminal α-helix and therefore do not resolve the nucleation-condensation folding path-
way. The stability of the N-terminal α-helix is likely largely attributable to the favorability
of helical secondary structure within the Amber03 force field122,167,171, and it would be of
interest to compare the CVs, FES, and folding pathways resolved by MESA under different
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choices of protein force fields and solvent models.
We observe that MESA also offers a means to enhance configurational sampling of partic-
ular secondary structural elements by tuning the error function used to train the autoencoder
to focus on particular regions of the protein (Eqn. 6). Our current choice of error function
trains the network to optimally reconstruct – under translation and rigid rotation – the pro-
tein coordinates, wherein the contribution of each atom to the reconstruction error is equally
weighted. By adapting the error function to more heavily weight particular atoms, we can
train the network to focus on accurate reconstruction of particular regions of the protein
secondary structure. In the present case, placing more weight on the atoms residing within
the N-terminal α-helix may nudge MESA to discover CVs tailored to this region and assist
in improved sampling of secondary structural changes in this region.
Benchmarking of MESA acceleration. In aggregate, the six rounds of MESA re-
quired 72 GPU-hours on a GeForce GTX 960 card, with network training costs dominated
by the ∼300 ns of molecular simulation. To quantify the acceleration in exploration of
configurational space offered by MESA, we conducted a 72 GPU-hour unbiased simulation
commencing from the Trp-cage native state to generate a 300 ns simulation trajectory. Pro-
jection in Fig. 14a of the simulation snapshots resulting from this unbiased calculation into
the {ξ1, ξ2} CVs of the terminal autoencoder reveals that it is entirely confined to the na-
tive basin, and samples a tiny fraction of the configurational space explored by MESA. The
corresponding unbiased FES in Fig. 14b shows that the unbiased run probes a free energy
range of only ∼7 kBT , compared to the far more expansive sampling and ∼20 kBT range
explored by MESA (Fig. 13a).
4 Conclusions
In this work, we have introduced a new methodology – Molecular Enhanced Sampling
with Autoencoders (MESA) – for the data-driven accelerated order parameter discovery
and accelerated sampling of the configurational space of macromolecular and biomolecu-
lar systems. The methodology requires minimal prior knowledge of the system, requiring
only an initial short simulation trajectory to seed iterative, on-the-fly discovery of low-
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Figure 14: Benchmarking MESA acceleration for Trp-cage. (a) Projection into the MESA
identified CVs {ξ1, ξ2} the collated configurations collected throughout the six iterations of
MESA (blue), and a 300 ns unbiased MD simulation commencing from the Trp-cage native
state (red). Both MESA and the unbiased run require 72 GPU-hours of execution time. (b)
The free energy surface F (ξ1, ξ2) computed from the unbiased simulation trajectory resolves
only the native basin and samples a ∼7 kBT free energy range, compared to the far more
comprehensive configurational sampling and ∼20 kBT range achieved by MESA (Fig. 13a).
dimensional collective variables and accelerated sampling of configurational space. The
essence of our approach is to iteratively train auto-associative artificial neural networks (au-
toencoders) to learn low-dimensional projections into nonlinear collective variables (CVs)
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coincident with the important collective molecular motions and which – in contrast with
other nonlinear manifold learning approaches – are explicit and differentiable functions of
the atomic coordinates. The availability of this explicit mapping admits analytical expres-
sions propagating biasing potentials in the CVs to biasing forces on the atoms, thereby
enabling accelerated sampling directly in the data-driven CVs using collective variable bi-
asing techniques. The capacity to apply biasing forces directly within the nonlinear CVs
distinguishes our approach from existing data-driven accelerated sampling techniques that
appeal to proxy variables, basis set projections, local linear dimensionality reduction, or
judicious initialization of unbiased calculations to enhance sampling. We perform inter-
leaved rounds of autoencoder CV discovery and biased sampling until we achieve conver-
gence in the CVs and region of explored configurational space. We have largely auto-
mated the MESA framework to require minimal user intervention, and made it freely avail-
able for public download (https://github.com/weiHelloWorld/accelerated_sampling_
with_autoencoder) together with a plugin implementing the biasing forces within the
OpenMM simulation package86,88 (https://github.com/weiHelloWorld/ANN_Force).
We have validated MESA in simulations of alanine dipeptide in vacuum and Trp-cage in
explicit water. In each case we recover low-dimensional nonlinear CVs and efficiently drive
sampling of configurational space to recover converged free energy surfaces (FES) resolving
the important metastable states and folding pathways. Our application to alanine dipeptide
illuminates the difficulties associated with periodicities in the inherent manifold – in this case
a flat torus – and we demonstrate how to confront this issue by increasing the dimensionality
of the embedding space to fully unfold the manifold and prevent spurious intersections. In
the case of Trp-cage, we recover a FES and diffusion-collision folding mechanism in good
agreement with prior work. The favorability of helical secondary structure within the protein
force field means that we did not observe unfolding of the N-terminal α-helix, and therefore
did not resolve the nucleation-condensation folding pathway. It would be of interest in future
work to compare the MESA CVs and FES predictions under different choices of protein and
solvent potential functions. Benchmarking of the acceleration offered by MESA in sampling
the Trp-cage configurational space demonstrated a three-fold increase in the sampled range
of free energy and massive enhancement over the exploration achieved by unbiased calcula-
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tions utilizing the same computational resources. We expect MESA to prove most valuable
for large biomolecular systems about which there is little expert knowledge of the important
conformational motions and where expensive computation is at a premium. Preliminary
testing demonstrates that autoencoders with 15,000-1000-3-1000-15,000 topologies can be
efficiently trained over 32,000 configurations in under 40 GPU-minutes, supporting the scal-
ability of network training to large molecular systems. Generation of sufficient quantities of
training data through biased simulation and robust application of regularization are of prime
concern in achieving good network performance while avoiding overfitting in these sizable
networks. We note that the computational burden of network training may be alleviated
through coarse-grained representations of the molecule to the autoencoder employing, for ex-
ample, only backbone atom coordinates or internal dihedral angles, and of biased simulation
through the use of coarse-grained or multi-resolution molecular models179.
We see many avenues for future development of our approach. First, we have employed
umbrella sampling as an efficient and embarrassingly parallel accelerated sampling approach,
but anticipate that variants of metadynamics29–31 may offer an attractive alternative by elim-
inating the need for boundary detection, initialization of swarms of independent umbrella
runs, and adaptive tuning of umbrella potential force constants. Second, the development of
bespoke error functions used to train the network presents a powerful means to incorporate
prior system knowledge and focus the calculated CVs and accelerated sampling on particular
regions and features of the system. For example, this approach may be of value in unfold-
ing particular secondary structure elements, focusing sampling on enzymatic active sites, or
actuating important allosteric motions. One drawback of the current error function is that
there is no ranking of the CVs discovered by the autoencoder, such that the relative impor-
tance of the collective modes is not apparent. The hierarchical error functions proposed by
Scholz and Viga´rio81,82 extract CVs within a nested hierarchy of subnetworks that discover
successively higher dimensional projections that minimize the reconstruction error subject to
the constraint that all lower dimensional projections also minimize the reconstruction error.
This imposition of a rank ordering on the CVs can help interpret the relative importance of
the identified collective motions and also stabilize the CV discovery82. Third, rather than
training a single network over all of the collated simulation data in each iteration to discover
48
and refine good global CVs, we propose that it may be beneficial to train independent net-
works over different regions of the inherent manifold in order to discover good local CVs. In
the spirit of local tangent space alignment55 and iMapD80, local CVs adapted to their neigh-
borhood of configurational space can resolve the collective motions relevant to that region
and improve the efficiency of the enhanced sampling. The biased sampling data furnished
from each network may then be patched together using reweighting techniques106, and the
terminal landscape constructed in the union of all local CVs or a unified set of global CVs
identified post hoc in the final MESA iteration.
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Figure A1: Determination of the dimensionality of the intrinsic manifold in each iteration
of MESA applied to alanine dipeptide in vacuum. The fraction of variance explained (FVE)
by the autoencoder reconstructed outputs as a function of the number of bottleneck nodes
K was computed according to Eqn. 4. For each value of K at each iteration, we inde-
pendently initialized and trained five autoencoders with identical topologies over the same
data and plotted the calculated distribution as a boxplot. The boxes span the upper and
lower quartiles of the FVE distribution, while the whiskers show the range of the distribu-
tion with the exception of outliers that are rendered as points. A knee in each plot was
ascertained using the L-method that determines the two piecewise linear fits that best ex-
plain the data101. The dimensionality of the intrinsic manifold is determined to be K=2
for all 10 iterations of MESA. Boxplots were generated using the seaborn Python libraries
(https://seaborn.pydata.org).
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Figure A2: Determination of the dimensionality of the intrinsic manifold in each iteration
of MESA applied to Trp-cage in water. Construction, interpretation, and analysis of the
boxplots is identical to that in Fig. A1. The dimensionality of the intrinsic manifold is
determined to be K=2 for all 6 iterations of MESA.
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