In this paper, we discuss the compatibility between the rotating-wave and the adiabatic approximations for controlled quantum systems. Although the paper focuses on applications to two-level quantum systems, the main results apply in higher dimension. Under some suitable hypotheses on the time scales, the two approximations can be combined. As a natural consequence of this, it is possible to design control laws achieving transitions of states between two energy levels of the Hamiltonian that are robust with respect to inhomogeneities of the amplitude of the control input.
I. INTRODUCTION
An important issue of quantum control is to design explicit control laws for the problem of the single input bilinear Schrödinger equation, that is
where ψ belongs to the unit sphere in a Hilbert space H . H 0 is a self adjoint operator representing a drift term called free Hamiltonian, H 1 is a self-adjoint operator representing the control coupling and u : [0, T ] → R, T > 0. Important theoretical results of controllability have been proved with different techniques (see [2] , [4] , [6] and references therein). For the problem with two or more inputs, adiabatic methods are a nowadays classical way to get an explicit expression of the controls and can be used under geometric conditions on the spectrum of the controlled Hamiltonian (see [3] , [8] , [18] and references therein). They rely on the adiabatic theorem and its generalisations. The adiabatic theorem states in its simplest form that under a separation condition on the energy levels of the controled Hamiltonian, the occupation probabilities of the energy levels are approximately conserved when the controls are slowly varying. However, these methods are effective for inputs of dimension at least 2. Our aim is then to extend a single-input bilinear Schrödinger equation into a two-inputs bilinear Schrödinger equation in the same spirit as the Lie-extensions obtained by Sussmann and Liu in [20] and [22] , then to apply the well-known adiabatic techniques to the extended system. The first step of this procedure is well known by physicists and it is called the rotatingwave approximation (RWA, for short). It is a decoupling approximation to get rid of highly oscillating terms when This work was supported by ANR project Quaco ANR-17-CE40-0007-01. 1 CMAP,École Polytechnique, Institut Polytechnique de Paris, 91128 Palaiseau, France (nicolas.augier@polytechnique.edu). 2 CNRS, Laboratoire Jacques-Louis Lions, Sorbonne Université, Université de Paris, Inria, 75005 Paris, France (ugo.boscain@upmc.fr). 3 Inria, Laboratoire Jacques-Louis Lions, Sorbonne Université, Université de Paris, CNRS, 75005 Paris, France (mario.sigalotti@inria.fr). the system is driven by a real control. This approximation is based on a first-order averaging procedure (see [21] , [22] , [20] , [9] for more informations about averaging of dynamical systems). This approximation is known to work well for a small detuning from the resonance frequency and a small amplitude. For a review of the RWA and its limitations see [11] and [12] , [13] , [14] . In [10] , the mathematical framework has been set for infinite-dimensional quantum systems, formalizing what physicists call Generalized Rabi oscillations and showing that the RWA is valid for a large class of quantum systems. The adiabatic and RWA involve different time scales, and it is natural to ask whether or not they can be used in cascade. The aim of this article is to show the validity of such an approximation under a certain condition on the time scales involved in the dynamics, using an averaging procedure. Then the well-known results of adiabatic theory (see [8] , [7] , [23] ) can be applied in order to get transitions between the eigenstates of the free Hamiltonian. It leads us to design a control law achieving the inversion of a Spin- 1 2 particule that is robust with respect to inhomogeneities of the amplitude of the control input (see [24] ). Then we can deduce an ensemble controllability result in the sense developed in [19] , [5] . As a byproduct of the use of a control oscillating with a small frequency detuning, the proposed method is not expected to be robust with respect to inhomogeneities of the resonance frequencies.
II. NOTATIONS
Denote by U(n) the Lie group of unitary n×n matrices and by u(n) its Lie algebra. For z ∈ C, denote byz its complex conjugate. For a complex valued matrix A, denote by A jk its ( j, k) ∈ {1, . . . , n} 2 coefficient and by A * its adjoint matrix.
III. GENERAL FRAMEWORK AND MAIN RESULTS
A. Problem formulation 1) Rotating frame:
where w(t) = v(t)e i(2Et+φ (t)) . Define η(t) = U(t)ψ(t) where Then η(t) satisfies
We say that the dynamics are expressed in the rotating frame of speed E + φ (t) 2 . Such an equation can be controlled using several approaches, namely via the well-known Rabi oscillations and the adiabatic approach presented below (see [24] for a comparison between the two approaches).
2) Adiabatic control in the rotating frame: In order to design an adiabatic control strategy for Equation (3), let us add a parameter ε in the control w and introduce w ε (t) = v(εt)e i(2Et+ φ (εt) ε ) . Consider the corresponding solution of (3) with initial condition ψ 0 , that is,
In the variable τ = εt ∈ [0, 1], the reparameterized trajectorỹ
Let v and φ be chosen so that the curve (v, φ ) : [0, 1] → R 2 connects (0, −1) to (0, 1) intersecting the vertical axis only at its endpoints. Then, by standard adiabatic approximation, if ψ 0 = (1, 0), thenη ε (1) converges, up to phases, to (0, 1) as ε → 0. In the literature, this control strategy, called chirped adiabatic pulse, is now very classical. Its robustness properties have been mathematically studied in [3] .
3) Rotating wave approximation: In many applications only one real control is available. A classical strategy to duplicate the control input is the so-called rotating wave approximation (RWA) that works as follows. Let ϕε : [0, 1/ε] → C 2 be the solution of (2) where w is replaced by the control uε (t) = 2εv(εt) cos(2Et + φ (εt)). Let
The RWA then states that τ → Uε (τ/ε)ϕε (τ/ε) converges uniformly, asε → 0, to the solution of
Notice that the limit equation (5) coincides with (3), which is the original equation (2) with complex controls in the rotating frame. We have already described how to control (3) via adiabatic theory. It is not clear, however, if the RWA and the adiabatic approximations can be combined. For this purpose, we introduce
, where ε 1 and ε 2 play the role ofε and ε, respectively. In order to establish in which regime the two approximations can be combined, we set ε 1 = ε α , ε 2 = ε where α ∈ R and u ε = u ε α ,ε . Consider the Cauchy problem
where
ics ofΨ are characterized by the sum of the term that we had in Equation (4), that corresponds to the dynamics for the complex control case in the rotating frame, and of an oscillating term B ε (τ). The RWA consists in neglecting the term B ε . We are going to show that this can be mathematically justified if α > 1. Numerical simulations suggest that the situation is different when the condition is not satisfied.
B. Main results
In order to obtain the asymptotic analysis announced in the previous section, we show a result of approximation of adiabatic trajectories for general n-level systems under the form of Equation (7) . Then we deduce results in the particular case of two-level systems with a drift term.
1) Adiabatic approximation result:
, denote by j → λ j (τ) the nondecreasing sequence of eigenvalues of iA(τ). We say that A satisfies a gap condition if and only if there exists C > 0 such that
2) Application to two-level systems:
. In the fast time scale τ = ε α+1 t ∈ [0, 1], Equation (6) can be rewritten as
for τ ∈ [0, 1] where by a slight abuse of notation, we write
Theorem 3.4 will be used in Section V to design control laws for two-level systems using the key fact thatψ ε (τ) follows an adiabatic evolution up to a change of frame.
IV. APPROXIMATION RESULTS

A. Variation formula
We recall here without proof a classical formula which will be useful to neglect highly oscillating parts of the dynamics. 
where A, B be in C ∞ ([0, 1], u(n)). Denote the flow at time τ of dx(τ) dτ = A(τ)x(τ) by P τ ∈ U(n) and the flow at time τ of dx(τ)
Then the flow of (10) at time τ is equal to P τ W τ .
B. Regularity of the eigenstates
We recall here a well-known regularity result. Lemma 4.2: Let A ∈ C ∞ ([0, 1], u(n)) satisfy (GAP). Then the eigenvectors and the eigenvalues of iA(τ) can be chosen C ∞ with respect to τ. We state Theorem 4.3 without proof because it is a particular case of next result, Theorem 4.4. In the following, we do not assume the boundedness of A ε with respect to ε. We refer to [15] , [16] , [17] , [20] , [22] for more informations on the case of averaging of a general class of dynamical systems with non-bounded and highly oscillatory inputs. Our result provides an estimate of the error in the special case of quantum systems.
C. Averaging of quantum systems
Theorem 4.4: 
where Id is the identity n × n matrix. By integration by parts,
, since it evolves in U(n). By the triangular inequality, we get
where C 1 ,C 2 are positive constants which do not depend on (ε, τ). Hence, we deduce that 1] . By Gronwall's Lemma, we get that W ε τ = P τ + O(ε q ) and we can conclude.
D. Perturbation of an adiabatic trajectory
Consider A, B ε ∈ C ∞ ([0, 1], u(n)). Fix ψ 0 ∈ C n . Let X ε be the solution of dX ε (τ) dτ = 1 ε A(τ) + B ε (τ) X ε (τ) such that X ε (0) = X 0 and letX ε be the solution of dX ε (τ) dτ = 1 ε A(τ)X ε (τ) such thatX ε (0) = X 0 , that we call the adiabatic trajectory associated with A. The goal of this section is to understand under which conditions on B ε (·) we have
uniformly with respect to τ ∈ [0, 1]. By the variation formula (Proposition 4.1), one can show that if the flow of dx(τ) dτ = B ε (τ)x(τ), x(τ) ∈ C n , is equal to Id + O(ε k ) uniformly w.r.t. τ ∈ [0, 1] with k > 1, then Property (T) is satisfied. However this condition is too conservative for our needs. We restrict our study to the class of perturbations (B ε ) ε>0 ∈ S(α) introduced in the Definition 3.2. We give below a a sufficient condition on α such that Property (T) is satisfied for every A satisfying Condition (GAP) and every (B ε ) ε>0 ∈ S(α) (Proposition 4.9). Based on such a result we then provide a proof of Theorem 3.3. Proof:
ε ) E j for fixed j, ∈ {1, . . . , n} where E j is the matrix whose coefficient ( j, ) is equal to 1 and others are equal to 0. By direct computations, denoting (P(τ)) kq = p kq (τ), we get
By Lemma 4.5, we get for every q, k ∈ {1, . . . , n},
We deduce by linearity that the result is also true for B ε . The last claim follows noticing that M(P, Γ, ε)(τ) = O( 1 ε ). Proof: We apply Theorem 4.4 using the estimates from Lemma 4.7.
The next proposition, based on Lemma 4.8, shows that under the condition α > 1, an adiabatic trajectory is robust with respect to perturbations of the dynamics by a term of the form (B ε ) ε>0 ∈ S(α) for ε small. Proposition 4.9: Consider A ∈ C ∞ ([0, 1], u(n)) and (B ε ) ε>0 ∈ S(α) with α > 1. Assume that Condition (GAP) is satisfied. Select λ j ∈ C ∞ ([0, 1], R), j = 1, . . . , n, and P ∈ C ∞ ([0, 1],U(n)) such that, for j = 1, . . . , n, λ j (τ) and the j-th column of P(τ) are, respectively, an eigenvalue of iA(τ) and a corresponding eigenvector (the existence of C ∞ eigenpairs being guaranteed by Lemma 4.2). Define Λ(τ) = diag(λ j (τ)) n j=1 , τ ∈ [0, 1]. Fix X 0 ∈ C n independent of ε. Let X ε be the solution of dX ε (τ)
where D is equal to the diagonal part of dP * dτ P. Then X ε (τ) − ϒ ε (τ)X 0 < cε min(1,α−1) for some constant c > 0 independent of τ ∈ [0, 1] and ε > 0.
Proof:
where M(P, Γ, ε) is defined as in Definition 4.6.
In order to simplify the notations, set D ε (τ) = exp i ε Γ(τ) dP * dτ (τ)P(τ) exp − i ε Γ(τ) and denote the flow at time τ of the equations dx(τ) dτ = M(P, Γ, ε)(τ)x(τ) and dx(τ) dτ = (P ε τ ) −1 D ε (τ)P ε τ x(τ) by P ε τ and W ε τ , respectively. By the variation formula (Proposition 4.1), we get that the flow at time τ of equation (11) is equal to
. Using the gap condition (GAP), we have the estimate Proof: (Proof of Theorem 3.3) By an easy application of Theorem 4.3, we get the adiabatic estimate ∀τ ∈ [0, 1], X ε (τ) − ϒ ε (τ)X 0 < Cε, where C > 0 is independent of τ, ε and ϒ ε is defined as in Proposition 4.9. The result is then obtained combining the previous inequality with the estimate of Proposition 4.9 by triangular inequality.
E. 1-parameter family case
Definition 4.10:
is the nondecreasing sequence of eigenvalues of iA δ (τ). We say that A satisfies a uniform gap condition if there exists C > 0 such that
(UGAP) Using uniform estimates with respect to δ ∈ [a, b] in the proof of Proposition 4.9, we get the following theorem. Theorem 4.11: Consider (B ε ) ε>0 ∈ S(α) with α > 1. Let (A δ (τ)) δ ∈[a,b] be a family of matrices in u(n) whose de-
V. CONTROL OF TWO-LEVEL SYSTEMS
We start this section proving Theorem 3.4.
Proof: (Proof of Theorem 3.4) Apply the unitary trans-
,X ε (0) = ψ 0 . Theorem 3.3 then implies that X ε (τ) −X ε (τ) ≤ cε min(1,α−1) . Noticing that ψ ε (τ) = U * ε (τ)X ε (τ), we get the result.
A. Control strategy for two-level systems and simulations
Let v, φ ∈ C ∞ ([0, 1], R) be such that v(0) = v(1) = 0, φ (0) = 0, φ (0)φ (1) < 0, and v(τ) = 0 for τ ∈ (0, 1). Let e 1 = 1 0 and e 2 = 0 1 . By adiabatic approximation, the
satisfies x ε (1) − e iξ ε e 2 ≤ Cε where C > 0 is independent of ε and ξ ε ∈ R. Consider the solution ψ ε (τ) of Equation (8) such that ψ 0 = e 1 and corresponding to the controls (v, φ ). Applying Theorem 3.4, we have ψ ε (1) − e iθ ε e 2 ≤ cε min(1,α−1) where c > 0 is independent of ε and θ ε ∈ R.
On Figure 1 , we have plotted the projection of the wave function onto e 2 for v(τ) = sin(πτ), φ (τ) = − 1 π sin(πτ), with ε = 0.01, α = 1.5 and E = 1 in the fast time scale, that is, as a function of τ ∈ [0, 1]. The total time needed by our control strategy in the variable t = τ ε α+1 is T = 1 ε α+1 . On Figure 2 , we have plotted the norm of the difference between ψ ε and the solution of Equation (9) with the same initial condition and parameters as a function of τ ∈ [0, 1]. 
is approximately ensemble controllable between the eigen- By our choice of v and φ , A δ (τ) is C ∞ w.r.t (τ, δ ) and satisfies (UGAP). Applying Theorem 4.11, we get that ψ ε (δ , 1) − e iθ δ ,ε e 2 ≤ Cε min(1,α−1) where C > 0 is independent of δ , ε and θ δ ,ε ∈ R. The result follows. Consider the same (v, φ ) as those chosen in Section V-A. For each δ ∈ [0, 1], let ψ ε (δ , τ) be the solution of (12) with initial condition ψ(δ , 0) = e 1 and E = 1. We have plotted on Figure 3 the fidelity, that is | ψ ε (δ , 1), e 2 | 2 for a dispersion δ of the amplitude of the control in [0, 1]. On every sub-interval [a, b] of [0, 1] with a > 0, the fidelity converges uniformly to the constant function δ → 1 when ε → 0.
Let now ψ ε (E, τ) be the solution of the equation
where u ε (τ) = 2 ε v(τ) cos( 2τ ε α+1 + 1 ε φ (τ)), with initial condi-tion ψ(E, 0) = e 1 for every E ∈ [ 1 2 , 3 2 ]. We have plotted on Figure 4 the fidelity for a dispersion of E in [ 1 2 , 3 2 ]. As already mentioned in the introduction, numerical simulations suggest that our method of control is not robust w.r.t. inhomogeneities of the resonance frequency E.
