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Abstrat. We anonially assoiate to any planar algebra two type II∞ fators M±. The
subfators onstruted previously by the authors in [GJS08℄ are isomorphi to ompressions
of M± to nite projetions. We show that eah M± is isomorphi to an amalgamated free
produt of type I von Neumann algebras with amalgamation over a xed disrete type I
von Neumann subalgebra. In the nite-depth ase, existing results in the literature imply
that M+
∼= M− is the ampliation a free group fator on a nite number of generators.
As an appliation, we show that the fators Mj onstruted in [GJS08℄ are isomorphi to
interpolated free group fators L(F(rj)), rj = 1+2δ
−2j(δ− 1)I, where δ2 is the index of the
planar algebra and I is its global index. Other appliations inlude omputations of laws of
Jones-Wenzl projetions.
1. Introdution.
In this paper, we assoiate a pair of semi-nite von Neumann algebras M± to a planar
algebra P. The algebras M± are obtained via the GNS onstrution from a ertain non-
unital traial indutive limit algebra V+ whih arises anonially from P. These algebras
have an interesting struture, and the paper is mainly devoted to their study.
To state our main appliation, let P be a subfator planar algebra of index δ2, and let us
denote by Mk = Mk(P) the von Neumann algebra generated in the GNS representation of
(P,∧k, T rk) (see Def. 7 and 8 in [GJS08℄). We prove:
Theorem 1. Assume that P is nite-depth with global index I. Then Mk ∼= L(F(rk)) with
rk = 1 + 2δ
−2k(δ − 1)I.
We refer the reader to [On88, EK98℄ for the denition of global index I. If Γ is the
prinipal graph of P and µ is the Perron-Frobenius eigenvetor normalized by µ(∗) = 1,
then I = 1
2
∑
v∈Γ µ(v)
2
. This formula is onsistent with the result of Kodiyalam and Sunder
in the depth two ase [KSa℄.
The main step in proving 1 is to prove that the ampliations of Mk are isomorphi to
type II∞ von Neumann algebra M+ or M− (the hoie of sign is aording to the parity
of k). It turns out that eah M± admits a desription as a (possibly innite) free produt
with amalgamation over a disrete type I von Neumann subalgebra of type I von Neumann
algebras. In the nite-depth ase, this is suient to determine the isomorphism lass of
M± using the work of Dykema [BDJ06, Dyk93, Dyk94, Dyk09℄.
We note that rk the statement of Theorem 1 satisfy (rk − 1) = δ2(rk+1 − 1).
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We mention also that while this paper was in preparation, Kodiyalam and Sunder have
found a dierent proof that Mk are (in the nite-depth ase) isomorphi to interpolated free
group fators [KSb℄.
We onlude the paper with another appliation of the isomorphism between M0 and a
ompression of M. It allows us to reover the random matrix model used in [GJS08℄ and
an be quite useful in random matrix omputations (we illustrate this by desribing the joint
law of Jones-Wenzl idempotents JW ).
2. A semi-finite traial algebra assoiated to a planar algebra.
Let P be a planar algebra. We denote by Pǫk, k = 0, 1, 2, . . . , ǫ = ±, the k-th graded
omponent of P.
For xed k, ǫ and integers a, b, p satisfying a+ b+ p = 2k, let V ǫa,b(p) be a opy of Pǫk; we
think of V ǫa,b(p) as diagrams arranged to have, lokwise from the rst string, a strings on
the left, p on top, b on the right and so that the top-left orner has shading ǫ. Dene the
multipliation map
· : V ǫa,b(p)× V ǫ
′
a′,b′(p
′)→ V ǫa,b′(p+ p′)
to be zero unless b = a′ and ǫ′ = (−1)pǫ and otherwise by the tangle:
(2.1)
.
.
.
.
.
.
.
.
.
· · · · · ·
p︷ ︸︸ ︷ p′︷ ︸︸ ︷


b′
b




a
∗

 a′
∗
∗
The two hoies of shading at the top left of the tangle orrespond to the possible values
of ǫ.
Dene the trae Tr : V ǫa,b(p)→ Pǫ0 to be zero unless a = b and otherwise by the tangle
(2.2)
∑
TL
· · ·
.
.
.
.
.
.
∗
(here
∑
TL denotes the sum of all Temperley-Lieb diagrams). Finally, onsider the inlusions
V ǫa,b(p)→ V ǫa+2r,b+2s(p)
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given by the tangle
(2.3) δ−(r+s)/2
· · ·
.
.
.
.
.
.
2r


*
*
}
2s
Let
V ǫ1ǫ2 (p) =
⋃
a,b≥0
ǫ2=(−1)
aǫ1
V ǫ1a,b(p)
and
V ǫ1ǫ2 =
⊕
p≥0
V ǫ1ǫ2 (p).
Finally, we let
V+ = V
+
+ ⊕ V −+ .
One easily heks that the inlusions (2.3) are ompatible with the multipliation (2.1)
and the trae (2.2), thus proving the following:
Lemma 2. (a) Equation (2.1) determines an assoiative multipliation · on V+ = V ++ + V −+
so that
V ǫ
′
ǫ (p) · V ǫ
′′
ǫ (p
′) ⊂ V ǫ′ǫ (p+ p′).
Furthermore, if x ∈ V ǫ+(0) and y ∈ V ǫ′+ and ǫ 6= ǫ′ , then x · y = 0.
(b) Equation (2.2) denes a trae on V+.
() The linear spaes Aǫ+
def
= V ǫ+(0) form subalgebras of V+. Moreover, A+ = A
+
+ + A
−
+ is
isomorphi to A++ ⊕A−+ as algebras.
We ould also dene V− = V
−
− ⊕ V +− ; this is also an algebra with a trae, in the analogous
way.
Lemma 3. (a) The tangle
(2.4)
.
.
.
.
.
.
∗
∗
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denes an injetion i from A++ to A
−
+.
(b) The tangle
(2.5)
· · ·· · ·
∗
∗
denes a ompletely-positive map E1 : A
−
+ → A++.
() Let η : A+ → A+ be given by
η(a⊕ b) = E1(b)⊕ i(a), a ∈ A++, b ∈ A−+.
Then Tr(xη(y)) = Tr(η(x)y) for all x, y ∈ A+.
(d) The inlusion of V ǫa,a(0) into V
ǫ
a+2,a+2(0) determined by setting r = s = 1 in (2.3) is
the same as the inlusion α desribed in Lemma 2.1 in [PS03℄. In partiular, the alge-
bra A++ (resp., A
−
+) is exatly (the algebrai indutive limit of Pk's inside) the type I von
Neumann algebra A−1−1 (resp., A−10 ) dened in (2.4.7) in [PS03℄, and this identiation is
trae-preserving.
(e) The trae Tr is non-negative denite on A+, and moreover there exists a type I semi-
nite von Neumann algebra A+ with trae Tr ontaining A+ as a weakly dense subalgebra in
a trae-preserving way. The minimal projetions of A+ are ontained in A+.
(f) The minimal entral projetions of A+ are labeled by the graph Γ. The trae of a minimal
projetion of A+ lying in the entral omponent assoiated to the vertex v is the value of the
Perron-Frobenius eigenvetor µ(v), normalized by µ(∗) = 1.
(g) If Aǫ+ is the losure of A
ǫ
+ in A+, then A+ = A
+
+ ⊕ A−+. Moreover, Aǫ+ = PǫA+, where
Pǫ is the entral projetion orresponding to all even (if ǫ = +) or odd (if ǫ = −) verties in
the prinipal graph Γ.
(h) The inlusion A
+
+ ⊂ A−+ is given by the graph Γ.
Proof. Parts (a), (b) and (), (d) are straightforward. Both (e) and (f) follow from (d);
indeed one takes A+ = A−1−1⊕A−10 . The remaining parts (f), (g) and (h) follow from [PS03℄,
Lemma 2.6. 
One ould instead work with A−; in this ase a similar lemma holds, with the exeption
of replaing Γ by the dual prinipal graph.
Theorem 4. Let en ∈ A(−1)
n
+ denote the projetion
(2.6)
.
.
.
}
n
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Then there are a trae-preserving isomorphisms:
(enV+en, ·, δ−nTr) ∼=
{
(P,∧n, T rn), n even,
(Pop,∧n, T rn), n odd;
(enV−en, ·, δ−nTr) ∼=
{
(Pop,∧n, T rn), n even,
(P,∧n, T rn), n odd;
where we write Pop for the dual planar algebra to P (i.e., one for whih the shadings are
reversed).
Proof. The isomorphism is given by identifying an element x ∈ Pǫ2n+p with an element of
V ǫn,n(p), and then identifying V
ǫ
n,n(p) with enV
ǫ
(−1)nǫen. 
3. Operator-valued semiirular systems.
Let A be a von Neumann algebra and let η : A→ A be a ompletely-positive map. Then
[Shl99, Spe98℄ there is a unique von Neumann algebra M ⊃ A, a onditional expetation
E : M → A and an element X = X∗ ∈ M so that: (i) M = W ∗(A,X); (ii) E(a0Xa1) = 0
for any aj ∈ A and E satises the following reursive property (here a1, a2, · · · ∈ A):
(3.1) E(a0Xa1 · · ·Xan) =
n∑
k=2
a0η(E(a1Xa2 · · ·Xak−1)) E(akXak+1 · · · an−1Xan).
For example,
E(a0Xa1) = 0, E(a0Xa1Xa2) = a0η(a1)a2.
The element X is alled the A-valued semiirular element with variane η. Note that η is
determined by η(a) = E(XaX).
The denition still makes sense if A is a self-adjoint subalgebra of a von Neumann algebra,
provided that η extends to a ompletely-positive map on (some) the von Neumann algebra
ontaining A. The A-valued distribution of X is ompletely desribed by the reursive
formula (3.1).
It is not hard to see that is equivalent to the following graphial rule of omputing
E(a0Xa1 · · ·Xan). First draw the produt as follows:
✖✕
✗✔
✖✕
✗✔
✖✕
✗✔
a0 a1 a2 an−1 anX X X· · ·
Next, onsider the following drawing, where
∑
TL stands for the sum over all T :
(3.2)
✖✕
✗✔
✖✕
✗✔
✖✕
✗✔
a0 a1 a2 an−1 anX X X· · ·
∑
TL
Finally, obtain the value of E(a0Xa1X · · · an−1Xan) by reursively performing the following
replaements in (3.2):
✒✑
✓✏
✒✑
✓✏
a b c aη(b)c=X X
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In the ase that A is semi-nite with trae Tr and η satises
Tr(xη(y)) = Tr(η(x)y), ∀x, y ∈ L1(Tr)
the algebra M is also semi-nite with trae Tr ◦ E.
More generally, a family {Xi : i ∈ I} is alled semiirular over A if one has the reursive
relation
E(a0Xi1a1 · · ·Xinan) =
n∑
k=2
a0ηi1ik(E(a1Xi2a2 · · ·Xak−1)) E(akXik+1ak+1 · · · an−1Xinan).
The joint variane ηij an be viewed as a matrix-valued map η = (ηij)ij : A→ A⊗B(ℓ2(I))
(where B(ℓ2(I)) stands for bounded operators on ℓ2(I)), and the positivity requirement is
that this map be ompletely-positive.
We need the following Lemma, whih an be found in [Shl99, Shl98℄:
Lemma 5. (a) Let X be an A-valued semiirular element, let ai, bi ∈ A. Then the elements
{a∗iXbj + b∗jXai}i≤j form an A-valued semiirular family. (b) Let Xi : i ∈ I be an A-valued
semiirular family. Then Xi are free with amalgamation over A i E(XiaXj) = 0 for
i 6= j and all a ∈ A. () If A1 ⊂ A is a subalgebra so that η(A1) ⊂ A1, then X is also
A1-semiirular. (d) If η(a) = τ(a)1 for all a ∈ A and a state τ : A → C, then X is free
from A in W ∗(A,X, τ ◦ E). (e) ‖X‖ ≤ 2‖η(1)‖.
We now return to the algebra A+ = A
+
+ ⊕ A−+ that we dened in Lemma 2. Let A+ =
A
+
+ ⊕ A+− be as in Lemma 3(e). Let η : A+ → A+ be given by
η(a⊕ b) = E1(b)⊕ i(a)
as in Lemma (2). Then η is a ompletely-positive map and satises Tr(xη(y)) = Tr(η(x)y)
for all x, y ∈ L1(Tr). LetX be an A+-valued semiirular element, and letM+ = W ∗(A+, X),
E : M+ → A+ the anonial onditional expetation, and Tr = Tr ◦ E a semi-nite trae
on M+.
Lemma 6. Let Xn = e2nXe2n+1 + e2n+1Xe2n. Let also fn = e2n ⊕ e2n+1 ∈ A+. Then
fn ↑ 1 weakly. Moreover, Xn = fnXfn, and Xn is an operator-valued semiirular element
over A+ with variane ηn(x) = fnη(fnxfn)fn. In partiular, sine fnA+fn = fnA+fn and
ηn(fnA+fn) ⊂ fnA+fn, Xn is fnAfn-semiirular with variane η|fnAfn.
Consider now the element cn ∈ V+ given by the diagram
(3.3) cn = .
.
.

 2n+ 1
(the top-left orner is unshaded).
Lemma 7. (a) e2ncn = cne2n+1;
(b) fmcnfm = cm if n ≥ m.
() If xn = cn + c
∗
n, then cn = e2nxne2n+1.
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(d) For any N0, V+ = Alg(A+,{xn}n≥N0).
(e) Let E : V+ → A+ be the onditional expetation given by the tangle
(3.4)
.
.
.
.
.
.
· · ·
∑
TL
Then xn is A+-semiirular with variane ηn(x) = fnη(fnxfn)fn. In partiular, E(xnaxnfn) =
fnη(fnxfn)fn for all a ∈ A+.
Proof. (a), (b), () are straightforward veriations.
To prove (d), we learly have the inlusion Alg(A+,{xn}n≥N0) ⊂ V+. Note that cn and c∗n
belong to Alg(A+, xn). Next, one an obtain any element of V+ by applying the following
tangle to various elements of A+:
.
.
.
.
.
.
.
.
.
.
.
.
This tangle, however, an be obtained by omposing the multipliation tangle with diagrams
of the form
(3.5)
and their adjoints. But the following piture shows that (3.5) (up to the indutive limit
dened by (2.3)) belongs to Alg(A+,{xn}n≥N0):
(3.6)
= .
This shows that Alg(A+,{xn}n≥N0) = V+.
Finally, part (e) follows from the denition of E and (3.2). 
We have thus proved:
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Theorem 8. The map taking A+ into A+ and eah xn to Xn extends to a trae-preserving
isomorphism between (V+, ·, T r) and a dense subalgebra of M+. Thus M+ ∼= W ∗(A+, X),
where X is A+-semiirular of variane η.
Corollary 9. The trae Tr on V+ is non-negative denite, and elements of V+ give rise to
bounded operators in the GNS representation on L2(V+, T r).
Proof. This follows from the fat that L2(V+, T r) = L
2(M+, T r), and that every element of
V+ ats on L
2(V+, T r) in the same way as some nite-degree non-ommutative polynomial
in X and elements of A+. Moreover, ‖X‖ ≤ 2‖η(1)‖ <∞. 
Corollary 10. Mj(P) ∼= ejM+ej if j is even and Mj(Pop) ∼= ejM+ej if j is odd. Here Pop
denotes the dual planar algebra and we write Mj(P) for the tower of fators assoaited to a
planar algebra P in [GJS08℄.
Let Pǫ be the unit of A
ǫ
+, ǫ = ±.
Lemma 11. (a) Let c = P+XP− and let c = vb be the polar deomposition of c. Then
vv∗ = P+ and v
∗v ≤ P−. (b) P± both have entral support 1 in M+. () If the index satises
δ2 > 1, M+ is a type II∞ fator.
Proof. Let b2n = c
∗
ncn. Then bn ∈ e2nM+e2n and its law there is the same as the law of
∪ in M0 ⊂ Mn. It follows that if we set vn = cnb−1/2n , then vnv∗n = e2n. Sine e2n ↑ P+,
vv∗ = P+. On the other hand, sine e2n+1cnc
∗
ne2n+1 = cnc
∗
n, it follows that v
∗
nvn ≤ e2n+1.
Thus vv∗ ≤ P−. This proves (a). To prove (b), onsider a entral projetion q so that
q ≥ P−. But then q ≥ v∗v and so q ≥ vv∗ (sine q is entral). Thus q ≥ P+ also, and so
q ≥ P+ + P− = 1. Finally, to prove (), assume that q ∈ M+ is a entral projetion. Then
sine [q, P±] = 0, we nd that q = P+qP+ + P−qP− = q+ + q−, where qǫ ∈ PǫM+Pǫ. Again,
let fn = e2n + e2n+1, fn ↑ 1. Then fnqǫfn is entral in PǫMPǫ, whih is isomorphi to either
M2n+1(Pop) or M2n(P) depending on the parity of ǫ. But these are fators by [GJS08℄, so
fnqǫfn must be multiples of identity. Sine fn ↑ 1, it must be that q = 0, q = P+, q = P− or
q = 1. But beause of (b) only q = 0 and q = 1 are possible. 
Corollary 12. If the index satises δ2 > 1, we have the following isomorphisms
M2j+1(Pop) ∼= (M0)δ2j+1 , M2j(P) ∼= (M0)δ2j .
Here Pop is the planar algebra dual to P and we write Mj(P) for the tower of fators
assoaited to a planar algebra P in [GJS08℄.
This is of ourse beause by Corollary 10,M1(Pop) ∼= M0(P)δ and in generalMk+2 ∼= M δ2k .
4. The algebra M+.
Let Γ be the prinipal graph of P, and denote by Γ+ the even and by Γ− the odd verties
of Γ. For eah v ∈ Γ+ hoose a minimal projetion qv ∈ A++ in the entral summand
orresponding to v (in the ase of v = ∗ we hoose q∗ = e0). Let µ be the Perron-Frobenius
eigenvetor for Γ, normalized by µ(∗) = 1. Then Q =⊕v∈Γ+ qv⊕ i(qv) is a projetion in A+.
Moreover, there exists a family of partial isometriesmi ∈ A+ having the formmi = wi⊕i(wi)
and satisfying: m∗imi = Q,
∑
mim
∗
i = 1.
As in Theorem 8, let X be an A+-semiirular element of variane η.
Lemma 13. For any a ∈ A++, aX = Xi(a).
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Proof. This follows from aXn = acn and the following diagram:
.
.
.
.
.
.
.
.
.
.
.
.
=

Corollary 14. QM+Q = W
∗(QA+Q,QXQ). Moreover, QXQ is QA+Q-semiirular with
variane η|QA+Q.
Proof. QM+Q = W
∗(QA+Q, {m∗iXmj}) = W ∗(QA+Q,QXQ) beause of Lemma 13. The
rest follows from Lemma 5. 
We now desribe the algebra QA+Q. Let us write Q+ = QP+ and Q− = QP−. Thus
Qǫ is the unit of QA
ǫ
+Q. The algebra QA
+
+Q is abelian. Its minimal (entral) projetions
are the projetions qv, v ∈ Γ+ that we have hosen before. For eah edge e of Γ, write
s(e) ∈ Γ+ and t(e) ∈ Γ− to denote the two ends of e. For eah w ∈ Γ− x a minimal
projetion fw ∈ QA−+Q in the entral omponent assoiated to w. Next, for eah edge e
hoose a partial isometry we ∈ QA−+Q so that w∗ewe′ = δe=e′ft(e) and
∑
s(e)=v wew
∗
e = i(qv).
Let F = Q+ +
∑
w∈Γ− fw ≤ Q. Finally, set
(4.1) Xe = w
∗
eXqs(e) + qs(e)Xwe ∈ FM+F.
Lemma 15. FM+F = W
∗(FA+F, {Xe : e ∈ E(Γ)}), where E(Γ) is the set of edges of Γ.
Moreover, Xe are free with amalgamation over FA+F and eah Xe is FA+F -semiirular
with variane ηe given by ηe(a⊕ a′) = (E1(wea′w∗e)⊕ w∗ei(qvaqv)we), v = s(e).
Proof. Let F+ = FQ+, F− = FQ−. Then w
∗
eXqs(e) = F−XeF+. We now laim that
FM+F is generated by FA+F and elements w
∗
eXqs(e). Indeed, this follows from the identity∑
v
∑
s(e)=v wew
∗
eXqs(e) = Q−XQ+, whih allows us to approximate an arbitrary word in
A+ and X by words in A+ and {Xe}e∈E(Γ). We now apply Lemma 5(a) to A = QA+Q to
onlude that {Xe}e∈E(Γ) form a semiirular family. Finally, if e 6= e′ and qv ∈ F+A+F+,
fw ∈ F−A+F−, then
E(XeaXe′) = (w
∗
ei(qs(e)qvqs(e′))we′) = 0
E(XebX
′
e) = (qs(e)E1(wefww
∗
e′)qs(e′)) = 0,
the last equality beause wefww
∗
e′ = δt(e)=wwew
∗
e′ and Tr(wew
∗
ei(qv)) = Tr(w
∗
ei(qv)we′) =
Tr(w∗e
∑
wfw
∗
fw
′
e) = 0 if e 6= e′, so that E1(wfww∗e′) = 0. Using Lemma 5(b) we onlude
that Xe are free with amalgamation over FA+F . 
To simplify notation, we shall from now on write A = FA+F , Aǫ = FQǫA, 1ǫ = FQǫ,
ǫ = ±. Note that the algebra A is abelian, with its minimal entral projetions labeled by
verties of Γ. We will write pv for the projetion orresponding to v ∈ Γ (thus pv = qv if
v ∈ Γ+ and pw = fw if w ∈ Γ−).
We summarize this as:
Lemma 16. (a) There is a trae-preserving isomorphism (M0, T r0) ∼= (e0Ne0, T r), where
N = FM+F . (b) N is isomorphi to the amalgamated free produt ∗A{Ne : e ∈ E(Γ)} where
Ne = W
∗(A, Xe) and Xe is an A-valued semiirular element with variane ηe determined by
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ηe(pv ⊕ 0) = λeδs(e)=v0⊕ pt(e), ηe(0⊕ pw) = λ′eδt(e)=wps(e)⊕ 0, where λe, λ′e are some nonzero
onstant. () Ne
∼=⊕v∈Γ\{s(e),t(e)} Cpv⊕W ∗(ps(e), pt(e), Xe). (d) If we set Ae = Cps(e)+Cpt(e),
then Xe is Ae-semiirular.
Proof. To prove (a), note that e0 = q∗ ≤ F . Thus M0 ∼= e0M+e0 = e0FM+Fe0 = e0Ne0
(note that in our normalization Tr(e0) = 1). Part (b) is nothing by the onlusion of Lemma
15. To see (), we note that Xe = (ps(e) + pt(e))Xe(ps(e) + pt(e)). Finally, to see (d) we note
that ηe takes Ae to Ae and apply Lemma 5(). 
Lemma 17. Let e ∈ E(Γ) and let v, w ∈ Γ so that µ(v) ≤ µ(w) and {s(e), t(e)} = {v, w}
(here µ is the Perron-Frobenius eigenvetor). Endow the algebra Ne with the normalized trae
τ = 1
µ(v)+µ(w)
Tr. Then there exists a trae-preserving isomorphism between W ∗(Ae, Xe) and
the algebra (M2×2 ⊗ (L∞[0, 1]))⊕Cp where the trae on the seond algebra is determined by
τ(p) = (µ(w)−µ(v))/(µ(w)+ µ(v)). In partiular, the free dimension fdim [BDJ06, Dyk93,
Dyk94, Dyk09℄ of any set of generators of this algebra is given by
fdimW ∗(Ae, Xe) = 1− 1
(µ(w) + µ(v))2
(µ(w)− µ(v))2
= 1 +
1
(µ(w) + µ(v))2
(−µ(v)2 − µ(w)2 + 2µ(v)µ(w))
Proof. Consider the algebraAe generated by pwC⊕pvC (with unit pw+pv) and a semiirular
element Y whih is free from Ae. By Lemma 5(d), Y is Ae-semiirular with variane τ. Let
X ′ = pwY pv + pvY pw. Then X
′
is Ae-semiirular and has the same variane (up to a salar
multiple) as Xe.
Thus
W ∗(Ae, Xe) ∼= W ∗(Ae, X ′).
Let Z = pvX
′pw = pvY pw. Then the distributions of ZZ
∗
and Z∗Z are free Poisson
elements; moreover, ZZ∗ has support projetion pv, while Z
∗Z has the support projetion
q ≤ pw of trae τ(q) = τ(pv). Let Z = V |Z| be the polar deomposition of Z. Thus
V V ∗ = pv, V V
∗ = q ≤ pw, so that W ∗(Cpv ⊕ Cpw, Xe) ∼= W ∗(pv, q, V, |Z|, pw − q). Note
that the support projetion of any element in the algebra generated by pv, q, V, |Z| is under
pv + q = 1− (pw− q) , so W ∗(pvC⊕ pwC, Xe) = W ∗(pv, q, V, |Z|)⊕Cp, where p = pw− q is a
projetion of trae
1
µ(v)+µ(w)
(τ(pw)−τ(pv)) = 1µ(v)+µ(w) (µ(w)−µ(v)). On the other hand, sine
pv and q are equivalent via V , W
∗(pv, q, V, |Z|) is isomorphi to the algebra of 2×2 matries
over the von Neumann algebra generated by |Z| in the algebra pvW ∗(pvC⊕pwC, Y ). Sine the
law of |Z| is quarter-irular and has no atoms, the algebra generated by |Z| (with unit pv) is
isomorphi to L∞[0, 1]. Thus W ∗(pvC⊕ pwC, Xe) is isomorphi to (M2×2 ⊗ (L∞[0, 1]))⊕Cp
as laimed.
The omputation of the free dimension fdim an be performed using the formulas in
[BDJ06, Dyk93, Dyk94, Dyk09℄. Indeed, sine the algebra M2×2 ⊗ (L∞[0, 1]) is hypernite
and diuse, its free dimension is 1. Thus fdim [(M2×2 ⊗ (L∞[0, 1]))⊕ Cp] = 1 − τ(p)2 =
1− 1
(µ(w)+µ(v))2
(µ(w)− µ(v))2. 
Corollary 18. M0 = e0Ne0 where N is an amalgamated free produt (indexed by edges of Γ)
of type I von Neumann algebras with amalgamation over a xed disrete type I von Neumann
subalgebra.
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4.1. The nite-depth ase. In the ase that Γ is innite, the projetion F is innite, and
the amalgamated free produt appearing in Corollary 18 involves an innity of terms Ne,
eah seminite. Unfortunately, we have been unable to nd existing results in the literature
to handle this ase, although it is natural to onjeture that the resulting fator is then the
innite ampliation of L(F∞). However, in the ase that Γ is nite, the projetion F is
nite and so N is a nite fator. Moreover, eah term Ne is also nite and is of type I. In
this ase one an apply the results of and formulas in [BDJ06, Dyk93, Dyk94, Dyk09℄.
Lemma 19. There is a trae-preserving isomorphism (N, 1
Tr(F )
Tr) ∼= (L(F(s)), τ) where
(4.2) s = 1 +
1
Tr(F )2

−∑
v∈Γ
µ(v)2 + 2
∑
e∈E(Γ)
µ(t(e))µ(s(e))

 ,
T r(F ) =
∑
v∈Γ µ(v).
Proof. The algebra N is an amalgamated free produt over all edges e of Γ of the algebras
Ne over the subalgebra A. Let T =
∑
v∈Γ µ(v) = Tr(F ).
One has fdim(A) = 1− T−2∑v∈Γ µ(v)2. Furthermore,
fdim(Ne) = fdim(
⊕
v∈Γ\{t(e),s(e)}
Cpv ⊕W ∗(Ae, Xe))
= 1−

 ∑
v∈Γ\{t(e),s(e)}
T−2µ(v)2

− T−2 (µ(s(e))− µ(t(e)))2
= 1−
(∑
v∈Γ
T−2µ(v)2
)
+ T−2
(
µ(s(e))2 + µ(t(e))2
)
−T−2
(
µ(t(e))2 + µ(s(e))2 − 2µ(s(e))µ(t(e))
)
= fdim(A) + 2T−2µ(s(e))µ(t(e)).
Let e0 an edge starting from ∗. By Lemma 11(), N = FM+F is a fator.
Then by [BDJ06, Dyk93, Dyk94, Dyk09℄, sine N is a fator, it is isomorphi to L(F(s))
where
s = fdimNe0 +
∑
e∈E(Γ)\{e0}
(fdimNe − fdim(A))
= fdimA+ 2T−2µ(s(e0))µ(t(e0)) + 2T−2
∑
e∈E(Γ)\{e0}
µ(s(e))µ(t(e))
= 1 +
1
T 2

−∑
v∈Γ
µ(v)2 + 2
∑
e∈E(Γ)
µ(t(e))µ(s(e))

 .

Theorem 20. If P is nite depth with global index I and δ > 1, then (a) M0 ∼= L(F(1 +
2(δ − 1)I)), (b) Mk ∼= L(F(1 + 2δ−2k(δ − 1)I)).
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Proof. By Corollary 18, M0 ∼= e0Ne0, where e0 ∈ N is a projetion of trae 1/Tr(F ) = 1/T
in the notation of Lemma 19. Moreover, N = L(F(s)) with s given by (4.2).
Reall that the eigenvetor ondition implies that
∑
e:s(e)=v µ(v)µ(t(e)) = δ
∑
µ(v)2. From
this we nd that
∑
e∈E(Γ) µ(s(e))µ(t(e)) = δ
∑
v∈Γ+ µ(v)
2
. Let I be the global index [On88,
EK98℄, I =
∑
v∈Γ+ µ(v)
2
. Thus
∑
e∈E(Γ) µ(s(e))µ(t(e)) = δI.
The eigenvetor ondition implies that
∑
v∈Γ µ(v)
2 = 2
∑
v∈Γ+ µ(v)
2 = 2I. Hene
s = 1+
1
T 2

∑
v∈Γ
µ(v)2 + 2
∑
e∈E(Γ)
µ(s(e))µ(t(e))

 = 1+ 1
T 2
(−2I + 2δI) = 1 + 2T−2(δ − 1)I.
The ompression formula [R d94, Dyk94, VDN92℄ then implies that M0 ∼= L(F(r)) with
r = 1 + T 2(s − 1) = 1 + 2(δ − 1)I. This proves (a). For k even, part (b) follows from
the ompression formula and Corollary 12. In the odd ase, applying our arguments to Pop
instead of P and using the ompression formula and Corollary 12, we get thatM2k+1(Pop) ∼=
L(F(1+2δ−2k(δ−1)Iop) where Iop is the global index of Pop. But Iop = I (sine the prinipal
graphs of P and Pop share a bipartite half) and so (b) holds. 
4.2. Some examples.
4.2.1. Finite-dimensional Ka algebras. We rst onsider the ase of the planar algebra of
an n-dimensional Ka algebra as onsidered in [KSa℄. In this ase, the prinipal graph Γ has
the form
∗ •upslope

•
.
.
.
•
}
(n− 1) verties.
The Perron-Frobenius eigenvetor is equal to 1 on all even verties and to
√
n on the single
odd vertex. The assoiated eigenvalue is δ =
√
n. The global index is given by I = n ·1 = n.
In this ase, Theorem 20 gives:
M0 ∼= L(F(1 + 2n
√
n− 2n)), M1 ∼= L(F(2
√
n− 1)),
in aordane with the results of [KSa℄.
4.2.2. The inlusion M ⊂ M ⊗Mn×n. Another example is the graph planar algebra asso-
iated to the graph ∗≡≡• (n edges). The assoiated inlusion of II1 fators is of the form
M ⊂ M ⊗Mn×n. In this ase, δ = n, the eigenvetor is equal to 1 at all verties, and the
global index is 1. Thus M0 ∼= L(F(2n− 1)).
5. N+ and random blok matries.
We point out a onnetion between our desription of M0 = e0N+e0 = e0W
∗(A, {Xe : e ∈
E(Γ))e0 and ertain random blok matries onsidered in 3.1 of [GJS08℄. To avoid the lash
of notation, we will write X¯e for what was denoted Xe in that paper:
Proposition 21. The limit joint distribution of the random matries {dv : v ∈ Γ} ∪ {X¯e +
X¯∗eop : e ∈ E(Γ)} as dened in [GJS08, 3.1℄ is the same as that of {pv : v ∈ Γ} ∪ {Xe : e ∈
E(Γ)} ⊂ W ∗(A, {Xe : e ∈ E(Γ)}) = N+.
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Proof. The variables Xe onstruted in the present paper form an A-valued semiirular
family, and so do the variables X¯e+ X¯
∗
e onstruted in [GJS08℄ (see the proof of Proposition
2). 
In fat, there is a lear similarity between our onstrution of Xe from the variable X
given by equation (4.1) and the onstrution of Ye in 3.3 of [GJS08℄.
We now reall the realization of (P,∧0, T r0) onstruted in [GJS08℄. First, a planar
algebra P is realized as the subalgebra of PΓ assoiated to its prinipal graph. Let us all
this inlusion ι. For any w ∈ P one an then write ι(w) = ∑ρwρρ, where the summation
takes plae over all loops on Γ starting at an even vertex, identied with elements of PΓ. If
we then write Xρ = Xe1 · · ·Xen in the ase that ρ = e1 · · · en, ej ∈ E(Γ), one of the main
results of [GJS08℄ states that the map
π : w 7→
∑
ρ
wρX¯ρ
is a ∗-homomorphism from (P,∧0, T r0) to the von Neumann algebra generated by {pv : v ∈
Γ} and {Xe : e ∈ E(Γ)}, and that π satises
EW ∗(pv:v∈Γ+)(π(w)) =
∑
v∈Γ+
Tr0(w)pv,
where E denotes the Tr-preserving onditional expetation.
We now make the observation that the map
π0 : w 7→ e0π(w)e0 =
∑
ρ starting at ∗
wρX¯ρ
is one again a ∗-homomorphism from (P,∧0, T r0), whih this time satises Tr(π0(w)) =
Tr0(w). But modulo the identiations given by Proposition 21, this is exatly the isomor-
phism between (P,∧0, T r0) and e0N+e0.
5.1. A short altenative proof of Theorem 20 for M0. We note that one an dedue
Proposition 21 from the fat that π0 intertwines Tr0 and Tr, thus giving an alternative (and
very short) proof to the fat thatM0 ∼= e0N+e0, where N+ is dened to be N+ = W ∗(A, Xe :
e ∈ E(Γ)). One an then proeed as in 4.1, thus obtaining a shorter way of identifying the
isomorphism lass of M0. We have taken the longer route in this paper for the purpose of
introduing and exploring the extra struture of the II∞ fator M+.
5.2. Computations of moments of Jones-Wenzl projetions JWn. We now onsider
ase of the TL planar algebra, whose prinipal graph is AK , K = 2, 3, . . . ,∞.
Up to normalization, eah simple path (i.e., a path whih is a geodesi between ∗ and the
farthest point from ∗ that it reahes) of length 2n orresponds to a Jones-Wenzl projetion
in Pn. Thus in the An ase we get a single Jones-Wenzl projetion JWk for eah k =
1, 2, . . . , K − 1. If we denote by ej the j-th edge in the graph AK , 1 ≤ j ≤ K − 1 (in our
numbering, e1 starts at ∗), then JWk orresponds to the path e1 . . . ekeok . . . eo1.
Thus the joint law of the Jones-Wenzl projetions is the same as that of JW1 = X¯e1X¯
∗
e1 ,
JW2 = X¯e2X¯e1X¯
∗
e1
X¯∗e2 , JW3 = X¯e3X¯e2X¯e1X¯
∗
e1
X¯∗e2X¯
∗
e3
and so on.
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In partiular, let us use this to ompute the law νn of JWn indutively. We have that
(writing cn = P+XenP− and Qn = c1 · · · cn = Qn−1cn):
(5.1)

tkdνn(t) = Tr0((JWn)
k) = Tr((QnQ
∗
n)
k) = Tr
(
(cnc
∗
n Q
∗
n−1Qn−1)
k
)
.
Here Tr0 is the nite trae on P,∧0 and Tr is the semi-nite trae on N+. Note that both
cnc
∗
n and Qn−1 belong to pnN+pn, where we write pn for the projetion at whih en starts.
Let µn = Tr(pn). Then µ
−1
n Tr is a normalized trae on pnN+pn. Moreover, we see from
the random matrix model (in whih ck is modeled by an independent blok matrix of size
µkN × µk+1N , N → ∞) that if u is a Haar unitary free from cn and Qn−1 with respet to
µ−1n Tr, then (5.1) does not hange if we replae cn by ucn. It follows that cnc
∗
n and Q
∗
n−1Qn−1
are free in (pnN+pn, µ
−1
n Tr), and so
νn = (law of cnc
∗
n with respet to µ
−1
n Tr)⊠ (law of Q
∗
n−1Qn−1 with respet to µ
−1
n Tr).
We rst ompute the law of Q∗n−1Qn−1. To this end, we note that
µ−1n Tr((Q
∗
n−1Qn−1)
k) = µ−1n Tr((Qn−1Q
∗
n−1)
k) = µ−1n

tkdνn−1(t).
Thus the law of Q∗n−1Qn−1is given by µ
−1
n νn−1 + (1− µ−1n )δ0.
To ompute the law of cnc
∗
n we note that it is (using the random matrix model) the
Mar£enko-Pastur distribution assoiated to a µnN × µn+1N retangular matrix, N → ∞.
In other words, it is the Free Poisson law πλ with parameter λ = µn+1/µn and thus has
S-transform
Sn(z) =
1
z + µn+1/µn
.
Thus (noting that µ1 = 1 in our normalization)
νn = πµn+1/µn ⊠ (µ
−1
n νn−1 + (1− µ−1n )δ0), ν1 = πµ2 .
Let us now denote by Ξn the S-transform of νn. Then the S-transform of µ
−1
n νn−1+(1−µ−1n )δ0
is given by
Ξn−1(µnz)
1 + z
µ−1n + z
= Ξn−1(µnz)
µn + µnz
1 + µnz
Thus
Ξn(z) = Ξn−1(µnz)
µn(µn + µnz)
(1 + µnz)(µn+1 + µnz)
, Ξ1(z) =
1
z + µ2
.
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