Abstract. The tuples in a generalized relation (i.e., a summary generated from a database) are unique, and therefore, can be considered to be a population with a structure that can be described by some probability distribution. In this paper, we present and empirically compare sixteen heuristic measures that evaluate the structure of a summary to assign a single real-valued index that represents its interestingness relative to other summaries generated from the same database. The heuristics are based upon well-known measures of diversity, dispersion, dominance, and inequality used in several areas of the physical, social, ecological, management, information, and computer sciences. Their use for ranking summaries generated from databases is a new application area. All sixteen heuristics rank less complex summaries (i.e., those with few tuples and/or few non-ANY attributes) as most interesting. We demonstrate that for sample data sets, the order in which some of the measures rank summaries is highly correlated.
Introduction
Techniques for determining the interestingness of discovered knowledge have previously received some attention in the literature. For example, in 5], a measure is proposed that determines the interestingness (called surprise there) of discovered knowledge via the explicit detection of Simpson's paradox. Also, in 22], information-theoretic measures for evaluating the importance of attributes are described. And in previous work, we proposed and evaluated four heuristics, based upon measures from information theory and statistics, for ranking the interestingness of summaries generated from databases 8, 9] .
Ranking summaries generated from databases is useful in the context of descriptive data mining tasks where a single data set can be generalized in many di erent ways and to many levels of granularity. Our approach to generating summaries is based upon a data structure called a domain generalization graph (DGG) 7, 10] . A DGG for an attribute is a directed graph where each node represents a domain of values created by partitioning the original domain for the attribute, and each edge represents a generalization relation between these domains. Given a set of DGGs corresponding to a set of attributes, a generalization space can be de ned as all possible combinations of domains, where one domain is selected from each DGG for each combination. This generalization space describes, then, all possible summaries consistent with the DGGs that can be generated from the selected attributes. When the number of attributes to be generalized is large or the DGGs associated with the attributes are complex, the generalization space can be very large, resulting in the generation of many summaries. If the user must manually evaluate each summary to determine whether it contains an interesting result, ine ciency results. Thus, techniques are needed to assist the user in identifying the most interesting summaries.
In this paper, we introduce and evaluate twelve new heuristics based upon measures from economics, ecology, and informationtheory, in addition to the four previously mentioned in 8] and 9], and present additional experimental results describing the behaviour of these heuristics when used to rank the interestingness of summaries. Together, we refer to these sixteen measures as the HMI set (i.e., heuristic measures of interestingness).
Although our measures were developed and utilized for ranking the interestingness of generalized relations using DGGs, they are more generally applicable to other problem domains. For example, alternative methods could be used to guide the generation of summaries, such as Galois lattices 6], conceptual graphs 3], or formal concept analysis 19]. Also, summaries could more generally include views generated from databases or summary tables generated from data cubes. However, we do not dwell here on the methods or technical aspects of deriving summaries, views, or summary tables. Instead, we simply refer collectively to these objects as summaries, and assume that some collection of them is available for ranking.
The heuristics in the HMI set were chosen for evaluation because they are well-known measures of diversity, dispersion, dominance, and inequality that have previously been successfully applied in several areas of the physical, social, ecological, management, information, and computer sciences. They share three important properties. First, each heuristic depends only on the probability distribution of the data to which it is being applied. Second, each heuristic allows a value to be generated with at most one pass through the data. And third, each heuristic is independent of any speci c units of measure. Since the tuples in a summary are unique, they can be considered to be a population with a structure that can be described by some probability distribution. Thus, utilizing the heuristics in the HMI set for ranking the interestingness of summaries generated from databases is a natural and useful extension into a new application domain. 2 The HMI Set A number of variables will be used in describing the HMI set, which we de ne as follows. Let m be the total number of tuples in a summary. Let n i be the value contained in the Count attribute for tuple t i (all summaries contain a derived attribute called Count; see 8] or 9] for more details). Let N = P m i=1 n i be the total count. Let p be the actual probability distribution of the tuples based upon the values n i . Let p i = n i =N be the actual probability for tuple t i . Let q be a uniform probability distribution of the tuples. Let u = N=m be the count for tuple t i , i = 1; 2; : : :; m according to the uniform distribution q. Let q = 1=m be the probability for tuple t i , for all i = 1; 2; : : :; m according to the uniform distribution q. Let r be the probability distribution obtained by combining the values n i and u. Let r i = (n i + u)=2N, be the probability for tuples t i , for all i = 1; 2; : : :; m according to the distribution r. So, given the sample summary shown in Table 1 To generate summaries, a series of seven discovery tasks were run: three on the NSERC Research Awards Database (a database available in the public domain) and four on the Customer Database (a con dential database supplied by an industrial partner). These databases have been frequently used in previous data mining research 8, 9, 12] and will not be described again here. We present the results of the three NSERC discovery tasks, which we refer to as N-2, N-3, and N-4, where 2, 3, and 4 correspond to the number of attributes selected in each discovery task. Similar results were obtained from the Customer Database. Typical results are shown in Tables 2 through 5 , where the 22 summaries generated from the N-2 discovery task are ranked by the various measures. In Tables 2 through 5 , the Summary ID column describes a unique summary identi er (for reference purposes), the Non-ANY Attributes column describes the number of non-ANY attributes in the summary (i.e., attributes that have not been generalized to the level of the most general node in the associated DGG that contains the default description \ANY"), the No. of Tuples column describes the number of tuples in the summary, and the Score and Rank columns describe the calculated interestingness and the assigned rank, respectively, as determined by the corresponding measure. Some measures are ranked by score in descending order and some in ascending order (this is easily determined by examining the ranks assigned in Tables 2 through 5 ). This is done so that each measure ranks the less complex summaries (i.e., those with few tuples and/or few non-ANY attributes) as more interesting. Tables 2 through 5 do not show any single-tuple summaries (e.g., a single-tuple summary where both attributes are generalized to ANY and a single-tuple summary that was an artifact of the DGGs used), as these summaries are considered to contain no information and are, therefore, uninteresting by de nition. The summaries in Tables 2 through 5 are shown in increasing order of the number of non-ANY attributes and the number of tuples in each summary, respectively. To quantify the extent of the ranking similarities between the sixteen measures across all seven discovery tasks, we calculated the Gamma correlation coe cient for each pair of measures and found that 86.4% of the coe cients are highly signi cant with a p-value below 0.005. We also found the ranks assigned to the summaries have a high positive correlation for some pairs of measures. For the purpose of this discussion, we considered a pair of measures to be highly correlated when the average coe cient is greater than 0.85. Thus, 35% of the pairs (i.e., 42 of 120 pairs) are highly correlated using the 0.85 threshold. Following careful examination of the 42 highly correlated pairs, we found two distinct groups of measures within which summaries are ranked similarly. One group consists of the measures I V ariance , I Simpson One way to analyze the measures is to determine the complexity of summaries considered to be of high, moderate, and low interest (i.e., the relative interestingness). These results are shown in Table 6 . In Table 6 , the values in the H, M, and L columns describe the complexity index for a group of summaries considered to be of high, moderate, and low interest, respectively. The complexity index for a group of summaries is de ned as the product of the average number of tuples and the average number of non-ANY attributes contained in the group of summaries. For example, the complexity index for summaries determined to be of high interest by the I V ariance index for discovery task N-2, is 4.5 (i.e., 3 1:5, where 3 and 1.5 are the average number of tuples and average number of non-ANY attributes, respectively). High, moderate, and low interest summaries were considered to be the top, middle, and bottom 20%, respectively, of summaries. The N-2, N-3, and N-4 discovery tasks generated sets containing 22, 70, and 214 summaries, respectively. Thus, the complexity index of the summaries from the N-2, N-3, and N-4 discovery tasks is based upon the averages for four, 14, and 43 summaries, respectively. Table 6 shows that in most cases the complexity index is lowest for the most interesting summaries and highest for the least interesting summaries. For example, the complexity index for summaries determined by the I V ariance index to be of high, moderate, and low interest are 4.5, 11.3, and 93.6 from N-2, respectively, 9.0, 64.7, and 520.3 from N-3, respectively, and 34.6, 430.5, and 3212.9 from N-4, respectively. The only exceptions occurred in the results for the I Lorenz , I Schutz , I Bray , I Whittaker , I MacArthur , and I Atkinson indexes from the N-3 and N-4 discovery tasks.
