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ON RINGS AS UNIONS OF FOUR SUBRINGS
JON COHEN
Abstract. The covering number of an associative ring R is the minimal number
of proper subrings whose union is R. We establish a strategy to classify unital rings
of a given covering number, and obtain a partial classification of unital rings whose
covering number is four.
1. Introduction
A standard problem in introductory abstract algebra courses is to show that any
group is not the union of two proper subgroups. However, there are groups which are
the union of three proper subgroups. Indeed, by a theorem of Scorza [Sco26], these
are precisely the groups that surject onto the Klein four group.
Similarly, no ring is the union of two subrings, but can be the union of three or more
subrings. If R is an associative ring, we say that R is coverable if it is the union
of proper subrings S1, . . . , Sn, which need not have any multiplicative unit even if R
does. We call the collection of these subrings a cover of R. For such an R, let σ(R)
be the minimal possible size of a cover of R. Write σ(R) = ∞ if R is not coverable
or has no finite cover.
In [Maro12] it was shown precisely which associative rings are the union of three
subrings, i.e., have σ(R) = 3. The main goal of this paper is to extend some of their
results to study the case σ(R) = 4. Unlike in [Maro12], we will make the simplifying
assumption that the ring R has a unit. While we do not obtain as complete a
classification as [Maro12], we reduce to a finite computation the problem of classifying
rings that are a union of a given number of subrings. We now outline our results.
If R is a ring, then we always have σ(R) ≤ σ(R/I) for an ideal I, since a cover of R/I
pulls back to a cover of R. For n ≥ 3, define the set S(n) to be those unital rings R
with σ(R) = n and σ(R/I) > n for every proper quotient R/I. Our first result is the
following theorem.
Theorem 1.1. S(n) is a finite set consisting of finite rings of prime-power order. If
R ∈ S(n) and |R| = pk for a prime p, then p < n. Any ring with covering number n
has some quotient in S(n).
This theorem provides one explanation for the fact that, when n = 3, the rings
appearing in [Maro12] all had order a power of 2. A corresponding statement for
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groups can be found in Theorem 5 of [Bhar09]. Our next result, which was the
original motivation for the paper, gives a partial answer to the question of which
(unital) rings are the union of four subrings.
Theorem 1.2. The set S(4) has two elements of order 27, given in examples 4.3 and
4.4. Any other element in S(4) has order 2t for some 4 ≤ t ≤ 1181. The only two
elements of S(4) of order 16 are given in examples 4.1 and 4.2. If there is an element
of S(4) of order 32, then it is noncommutative. There is no commutative ring in S(4)
of order greater than 219.
We outline the contents of the paper. In the first section, we define the sets S(n)
and establish their general properties, including the first result stated above. We then
begin the attack on S(4), constructing four rings in S(4) and demonstrating the upper
bounds in the second result stated above. Next we compute covering numbers of all
rings of order p3. Then we complete the determination of the rings in S(4) of order 3t.
Subsequently, we obtain a simple result about covering numbers of commutative local
rings with residue field Fp. This permits us to streamline the case-by-case analyses
of the next section, where we study covering numbers of all rings of order 24, and all
commutative rings of order 25. In the final section we suggest some further directions
of research.
2. Notation
We write Zn for the ring of order n generated by 1. We write Cn for the cyclic group
of order n. If q is a prime power, then Fq denotes the field with q elements. For
a set X we write |X| for its cardinality. The letter p will always indicate a prime
number. For the entirety of this paper, R will indicate a unital ring unless otherwise
stated, while Si and S will denote subrings of R which are not required to have a
multiplicative unit.
3. The set S(n)
Definition 3.1. For n ≥ 3, define S(n) to be the collection of (isomorphism classes
of) unital rings R such that σ(R) = n < σ(R/I) for all proper ideals I of R. For R ∈
S(n), with maximal subrings S1, . . . , Sn such that R =
n⋃
i=1
Si, call the corresponding
(n+ 1)-tuple (R, S1, . . . , Sn) a good tuple.
If R ∈ S(n) and R =
n⋃
i=1
Si for proper subrings Si, the intersection S :=
n⋂
i=1
Si does
not contain any nonzero 2-sided ideal I of R. Otherwise we could replace R and Si
by R/I and Si/I, respectively. Ours is a slightly stronger notion of a good tuple then
that of [Maro12], which only requires that S not contain any proper 2-sided ideals,
and does not require that the Si be maximal.
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Example 3.2. The set S(3) was computed completely in [Maro12]. Its two elements
(we are requiring rings to have unit) are F2 × F2 and F2[x, y]/(x
2, y2, xy) of order 4
and 8, respectively. These were distinguished by whether their maximal subrings all
contained 1R, and also by their radicals, which have orders 0 and 4, respectively. Note
that both are commutative.
Our study of S(n) begins with a useful lemma.
Lemma 3.3. Suppose R is a unital ring with σ(R) = n. Let S1, . . . , Sn be proper
maximal subrings such that R = S1 ∪ · · · ∪ Sn. If S :=
n⋂
i=1
Si, then [R : S] ≤ n!
Proof. The Si are pairwise distinct, and moreover we have irredundancy: Si 6⊂⋃
j 6=i Sj . The inequality [R : S] ≤ n! is then a special case of Theorem 6 in
[Bhar09]. 
Theorem 3.4. The set S(n) is finite. If R ∈ S(n), then R is finite and |R| = pm for
a prime p with p < n. If T is a unital ring with σ(T ) = n, then there is a quotient of
T in S(n).
Proof. Let (R, S1, . . . , Sn) be a good tuple, and S =
n⋂
i=1
Si. By Lemma 1 in [Lew67]
and lemma 3.3, there is an ideal I of R contained in S with
[R : I] < ([R : S] + 1)([R:S]+1)
2
≤ (n! + 1)(n!+1)
2
.
Since S contains no nonzero ideals, |R| < (n! + 1)(n!+1)
2
, so R and S(n) are finite.
For each prime p, let R(p) be the 2-sided ideal of R which is killed by some power
of p. Since R is finite, R =
∏
p
R(p). We have σ(R) = minp{σ(R(p))} by Theorem
2.2. of [Wer15]. Clearly R surjects onto each R(p), and σ(R) < σ(R/I) for all proper
ideals I, so R = R(p) for some p.
Let k = [R : S] > 1. The 2-sided ideal kR is contained in S, hence is zero. The
characteristic of R is a power of p, so p divides k, which is at most n!, and thus p ≤ n.
In fact, p < n. This follows from a property of covering numbers for groups: if G
is a finite non-cyclic p-group, then the minimum number of subgroups required to
cover it is at least p + 1; see [Tom97]. The abelian p-group R/S is non-cyclic since
it is covered by the proper subgroups S1/S, . . . , Sn/S. Since R/S is not a union of p
subgroups, R is not a union of p subrings.
Finally, let T be a unital ring with σ(T ) = n. The above argument shows that T has
a finite quotient T/I with σ(T/I) = n. If T/I ∈ S(n) then we’re done. Otherwise
T/I has a proper quotient with covering number n. Since T/I is finite, we can iterate
this process until we arrive at a minimal quotient with covering number n, and this
is in S(n). 
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When R is commutative we can improve the upper bound on |R|.
Lemma 3.5. Let (R, S1, . . . , Sn) be a good tuple, with S =
n⋂
i=1
Si. If R is commutative,
then |R| < [R : S]|End(R/S)|.
Proof. We have a natural ring map f : S → End(R/S) given by f(s)[r] = [rs].
Clearly ker(f) = {s ∈ S : rs ∈ S ∀r ∈ R} is an ideal of R. Since ker(f) ⊂ S,
we have ker(f) = 0, so |S| ≤ |End(R/S)|. The inequality is strict: since R/S is
not cyclic (else it would not be coverable), End(R/S) is not commutative. Thus
|R| = [R : S]|S| < [R : S]|End(R/S)|. 
4. Rings as unions of four subrings
We now consider the question of which rings are unions of four, but no fewer, proper
subrings. Thus we wish to determine the set S(4). By Theorem 3.4, if R ∈ S(4) then
R has order pt for p ∈ {2, 3} and t ≥ 1. We obtain a full classification if p = 3 and a
partial one if p = 2. First we give some examples.
Example 4.1. Let R = F4 × F4. There are exactly four maximal subrings: F4 × F2,
F2×F4, the diagonal subring {(t, t)}t∈F4, and the subring {(0, 0), (1, 1), (x, x+1), (x+
1, x)}, where x ∈ F4\F2. Their union is R and no three form a cover, so R is coverable
and σ(R) = 4. Since no quotient of R is coverable, R ∈ S(4).
Example 4.2. Let R = M2(F2). There are exactly four maximal subrings: the unique
copy of F4 inside R and the stabilizers of the three lines in F2 × F2. Their union is
R and no three form a cover, so R is coverable and σ(R) = 4. Since R has no proper
2-sided ideals, R ∈ S(4).
Example 4.3. Let R = F3[x, y]/(x
2, y2, xy). There are exactly four maximal sub-
rings: St := {a + bt : a, b ∈ F3} where t ∈ {x, y, x + y, x + 2y}. Their union is R
and no three form a cover, so R is coverable and σ(R) = 4. Since no quotient of R
is coverable, R ∈ S(4).
Example 4.4. Let Rn = Tn(F3), the ring of upper triangular n × n matrices over
the field with three elements. It is shown in [Wer19] that σ(Rn) = 4. If n ≥ 3, the
last n− 2 columns of Rn forms an ideal which induces a surjection Rn → R2. On the
other hand, the unique maximal proper quotient of T2(F3) is F3 × F3, which is not
coverable by [Wer15]. Hence Tn(F3) ∈ S(4) if and only if n = 2. The four maximal
subrings are the sets of matrices of the following forms:{[
a
b
]}
,
{[
a b
a
]}
,
{[
a+ b a
b
]}
,
{[
a b
a + b
]}
.
We now state our second main result.
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Theorem 4.5. Let R ∈ S(4).
a) If |R| = 3t then t = 3 and R is isomorphic to the ring in example 4.3 or 4.4.
b) If |R| = 16, then R is isomorphic to the ring in example 4.1 or 4.2.
c) If R is commutative and |R| = 2t 6= 16, then 6 ≤ t ≤ 19.
d) If R is noncommutative and |R| = 2t 6= 16, then 5 ≤ t ≤ 1181
We do not rule out the possibility that there are no rings satisfying the statement of
part c) and/or d). The proof of Theorem 4.5 takes up the rest of the paper. Since it
does not require any preliminary results, we prove the upper bounds in part c) and
d) now.
Let (R, S1, . . . , S4) be a good tuple with R ∈ S(4). If |R| = 2
t, then [R : S] = [R :
Si][Si : S] ≤ 4! = 24, and [R : Si], [Si : S] are each greater than 1, so [R : S] ∈
{4, 8, 16}. In fact, [R : S] > 4, since the abelian group R/S has the Si/S as four
distinct nontrivial proper subgroups, and no group of order 4 has that many nontrivial
proper subgroups. Similarly, we cannot have R/S = C8 or R/S = C16. This leaves
six possibilities for the structure of R/S.
Assume that R is commutative. If R/S = C2 × C4 then |EndS(R/S)| = 2
5, so
|S| ≤ 24 and |R| ≤ 27. If R/S = C32 then EndS(R/S)
∼= M3(F2), which is of order
29, so |S| ≤ 28 and |R| ≤ 211. If R/S = C2 × C8 then |EndS(R/S)| = 2
6, so |S| ≤ 25
and |R| ≤ 29 If R/S = C2 × C2 × C4 then |EndS(R/S)| = 2
10, so |S| ≤ 29 and
|R| ≤ 213. If R/S = C4 × C4 then EndS(R/S) ∼= M2(Z4), which has order 2
8. So
|S| ≤ 27 and |R| ≤ 29. If R/S = C42 then EndS(R/S)
∼= M4(Z2), which has order
216. So |S| ≤ 215 and |R| ≤ 219, which is the largest bound found. We remark that
the size of |S| is at most that of a maximal commutative subalgebra of End(R/S) for
the varying possible structures of R/S; we only used the fact that S was a proper
subring of End(R/S).
If R is noncommutative, the proof of Theorem 3.4 gives |R| ≤ ([R : S]+1)([R:S]+1)
2
) ≤
17289. Since |R| is a power of 2 and 289 log2(17) ∼ 1181.2, part d) follows. We note
that if [R : S] = 8 instead of 16, then the value 81 log2(9) ∼ 256.7 gives |R| ≤ 2
256.
5. Covering numbers for unital rings of order p3
We will compute covering numbers of all unital rings of order p3, using the classifica-
tion given in [Ant82]. First, we prove a lemma about rings of order p2. We use here
and elsewhere the observation that a ring is not coverable if and only if it is generated
by a single element.
Lemma 5.1. Among unital rings of order p2, the only one that is coverable is F2×F2.
Proof. For any prime p, unital rings of order p2 are automatically commutative, and
the only four possibilities are Zp2, Fp2, Fp[t]/(t
2), and Fp × Fp. The first of these
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is generated by 1, hence is not coverable. The second is not coverable since it is
generated by any element not in Fp. The third is not coverable since it is generated
by 1 + t. The last is not coverable if p > 2 since it is generated by (1, 2), and is
coverable if p = 2, with covering number 3. 
Corollary 5.2. If R is a coverable unital ring of order p3 that doesn’t surject onto
F2 × F2, then R ∈ S(σ(R)).
Lemma 5.3. The following is a complete list of coverable unital rings of order p3,
with associated covering number σ:
I) T2(Fp), the ring of upper triangular matrices over Fp, with σ = p+ 1
II) Fp[x, y]/(x
2, y2, xy), with σ = p+ 1
III) F3 × F3 × F3, with σ = 6
IV) F2 × F2 × F2, with σ = 3
V) F2 × F2[t]/(t
2), with σ = 3
VI) F2 × Z4, with σ = 3
Proof. The ring T2(Fp) is the unique noncommutative unital ring of order p
3, for any
prime p, by [Eld68]. It was shown in [Wer19] that σ(T2(Fp)) = p+1. We now assume
that R is commutative of order p3. Let σ = σ(R).
Suppose first that R is decomposable, so R = Fp × T where T has order p
2; there
are four possibilities. If R = F 3p , with p > 3 then R is not coverable while if p ≤ 3
then σ = p+
(
p
2
)
by [Wer15]. If R = Fp × Fp2, then R is not coverable by [Wer15]. If
R = Fp × Zp2 , then R is not coverable if p > 2 since it is generated by a = (1, 2): we
have a− ap(p−1) = (0, 1) and 2ap(p−1) − a = (1, 0). If p = 2, this is coverable since it
surjects onto F2×F2, so σ = 3. If R = Fp×Fp[t]/(t
2), it is not coverable if p > 2 since
it is generated by a = (1, t − 1): we have a − ap = (0, t) and p+1
2
(ap + a2p) = (1, 0),
which together with a give all of R. If p = 2 this is coverable since it surjects to
F2 × F2, so σ = 3.
Assume now that R is indecomposable. If the additive group of R is Cp3, then it is not
coverable since no proper subring contains 1. If the additive group of R is Cp × Cp2,
then R = Zp2 [x]/(px, f(x)) where f(x) ∈ {x
2, x2 − p, x2 − kp} and k is a nonsquare
modulo p (only if p > 2). In all cases, R is not coverable since it is generated by
a = 1+x: the relations always force x3 = 0 so ap
2
= 1 and a−ap
2
= x. If the additive
group of R is C3p then R is one of three rings. If R = Fp3, it is not coverable since it is
generated by any element not in Fp. If R = Fp[x]/(x
3), it is not coverable, since it is
generated by a = 1+x: we have ap
2
= 1 and ap
2
− a = x. If R = Fp[x, y]/(x
2, y2, xy),
it is coverable with σ = p+ 1, due to example 6.1. in [Wer15]. 
Corollary 5.4. If |R| = 27 and R ∈ S(4) then R is isomorphic to the ring in Example
4.3 or 4.4. If |R| < 16 then R 6∈ S(4).
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6. R ∈ S(4) of order 3t
Let (R, S1, S2, S3, S4) be a good tuple, with |R| a power of 3. Since [R : S] = [R :
Si][Si : S] ≤ 4! < 27, and [R : S] is a power of 3, we have [R : Si] = 3 = [Si : S]
for every 1 ≤ i ≤ 4. In particular, 3R ⊂ S, so 3R = 0. Note that Si ∩ Sj = S
whenever i 6= j, since Si ∩ Sj is a proper subring of Si, but S is a maximal subring
of Si for each i. Suppose there are 2 indices i 6= j with 1R 6∈ Si ∪ Sj. Then Si and
Sj are both maximal ideals of R by lemma 2.1. of [Wer18], and S = Si ∩ Sj is an
ideal, hence is zero. But S = 0 implies |R| = 32, contradicting lemma 5.1. Thus
1R ∈ S. Let S1/S = {0, x1, 2x1} and S2/S = {0, x2, 2x2}. We index so that S3/S =
{0, x1+x2, 2x1+2x2}. Since x1+2x2 6∈
3⋃
i=1
Si, we have S4/S = {0, x1+2x2, 2x1+x2}.
For r ∈ R let IR(r) := {s ∈ S : sr ∈ S} and IL(r) := {s ∈ S : rs ∈ S}. These are
additive subgroups of S.
Lemma 6.1. The sets IR(r) and IL(r) are independent of r.
Proof. Let z = ax1+bx2 be one of our eight nontrivial coset representatives. It suffices
to show that the sets IR(z) are all equal. Clearly IR(z) = IR(2z). Suppose s ∈ IR(x1).
If s 6∈ IR(x2) then sx2 = kx2 + s2 for some s2 ∈ S, 1 ≤ k ≤ 2. But then s(x1 + x2) =
sx1+s2+kx2 is a nontrivial coset representative of S2/S, hence cannot be in S3, which
contradicts S3 being a ring. Similarly, if s 6∈ IR(x1+x2), then s(x1+x2) = s3+kx1+kx2
for some s3 ∈ S, 1 ≤ k ≤ 2. But then s(2x1 + x2) = sx1 + s3 + kx1 + kx2 lies in S3
instead of S4. Finally, if s 6∈ IR(2x1 + x2), so that s(2x1 + x2) = s4 + 2kx1 + kx2,
for some s4 ∈ S and 1 ≤ k ≤ 2, then sx2 = sx1 + s4 + 2kx1 + kx2, which lies in S4
instead of S2. Now apply symmetry. 
Lemma 6.2. The index of IR(r) and of IL(r) in S is at most 3.
Proof. We can assume that r = z, one of our eight nontrivial coset representatives.
Suppose that s1, s2, s1−s2 ∈ S\IR(z). We claim s1+s2 ∈ IR(z). Write s1z = s
′
1+k1z,
s2z = s
′
2 + k2z with 1 ≤ ki ≤ 2. Then (s1 − s2)z = s
′
1 − s
′
2 + (k1 − k2)z must have
k1− k2 ∈ {1, 2}. But then (s1+ s2)z = s
′
1+ s
′
2+ (k1+ k2)z ∈ S since k1+ k2 = 0. 
Lemma 6.3. We have IR(r) ∩ IL(r) = 0.
Proof. Let t ∈ IR(r) ∩ IL(r). We will show that z1tz2 ∈ S for zi varying among any
of our eight coset representatives. Suppose first that z1 and z2 belong to different Si.
Since z1t ∈ S, z1tz2 lies in the same Si as z2 does. Since tz2 ∈ S, z1tz2 lies in the
same Si as z1 does. Since the intersection of two distinct Si is S, we have z1tz2 ∈ S.
It remains only to show that x1tx1 and x2tx2 lie in S. We have x1tx1 = s+ bx1 where
0 ≤ b ≤ 2. So x1t(x1 + x2) = s + x1tx2 + bx1. The left side lies in S3, the right side
in S1 since x1tx2 ∈ S, thus b = 0. The case x2tx2 is similar. Thus RtR is an ideal of
R contained in S. This forces RtR = 0, which forces t = 0. 
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Since 0 < |S| = [S : IR ∩ IL] ≤ [S : IR][S : IL] ≤ 9, we obtain the following
consequence.
Corollary 6.4. If R ∈ S(4) has order divisible by 3 then R either has order 27 or
order 81.
We already showed what was possible if |R| = 27 in corollary 5.4. Suppose that
|R| = 81, so |S| = 9 and |Si| = 27 for 1 ≤ i ≤ 4. If R was commutative, then IR(r)
would be a 2-sided ideal in S, hence would be zero. But this would force |S| = 3,
so R is noncommutative. Let J(R) denote the Jacobson radical of R. If J(R) = 0
then R is semisimple, so by order considerations and noncommutativity R = M2(F3).
But σ(M2(F3)) = 7 6= 4 by [Wer18]. Noncommutative unital rings of order p
4, for
p a prime, have been classified in [Derr94]; we make use of their list for R having
characteristic p and |J(R)| ∈ {p, p2, p3}. There are precisely 10 such rings: four
with |J(R)| = 33, five with |J(R)| = 32, and one with |J(R)| = 3. Note that all
noncommutative rings are coverable.
Example 6.5. Let R be the ring given by matrices of the form

a 0 0b c 0
0 0 d

 where
a, b, c, d ∈ F3. This is the unique noncommutative unital ring of order 81 with
|J(R)| = 3. Let I be the 2-sided ideal defined by a = b = c = 0. Then R/I ∼= T2(F3),
so σ(R) = 4 but R 6∈ S(4).
Example 6.6. Let R be the ring given by matrices of the form
[
a b
0 a3
]
where a, b ∈
F9. This is the unique unital noncommutative ring of order 81 with R/J(R) ∼= F9.
The only nonzero 2-sided ideal of R is J(R), which is defined by a = 0. Let S1 be
the index-3 subring defined by the condition a ∈ F3. Suppose M was another index-3
subring of R. Since M 6⊂ S1, M contains a matrix X as above with a ∈ F9 \ F3. The
index of M means there exists 0 6= Y ∈ M ∩ J(R). But any such X and Y together
generate R. So if S2, S3, and S4 are maximal subrings distinct from S1, then |Si| ≤ 9
for 2 ≤ i ≤ 4, which forces |S1 ∪ S2 ∪ S3 ∪ S4| < 81 and σ(R) > 4.
Example 6.7. If R is noncommutative of order 81 and R/J(R) ∼= F3 × F3, then R
is one of the following four rings:



ab a
c d



,



a b ca
d



,



a b cd
d







a b
a
d
c d




where a, b, c, d ∈ F3. In each case, let B be the matrix with
a = c = d = 0 and b = 1. The F3-span of B is a two-sided ideal, and R/(B) is
noncommutative, so R/(B) ∼= T2(F3). Thus σ(R) = 4 but R 6∈ S(4).
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Example 6.8. If R is a noncommutative ring of order 81 with R/J(R) = F3, then
R has four possible structures as follows. Let 1, a, b, c be an F3-basis for R, with
a, b, c ∈ J(R). Impose the relations cJ(R) = J(R)c = {0}, and either
1) a2 = b2 = 0, ab = −ba = c, or
2) a2 = ab = c, ba = 0, b2 = kc with 0 ≤ k ≤ 2.
In all four cases, the F3-span of c is a 2-sided ideal, and R/(c) is isomorphic to the
commutative ring of example 4.3. So σ(R) = 4 but R 6∈ S(4).
Corollary 6.9. If |R| = 81 then R 6∈ S(4).
This completes the proof of part a) of Theorem 4.5
7. Covering for some commutative finite local rings
If R is a finite commutative local ring with radical J , then the characteristic of R is
pk for some prime p, and J ⊃ pR. So the R-module J/J2 is an Fp-vector space.
Proposition 7.1. Let R be a finite commutative local ring with radical J and residue
field Fp. Let n = dimFp J/J
2.
a) If n ≤ 1, or if n = 2 and p 6∈ J2, then R is not coverable. Otherwise R is coverable.
b) If R is coverable, it surjects onto Fp[x, y]/(x
2, y2, xy), and σ(R) = p + 1. In
particular, if R ∈ S(d) then d = p+ 1 and R ∼= Fp[x, y]/(x
2, y2, xy).
Proof. a) If n = 0, then J = J2 so J = 0. A finite local commutative ring with trivial
radical is a field, and fields are not coverable.
Suppose n = 1. By Nakayama’s lemma, we can lift a basis for J/J2 to a minimal
generating (as an R-module) set for J . In other words, J is a principal ideal generated
by some r ∈ J . Since R is finite, J is nilpotent and rm = 0 for some m ≥ 2. Since R
is finite and local, its characteristic is pk for some k ≥ 1. And since the residue field of
R is Fp, every element in R is of the form k01R+
m−1∑
i=1
kir
i for some k0, . . . , km−1 ∈ Zpk .
Let a = 1 + r and t = |R×|. Because r is nilpotent, a ∈ R×, so at = 1, a − at = r,
and a generates R.
Suppose n = 2 and p 6∈ J2. For r ∈ J , let [r] denote the image of r inside J/J2. We
can choose r so that {[p], [r]} is a basis for J/J2 over Fp. By Nakayama’s lemma,
J = (p, r), and {p, r} is a minimal generating set for J . As before, we have rm = 0
for some m ≥ 2 and every element in R is of the form k01R +
m−1∑
i=1
kir
i for some
k0, . . . , km−1 ∈ Zpk . The same argument as before shows 1 + r generates R.
Now assume n ≥ 2. Let a1, . . . , an be an Fp-basis for J/J
2. By Nakayama’s lemma,
and since J/J2 is the radical of R/J2, these can be chosen so that they are also a
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minimal generating set for J/J2 as an R/J2-module. In R/J2 we have the relations
aiaj = 0 and pai = 0 for all 1 ≤ i, j ≤ n. Since the characteristic of R/J
2 is either p
or p2, we have shown that there is a surjective ring homomorphism
Zp2[x1, . . . , xn]/In → R/J
2
given by xi 7→ ai, where In is the ideal generated by the elements pxi and xixj ,
1 ≤ i, j ≤ n. An element in the kernel, being a non-unit, is of the form pk +
n∑
i=1
cixi
where 0 ≤ k ≤ p− 1 and 0 ≤ ci ≤ p− 1. If more than one of the cixi were nonzero,
or if k = 0, then we would obtain in R/J2 a linear dependence among the ai, which
is absurd. Scaling by units, this leaves elements of the form p+ cxi for 0 ≤ c ≤ p− 1
and 1 ≤ i ≤ n. If two such elements (for different c or different i) were in the kernel,
we would again create a linear dependence among the ai. So the kernel is a principal
ideal, generated by 0, p, or p+cxi for some 1 ≤ c ≤ p−1 and 1 ≤ i ≤ n. Thus R/J
2 is
isomorphic to one of Zp2 [x1, . . . , xn]/In, Zp[x1, . . . , xn]/In, or Zp2 [x1, . . . , xn−1]/In−1.
If n ≥ 3, all three of these surject onto Fp[x, y]/(x
2, y2, xy), so R/J2 does. If n = 2
and p ∈ J2, then R/J2 has characteristic p and the third case does not arise, so we
can argue as before.
b) We have already shown the claimed surjection, which shows σ(R) ≤ p + 1 since
Fp[x, y]/(x
2, y2, xy) has covering number p+1 by Lemma 5.3. By Theorem 3.4, there
is a ring R′ ∈ S(σ(R)) which is a quotient of R. The assumptions on R imply that
|R|, and hence |R′|, is a power of p. So by Theorem 3.4 again, p < σ(R). Thus
σ(R) = p+ 1. The last statement now follows from the definition of S(p+ 1). 
8. Covering numbers for unital rings of order 16, 32
In this section we compute the covering numbers of all unital rings of order 16, and
commutative ones of order 32. We first consider the noncommutative case; these are
always coverable.
Lemma 8.1. Let R be a noncommutative ring of order 16. Then σ(R) = 3, with two
exceptions: R = M2(F2) has σ(R) = 4 and there is a unique R with σ(R) = 5.
Proof. Noncommutative rings of order p4 have been classified by in [Derr94] we con-
sider them in cases according to their characteristic and then size of their radical J(R).
Since R is unital, |J(R)| ∈ {0, 2, 4, 8}. Since R is noncommutative, its characteristic
is 2 or 4.
First assume R has characteristic 2, so the additive group of R is Z42; there are then
nine rings to consider. If J(R) = 0, then R is a semisimple ring, and by order
considerations and noncommutativity R = M2(F2). We showed that M2(F2) has
covering number 4 in example 4.2. If |J(R)| = 2, then R is isomorphic to the ring of
ON RINGS AS UNIONS OF FOUR SUBRINGS 11
matrices of the form 


ab c
d




with a, b, c, d ∈ F2. Since this surjects onto F2 × F2, it has σ(R) = 3. If |J(R)| = 8,
then R has additive basis 1, a, b, c with relations a2 = ab = c, ba = 0, and b2 = kc
where k ∈ {0, 1}. For either case, the ideal generated by c gives a surjection R →
F2[x, y]/(x
2, y2, xy), so σ(R) = 3. If |J(R)| = 4, and R/J(R) ∼= F2 × F2, then there
are four possibilities, which we do not analyze further since they automatically have
covering number 3. Finally, if R/J(R) ∼= F4, then R is isomorphic to the ring of
matrices of the form {[
a b
0 a2
]}
where a, b ∈ F4. The ideal J(R) is defined by a = 0. Let S1 be the subring defined
by the condition a ∈ F2; this is a subring of index 2 containing 1R and J(R), and
is the unique maximal subring containing J(R). Let S2 be the subring of diagonal
matrices; this is a maximal subring of index 4, and is generated by any matrix with
a 6∈ F2. We have R \ S1 ∪ S2 = {X,X + 1, Y, Y + 1, X + Y,X + Y + 1} for some
pair of matrices X and Y . Then S3 = {iX + jI2}i,j∈F2, S4 = {iY + jI2}i,j∈F2 and
S5 = {i(X+Y )+ jI2}i,j∈F2 are maximal subrings of index 4. The subrings S2, . . . , S5
are generated by a single element, so they must be included in any cover. Since
R =
5⋃
i=1
Si 6=
5⋃
i=2
Si, we have σ(R) = 5. Since R/J(R) = F4 is not coverable, and
J(R) is the only 2-sided ideal of R, we have R ∈ S(5).
Finally, suppose that R has characteristic 4. Then |J(R)| has order 4 or 8, and for
each case there exactly two rings to consider. If |J(R)| = 4, then R is spanned over
Z4 by 1, x, y, subject to one of the two sets of relations:
i) 2x = 2y = 0, y2 = y, x2 = xy = 0, and yx = x, or
ii) 2x = 2y = 0, y2 = y, x2 = yx = 0, and xy = x.
The radical J(R) = (2, x), so R/J(R) ∼= F2 × F2 and σ(R) = 3. If |J(R)| = 8, then
J is spanned by 2, x, y, and R is defined by the relations x2 = xy = 2, yx = 0, and
y2 = 2k for k ∈ {0, 1}. So R/2R ∼= F2[x, y]/(x
2, y2, xy) and σ(R) = 3. 
Next, we consider the commutative case. If R is a finite commutative local ring, with
radical J , then Jk = 0 for some k ≥ 0 and J i/J i−1 is a finite-dimensional vector space
over the finite field R/J . So |R| =
k∏
i=1
|J i−1/J i| = |R/J |t for t =
k∑
i=1
dimR/J J
i−1/J i.
If R is any commutative unital finite ring, then it is a product of local rings.
Lemma 8.2. Let R be a commutative ring with σ(R) = 4.
a) If R has order 16 then R ∼= F4 × F4.
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b) If R has order 32 then R ∼= F4 × F4 × F2.
Proof. a) Suppose first that R is local. If R has residue field F16 then R = F16 and
is not coverable. If R had residue field F8 then |R| would be a power of 8. If R has
residue field F4, then J
2 = 0 and dimF4 J = 1. This forces R
∼= F4[x]/(x
2), which is
not coverable since it is generated by b = a + x for any a ∈ F4 \ F2: we have b
4 = a
and b − b4 = x. By Proposition 7.1, if R has residue field F2 then it is either not
coverable or has covering number 3.
So suppose that R is a product of smaller local rings. If it has more than two factors,
then R = T × F2 × F2 for some ring T of order 4, so R surjects onto F2 × F2 which
forces σ(R) = 3. If R = R1 × R2 where R1 and R2 are local rings of order 4, then
R1 and R2 are one of F4, Z4, or F2[x]/(x
2). If neither factor is F4, than R surjects
onto F2 × F2 and σ(R) = 3. If R = F4 × Z4, then R is generated by (a, 1) where
a 6∈ F2, so R is not coverable. If R = F4×F2[x]/(x
2), then R is generated by (a, 1+x)
where a 6∈ F2, so R is not coverable. If R = F4 × F4, then we showed in example
4.1 that R is coverable with σ(R) = 4. Finally, suppose R = R1 × F2 where R1 is
a local ring of order 8. If R1 has residue field F2, then R surjects onto F2 × F2 and
σ(R) = 3. Otherwise, R1 has residue field F8 and R = F8×F2, which is not coverable
by [Wer15].
b) Suppose R is local. If R has residue field F32 then R = F32 and is not coverable.
Since 32 is not a power of 16, 8, or 4, R does not have residue field F16, F8 or F4.
By Proposition 7.1, if R has residue field F2 then it is either not coverable or has
covering number 3.
So suppose that R is a product of smaller local rings, R =
t∏
i=1
Ri, with 2 ≤ t ≤ 5. If
t ≥ 3, then either two (or more) factors have residue field F2, so σ(R) = 3, or else
R ∼= F4 × F4 × F2, which has covering number 4 by [Wer15]. This just leaves the
case t = 2. If |R1| = 16 then R2 = F2. If R1 has residue field F2, then σ(R) = 3.
Otherwise, R1 is either F16 or F4[x]/(x
2). The ring F16×F2 is not coverable by [Wer15],
and F4[x]/(x
2)× F2 is also not coverable since it is generated by b = (a + ax + 1, 1)
where a ∈ F4 \ F2. This follows from computing b
2 + b5 = (x, 0) and b4 + b6 = (a, 0).
So the ring generated by b properly contains (F4[x]/(x
2)) × 0, and so has index less
than 2, so is all of R.
Finally, suppose that |R1| = 8 and |R2| = 4. If R1 and R2 both have residue field
F2, then σ(R) = 3. If neither have residue field F2, then R = F8 × F4 which is not
coverable by [Wer15]. If R1 does not have residue field F2 and R2 does, then R is
either F8×F2[x]/(x
2) or F8×Z4. The former is not coverable because it is generated
by (a, 1+x) if a ∈ F8 \F4. The latter is not coverable because it is generated by (a, 1)
for any a ∈ F8 \ F4. If R2 does not have residue field F2 and R1 does, then R2 = F4
and there are five cases. Let a ∈ F4 \ F2.
i) R = Z8 × F4 is not coverable since it is generated by (1, a).
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ii) R = Z4[x]/(2x, x
2)× F4 is not coverable since it is generated by (1 + x, a).
iii) R = Z4[x]/(2x, x
2 − 2)× F4 is not coverable since it is generated by (1 + x, a).
iv) R = F2[x]/(x
3)× F4 is not coverable since it is generated by (1 + x, a).
v) R = F2[x, y]/(x
2, y2, xy)× F4 is coverable with σ(R) = 3. 
Part a) of this lemma completes the proof of part b) of Theorem 4.5. Since F4×F4×F2
surjects onto F4 × F4, it is not in S(4). This proves the lower bound in part c) of
Theorem 4.5, and completes the proof of the theorem.
9. Further directions
This paper established a strategy to classify rings of covering number n that requires
a “finite amount” of computation. As the upper bounds in Theorem 4.5 indicate, the
potential size of the rings to be considered can be intractable. It would be desirable to
improve these bounds. For example, the upper bound 219 appearing in Theorem 4.5
can be sharpened, perhaps dramatically. Completing the classification of the subset
of S(4) consisting of commutative rings should be achievable.
It might be straightforward, if tedious, to determine all coverable non-unital rings of
order p3 and compute their covering numbers. It is possible that S(n) is still finite if
non-unital rings are permitted; this is indeed the case if n = 3, and is the main result
of [Maro12]. Perhaps this requires no new ideas from those presented here.
The result of Proposition 7.1 applied only to commutative local rings with residue
field Fp. Having some similar criterion for local rings with arbitrary residue field
would likely help significantly in any attempt to compute S(n) for larger n.
It is not known whether S(n) is nonempty for all n ≥ 3, or equivalently, if every
positive integer n ≥ 3 is the covering number of some ring. If true, this would be in
stark contrast to the corresponding situation for groups. For example, it is shown in
[Wer18] that σ(M2(F3)) = 7, but Theorem 3.6. of [Tom97] states that 7 is not the
covering number of any group.
If R ∈ S(n) for some n ≥ 3, then there exists what we’ve called a good tuple
(R, S1, . . . , Sn) with R =
⋃
i Si. It would be interesting to determine how unique this
tuple is for given R. For example, if S =
⋂
i Si, then the additive exponent of R/S is
equal to the characteristic of R, so this property is independent of the tuple. What
other invariants of R ∈ S(n) can be read off of a tuple?
Following the example of groups, one might consider an expanded notion of coverings
in which cosets of subrings are considered. Alternatively, one might restrict the
notion of coverings to permit only special classes of subrings. Does doing so affect
the existence or basic properties of the corresponding set S(n)?
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