Abstract-We consider the revision properties of Federal Reserve Board staff estimates of the output gap after the mid-1990s and examine the usefulness of these estimates for inflation forecasting. Over this period, we find that the Federal Reserve's output gap is more reliably estimated in real time than previous studies have documented for earlier periods and alternative estimation techniques. In contrast to previous work, we also find no deterioration in forecast performance when inflation projections are conditioned on real-time rather than on final estimates of the output gap.
I. Introduction
I N a 2002 paper, Orphanides and van Norden contend that it is not possible to obtain reliable estimates of the output gap in real time. As they demonstrate, standard detrending procedures yield gap measures that are subject to large subsequent revisions, primarily because trend extraction becomes quite difficult at the end point of a given sample. In addition, based on data available for the 1980s and early 1990s, Orphanides and van Norden conclude that Federal Reserve staff estimates of the output gap are similarly unreliable. 1 The purpose of this paper is to consider whether these conclusions obtain for more recent vintages of the output gap estimates produced by the Federal Reserve's staff. Narrative evidence suggests that the Federal Reserve's ability to recognize and quantify the mid-1990s acceleration in trend productivity in a reasonably timely manner was an important contributor to the successful conduct of monetary policy over that period. 2 This points to an improved ability to estimate the gap, which should in turn be evident in the data.
A related issue concerns the usefulness of real-time estimates of the output gap for inflation forecasting. In companion work, Orphanides and van Norden (2005) find that over the post-1983 period, inflation forecasting models that use real-time estimates of the output gap typically perform worse than models that condition on final estimates of the gap. We therefore also examine whether the Federal Reserve staff estimates of the GDP gap provide a useful predictor of future inflation movements in real time.
II. Real-Time Estimates of the Federal Reserve Board's Output Gap
Before each meeting of the Federal Open Market Committee (FOMC), Federal Reserve Board staff produce a forecast of various U.S. economic aggregates. This projection, known as the Greenbook forecast, is judgmental in the sense that it is not explicitly derived from a single model of the economy. In particular, the staff's estimates of potential GDP pool and judgmentally weight the results from a number of estimation techniques, including statistical filters and structural models. 3 Our set of real-time output gap estimates begins with the August 1996 Greenbook forecast; these estimates generally extend back to 1975:Q1 for each vintage of the forecast (and in some cases back to the early 1960s) and include six or more quarters of projections. The Greenbook is made public with a five-year lag; hence, our most recent gap estimate is from late 2008. Because the Greenbook is produced eight times a year, there will be eight sets of gap estimates for each year (typically two per quarter).
To use our data to extend the real-time Greenbook output gap series that Orphanides and van Norden (2002) used, we follow the same timing conventions and definitions employed by those authors in their analysis of Greenbook output gap revisions. 4 Specifically, we define the real-time estimate of the quarter-t gap as the estimate of the gap from the first Greenbook forecast prepared in quarter (t +1). (This timing ensures that in most cases, an advance estimate of GDP-or a relatively full set of monthly indicators-would have been available for estimating the quarter-t gap.) For example, the first Greenbook forecast from 1992:Q2 was completed in May 1992. We therefore call the 1992:Q1 value of the gap from the May 1992 Greenbook the realtime estimate of the gap for 1992:Q1. The corresponding final estimate of the output gap is defined as the estimate computed approximately two years after the last real-time estimate in the sample; for example, for a sample of real-time gaps that extends through 1992:Q4, the final gap estimates are taken from the November 1994 Greenbook. 5 Again, these 3 See Mishkin (2007) for a description of how the Federal Reserve Board staff estimate potential output.
4 These real-time Greenbook gap estimates are described in detail in Orphanides (1998 Orphanides ( , 2000 . We thank Professor Orphanides for kindly providing us with his data.
5 As Orphanides and van Norden (2002) point out, the concept of "final" is somewhat hard to pin down for data that are subject to constant revision and reestimation. The definition of final that we (and they) use, however, does ensure that typically at least two National Income and Product Account (NIPA) annual revisions will separate the real-time gap estimates in the latter portion of the sample from the so-called final gap estimates. Economics and Statistics, October 2016, 98(4): 785-791 No rights reserved. This work was authored as part of the Contributor's official duties as an Employee of the United States Government and is therefore a work of the United States Government. In accordance with 17 U.S.C. 105, no copyright protection is available for such works under U.S. law. doi:10.1162/REST_a_00555 definitions and timing conventions mimic those employed by Orphanides (1998 Orphanides ( , 2000 to compute the real-time Greenbook output gap estimates that were in turn analyzed by Orphanides and van Norden (2002) . 6
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III. Revision Properties of the Federal Reserve's Gap Estimates
We define the gap revision as the difference between the final and real-time gap estimates. We then contrast the properties of these revisions across two sets of comparison periods, where our choice of comparison periods is informed by Orphanides and van Norden (2002) . Specifically, in their discussion of Greenbook output gap reliability, Orphanides and van Norden examine the properties of gap revisions over the period 1980:Q1 to 1992:Q4. Our first set of comparisons, therefore, is between this period and the period 1994:Q1 to 2006:Q4. In addition, Orphanides and van Norden examine the properties of real-time output gaps estimated using timeseries detrending procedures over the period 1966:Q1 to 1997:Q4. Hence, our second set of comparisons is between this period and the remaining span of dates for which we have observations on Greenbook gap revisions (namely, 1998:Q1 to 2006:Q4) . 7 We would note that we view a comparison between 1980-1992 and 1994-2006 to be preferable for several reasons. First, in this case, each of the two subperiods has an equal number of observations. As a result, the separation in time between the real-time and final gap measures is the same, on average, for each subperiod. (In contrast, using a relatively shorter second subsample, as is done when we compare the 1966-1997 and 1998-2006 periods, might bias us toward finding smaller revisions in the second period inasmuch as there is less time for revisions to occur.) Second, comparing the 1966 Second, comparing the -1997 Second, comparing the and 1998 Second, comparing the -2006 periods could potentially make it easier to find improvement over time in how well the output gap was estimated. The 1966 The -1997 subsample encompasses all of the 1970s productivity slowdown; at the same time, part of the mid-1990s productivity speedup is excluded from the second subsample and included in the first. These issues are less likely to be relevant when we compare 1980 -1992 with 1994 -2006 . Finally, as Orphanides and van Norden (2002 note, in the 1960s and 1970s, Federal Reserve staff did not estimate potential output themselves but instead used estimates from the Council of Economic Advisers to compute the output gap. These concerns notwithstanding, we report results from the 1966-1997 and 1998-2006 subsamples so as to facilitate comparison with the results that Orphanides and van Norden obtained 6 In an earlier version of our paper (Edge & Rudd, 2012) , we considered an alternative set of timing conventions but found that our results were not materially affected. 7 Note that for the 1980-1992 subsample, the final gap is defined as the estimate as of the end of 1994; for the 1994-2006 subsample, the final gap is the end-of-2008 estimate. (Similarly, the final gaps for the 1966-1997 and 1998-2006 subsamples are the end-of-1999 and end-of-2008 estimates, respectively.) from their statistical detrending exercises (which covered the 1966-1997 period). Table 1 gives the mean, standard deviation (SD), and rootmean-square error (RMSE) for the gap revisions, together with two measures of the noise-to-signal ratio: the ratio of either the standard deviation or the RMSE of the gap revisions to the standard deviation of the final estimate of the gap. 8 As can be seen from lines 2 and 6 of the table, the mean errors over the more recent subsamples range from −0.3 to 0.1 percentage point. The standard deviations and RMSEs of the revisions range from 0.5 to 0.8 percentage point; while this is perhaps large in absolute terms, it is notably smaller than the corresponding standard deviation of the final estimate of the gap (lines 4 and 8).
These standard deviation and RMSE values are also small relative to the values that obtain for earlier periods. For example, over the 1980-1992 subsample (line 1), the RMSE for revisions to the Greenbook's real-time output gap estimates is 2.8 percentage points, which is actually greater than the 2.5 percentage point standard deviation of the "final" (end-of-1994) gap estimate (line 3). As a result, the corresponding noise-to-signal ratios decline noticeably over the two subsamples, from 0.7 to 0.5 (if the standard deviation is used), or from 1.1 to 0.5 (if the RMSE is used). The improvement between the 1966-1997 subsample and the 1998-2006 subsample (panel B of the table) is even more pronounced, with noise-to-signal ratios that decline from 1.0 to 0.3 for the standard-deviation-based measure or from 1.3 to 0.3 for the RMSE-based measure.
The reductions in the noise-to-signal ratios that we find for the more recent samples appear to be statistically as well as economically significant. We used two approaches to assess the statistical significance of these declines. First, we used a circular moving block bootstrap to compute empirical distributions for the noise-to-signal ratios over the earlier subsamples (either 1980-1992 or 1966-1997) . 9 In each case, the point estimate of the noise-to-signal ratio that we obtained for the later subsample (1994-2006 or 1998-2006) fell in the lower 5% tail of the empirical distribution from the earlier subsample (and often fell in the lower 1% tail).
As a second approach to gauging statistical significance, for each subsample, we defined variables equal to the ratio of the squared gap revision-in its raw or demeaned formand the variance of the final output gap computed over the corresponding subsample. For example, for each gap revision in the 1998:Q1 to 2006:Q4 subsample, we computed eitherx
, where y t is the quarter-t gap revision, μ 98−06 is the sample mean of the gap revision over 1998:Q1 8 We view the RMSE-based measures as being more informative from a policy perspective given that they reflect biases (mean errors) in the real-time gap estimates that are by construction absent from the standard-deviationbased measures. 9 We used 5,000 bootstrap replications with a block size of 4 for the 1980-1992 sample and block sizes of either 4 or 5 for the 1966-1997 sample. variable will give the square of the noise-to-signal ratio that uses the standard deviation of the gap revision. 10 With these variables in hand, we can assess whether the observed improvement across subsamples in the (squared) noise-to-signal ratios is statistically significant by testing whether the mean of thex t orz t terms over the later subperiod is lower than the corresponding mean computed over the earlier subsample. One way to implement such a test is to "stack" thex t (orz t ) terms from the earlier and later subsamples into a single vector, and then regress this vector on a dummy variable that is equal to 1 over the later subsample. In this context, a test of the statistical significance of any observed improvement across subsamples amounts to a test of the null hypothesis that the coefficient on the dummy variable is 0 against the (one-sided) alternative that the coefficient is negative. For example, to test the significance of the improvement in the RMSE-based noise-to-signal ratio between the 1966:Q1-1997:Q4 subsample and the 1998:Q1-2006:Q4 subsample, we set up the following regression, 
and then test the statistical significance of the hypothesis β = 0 against the one-sided alternative β < 0, where we use heteroskedasticity and autocorrelation (HAC) robust standard errors to compute the relevant t-statistic. When we do 10 We multiplyz 98−06 t by n/(n − 1), where n is the number of observations in the 1998-2006 subsample, to ensure that the correct number of degrees of freedom is used in computing the variance of the gap revision (and correspondingly for thez t terms from other subsamples).
so, we find that the reductions in the (squared) noise-tosignal ratios from the earlier to the later subsamples are significant at the 5% level (and often at the 1% level) for either set of comparison periods and for both definitions of the noise-to-signal ratio. 11
IV. Comparisons with Revisions to Statistical Gap Estimates
Part of the improvement in the revision properties of the Greenbook output gap that we find no doubt reflects our use of a different sample period. Relative to the 1970s and 1980s, GDP in the more recent subsamples (which end prior to the Great Recession) has been less volatile. However, this explanation is tempered somewhat by the observation that the Federal Reserve appears to have had greater difficulty forecasting real GDP movements in recent decades (see Tulip, 2005) . Of course, another explanation for the observed reduction in the size of the gap revisions is simply that the Federal Reserve staff's ability to estimate the GDP gap in real time has improved relative to the period that Orphanides and van Norden (2002) examined. To assess this possibility, we used real-time GDP data to examine whether purely statistical methods for estimating the output gap yield a decline in the size of gap revisions that is comparable to what we find for the Greenbook output gap. 12 In particular, we produced real-time estimates of the output gap using each of the six univariate detrending procedures considered by Orphanides and van Norden (2002) , which include three deterministic approaches (fitting a linear trend, a broken-linear trend, and 11 The HAC-robust standard errors that we use have only asymptotic justification. We therefore also tested statistical significance with a "naive" block bootstrap (in the sense of Gonçalves and Vogelsang, 2011) . For each case, the bootstrap-based tests indicated that the reduction in the (squared) noise-to-signal ratio was statistically significant at the 5% level or better. (For these tests, we used 5,000 bootstrap replications and a block width of 4, and we allowed for fourth-order autocorrelation in our HAC estimator.) 12 We emphasize that the purpose of this exercise is not to assess whether a particular statistical detrending procedure is "best" in some sense, but is rather intended to ascertain whether some feature of measured real GDP changed in such a way as to make detrending easier to do in real time. a quadratic trend to log real GDP) and three unobservedcomponents approaches (the Hodrick-Prescott filter and the trend GDP models of Watson, 1986 , Harvey, 1985 , and Clark, 1987 . 13 We also produced real-time gap estimates using two additional detrending procedures: the BaxterKing bandpass filter and a Beveridge-Nelson trend-cycle decomposition. 14 For the first set of comparison periods, the noise-to-signal ratios that obtain for these various gap estimates-which are shown in panel A of table 2-imply that for all but one of the eight detrending methods, the size of the real-time gap revisions relative to the volatility of the gap itself either remains about unchanged or increases somewhat from 1980-1992 to 1994-2006. The results for the 1966-1997 and 1998-2006 sample periods are given in panel B of the table. As noted, we suspect that a comparision between these two periods will tend to overstate the degree of improvement in gap estimation, and, in fact, we observe a reduction in noise-to-signal ratios for a larger number of statistical detrending procedures in this case. Even so, the evidence for improvement over this second set of comparison periods is not overwhelming. Out of the eight detrending procedures considered, only four manifest consistent reductions in both definitions of the noise-to-signal ratio; moreover, of these four, the magnitude of the reduction for two (the Hodrick-Prescott and BaxterKing gap measures) is quite small. In addition, in no case is the size of the improvement comparable to the corresponding 13 For the broken-trend model, we follow Orphanides and van Norden (2002) in allowing the break to enter with a three-year delay; in addition, we added a second break at the start of 1997 (again with a three-year delay) to capture the mid-1990s productivity acceleration. Our real-time GDP data come from the St. Louis Federal Reserve's ALFRED database. In contrast to the Croushore-Stark real-time data set used by Orphanides and van Norden, the ALFRED database allows us to hold fixed across quarters the NIPA release from which we pull the real-time data (we use each quarter's "final" NIPA release, also known as the "first-final" estimate). In any event, we were able to replicate Orphanides and van Norden's original results reasonably closely with our data.
14 Our Baxter-King filter uses cutoffs of 6 and 32 quarters and an AR(4) model for end point padding. For the Beveridge-Nelson decomposition, we assumed an ARIMA(1, 1, 0) process for log real GDP. reduction in the noise-to-signal ratios for the Greenbook gaps (for reference, the Greenbook gaps' noise-to-signal ratios are reproduced as a memo item in the right-most column of the table). In particular, the largest reduction in the noise-tosignal ratio for a statistical detrending procedure is on the order of 33%; for the Greenbook gap, the ratio declines by 70% or more. 15 Hence, these purely statistical procedures do not yield an improvement in the revision properties of real-time gap estimates that is comparable to what we observe for the Federal Reserve's measure, which in turn suggests that some element particular to the Fed's estimation procedure-such as the use of judgment or the pooling of results from multiple sources-might also be at work. 16
V. Using Real-Time Gap Estimates for Inflation Forecasting
We now consider whether the uncertainty associated with current and future values of the Greenbook output gap affects its usefulness as a predictor of inflation. Specifically, we fit Phillips curve models that relate core PCE price inflation (expressed at an annual rate) to six of its own lags (with the lag coefficients constrained to sum to one but not otherwise restricted), to an estimate of the output gap, and to the 15 The reductions in the noise-to-signal ratios observed for the statistical detrending procedures also do not appear to be statistically significant. If we apply the regression-based test described previously (which admittedly does not account for the parameter uncertainty associated with the detrending models), we find that the reduction in the standard-deviation-based noiseto-signal ratio for the Harvey-Clark model is significant at the 5% level if the asymptotic critical value is used, but not if the bootstrap-based critical value is used. None of the other reductions is significant at the 5% level under either the asymptotic or bootstrap-based tests. 16 One reason we are not fully willing to advance such an optimistic conclusion is that it implicitly suggests that previous techniques for estimating potential GDP were less sophisticated. However, as Solow (1982) documents, the methodology used by the Council of Economic Advisers to estimate potential output as far back as the 1960s would not be out of place in a contemporary policy institution. That said, it is interesting to recall the finding by Gruen et al. (2005) that a carefully chosen Phillips curve can be used to improve real-time gap estimation, which suggests some role for technique. contemporaneous and once-lagged value of share-weighted relative core import price inflation. 17 In contrast to many commonly used empirical Phillips curve specifications, we do not include the relative rates of food and energy price inflation in our model. 18 The starting date for the estimation is 1975:Q1 (this is dictated by the availability of historical data on the real-time output gap). For a real-time gap estimate from a Greenbook forecast in quarter (t + 1), we estimate the model through quarter t and then compute dynamic out-of-sample simulations at various horizons using the projected path of the gap from that vintage of the Greenbook. 19 Note, however, that we use the most recent available vintages of core PCE and import prices in the regression; implicitly, we seek to assess how well the Federal Reserve's output gap estimates predict the economy's "true" rate of core inflation, where we assume that the true inflation rate is captured by the most recent vintage of NIPA data. We present results for three forecast horizons: two quarters ahead, four quarters ahead, and six quarters ahead. In addition, we use the simulated values to compute the average inflation rate over the next four quarters.
The forecasts from our baseline Phillips curve model (using a real-time output gap) are then compared to corresponding out-of-sample projections from four other models:
• An identical specification that uses the "final" estimate of the GDP gap (the gap from the October 2008 Greenbook) and that therefore assumes that the gap's future path is available for constructing the model's inflation forecasts. 17 Our choice of lag length is informed by applying the Schwarz information criterion to the full-sample model that uses the final estimate of the output gap. The relative import price term is defined as the annualized percent change in time-t core import prices less the time-(t−1) rate of core PCE price inflation, weighted by the lagged two-quarter moving average of the share of nominal core imports in nominal core PCE. (We define core imports as imports of nonoil goods excluding natural gas, computers, and semiconductors.) In addition, we add 0.75 percentage point to core PCE inflation in 2001:Q3 (and deduct a corresponding amount in 2001:Q4) to control for the swing in inflation that was induced by the Bureau of Economic Analysis's treatment of insurance payments related to the September 11 terrorist attacks. (The core PCE and import price data that we use were downloaded on April 27, 2012.) 18 We omit these other relative price terms because our estimation period excludes the first energy and food price shocks of 1973 and 1974 . In addition, as Hooker (2002 documents, energy prices (specifically, oil prices) play essentially no role in Phillips curve models of core inflation after 1981. 19 As we require forecasts of the output gap for this exercise, we can only conduct it using our newer data set of real-time Greenbook gaps, which runs from 1996:Q2 to 2006:Q4 (a total of 43 quarters).
• A specification that omits the gap but is otherwise identical to the baseline model.
• A univariate AR(6) specification in which core PCE price inflation is related to six of its lags, with the sum of the lag coefficients constrained to equal 1.
• A univariate AR(6) specification in which the inflation lags are unrestricted. 20 Table 3 gives the RMSE for each model over the various projection horizons. Comparing the top two rows of each column reveals that using the real-time estimates and forecasts of the GDP gap in lieu of the final estimate has almost no effect on forecast accuracy. That said, models that condition on a measure of the GDP gap at best improve only slightly on the unconstrained univariate model of inflation (note that even the final estimate of the gap contributes only about a percentage point to the equation's R 2 value in the full sample). We would emphasize that we attribute no significance to the fact that the Phillips curve models do slightly better than the unrestricted autoregressive model at some horizons: Because we treat the path of import prices as known over the forecast period, we are providing these models with an important informational advantage. Rather, the result that we would highlight here is that there is essentially no reduction in forecasting performance from using the realtime gap measure in the Phillips curve model as opposed to the final gap estimate, as can be seen from a comparison of lines 1 and 2 of table 3. By contrast, Orphanides and van Norden (2005) find that real-time estimates of the statistical gap measures that they consider do significantly less well in predicting inflation than do the corresponding "final" or ex post gap estimates. 21 These results also reveal an interesting relationship among the model variables. As line 3 shows, omitting the gap causes a noticeable deterioration in forecast performance. Likewise, omitting import prices but keeping either the final or real-time gap (not shown) yields a large increase in forecast RMSE. Finally, imposing that the sum of the 20 For the unrestricted AR(6) model, the sum of the coefficients on lagged inflation is relatively stable and close to one, ranging from 0.91 to 0.93 over the period we consider.
21 Orphanides and van Norden (2005) use the core CPI for their inflation forecasting exercises rather than the core PCE price index that we employ here. We therefore repeated our analysis using both the published core CPI and a methodologically consistent core CPI series similar to the one described in Blinder and Rudd (2013) . For either measure of core CPI inflation, we again found that there was no deterioration in forecasting performance from using the real-time Greenbook output gap instead of the "final" gap. coefficients on lagged inflation equals 1 in the univariate model reduces its forecast accuracy. The effects of these modifications are surprising given that jointly these three elements of the specification-imposition of a unit coefficient sum and inclusion of an output gap together with an import price term-appear to contribute very little to the overall model's forecasting performance (the RMSEs from the full model using the final estimate of the output gap are quite close to those from the unconstrained univariate model).
VI. Conclusion
The results presented in section III suggest that Orphanides and van Norden's (2002) conclusions regarding the reliability of output gap measures in real time are too pessimistic along at least one dimension. Over a roughly decade-long period, staff at the Federal Reserve Board produced estimates of the output gap whose revision properties were considerably better than those that Orphanides and van Norden found for an earlier set of Federal Reserve output gap estimates. Importantly, these more recent estimates were constructed during a period in which the Federal Reserve's staff were attempting to identify and incorporate the effects of a perceived shift in trend productivity growth. In addition, the degree of improvement that we observe for the Greenbook output gap estimates is not broadly shared by gap measures obtained under alternative, purely statistical detrending methods. Hence, our finding provides circumstantial evidence of an improvement in the procedures that the Fed used to estimate potential output and the GDP gap.
Our results regarding the usefulness of gap estimates for inflation forecasting are in closer agreement with Orphanides and van Norden (2005) , in that we find that it is not really possible to improve on the forecasting performance of a simple univariate model with a gap-based model. However, in contrast to these authors' findings, our result does not appear to stem from difficulties associated with measuring the output gap in real time as Phillips curve models based on real-time Greenbook gap measures perform about as well as models based on a full-sample gap. Instead, we view our result as reflecting the general decline in the forecastability of inflation in recent decades (particularly by gap-based models) that Stock and Watson (2007, 2009) document.
On balance, our results suggest that the output gap can potentially serve as a useful input to the policy process. Although the Greenbook gap measures that we consider cannot be used to improve inflation forecasts, real-time estimates of these gaps do not appear to be incapable of providing a reasonable characterization of the current state of real activity in the economy, at least inasmuch as their revision properties are concerned. Such a gauge is necessary for a central bank like the Federal Reserve, whose statutory mandate requires it to aim for maximum employment as well as stable prices; similarly, some sort of gap measure is also necessary for any central bank that seeks to implement a Taylor-type monetary policy rule.
Of course, it remains to be seen whether the improvement in output gap estimation that we document will prove to be a durable phenomenon. The U.S. economy has recently undergone a once-in-a-generation upheaval that caught many analysts by surprise and whose longer-term effects, if any, are still unknown. As additional real-time estimates of the Federal Reserve Board's output gap become publicly available, it will be interesting to see whether their quality will be maintained.
