Information processing in the cerebral cortex depends not only on the nature of incoming stimuli, but also on the state of neuronal networks at the time of stimulation. That is, the same stimulus will be processed differently depending on the neuronal context in which it is received. A major factor that could influence neuronal context is the background, or ongoing neuronal activity before stimulation. In visual cortex, ongoing activity is known to play a critical role in the development of local circuits, yet whether it influences the coding of visual features in adult cortex is unclear. Here, we investigate whether and how the information encoded by individual neurons and populations in primary visual cortex (V1) depends on the ongoing activity before stimulus presentation. We report that when individual neurons are in a "low" prestimulus state, they have a higher capacity to discriminate stimulus features, such as orientation, despite their reduction in evoked responses. By measuring the distribution of prestimulus activity across a population of neurons, we found that network discrimination accuracy is improved in the low prestimulus state. Thus, the distribution of ongoing activity states across the network creates an "internal context" that dynamically filters incoming stimuli to modulate the accuracy of sensory coding. The modulation of stimulus coding by ongoing activity state is consistent with recurrent network models in which ongoing activity dynamically controls the balanced background excitation and inhibition to individual neurons.
Introduction
It has long been known that, even in the absence of sensory input, cerebral cortex is far from silent. Indeed, waves of spontaneous activity induce fluctuations in population activity that cause cortical networks to wander through various states of excitability (Arieli et al. 1996; Kenet et al. 2003) . Since ongoing activity not directly linked with stimulus processing consumes a high proportion of the energy budget of the brain (Laughlin et al. 1998; Raichle and Mintun 2006) , it is important to understand both its functional role and its impact on coding efficiency. In visual cortex, ongoing activity is known to play a critical role in the development of local circuits (e.g., Katz and Shatz 1996; Weliky and Katz 1997) . Spontaneous rhythms (Katz and Shatz 1996) have been proposed to influence the pattern of thalamocortical connections during development, possibly by adjusting the strength of existing synapses Katz 1997, 1999) . However, the impact of ongoing population activity on cortical function after the critical period remains unclear. Although in adult cortex it is acknowledged that ongoing activity changes the state of neuronal populations involved in stimulus processing (Arieli et al. 1996; Tsodyks et al. 1999; Fiser et al. 2004; Haider et al. 2007; Han et al. 2008; Luczak et al. 2009 ), whether ongoing activity states influence the coding of sensory information by individual cells and networks to possibly influence behavioral performance is still largely unknown.
Intracellular studies have proposed that dynamic changes in spike threshold could produce fluctuations in ongoing activity to adaptively enhance neurons' sensitivity to synchronous inputs while decreasing the sensitivity to temporally uncorrelated inputs (Azouz and Gray 2003) . Moreover, theoretical and experimental evidence have shown that changes in background synaptic input can influence gain modulation in cortical circuits (Chance et al. 2002) . Specifically, increasing the background synaptic input and neuronal conductance can decrease the response gain of in vitro and model neurons, without changing the variability of membrane potential fluctuations and spike responses. This raises the possibility that the state of cortical networks involved in stimulus processing (Arieli et al. 1996; Tsodyks et al. 1999; Fiser et al. 2004; Haider et al. 2007; Han et al. 2008) can fluctuate rapidly to influence sensory coding. Nonetheless, exactly how ongoing activity states influence sensory coding at the individual cell and population level is unknown.
We devised a set of experiments in awake nonhuman primate primary visual cortex (V1) to examine the functional role of ongoing activity for stimulus coding at the single neuron and network level. Additionally, to assess the generality of our findings, we examined the impact of fluctuations in ongoing activity on sensory coding in anesthetized cat V1. We reasoned that an emergent network property-orientation-selective responses in V1-would be an appropriate and effective locus for examining the effects of ongoing activity on neural coding. Our hypothesis is that the correlated ongoing activity of nearby neurons (Arieli et al. 1996; Azouz and Gray 2003; Fiser et al. 2004; Haider et al. 2007 ) influences the ability of cortical networks to process orientation signals. We further demonstrate that the distribution of ongoing states across a network of cell shapes the accuracy of population coding in real time.
Materials and Methods

Fixation Experiments
All experiments were performed under protocols approved by The Univ. of Texas at Houston Animal Care and Use Committee. Two monkeys (Macaca mulatta) were required to hold fixation within a 1°window throughout stimulus presentation. Once the animal achieved stable fixation for 300 ms, the visual stimulus was presented. Stimuli were presented at parafoveal locations (between 2 and 6°eccentricity and away from the vertical/horizontal meridians) and consisted of 4°circular sine-wave-oriented stimuli (these stimuli elicit stronger V1 responses than squarewave gratings) presented at 75% contrast (in the fixed-contrast experiment) and 2.2 cpd spatial frequency. The spatial frequency that we used best suited most of the neurons that we recorded simultaneously, and the stimulus size and position were chosen such that to cover the receptive fields of all the neurons recorded in a given session (none of the neuronal receptive fields were located near the border of the stimulus). Stimuli were presented at 8 orientations equally spanning the 0°-180°range (at least 20 repetitions for each stimulus orientation). In the stimulus contrast experiments, cells were stimulated using gratings at each cell's preferred orientation presented at 6 different contrast levels: 4%, 6%, 8%, 16%, 32%, and 75%.
In all monkey experiments, eye position was continuously monitored using an infrared eye tracking system operating at 1 kHz (Eyelink, Inc.). We examined whether prestimulus states are associated with changes in the quality of fixation (standard deviation of eye position, eye movement velocity, and microsaccade amplitude) along the vertical and horizontal axes during the prestimulus interval, but found that eye movements were not statistically different in the low and high prestimulus states (P > 0.1, Student's t-test).
Anesthetized Cat Experiments
All experiments were performed under protocols approved by MIT's Animal Care and Use Committee. Anesthesia was induced with ketamine (15 mg/kg, intramuscular [i.m.] ) and xylazine (1.5 mg/kg, i.m.) and maintained with isofluorane (1.5%) delivered through a tracheal cannula. Cats (n = 3) were paralyzed with intravenous norcuron (2.2 mg/kg) and artificially respired to maintain end-tidal CO 2 at approximately 4% at a partial pressure of 30 ± 3 mmHg. The animal's electroencephalogram and electrocardiogram were monitored continuously to ensure adequate anesthesia. Craniotomy followed by durotomy was performed to expose area 17. Stimuli were presented 2°relative to area centralis and away from the vertical/horizontal meridians, and consisted of 4°circular square-wave-oriented stimuli presented at 50% contrast and 0.9-1.2 cpd spatial frequency (this spatial frequency range was near optimal for most of the neurons that we recorded simultaneously; the stimulus size and position were chosen to cover the receptive fields of all the neurons recorded in a given session; none of the neuronal receptive fields were located near the border of the stimulus; square-wave stimuli were chosen here because they elicit stronger responses than sinewaves in cat area 17). We measured neuronal responses to 8 highcontrast square-wave gratings that were flashed for 300 ms and were preceded by a 300-ms blank (gray screen of mean luminance equal to that of the gratings). Stimuli were presented at orientations 22.5°apart equally spanning the 0°-180°range (all stimuli were randomly interleaved; each orientation was presented for 200-300 trials).
Electrophysiological Recordings
All experiments were performed using in-house or Crist-grid electrode arrays (up to 6 electrodes, distance between electrodes 1-3 mm) that were lowered transdurally (monkey experiments) or after dura was removed (cat experiments). We used independently movable electrodes in an array organization in order to optimally isolate single units. We recorded at cortical depths between 200 and 400 μm (monkey V1) and between 500 and 1500 μm (cat area 17). For the monkey V1 recordings, we considered that our sites were in the superficial layers since they were the first responsive cells recorded near the surface, with a maximum distance of 400 μm (measured by the electrode advancement). We aimed to record in the superficial layers of V1 in order to capture the population response of neurons that directly project to downstream areas. In the cat area 17 experiments, recordings were not restricted to the superficial layers (cortical depth was directly measured using a pulse motor microdrive, Narishige Scientific Instruments Lab). We recorded cells with orientation preferences spanning the entire orientation range (between 0°and 180°). Stimulus presentation was controlled by the Experimental Control Module (ECM, FHC, Inc.). Neuronal and behavioral events were recorded using the Plexon system (Plexon, Inc.). Real-time neuronal signals were amplified, recorded, and stored with Multichannel Acquisition Processor system (MAP, Plexon, Inc.) at a sampling rate of 40 kHz and stored digitally. Units were identified by visual inspection in an oscilloscope and heard through a speaker. Waveforms that crossed a user-specified threshold [typically ∼4 standard deviations (SD) of the noise] were stored for further offline analyses. The spike waveforms were sorted using Plexon's offline sorter program (using waveform clustering based on parameters such as principle component analysis, spike amplitude, timing, width, valley, and peak).
Single-Cell Data Analysis
All analyses were performed by separating trials into 2 groups, low and high prestimulus activity trials, depending on whether neuronal activity during the prestimulus period (200 ms) was lower or higher than the median prestimulus firing rate. When we encountered trials that could be placed in either the low or high prestimulus state based on the median activity, we randomly assigned them to each condition (this ensures that the number of trials in the 2 categories is equal). For each neuron, we determined the prestimulus activity, response magnitude, preferred orientation, orientation selectivity index (OSI), and neuronal discrimination performance (d 0 ). The OSI was calculated as described previously (Swindale 1998; Dragoi et al. 2000) . The Fourier components were extracted from the orientation tuning curve and then normalized by dividing by the mean spike count of the cell during stimulus presentation:
where responses Rðθ i Þ represent the mean firing rate or mean spike count obtained for the set of N = 8 orientations, θ i ; i ¼ 0; 1; : : :; N À 1, which are uniformly distributed over 0°-180°. The strength of orientation tuning, OSI, is given by OSI = c/M, where c ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
, and M is the sum of the firing rates for all orientations. The OSI does not change by multiplying the tuning curve by a scalar, but it does depend on the baseline activity. Thus, we normalized the tuning curves between 0 and 1 to obtain a normalized OSI. We calculated the orientation discrimination performance d' as
q (difference between the mean spike rates at 2 adjacent orientations θ 1 ; θ 2 divided by the square root of the average response variance, Green and Swets 1966) . For each neuron, we averaged the 2 d' values corresponding to the orientations symmetric with respect to the peak response orientation. The average tuning curve in the 2 prestimulus states was measured by aligning all the tuning curves at 90°and then computing the mean tuning curve. The preferred orientation of each cell (φ) was estimated by fitting each cell to a von Mises function: ðθÞ ¼ a þ b exp½k cosðπððθ À φÞ=180ÞÞ. We fitted the average tuning curves in low and high prestimulus activity to a Gaussian function with baseline: ðθÞ ¼ a þ ðb À aÞ exp Àððθ À 90Þ= ffiffiffi 2 p kÞ 2 , with k representing the tuning width. We measured the tuning width at half-height half-width after baseline subtraction. We aligned the average responses to 90°and normalized each tuning curve to the maximum firing before averaging (i.e., the maximum firing rate for both low and high prestimulus curves).
LFP Analysis
We filtered the raw local field potential (LFP) signal into discrete frequency bands and calculated LFP power in each band before stimulus presentation. Average power was calculated by integrating the square of the LFP signal amplitude over a defined temporal window before stimulus presentation and averaged by the window duration. The window duration was determined in 2 ways. First, we fixed the window to a 500-ms duration and calculated the LFP power for theta (4-8 Hz), alpha (8-12 Hz), and beta (12-30 Hz) frequency components of the LFP signal. This ensured that at least 2 cycles of the lowest frequency (e.g., 4 Hz for theta) were included in the analysis. Second, we fixed the number of cycles in each frequency band. That is, for theta, the window had a duration of 500 ms, for alpha-250 ms, and for beta-167 ms. We divided trials into low and high prestimulus firing rate using the spiking data and examined whether any of the frequency bands was associated with a difference in LFP power in the 2 spontaneous states using the Wilcoxon signed-rank test. The LFP power in each band was normalized between 0 and 1.
Noise Correlations
The Pearson's correlation coefficient of spike counts, R sc , of 2 cells is defined as:
where N is the number of trials, r i j is the firing rate of cell j in trial i averaged over the entire stimulus sequence, and σ is standard deviation of the responses. We measured the pairwise correlation coefficients as a function of the relative difference between the preferred orientations of the cells in a pair (Δθ).
Given 2 sets of N d-dimensional samples ing to 2 nearby orientations (e.g., θ 1 = 0°and θ 2 = 5°; N is the number of trials and d is the number of neurons). Fisher linear discriminant calculates the optimal weights that project these 2 response sets into a single dimension such as to maximize their relative distance (Duda et al. 2001; Poort and Roelfsema 2008) . The optimal weights, w, are calculated as
where C À1 is the inverse of the sum of the covariance matrices ofx 1 andx 2 , and m 1 and m 2 are the mean population responses
Fisher Information
The accuracy of a population code can be measured using Fisher information, which is defined below as J:
where the response of a population of N neurons is described as a conditional probability distribution PðrjθÞ, andr is a vector representing the firing rate of the population of cells when a stimulus of orientation θis presented. The Cramer-Rao bound states that any unbiased estimator of θ cannot have a variance lower than the inverse of the Fisher information (Kay 1993) . Describing a multidimensional probability distribution is unfeasible experimentally due to limited data. A simplification can be made if one assumes that the joint neural response comes from a multivariate Gaussian. In this way, PðrjθÞ can be fully described by the mean firing rate and covariance matrix. In this case, Fisher information can be computed as 
Poisson Model
We employed the method described in Gutnisky and Josic (2010) to generate time-varying spike trains with a specified autocorrelation function (Fig. 6) . The orientation tuning function was a Gaussian centered at θ = 90°, standard deviation σ = 20°, baseline firing of 10 Hz and peak firing rate of 25 Hz. The temporal response was identical for each stimulus except for a scaling factor kðθÞ that was chosen according to the orientation tuning function described below.
rðt; θÞ ¼ 8 if t 300
The auto-correlation function was an exponential function with a peak of 0.02 coincidences per spike and decay constant of 150 ms.
Conductance-Based Neuron Model
We tested the hypothesis that the observed modulation of orientation coding by ongoing activity could be explained by dynamic gain control mechanisms. One possibility is that different states of balanced background activity between excitation and inhibition would exert such gain control. This hypothesis is supported by several lines of research, demonstrating that excitation and inhibition are tightly balanced in vivo (Shadlen and Newsome 1998; Shu et al. 2003a; Haider et al. 2006; Okun and Lampl 2008; Haider and McCormick 2009) . Importantly, the balance between excitation and inhibition has been shown to modulate network dynamics in vivo (Shu et al. 2003b; Hasenstaub et al. 2007) , modulate sensory processing (Haider et al. 2007) , and has been proposed to be involved in elementary neuronal computations such as gain control (Chance et al. 2002; Fellous et al. 2003; Brozovic et al. 2008) , dynamic gating of information transmission (Atallah and Scanziani 2009; Vogels and Abbott 2009) , and invariant neural computations (Marino et al. 2005) . To test this hypothesis, we implemented a standard conductance-based integrate-and-fire single-cell model (Fig. 7) as well as a network model (Fig. 8) to study the modulation of a sensory input by different levels of balanced background excitation and inhibition.
In our model, the membrane voltage VðtÞ is described by the following equation:
where C is the membrane capacitance, G l is the leakage conductance, V r is the resting potential, V e and V i are the excitatory and inhibitory reversal potentials, respectively. The excitatory and inhibitory conductances G e ðtÞ and G i ðtÞ are sums of unitary synaptic events, g e ðtÞ and g i ðtÞ: 
B e ¼ 7:1 ns; B i ¼ 3:7 ns; τ e ¼ 0:2 ms; τ i ¼ 2 ms:
An action potential was elicited whenever the membrane voltage V(t) crossed the threshold voltage of −50 mv. An absolute refractory period was obtained by holding V(t) at −60 mv for 2 ms after a spike. We used a time step of 0.01 ms for the numerical simulations. The neuron received 2 types of inputs. One corresponded to an excitatory Poisson train at varying rates that simulated the lateral geniculate nucleus (LGN) inputs. The other type of input was balanced background excitation and inhibition. We set the excitatory Poisson train rate ðλ e Þ and calculated the inhibitory rate ðλ i Þ that would hold the membrane voltage at a fixed value ðμ V ¼ À55 mvÞ. We used the same equations as derived in Kuhn et al. (2004) :
Recurrent Network Model
We built a firing rate recurrent network model of V1 cells (cf (Teich and Qian 2003) ; (Fig. 7 ) to study the relationship between prestimulus activity and orientation tuning. The model had 180 oriented V1 cells with preferred orientations evenly distributed between 0°and 180°. Each cell received excitatory feedforward inputs (i.e., from the LGN) that were weakly tuned for orientation:
where λ k excFF ðθÞ represents the rate of a Poisson spike train for the excitatory feedforward inputs of neuron k whose preferred orientation is φ k , and J FF ¼ 55 is the maximum rate. The excitatory and inhibitory (W k;j E and W k;j I ) recurrent connections between neurons k and j are as follows:
with a E ¼ 2:7; a I ¼ 1:4; J E ¼ 0:417; and J I ¼ 0:163. In addition to
LGN and recurrent inputs, each neuron received balanced background excitation and inhibition (uncorrelated between neurons). To compute the firing rate of each cell, we used an approximation of a previously described conductance-based neuron model (Burkitt et al. 2003) . The equations approximating the neurons' firing rates as a function of their input were (μ X represents the mean value of the variable X) as follows:
where τ eff is the effective membrane time constant. The instantaneous voltage membrane is described by the following equation:
The variance of the membrane voltage V (σ 2 V ) can be approximated as follows:
The firing rate r was obtained under the simplifying assumption that the free membrane potential is Gaussian:
where the complementary error function is
Àt 2 dt:
Results
To examine the influence of fluctuations in ongoing activity on feature coding, we performed multiple-electrode recordings in primary visual cortex (V1) of alert monkey and area 17 of anesthetized cat using custom-made electrode grids. While animals maintained fixation, sine-wave gratings of random orientation were flashed for 400 ms in the receptive fields of multiple neurons (Fig. 1A) . We examined the relationship between the neuronal activity in the 200-ms period before ( prestimulus activity) and 200-ms period after stimulus onset (stimulus-evoked activity). Figure 1B illustrates 2 representative V1 cells stimulated near their preferred orientation (by sorting the trials based on prestimulus firing rates). The responses of each neuron were grouped depending on the level of prestimulus activity in each trial into "high" and "low" ongoing activity states (calculated with respect to the median prestimulus activity). We first confirmed previous findings (Tsodyks et al. 1999; Kohn and Smith 2005 ) that stimulus-evoked responses are correlated with prestimulus activity. We varied the contrast level and measured the evoked activity in different ongoing activity states (n = 70 cells in 2 monkeys)-the neurons' mean response was significantly modulated by both contrast [F 5,345 = 9.98; P < 0.0001; two-way repeated measures analysis of variance (ANOVA)] and ongoing activity state (F 1,69 = 36.58; P < 0.0001). The mean evoked response was 27.3 ± 1.5 spks/s in the high prestimulus condition and 20 ± 0.8 spks/s in the low prestimulus condition. Overall, the evoked response had a geometric mean increase of 36.6% in the high versus low ongoing activity condition ( Fig. 1C ; P < 0.0001; paired t-test). To examine whether ongoing activity is related to the evoked response for the population of cells, we computed the relative increase in evoked versus prestimulus response and found an increase of 148 ± 22% in the low prestimulus condition and an increase of only 4.4 ± 2.9% in the high prestimulus condition ( Supplementary Fig. 1 ). We further represented the normalized evoked spiking activity as a function of the normalized prestimulus response (Fig. 1D )-for each contrast value, we normalized the prestimulus and evoked by the peak firing rate across conditions. Then, we pooled all the contrasts for all neurons in 10 equally sized bins. Clearly, the stimulus-evoked response is linearly correlated with prestimulus response (R 2 > 0.98; P < 10 −15 ) with no change in the proportionality between the evoked variance and mean spike count (Arieli et al. 1996) , or Fano factor (FF, Fig. 1E and F; P > 0.7; paired t-test). This proportionality between the ongoing activity before stimulus presentation and the stimulus-evoked response may suggest a continuum, not a discrete number, of prestimulus response states. Nonetheless, for the analysis presented in this manuscript, we have decided to group the prestimulus response states into 2 discrete states, low and high, in order to increase the statistical power of our analysis.
Ongoing Activity Influences the Capacity of Individual Neurons to Encode Information
In principle, the stronger neuronal responses in the high ongoing state could enhance the impact of neuronal responses on their postsynaptic targets by increasing the probability that presynaptic spikes reach downstream neurons (Salinas and Sejnowski 2001; de la Rocha et al. 2007 ). While previous theoretical (Murphy and Miller 2003) and experimental work (Arieli et al. 1996; Chance et al. 2002; Azouz and Gray 2003) have suggested that background activity modulates neuronal responses, it is currently unknown how orientation coding depends on prestimulus neuronal response. To directly examine the relationship between ongoing activity and stimulus coding, we explored whether ongoing activity modulates orientation tuning and discriminability of individual neurons. We further compared results obtained in alert monkey and anesthetized cat in order to test the generality of our findings across species and the impact of behavioral state (awake vs. anesthetized). Figure 2A illustrates the orientation tuning curves of one representative cell measured in the 2 ongoing activity conditions. When ongoing activity is low, the neuron responded less vigorously to its preferred orientation, but the relative responses to nonpreferred stimuli were diminished with respect to responses to similar orientations measured in the high ongoing activity state. This effect was consistent across a population of 91 cells -by normalizing the tuning curves for each ongoing activity state with respect to the maximum firing rate (thus, normalized values were typically observed between 0.5 and 1); we found a 12% increase in response gain (max/min response) and a 25% decrease in orientation tuning width in the low prestimulus response state (Fig. 2B ). The increase in response gain in the low spontaneous activity condition was statistically significant for all orientations (P < 0.05; Wilcoxon signed-ranked test), not just the peak. To rule out confounds related to the different baseline responses in the 2 prestimulus states, we computed an OSI (Worgotter et al. 1991) (B) Two representative cells (cell 1: monkey V1; cell 2: cat area 17) whose responses were sorted based on the prestimulus activity in each trial. The blue and red dots represent spikes in trials where the prestimulus activity was either low or high, respectively (based on whether the prestimulus activity was lower or higher than the median activity). The evoked response is clearly increased in the high prestimulus state. The black line indicates the stimulus presentation. (C) Scatter plot of the mean evoked response of each neuron at different contrast levels as a function of prestimulus state (recorded in monkey area V1). Neuronal responses were increased in the high prestimulus state compared with the low prestimulus state (36.6%; P < 0.0001). Each point represents a neuron and a contrast level. (D) The normalized evoked spiking activity plotted as a function of the normalized prestimulus spiking activity (R 2 > 0.98; P < 10 −15 ). For each contrast value, we normalized the prestimulus and evoked activity by the peak firing rate. Then, we pooled all the contrasts for all neurons and placed the data in 10 equal sized bins. (E) Example scatter plot (one cell) of mean spike count and spike count variance in low and high prestimulus states. Each point represents the spike count and spike count variance in a given window (between 50 and 300 ms after stimulus onset) for all the orientation and contrast levels that were presented. There was no statistically distinguishable difference in Fano factor between the 2 prestimulus states. The x-and y-axes are represented in logarithmic scale. (F) Fano factor (FF) for the neural population (monkey V1) in low and high prestimulus states computed in windows ranging between 50 and 300 ms (P > 0.7; paired t-test). We confirmed that the cells'
Fano factor is close to 1 (mean low prestimulus FF = 1.12 ± 0.03; mean high prestimulus FF = 1.14 ± 0.03). Each point represents a neuron. The Fano factor was calculated for all orientations and contrasts.
that orientation selectivity was significantly higher when prestimulus response was decreased (monkey V1: 27%, P < 10
; cat V1: 28%, P < 0.002; paired t-test, comparing normalized OSI values in the low and high prestimulus response states; Fig. 2C ). The significant correlation between OSI and prestimulus activity did not depend on whether we calculated orientation responses during the full 400 ms of stimulus duration or the first 200 ms (P < 0.05, paired t-test; there was no correlation between OSI and poststimulus background activity, P > 0.05, paired t-test). Importantly, although ongoing activity modulates orientation selectivity, it maintains orientation preference intact (P > 0.05, paired t-test).
We further examined whether prestimulus ongoing activity influences the capacity of individual neurons to discriminate nearby orientations, and thus computed the neurons' discrimination performance, d 0 . We found (Fig. 2D ) a significant increase in mean d 0 from the high prestimulus condition to the low prestimulus condition (around the peak and the 2 flanking orientations) in both monkey (mean high d 0 = 0.56, mean low d 0 = 0.69; 25% increase; P < 0.002) and cat V1 (mean high d 0 = 0.26, mean low d 0 = 0.34; 33% increase, P < 0.05). The differences in the tuning curve profiles and neuronal discriminability in the 2 ongoing activity states cannot be explained in terms of pure additive or multiplicative gain control mechanisms. An additive effect on the tuning curve profile by ongoing activity would not be able to cause an increase in d 0 in the low prestimulus response state. On the other hand, a multiplicative scaling of orientation tuning curves would change the tuning curve slopes to increase d 0 , but would leave orientation selectivity (i.e., normalized OSI) unaffected-these effects would resemble changes in neuronal responses when attention (McAdams and Maunsell 1999b) or stimulus contrast (Anderson et al. 2000) is varied. However, our single-cell analysis indicates that ongoing activity influences orientation-selective responses in a nonlinear manner by altering the entire shape of the tuning curve. In light of previous studies failing to find significant changes in orientation selectivity or tuning width in V1 by varying stimulus contrast (Skottun et al. 1987) , by changing the attentional state (Luck et al. 1997; McAdams and Maunsell 1999a; 1999b) , or after perceptual learning (Schoups et al. 2001; , this finding appears surprising.
Ongoing Activity Impacts Population Coding Accuracy
We further examined whether and how ongoing activity modulates the ability of neuronal populations to encode orientation. Clearly, understanding the impact of ongoing activity on population coding requires information about correlations in the prestimulus state of nearby cells (Smith and Kohn 2008) . We thus computed the trial-by-trial probability that 2 nearby cells (within 2 mm) would be in the same prestimulus state, and found a strong correlation between the probability of prestimulus response state (n = 278 pairs) and the cells' preferred orientation difference, Δθ ( Fig. 3A ; the correlation between the stimulusevoked responses of nearby cells also depends on Δθ, Fig. 3B ). That is, nearby cells preferring similar orientations (Δθ < 45°) exhibit strong correlations in their prestimulus ongoing state (P < 0.05 Wilcoxon signed-ranked test), whereas the cells tuned 24% in monkey V1; 33% in cat area 17).
to orthogonal orientations (Δθ > 75°) tend to have uncorrelated prestimulus states (P > 0.05). Using the pairwise correlations of Figure 3A , we simulated the spontaneous state in the network and using the spontaneous state of a given neuron (i.e., 90°), we determined the probability that the other neurons in the network would be in the same state. We found that the prestimulus ongoing activity of a few neurons is a good predictor of the distribution of prestimulus states across the network (Fig. 3C) . The high spatial correlation between prestimulus states raises the possibility that knowing the prestimulus activity of a few cells would be sufficient to predict the state of all the other neurons in the network. To examine this issue, we generated a population of 180 cells whose prestimulus states were derived based on the probability distribution shown in Figure 3A . We found that the prestimulus state of a single neuron (e.g., tuned to 90°) predicts the distribution of prestimulus states across the network (Fig. 3C) . The prediction of the distribution of prestimulus states did not increase significantly by knowing the prestimulus state of a larger number of cells (e.g., the cells between 60°and 120°). Thus, only a few cells are needed to precisely determine the distribution of prestimulus states across a network of cells. Next, since the ongoing activity of nearby neurons is correlated in a statistically significant manner (Fig. 3A) and modulates orientation coding nonlinearly (Figs 1 and 2) , we asked whether the accuracy with which the entire network discriminates orientation could be influenced by the distribution of ongoing states. We thus computed Fisher information (FI) as a measure of the maximum expected ability of the population of neurons to reliably discriminate stimulus orientation on the basis of a singletrial response. We simulated the network response to oriented gratings based on experimentally obtained tuning curves and correlation structure, and then generated a random set of networks of varying size for which we estimated FI for 100 trials (for each network). In each trial, we randomly assigned the prestimulus response state of each cell to a low or high value according to the multivariate probability distribution of ongoing states (cf., Fig. 3A) . For each neuron, we calculated the tuning curve parameters as a function of the corresponding prestimulus activity level: higher prestimulus activity is associated with a higher evoked response (R max ), lower response amplitude (R max − R min ), and higher tuning width. Importantly, the calculation of FI takes into account the structure of noise correlations across the network of cells (Fig. 3B) . By classifying the trials based on the prestimulus ongoing activity level, we calculated the discrimination threshold (the inverse of the square root of FI) as a function of prestimulus state and population size. Consistent with our single-cell analysis, the network discrimination threshold was lower for the low prestimulus state and continued to decrease when population size was increased ( Fig. 3D ; F 1,1078 = 262.51; P < 10
; two-way ANOVA). As trials were classified depending on the prestimulus activity of a specific cell, the network discrimination performance was expected to depend on stimulus orientation. We thus performed 1000 simulations using a network of 180 neurons and computed FI for the entire range of test orientations (0-180°). The prestimulus state in each trial was determined based on the state of a single predetermined neuron (e.g., the neuron preferring 90°; Fig. 3C ). We found that in the low ongoing state FI has a broad peak around 90°and then decreases for stimuli away from 90° (  Fig. 3E) . Relative to the high prestimulus state, network performance in the low prestimulus state was 35% greater for test orientations around 90°, but was only increased by 10% for test orientations > 60°away. This result can be explained by the nonlinear modulation of tuning curves (changes in gain and tuning width) in different prestimulus states. In addition, the probability that 2 neurons are in the same spontaneous state depends on their preferred orientation difference. Thus, the network accuracy computed with FI depends strongly on the probability that the most discriminative neurons are in the same spontaneous state. Neurons discriminate better on the flanks of their orientation tuning curves than on the peak, as the slope near the peak orientation is close to 0. If the 90°cell is used to distinguish between low and high spontaneous state trials, testing orientation discrimination around 90°ensures that several of the most discriminative cells (i.e., those tuned ∼20-30°away from stimulus orientation) would be in mixed prestimulus states compared with the cell preferring 90°. However, when testing around 70°, the most informative neurons would be around 90°, which corresponds to the neurons selected to define the spontaneous state of the network (these neurons are more likely to be in the same spontaneous state). Importantly, Figure 3F further shows that FI decreases as prestimulus activity increases (Pearson correlation r = −0.95; P < 10
−20
). This also demonstrates that the relationship between network performance and prestimulus activity does not depend on whether there is a discrete number or continuum of prestimulus response states. Indeed, there is a gradual, pronounced, increase in Fisher information as the ongoing activity before stimulus presentation is decreased. Altogether, these results indicate that the ongoing activity of a small number of cells can provide measures of the expected network discrimination performance.
We further studied how the network discrimination performance depends on how many neurons are pooled to estimate the prestimulus activity. We found that the improvement in population coding accuracy in the low versus high ongoing state is maintained when we increased the neuronal pool size and when neurons with random preferred orientations were pooled (Fig. 4) . The network prestimulus state (i.e., low or high) was determined based on the prestimulus state of the neurons preferring orientations around 90°. Prestimulus state was defined as "low pooling" whenever more than half of the neurons in the pool were in the low prestimulus state. For test orientations ranging between 0°and 180°, we computed the maximum and minimum difference in network performance between the low and high pooling prestimulus states. For a pooling size of 1 ( prestimulus state is determined solely based on the ongoing activity of the cell tuned to 90°), the maximum improvement was 35%, whereas the minimum improvement was only 10%. The network performance in the low pooling prestimulus stated reached a peak improvement of ∼50%. We pooled neurons in 2 ways: random pooling (i.e., pooling neurons of random orientation preference) and gradual pooling (i.e., starting the pool at 90°and increasing in gradual steps for differing orientations). In gradual pooling, we selected the "N" neurons closest to the neurons whose orientation preference was 90°( which is also the stimulus orientation in which we evaluate the discrimination performance). For N = 0, we used the neuron preferring 90°to define the network state. For N = 1, we used the neurons preferring 89, 90, 91°. For N = 180, we selected the full population. When neurons were pooled randomly (Fig. 4B) , the maximum and minimum improvement curves saturated faster than when pooling was gradual (Fig. 4A) . Furthermore, the minimum improvement curve grows much faster when neurons were pooled randomly.
Pooling around 90°Random Pooling
Decoding Single-Trial Population Activity
In the previous analysis (Figs 3 and 4) , the maximum available information about stimulus orientation was estimated by assuming full knowledge of the prestimulus state of each neuron in the network. While it is, in principle, possible that neurons convey information about their prestimulus state, it is unclear whether downstream neurons would be able to use this information. Can the accuracy of stimulus decoding be influenced by ongoing activity even if we ignore the effect of ongoing state on neuronal responses? We addressed this issue by examining whether the modulation of neuronal responses by ongoing activity affects the network's capacity to reliably decode orientation based on single-trial population activity. We thus implemented a simple linear decoder (Duda et al. 2001) that is "unaware" of the distribution of prestimulus states, and evaluated whether the population discrimination capability (d 0 ) is affected by the prestimulus state of the network. Subsequently, we tested the network's discrimination capacity using the linear decoder trained to distinguish between 2 nearby oriented gratings (θ 1 and θ 2 ) while ignoring the network prestimulus activity. We computed the responses of a population of 360 neurons using the same statistical model used in the analysis shown in Figure 3 (described in the main text and Materials and Methods). We simulated the population responses to 2 orientations: Figure 5A , we show a single-trial population response and the mean population response (across trials) when orientations θ 1 and θ 2 are presented. We randomly divided the trials into a training and a test set, both composed of the same number of trials. Our goal was to find an optimal linear decoder that reports an estimation of stimulus orientation while ignoring the prestimulus state of the network. To prevent data overfitting, we used the training set to find the parameters of the linear estimator and tested its performance with the test set. The parameters of the linear decoder were obtained by linear regression (Duda et al. 2001 ) (θ ¼ Wr þ b; the matrix of responses, r, has as many columns as training trials and as many rows as neurons in the population; W is a weight vector, and b is a scalar. Decoder weights W and b were optimized such as to minimize the discrimination threshold between the 2 orientations, θ 1 and θ 2 ). Since the training trials were not sorted based on prestimulus state, the linear decoder was "unaware" of the prestimulus activity. We tested the decoder show that a linear decoder that is "unaware" of the neurons' prestimulus state has a performance level that depends on whether the network is in a low or high ongoing activity state. (**P < 0.005; *P < 0.02; n.s. = nonsignificant). Error bars represent SEM. The difference between LL and LH is not significant whereas the difference between LL and All trials is highly significant due to a difference in variance between the groups. The standard deviation for all trials is 0.039, and for LH is 0.055. This figure represents simulated data.
prediction for stimuli θ 1 and θ 2 in the test set (θ 1 andθ 2 , respectively), and then computed the network discrimination performance
We repeated the random separation into training and test trials 2000 times and found a corresponding set of W and b. In this way, we obtained an estimation of the mean and standard error of d 0 .
To evaluate whether the "unaware" linear decoder had a discrimination performance that depends on the ongoing state of the network, we further separated the test trials into 3 categories based on the prestimulus activity of a small set of neurons (tuned to 90°± 5°): LL, LH (or HL), and HH (each letter represents the prestimulus state, L = low, H = high). We assumed that the network can either be in the same or different prestimulus state when stimuli θ 1 or θ 2 are presented. For example, a discrimination of type "LL" (HH) indicates that both stimuli, θ 1 and θ 2 , were presented when the network was in the low (high) prestimulus state; discriminations "LH" or "HL" indicate that stimuli were presented in different prestimulus states. Importantly, although the decoder parameters did not depend on prestimulus state, the network discrimination performance did depend, on a trial-bytrial basis, on the state before stimulus presentation. Figure 5B illustrates how discrimination performance, d
0 , increases for larger orientation differences, but is impaired in trials with high prestimulus activity. Figure 5C shows the performance of the linear decoder for different trial types by using a fixed orientation difference Δθ ¼ 8 W . We found that d 0 in the LL trials was 25% higher than in the HH trials (P < 0.005; bootstrap test).
Network Mechanisms
We explored single neuron and network models to address the possible neural mechanisms that can explain the nonlinear modulation of stimulus coding by ongoing activity. Several theoretical and experimental studies have proposed that the high variability of neuronal responses observed in vivo could be partially explained by fluctuations in ongoing activity. Indeed, since the observed irregular spike timing of neurons in vivo is inconsistent with synaptic integration (Softky and Koch 1993) and spike generation mechanisms (Mainen and Sejnowski 1995) , response variability has been proposed to be caused by fluctuating background activity. For instance, theoretical work (van Vreeswijk and Sompolinsky 1996) has proposed that a dynamic balance between excitation and inhibition is sufficient to explain the large firing variability of neuronal spiking seen in vivo. We first addressed whether temporal correlations alone can explain the orientation tuning sharpening by prestimulus activity. One possibility is that prestimulus and evoked activity have an underlying stationary rate (i.e., time-varying but with the same rate across trials), but with spike trains exhibiting temporal correlations. We generated spike trains with a constant prestimulus rate (−300 to 0 ms) and a time-varying component after stimulus onset (0-300 ms) that depended on stimulus orientation (Fig. 6A) . The autocorrelation of the spike trains was identical for all the stimuli (Fig. 6B) , inducing a correlation between prestimulus and evoked activity that was also identical for all orientations (Fig. 6C) . Next, we divided trials into low and high prestimulus states based on the trial-by-trial activity in the 300 ms preceding stimulus onset. Trials in the low prestimulus state exhibited a reduced evoked activity compared with the high prestimulus trials (Fig. 6D) . We found that orientation tuning was modulated by prestimulus activity (Fig. 6E) , but the modulation was linear ( Fig. 6F ; normalized activity between 0 and 1). These results demonstrate that temporal correlations alone cause a linear ongoing activity modulation of evoked activity, and hence cannot explain the changes in orientation tuning width reported in Figure 2 .
We next built a simple conductance-based neural model to study how feedforward input is modulated by different levels of balanced background excitation and inhibition. Increasing the level of excitation and inhibition proportionally increases the firing rate (Fig. 7A ). An increase in background activity reduces the neuron's response gain ( Fig. 7B; i.e., the slope of the input/output curve (Kuhn et al. 2004) ). We selected 2 different levels of balanced background activity (1500 and 3000 spks/s) to simulate the low and high prestimulus states. To test how a tuned input is modulated by the level of background activity, we drove the neuron with an orientation-tuned excitatory Poisson train (i.e., a Gaussian tuning curve with a peak rate of 350 spks/s and 25°s tandard deviation) in 2 prestimulus states (background excitation was 1500 spk/s for low prestimulus state and 3000 spks/s for high prestimulus state). While there was a 28.5% increase in response gain in the low versus high prestimulus state (Fig 7C) , the tuning curve width did not change significantly (only 5% sharper in the low prestimulus state; Fig. 7D ). In addition, there was a 34% increase in the tuning curve slope in the low prestimulus state. The increase in slope predicts an increase in orientation discrimination. The experimental data also showed an increase in orientation selectivity, which agrees with the single-neuron model.
We propose that a recurrent neural network model operating under balanced excitation and inhibition can amplify the nonlinear effects of the single-neuron model to explain our experimental results. Thus, we implemented a simple recurrent network model of V1 in which individual neurons in V1 layers 2/3 received feedforward and broadly tuned input from V1 layer 4, recurrent intracortical excitation and inhibition from neighboring cells, and balanced background activity (Fig. 8A-D) . We measured the prestimulus firing rate, the baseline firing rate (the neural response to the orthogonal orientation), the response gain ( peak minus baseline response), and the tuning curve width as a function of the background activity (Fig. 8E-H) . We found that increasing excitation and inhibition in a balanced manner yields higher prestimulus firing rate. The baseline firing rate rapidly increases as a function of prestimulus firing rate and neurons decrease their maximum to minimum response range when prestimulus activity is high. Our simulations predict that orientation tuning becomes broader as prestimulus activity increases. These results demonstrate that a standard recurrent network model under the simple hypothesis of different levels of balanced background activity can explain the orientation tuning modulation by ongoing activity. Moreover, the modulation is gradual with the prestimulus activity level. Overall, these results demonstrate that our experimental findings are consistent with the ubiquitous recurrent intracortical models of cortical function. However, it may be possible that other types of mechanisms could operate to explain our results. For instance, alternative explanations could rely on feedforward or extrastriate feedback mechanisms sharpening weak intracortical oriented inputs or ongoing activity, and in that case, the relationship between orientation tuning and ongoing activity would not necessarily require recurrent connections. However, revealing the mechanism that explains the modulation of stimulus coding by ongoing activity would require new experiments to disentangle the influence of feedforward, recurrent, and feedback inputs.
LFP Analysis
Finally, we examined whether the high and low prestimulus response are associated with differences in the synchronized population activity, measured by the power of LFPs in specific frequency bands. Thus, we calculated the relationship between the mean LFP power and prestimulus state (using a window of 500 ms), but failed to find statistically significant differences (Supplementary Fig. 2) . However, using an alternative method in which we fixed the number of cycles in each frequency band, we found a significant difference in LFP power between the 2 ongoing activity states in the beta band (P < 0.05, Wilcoxon sign-rank), although the difference in power was very small (Supplementary Fig. 3 ). Despite these negative results, while we did not find a strong relationship between prestimulus firing rate and LFP power, we do not exclude that further analyses including spike-field coherence (Fries et al. 2008) , phase synchrony, and cross-frequency synchronization (Canolty et al. 2006 ) could reveal a significant relationship between prestimulus firing rate and LFP synchronization.
Discussion
Despite the fact that neural activity not linked with stimulus processing consumes most of the energy budget of the brain (Laughlin et al. 1998; Raichle and Mintun 2006) , whether and how ongoing activity modulates sensory coding at single-cell resolution in adult cortex of behaving animals is poorly understood. We have demonstrated how the coding of elementary stimulus features, such as line orientation, by individual neurons and cell populations in V1 depends on ongoing activity before stimulus presentation. Altogether, our results reveal that the discrimination performance of networks of cortical cells is influenced by prestimulus activity. It could further be argued that experience and learning could subsequently alter the dynamics of ongoing activity (Yao et al. 2007; Berkes et al. 2011 ) by inducing plastic changes in local circuits (Ohl et al. 2001 ) that have the potential to enhance the impact of prestimulus state on network coding. The functional role of ongoing activity has been investigated in previous studies, mainly performed in the visual cortex of anesthetized animals (but see Carnevale et al. 2012; Driver and Frith 2000) . Thus, experiments in adult ferret V1 (Fiser et al. 2004 ) have shown that spatio-temporal correlations in ongoing activity in V1 were only slightly modified by visual stimulation, irrespective of sensory input. This suggests that stimulus-evoked neural activity represents the modulation of ongoing circuit dynamics by input signals, rather than directly reflecting the structure of the input stimuli. These results confirm earlier investigations using realtime optical imaging in anesthetized cat areas 17 and 18 (Arieli et al. 1996) reporting that the response during one stimulus trial can be computed as the algebraic sum of the evoked and ongoing activity. Furthermore, ongoing activity is correlated with stimulus-evoked population activity over large cortical areas (Tsodyks et al. 1999) , hence proposing the existence of a set of dynamically switching "spontaneous" cortical states that are not random, but closely match the structure of orientation maps (Kenet et al. 2003; Goldberg et al. 2004) .
Our findings constitute a departure from previous investigations (e.g., Arieli et al. 1996; Tsodyks et al. 1999; Azouz and Gray 2003; Kenet et al. 2003; Fiser et al. 2004; Haider et al. 2007 ) in that we demonstrate that ongoing activity modulates stimulus coding at the network level in a nonlinear manner. We have shown that the distribution of ongoing activity states across a network of neurons creates an "internal context" that dynamically filters incoming stimuli to modulate the accuracy of sensory coding by individual cells and networks. Indeed, despite the decrease in firing rate in the low prestimulus state, individual neurons transmit more information about stimulus orientation to increase the network discrimination accuracy. The modulation of stimulus coding by ongoing activity state is consistent with recurrent network models in which ongoing activity dynamically controls the balanced background excitation and inhibition to individual neurons. Taken together, our results provide a novel link between the fluctuations in ongoing activity and the accuracy of population coding.
It may be argued that since the stimulus used on our experiments was larger than the neurons' classical receptive fields, some of the cells were surround suppressed. In addition, our model did not include inhibition from the extraclassical receptive field surround. Whereas larger than optimal stimuli have been previously shown to impact the balance of excitation and inhibition (surround suppression) (Ozeki et al. 2009; Haider et al. 2013 Each neuron received an independent Poisson spike train of excitatory and inhibitory inputs (balanced). All the neurons had the same level of background activity. Each tuning curve represents the output of the 90°for different stimulus orientations at increasing values of balanced background activity (1200-4200 spks/s). (E) Increasing excitation and inhibition in a balanced way yields higher prestimulus firing rate. The x-axis represents the excitatory Poisson firing rate (the inhibitory rate was chosen to ensure balanced excitation and inhibition). (F) Baseline firing rate rapidly increases as a function of prestimulus firing rate. Spontaneous rate is typically higher than baseline rate in our model, but note that it is quite typical that V1 responses at orthogonal orientations are lower than the spontaneous firing rate (Ringach et al. 1997; Dragoi et al. 2000 Dragoi et al. , 2002 . (G) Neurons decrease their maximum to minimum response range when prestimulus activity is high. (H) The orientation tuning curve becomes broader as prestimulus activity increases. This modulation is gradual with the prestimulus activity level. Half-width at half-height was calculated after subtracting the baseline response. This figure represents simulated data.
of network accuracy. Stimulating multiple neurons using larger than optimal stimuli is unavoidable in electrophysiological studies using multiple electrodes, as documented in previous investigations in striate cortex (e.g., Gutnisky and Dragoi, 2008; Ecker et al. 2010; Jia et al. 2013 ). In addition, although some of the cells might have been surround suppressed, visual context did not change during the time course of the experiment. Therefore, the effect of the surround was only able to influence somewhat the baseline response of the neurons but did not directly contribute to changes in ongoing activity before stimulus presentation. One issue that requires further investigation is whether there is a layer dependency of the effects of spontaneous state on V1 responses. Indeed, our recordings originated in the superficial layers of V1, and it would be interesting to examine whether the impact of prestimulus state on stimulus coding is limited to layers 2-3 or can be found in the middle and deep layers. However, previous studies suggest that one would likely not find a layer dependency of the effects presented here. Indeed, the capacity of a neuronal network to discriminate stimulus orientation in different prestimulus states depends solely on the relationship between spontaneous state and signal and noise correlations. Whereas correlated variability in V1 was found to depend on cortical layer (Hansen et al. 2012) , signal correlations typically exhibit only weak layer dependency. In addition, based on the analysis presented here, there is only little evidence that prestimulus state influences the structure of noise correlations across the network in the superficial layers of V1. However, we found that the influence of spontaneous state on signal correlations was significant. Therefore, while we cannot completely rule out that the results shown here may depend on cortical layer, our available data and analysis suggest that that may not be the case.
Sources of Ongoing Activity
While our experiments were not aimed at elucidating the source of the observed fluctuations in ongoing activity, we propose that a simple neuronal network operating in a balanced background excitation and inhibition regime can explain our main experimental findings (Figs 6-8) . Thus, the improvement in network discrimination performance in the low prestimulus activity condition could be caused by a decrease in balanced background excitation and inhibition. That is, the lower conductance in the low ongoing activity state increases neuronal gain, and this gain increase is further amplified by local recurrent connections. We also found that the increased network gain in the low prestimulus activity condition is equivalent to superior discrimination performance. Support for this hypothesis comes from several theoretical and experimental studies proposing that the high variability of neuronal responses observed in vivo could be partially explained by fluctuations in ongoing activity.
What could possibly cause the fluctuations in cortical responses that we observed in vivo? It has been proposed that intracortical recurrent mechanisms may play a key role in the emergence of fluctuating ongoing population activity. For instance, neurons could increase their spiking activity in the high spontaneous state due to recurrent synaptic activity (SanchezVives and McCormick 2000; Shu et al. 2003a) , and subsequent synaptic depression (Crochet et al. 2005; Chelaru and Dragoi, 2008) or after hyperpolarizing potassium conductances (Sanchez-Vives and McCormick 2000) could contribute to reduce network excitability. In addition to arising from intracortical sources, the spontaneous fluctuations in cortical responses could also reflect changes in subcortical structures. Indeed, thalamic relay neurons have been shown to exhibit different firing modes, such as "burst mode" or increased baseline (tonic) firing (Steriade and Buzsaki 1990; Harris and Thiele 2011) . These different firing regimes of thalamic cells could possibly cause random fluctuations in downstream cortical neurons.
It could be argued that the changes in ongoing activity that we observed may reflect not only fluctuations in the dynamics of local V1 circuits due to spontaneous changes in local intracortical inputs, but could also be the result of fluctuations in extrastriate feedback responses. However, we believe this not to be the case for at least 2 reasons. First, the effects of ongoing activity on neuronal coding found in awake monkey V1 were replicated in anesthetized cat area 17 to argue against an involvement of extrastriate feedback. Second, changes in behavioral context, such as fluctuations in attention, expectation, or arousal, could, at least in principle, lead to fluctuations in the neurons' background activity in early and mid-level visual cortex Mitchell et al. 2009 ). However, whereas attention could possibly alter ongoing activity and, consequently, stimulus-evoked responses (Womelsdorf et al. 2006; Lakatos et al. 2008) , the evidence that attention influences ongoing activity is only indirect (e.g., Ress et al. 2000) . Importantly, other studies have shown that changes in prestimulus activity linked to perceptual performance cannot be attributed solely to motivational or attentional effects (Super et al. 2003; Hesselmann et al. 2008; Wyart and Tallon-Baudry 2009 ).
Number of Ongoing Response States
Although existing experimental and modeling results are inconclusive with respect to the existence of a finite or infinite set of ongoing cortical states (Goldberg et al. 2004; Cai et al. 2005) , one issue is whether the modulation of neural coding by ongoing activity reflects the existence of 2 or more response states. While our conclusions were made by separating trials into 2 groups, low and high prestimulus state trials, one cannot rule out that the effects of ongoing activity on neural coding might represent a continuous modulation rather than the result of only 2 (or more) discrete levels. Indeed, in our computational model ( Fig. 8 ; see also Fig. 3D ), the modulation of the tuning properties of neurons and network discrimination performance reflect a gradual influence of ongoing activity. Nonetheless, our choice to distinguish between 2 prestimulus response states was useful from a practical standpoint. Clearly, increasing the number of prestimulus states would lead to a decrease in the corresponding number of trials for each ongoing activity state, and hence the relationship between ongoing activity and orientation tuning curve properties would become unreliable.
Synchronized and Desynchronized Network States
Our results indicate that the state of cortical network, defined by the ongoing population activity before stimulus presentation, influences the coding of stimulus features in V1. However, another way of characterizing cortical state is based on the degree of synchronization between neurons. Hence, a framework has recently emerged in which cortical state is considered to vary along a multidimensional continuum from synchronized (as in slowwave sleep) to desynchronized (as in often seen in engaged animals). Indeed, in recent years, many studies have examined the impact of cortical state on evoked neuronal responses, primarily in the anesthetized state (Curto et al. 2009; Ecker et al. 2014; Okun et al. 2010; Pachitariu et al. 2015; Renart et al. 2010; Schöl-vinck et al. 2015) . Under anesthesia, cortical neurons oscillate between "up" and "down" states which have been reported to modulate firing rates, neuronal response variability, and the magnitude of interneuronal correlations (Ecker et al. 2014; Schöl-vinck et al. 2015) . However, there is little evidence for synchronized and desynchronized states during wakefulness. For instance, Luczak et al. (2007) explicitly mention that in awake animals, UP and DOWN states are usually observed during slowwave sleep and periods of drowsiness, but not awake alertness. More recently, in nonhuman primate V1, Tan et al. (2014) found that sensory stimulation shifts the visual cortex from a "synchronous" to an "asynchronous" state, defined based on the relationship between the membrane voltage and the raw LFP signal. However, these states were identified in different stimulus conditions, that is, synchronized state-during passive fixation (in the absence of a stimulus), and desynchronized state-during stimulus presentation, and not while stimulus conditions are unchanged, as is the case in our experiments. Furthermore, in our own dataset, we did not find any strong differences between the degree of LFP power before stimulus presentation and the firing rates of individual neurons. In addition, recent work has demonstrated that pupil diameter can predict cortical states in mice (McGinley et al. 2015; Reimer et al. 2014) . Unfortunately, pupil data are missing from our dataset, although future work should further examine the relationship between pupil size and neural coding.
While the main goal of our study was to analyze the effects of prestimulus firing rates on neural coding, extensive work has been conducted in recent years on the functional role of LFP fluctuations in oscillatory prestimulus activity. Electrophysiological studies have mainly focused on alpha (8-12 Hz) and gamma band (30-80 Hz) activity. For instance, alpha band activity recorded over posterior brain regions has been shown to increase in error trials (Ergenoglu et al. 2004; Hanslmayr et al. 2005 Hanslmayr et al. , 2007 Montemurro et al. 2008; Romei et al. 2008; van Dijk et al. 2008; Busch et al. 2009; Mathewson et al. 2010; Vinck et al. 2010) , whereas the phase of the alpha oscillations was been found to be related to behavioral performance (Hanslmayr et al. 2005; Busch et al. 2009; Mathewson et al. 2010 ). In addition, Haegens et al. (2011) found that alpha oscillations potentially influence spike timing and firing rate in the sensorimotor system. However, these studies differ in terms of both task design and conclusions drawn (e.g., which frequency band and power of the ongoing response alters behavioral performance). Further work is needed to fully elucidate the complex relationship between fluctuations in firing rate, LFPs, and neural coding.
Spontaneous States May Impact Natural Viewing
Our results can be interpreted from the efficient coding hypothesis framework (Olshausen and Field, 1996) . According to this hypothesis, the responses of visual cortical neurons are adapted to the statistics of the visual world such as to efficiently encode natural stimuli. We propose that different spontaneous states could play an important role when the animal is awake and exploring the environment. For instance, if V1 cells were in a high spontaneous state, they would be able to immediately detect the presence of a new stimulus (Super et al. 2003) , and this would initiate a crude analysis of the scene. Subsequently, once the change in the environment is detected, the neurons involved in processing could switch to a low spontaneous state so that the new stimulus could be analyzed in detail and discriminated from nearby stimuli. The switch from high to low ongoing activity could be due to rapid adaptation effects that reduce neuronal responses to stationary stimuli during fixation (Dragoi et al. 2002; Gutnisky and Dragoi 2008) , and could be further enhanced by extraretinal factors, such as attentional state (Lakatos et al. 2008 ) or behavioral context (Cano et al. 2006) . In this way, it would be beneficial for neurons to dynamically switch between different spontaneous states in order to balance between stimulus detection and stimulus discrimination.
The idea of different response modes controlling different types of processing could be a general information processing principle in cortical and subcortical networks. Indeed, it has been previously proposed (Sherman 2001 ) that the ability of thalamic neurons to fire in tonic and burst modes allows the thalamus to provide a dynamic relay that affects the information reaching the cortex. In addition, experience and learning can alter the dynamics of ongoing activity (Han et al. 2008; Yao et al. 2007 ) by plastic changes in local circuits (Fontanini and Katz 2008; Ohl et al. 2001 ) to possibly improve specific neural computations.
