Recent research about margin theory has proved that maximizing the minimum margin like support vector machines does not necessarily lead to better performance, and instead, it is crucial to optimize the margin distribution. In the meantime, margin theory has been used to explain the empirical success of deep network in recent studies. In this paper, we present mdNet (the Optimal Margin Distribution Network), a network which embeds a loss function in regard to the optimal margin distribution. We give a theoretical analysis of our method using the PAC-Bayesian framework, which confirms the significance of the margin distribution for classification within the framework of deep networks. In addition, empirical results show that the mdNet model always outperforms the baseline cross-entropy loss model consistently across different regularization situations. And our mdNet model also outperforms the cross-entropy loss (Xent), hinge loss and soft hinge loss model in generalization task through limited training data.
Introduction
The development of deep neural networks has achieved remarkable advancement in the field of machine learning during the past decade. Recently, many researchers try to explain the experimental success of deep neural network. One of the research direction is to explain why the deep learning does not have serious overfitting problem. Although several common techniques, such as dropout [SHK + 14] , batch normalization [IS15] , and weight decay [KH92] , do improve the generalization performance of the over-parameterized deep models, these techniques do not have a solid theoretical foundation to explain the corresponding effects.
In the history of machine learning research, the large margin principle has played an important role in the theoretical analysis of generalization ability, meanwhile, it also achieves remarkable practical results for We find that the normal hind loss is unstable by considering the minimum margin only. So we want to portray the margin distribution by using the mean and variance of margin. In this way, we can optimize the entire distribution and improve the performance effectively. [ZZ17, ZZ18] demonstrate that optimal margin distribution principle is useful to obtain a better generalization performance on classical models.
Thus, we hope to study the expansion of the optimal margin distribution principle on deep neural networks.
Contributions
The main contributions of this paper are as follows:
• In this paper, we propose an optimal margin distribution loss for deep neural networks (mdNet), which is not only maximizing the margin mean but also minimizing the margin variance. This loss function optimizes the entire margin distribution instead of the minimum one, and first attempts to use the sharpness of the distribution to explain the generalization ability of the deep model;
• Moreover, we use the PAC-Bayesian framework to obtain a novel generalization bound based on margin distribution. Comparing to the spectrally-normalized margin bounds of [BFT17] and [NBS18] , our generalization bound shows that we can restrict the complexity of model by setting an appropriate ratio between the first-order statistic and the second-order statistic rather than trying to control the whole product of the spectral norms of each layer;
• And we empirically evaluate our loss function on the deep network across different image datasets and model structures. Specifically, overwhelming empirical evidence demonstrate the effectiveness of the proposed mdNet in generalization task through limited training data.
Organization
The rest of this paper is organized as follows: Section 2 proposes our method mdNet. Section 3 gives an analysis for the mdNet loss. Section 4 reports the empirical results. Section 5 concludes this paper.
mdNet Loss: Optimal Margin Distribution Loss
Consider the classification problem with input domain X = {x| x ∈ R n } and output domain Y = {1, . . . , k}, we denote a labeled sample as z ∈ (X , Y). Suppose we use a network generating a prediction score for the input vector x ∈ X to class i, through a function f i : X → R, for i = 1, . . . , k. The predicted label is chosen by the class with maximal score, i.e. h(x) = arg max i f i (x).
Define the decision boundary of each class pair {i, j} as:
Constructed on this definition, the margin distance of a sample point x to the decision boundary D i,j is defined by the smallest translation of the sample point to establish the equation as:
In order to approximate the margin distance in the nonlinear situation, [EKM + 18] has offered a linearizing definition:
Naturally, this pairwise margin distance leads us to the following definition of the margin for a labeled sample z = (x, y):
Therefore, the defined classifier h misclassifies (x, y) if and only if the margin is negative. Given a hypothesis space H S of functions mapping X to Y, which can be learned by the fixed deep neural network through the training set S, our purpose is to find a way to learn a decision function h ∈ H S such that the
In this work, we introduce a type of margin loss, and connect it to deep neural networks. The origin loss function has been specially adapted for the difference between deep learning models and linear models by us as following definition:
where r is the margin mean, θ is the margin variance and µ is a parameter to trade off two different kinds of deviation (keeping the balance on both sides of the margin mean).
Figure 1 shows, equation 5 will produce a square loss when the margin satisfies γ h ≤ r − θ or γ h ≥ r + θ.
Therefore, our margin loss function will enforce the tie which has zero loss to contain the sample points as many as possible. So the parameters of the classifier will be determined not only by the samples that are close to the decision boundary but also by the samples that are away from the decision boundary. In other words, our loss function is aimed at finding a decision boundary which is determined by the whole sample margin distribution, instead of the minority samples that have minimum margins. To verify superiority of the optimal margin distribution network, our paper verifies it both theoretically and empirically.
Explaination for Optimal Margin Distribution Loss: Inspired by the optimal margin distribution principle, [ZZ17] propose the multi-class optimal margin distribution machine, which characterizes the margin distribution according to the first-and second-order statistics. Specially, letγ denote the margin mean, and the optimal margin distribution machine can be formulated as:
where Ω(w) is the regularization term to penalize the norm of the weights, η and λ are trading-off parameters, ξ i and are the deviation of the margin γ h (x i , y i ) to the margin mean. It is evident that m i=1 (ξ 2 i + 2 i )/m is exactly the margin mean.
In the linear situation, scaling w does not affect the final classification results such as SVM, the margin mean can be normalized as 1, then the deviation of the margin of (x i , y i ) to the margin mean is |γ h (x i , y i ) − 1|, and the formula can be reconstruct as:
where µ ∈ (0, 1] is parameter to trade off two different kinds of deviation (keeping the balance on both sides of the margin mean). θ ∈ [0, 1) is a parameter of the zero loss band, which can control the number of support vectors. In other words, θ is a parameter to control the margin variance, while the data which is out of this zero loss band will be used to update the weights to minimize the loss. For this reason, we simply regard it as the margin variance.
However, under the non-linear setting in our paper, we can not directly linearly normalize the margin mean to the value 1. So we assume that the normalized margin mean is r, then the optimization target can be reformulated as:
In our paper, we use the linear approximation [EKM + 18] to normalize the magnitude of the norm of weights, so we can just transform this optimization target to a loss function as:
Theoretical Analysis
In this section, we we analysis the generalization gap to understand the possibility of overfitting for our mdNet loss function. Theorem 1 shows that the generalization gap of mdNet can be controlled by the ratio between the margin variance and the margin mean.
Preliminaries
To present a new margin bound for our optimal margin distribution loss, some notations are needed.
Consider that the convolution neural networks can be regarded as a special structure of the fully connected neural networks, we simplify the definition of the deep networks. Let f w (x) : X → R k be the function learned by a L-layer feed-forward network for the classification task with parameters w = (W 1 , . . . , W L ),
, here φ is the ReLU activation function. Let f i w denote the output of layer i before activation and ρ be an upper bound on the number of output units in each layer.
Recursively, we can redefine the deep network:
. Let · F , · 1 and · 2 denote the Frobenius norm, the element-wise 1 norm and the spectral norm respectively.
In order to facilitate the theoretical derivation of our formula, we simplify the definition of the loss function:
Specially, define the L 0 as r = θ and θ → ∞, actually equal to the 0-1 loss. And let L r,θ (f w ) be the empirical estimate of the optimal margin distribution loss. So we will denote the expected risk and the empirical risk as L 0 (f w ) and L 0 (f w ), which are bounded between 0 and 1.
Lemmas and Definitions
In the PAC-Bayesian framework, one expresses the prior knowledge by defining a prior distribution over the hypothesis class. Following the Bayesian reasoning approach, the output of the learning algorithm is not necessarily a single hypothesis. Instead, the learning process defines a posterior probability over H, which we denote by Q. In the context of a supervised learning problem, where H contains functions from X to Y, one can think of Q as defining a randomized prediction rule. We consider the distribution Q which is learned from the training data of form f w+u , where u is a random variable whose distribution may also depend on the training data. Let P be a prior distribution over H that is independent of the training data, the PAC-Bayesian theorem states that with possibility at least 1 − δ over the choice of an i.i.d. training set
Note that the left side of the inequality is based on f w+u . To get an expected risk bound L 0 (f w ) for a single predictor f w , we have to relate this PAC-Bayesian bound to the expected perturbed loss just like [NBS18] get the Lemma 1 in their paper. Based on the inequality 11, we introduce a perturbed restriction which is related to the margin distribution (the margin mean r and margin variance θ):
Lemma 1 Let f w (x) : X → R k be any predictor with parameters w, and P be any distribution on the parameters that is independent of the training data. Then, for any r > θ > 0, δ > 0, with probability at least 1 − δ over the training set of size m, for any w, and any random perturbation u s.t.
, we have:
The margin variance information does not change the conclusion of the perturbed restriction, the proof of this lemma is similar to Lemma 1 in [NBS18] .
In order to bound the change caused by perturbation, we have to bring in three definitions that are used to formalize error-resilience in [AGNZ18] as follows:
Definition 1 (Layer Cushion). The layer cushion of layer i is defined to be largest number µ i such that for any x ∈ S:
Intuitively, cushion considers how much smaller the output W i φ(f i−1 w (x)) is compared to the upper bound W i 2 φf i−1 w (x) 2 . However, for nonlinear operators the definition of error resilience is less clean. Let's denote M i,j : R h i → R h j the operator corresponding to the portion of the deep network from layer i to layer j, and by J i,j its Jacobian. If infinitesimal noise is injected before level i then M i,j passes it like J i,j , a linear operator. When the noise is small but not infinitesimal then one hopes that we can still capture the local linear approximation of the nonlinear operator M by define Interlayer Cushion:
Definition 2 (Interlayer Cushion). For any two layers i < j, we define the interlayer cushion µ i,j , as the largest number such that for any x ∈ S:
Furthermore, for any layer i we define the minimal interlayer cushion as
The next condition qualifies a common appearance: if the input to the activations is well-distributed and the activations do not correlate with the magnitude of the input, then one would expect that on average, the effect of applying activations at any layer is to decrease the norm of the pre-activation vector by at most some small constant factor.
Definition 3 (Activation Contraction). The activation contraction c is defined as the smallest number such that for any layer i and any x ∈ X :
To guarantee that the perturbation of the random variable u will not cause a large change on the output with high possibility, we need a perturbation bound to relate the change of output to the structure of the network and the prior distribution P over H. Fortunately, [NBS18] proved a restriction on the change of the output by norms of the parameter weights. In the following lemma, we preset our hyper-parameters r and θ, s.t. the parameter weights w ∈ H satisfying f w (x) 2 ≤ r + θ, when fixing W L 2 = 1. Thus, we can bound this change in terms of the spectral norm of the layer and the presetting hyper-parameters:
Lemma 2 For any L > 0, let f w : X → R k be a L-layer network. Then for any w ∈ H satisfying f w (x) 2 ≤ r + θ, and x ∈ X , and any perturbation
, the change of the output of the network can be bounded as follows:
Proof of Lemma 2.
). If we just give i th layer parameter weights W i a perturbation U i , we can have following:
In the last Approximate equation in Equation 17, we assume that the perturbation U i is in the linear space span by W i , therefore, the part of φ(f i−1 w (x)) that is orthogonal to the space of W i will not affect the output of perturbation. In other word, we equal the projection on the linear space of W i + U i with the one on the linear space of W i , ie.
where r i+1 is the stable rank of layer i + 1, i.e.
. Therefore by induction method we have:
Obviously, we can know that
Suppose that all the perturbations U i are independent from each other, so we can just add the influence linearly for union bound:
Generalization Error Bound
Theorem 1 (Generalization Error Bound). For any L, ρ > 0, let f w : X → R k be a L-layer feed-forward network with ReLU activations. Then, for any δ > 0, r > θ > 0, with probability ≥ 1 − δ over a training set of size m, for any w, we have:
where µ i is the layer cushion defined in Definition 1, µ i→ is the interlayer cushion defined in Definition 2, c is the activation contraction defined in Definition 3. All this definitions are used to formalize error-resilience in [AGNZ18] .
Proof of Theorem 1.
The proof involves chiefly two steps. In the first step we bound the maximum value of perturbation of parameters to satisfied the condition that the change of output restricted by hyper-parameter of margin r, using Lemma 2. In the second step we proof the final margin generalization bound through Lemma 1 with the value of KL term calculated based on the bound in the first step.
L and consider a network structured by normalized weights
Due to the homogeneity of the ReLU, we have that for feedforward networks with ReLU activations f w = f w , so the empirical and expected loss is the same for w and w. Furthermore, we can also get that
. Hence, we can just assume that the spectral norm is equal across the layers, i.e. for any layer i, W i 2 = β.
When we choose the distribution of the prior P to be N (0, σI), i.e. u ∼ N (0, σI), the problem is that we will set the parameter σ according to β, which can not depend on the learned predictor w or its norm.
[NBS18] proposed a method that can avoid this block: they set σ based on an approximation β on a pre-determined grid. By formalizing this method, we can establish the generalization bound for all w for which |c 0 β − β| ≤ 1 L β, while given a constant c, and ensuring that each relevant value of cβ is covered by some β on the grid, i.e. c 1
, µ i µ i→ can be considered as a constant.
Since u ∼ N (0, σ 2 I), we get the following bound for the spectral norm of U i according to the matrix extension of Hoeffding's inequalities [Tro12, MJC + 14]:
Taking the union bound over layers, with probability ≥ 1 2 , the spectral norm of each layer perturbation U i is bounded by σ 2ρ ln(4Lρ). Plugging this into Lemma 2 we have that with probability ≥ 1 2 :
We can obtain σ = r−θ cL(r+θ)β −1 √ ρ ln(4ρL) from the above inequality. Naturally, we can calculate the KL-diversity in Lemma 1 with the chosen distributions for P ∼ N (0, σ 2 I).
Hence, for anyβ, with probability ≥ 1 − δ and for all w such that, |β − β| ≤ 1 L β, we have:
This proof method based on PAC-Bayesian framework has been raised by [NBS18] , we use this convenient tool for proving generalization bound with our loss function which can obtain the optimal margin distribution.
Remark. Comparing with the spectral complexity in [BFT17] :
which is dominated by the product of spectral norms across all, our margin bound is relevant to r, θ dependent on the margin distribution and µ i and µ i→ dependent on the network structure. The model's complexity in our generalization bound is easy to be controlled by the ratio θ/r. Explicitly, the factor consisted of hyper-parameters
is a monotonicity increasing function with regard to the ratio θ/r ∈ [0, 1). Under the assumption of separability, we can come to the conclusion that smaller θ and larger r make the complexity smaller. Searching a suitable value of r and θ for the specific data distribution will lead us to a better generalization performance.
Experiment
In this section, we empirically evaluate the effectiveness of our optimal margin distribution loss on generalization tasks, comparing it with three other loss functions: cross-entropy loss (Xent), hinge loss, and soft hinge loss. We first compare them under limited training data situation, using only part of the MNIST dataset [LBBH98] to train and evaluate the models deploying the four different losses, with the used data ratio ranging from 0.125% to 100%. Similar experiments are also performed on the legend CIFAR-10 dataset [KH09] . Then we compare them under different regularization situations, investigating the combination of optimal margin distribution loss with dropout and batch normalization. Finally, we visualize and compare the features learned by the deep learning model with different loss models as well as the margin distribution from those models.
In Table 1 , we introduce three commonly used loss functions in deep learning for comparison in the experimental section.
Experimental Setup
Regarding the deep models, we use the following combination of datasets and models: a simple deep convolutional network for MNIST, original Alexnet [KSH12] for CIFAR-10. In terms of the implementation of optimal margin distribution loss, as shown in Section 2, there is a gradient term in the loss itself, which can make the computation expensive. To reduce computational cost as [EKM + 18] do, in the backpropagation step we considered the gradient term ∇ x f y (x)−∇ x max i =y f i (x) 2 as a constant, so that we recomputed the value of ∇ x f y (x) − ∇ x max i =y f i (x) 2 at every forward propagation step. Furthermore, since the 
hinge loss
γ 0 is a hyper-parameter to control the minimum margin.
k is the number of classes.
denominator item could be too small, which would cause numerical problem, we added an with small value to the denominator so that clip the loss at some threshold.
For special hyperparameters, including the margin mean parameter and margin variance parameter for the mdNet model, and margin parameter for hinge loss model, we performed hyperparameter searching.
We held out 5000 samples of the training set as a validation set, and used the remaining samples to train models with different special hyperparameters values, on both the MNIST dataset and the CIFAR-10 dataset. As for the common hyperparameters, such as, learning rate and momentum, we set them as the default commonly used values in Pytorch for all the models. We chose batch stochastic gradient descent as the optimizer. Evaluated on the testing dataset, the baseline cross-entropy model achieves a test accuracy of 99.09%; the hinge loss model achieves 98.95% on MNIST dataset; the soft-hinge loss model achieves 
Hinge v.s. Square
There is always some noise in the actual data, when deep network try to fit these data, the performance of the model will get worse. So we hope the larger side of the margin mean has a larger loss, which can effectively control the noise-fitting ability of models. In this paper, we choose to adapt the smaller side of the margin mean to hinge-type loss as:
Here we call this hinge-type model as h-mdNet model and the origin type model as s-mdNet model. We plot the training and test accuracy curve of these two models with SGD, Adam [KA15] , and RMSprop
[HSS] optimizers in Figure 2 . Comparing the training process of these two models, Figure 2 shows that the h-mdNet model is more stable than the s-mdNet model. Especially, when we use the "RMSprop" method to optimize the loss, the training process of s-mdNet model is easy to degrade. Therefore, we use the h-mdNet loss in the following experiments, and we notate it as mdNet loss.
Limited Small Sample Learning
It is well-known that deep learning method is very data-hungry, which means that if the training data size decreases, the model's performance can decrease significantly. In reality, this disadvantage of deep learning method can restrict its application seriously since sufficient amount of data is not always available. On the other hand, one of the desirable property of optimal margin distribution loss based models is that it can generalize well even when the training data is insufficient because the optimal margin distribution loss can restrict the complexity of the hypothesis space suitably. To evaluate the performance of optimal margin distribution loss based models under insufficient training data setting, we randomly chose some fraction of the training set, in particular, from 100% of the training samples to 0.125% on the MNIST dataset, and from 100% of the training samples to 0.5% on the CIFAR-10 dataset, and train the models accordingly.
In Figure 3 , we show the test accuracies of cross-entropy, hinge, soft hinge, and optimal margin distribution loss based models trained on different fractions of the MNIST and CIFAR-10 dataset. As shown in the figure, the test accuracies of all these four models increase as the fraction of training samples increases. Obviously, 
Regularization Methods
We also compared our optimal margin distribution loss with the baseline cross-entropy loss under different regularization methods and different amounts of training data, whose results are shown in Table 2 . As suggested by Table 2 , our loss can outperform the baseline loss consistently across different situations, no matter whether dropout, batch normalization or all the CIFAR-10 dataset are used or not. Specifically, when the size scale of training samples is small (5% fraction of the CIFAR-10 training set), the advantage of our optimal margin distribution loss is more significant. Moreover, our optimal margin distribution loss can cooperate with batch normalization and dropout, achieving the best performance in Table. 2, which is shown in bold red text. Unlike dropout and batch normalization which are lack of solid theory ground, our optimal margin distribution loss has the margin bound , which guides us to find the suitable ratio θ r to restrict the capacity of models and alleviate the overfitting problem efficiently. Since the performance of the mdNet models is excellent, we hope to see that the distributions of data in the learned feature space (the last hidden layer) are consistent with the generalization results. In this experiment, we use t-SNE method to visualize the data distribution on the last hidden layer for training samples and test samples. embedding and the high-dimensional data.
Consistently, we can find that the result of our mdNet model is better than all the others, the distribution of the samples which has the same label is more compact. To quantify the degree of compactness of the distribution, we perform a variance decomposition on the data in the embedding space. By comparing the ratio of the intra-class variance to the inter-class variance in Table 3 and Table 4 , we can know that our optimal margin distribution loss alway attain the most compact distribution in these four loss functions.
Moreover, the visualization result is consistent with the margin distribution of these four models in Figure 6 , which means getting an optimal margin distribution is helpful to deriving a good learned features space.
And that representation features space can further alleviate the overfitting problem of deep learning. Hence, the optimal margin distribution loss function can significantly outperforms the other loss functions in generalization task through limited training data. Figure 6 plots the frequency histogram of margin distribution producted by cross-entropy loss, hinge loss, soft hinge loss and mdNet models on dataset MNIST. As can be seen, our mdNet model obtains a large margin mean with a smallest margin variance in all these four models. By calculating the value of ratio between the margin mean and the margin standard deviation, we know that the ratio in our mdNet model is 3.20 which is significantly larger than 2.38 in the cross-entropy loss, 2.35 in the hinge loss and 2.63 in the soft hinge loss. The distribution of our model becomes more "sharper", which prevents the instance with small margin, so our method can still perform well as the training data is limited, which is also consistent with the result in Figure 3 .
Margin Distributions

Conclusions
Recent studies disclose that maximizing the minimum margin for decision boundary does not necessarily lead to better generalization performance, and instead, it is crucial to optimize the margin distribution.
However, the influence of margin distribution for deep networks still remains undiscussed. We propose mdNet model trying to design a loss function which aims to control the ratio between the margin mean and the margin variance. Moreover, we present a theoretical analysis for our method, which confirms the significance of margin distribution in generalization performance. As for experiments, the results validate the superiority of our method in limited data problem. And our optimal margin distribution loss function can cooperate with batch normalization and dropout, achieving a better generalization performance.
