Abstract. We consider a compressible gas-liquid drift-flux model with a general slip law commonly used to describe realistic two-phase flow scenarios. The slip law will introduce a difference in the magnitude of the two fluid velocities, and they possibly also have different sign. This allows the model to describe the effect of buoyant forces, for example in a vertical conduit, where heavy liquid will move downward due to gravity whereas light gas will be displaced upwardly. Combining the two mass equations and the mixture momentum equation with the slip law, the model can be expressed in terms of the gas fluid velocity and a generalized pressure function that depends on the common pressure and three new terms that depend on the liquid mass and the gas velocity. This generalized pressure function introduces new nonlinear effects and coupling mechanisms between the two mass equations and the mixture momentum equation which require careful refinements of techniques previously used for the analysis of the classical Navier-Stokes model. In this work we discuss global existence and uniqueness of strong solutions considered in a closed 1D conduit subject to appropriate smallness assumptions and regularity assumptions on the initial data. The analysis provides insight into the special role played by the slip parameters. This work presents a first global existence result for the drift-flux model with a general slip law.
model in one dimension is given by
where ε ≥ 0. The model is supposed under isothermal conditions. The unknowns are ρ l (P ), ρ g (P ) the liquid and gas densities, α l , α g volume fractions of liquid and gas satisfying 2) and u l , u g velocities of liquid and gas, P a common pressure for liquid and gas, while q represents a known external force like gravity and/or friction. Since the momentum is given only for the mixture, we need an additional closure law, a so-called hydrodynamical closure law, which connects the two phase velocities. This law should be able to take into account the different flow regimes. A commonly used slip relation is in the form [20, 12] u g =ĉ 0 u M +ĉ 1 .
(1.3)
Hereĉ 0 andĉ 1 are flow dependent coefficients.ĉ 0 is referred to as the distribution parameter and c 1 to as the drift velocity. We refer to the recent work [8] and references therein for more details concerning different aspects of the compressible drift-flux model and the importance of the slip (1.3) in order to study different gas-liquid flow regimes.
The drift-flux model (1.1) with zero slip, i.e. u g = u l which corresponds toĉ 0 = 1 andĉ 1 = 0 in (1.3), has been studied before in Eulerian coordinates. A first work dealing with the onedimensional model is [7] , where existence of weak solutions was investigated. A 2D version of the model was studied in [13] , where existence of weak solutions was proved. Various blow-up results have been obtained in [14] and [16] . In [11] global existence and uniqueness of the strong solution of a multidimensional version of the model was obtained in the framework of Besov spaces for initial data close to a stable equilibrium. Moreover, the local-in-time existence and uniqueness of the solution with general initial data was studied in [11] . In all these works the liquid is treated as a compressible fluid. This gives rise to a nonlinear pressure function which is more difficult to handle than for the classical Navier-Stokes equations. In the previous studies of the 1D model (1.1), with a slip law (1.3) such that unequal fluid velocities are prescribed, (1.1) has been considered in a free boundary setting and rewritten in Lagrangian coordinates [8, 6, 15] . In [6, 15] it was assumed thatĉ 1 = 0 and local in time existence results were obtained. In [8] a local existence result for a general slip was provided as well as a global existence result for the caseĉ 1 = 0. Note that in these works the liquid has been assumed to be incompressible.
The current work, to the authors knowledge, represents a first global existence result for the drift-flux model with a general slip of the form (1.3) . In contrast to the previous works mentioned above where a slip is included, we shall study the model in Eulerian coordinates. The viscosity coefficient is assumed to be constant and we study the model in the setting of a closed conduit. The model (1.1) is reformulated in terms of a new set of variables (ρ, ρ, u) whereρ represents the liquid mass, ρ the total mass, and u the gas velocity. In this reformulation the slip law (1.3) is incorporated directly in the PDE formulation and leads to the model (1.15) . This allows to describe the flow by means of the gas velocity u only, however the mixture momentum equation now contains a generalized pressure function which depends on the standard pressure function P and three new terms that correct for the difference in gas and liquid fluid velocity.
Main observations, based on the reformulated model (1.15) , that provide insight into effects related to the difference in fluid velocities as expressed through the parametersĉ 0 andĉ 1 can be summarized as follows:
• The basic energy estimate can be obtained subject to appropriate smallness conditions on both the initial energy and the slip parametersĉ 0 andĉ 1 versus the strength of the viscosity term, see Lemma 2.2. The new nonlinear terms in the mixture momentum equation due to the slip parametersĉ 0 > 1 andĉ 1 > 0 are handled through a careful splitting into various terms that can be controlled. Note also that the energy type of function G used in this Lemma, see (1.19) , has a new term that depends on the slip parameters.
• Uniform upper bounds of the total mass ρ and the liquid massρ are obtained, see Lemma 2.4 and Lemma 2.5. These estimates also involve and interplay between the strength of the viscosity term, the slip parameters, and the initial energy and masses. A new aspect of this analysis (compared to analysis of the classical Navier-Stokes equations) is that the bound on the liquid massρ must be sharp enough to ensure that the pressure function is bounded, see Remark 2.1.
• The H 1 -estimate of the gas velocity u is obtained by means of the small initial energy, see Lemma 2.6. This in turn paves the way for the H 1 -estimate of the massesρ and ρ, see Lemma 2.7, and the L 2 -estimate ofρ t and ρ t .
It is interesting to compare the two-phase model (1.1) with other two-phase formulations based on Navier-Stokes equations. A more recent example is represented by the work of Abels and Feireisl [1] . The system consists of the compressible Navier-Stokes equations governing the motion of a mixture of two fluids coupled with the Cahn-Hilliard equation for describing the concentration difference. A general existence result was proved for a 3D model without any restriction on the size of initial data. See also [10] and [5] , and references therein, for many interesting results in this direction. This two-phase model involves a common mixture velocity in contrast to the model (1.1) where the two fluid velocities, in general, are different. This feature of the drift-flux model is crucial and is the reason why it has become an important tool for many industrial applications focusing on large scale behavior. However, this also introduce new challenges in the analysis as reflected by the smallness assumptions that seem necessary in order to deal with the new nonlinear terms appearing on the left hand side of the mixture momentum equation of (1.15). On the other hand, for the no-slip case where the gas is dispersed in the liquid phase and moves with the same velocity the two models apparently bear some structural similarities. The paper is organized as follows: In the remaining part of this section we present the reformulated model and state the main result as expressed by Theorem 1.1. Section 2 contains a number of a priori estimates that are sufficient to guarantee existence of global strong solutions. Section 3 sketches the existence proof while Section 4 contains a uniqueness result.
1.1. A reformulated problem. Denote m = α l ρ l , n = α g ρ g . Then (1.1) takes the following form where we have added the liquid and gas continuity equations and ignored external forces by setting q = 0:
In the following we assume the liquid is incompressible, i.e., ρ l = constant > 0 whereas the gas phase is described by the polytropic gas law
where, without loss of generality, we choose Cρ
given by
We assume thatĉ
(1.8) 10) representing, respectively, the liquid mass and the total mass where k * is a minimal liquid mass determined by (1.6) and (1.7). We observe that
(1.11)
Consequently, (1.4) takes the form
where we have used (1.3) to rewrite the viscosity term. Observing that
g , the mixture momentum equation of (1.12) can be written in the form 13) where the constant 1 c1 has been integrated in the constant viscosity coefficient ε. By straightforward calculations it follows that (we refer to [8] for details)
(1.14)
Hence, from (1.12), (1.13), and (1.14) we get the following model where we use the notation u = u g :
We study the model in a fixed boundary with x ∈ (0, 1) and
. Boundary conditions are set to be as follows:
for t ≥ 0. The different functions appearing in the mixture momentum equation are given as follows
(1.18) 19) and G 0 G 0 (x) = G(x, 0). Let M i be a constant independent of time T for i = 1, 2, 3, and be the upper bounds of the initial energy and initial mass respectively, i.e.,
Now we are in a position to state our main result:
In addition, we assume that (1 + σ)ρ 0 ≤ ρ 0 for some small constant σ ∈ (0, 1), and that the initial data satisfies the compatibility condition: 
More precisely, we get a corollary as follows:
and that
In addition, we assume that σ(m 0 − k * ) ≤ n 0 for some small constant σ ∈ (0, 1), and that 
Some a priori estimates
Assume that (ρ,ρ, u) is a strong solution to (1. Based on Proposition 2.1 combined with the standard continuity arguments, we obtain a corollary.
Corollary 2.1. Under the conditions of Proposition 2.1, we get
ρ ≤ρ 1 for all (x, t) ∈ [0, 1] × [0, T ].
Proof of Proposition 2.1:
The proof of Proposition 2. 
This combined with characteristic methods (refer for instance to the proof of Lemma 4.2 in [16] ) and the initial assumption concludes (2.23).
Lemma 2.2. Under the conditions of Theorem 1.1, we have
provided that
Here G is given by (1.19) .
Proof. Combining the mass equation and the momentum equation gives
where j 
(2.27)
For I 1 , using (1.18), we have
Applying integration by parts on the first term of the right side of (2.28), and using (1.15) 1 and (1.15) 2 , we have
For I 2 , using (1.18), we have
where we have used 0 ≤ρ ≤ ρ, (2.23) and
For I 3 , using (1.18), we have
(2.32)
For I 4 , using (1.18) again, we have 
and
Based on these two inequalities combined with the standard continuity arguments in time, (2.34) gives 
Proof.
Before proving the upper bound of the density, we would like to present a useful inequality by Zlotnik [19] .
Lemma 2.3. Let a function Y satisfy
whereζ is a constant such that
We now are in a position where we can derive an upper bound ofρ. 
37)
and 
(2.39)
Taking derivative w.r.t. x on both side of (2.39), we get
Putting (2.40) into (1.15) 1 , and replacing x by X which is a solution to the following ODE:
where we have used
Then, we have
For any given t 1 and t 2 satisfying 0 ≤ t 1 < t 2 ≤ T , we have
where we have used Hölder inequality, (2.24), (2.31), (1.20) and the fact that
Applying Cauchy inequality to the fourth term of the right side of (2.44), we have
where
Furthermore,
where the first term is estimated by using (2.23) and the assumption of Proposition 2.1 that ρ ≤ρ 1 < a * , and the second term is non-positive, while the third and the fourth are estimated by using Corollary 2.2 and (1.18), respectively. Then
for any ζ ≥ζ, whereζ is a constant determined as follows:
Based on (2.43), (2.45) and (2.46), we use Lemma 2.3 to get 
Remark 2.1. We would like to emphasize that the upper bound ofρ which is less than a * is used
to make sure that the pressure function P (ρ,ρ) =
bounded. This reflects an aspect of the gas-liquid model which is not seen in the classical single-phase flow model (compressible Navier-Stokes equations).
The above lemmas allow us to conclude that the proof of Proposition 2.1 has been finished. Next, we derive an upper bound of ρ which is not necessarily small.
Lemma 2.5. Under the conditions of Theorem 1.1, we have
ρ ≤ A,(2.
49)
where A satisfies (2.54).
Proof. Similar to the proof of Lemma 2.4, we put (2.40) into (1.15) 2 (instead of (1.15) 1 ), and replace x by X. Then
For any given t 1 and t 2 satisfying 0 ≤ t 1 < t 2 ≤ T , from (2.44) and (2.45), we have
52)
where we have used Lemma 2.1 and Corollary 2.2. Then
for any ζ ≥ζ 1 whereζ 1 is a constant determined as follows.
Based on (2.51), (2.52) and (2.53), we use Lemma 2.3 to get
With Corollary 2.1 and Lemma 2.5, we can easily get the following corollary. 
Corollary 2.3. Under the conditions of Theorem 1.1, we have
P (ρ,ρ) ≤ ( A a * −ρ 1 ) γ ,(2.
Higher regularities.
Throughout the rest of the paper, we denote a generic constant by C which is positive and may depend on the initial data, T and other known constants but is independent of the lower limits of ρ andρ. Moreover, C < ∞ for any given T < ∞.
Lemma 2.6. Under the conditions of Theorem 1.1, we have
Proof. Multiplying (2.26) by u t , and integrating by parts over [0, 1], we have
(2.59)
Then we have
For II 1 , using integration by parts, we have
(2.61) Substituting (2.26) into (2.61), and using Cauchy inequality, we have
This together with Cauchy inequality, (2.31), (2.23), (2.24), (2.49), and (2.55) deduces
By (2.62), (2.63) and Cauchy inequality, we get
For II 2 , we have 
Combining (2.57) with (2.66) concludes
where we have used Cauchy inequality, (2.49) and (2.31). This gives 1 4
Integrating (2.67) with respect to t over [0, t], we have 1 4
where we have used Corollary 2.3, (2.23), Cauchy inequality, (2.49), Hölder inequality, (2.24) and (2.31). Here C 1 is a generic positive constant depending only on A (the upper bound of ρ),ρ 1 (the upper bound ofρ), and the known parameters in (1.18). Since C 1 is independent of M 1 and T , we put (2.69) into (2.68) and let M 1 satisfy
Then, we have 1 4
This combined with Gronwall inequality and (2.24) completes the proof of Lemma 2.6.
Corollary 2.4. Under the conditions of Theorem 1.1, we have
Proof. (2.71) can be obtained by using (2.56) combined with (2.31). 
Lemma 2.7. Under the conditions of Theorem 1.1, we have
(2.73) (2.40) combined with (1.15) 2 turns out that 
Similarly, we have d dt
By (2.26), we have
This deduces 
Proof. Taking derivative of (2.26) with respect to t, we have 
For III 1 , using (1.15) 2 , integration by parts, Cauchy inequality, (2.49) and (2.71), we have
For III 2 , III 3 and III 4 , we have 
For III 5 
(2.87)
Similarly, for III 7 and III 8 , we have 
From (2.26), we have
Letting t go to zero, and using the compatibility condition (1.21), we have 
Existence
The proof of existence of solutions stated in Theorem 1.1 consists of three steps. Firstly, we present a local existence theorem for ρ 0 > 0. Secondly, we get a global existence result for ρ 0 > 0 by combining the local existence with the a priori estimates as in Section 2. Based on the global existence result for ρ 0 > 0, we can construct a sequence of the approximate solutions by giving the initial density a small positive lower bound δ > 0. Then, applying the a priori estimates as in Section 2 to the approximate solutions, and passing to the limits as δ goes to zero, we prove Theorem 1.1.
Local existence for
Proof. Theorem 3.1 is concerned with the local existence of strong solution for ρ 0 > 0, whose proof can be obtained by using the similar iteration arguments (refer for instance to the proof of Proposition 5 in [2] ) based on the following construction of the iteration sequences:
for x ∈ (0, 1) and t > 0. Initial-boundary conditions are set to be as follows:
for x ∈ [0, 1], and 
for allT ∈ (0, T * ), where C depends on T * but is independent ofT . With these estimates, by using (1.15) 1 , (1.15) 2 and method of characteristics, it is easy to get With these estimates combined with the following lemma, we apply some compactness arguments to get a global solution (ρ,ρ, u) to (1.15)-(1.17). 
Uniqueness
In this section, we shall apply the standard arguments to prove the uniqueness of the solutions. For brevity, we just sketch the proof. Suppose that both (ρ 1 ,ρ 1 , u 1 ) and (ρ 2 ,ρ 2 , u 2 ) are two solutions to (1. This combined with Gronwall inequality, the fact that u 2,t ∈ L 2 (0, T ; H 1 0 ) (since u 2 is assumed to have the same regularities as u stated in Theorem 1.1), (4.92) and (4.93) concludes (4.94).
