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STUDENT MISCONCEPTIONS 
USING NEWTON'S METHOD FOR 
NONLINEAR OPTIMZATION 
Jeffrey Appleget1 and William P. Fox2 
ADDRESS: (1) TRAC-Monterey, Naval Postgraduate School, PO Box 
8692, Monterey CA 93943-0692 USA and (2) Department of Mathe-
matics, Francis Marion University, Florence SC 29501 USA. 
ABSTRACT: Newton's Method is used to find roots of differentiable func-
tions, and is easily adapted to find critical points of twice-differentiable 
functions. Students often rely on the numerical results of Newton's 
Method without a complete analysis of the function. We offer a func-
tion that when used in a lab setting using technology allows the stu-
dents to gain further insights into the use of Newton's Method. 
KEYWORDS: Newton's Method, roots, critical points, nonlinear opti-
mization 
INTRODUCTION 
We teach an undergraduate course in nonlinear optimization to students 
at the United States Military Academy that major in either applied math-
ematics or operations research. All students have completed a required 
mathematics sequence that includes: discrete dynamical systems, single-
variable calculus, multi-variable calculus, and probability and statistics. 
With this background in mathematics, coupled with each student having 
both a graphing calculator and a high-speed computer, students can eas-
ily address concepts and application in nonlinear optimization. Numerical 
methods are iterative and technology devices remove the tediousness from 
the calculations thus allowing the student to spend more time on the concept 
and interpretation of the results. 
We cover many topics in our nonlinear course including constrained and 
numerical techniques in both single and multi-variable optimization. Our 
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students were briefly exposed to Newton's root finding method during their 
course in single variable calculus as it addressed finding roots of differen-
tiable functions. Many students remember some of the notion of Newton's 
method so it is not difficult to transition to Newton's method to find critical 
points of a twice-differentiable function. 
The biggest misconception that we witnessed by our students in using 
Newton's method was that the student thought that the method always 
works for twice-differentiable functions and that the number provided in 
the calculation is, in fact, the solution regardless of what they were look-
ing to find. This paper provides mathematics faculty with an interesting 
lab example that shows the students that they might have misconceived 
notations about Newton's method. After the students have completed this 
example problem, they are more attentive to the conceptual algorithm and 
the interpretation of the results. 
We found that having our students complete this lab problem and dis-
cuss the results led to a marked improvement in their analysis of Newton's 
method on tests and application projects as compared to our students prior 
to this exercise. The method of four: analytical, tabular, graphical, and 
interpretative is clearly our goal to improve student understanding and em-
power the student to seek deeper analysis. 
As faculty members we desire our students to experience the mathe-
matics not just know formulas. Newton's method concerns than just the 
formula. Through discovery exercises we allow for a deeper understanding 
of derivatives, slopes, and concavity. 
FINDING THE CRITICAL POINTS 
(ROOTS) OF A FUNCTION 
Newton's Method has been adapted to solve nonlinear optimization prob-
lems. For a function of a single variable, the adaptation is straightforward. 
Newton's Method is applied to the derivative of the function we wish to opti-
mize, for the function's critical points occur where the derivative's roots are 
found. When finding the critical points of the function, Newton's method 
is based on the derivative of the quadratic approximation of the function 
f(x) at the point xk: 
q(x) = f (xk) + !' (xk)(x - Xk) +    !" (xk)(x - Xk)2. 
The result, q'(x), is a linear approximation of f'(x) at the point Xk. Setting 
q'(x) = 0 and solving for x yields the formula 
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where Xk+i = x . 
Newton's method can be terminated when lxk+1 - xkl < t , where tis a 
pre-specified scalar tolerance. 
In order to use Newton's Method to find the critical points of a function, 
the function's first and second derivatives must exist in the neighborhood of 
interest. Also note that when the second derivative at Xk is zero, the point 
Xk+l cannot be computed. 
An example should be chosen as a basic application that allows the 
student to see Newton's algorithm in practice. It is important only to 
choose a function that is: 
a) twice differentiable, and 
b) solvable by ordinary calculus (for comparative reasons) . 
It is important for the student to first master the computations required in 
the algorithm. 
THE BASIC APPLICATION 
Consider any simple polynomial f(x) = 5x - x2 , such as, whose critical 
point can easily be found by calculus, taking the first derivative and setting 
it equal to zero. We find that the critical point x = 2.5 yields a maximum 
of the function. Applying Newton's Method to find critical points requires 
finding f'(x) and f"(x), then using a computation device to perform the 
iterations: 
f'(x) = 5 - 2x 
Newton's Method uses 
f'(xk) 
Xk+l = Xk - j"(xk) 
and 
or 
J"(x) = -2. 
(5 - 2x) 
Xk+l = Xk - (-2) . 
Starting at Xo = 1 yields the iterative data in Table 1. Table 1. 
k Xk f'(x) f"(x) Xk+l t 
0 1 -3 -2 2.5 1.5 
1 2.5 0 -2 2.5 0 
Table 1. Results of iterations of Newton's Method. 
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Starting at other values also yields x = 2.5. Since this simple quadratic 
function has a derivative that is a linear function, the linear approximation 
of the derivative will be exact regardless of the starting point, and the answer 
will be confirmed at the second iteration. Newton's method produces the 
critical values of f'(x) without regard to the point Xk being a maximum or 
a minimum. We know we have found a maximum by looking at the entries 
in the table for f"(x). Since f"(x) at x = 2.5 is -2, which is less than or 
equal to 0. 
10 
-2 
Figure l. A graph of the function f(x) = 5x - x2 and 
its linear approximation at the point Xk = 4. 
Note that the slope of the linear approximation of the function at the 
point Xk is precisely the slope of the function at that point, so the linear 
approximation is tangent to the function at the point Xk· 
A second example needs to be chosen that shows the student how this 
algorithm may be used to find multiple critical points of a given function. 
Here the student re-enforces that their knowledge of calculus and their abil-
ity to think critically are important in using Newton's method. 
MULTIPLE CRITICAL POINTS AND 
CHOOSING STARTING POINTS 
Consider the simple polynomial f(x) = x3 - 3x2 in Figure 2. This function 
has two critical points that can also be found by taking the first derivative 
and setting it equal to zero. We find that the critical points are x = 0 (a 
local maximum) and x = 2 (a local minimum). Here, the student learns 
that the choice of a starting point for using Newton's Method is critical. 
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Figure 2. The graph of the cubic 
function f (x) = x3 - 3x2 • 
f'(x) f"(x) Xk+l 
-2.25 -3 -.25 
1.6875 -7.5 -0.025 
0.151875 -6.15 0.0003 






Table 2. Results of iterations of Newton's Method starting with xo = 0.5. 
Let's assume the student wants to find the minimum. Students think 
that they can start anywhere and find either a maximum or minimum 
whichever they are looking to find . In reality, finding the minimum or 
maximum takes knowledge and thought. If a starting point (x0 ) less than 
1 is chosen, then the critical point x = 0 (the local minimum) is found. If 
a starting point greater than 1 is chosen, the critical point x = 2 (the local 
maximum)is found, see Table 3. When a starting point of 1 is chosen, the 
second derivative is zero and Newton's method will not work because we 
cannot divide by zero. These are illustrated in Table 2 with a starting point 
of 0.5 and in Table 3 with a starting point of 1.50. 
k Xk f'(x) f"(x) Xk+l E 
1 1.5 -2.25 3 2.25 0.75 
2 2.25 1.6875 7.5 2.025 0.225 
3 2.025 0.151875 6.15 2.00031 0.024695 
4 2.000031 0.00183 6.00183 2 0.000305 
Table 3. Results of iterations of Newton's Method starting with x0 = 1.50. 
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Figure 3. The combined graphs of 
f(x) = 3x2 - 6x and J"(x) = 6x - 6. 
A graph of f(x) and J"(x) demonstrates an important concept of New-
ton's Method. When f'(x) and f"(x) have the same sign, Xk+i < Xk, and 
when they have differing signs, then Xk+1 > Xk. This concept is important 
and students can look at the signs in the table. 
UNDERSTANDING - PUTTING IT TOGETHER 
Once students have re-enforced these basics of Newton's Method, we ask 
them to apply Newton's Method to a function that represents a revenue 
function for a machine over time. The function, which has to be modeled 
by our students, is 
h(t) =lot e-x dx + (1 + t)- 1 = 1 - e-t + (1 + t)- 1 
(see Winston, section 12.4, problem 11). In this exercise, we ask our students 
to determine how long they should keep the machine. We ask them to use 
Newton's method to find the maximum of the function, h(t), from different 
starting values between 0 < x < 5. These starting points are provided for 
the students. The purpose of this exercise is for students to realize that 
starting points close together and near the critical point of interest may 
(through Newton's method) converge to a different critical point. This is 
where the analysis and discussion plays an important role. Let the students 
lead the discussion as that brings greater understanding among the students. 
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INSTRUCTOR'S ANALYSIS 
This function is not differentiable everywhere. It has a vertical asymp-
tote at t = -1, but is differentiable where t is greater than zero. Since 
t represents time, we are only concerned with non-negative values oft, so 
it makes sense to consider only non-negative starting points. Because the 
task is to optimize the revenue function h(t)., we ask the student to use 
Newton's Method to find the critical points of h(t) . A quick examination of 
the function over the positive domain seems to indicate that there are two 
critical points. Newton's Method will find these two critical points when 
given starting points as indicated by Table 4 below. 
1.2 
I 5 6 
Figure 4. Graph of the function h(t) = 1 - e-t + {1 + t)-1 . 




Table 4. Broad range of starting points and critical 
points using Newton's Method. 
But these aren't much fun for discovery exercises. A more thorough 
examination shows that there are some starting points that give some very 
unusual answers. Table 5 shows the range of all non-negative starting points 
and the roots (of h'(t)) that Newton's Method converges to find. Table 5. 
One surprise found in Table 5 is the presence of another critical point. 
Perhaps it makes no sense to think about negative revenue, but Newton's 
Method doesn't know that! We know that the function has a vertical as-
ymptote at t = -1, but we can see by the plot in Figure 5 that there is also 
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another critical point between t = -1.5 and t = -1.4. The data in Table 5 
prompts several questions for students to consider. Why do some starting 
points send Newton's Method chugging off to infinity? 











4.32 h"(t) = 0 
4.33 00 
Table 5. Reduced range of starting points used in New-








-2.4 -2.2 -2 -1.8 -1.6 -1.4 -1.2 
Figure 5. The unseen part of the graph 
h(t) = 1 - e-t + {1 + t)- 1 . 
Why do some starting points find distant critical points while missing 
closer ones? Our desire is to have the students take starting points and use 
Newton's Method to either find a root, or find that Newton's Method will 
not converge. We then ask the students to sketch the graph of h(t) and 
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compare to the results of Newton's Method for the given starting points. 
However, it is only those clever students who also graph h'(t) that can find 
the answers to the questions posed above. First, we'll look at the starting 
point to= 0.4 to find out why Newton's Method misses the critical point at 
0 and heads off to -1.477. Table 6 (below) tells the story to those that are 
familiar with the workings of the method. Remember that we are finding 
a linear approximation for h'(t) at to, so h"(to) gives us the slope of the 
linear approximation that will be tangent to h'(to) at to. We can see that 
the slope will be very small, and note that the next point is quite a distance 















Figure 6. The complete graph of 
h(t) = 1 - e-t + (1 + t)-1 . 
f'(x) f"(x) Xk+l 
0.160116 0.058543 -2.33502 
9.768565 -11.1702 -1.4605 





Table 6. Results of Newton's Method with x0 = 0.4. 
We can see that the slope of the graph below is extremely steep at and 
without much curvature, so it is no surprise that the next linear approxi-
mation gets us very close to the root at t = -2.33502. We can also see why 
starting points in the range of 3.63-3.64 converge to the same critical point. 
After the first iteration, the next point is very close to 0.4, so Newton's 
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Figure 7. A graph of h'(t) and its linear ap-
proximation at the point tk = 0.4. 
Xk f'(x) f"(x) Xk+l 
3.64 -0.0202 -0.00623 0.399305 




-2.30633 9.451496 -10.9347 -1.44197 0.864361 
-1.44197 -0.89043 -27.3956 -1.47447 0.0325 
Table 7. Results of Newton 's Method with xo = 3.64. 
The next starting point we'll examine is because we'd like to see what 
makes Newton's Method march off to infinity. Again, we see that the slope 
of the linear approximation will be very small. The graph of the linear 
approximation here shows the next point, and also shows how the function 
changes from convex to concave in the vicinity oft= 8. This means that 
the slope of the function is getting smaller as t -+ oo, but what we can't 
see clearly on this graph is that the derivative has a horizontal asymptote 
of h'(t) as t-+ oo. Thus, once we start Newton's Method past some value 
beyond 4.32 (where there is a critical point for the derivative), the method 
will find points that move toward infinity. We can now see how this phe-
nomenon, when combined with the small slope phenomenon we saw with 
the starting point to = 0.4, works with the starting point of to = 0.5. The 
first point found is well beyond the threshold at t = 4.32, so we know the 
values will proceed as with the starting point of to = 0.5. 
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Xk f'(x) f"(x) Xk+i € 
5 -0.02104 0.002521 13.34479 8.344794 
13.34479 -0.00486 0.000676 20.53181 7.187017 
20.53181 -0.00216 0.0002 31.29778 10.76596 
31.29778 -0.00096 5.94E-05 47.44666 16.14889 
47.44666 -0.00043 l.76E-05 71.67 24.22333 
71.67 -0.00019 5.21E-06 108.005 36.335 
108.005 -8.4E-05 l.54E-06 162.5075 54.5025 
162.5075 -3.7E-05 4.58E-07 244.2612 81.75374 
244.2612 -l.7E-05 1.36E-07 366.8919 122.6306 
366.8919 -7.4E-06 4.02E-08 550.8378 183.9459 
550.8378 -3.3E-06 l.19E-08 826.7567 275.9189 
826.7567 -1.5E-06 3.53E-09 1240.635 413.8783 








Figure 8. A graph of h'(t) and its linear 
approximation at the point tk = 5. 
An interesting phenomenon that can be seen in the tabular data is the 
fluctuation of the size of epsilon. Note that if we had picked t: _ = 0.06, we 
would have stopped after finding our second point. Epsilon actually gets 
larger for a few iterations before the method closes in on the real root. 
The cause of this is the large slopes and function values of h' ( t) that occur 
once we cross the asymptote at t = -1. We can now use this result to 
understand why the starting point to= 0.57 also converges on t = -1.477. 
The first point found by Newton 's Method is very close to 3.8, and thus the 
explanation above applies here as well. 
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k Xk f'(x) f"(x) Xk+l f 
0 0.5 0.162086 -0.01394 12.12903 11.62903 
1 12.12903 -0.0058 0.000878 18.72776 6.598728 
2 18.72776 -0.00257 0.00026 28.59189 9.86413 
3 28.59189 -0.00114 7.72E-05 43.38783 14.79594 
4 43.38783 -0.00051 2.29E-05 65.58175 22.19392 
5 65.58175 -0.00023 6.78E-06 98.87263 33.29088 
Table 9. Results of Newton's Method with xo = 0.5. 
The starting point of t0 = 3.62 will follow this path as well. Next, we'll 
look at the starting point of to = 3.8. Newton's Method finds the negative 









Xk f'(x) f"(x) Xk+i f 
3.8 -0.02103 -0.00429 -1.10682 4.90682 
-1.10682 -84.6153 -1643.93 -1.15829 0.05147 
-1.15829 -36.7264 -507.458 -1.23066 0.07237 
-1.23066 -15.3715 -166.388 -1.32305 0.09238 
-1.32305 -5.82743 -63.0792 -1.41543 0.09238 
-1.41543 -1.6761 -32.014 -1.46778 0.05236 
-1.46778 -0.2303 -23.8781 -1.47743 0.00964 







Figure 9. A graph of h'(t) and its linear 
approximation at the point tk = 3.8. 
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k Xk f'(x) J"(x) Xk+l f. 
0 0.57 0.159829 -0.04872 3.85089 3.28089 
1 3.85089 -0.02124 -0.00374 -1.82791 5.6788 
2 -1.82791 4.761977 -9.74521 -1.33927 0.488648 
3 -1.33927 -4.87177 -55.0328 -1.42779 0.08852 
4 -1.42779 -1.29487 -29.7163 -1.47136 0.04357 
5 -1.47136 -0.14559 -23.4519 -1.47757 0.00621 
Table 11. Results of Newton 's Method with xo = 0.57. 
CONCLUSION 
Newton's Method provides a great opportunity to show how a numerical 
method can be useful when applied by a knowledgeable student. Newton's 
Method can also be a mysterious generator of "bogus" results if blindly 
applied by students seeking a magic black box to solve their maximization or 
minimization problems. Students need more than a magic box or algorithm. 
Students need to develop intuition and a discovery attitude in mathematics. 
We feel that problems like the one described cause students to "think more 
critically" about the subject and to interpret the results that are found. 
Most of our students gained a deeper appreciation for the strengths and 
limitation of Newton's method. Our students that finished this exercise 
did a much better job on the analysis and interpretation of using Newton's 
method on tests and on our applied project than our students had previously 
done prior to developing this exercise. 
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