In this paper, we present a new method for dynamic optimization to achieve maximum technical benefit to the insurer using genetic algorithms. The objective of this work is to select, from a database containing forms of reinsurance, pricing models and credit ratings parameters (risk measurement methods, such as Value at Risk (VaR), Conditional Value at Risk (CVaR) or ruin probability) a form of reinsurance, a way of pricing and a solvency parameter to maximize technical benefits of the insurance company.
Introduction
The optimization problem in insurance is always an important part of actuarial mathematics. The main purpose of an insurer is to maximize the technical benefit of under risk constraints. In the literature, there are two approaches for the optimization of a treaty. In fact, the first assumes a form of reinsurance given to determine the optimal retention, while the second considers the risk ceded as a transformation of the total risk in a given function. The first approach is treated in the work of De Finetti [7] Blazenko [2] and Hess [11] . The second approach is developed in the work of Borch [3] , Raviv [21] and Moffet [19] . Searching for an optimal plan reinsurance, we noticed two conventional approaches to risk management insurance, namely the maximization of the profit and minimization of probability of ruin under a number of constraints. The approach of reinsurance optimization allows minimizing the probability of ruin is studied by Krvavych [12] , Aase [1] and Schmidli [24] [25] . Cai & Tan [5] proposed a criterion based on minimizing risk measures, such as Value-at-Risk (VAR) and Conditional Value-at-Risk (CVaR) by demonstrating explicit optimal retention in the case of stop loss treaties. These optimization criteria take into account only the interest of the transferor. To take into consideration both the interests of the transferor and reinsurer; There are several optimal reinsurance models that were considered by Ignatov and al [13] they have introduced an optimization criterion of survival probability attached to the transferor and the insurer. Ignatov and al (2004) models are characterized by the amount of losses that are assumed to have a discrete distribution with a process of Poisson occurrence and adopts form of reinsurance which is to the Treaty "Excess of loss" with unlimited retention level M that takes integer values. The optimization procedure of previous approaches are not dynamic and do not take at the same time all forms of reinsurance, pricing methods and credit ratings to select those parameters that achieve maximum underwriting profit of the insurer.
In this context, we present a new method for dynamic optimization to achieve maximum technical benefit to the insurer using genetic algorithms. The objective of this work is to select from a database the form of reinsurance, the method of pricing and the risk measurement method in order to obtain the maximum underwriting profit of an insurance company. This work is organized as follows. We will present, in the first section, the different forms of reinsurance. Then, we will present the main pricing methods of a reinsurance contract. We will propose in Section 3 some parameters of solvability .Then, we will present some risk measures in section 4. Finally, in section 5, we will present the reinsurance optimization procedure using genetic algorithms.
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Reinsurance Forms
Reinsurance is a technique that allows the direct insurer to shift some of the risk to when to another part called reinsurer by paying a price called reinsurance premium.
For a risk X , the reinsurance contract defines the portion R retained by the transferor, and the portion R transferred to the reinsurer as: . X R R  There are two forms of reinsurance: proportional reinsurance and nonproportional reinsurance.
Proportional reinsurance
A proportional reinsurance contract limits the liability of the transferor to a proportion  of the risk X , 01   called the proportionality factor.
RX   and  
.
RX   The proportional reinsurance can be distinguished as:
-Quota share reinsurance: it is a contract where the proportionality factor  is constant. 
Pricing method
The load distribution of treaties allows the calculation of the reinsurance price while respecting certain principles called "premium principles". In general, there is no principle of premium that satisfies all properties, but several attempts have been made to create a principle of premium that satisfies the largest number of properties the most important of which.
-Pricing Method based on the principle of the net premium
The premium is equal to the amount of expected claims.
-Pricing Method based on the principle of mathematical expectation
The amount of claims is expected plus a safety margin 
Solvency Parameters
Solvency parameters represent the risk that the insurance company has to take into consideration in order to maximize its technical benefit. These parameters are the probability of ruin, Value at Risk (VaR) and Conditional Value at Risk (CVaR), etc.
Ruin probability
The ruin probability is the probability that the total cost of claims exceeds the overall corresponding cashing over time. The probability of ruin is given by the following formula:
In the case that the company is ruined at time t . Where:
 u is the initial capital, and C is the constant rate of return premiums;  i X are independent and identically distributed random variables which denote the amounts of losses;
is a number which is independent of i X .
Value at Risk (VaR)
Value at Risk (VaRε) is a risk measure proposed by JP Morgan in 1994. It represents the maximal loss that may arise in a portfolio over   0,t for a given level of probability . In other words:
Where
, with :
: represent the random variable value at the beginning of the period.
  
Vt : represent the random variable value at the end of the period. The Value at Risk depends on three parameters:  The distribution of the variation of the random variable;  The probability 1   where the losses are less than the VaR;  The horizon t for which VaR is calculated.
Definition: The VaR
 of a loss random variable Z at a confidence level 1   , 01   , is formally defined as
Genetic algorithms (GA)
Genetic algorithms Gol [10] are methods of optimization developed by John Holland on the basis of the genetic evolution of biologic al species.
They handle a constant size population. This population consists of candidate points called chromosomes. Each chromosome is composed of a set of elements called genes. This chromosome is coding a potential solution to the problem at hand. Genetic algorithms are iterative algorithms to search for the optimum. At each iteration, called generation a new population, is created with the same number of chromosomes. The various operations involved in basic genetic algorithm Ren [22] are:
Data encoding and generation of the initial population
The data coding Gol [10] is an operation that associates with each individual space points in the form of data structure containing all the information needed to describe this. Actual codes are now widely used, especially in the optimization of real variables problems. The generation of the initial population mechanism allows the production of a non-homogeneous population of individuals as the basis for future generations.
Assessment of individuals
At this stage we are interested in calculating the strength of each chromosome thus retaining the strongest individuals in the selection. Given C(x). the value of the criterion to be optimized for the individual x. The function force f (x) of the individual x proposed by Goldberg [Goldberg 89] given by:
Where C max is a coefficient which denotes the largest observed value of C(x).
Selection principles
The objective of the selection Dav [17] is to identify the best and the worst individuals in a population to eliminate the bad. In the literature, there is a large number of selection methods, more or less adapted to the problems they address.
The most popular and adapted one to our problem, is the selection method roulette. This method consists of assigning to each individual x i a relative force called likelihood, given by:
Where n is the number of individuals in the population. The selection of an individual is as follows:
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and r are respectively the cumulative occurrence probability of an individual x i and the random number between 0 and 1. The retained individual is 1 if 1 ≤ , and if −1 ≤ ≤ . This process is repeated times.
Crossover operator
The crossing Can [18] is an operation that can enrich the diversity of the population by manipulating the structure of chromosomes. Generally, the crosses are made between two chromosomes (parents) to generate two chromosomes (children). Crossing is performed by randomly drawing a position called cross site in each parent and then exchange the two substrings terminal of each chromosome, resulting in two children. This type of cross is called the crossover to a point.
Mutation operator
The mutation operator Lutton [15] is an operator which allows a genetic algorithm to reach all points of the state space in a way that, without going through them all, in the resolution process. This enables the convergence of genetic algorithms to the global optimum. This operation consists of randomly replacing a gene in the chromosome by a random value. It can be selected in the vicinity of the initial value. It is typically used for discrete problems. To stop this algorithm, a stopping criterion can arbitrarily be defined as the maximum number of iterations, the detection of an optimum or the number of generations.
Optimization procedure of reassurance using genetic algorithms
A given a portfolio of n risks 1 ,, n XX  underwritten premiums in return for the respective 1 ,, n PP  . It is assumed that the risks are independent and that each risk can be protected by a proportional and non-proportional reinsurance. For a risk X , a reinsurance contract defines the R portion retained by the transferor and the portion R transferred to the reinsurer as:
The burden of the reinsurer should in no event exceed the total cost of claims as it is not to be negative, i.e:
In general, there are several premium principles such as the principle of mathematical expectation, the principle of variance, the principle mixing the standard deviation and variance, exponential principle and the principle of Esscher, etc.
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Suppose the reinsurance premium is based on the principle:
With   . C giving that a function representing the loads associated with the risk ceded.
f is a function that represents the underwriting profit of the transferor defined by:
This function depends on: 
The optimal choice of the vector  for the insurer is based on maximizing the function   Z  under a number of constraints using genetic algorithms and a database containing forms of reinsurance, methods of pricing and credit rating settings. This choice allows both to maximize the technical benefit and minimize the risk in a dynamic way. The use of this database is used to select them in the form of reinsurance, the pricing method and the solvency parameter leading to the optimal choice. The population considered here is the set of chromosomes which are composed of genes representing i  .
The next step is the evaluation of chromosomes generated in the previous step using an evaluation function (objective function). The objective function used in this work is given by the following formula:
 After the evaluation, the best chromosome is selected using the selection of the wheel which is associated with each chromosome, a selection probability i P , where:
Each chromosome is reproduced with a probability. Some chromosomes will be "more" reproduced and others "bad" will be eliminated. Then, an intersection operation is performed between two chromosomes (parents) to generate two other chromosomes (children) by randomly drawing a position called cross site in each parent, and then exchange the two substrings terminal of each of the two chromosomes . Indeed, child 1 consists of part of the first parent and the second part of the other parent and child 2 is composed of the second part of the first parent and the first part of the other parent. Finally, the transfer operation is applied in order to reach all parts of the solution of the state space. This is usually to establish a gene randomly into the chromosome and replace it with a random value. If the result is positive then the optimal chromosome is obtained. we define the technical benefit of the ceding by the random variable f(): . , 
 
f  and Vc is the critical value corresponding to the probability ε that we want to test. So
Under the constraints:
In this example we will solve this optimization problem by two methods: MeanVariance Approach of De Finetti (1940) and the Genetic Algorithm and then we will make a comparison between these two approaches. 
Numerical applications Suppose
