Abstract. A new experimental method aiming to the characterization of self-affine rough surfaces is presented. Based on a three dimensional reconstruction of the relief from stereo pairs obtained with a scanning electron microscope, it allows a non-destructive quantitative analysis of fracture surfaces, with a xy and z resolution only slightly lower than the original images. The roughness index of the fracture surface of an aluminum alloy is recovered, as well as the Hurst exponents of reconstructed computer-generated fractional Brownian reliefs.
Introduction
Since the pioneering work of Mandelbrot et al. [1] , there is a renewed interest for the morphology of the fracture surfaces of complex materials. Different experiments, performed on all sorts of materials (steels [1] [2] [3] , aluminum alloys [4] , rocks [5, 6] , intermetallic compounds [7] [8] [9] [10] , glass [10] [11] [12] , ceramics [13] [14] [15] ) with various experimental techniques have confirmed that fracture surfaces are self-affine [16, 17] . These experimental studies have allowed to improve significantly the understanding of crack propagation in complex heterogeneous materials of commercial interest.
In the case of metallic materials, most experiments use scanning electron microscopy (SEM), mainly because the observable scales (from 0.05 µm to 0.1 mm on average) lie within the scaling domain. These observations require the sample to be plated, then cut and polished either within a plane containing the anisotropy axis (which is the tensile axis for mode I fracture) or perpendicular to it, in order to allow for the observation of profiles or level lines respectively. The plating both protects the surface during the cut and the polishing, and provides enough contrast for the use of backscattered electrons.
With this method, the profiles may be either parallel or perpendicular to the direction of crack propagation, but no simultaneous observation is possible since the sample is destroyed after one experiment. A characterization of the probable anisotropy of fracture surfaces is not possible on the same sample with such a technique. Furthera e-mail: bouchaud@onera.fr more, these experiments being particularly long and tedious, they do not allow to study a great number of specimens.
It is then necessary to build up a non destructive method for real three dimensional investigations. Such a method will allow to access all profiles in both directions, as well as contour lines parallel to the plane of propagation.
The scope of this paper is to show that a new method recently proposed by Ammann et al. [18] to reconstruct the topography of rough surfaces as a high resolution digital replica or elevation map (DEM) is well adapted to the study of self-affine surfaces.
Reconstruction method
According to the principle of stereoscopy, two images are required from the field of interest with an angle between them of a few degrees (2 to 8) produced by tilting the specimen around the y axis.
To build an accurate elevation map of the surface, the reconstruction method uses the cross-correlation function of corresponding windows extracted from both images of the stereo pair.
Interactive alignment
As the scanning electron microscope and the scanner do not retain enough alignment between the images of the stereo pair, a first alignment step is performed interactively from a pair of homologous points easily recognizable in both micrographs. From this homologous pair of points, a translation and a rotation can be determined to pre-align one of the images with the other to a few pixels. This operation removes a possible mis-alignment in the y-direction (parallel to the inclination axis) and reduces as much as possible an excessive mis-alignment in the x-direction (perpendicular to the inclination axis). The alignment step is executed only once before the reconstruction process itself.
Three-dimensional reconstruction
In the stereo pair, the variations of the surface elevation appear as local shifts between corresponding regions of the two images. The cross-correlation (cc) allows to detect and to measure accurately this local shift. To do so, a small square region (called the cross-correlation window) is extracted from each image at the same absolute coordinates. The cross-correlation is then performed between the two corresponding windows. If the windows are large enough, they will present similar patterns and a clear maximum will appear in the cross-correlation function. The position of this maximum, relatively to the center of the ccfunction, represents the effective mis-alignment between the images at this location. More precisely, the x-position of the maximum indicates the relative shift (∆x) of one window according to the other and thus, represents the true elevation (∆Z) of the surface at this point, according to the following relationship [18] :
where M is the magnification of the images and ∆θ the inclination angle of the specimen between the two images.
The process of window extraction and local shift measurement by cross-correlation are placed in a loop that performs an x − y scan of the region of interest. At each loop, the position (∆x) of the cc-maximum is stored in an new image. This image, enlarged and interpolated according to the parameters of the scan, corresponds to the elevation map associated to the 3D surface.
Elevation map filtering
Occasionally, spikes appear in the elevation map, due to failure in detecting the correct maximum in the crosscorrelation function. This comes from low or absence of contrast in one of the window or for special pattern in highly mis-aligned windows.
In the method developed here, these spikes are suppressed by a specific processing based on the local application of a median filter [19] . In the median filtering, a small number of pixels is considered around the pixel to be processed, usually a 3 × 3 square. The values of the 9 pixels are sorted, and the median value of the sorted list (4th value in this example) is assigned to the pixel of interest. This process excludes extreme values from the image, as in the case of the spikes described above. However, the resolution of the filtered image is lower, and, for this reason, its use is limited by a selective process.
The process takes benefits of the measurement of the yposition of the maximum of the cross-correlation. Indeed, the pre-alignment ensures that no residual shift exists in the y-direction between the two images. In consequence, the maximum of the cross-correlation function should appear on the x-axis (or equator) of the cross-correlation function. Any substantial deviation of the maximum in the y-direction clearly indicates a trouble in the determination of the cross-correlation maximum. At this location only, a median filter is applied to the elevation map, leaving unchanged the regions that have been correctly processed.
In the implementation, along with the x-position (∆x) of the maximum, the y-position (∆y) of the crosscorrelation maximum is determined and stored in an image called deviation map (DM). The deviation map is then thresholded to extract spots to be filtered. This binary image is used to mask the median filtering of the elevation map.
Elevation map refinement
The quality of the elevation map is characterized by its definition and its resolution, which are related to independent parameters of the reconstruction process: the scan step and the cc-window size respectively. The definition of the elevation map depends on the number of measurement points, that is controlled by the scan step of the reconstruction process. A high definition corresponds to a small scan step. The scan step can be chosen as small as one pixel if desired. However, a higher definition implies a larger number of measurement points and hence a larger processing time. In the reconstruction process, the scan step is usually chosen to be 1/3 to 1/4 the cc-window size (for example 15 pixels for a cc-window of 60 × 60 pixels).
The EM-spatial resolution depends directly on the size of the region to be processed by the cross-correlation, i.e. the cc-window size: the smaller the cc-window, the higher the resolution. However, in this method, the size of the cc-windows is critical. It is limited by the expected ∆x range due to the variations of the surface elevation. To match windows mis-aligned by the stereoscopic effect, the cc-windows have to be larger than the largest expected ∆x mis-alignment and usually requires the cc-window to be around 60 × 60 pixels. Such a large window size limits considerably the resolution that can be reached by the reconstruction process. To overcome this limitation, the technique has been improved by an iterative method consisting in progressively reducing the window size, improving at each step the resolution of the elevation map.
First, a low resolution map is built as described above, using a large cc-window size. Then, this first estimate is used to locally pre-align the cc-windows in a second scan. In this case, the two cc-windows are not anymore extracted from the same location in the two images. Instead, the location of the second cc-window is chosen according the low resolution elevation map, taking into account the expected shift ∆x of the images at this location.
This ensures a better correspondence between the two windows. The main advantage of this process is that it allows the use of smaller cross-correlation windows, improving by the same way the resolution of the elevation measurement. Also, this results in a more accurate definition of the maximum in the cc-function. Next, the residual shift measured by the new cross-correlation process is used to correct the previous elevation map.
In this way, each new run of the program will improve the resolution of the elevation map. This iterative process, limited only by the resolution and the nature of the contrast of the stereo pair, produced the high resolution map.
Once the optimal resolution is achieved, the elevation map can be normalized in the x and y directions according to the pixel size and in z according to relation (1), producing a digital replica of the surface scaled in unit of length in all of its three dimensions.
From this replica, the image processing tools allow to extract longitudinal and transversal profiles as well as horizontal profiles (contour lines), for further quantitative characterization of the fracture surface.
From such representation, the Hurst exponent H of fractional Brownian reliefs is recovered with a good precision from both the analysis of vertical profiles and contour lines for H = 0.5 and H = 0.8. These roughness indices are chosen because they correspond to the ones measured on real fracture surfaces at small length scales/low velocities and at large length scales/high velocities respectively [3, 11, 12, 20] .
Materials

Equipment and software
The procedure presented here requires powerful image processing tools. In this field, the KHOROS system (University of New Mexico & KRI Inc.) [21] provides a wide range of image processing operations and routines, attached to a powerful and flexible programming graphic interface (GUI). KHOROS is run in UNIX environment on a SUN SPARC 20 workstation.
Images-elevation map
Two types of surfaces have been used in this work: two synthetic surfaces of known Hurst exponent to demonstrate the efficiency and accuracy of the technique and a real fracture surface to show its practical application. Note that the Hurst exponent (lying between 0 and 1) characterizes the degree of "roughness" of a self-affine surface and will be defined more precisely in the following (Eq. (2)).
The two synthetic 3D fractal surfaces are Fractional Brownian reliefs with Hurst exponents 0.80 (BF08) and 0.50 (IT50) generated from the inverse Fourier transform of power laws with adequate corresponding exponents. They are represented as grey level images (Figs. 1 and 2) .
The two images are 256 × 256 pixels with an elevation range represented by the grey level and normalized in the [0-255] range. From these two synthetic surfaces, stereo pairs have been simulated on the principle of the surface's normal vector orientation. Inclination angles of ± 2.5 degrees have been chosen to generate the stereo pair of BF08 (Fig. 3) . For the highly accidented surface IT50, the inclination angles had to be reduced to ± 1 degree.
The real fracture surface has been obtained from a compact tension specimen made of the 7475 aluminum alloy first precracked in fatigue and then broken through tension in mode I (opening fracture mode).
The fracture surface has been observed with a SEM at a magnification of ×200 at two inclination angles (the sample has been tilted by +2.5
• and −2.5
• with respect to the detector). The micrographs have been digitalized on-line on the scanning electron microscope. The digital images are 512 by 512 pixels and represent a rectangular field of 565 by 405 mm (Fig. 3) . The reconstruction of the topography has been performed on the 512 × 512 original stereo pair and the reconstructed surface scaled thereafter.
For each surface, a high resolution elevation map has been produced from the stereo pair using the crosscorrelation based surface reconstruction technique as described in [18, 22] . Using the cross-correlation of small windows extracted from both images to measure the local parallax of the stereo pair, this technique refines the elevation map of the reconstructed surface by successive iterations up to a high resolution, estimated to 2-3 pixels for a final cc-window size of 7 × 7 pixels. It can be noted here that the quality of the EM being clearly dependent on the one of the stereo pair itself, the resolution of the EM is a function of the resolution of the original images. In good conditions, the resolution of the EM will correspond to 3 pixels of the original images. The elevation maps of the three surfaces described above are presented in Figures 1,  2 
Contour lines
The three-dimensional reconstruction method provides a representation of the surface topography as a grey-level image, the Digital Elevation Map (DEM), in which the grey-level value (integer or floating point) represents the elevation. As the determination of various surface parameters is based on the surface contour lines at specific elevation, a simple processing, involving a thresholding and a series of logical (X-Or) and morphological (erosion or dilatation) operations, has been developed to extract such curves from the DEM. Commonly, square (3 × 3) structural elements are used in the morphological operations.
Profiles
Transversal and longitudinal profiles can be simply obtained from a DEM by extracting a row or a column out of the grey-level image. Then, they are treated as vectors for further processing.
Determination of the roughness exponent
Although the characterization of surface roughness has been widely discussed recently (see for example [23] ), a few methods will be briefly described here. Rough self-affine surfaces are fully described by their Hurst exponent H. This exponent, lying between the values 0 and 1, characterizes the fluctuations of the height:
where r is the distance within the horizontal plane (or along a line if a profile is considered). The way h q [r] is computed along a profile is the following: take a window of width r lying between x and x + r and average the quantity (z[x + r] − z[r]) q over all possible values of x (in Eq. (2), this average is denoted by x ) before taking its qth root.
Another quantity of interest, which happens to be generally less noisy than h q [r], can be computed in the following way:
This is the Hurst method, which is used here in order to analyze the vertical profiles.
In the implementation, vectors of specific length are extracted from the elevation map along the x or the y direction at sites homogeneously distributed in the whole elevation map. For each vector, the maximum and minimum grey-level (or elevation) values are determined, and the difference stored for further averaging. Mean values are then plotted against the length of the segments in a log-log plot. When the orientation of the specimen in the SEM has been correctly chosen, this method allows to obtain the characteristics of the surface along the two main directions: perpendicular and parallel to crack propagation.
Another quantity of interest for self-affine surfaces is the so-called return probability P 0 [r], which is the probability that the height z returns to its initial value after a distance r parallel to the horizontal plane:
P 0 is also, by definition, the self-correlation function of the intersection of the surface by a z = constant plane. Hence, this intersection, composed of the contour lines described above, is a 2-dimensional self-similar object of fractal dimension 2 − H. The analysis of the contour lines is thus able to give in principle a good estimate of H. The information can be reached either by computing directly the self-correlation function of the contour lines, or by computing its integral, which is the average total mass M [r] contained within a disk of radius r:
Several other methods have been developed [24, 25] . Among the most commonly used ones are the Kolmogorov dimension and the Minkowski dimension. The determination of the Kolmogorov dimension uses the slit-island [1, 25] method. The principle of the slitisland method is to measure at several scales, the length of a contour line from the surface topography. Because only the contour lines are fractal, not the islands themselves, their area A scales with their linear size l as A ∼ l 2 while their perimeter P scales as P ∼ l DK −1 , where:
is the fractal dimension of the three-dimensional surface. Hence:
P is determined by the Box Counting method [25] . This considers that the number of pixels constituting the curve (i.e. the curve area) in the digital image corresponds to the length of the curve. The fact that this number does not represent exactly the length of the curve does not affect the slope of the Kolmogorov plot and therefore the estimation of the fractal dimension D K . To build the Kolmogorov plot, the elevation map is progressively reduced by increasing scale factors. At each step, the curve "area" is determined and multiplied by the corresponding scale factor. The slope of the curve lengths against the scale factors is obtained by linear regression and the fractal dimension is then determined.
The Minkowski method also called Minkowski sausage [25] uses a circle of specified diameter. The circle is moved continuously along the contour line of the surface covering a region of constant width around the curve. Then the value of the area covered by the circle is determined and plotted as a function of the circle diameter in a loglog plot. The slope of this curve d is used to build the Minkowski dimension written as
This method is not of simple implementation by digital image processing and suffers from several artifacts due to the shape of the pixels, if implemented by the simple morphological dilatation or erosion operations (cf. Russ, [25] ). To overcome these limitations, the implementation proposed here is based on the construction of the contour line distance map according to [25] . The Euclidean distance map assigns to each pixel of the image a value proportional to the shortest distance from the pixel to the contour line. Thresholding this new image at a specific level T will select the regions that are closer from the contour line than a constant width w, corresponding to the diameter of the circle used in the original method. For an Euclidean distance map, w is related to the threshold level T by: w = 2T + 1.
The area of this region is determined by counting the number of pixels it contains. For a fractal surface, the logarithmic plot of the area against the threshold level (proportional to the width of the region) exhibits a linear behavior, the slope of which is related to the Minkowski dimension.
All the described methods have been used to determine the Hurst exponent of reconstructed as well as the original elevation maps of synthetic surfaces.
Results and discussion
Reconstructed synthetic surfaces
The results of the Hurst exponent determination performed on the synthetic image built up with a roughness index of H = 0.8 (then refered as BF08) are presented first.
The slit-island method has been performed on contour lines obtained for nine different elevations of BF08. To do so, the elevation map has been normalized to [0, 255] and nine equally spaced elevation levels have been chosen between 10% and 90% of the elevation range (i.e., between 25 and 229). For each curve, the image is reduced in size through nine successive steps with scale factors ranging from 1 to 37. At each step, the box counting method is applied to determine the curve length and a log-log plot of the length versus the scale factor is built (Fig. 6) . The slopes of the plots are estimated by linear regression for each contour line and the fractal dimensions (D K ) are determined. The mean D K value of the reconstructed 3D surface is 2.21 (Standard deviation (SD): 0.07).
For this surface, the fractal dimension has also been measured on the elevation maps of the original synthetic surface (Fig. 1) . The estimated mean value of D = 2.23 (SD: 0.07) shows a very good agreement with the fractal dimension of the reconstructed surface.
The fractal dimension obtained on the original image (2.23) is close to the theoretical value (2.20) for which the surface has been built. This confirms the validity of the slit island implementation to investigate the fractal characteristics of the fracture surface and gives an estimate of the error bars to be expected on H for such small systems. Moreover, the good agreement between the fractal dimension of the original and reconstructed surfaces clearly shows the efficiency and accuracy of the 3D reconstruction method.
The Minkowski method has also been used. For both the original and reconstructed images, contour lines have been extracted according to the conditions specified for the Kolmogorov dimension above, and the Euclidean distance maps has been built. Each grey-level from 0 up to 30 have been used to measure the region area corresponding to region width or circle diameter up to 61 pixels. The plots of the region areas versus the width are presented Again, these two results show a very good agreement between the characteristic parameters obtained on the original surface and on the surface having undergone the stereo pair generation and the 3D reconstruction process.
In order to test the techniques of 3D reconstruction and Minkowski on very rough surfaces, the fractal dimension has been determined on a synthetic surface built with a Hurst coefficient of H = 0.50 (then refered to as IT50) generated by the Fractional Brownian method. Following the procedure described above, the Minkowski dimension could be estimated for the original elevation map to D = 2.49 (SD = 0.13 ) (Fig. 8a) . It can be noted that the behavior of the curves obtained for very low or high relative elevations deviates substantially from the expected one. This is due to the fact that, in these cases, the contour lines are reduced to very small loops that appear as point like, producing an increasing variation of the area in function of the circle diameter (or region width). For that reason, these curves are not considered in the determination of the Minkowski dimension.
The characterization of the same surface after the generation of the stereo pair and the reconstruction gives a fractal dimension of D = 2.40 (SD = 0.09 ) (Fig. 8b) .
A comparison of M [r] (Eq. (4)) for the original and reconstructed images is shown in Figures 9 and 10 for BF08 and IT50 respectively.
Finally, profiles have been extracted both from the initial synthetic images and from their reconstructions, and the Hurst method has been applied. The results are shown in Figures 11a and 11b .
Reconstructed real fracture surface
The statistical properties of the reconstruction of BT25 (Fig. 5 ) have been explored as well. Although in this case, there is no possible direct comparison since the exact relief is unknown, a comparison could be made with the experimental results reported in reference [6] concerning a similar specimen.
Profiles along two perpendicular directions (parallel to the direction of crack propagation and perpendicular to it) are analyzed in Figure 12 . In this case, the larger size of the image allowed to consider segments length between 1 and 220 pixels. The result of the Hurst method, H = 0.79 for both directions, is in perfect agreement with those reported in [6] . One can note however that the correlation length is significantly smaller along the direction of crack propagation.
Note that intersecting profiles cannot be obtained from the same surface by conventional methods. However, the 3D reconstruction technique allows to extract profiles of the elevation map non-destructively in any direction and thus, to characterize locally the roughness in both. 
Conclusion
The present paper describes the experimental characterization of the roughness of self-affine synthetic surfaces and a real fracture surface based on a 3D digital reconstruction technique. From the digital replica of the surface provided by the 3D reconstruction, various methods of roughness characterization have been applied and various roughness indices obtained.
The method described here is clearly shown to be well adapted to rough self-affine surfaces. It is shown that the Hurst exponent of synthetic surfaces is recovered with a good accuracy. In the case of the real fracture surface of the 7475 aluminum alloy, the measured Hurst exponent is very close to the one determined on a similar sample with a traditional method [6] . Furthermore, this method offers the new possibility of measuring, on the same surface, various parameters that could not be obtained all together through conventional techniques (described in the introduction [3] ), because they require cutting and polishing the specimen in orthogonal planes. With the method presented here, one can get contour lines, profiles perpendicular to the direction of crack propagation and profiles along that direction.
Further experimental results using the present method for stereo pairs obtained at various magnifications will be reported in the future. In agreement with previous experiments, the Hurst exponent is: H = 0.79. Note that no anisotropy can be detected as far as the value of H is concerned, but the correlation length revals significantly shorter when measured parallel to the direction of crack propagation.
