Kalman filter extensions are commonly used algorithms for nonlinear state estimation in time series. In the literature, different approaches have been proposed to exploit the structure of the state and measurement models to reduce the computational demand of the algorithms. We present these code optimizations in a general form that allows them to be used with various Kalman filter extensions. We show how different structural optimizations can be combined and present new applications for the existing optimizations. We also present an example that shows that the exploitation of the structure of the problem can lead to improved estimation accuracy while reducing the computational load.
Introduction
Bayesian state estimation has a wide range of applications from positioning [23] and tracking [3] to brain imaging [12] and modeling spread of infectious diseases [18] . The number of state variables varies depending on the application e.g. in some positioning applications only 2 position variables are estimated, but in others the state may contain also variables for the locations of thousands of landmarks.
In general, the Bayesian state estimate cannot be computed in closed form. Under certain conditions closed form solutions exist. For example, when measurement and state transition functions are linear and associated noises are Gaussian, the Bayesian state estimate can be computed in closed form by the Kalman Filter (KF) algorithm [13] .
When the conditions are not met an approximation has to be used. Kalman Filter Extensions (KFEs) are based on approximate linear-Gaussian models. In the literature, there are several different types of KFEs, with different demands on computational resources. The computational complexity of the KFE increases when the number of estimated state variables or dimensionality of the measurement vector increases; in some KFEs even exponentially [16] . In many applications the computational resources are severely limited e.g. when doing tracking using wearable devices.
In this survey, we study different methods to optimize the computation of the state estimation with KFEs by exploiting the structure of the state transition and measurement models. We assume that the reader is familiar with the basics of KFEs. The presented algorithms are such that the result is exact when applied to a situation where the KF produces the exact result. We give the algorithms in a general form so that they can be applied to as wide a range of problems as possible, but still in a form that they are easy to implement. Some of the surveyed algorithms in the original sources are given only for a certain KFE. The general notation used in this survey allows the optimizations to be implemented for different KFEs. In the literature, there is not a similar unified presentation of different optimization methods. In addition to surveying the algorithms in the literature, we give some generalizations of the algorithms and new ways of applying the optimizations with the KFEs.
A drawback of KFEs is that the estimate is approximated as a Gaussian, which makes the estimate inaccurate when the true posterior is far from normal. Gaussian Mixture Filters (GMFs) (a.k.a. Gaussian sum filters) use a sum of normal densities to estimate the probability distributions and can approximate any probability density function [31] . Because GMFs use several KFEs the computational load is larger than with algorithms that use only one Gaussian. The optimizations in this survey can be applied also in the GMFs for state propagation and update of individual components.
For implementations, we assume that a library for basic linear algebra is available. In many practical applications, the algorithms can be optimized further by taking the application specific structure of the matrices into account. Often the matrices are sparse, and the sparsity can be exploited for optimization either by hand or by implementing the algorithms with sparsity-optimized subroutines. These can be found, for example, in Sparse Basic Linear Algebra Subprograms 1 or in Matlab 2 . The computation time of algorithms can also be reduced by using parallel computing. The matrix operations can be effectively parallelized and the parallelization can be done in the linear algebra library that handles the matrix operations. Thus, we do not consider parallelization in this survey.
The remainder of this survey is organized as follows. In the next section we present the common notations that are used throughout the paper. In Section 3 the background of KFEs is presented. Section 4 contains linearity based optimizations of the KFEs. Section 5 presents optimizations based on unobserved and static state variables. In Section 6 the solution of the set of linear equations containing the inverse of the innovation covariance is optimized. Section 7 gives example applications of the optimization methods. Section 8 concludes the article.
Notations
In the following list there are the variables that are used throughout the paper. In different sections there are algorithm specific notations that are explained as they occur.
• Scalars j number of iterations m dimension of measurement n dimension of state (or augmented state)
• Random variables 
Background
In discrete-time Bayesian filtering, the state of a dynamical system is estimated based on noisy measurements. The state model describes how the n-dimensional state x is propagated in time. A state model can be expressed as
where f (·) is the state transition function, x t−1 is the state of the previous time step, and ε x t is the state transition noise. The state's distribution is updated using measurements of the form
where y t is the realized measurement, h(·) is the measurement function, and ε y is the measurement noise.
To shorten notations we use augmented state z = [
x ε ], where applicable. In the augmented state ε is either state transition or measurement noise. The state and measurement noises are assumed independent and white. We also assume that all the interesting variables are in the state. If the state or measurement noises are not white, they can be modeled using more variables in the state. Also we omit the time index t when its absence should not cause confusion.
In general, a KFE can be divided into two parts:
1. Prediction:
where µ − t is the prior mean computed using the state transition function and posterior of the previous time step and P − t is the prior covariance. 2. Update:
where y − t is the predicted mean, z
, S t is the innovation covariance, K t is the Kalman gain, µ t is the updated state, and P t is the updated covariance.
The mean and covariance matrices associated to measurement and state transition functions can be written using expectations:
In (7), P x − t h(z − t ) refers to the rows that correspond to the state variables of
the expectations have analytic form:
and the algorithm is the KF. There are extensions that approximate the expectations (10)-(12) using analytic differentiation (or integration) of the functions. For example, the Extended Kalman Filter (EKF) uses the first order Taylor expansion and the Second Order Extended Kalman Filter (EKF2) does the linearization based on the second order Taylor expansion [17] . There are also algorithms that use numerical differentiation to approximate (10)- (12) . In Divided Difference (DD) filters [24] the computation is based on numerical differentiation of the functions to obtain a linear model. DD filters use 2n + 1 function evaluations. The Second Order Polynomial Kalman Filter (SOKF2) [16] uses n 2 2 + 3 2 n + 1 points to fit a second order polynomial to the function and then computes the analytic covariance matrices for the polynomial.
One very commonly used and large group of KFEs is algorithms that can be written in form:
where χ i are so-called sigma-points that are chosen according to the prior distribution and w s i and w c i are associated weights. Examples of this kind of filters are Unscented Kalman Filter (UKF) [36] , different Cubature Kalman Filters (CKFs) [2] , and Gauss-Hermite Quadrature Kalman filter (QKF) [16] .
The selection and number of sigma-points and weights depend on the algorithm used. The UKF is used usually with 2n + 1 sigma-points. The Gaussian Filter (GF) uses kn + 1 sigma-points, where k > 1 is an integer parameter [15] . CKFs are developed for different orders and they use O(n m ) sigma-points, where m is the order of the cubature rule. The number of sigma-points in QKFs increases exponentially, as the number of sigma-points is α n , where α > 1 [16] . There are also algorithms that allow an arbitrary number of points, for example Smart Sampling Kalman Filter (S 2 KF) [33] , which uses at least n + 1 sigma-points.
Algorithms that use (17)- (18) do not compute J explicitly. In some optimizations J is required and can be computed using statistical linearization [29] 
This matrix defines the relationship between P zz and P g(z)z . Because this computation requires solving a set of linear equations it should be avoided when the dimension of z is large. The computational requirements of the algorithms can be reduced in several ways. One way is to compute the expected values numerically only for state variables that are transformed by a nonlinear function and compute the expectations for linear parts analytically. The improving of implementation efficiency using the linear KF update for the linear state variables is more familiar in particle filtering. Specifically Rao-Blackwellized Particle Filter (RBPF) solves the estimates of conditionally linear variables using a KF and rest of the variables using particles [9] . The dimension of the output of the nonlinear part can also be reduced to reduce the computational burden. In (18) the m × m covariance matrix is updated for every sigma point. Thus, halving the dimension m of g(·) reduces the operations applied to the covariance matrix to one fourth. This kind of update optimizations are considered in Section 4.
When some state variables are unobservable i.e. they do not contribute to the output of the measurement function and are static i.e. their mean and covariance does not change in the state propagation, they do not need to be updated at every time step. Computing their estimate only when they are observed or their mean or covariance changes can also be used to reduce the computational burden. These optimizations are presented in Section 5. It is also possible to compute the Kalman gain (7) faster by exploiting the structure of the innovation covariance (6) as shown in Section 6.
Optimizations Based on the Linearity in Nonlinear functions

Partially Linear Functions
In [7] , algorithms for treating different setups of UKF were presented. The algorithms considered different implementations when the state transition model or measurement model has one of the following three forms
The algorithms improve the computation efficiency when either or both of the state and measurement models belong to the first or second group. If both are in the first group the updates can be computed exactly using the KF. If the function belongs to the second group then (10)-(12) become
and the approximation can be computed for the dimension of the state instead of the dimension of the augmented state. This optimization is widely used among different filters and is often considered to be the standard model. In [22] the function is split into a nonlinear g 1 (·) part that depends only on a part of the state z n and linear parts
The UKF is used for computing the expected values of the nonlinear part and the correlation between nonlinear and linear parts. We generalize the above models to functions of form:
where rank T equals the number of rows in T . To reduce the required resources in computation T is chosen to have minimal number of rows and g(·) to have minimal number of elements. Expectations (10)- (12) are computed for T z, which should have a smaller dimension than z. For computing the update, an algorithm that approximates expectations (10)- (12) is required. These are usually computed in the update stage of a KFE. The cross correlation matrix P zg(z) (19) is not needed in the normal state propagation, but the algorithm from the update stage can be used for this.
The transformed augmented state is denoted
When expectations µ gn(z) (10), P gn(z)gn(z) (11) , and Pz gn(z) (12) are known, the expectations for (28) are
where
This is based on the fact that the cross term Pz gn(z) describes the linear dependency of function g n (z) andz as in (20):
and the term P zgn(z) is
Solving J from (34) and substituting it into (35) we get (33) . In the update, the matrix with cross terms is required for state variables only. This can be extracted by
when the state variables appear first in the augmented state. The algorithm for state transition is given in Algorithm 1 and an algorithm for state update is given in Algorithm 2. Use of these algorithms is beneficial when the dimension ofz is smaller than z and the matrix inverse in (33) is applied in a small dimension. Algorithms 1 and 2 are given in a general form and for applications they can be optimized further by considering the structures of matrices. Examples of exploiting the partially linear state are given in sections 7.1 and 7.2.
ALGORITHM 1: State transition using a partially linear measurement Input: xt−1 ∼ N(µx t−1 , Px t−1 x t−1 ) // State estimate from previous time step εq ∼ N(µε q , Pε q εq ), // State transition noise Px t−1 εq // cross covariance between state and state transition noise f (x, εq) = f (z) = Ag (T z) + Hz, // State transition function of given form Output:
, and Pz g(z) using a KFE
Update using a partially linear measurement 
Pεyεy // Covariance matrix of the augmented state
Conditionally Linear Measurements
In [21] , a situation where a function can be divided into nonlinear z n and conditionally linear z l parts
is considered. In the original article, the distributions of this nonlinear function is approximated using a modification of the UKF. The number of used sigmapoints depends on the dimension of z n instead of the dimension of the full state. This algorithm is converted to be used with the GF in [5] . Here we present the algorithm in a general form that allows it to be also with any KFE that uses weighted points to compute the expectations, as in (24)- (26), but it cannot be used with other types of filters e.g. DD or SOKF2.
In the algorithm the sigma-points are computed for the nonlinear part only and then used for computing the conditional probabilities of the conditionally linear part:
The matrices in the equations above are independent of the sigma-point χ i . Thus, P z l zn P −1 znzn and P z l z l |χi need to be computed only once. According to [21] , the expectations for a function of form (37) can be approximated as
These formulas can be used to compute the expectations for the nonlinear part g(z) in algorithms 1 and 2, if there are conditionally linear state variables. This is done in the example in Section 7.1.
Optimizations Based on Unobserved and Static State Variables
Part of State Is Unobserved and Static
A state variable is considered static when its distribution does not change in the state transition and unobserved when it does not have an effect on the measurement function. This section considers the situation where some of the state variables are unobserved and static. This situation has been considered in [8, 11] . The presented algorithm is based on the latter, which has more compact formulas. The noise variables are, by definition, independent of other noise variables at other times. Thus, they cannot be static and the augmented notation is not used in this section.
The state is divided into two parts, active x a and inactive x u . The inactive part contains variables that are static and unobserved and the active part contains the remaining state variables.
In [11] , the algorithm that does updates with EKF stores the following auxiliary variables:
Initial values for these variables are ψ t0 = 0, Φ t0 = I, and c t0 = 0. When needed the full estimate can be extracted by
P uu,t = P uu,t0 − P au,t0 ψ t P ua,t0 (48)
The auxiliary variables (44)-(46) contain 2n 2 a + n a elements that have to be stored (the memory requirement can be reduced by noting that ψ t is symmetric), but only the matrix of the latest time step is needed. When n a ≪ n u the amount of additional memory required is negligible compared to the total used memory. It is worthwhile to note that the only term that contains a matrix inverse J 
This formulation can be used with a wider set of KFEs than previous, but it contains the inverse of the active state P −1
aa . The computation of this inverse is feasible when the active state is small. The full algorithm is given in Algorithm 3.
Part of State is Unobserved and Whole State Is Static
In [19] , an update algorithm for the situation when all state variables are static is presented. In this algorithm the update is done only for observed variables at every time step. When the full state estimate is required at time index t 0 + ∆ it can be extracted by: 
Prediction of the active part: µ − a,t = µ ft(x a,t−1 ,ε x t ) // Predicted mean of active part of the state P − aa,t = P f (x a,t−1 ε x t ),f (x a,t−1 ,ε x t ) // Predicted covariance of the active part Update of the active part:
Update auxiliary variables:
Compute the full mean and covariance:
(56)
This algorithm does not require any extra variables to be stored during the estimation process. An example of the use of this optimization is given in Section 7.3.
Optimizations Related to the Inverse of the Innovation Covariance
Block Diagonal Measurement Covariance
The formula for the Kalman gain (7) contains the inverse of the innovation covariance S. When the dimension of the innovation covariance (i.e. the number of measurements) is large the computation of the inverse or solving the set of linear equations is a computationally expensive operation.
When measurements are linear and the measurement covariance is diagonal, the Kalman update can be applied one measurement element at a time and the partially updated state used as a prior for the next measurement [34] . This kind of update can be generalized also to block diagonal measurement covariances and the update can be done by applying one block at a time. This reduces the computation time when the state dimension is small, the measurement dimension is large, and the measurements are independent.
When some measurements are independent, the KFE has superlinear complexity, and different measurement elements contain different state terms, updating state using only a part of measurements at once can be effectively combined with the algorithms presented in Section 4. The block update does not change the estimate when the measurement model is linear, but when the model is nonlinear the linearization is redone in the partially updated state. This may alter the output of the algorithm. In [28, 27] application of measurements one element at a time is used to improve the estimation accuracy by applying the most linear measurements first. The algorithm for updating by blocks is given in Algorithm 4.
Applying the Matrix Inversion Lemma to Innovation Covariance
When the measurements are not independent the block update formula cannot be used. In some situations the innovation covariance can be written in the form
where P s is easy to invert, P v has a small dimension and U is a transformation matrix. Using matrix inversion lemma the inverse of (58) is
This formula is worth using if the inverse of P s is easy to compute or can be computed offline and the dimension of P v is smaller than the dimension of P s . An example of its use is given in Section 7.2. ), 1 ≤ i ≤ n // Measurement noises hi(x, ε y i ), 1 ≤ i ≤ n // Measurement functions Output: xn ∼ N(µx,n, , Pxx,n) // Posterior estimate for i=1 to n do y
Example Applications
Pedestrian Dead Reckoning
In Pedestrian Dead Reckoning (PDR), pedestrian's steps and heading changes are measured with accelerometers and gyroscopes. The change of position is based on these. In [25] , a state consists of two-dimensional position r, heading θ, step length l, and possibly a floor index. The state transition is computed with a particle filter. Here we show how the state model without floor index and with normal noise can be optimized for use with KFEs. We use in this example algorithms presented in Sections 4.1 and 4.2.
The nonlinear state transition model is
where ε θ ∼ N(∆ t , σ 2 θ ) is the noisy heading change, with ∆ t measured from gyroscopes, l is the footstep length and r is the position of the pedestrian. The augmented state is z = r 1 r 2 θ l ε r,1 ε r,2 ε θ ε l T . The state transition model can be written in the form of (28):
In this formulation the reduced statez is two-dimensional and the nonlinear part of the state transition function is also two-dimensional. If this problem is to be solved with a KFE that uses sigma-points, we can optimize the implementation further. This can be done becausez 2 in (63) is conditionally linear, givenz 1 . The parts of function (37) are
Using this the dimension of the nonlinear part of the state is reduced to 1 and the sigma-points are generated for only one dimension. Figure 1 shows mean estimates of the first position variable (r 1 ) after one propagation step in a test. The estimates are computed using S 2 KF with varying number of sigma-points. Implementation of the sigma-point generator and S 2 KF can be found in [32] . S 2 KF is applied to original state (60) and to above presented reduced states with 2 and 1 nonlinear variables. The propagation of the state with the full state model cannot be computed with fewer than 9 sigmapoints. The state computed using the model that uses conditional linearity in addition to the linearity has the smoothest convergence to an estimate and the estimate with full state estimate has the largest variation. This shows that the use of optimizations can also improve the estimation accuracy. 
where r 0 is the location of the sound source, r i is the location of ith microphone and v is the speed of sound. When there are m microphones in the array there are at most
TDoA measurements available [26] . In practice, measurements contain noise. Here we consider model with noises
where ε i is the noise corresponding to ith microphone and ε i,j is error corresponding to the correlation of the measured signals from the microphone pair and the speed of sound is multiplied out from the equation. When ε i,j = 0 for all microphone pairs the measurement noises are not independent for all possible pairs and the measurements can be modeled with m − 1 measurements of form
This kind of assumption is done for example in [4] . In practice, this assumption does not hold and the selection of microphone pairs is a tradeoff, where pairs close to each other have smaller correlation error ε i,j , but worse geometry than pairs far away from each other [30] . Here we consider the situation where all possible microphone pairs are used and errors ε i and ε i,j are modeled as Gaussians. The augmented state model is
where x contains 3 position and velocity variables.
Using (24)- (26) the nonlinear part of the estimation can be done only for the state variables and sigma-points would be required only for 6 dimensional state instead of using sigma-points also for
noise terms. The measurement model can be written in compact form using (28):
. . .
Using these the dimension of the nonlinear function is reduced from . The computation of the inverse of the innovation covariance for Kalman gain (7) can be optimized using the inversion formula (59). The noise terms are assumed independent and, thus, the noise covariance matrix R is diagonal. We split noises into two parts, whose covariance matrices are D 1 and D 2 . D 1 corresponds to microphone specific terms ε y i and D 2 to microphone pair specific terms ε y i,j . Becausez contains only state variables and they do not contribute to the linear part (AP zg(z) T H T = 0), the innovation covariance can be written as
and its inverse is 
Optimization of Iterative KFEs
Optimizations presented in sections 5.1 and 5.2 are most widely used in the field of Simultaneous Localization and Mapping (SLAM). In SLAM, the state contains a dynamic part that represents the agent (robot) that is mapping static landmarks in the environment and localizing itself. The landmarks are the static part of the state.
We propose that these optimizations can be applied also to KFEs that do the update iteratively e.g. Recursive Update Filter (RUF) [37] and its extension for sigma-point filters [14] or posterior linearization filters [10] . In RUF, the state is updated by applying the update in parts that have smaller impact than the original update. After each part of the update the linearization is recomputed. These iterative filters are developed assuming additive Gaussian noise. Instead of making the updates for full state the update could be done iteratively only for the observed variables. Because the iterative update is actually one update, the unobserved state variables are static during the partial updates.
In this example we consider a state model with 3D position, velocity, and acceleration i.e. 9 state variables. Measurements used are range measurements from 3 base stations. The measurement model for range from the ith base station is
where r i is the location of the ith base station. In our example, the prior has a large variance and its mean is located so that the linearization about the mean is not accurate. Figure 2 shows the example situation and the posterior means which are computed with different number of iterations of RUF. The estimate with one iteration (T = 1) is identical to EKF estimate and is not close to the true location. The estimate with 10 iterations is close to the true location. The computation of 10 iterations with RUF involves the updates to the 9 × 9 state covariance matrices 10 times. Because the measurement model (81) depends only on 3 first state variables the active state can be selected to consist of only those and the iterative update is computed only for the position variables. The full covariance update is computed after all iterations are applied. In this update scheme, the 3 × 3 covariance matrix is updated T times and the 9 × 9 matrix is updated only once using (54)-(57).
Conclusions
In this survey, we collected different optimizations for KFEs that exploit the structure of the state and measurement models to reduce the computational [17] 1 A Unscented Kalman Filter (UKF) [36] n I X Cubature Kalman Filter (CKF) [2] n α I X Smart Sampling Kalman Filter (S 2 KF) [33] n + α I X Gaussian Filter (GF) [15] αn I X Gauss-Hermite Quadrature Kalman filter (QKF) [16] α n I X Divided Difference (DD) [24] n N Second Order Polynomial Kalman Filter (SOKF2) [16] n 2 N Recursive Update Filter (RUF) [37] j A X Unscented Recursive Update Filter (URUF) [14] jn I X X load. Table 1 summarizes the structures of models that are exploited in different optimizations. These structures are present in various nonlinear estimation problems. Table 2 (17)- (19) . The optimization that exploits the partially unobserved and static state in Section 5.1 is better suited for algorithms that compute the J within the algorithm (A or N in Table 2 ).
The main contribution of this survey is collecting the different code optimization methods into a single reference and using a general notation that allows to use them with various KFEs. In addition to giving a unifying source for code optimization methods, we make the following contributions:
