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We show that the functional renormalization group is a numerically cheap method to obtain the
low-energy behavior of the Anderson impurity model describing a localized impurity level coupled
to a bath of conduction electrons. Our approach uses an external magnetic field as flow parameter,
partial bosonization of the transverse spin fluctuations, and frequency-independent interaction ver-
tices determined by Ward identities. The magnetic field serves also as a regulator for the bosonized
spin fluctuations, which are suppressed at large field. We calculate the quasiparticle residue and
spin susceptibility in the particle-hole symmetric case and obtain excellent agreement with the Bethe
ansatz results for arbitrary coupling.
PACS numbers: 72.15.Qm, 71.27.+q, 71.10.Pm
The Anderson impurity model (AIM) describes a local-
ized impurity in contact with a bath of non-interacting
electrons.1 The model was first introduced in the context
of material science for describing the emergence of local
moments in metals and has been studied for half a cen-
tury by various methods.2 In the past decade, renewed at-
tention has been drawn to the AIM because of its exper-
imental realization in quantum dot systems. Moreover,
the solution of the AIM is one of the fundamental steps in
the so-called dynamical mean-field theory.3 In practice,
this step is often implemented using Wilson’s numeri-
cal renormalization group (NRG), which yields numeri-
cally controlled results for the thermodynamic and spec-
tral properties.4 In the 1980s the thermodynamics of the
AIM has also been obtained exactly via the Bethe ansatz
(BA).5 For later reference, we quote here the BA results
for the spin and charge susceptibilities in the particle-hole
symmetric case,6
pi∆χs =
√
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epi
2u/8
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0
dxe−x
2/(2u) cos(pix/2)
1− x2 , (1a)
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. (1b)
Here u = U/(pi∆), where U is the interaction between
two impurity electrons with opposite spin, and ∆ is the
hybridization energy to the conduction bath, in the limit
where the latter has infinite bandwidth and constant den-
sity of states. For u & 2 the charge susceptibility χc
becomes exponentially small, while the spin susceptibil-
ity χs = (2TK)
−1 is proportional to the inverse Kondo
temperature TK = ∆(piu/2)
1/2e−pi
2u/8+1/(2u).
Although Eqs. (1a, 1b) can be confirmed numerically
using the NRG, it would be useful to have a numerically
cheap method to obtain the correct low-energy physics of
the AIM at strong coupling, which is dominated by the
exponentially small Kondo temperature. In this work we
show that this can be achieved by means of the functional
renormalization group (FRG) method.7–9 In the past few
years, many authors have studied the AIM using different
versions of the FRG,10–17 but failed in reproducing the
correct strong coupling behavior of the AIM. We show
that this problem can be solved using a simple trun-
cation of the FRG hierarchy involving only frequency-
independent interaction vertices which are fixed by Ward
identities (WI), provided that the transverse spin fluctua-
tions are properly bosonized and that the corresponding
bosonic self-energy, obtained from a skeleton equation,
fulfills the WI.
For simplicity, we focus on the particle-hole symmetric
AIM. After integrating out the conduction electrons, we
obtain the following Euclidean action for the Grassmann
field dσ(τ) describing the localized electron,
S = −
∫
ω
∑
σ
G−10,σ(iω)d¯ωσdωσ + U
∫ 1/T
0
dτ n↑n↓. (2)
Here T is the temperature (we set kB = ~ = 1 and focus
on the zero temperature limit below),
∫
ω
= T
∑
ω denotes
summation over fermionic Matsubara frequencies iω,
nσ = d¯σ(τ)dσ(τ) represents the number of localized elec-
trons with spin σ =↑, ↓, and dωσ =
∫ 1/T
0
dτ eiωτdσ(τ). In
the particle-hole symmetric case the inverse bare Green
function is G−10,σ(iω) = iω + U/2 + σH + i∆ sgnω, where
H is the external magnetic field in units of energy.
Our strategy is inspired by the recent work by Ed-
wards and Hewson,18 who developed a field-theoretical
renormalization group approach which yields the cor-
rect low-energy physics of the AIM for arbitrary cou-
pling. They noticed that for large magnetic fields the
AIM can be studied perturbatively, even for U  ∆, as
long as U/H is sufficiently small. Following Ref. 18, let
us therefore use the external magnetic field H as a flow
parameter for the FRG. Unfortunately, using this cut-
off scheme we could not reproduce the strong-coupling
physics of the AIM if we formulated the FRG exclusively
in terms of fermionic degrees of freedom. The problem
is that the resulting fermionic vertices exhibit a rather
strong frequency dependence which cannot be neglected.
To avoid this problem, we partially bosonize the action
(2) by decoupling the interaction in terms of a complex
boson field χ representing transverse spin fluctuations.
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2It turns out to be advantageous, however, to bosonize
only a part of the interaction, while retaining a fermionic
parametrization for the rest. The reason is that the par-
tial bosonization removes the strong frequency depen-
dence of the interaction vertices only in one particular
scattering channel, while the other channels can poten-
tially exhibit strongly frequency-dependent vertices. In
order to avoid this phenomenon, one has to find a com-
promise and retain a part of the interaction in the original
fermionic parametrization. Therefore, we write the inter-
action in Eq. (2) as Un↑n↓ = U‖n↑n↓ − U⊥s+s−, where
U = U‖ + U⊥, s+ = d¯↑d↓, and s− = d¯↓d↑. Only the
transverse part −U⊥s+s− is then bosonized by introduc-
ing a complex field χ via a usual Hubbard-Stratonovich
transformation.13,14 We choose U⊥ such that it vanishes
for H → ∞, and that it reduces to the bare interaction
U for H → 0. Therefore we set U−1⊥ = U−1 +RH and re-
quire R0 = 0 and R∞ =∞. Note that RH plays the role
of a regulator for the bosonic sector of the theory which
switches on the interaction mediated by transverse spin
fluctuations. The proper choice ofRH will be discussed in
more detail below. In comparison to the renormalization
group method developed in Ref. 18, our FRG approach
does not require the introduction of ad hoc counter terms.
It is now straightforward to write down formally exact
FRG flow equations for the irreducible vertices of our
boson-fermion model.8,13 For our purpose, it is sufficient
to neglect the frequency dependence of all vertices with
more than two external legs. We also neglect the contri-
bution from charge- and longitudinal spin fluctuations.
The resulting flow equation for the fermionic self-energy
Σσ(iω) is shown graphically in Fig. 1; the corresponding
analytic expression reads
∂Σσ(iω)
∂H
=
∫
ω′
∑
σ′
G˙σ′(iω
′)Γd¯σ d¯σ′dσ′dσ4
+
∫
ω¯
F˙⊥(iω¯)Γ
d¯σdσχ¯χ
4 +
∫
ω′
[
G˙−σ(iω′)F⊥(iσ(ω − ω′))
+G−σ(iω′)F˙⊥(iσ(ω − ω′))
]
Γ
d¯↑d↓χ
3 Γ
d¯↓d↑χ¯
3 . (3)
The single-scale propagators in our cutoff scheme are
G˙σ(iω) = −σG2σ(iω), F˙⊥(iω¯) = −F 2⊥(iω¯)∂RH/∂H, (4)
where Gσ(iω) is the exact fermionic Green function and
F⊥(iω¯) is the exact propagator of the spin fluctuation
field χ. These propagators can be expressed in terms
of the corresponding self-energies Σσ(iω) and Π⊥(iω¯)
via the Dyson equations G−1σ (iω) = G
−1
0,σ(iω) − Σσ(iω)
and F−1⊥ (iω¯) = U
−1
⊥ − Π⊥(iω¯). We denote bosonic
Matsubara frequencies by iω¯. The right-hand side of
Eq. (3) depends on the irreducible four-point vertices,
Γ
d¯σ d¯σ′dσ′dσ
4 and Γ
d¯σdσχ¯χ
4 , and on the three-point vertices
Γ
d¯↑d↓χ
3 = Γ
d¯↓d↑χ¯
3 ≡ γ. The superscripts indicate the types
of legs attached to the vertices.
Our goal is to derive flow equations for the quasipar-
ticle residue Z and the spin-dependent part M of the
=
∑
σ=↑,↓
+
↑ ↑ ↑ ↑
σ
↑ ↑
+ +
↓ ↑↑↓↑ ↑
FIG. 1. (Color online) FRG flow equation (3) for Σ↑(iω)
(shaded circle). Solid and wavy lines represent full fermion
and boson propagators, respectively; slash insertions denote
the corresponding single-scale propagators in Eq. (4). The
dot on the left represents a derivative with respect to H.
fermionic self-energy, defined via the low-energy expan-
sion
Σσ(iω) = U/2− σM + (1− Z−1)iω +O(ω2). (5)
In order to obtain M and Z from the solution of the
flow equation (3) we need to know the bosonic self-energy
Π⊥(iω¯) and three different vertices: Γ
d¯σ d¯σ′dσ′dσ
4 , Γ
d¯σdσχ¯χ
4 ,
and γ. One could write down additional flow equations
for these vertices, but these depend on higher order ver-
tices and it is not clear how to truncate this infinite hier-
archy. We shall therefore adopt a different strategy which
uses WI and skeleton equations to obtain a closed system
of flow equations for M and Z.
First of all, we note that the three-point vertex can be
related to M via the WI
Γ
d¯↑d↓χ
3 = Γ
d¯↓d↑χ¯
3 ≡ γ = b/(h+ u⊥ arctan b), (6)
which can be derived following the work by Koyama and
Tachiki.19,20 Here u⊥ = U⊥/(pi∆) and b = h + m, with
m = M/∆ and h = H/∆.
Next, let us derive an alternative flow equation for
M which does not explicitly involve the four-point ver-
tices. To this end we consider the longitudinal spin-
susceptibility χ‖ = ∂s/∂H, where s = 〈n↑ − n↓〉/2 is the
local magnetic moment, normalized such that s = 1/2
corresponds to a fully magnetized state. The local mo-
ment is then connected to M via the Friedel sum rule,2
pis = arctan(h+m) = arctan b. (7)
Taking the derivative with respect to h we obtain
∂m/∂h = χ‖/ρ− 1, (8)
where ρ = [pi∆(1 + b2)]−1 is the exact density of states
at vanishing energy. To determine χ‖ we use the WI2,21
χ‖/ρ = 1/Z + ρΓ⊥, (9)
where Γ⊥ is the exact interaction vertex between two
electrons with opposite spin at vanishing frequencies. In
our partially bosonized theory we have
Γ⊥ = γ2U⊥/[1− U⊥Π⊥(0)] + Γd¯↑d¯↓d↓d↑4 . (10)
3But the three-point vertex and the fermionic four-point
vertex turn out to be mutually related via a skeleton
equation. With the help of standard functional methods8
it is straightforward to show that, at finite frequencies,
Γ
d¯↑d↓χ
3 (ω + ω¯, ω; ω¯) = 1−
∫
ω′
G↓(iω′)G↑(iω′ + iω¯)
×Γd¯↑d¯↓d↓d↑4 (ω + ω¯, ω′;ω, ω′ + ω¯). (11)
Using the above relation to express Γ
d¯↑d¯↓d↓d↑
4 in terms of
Γ
d¯↑d↓χ
3 ≡ γ, we find for the longitudinal susceptibility22
χ‖
ρ
=
1
Z
+
1
1 + b2
b
arctan b
[
b
h
− 1
Z
]
, (12)
where we have used the WI (6) to eliminate the vertex γ.
Substituting the expression (12) into Eq. (8), we obtain
a flow equation for m which depends only on the self-
energy parameters m and Z.
Finally, to close our system of flow equations we ap-
proximate the bosonic self-energy Π⊥(iω¯), appearing im-
plicitly in Eq. (3), by
pi∆Π⊥(iω¯) = γP⊥(|ω¯|/(Z∆), b sgn ω¯), (13)
where the dimensionless function
P⊥(x, b) =
ln[1 + x/(1− ib)]
(x− 2ib)(1 + x/2− ib) −
2i arctan b
x− 2ib (14)
is obtained from the skeleton equation13 for Π⊥(iω¯). The
prefactor in Eq. (13) is determined by demanding that
Π⊥(0) satisfy the WI18,19
Π⊥(0)/[1− U⊥Π⊥(0)] ≡ χ⊥ = s/H (15)
relating the transverse spin-susceptibility χ⊥ to the local
moment s. Using the Friedel sum rule (7) it is easy to
see that our expression (12) for the longitudinal suscep-
tibility is consistent with Eq. (15) for χ⊥, in the sense
that for H → 0 both susceptibilities approach the same
limit χs. We point out that Eqs. (6) and (15) imply that
a ≡ [1 − U⊥Π⊥(0)] = h/(h + u⊥ arctan b) > 0, which
guarantees that there is no magnetic instability.
We have now obtained a closed system of flow equa-
tions for m and Z. For simplicity, we also expand the
function P⊥(x, b) in Eq. (13) to linear order in x, which
is consistent with the low-energy expansion (5) in the
fermionic sector. After straightforward algebra we arrive
at the flow equation h∂Z/∂h = ηZ for the quasiparticle
residue Z, with
η = hZγ2u⊥Im
∫ ∞
0
dx
(1− ib+ x)2
c
(a+ cx)2
+ hZγ2u2⊥
∂r
∂h
Re
∫ ∞
0
dx
(1− ib+ x)
2c
(a+ cx)3
. (16)
Here r = pi∆RH is the dimensionless bosonic regulator,
and
c = (u⊥γ)(2ib)−1
[
(1− ib)−2 − arctan b/b] . (17)
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FIG. 2. (Color online) Bosonic regulator r = pi∆RH as a
function of the magnetic field h = H/∆, for U/(pi∆) = 1
(solid line) and U/(pi∆) = 8 (dashed line). The regulator is
linear in h at small and large h, with a change in slope from
α (h . 1) to β (h & 1). The inset shows the U -dependence of
α and β.
The above system of flow equations can be easily solved
numerically once the regulator r = pi∆RH has been spec-
ified. The simplest choice of a linear magnetic field de-
pendence of the bosonic regulator (r ∝ h, in analogy
with the regulator in the fermionic sector) does not lead
to satisfactory results. Instead, we found that the best
optimization is obtained with a regulator of the form
r = (α− β)h/(1 + h2) + βh, (18)
which is linear in h both for small and large h, but ex-
hibits a change in slope from α to β at h ≈ 1, as shown in
Fig. 2. The specific form of our regulator, in Eq. (18), is
of course only one possible choice. Any other functional
form which switches between two slopes as a function of
the magnetic field yields practically identical results: We
have checked this explicitly using the alternative function
r = (α − β) arctanh + βh. Comparing our FRG results
at weak coupling, U  ∆, with the known perturbative
expansion for Z and χs, we also realized that the coef-
ficients α and β are weakly dependent functions of the
dimensionless bare interaction u = U/(pi∆). Their func-
tional dependence is well described by rational functions
of low degree. Hence, we introduce the following ansatz,
α = α0/(α2 + u
2), β = β1u/(β2 + u
2), (19)
where the four parameters α0, α2, β1, and β2 can be
determined by matching the FRG results for Z and χs at
weak coupling (e.g., for u = 0.1) with the corresponding
values obtained in perturbation theory at O(u2), and by
imposing that the Wilson ratio R is equal to 2 for two
values of u in the Kondo regime (e.g., we impose R =
2 for u = 4 and u = 8). Note that in the AIM the
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FIG. 3. (Color online) Quasiparticle residue Z−1 and spin
susceptibility χs as functions of U/(pi∆) for H = 0. The FRG
results for Z−1 (squares) and χs (circles) are compared with
the corresponding BA results (solid and dashed lines, respec-
tively). The dotted line represents Z−1 within second-order
perturbation theory. The inset shows the FRG (diamonds)
and BA (solid line) results for the Wilson ratio R.
expression for the Wilson ratio reads
R ≡ χs(U)/χs(0)
Z−1(U)/Z−1(0)
= pi∆χsZ =
2χs
χs + χc
, (20)
where the last equality follows from the Yamada-Yosida
WI.21,23 At large U , charge fluctuations are strongly sup-
pressed and the low-energy physics of the AIM is effec-
tively the same as in the Kondo model. In this regime the
charge susceptibility χc is then negligible and the Wil-
son ratio takes the Kondo-model value R = 2. For the
parametrization of α and β in Eq. (19), we find α0 ≈ 0.36,
α2 ≈ 1.4, β1 ≈ 0.19, and β2 ≈ 5.4. The U -dependence of
α and β is shown in the inset of Fig. 2. As a final remark,
we note that in principle it should be possible to fix the
interaction dependence of α and β entirely from a fit to
the weak coupling expansion, but we found that this fit
is numerically unstable. Instead, the requirement that at
strong coupling the Wilson ratio equals 2 for two (arbi-
trary) values of the interaction yields numerically stable
constraints on the regulator. More complicated regula-
tors, involving more parameters, are of course possible,
but our four-parameter regulator defined in Eqs. (18) and
(19) is the simplest one that is able to interpolate between
some known weak- and strong-coupling behaviors: The
perturbative weak-coupling expansion, and the asymp-
totic value of the Wilson ratio, which are both a priori
accessible even in more complex models for which no ex-
act solution is available.
Having fixed the bosonic regulator, we can now solve
the flow equations numerically, with minimal computa-
tional cost. Choosing the initial magnetic field H0 suf-
ficiently large, we may use as initial conditions for M
and Z the Hartree-Fock values M0 = U/2 and Z0 = 1,
0
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FIG. 4. (Color online) Quasiparticle residue Z−1 (dot-dashed
line, right scale), magnetic moment s (solid line), and three-
point vertex γ (dashed line) as functions of H for U/(pi∆) = 5,
calculated with FRG. The vertical dotted lines indicate the
crossover scales H = U and H = Z∆ ≈ TK . Symbols denote
the corresponding NRG results for s.
which are exact in the limit H0 → ∞. The FRG results
for Z and χs, at H = 0, are shown in Fig. 3. The re-
markable agreement of our approach with the BA results
shows that the present FRG truncation, supplied with
exact WI, is indeed able to capture the exponentially
small Kondo scale.
In Fig. 4 we show, for u = U/(pi∆) = 5, the magnetic
field dependence of Z, s, and γ. In the magnetization
curve s(H) one can clearly identify the two energy scales
characterizing the strong coupling regime of the AIM,
namely the bare interaction U and the width Z∆ ≈ TK
of the Kondo resonance. Indeed, reducing the external
magnetic field H from a large initial value, at H ≈ U
we observe a slow logarithmic decrease in the magnetic
moment from the initial value s = 1/2. This regime,
where U & H & TK , corresponds to the localized mo-
ment regime:5 Here s(H) behaves as a rational function
of ln(H/TK). The decrease in s becomes then faster when
H ≈ Z∆ (Kondo regime), until the magnetization van-
ishes linearly, as s(H) = χsH, for H  Z∆. The pres-
ence of two different energy scales is also reflected in the
non-monotonic behavior of the three-point vertex γ(H).
Starting from the bare value γ = 1 at large H, the ver-
tex becomes initially larger than unity for H ≈ U and
later decreases again, approaching (at strong coupling)
the value 1/u < 1 for H . Z∆.
In summary, we have developed an FRG approach to
the AIM which uses the external magnetic field H as a
physical flow parameter, and where the fermionic interac-
tion U is partially decoupled via a bosonic field describing
transverse spin fluctuations. The latter are controlled by
an H-dependent regulator, which suppresses the trans-
verse spin fluctuations at large H. We have truncated the
FRG flow equations keeping only frequency-independent
vertices and expanding the fermionic and bosonic self-
energies to linear order in frequency. With the help of
WI we have expressed all the relevant vertices in terms of
5self-energy parameters, thereby avoiding further approx-
imations in the flow equations for the vertices. Com-
paring our results with the BA solution, we have shown
that the present approach is able to reproduce the ex-
ponential U -dependence of the Kondo scale. Moreover,
the use of the magnetic field as a flow parameter gives
access to the H-dependence of physical observables such
as the local magnetization. Possible extensions of the
present method include finite temperature calculations,
the study of the non-symmetric AIM, and a generaliza-
tion of our approach to non-equilibrium. In each of these
cases, one needs to generalize the WI used in this paper
to the relevant situation. At finite temperatures, and
in the non-symmetric AIM, the modified WI can be de-
rived using the same functional methods used here.8 For
systems out of equilibrium, instead, the work by Oguri24
shows that it is possible to generalize the WI for the AIM
to non-equilibrium using the Keldysh diagrammatic for-
malism.
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