






Simulation inkompressibler deformierbarer Körper
Die computergestützte Simulation von Bewegungsabläufen wird immer 
wichtiger in vielen Anwendungsgebieten. Einsatzgebiete von dynamischen 
Simulationen sind beispielsweise die Erstellung von Computeranimationen 
für Filme, Anwendungen in der virtuellen Realität oder für Computerspiele. 
In diesen Gebieten genügen oft plausible Ergebnisse, die dem Anwender 
das Gefühl einer realistischen Bewegung vermitteln. Hier kann die Simula-
tion volumenerhaltender Körper zur Verbesserung der visuellen Plausibilität 
beitragen.
In dieser Arbeit werden Techniken zur Simulation inkompressibler deformier-
barer Körper vorgestellt. Speziell werden Verfahren entwickelt, die für den 
Einsatz in interaktiven Anwendungen geeignet sind. Deswegen wird auch der 
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“Our goal is animation, not engineering; thus visually
pleasing results, meaning a numerically stable solution,
rather than overall accuracy, is the deciding voice.”
David Baraff und Andrew Witkin [BW98]
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Die computergestu¨tzte Simulation von Bewegungsabla¨ufen wird immer wichtiger
in vielen Anwendungsgebieten. Dabei ha¨ngen die Anforderungen eines Simulators
stark von dem jeweiligen Einsatzbereich ab. In der Robotik ko¨nnen beispielsweise
Simulationen eingesetzt werden, um Ru¨ckschlu¨sse u¨ber das Bewegungsverhalten
eines realen Roboters zu erhalten, bevor dieser gebaut wird. Fehlkonstruktionen
ko¨nnen vermieden werden und so zu einer Reduktion der Entwicklungskosten bei-
tragen. Um dies realisieren zu ko¨nnen, mu¨ssen die Simulationen sehr genau sein,
sodass aussagekra¨ftige Ru¨ckschlu¨sse aus der Simulation gezogen werden ko¨nnen.
Andere Einsatzgebiete von dynamischen Simulationen sind die Erstellung von
Computeranimationen fu¨r Filme, Anwendungen in der virtuellen Realita¨t oder
fu¨r Computerspiele. In diesen Gebieten tra¨gt die Simulation dazu bei, den Grad
an Authentizita¨t zu erho¨hen. Hierbei ist oft die Genauigkeit weniger wichtig als die
Geschwindigkeit des Verfahrens. Besonders bei interaktive Anwendungen mu¨ssen
Simulationen schnell durchgefu¨hrt werden ko¨nnen. Der Benutzer kann bei kom-
plexen Bewegungsabla¨ufen meist nicht entscheiden, ob die simulierte Bewegung
exakt der Realita¨t entspricht. Deswegen genu¨gen hier plausible Ergebnisse, die
dem Anwender das Gefu¨hl einer realistischen Bewegung vermitteln.
Ein Teilgebiet der dynamischen Simulation ist die Beschreibung der Bewegungs-
abla¨ufe deformierbarer Ko¨rper. Deformierbare Ko¨rper werden verwendet, um bei-
spielsweise Kleidung oder dreidimensionale Ko¨rper zu simulieren. Aufgrund ihrer
großen Anzahl an Freiheitsgraden stellen solche Ko¨rper fu¨r interaktive Anwendun-
gen eine große Herausforderung dar. Deswegen sind sie Teil aktueller Forschungsar-
beiten in der Computergrafik, die sich dem Problem der echtzeitfa¨higen Simulation
solcher Ko¨rper stellen. Zusa¨tzlich ist die Simulation inkompressibler Ko¨rper, also
Ko¨rper, die ihr Volumen erhalten, ein wichtiger Aspekt. Die Volumenerhaltung
spielt nicht nur bei der Simulation von Organen, wie beispielsweise Muskeln, eine
große Rolle, sondern erzeugt oft realistischer wirkende Deformationen.
2 Kapitel 1: Einfu¨hrung
1.1 Zielsetzung
Das Ziel, inkompressible deformierbare Ko¨rper in Echtzeit zu simulieren, ist immer
noch eine schwierige Aufgabe. Obwohl schon viele unterschiedliche Techniken vor-
gestellt wurden, sind davon viele nicht robust oder nicht schnell genug, um sie in
interaktiven Anwendungen einsetzen zu ko¨nnen. Viele der Techniken ko¨nnen nur
in Echtzeit simuliert werden, wenn die Komplexita¨t des Simulationsmodells stark
reduziert wird - wodurch jedoch die mo¨glichen Bewegungsfreiheiten eingeschra¨nkt
werden - oder wenn die Anzahl der gleichzeitig simulierten Ko¨rper gering gehalten
wird. Zusa¨tzlich wird oft auf eine Volumenerhaltung zugunsten der Geschwindig-
keit verzichtet. Weiterhin stellt die Anforderung nach Stabilita¨t der Simulationen
eine Herausforderung fu¨r interaktive Anwendungen dar. Nicht jedes Verfahren lie-
fert fu¨r beliebige Benutzereingaben brauchbare Ergebnisse. Zwar gibt es Mo¨glich-
keiten, die Stabilita¨t zu gewa¨hrleisten, solche Systeme tendieren allerdings dazu,
nicht schnell genug fu¨r interaktive Anwendungen mit komplexen Modellen zu sein.
Ziel dieser Arbeit ist es daher, neue Techniken zur Simulation inkompressibler
deformierbarer Ko¨rper aufzuzeigen. Je nach Anwendungsgebiet ko¨nnen verschie-
dene Techniken sinnvoll sein, da sie unterschiedlichen Anforderungen genu¨gen mu¨s-
sen. Um die neuen Techniken dem Leser vermitteln zu ko¨nnen, muss zuna¨chst die
grundsa¨tzliche Vorgehensweise zur Realisierung von dynamischen Simulationen be-
schrieben werden. Dies umfasst beispielsweise die Simulation von Starrko¨rpern und
Mehrko¨rpersystemen. Weiterhin soll der Leser mit schon bekannten Techniken zur
Simulation deformierbarer Ko¨rper vertraut gemacht und die daraus resultierenden
Probleme, auch im Hinblick auf die Volumenerhaltung, vorgestellt werden.
Im Speziellen soll diese Arbeit Techniken fu¨r interaktive Anwendungen pra¨sen-
tieren. Deshalb soll das Hauptaugenmerk auf plausible Bewegungsabla¨ufe gelegt
werden, die gerade fu¨r Computeranimationen von großer Bedeutung sind, anstatt
die Genauigkeit in den Vordergrund zu stellen, die aus ingenieurtechnischer Sicht
fu¨r exakte Simulationen wichtig ist. Der Aspekt der stabilen Simulation wird je-
doch nicht außer Acht gelassen, da dieser fu¨r interaktive Anwendungen erforderlich
ist. Auch das Volumen der Ko¨rper wa¨hrend der Simulation wird beru¨cksichtigt.
Dies ist nicht nur bei der genauen Simulation von inkompressiblen Ko¨rpern wich-
tig, sondern kann bei ungefa¨hrem Einhalten des Volumens zu deutlich plausibleren
Bewegungsabla¨ufen fu¨hren.
Da die Anforderungen, die Stabilita¨t zu gewa¨hrleisten und das Volumen bei kom-
plexen Modellen einzuhalten, meist rechenintensive Algorithmen beno¨tigen, mu¨s-
sen gegebenenfalls klassische Verfahren durch neuartige Methoden ersetzt werden.
Dabei muss die parallele Ausfu¨hrung solcher Methoden in Betracht gezogen wer-
den, um eine optimale Performance zu gewa¨hrleisten. Hierfu¨r eignet sich nicht nur
die parallele Ausfu¨hrung auf herko¨mmlichen Prozessoren, sondern auch der Ein-
satz von Grafikkarten zur effizienten Berechnung der Simulation. Dies kann, bei
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geeigneter Formulierung der Methode, zu einer deutlich schnelleren Ausfu¨hrungs-
zeit beitragen.
1.2 Aufbau der Arbeit
In Kapitel 2 wird ein U¨berblick u¨ber die physikalisch basierte Simulation gege-
ben. Dort werden zuna¨chst die wichtigsten Begriffe und Formeln eingefu¨hrt sowie
eine Einordnung der in dieser Arbeit verwendeten Modelle und Verfahren vorge-
nommen. Es werden die Bewegungsgleichungen fu¨r Partikel und Starrko¨rper her-
geleitet und die wichtigsten Integrationsverfahren vorgestellt, die zum Lo¨sen der
Bewegungsgleichung beno¨tigt werden. Um die Interaktion zwischen Ko¨rpern eines
Mehrko¨rpersystems zu beschreiben, werden Nebenbedingungen, auch Zwangsbe-
dingungen genannt, eingefu¨hrt, die mit unterschiedlichen Verfahren eingehalten
werden ko¨nnen. Abschließend wird das Konzept zur Simulation von Stoffen disku-
tiert, das fu¨r die Kleidungssimulation verwendet wird.
Davon ausgehend wird in Kapitel 3 die Simulation elastischer Ko¨rper zusammen
mit einem U¨berblick u¨ber einige der wichtigsten Arbeiten im Bereich der Compu-
tergrafik na¨her behandelt. Dabei geht es um die Simulation volumetrischer Ko¨r-
per, die durch ein kontinuierliches Modell beschrieben werden ko¨nnen. Hierbei
spielt die lineare Elastizita¨tstheorie eine große Rolle. Um die Simulation eines sol-
chen Modells durchfu¨hren zu ko¨nnen, wird eine ra¨umliche Diskretisierung beno¨tigt.
Beispielhaft wird hierfu¨r die explizite Finite-Elemente-Methode behandelt. Auch
andere, sogenannte netzfreie Methoden zur ra¨umlichen Diskretisierung des konti-
nuierlichen Modells werden dort vorgestellt. Danach folgt ein U¨berblick u¨ber die
Volumenerhaltung und die dabei auftretenden Probleme existierender Verfahren.
Ein weiterer Aspekt der dynamischen Simulation, die Kollisionserkennung und
-auflo¨sung, wird in Kapitel 4 behandelt. Dort werden die in dieser Arbeit ver-
wendeten Methoden fu¨r die Kollisionserkennung sowie -auflo¨sung deformierbarer
Ko¨rper erla¨utert.
Darauf aufbauend werden drei neue Techniken zur Simulation von inkompressi-
blen deformierbaren Ko¨rpern entwickelt. Im ersten Verfahren, das in Kapitel 5
beschrieben wird, werden Masse-Feder-Systeme zur Simulation der Elastizita¨t ver-
wendet. Zur Generierung solcher Modelle muss zuna¨chst, wie dort beschrieben, ein
Tetraedernetz erzeugt werden. Fu¨r die exakte Volumenerhaltung werden Zwangs-
bedingungen an das System gestellt, die durch iteratives Anwenden von Impulsen
eingehalten werden.
Fu¨r plausible Deformationen genu¨gt meist eine ungefa¨hre Volumenerhaltung. Da-
fu¨r wird das in Kapitel 6 beschriebene Verfahren entwickelt. Es ermo¨glicht eine
approximative Volumenerhaltung durch Zwangsbedingungen, die durch u¨berlap-
pende Regionen definiert werden. Im Gegensatz zu dem Verfahren aus Kapitel 5
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werden diese jedoch durch einmalige Korrektur der Zwangsbedingungen na¨he-
rungsweise eingehalten. Anhand von Beispielen wird gezeigt, dass diese Vorgehens-
weise eine Verbesserung der Volumenerhaltung im Vergleich zu anderen Verfahren
ermo¨glicht und somit plausiblere Ergebnisse liefern kann. Die gemessenen Lauf-
zeiten des parallel abgearbeitenden Algorithmus zeigen, dass dieses Verfahren fu¨r
mehrere tausend Tetraeder in interaktiven Anwendungen eingesetzt werden kann.
Zur weiteren Reduzierung des Rechenaufwands wird ein drittes neues Verfahren
in Kapitel 7 entwickelt, fu¨r das nur die Oberfla¨che der Ko¨rper in Betracht gezo-
gen wird. Durch die geometrische Natur dieses Ansatzes kann immer eine stabile
Lo¨sung realisiert werden, womit er fu¨r interaktive Simulationen besonders gut ge-
eignet ist. Dabei wird eine Volumenkorrektur verwendet, die basierend auf einer
Heuristik, sowohl fu¨r globale als auch fu¨r lokale Volumenerhaltung geeignet ist.
Der Algorithmus wird effizient parallel auf einem Grafikprozessor ausgefu¨hrt und
dadurch ko¨nnen deutlich komplexere Ko¨rper simuliert werden, gegenu¨ber der Aus-
fu¨hrung auf einem herko¨mmlichen Prozessor.
Im letzten Kapitel werden die Ergebnisse noch einmal zusammenfassend beschrie-
ben und auf weitere mo¨gliche Forschungsthemen hingewiesen.
Die in Kapitel 5, 6 und 7 entwickelten neuen Verfahren beinhalten folgende neue
Beitra¨ge und basieren auf den unten angegebenen Vero¨ffentlichungen des Autors.
Kapitel 5:
• Ein verbessertes Verfahren zur Generierung von Tetraedernetzen aus belie-
bigen Dreiecksnetzen.
• Ein neues Volumengelenk zur Simulation inkompressibler deformierbarer
Ko¨rper, das durch iteratives Anwenden von Impulsen eingehalten wird.
Kapitel 6:
• Ein Verfahren zur schnellen na¨herungsweisen Einhaltung des Volumens de-
formierbarer Ko¨rper.
• Strategien zur Vermeidung von Invertierungs- und Verklemmungsproblemen.
Kapitel 7:
• Ein schnelles und stabiles Verfahren zur Simulation von inkompressiblen de-
formierbaren Ko¨rpern.
• Ein Volumengelenk, das nur die Oberfla¨che eines Ko¨rpers in Betracht zieht.
Somit kann sowohl der Berechnungsaufwand als auch der Speicheraufwand
gegenu¨ber bestehenden Verfahren reduziert werden.
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• Eine Heuristik, die auch eine lokale Volumenerhaltung ermo¨glicht.
• Gesonderte Betrachtung von Positions- und Geschwindigkeitsa¨nderungen zur
Vermeidung von Oszillationen.
• Eine schnelle Summationstechnik, die die Laufzeit fu¨r die Geometrie-
Anpassung von Dreiecksnetzen deutlich verringert.
• Eine effiziente parallele Ausfu¨hrung des Verfahrens auf einem modernen Gra-
fikprozessor.
Vero¨ffentlichungsliste des Autors:
• Raphael Diziol, Jan Bender und Daniel Bayer: Volume conserving
simulation of deformable bodies. In: Short Paper Proceedings of Eurographics,
Seiten 37–40, 2009.
• Daniel Bayer, Jan Bender und Raphael Diziol: Impulse-based dy-
namic simulation on the GPU. In: IADIS Multi Conference on Computer
Science and Information Systems, Seiten 73–80, 2009.
• Raphael Diziol, Daniel Bayer und Jan Bender: Simulating almost
incompressible deformable objects. In: Virtual Reality Interactions and Phy-
sical Simulations (VRIPhys), Seiten 31–37, 2009.
• Daniel Bayer, Raphael Diziol und Jan Bender: Optimized impulse-
based dynamic simulation. In: Virtual Reality Interactions and Physical Si-
mulations (VRIPhys), Seiten 125–133, 2009
• Jan Bender, Daniel Bayer und Raphael Diziol: Dynamic simulation
of inextensible cloth. IADIS International Journal on Computer Science and
Information Systems, 4:86–102, 2009.
• Raphael Diziol, Jan Bender und Daniel Bayer: Robust real-time de-
formation of incompressible surface meshes. In: Proceedings of the 2011 ACM
SIGGRAPH/Eurographics Symposium on Computer Animation, Seiten 237–
246, 2011. Best Paper Award (Honorable Mention)
• Jan Bender, Raphael Diziol und Daniel Bayer: Simulating inexten-
sible cloth using locking-free triangle meshes. In: Virtual Reality Interactions




Die Bewegungsabla¨ufe von Objekten in der Natur unterliegen empirisch nachge-
wiesenen Gesetzma¨ßigkeiten. Die Grundgesetze der Bewegung wurden schon im
Jahre 1687 von Sir Isaac Newton1 beschrieben, bekannt als die Newtonschen Axio-
me. Sein zweites Gesetz, auch Aktionsprinzip genannt, bildet die Grundlage vie-
ler Bewegungsgleichungen in der Mechanik. Es beschreibt den durch die Masse m
proportionalen Zusammenhang zwischen der Kraft f ∈ R3 und der Beschleunigung
a ∈ R3:
f = ma .
Mit Hilfe dieses Gesetzes lassen sich einfache Bewegungsabla¨ufe beschreiben. So ist
z. B. ein Partikel, ein Ko¨rper ohne Ausdehnung mit Masse m, zu jedem Zeitpunkt
durch seine Lage x ∈ R3 und seine Geschwindigkeit v ∈ R3 eindeutig beschrie-
ben. Wirkt die Kraft f auf das Partikel, so kann mit Newtons Aktionsprinzip
die daraus resultierende Beschleunigung bestimmt und in Zusammenhang mit der
Geschwindigkeit v gebracht werden. Die Beschleunigung a ist die Ableitung der
Geschwindigkeit v nach der Zeit t:











= v . (2.2)
Die Notation ˙ bezeichnet die in der Physik verwendete Ableitung nach der Zeit t.
Die Lage x(t) zum Zeitpunkt t ist somit durch das folgende Differentialgleichungs-
1Sir Isaac Newton, 1642-1726, ein englischer Wissenschaftler und einer der bedeutendsten
Wissenschaftler seiner Zeit, beschrieb das Gravitationsgesetz und legte damit den Grundstein
fu¨r die klassische Mechanik.
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Sind die Anfangsbedingungen x0 und v0 fu¨r Lage und Geschwindigkeit gegeben,
so liegt ein Anfangswertproblem vor, das mit Hilfe numerischer Integration (siehe
Abschnitt 2.3) gelo¨st werden kann.
Anhand dieser Differentialgleichung, sie wird auch Bewegungsgleichung genannt,
wird auch das erste Newtonsche Gesetz, auch Tra¨gheitsprinzip genannt, deutlich.
Es besagt, dass ein Ko¨rper, auf den keine Kra¨fte einwirken, seinen aktuellen Zu-
stand, hier Lage und Geschwindigkeit, nicht vera¨ndert.
Theoretisch ko¨nnte man alle Bewegungsabla¨ufe aus der Mechanik, z. B. den Bewe-
gungsablauf eines Starrko¨rpers, mit Hilfe vieler Partikel beschreiben. Jeder Ko¨rper
in der Natur ist aus mehreren Atomen zusammengesetzt, die idealisiert als Partikel
aufgefasst werden ko¨nnen. Diese u¨ben in wechselseitiger Beziehung Kra¨fte aufein-
ander aus. Kra¨fte, die die Atome eines Ko¨rpers aufeinander ausu¨ben, werden als
innere Kra¨fte bezeichnet. Kra¨fte, die von außen auf einen Ko¨rper einwirken, wie sie
z. B. durch die Gravitation zustande kommen, werden als externe Kra¨fte bezeich-
net. Kennt man diese Kra¨fte, also die Summe aus internen und externen Kra¨ften,
so kann die Bewegung mit Gleichung (2.3) beschrieben werden. Da die Partikel
jedoch nur idealisierte Atome darstellen und die daraus resultierenden wechselsei-
tigen Kra¨fte nur idealisiert sind, wird ein Modell gebildet, das die der Realita¨t
entsprechende Bewegung approximiert. Je genauer das Modell der Realita¨t ent-
sprechend definiert wird, desto exakter wird die Simulation. Deshalb wird hier von
physikalisch basierter Simulation gesprochen, da das Modell zwar anhand physika-
lischer Gesetze die Bewegung beschreibt, jedoch nur so exakte Simulationen liefern
kann, wie es das Modell der Realita¨t eben zula¨sst.
Da es fu¨r Speicher- und Rechenaufwand natu¨rlich nicht praktikabel ist, einzelne
Atome oder gar Protonen und Elektronen zu simulieren, werden fu¨r die Simu-
lation unterschiedlicher Ko¨rper, wie z. B. Starrko¨rper oder Weichko¨rper, unter-
schiedliche Simulationsmodelle eingesetzt. Eine U¨bersicht und Einordnung wird in
Abschnitt 2.2 gegeben.
Nicht nur das Modell stellt eine Approximation der Realita¨t dar. Da die Bewe-
gungsgleichung meist nicht analytisch berechnet werden kann, werden numerische
Integrationsverfahren mit unterschiedlicher Genauigkeit verwendet. Eine U¨bersicht
u¨ber unterschiedliche Integrationsverfahren, die die Gleichung (2.3) lo¨sen, wird in
Abschnitt 2.3 gegeben.
In Abschnitt 2.4 wird die Simulation von Starrko¨rpern behandelt. Wird nicht nur
ein einzelner Ko¨rper, sondern ein Verbund aus Ko¨rpern simuliert, nennt man dies
das Mehrko¨rpersystem - kurz System. Sind Ko¨rper untereinander verbunden, so
ko¨nnen Nebenbedingungen, auch Zwangsbedingungen genannt, an das System ge-
stellt werden. So verbindet z. B. ein mechanisches Gelenk Ko¨rper miteinander und
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entfernt somit Freiheitsgrade aus dem System, d. h. die Ko¨rper du¨rfen sich nicht
mehr frei bewegen. Ein Beispiel ist das Kugelgelenk, das zwei Ko¨rper in einem
Punkt verbindet und somit drei Translationsfreiheitsgrade entfernt. Die Gelenke
stellen also Nebenbedingungen an die Bewegungsgleichung, die bei der Integrati-
on zu beru¨cksichtigen sind. In Abschnitt 2.5 werden unterschiedliche Techniken
beschrieben, mit denen solche Systeme simuliert werden ko¨nnen.
2.1 Anforderungen an die Simulation
Durch unterschiedliche Anwendungen ergeben sich unterschiedliche Anforderungen
an ein Simulationssystem. Nicht jede Simulationstechnik ist fu¨r alle Anwendungen
geeignet. So ist es beispielsweise bei einem Animationsfilm nicht so wichtig, eine
exakte Simulation durchzufu¨hren, solange das Ergebnis plausibel aussieht. Man
spricht hier von visueller Plausibilita¨t. Bei einer Bruchsimulation eines Werkteils
ist man hingegen an der Genauigkeit der Simulation interessiert und weniger an
der Echtzeitfa¨higkeit der Simulation. Die wichtigsten Anforderungen werden hier
kurz erla¨utert:
• Genauigkeit: Soll ein realer Vorgang aus der Natur abgebildet werden, so
soll die Simulation diesen Vorgang mo¨glichst exakt beschreiben. Hierfu¨r muss
der Grad der Genauigkeit der Simulation vorhersagbar sein, um eine Fehler-
abscha¨tzung zwischen Realita¨t und Simulation zu ermo¨glichen. Wu¨nschens-
wert ist hierbei, dass die Simulation genauer wird, je feiner die ra¨umliche
und zeitliche Abtastung des Systems ist. Das benutzte Integrationsverfahren
spielt hier z. B. eine wichtige Rolle, da es die Bewegungsgleichung mit kleiner
werdenden Zeitschritten besser approximiert.
• Stabilita¨t: Die Stabilita¨t beschreibt die Fa¨higkeit des Simulationsverfah-
rens, ein Modell u¨ber einen gewissen Zeitraum stabil zu simulieren, d. h.
z. B. alle Zwangsbedingungen in diesem Zeitraum einzuhalten. Je nach ein-
gesetztem Integrationsverfahren kann die Genauigkeit der numerischen Inte-
gration erho¨ht werden, was zu einer stabileren Simulation fu¨hren kann. Es
gibt jedoch andere Fehlerquellen, die zu einer instabilen Simulation fu¨hren
ko¨nnen, indem z. B. problematische Situationen durch große Penetrationen
bei Kollisionen auftreten oder degenerierte Geometrie bei der Verformung
eines Ko¨rpers entsteht. Hier mu¨ssen spezielle Techniken eingesetzt werden,
um die Stabilita¨t zu gewa¨hrleisten. Gerade in interaktiven Simulationen ist
die Stabilita¨t wichtig, da das Simulationssystem mit allen Benutzereingaben
umgehen ko¨nnen muss.
• Effizienz: Gerade fu¨r interaktive Simulationen spielt die Geschwindigkeit
des Simulationsverfahrens, also die beno¨tigte Rechenzeit fu¨r einen Simulati-
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onsschritt, eine wichtige Rolle. Es mu¨ssen mehrere komplexe Objekte effizi-
ent simuliert werden ko¨nnen. Hierbei spielt die Echtzeitfa¨higkeit eine große
Rolle, d. h. die Berechnungen mu¨ssen schneller durchgefu¨hrt werden als die
Zeitschrittvorgabe der Simulation. Doch auch bei Oﬄine-Simulationen, also
Simulationen, bei denen die Genauigkeit eine große Rolle spielt, ist die Effi-
zienz wichtig, um die beno¨tigte Rechenzeit so gering wie mo¨glich zu halten.
Es ist nicht immer mo¨glich, alle diese Anforderungen zu gewa¨hrleisten. Fu¨r Ani-
mationen in der Computergrafik genu¨gen oft visuell plausible Ergebnisse. Es soll
also der Eindruck einer realistischen Umgebung erzeugt werden, ohne dass das
Ergebnis exakt der Realita¨t entspricht. Deswegen wird in diesen Fa¨llen auf die
Genauigkeit zugunsten der Geschwindigkeit verzichtet. Die Stabilita¨t hingegen ist
dennoch sehr wichtig, da eine instabile Simulation zu unplausiblen Ergebnissen
fu¨hrt. Sehr stabile und schnell zu berechnende Verfahren sind beispielsweise geo-
metrische Verfahren, die genauer in Kapitel 7 behandelt werden.
Im Bezug auf die Volumenerhaltung deformierbarer Ko¨rper werden in dieser Arbeit
drei neue Techniken entwickelt. Das erste Verfahren, welches in Kapitel 5 vorge-
stellt wird, kann das Volumen theoretisch exakt erhalten, ist jedoch nicht, bzw. nur
fu¨r eine geringe Anzahl an Elementen, echtzeitfa¨hig. Um die Stabilita¨t zu gewa¨hr-
leisten, muss hier gegebenenfalls die Schrittweite dynamisch angepasst werden. Das
zweite Verfahren aus Kapitel 6 hingegen ermo¨glicht eine schnell zu berechnende
approximative Volumenerhaltung. Die Ergebnisse zeigen, dass dies oft fu¨r visuell
plausible Ergebnisse genu¨gt. Fu¨r eine bedingungslos stabile Simulation traditionel-
ler Verfahren mu¨ssen allerdings implizite Integrationsverfahren eingesetzt werden,
womit nur wenige Elemente in Echtzeit simuliert werden ko¨nnen. In Kapitel 7 wird
deshalb ein Verfahren vorgestellt, das es ermo¨glicht, sehr schnelle und dennoch im-
mer stabile Simulationen durchzufu¨hren. Allerdings ist dieser Ansatz geometrisch
motiviert und kann deswegen nur visuell plausible Ergebnisse liefern. Wegen sei-
ner Geschwindigkeit und Stabilita¨t ist dieser Ansatz aber besonders fu¨r interaktive
Simulationen geeignet.
2.2 Einordnung der Modelle und Verfahren
Soll ein bestimmter Ko¨rper aus der Natur simuliert werden, so wird zuna¨chst ein
Modell erstellt, welches den Ko¨rper mo¨glichst gut beschreibt. In dieser Arbeit wer-
den nur Pha¨nomene aus der klassischen Mechanik betrachtet. Einer der einfachsten
Ko¨rper ist z. B. der Starrko¨rper, also ein Ko¨rper, der nicht verformbar ist. Starr-
ko¨rper werden in der Physik durch die Mechanik starrer Ko¨rper behandelt, einem
Teilgebiet der klassischen Mechanik, das starr miteinander verbundene Partikel be-
schreibt. Da somit nur rotatorische und translatorische Bewegungen zula¨ssig sind,
ko¨nnen Starrko¨rper sehr einfach beschrieben werden und sind dank ihrer Einfach-
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heit schon lange sehr popula¨r in der Computergrafik. So wurde z. B. 1994 die Arbeit
von David Baraff [Bar94] vorgestellt, in der die Lo¨sung des Kontaktproblems mit
Hilfe des Algorithmus von Cottle und Dantzig [CD68] beschrieben wird.
Starrko¨rper sind jedoch wiederum nur eine Idealisierung der Realita¨t. Sind die
externen Kra¨fte zu groß, die auf einen Ko¨rper einwirken, so deformiert er sich,
bevor es dann gegebenenfalls zum Bruch des Ko¨rpers kommt. Nicht starre Ko¨rper
werden durch die Kontinuumsmechanik beschrieben, wobei die Ko¨rper als kon-
tinuierliche Massenverteilung modelliert werden. Ein Teilgebiet ist die Mechanik
deformierbarer Ko¨rper. Hier spielt die Elastizita¨tstheorie eine wichtige Rolle, die
Deformationen beschreibt, die nur auftreten, solange externe Kra¨fte wirken. Um die
aus den externen Kra¨ften resultierenden internen Kra¨fte, die in diesem kontinuier-
lichen Modell wirken, berechnen zu ko¨nnen, wird das Modell diskretisiert. Hierfu¨r
gibt es unterschiedliche Diskretisierungsverfahren, wie z. B. die Finite-Elemente-
Methode [Bat02], die den zu simulierenden Ko¨rper in diskrete Elemente, meist
Tetraeder, unterteilt. Andere Verfahren, sogenannte netzfreie Methoden, beno¨ti-
gen keine Topologie, sondern arbeiten rein mit Partikeln, was sie vor allem fu¨r
Bruchvorga¨nge interessant macht. Ein U¨berblick u¨ber die verschiedenen Diskreti-
sierungsverfahren sowie eine Einfu¨hrung in die lineare Elastizita¨tstheorie [Sla02]
werden in Kapitel 3 gegeben. Weitere Teilgebiete der Kontinuumsmechanik sind
z. B. die Fluiddynamik und die Aerodynamik, die das Bewegungsverhalten von
Flu¨ssigkeiten und Gasen modelliert. Diese werden in dieser Arbeit jedoch nicht
behandelt.
Andere Modelle sind sogenannte Masse-Feder-Modelle. Diese beschreiben das phy-
sikalische Modell nicht anhand einer kontinuierlichen Modellierung, sondern bilden
ein diskretes Modell. Hierbei werden elastische Kra¨fte definiert, die auf die Partikel
des Modells wirken, um unterschiedliche Pha¨nomene wie Druck- oder Scherkra¨fte
zu simulieren. Sie sind meist gu¨nstiger zu berechnen als kontinuierliche Modelle,
haben aber den Nachteil, dass sie bei feiner werdender Unterteilung die Realita¨t
nicht unbedingt besser abbilden. Zudem ist es schwer, fu¨r solche Modelle der Natur
entsprechende Parameter zu finden. Da sie aber visuell plausible Ergebnisse liefern,
werden sie dennoch in vielen Bereichen eingesetzt. Die in Kapitel 5 und Kapitel 6
entwickelten neuen Verfahren basieren auf Masse-Feder-Modellen und werden dort
um spezielle Techniken zur Volumenerhaltung erweitert. Auch bei der Simulation
von Stoffen, speziell Kleidung, sind Masse-Feder-Modelle sehr popula¨r. Eine kurze
U¨bersicht zur Simulation von Stoffen findet sich in Abschnitt 2.6.
In Kapitel 7 wird ein weiteres neues Verfahren zur Simulation elastischer Ko¨r-
per entwickelt. Hierbei handelt es sich um einen geometrisch motivierten Ansatz,
der vor allem wegen seiner Stabilita¨t und Echtzeitfa¨higkeit sehr attraktiv ist. Wie
bei einem Masse-Feder-Modell wird hier von einem diskreten Modell ausgegan-
gen. Anstatt jedoch Federkra¨fte zu bestimmen, die zu Stabilita¨tsproblemen bei
der numerischen Integration fu¨hren ko¨nnen, werden direkt Zielpositionen fu¨r die
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einzelnen Partikel bestimmt. Auch dieses Verfahren liefert nur visuell plausible Er-
gebnisse, ist jedoch wegen seiner Eigenschaften fu¨r interaktive Simulationen sehr
interessant.
2.3 Integrationsverfahren
Gegeben sei die Bewegungsgleichung x¨(t) = 1
m
f(x,v) mit Anfangswerten x0 und
v0 zum Zeitpunkt t0. Gesucht sind die Lage x(t) und Geschwindigkeit v(t) zu
einem bestimmten Zeitpunkt t = t0 + ∆t. Hierbei ist ∆t die Schrittweite eines Si-
mulationsschritts. Um dieses Anfangswertproblem zweiter Ordnung zu lo¨sen, wird
zuna¨chst eine Ordnungsreduktion durch Substitution von x˙ = v durchgefu¨hrt, um






Dieses Differentialgleichungssystem kann nun mit Hilfe numerischer Integration
gelo¨st werden. Hierbei gibt es unterschiedliche Verfahren, die sich sowohl in der
Genauigkeit als auch in der Stabilita¨t unterscheiden. Die wichtigsten werden in den
folgenden Abschnitten behandelt. Da im Weiteren Systeme von Ko¨rpern betrach-
tet werden, stellt x die Zusta¨nde aller Ko¨rper dar, die sich aus den Positionen und
fu¨r Starrko¨rper auch aus den Rotationen zusammen setzen, sowie deren Geschwin-
digkeiten v. Die Massen der einzelnen Ko¨rper werden durch die Diagonalmatrix
M beschrieben, in der die Massen der einzelnen Ko¨rper in der Diagonalen stehen.
2.3.1 Explizite Integration
Die einfachste Methode zur numerischen Integration ist das explizite Euler2-
Verfahren. Zuna¨chst wird die Geschwindigkeit
v(t0 + ∆t) = v0 + M
−1
∫ t0+ ∆ t
t0
f(x,v)dt ≈ v0 + ∆tM−1f(x0,v0)
durch Approximation des Integrals angena¨hert. Das explizite Euler-Verfahren,
auch Vorwa¨rts-Euler-Verfahren genannt, scha¨tzt also die Geschwindigkeit durch
eine Taylor-Entwicklung an der Stelle t0 ab. Das Verfahren hat somit die Fehler-
ordnung O(∆t2).
2Leonhard Euler, 1707-1783, war ein schweizer Mathematiker und Physiker, der unter anderem
die heute gebra¨uchliche mathematische Symbolik stark gepra¨gt und sich mit der Differential- und
Integralrechnung bescha¨ftigt hat.
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Nach der Integration der Geschwindigkeit wird analog die Position bestimmt:
x(t0 + ∆t) = x0 +
∫ t0+ ∆ t
t0
v(t)dt ≈ x0 + ∆tv0 .
Das Euler-Verfahren kann in ein semi-implizites Euler-Verfahren umgewandelt
werden, indem die Positionsaktualisierung mit der schon integrierten Geschwin-
digkeit durchgefu¨hrt wird:
x(t0 + ∆t) = x0 + ∆tv(t0 + ∆t) .
Dieses Integrationsverfahren ist ein symplektischer Integrator [HLW06], der die
potentielle Energie des Systems besser erha¨lt und somit die Stabilita¨t verbessern
kann3. Ein Beispiel hierfu¨r findet sich in Anhang A.
2.3.2 Implizite Integration
Sind die in der Bewegungsgleichung auftretenden Kra¨fte zu groß, wird die numeri-
sche Integration mit dem expliziten Euler-Verfahren instabil. Dies kann zur Folge
haben, dass sich ein Ko¨rper immer weiter von der Trajektorie entfernt, auf der er
sich bewegen sollte. Zwar kann die Schrittweite ∆t verringert werden, dann aber
muss mo¨glicherweise bei sehr großen Kra¨ften die Schrittweite sehr klein gewa¨hlt
werden, um eine stabile Simulation zu gewa¨hrleisten.
Um dennoch sogenannte steife Differentialgleichungen lo¨sen zu ko¨nnen, mu¨ssen
implizite Integrationsverfahren, wie sie von Baraff und Witkin [BW98] in die Com-
putergrafik eingefu¨hrt wurden, eingesetzt werden. Sei ∆x = x(t0 +∆t)−x(t0) und
∆v = v(t0 +∆t)−v(t0) die Positions- und Geschwindigkeitsa¨nderung des Integra-
tionsschritts. Das explizite Euler-Verfahren kann in das implizite Euler-Verfahren



















ersetzt wird. Das implizite Euler-Verfahren wird auch Ru¨ckwa¨rts-Euler-Verfahren
genannt, da auf der rechten Seite von Gleichung (2.4) auch die vera¨nderlichen
Terme enthalten sind und das Integrationsverfahren somit einen Ru¨ckwa¨rtsschritt
3Bei einem instabilen System wa¨chst die Energie stark an.
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macht4. Da die Kraft f eine nicht-lineare Funktion sein kann, wird diese durch eine
Taylorreihe






zum Zeitpunkt t0 mit f0 = f(x0,v0) angena¨hert. Durch Verwendung der lineari-
sierten Kraft und Substitution von ∆x = ∆t(v0 + ∆v) in Gleichung (2.4) erha¨lt















Die Matrix dieses Gleichungssystems ist, je nach Simulationsmodell, du¨nn besetzt
und positiv-definit. Ein Beispiel hierfu¨r ist das Gleichungssystem, das aus der ex-
pliziten Finite-Elemente-Methode hervorgeht, wie in Abschnitt 3.2 vorgestellt. So-
mit ko¨nnen schnelle Gleichungssystemlo¨ser wie das konjugierte Gradienten Ver-
fahren [She94] eingesetzt werden. Durch die gewonnene Stabilita¨t des impliziten
Euler-Verfahrens (siehe Beispiel in Anhang A) ko¨nnen somit gro¨ßere Schrittwei-
ten eingesetzt werden, was den Mehraufwand des Lo¨sens des Gleichungssystems
wieder rechtfertigt. Dennoch ist die implizite Integration fu¨r komplexe Modelle
sehr zeitaufwa¨ndig und ermo¨glicht nur mit wenigen5 Partikeln einen echtzeitfa¨hi-
gen Einsatz. Hierbei ist auch anzumerken, dass das Lo¨sen des Gleichungssystems
oft weniger Zeit beno¨tigt als das Aufstellen der Matrix, wenn die Kraftfunktionen
komplizierter werden. Weiterhin werden die Zeitschritte oft durch andere Neben-
bedingungen, wie z. B. die Kollisionserkennung und -auflo¨sung limitiert. Es bleibt
anzumerken, dass das implizite Euler-Verfahren nur die Stabilita¨t verbessert, nicht
aber die Genauigkeit. Ein Nachteil der impliziten Integration ist die numerische
Da¨mpfung [VMT05], die aber im Animationsbereich meist vernachla¨ssigbar, teil-
weise im Bereich von Kleidungssimulation sogar gewu¨nscht ist6.
Anzumerken bleibt, dass die implizite Integration auch fu¨r die in Abschnitt 2.4 be-
schriebenen Starrko¨rper funktioniert. Hierbei entha¨lt x die Positionen der Schwer-
punkte sowie die Rotationen der einzelnen Starrko¨rper. Die Variable v entha¨lt dann
die Schwerpunktsgeschwindigkeiten sowie die Winkelgeschwindigkeiten. Dem Au-
tor ist jedoch keine Arbeit bekannt, in der implizite Integration zur Simulation
von Starrko¨rpern verwendet wurde. Die implizite Integration wird meist fu¨r die
Simulation von Stoffen oder elastischen Ko¨rpern verwendet. Starrko¨rper hingegen
4Man berechnet die Kraft an der Stelle t0 + ∆t, so dass v(t0 + ∆t)− ∆tm f(t0 + ∆t) = v(t0).
5Das Verfahren von Parker und O’Brien [PO09], welches in einem aktuellen Spiel zum Ein-
satz kommt, verwendet nur wenige Hundert oder Tausend Partikel. Durch die Berechnung auf
speziellen Prozessoren wie dem Grafikprozessor wird sich dies jedoch in naher Zukunft a¨ndern
ko¨nnen.
6Jeder Ko¨rper auf der Erde erfa¨hrt Reibung, z. B. durch die Luft. Nicht geda¨mpfte Simula-
tionen wirken daher meist unnatu¨rlich.
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werden in der Regel durch die in Abschnitt 2.5 beschriebenen Zwangsbedingungen
miteinander verbunden, so dass hier Integrationsverfahren ho¨herer Ordnung von
gro¨ßerem Interesse sind.
2.3.3 Integration ho¨herer Ordnung
Beschreibt die Bewegung eines Ko¨rpers eine nicht-lineare Bahn, so entsteht bei der
Integration mit dem Euler-Verfahren ein Integrationsfehler der Ordnung O(∆t2).
Soll dieser Fehler verringert werden, mu¨ssen Integrationsverfahren ho¨herer Ord-
nung eingesetzt werden. Diese verbessern im Allgemeinen nicht die Stabilita¨t, son-
dern nur die Genauigkeit.
Im Unterschied zum Euler-Verfahren, welches Vorwa¨rtsdifferenzen verwendet, be-
nutzt das Verlet-Verfahren [Ver67] Zentraldifferenzen zur Bestimmung der neuen
Position x(t0 + ∆t) aus der aktuellen Position x(t0) und der vorhergegangenen
Position x(t0 −∆t):


















Die Addition dieser beiden Gleichungen ergibt die neue Position
x(t0 + ∆t) = 2x(t0)− x(t−∆t) + ∆t2 x¨(t0) +O(∆t4) .
Diese Integration hat eine Fehlerordnung von O(∆t4). In diesem Verfahren werden
allerdings keine Geschwindigkeiten fu¨r die Integration verwendet. Werden diese
jedoch beno¨tigt, so kann die Geschwindigkeit aus den Positionen bestimmt werden:
v(t) =
x(t0 + ∆t)− x(t0 −∆t)
2∆t
.
Alternativ kann das Leap-Frog-Verfahren [HLW03] verwendet werden, welches
Halbschritte durchfu¨hrt, um abwechselnd Position und Geschwindigkeit zu be-
stimmen.
Andere Verfahren ho¨herer Ordnung sind z. B. Runge-Kutta-Verfahren [PFTV92,
HLW06], die die Kraft an mehreren Stellen in einem Zeitschritt auswerten. So
berechnet sich die Position mit x(t) = x0 und die Geschwindigkeit mit v(t) = v0





















Eine genauere Herleitung des Runge-Kutta-Verfahrens findet sich in Anhang B.
Da die in dieser Arbeit verwendeten Verfahren jedoch fu¨r Animationszwecke ge-
dacht sind, werden nur Euler-Verfahren eingesetzt und mehr auf Stabilita¨t als auf
Genauigkeit geachtet.
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2.4 Simulation von Starrko¨rpern
Starrko¨rper sind wichtige Grundbausteine fu¨r die dynamische Simulation. Durch
ihre einfache Beschreibung ko¨nnen sie sehr effizient simuliert werden und sind
deshalb fu¨r interaktive Anwendungen sehr interessant. Die Interaktion zwischen
Starrko¨rpern und deformierbaren Ko¨rpern erfolgt u¨ber Zwangsbedingungen, wie
in Abschnitt 2.5 beschrieben oder durch Kollisionen, welche in Kapitel 4 behandelt
werden. Eine sehr gute Einfu¨hrung u¨ber die dynamische Simulation von Starrko¨r-
pern, die unter anderem als Grundlage fu¨r dieses Kapitel dient, ist in [WB97] zu
finden. Die Simulation von Starrko¨rpern mit Zwangsbedingungen wird auch aus-
fu¨hrlich in der Arbeit von Bender [Ben07a] behandelt. Einen U¨berblick u¨ber die
Forschung der letzten 20 Jahre im Bereich der Simulation von Starrko¨rpern findet
sich in [BETC12].
Ein Starrko¨rper mit Masse m hat folgende zeitabha¨ngige Zustandsvariablen:
• die Lage seines Schwerpunktes x(t) ∈ R3,
• die Geschwindigkeit des Schwerpunktes v(t) ∈ R3,
• die Rotationsmatrix R(t) ∈ R3×3,
• seine Winkelgeschwindigkeit ω(t) ∈ R3 und
• sein Tra¨gheitstensor I ∈ R3×3.
Im Gegensatz zu einem Partikel mit drei translatorischen Freiheitsgraden hat ein
Starrko¨rper also sechs Freiheitsgrade, die sich aus den drei zusa¨tzlichen rotatori-
schen Freiheitsgraden ergeben.
2.4.1 Die Bewegungsgleichung
Um das Konzept der Starrko¨rpersimulation besser zu verstehen, kann man sich
einen Starrko¨rper als eine Menge von n fest miteinander verbundenen Partikeln
vorstellen. Die Lage der Partikel mit Massen mi wird in lokalen Koordinaten qi ∈





gilt. Zu einem beliebigen Zeitpunkt t ist dann die Position pi eines Partikels in
Weltkoordinaten gegeben durch die Rotation R(t) und den Schwerpunkt x(t):
pi(t) = R(t)qi + x(t) . (2.6)







Abbildung 2.1: Um den Zusammenhang zwischen der Winkelgeschwin-
digkeit ω und der Rotationsmatrix R herzustellen, wird ein Spaltenvektor
r von R betrachtet, der in die Vektoren a und b zerlegt wird. Da sich der
Punkt p auf einem Kreis orthogonal zu ω mit Radius ‖b‖ bewegt, muss seine
A¨nderung in Richtung ω × b mit La¨nge ‖ω × b‖ zeigen.
Der Zusammenhang zwischen Geschwindigkeit und Lage eines Partikels ist durch
Gleichung (2.2) gegeben. Fu¨r die Punktgeschwindigkeit vi(t) des Partikels gilt also







qi + v(t) .
Um die Ableitung der Rotation R zu bestimmen, muss zuna¨chst der Zusammen-
hang zwischen der Winkelgeschwindigkeit ω und der Rotationsmatrix R betrach-
tet werden. Sei r ein Spaltenvektor der Rotationsmatrix R, der in die Vektoren
r = a + b zerlegt wird, wobei a parallel zu ω und b senkrecht zu ω ist. Abbil-
dung 2.1 zeigt diesen Sachverhalt. Dann dreht sich der Punkt p = x + r um die
Achse ω mit Radius ‖b‖. Seine A¨nderung muss also in Richtung ω ×b zeigen und








= ω ⊗R ,
wobei ⊗ das spaltenweise Kreuzprodukt darstellt. Somit ist die Punktgeschwin-
digkeit des Partikels gegeben durch
vi(t) = ω ⊗Rqi + v(t)
= ω × (pi(t)− x(t)) + v(t) .
Um die Bewegungsgleichung fu¨r Starrko¨rper aufstellen zu ko¨nnen, wird jedoch
zuna¨chst noch der Zusammenhang zwischen der Punktgeschwindigkeit und der
Kraft beno¨tigt. Der Zusammenhang zwischen der Schwerpunktsgeschwindigkeit v
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und der Kraft f ergibt sich aus Gleichung (2.1). Wirkt eine Kraft an einem Parti-
kel des Starrko¨rpers, so vera¨ndert sich nicht nur die Schwerpunktsgeschwindigkeit
sondern auch seine Winkelgeschwindigkeit. Das Drehmoment
τ = (pi(t)− x(t))× f
beschreibt die Achse, um die sich der Starrko¨rper durch f beschleunigt. Da die
Auswirkung auf ω durch das Anwenden einer Kraft von der Masseverteilung des
Starrko¨rpers abha¨ngt, beschrieben durch den Tra¨gheitstensor I ∈ R3×3, wird zu-
sa¨tzlich noch der Drehimpuls L beno¨tigt:
L = Iω . (2.7)





















Die Ableitung des inversen Tra¨gheitstensors, der fu¨r die Bestimmung von ω˙ be-
no¨tigt wird, ist im na¨chsten Abschnitt beschrieben. Alternativ, wie in [WB97]
vorgeschlagen, kann auch die Beziehung von L˙ = τ in der Bewegungsgleichung
verwendet und ω anhand von Gleichung (2.7) bestimmt werden.
2.4.2 Der Tra¨gheitstensor
Der Zusammenhang zwischen Winkelgeschwindigkeit ω und dem Drehmoment τ
wird u¨ber den Tra¨gheitstensor I hergestellt. Der Tra¨gheitstensor beschreibt hier-
bei die Masseverteilung des Starrko¨rpers. Hat man einen Ko¨rper mit konstanter






gegeben, wobei r = p(t) − x(t) die Ortsvektoren der Punkte im Volumen des
Starrko¨rpers mit Koordinaten ri bezu¨glich des Masseschwerpunktes x(t) sind und
δij das Kronecker-Symbol ist:
δij =
{
1 , i = j
0 , i 6= j .
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Fu¨r konvexe Polyeder mit konstanter Dichte kann zur Bestimmung des Tra¨gheits-
tensors das Verfahren von Mirtich [Mir96a] verwendet werden. Tra¨gheitstenso-
ren fu¨r einfache geometrische Formen wie die Kugel finden sich in der Disserta-
tion von Bender [Ben07a]. Hat man hingegen n Partikel mit den Ortsvektoren






y2i + z2i −xiyi −xizi−yixi x2i + z2i −yizi
−zixi −ziyi x2i + y2i
 .
Es stellt sich heraus, dass der Tra¨gheitstensor, der eine reell symmetrische Matrix
ist, von Punkten in Weltkoordinaten abha¨ngt und somit in jedem Simulations-
schritt neu berechnet werden mu¨sste. Ersetzt man hingegen die globalen Koordi-
naten pi(t) durch lokale Koordinaten mit Hilfe von Gleichung (2.6), so erha¨lt man
den Zusammenhang
I = RIRT ,
wobei I den Tensor in lokalen Koordinaten darstellt. Dieser kann also vorberechnet
werden. Der inverse Tra¨gheitstensor wird zur Integration der Bewegungsgleichung
beno¨tigt und daher auch vorberechnet.
Es fa¨llt auf, dass der Tra¨gheitstensor I von der Zeit t abha¨ngt. Zur korrekten



















= ω ⊗ I−1 − I−1 ⊗ω ,
womit man die Euler-Gleichung [Ben07a] erha¨lt:
ω˙ = I−1(τ − (ω × (Iω))) .
Daran sieht man, dass die Winkelbeschleunigung ω˙ ungleich Null sein kann, selbst
wenn fu¨r das Drehmoment τ = 0 gilt. Der Ko¨rper fu¨hrt dann eine Taumelbe-
wegung, auch Nutation genannt, durch. Dieser Sachverhalt, wie er zur korrekten
Simulation eines Stehaufkreisels [Ben07a] beno¨tigt wird, wird aber oft, z. B. in Spie-
len, vernachla¨ssigt und es wird der vereinfachte Term ω˙ = I−1τ in Gleichung (2.8)
verwendet.
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2.4.3 Rotation mit Quaternionen
Die numerische Integration der Rotationsmatrix fu¨hrt in der Praxis zu Proble-
men. Eine Rotationsmatrix ist eine orthonormale Matrix, d. h. die Spaltenvekto-
ren stehen senkrecht aufeinander und haben die La¨nge Eins. Dies ist nach der
numerischen Integration jedoch im Allgemeinen nicht gewa¨hrleistet, es kommt zu
einem sogenannten numerischen Drift. Eine Mo¨glichkeit dieses Problem zu behe-
ben, ist die Matrix nach der Integration wieder zu orthogonalisieren und nor-
malisieren [Ben07a]. Alternativ kann zur Beschreibung der Rotation des Ko¨r-
pers die Einheitsquaternion q ∈ R4 verwendet werden. Die Einheitsquaternion
q = [cos α
2
, a sin α
2
] stellt eine Rotation um die normierte Achse a mit Winkel α
dar. Da die Quaternion die Rotation mit vier Variablen beschreibt, die Rotati-
on aber nur drei Freiheitsgrade entha¨lt, muss, um diese Redundanz zu entfernen,
die Quaternion normiert sein. Um den redundanten Freiheitsgrad der Quaternion
wieder zu eliminieren, muss die Quaternion nach der Integration normiert werden.
Somit wird ein kleinerer numerischer Fehler, im Gegensatz zur Integration mit
Rotationsmatrizen erzeugt, da die Drehachse a beim Normieren erhalten bleibt.
Um die numerische Integration durchfu¨hren zu ko¨nnen, wird der Zusammenhang
zwischen q und der Winkelgeschwindigkeit ω beno¨tigt. Geometrisch beschreibt die
Winkelgeschwindigkeit eine Drehung des Starrko¨rpers um die Achse ω mit Winkel



















Fu¨r die Simulation von Starrko¨rpern wird also die Zustandsvariable y = [x, q]T ∈
R7 verwendet. Die Geschwindigkeit u = [v, ω]T ∈ R6 ist hingegen nur sechs-
dimensional. Deswegen kann die Beziehung x˙ = v, wie sie fu¨r Partikel gilt, nicht
ohne weiteres auf die Beziehung y˙ = u fu¨r Starrko¨rper u¨bertragen werden. Glei-
chung (2.9) kann jedoch, wie z. B. in [BETC12] beschrieben, durch eine Matrix-
multiplikation dargestellt werden
q˙ = Hω ,
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Somit erha¨lt man den Zusammenhang








Dabei ist E die drei-dimensionale Einheitsmatrix.
Dieser Zusammenhang kann nun verwendet werden, um die implizite Integration
fu¨r Starrko¨rper zu bestimmen. Hierfu¨r muss allerdings zusa¨tzlich die Massematrix
M erweitert werden, die aus Matrixblo¨cken M fu¨r die einzelnen Starrko¨rper mit







Allerdings sind, wegen der Rotation, die Matrizen M und G wa¨hrend eines Zeit-
schrittes nicht konstant. Vernachla¨ssigt man jedoch diesen Sachverhalt, so erha¨lt















Hierbei setzt sich der Kraftvektor f = [f , I−1(τ − (ω × (Iω)))]T zusammen aus
der Kraft f , die auf die Schwerpunktsgeschwindigkeit und der Kraft, die auf die
Winkelgeschwindigkeit wirkt.
Fu¨r die Kollisionserkennung mu¨ssen viele Punkte in Weltkoordinaten angegeben
werden. Da jedoch die Rotation eines Punktes mit einer Rotationsmatrix weniger
Rechenoperationen beno¨tigt als die Rotation eines Punktes mit einem Quaternion,
wird nach der numerischen Integration aus dem Quaternion die Rotationsmatrix
berechnet. Diese wird dann auch benutzt, um den Tra¨gheitstensor zu aktualisieren.
2.5 Simulation mit Nebenbedingungen
Bisher wurden nur die Bewegungsgleichungen fu¨r Partikel und Starrko¨rper be-
trachtet. Soll jedoch ein Ko¨rper nicht beliebig bewegbar sein, so ko¨nnen Zwangs-
bedingungen in das System eingefu¨gt werden, die die Anzahl der Freiheitsgrade
des Systems reduzieren. Die Zwangsbedingungen werden durch Funktionen im-
plizit beschrieben, die von den einzelnen Zustandsgro¨ßen des Ko¨rpers, also von
der Lage x und der Geschwindigkeit v, und von der Zeit t abha¨ngen. Dabei wird
zwischen zwei unterschiedlichen Arten von Zwangsbedingungen unterschieden (ver-
gleiche [Ben07a] oder [Wag01]).
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1. Holonome Zwangsbedingungen sind Gleichungen, die von der Lage x des Sys-
tems abha¨ngen:
C(x, t) = 0 .
Mit diesen Bedingungen lassen sich unterschiedliche Gelenkarten, wie z. B.
das Kugelgelenk [Ben07a], beschreiben.
2. Nicht-holonome Zwangsbedingungen sind Zwangsbedingungen, die zusa¨tzlich
von der Geschwindigkeit abha¨ngen oder durch Ungleichungen beschrieben
werden. Ungleichungen sind vor allem bei Kollisionen wichtig, um eine Pe-
netration zwischen Ko¨rpern zu verhindern.
Um diese Zwangsbedingungen zu lo¨sen, gibt es verschiedene Verfahren, die im Fol-
genden vorgestellt werden. Die erste Mo¨glichkeit besteht darin, die Zwangsbedin-
gungen in jedem Zeitschritt exakt zu lo¨sen, d. h. die Gleichung bzw. Ungleichung
soll erfu¨llt sein. Verfahren, um dies zu realisieren, werden in den Abschnitten 2.5.1-
2.5.3 vorgestellt. Fu¨r deformierbare Ko¨rper sollen die Zwangsbedingungen hinge-
gen u¨ber einen gewissen Zeitraum eingehalten werden, um das elastische Verhalten
des Ko¨rpers zu modellieren. Dieser Ansatz wird in Abschnitt 2.5.4 behandelt.
2.5.1 Lagrange-Faktoren-Methode
Um Zwangsbedingungen lo¨sen zu ko¨nnen, kann z. B. die Lagrange7-Faktoren-
Methode verwendet werden. Sie wurde in der Arbeit von Ronen Barzel und Alan H.
Barr [BB88] zur Simulation von verbundenen Starrko¨rpern eingesetzt und in der
Arbeit von Friedrich Wagner [Wag01] um Geschwindigkeitsbedingungen erweitert.
In dieser Methode werden Zwangskra¨fte berechnet, die zusa¨tzlich zu den externen
Kra¨ften angewendet werden, um die Zwangsbedingung einzuhalten. Zur Vereinfa-
chung der Notation, beschreibe x nun die Positionen aller Ko¨rper und der Vektor
C alle Zwangsbedingungen des Systems. Um die Kraft f = Mx¨ zu finden, die die
Zwangsbedingungen C(x, x˙, t) = 0 lo¨st, muss der Zusammenhang zwischen Kraft
und Zwangsbedingung hergestellt werden. Hierfu¨r wird die Zwangsbedingung nach
der Zeit abgeleitet und auf die Form
J(x, x˙, t)x¨ + c(x, x˙, t) = 0
gebracht. Dabei mu¨ssen holonome Zwangsbedingungen zweimal und nicht-
holonome Zwangsbedingungen, die von der Geschwindigkeit abha¨ngen, einmal
nach der Zeit abgeleitet werden. Die Matrix J ist hier die Jacobi-Matrix von C
nach der Position fu¨r holonome bzw. nach der Geschwindigkeit fu¨r nicht-holonome
7Joseph-Louis Lagrange, 1736-1813, war ein italienischer Mathematiker, nach dem der La-
grange-Formalismus benannt ist.
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Zwangsbedingungen, c entha¨lt hingegen alle bekannten, von der Beschleunigung
unabha¨ngigen Terme. Zu lo¨sen ist dann das differentialalgebraische Gleichungs-
system
v˙ = M−1(fe + fi)
x˙ = v
Jv˙ + c = 0 ,
wobei M eine Diagonalmatrix ist, die die Massen der einzelnen Ko¨rper beinhaltet.
Hierbei wird zwischen externen Kra¨ften fe, wie z. B. die Gravitation, und inter-
nen Kra¨ften fi, die aus den Zwangsbedingungen resultieren, unterschieden. Durch
Substitution und Umformung erha¨lt man das zu lo¨sende lineare Gleichungssystem:
JM−1fi = −JM−1fe − c . (2.10)
Da dieses Gleichungssystem in der Regel unterbestimmt ist, wird die Richtung der
Kraft auf die Richtung des Gradienten der Zwangsbedingung beschra¨nkt, und man
erha¨lt die Gleichung mit den sogenannten Lagrange-Faktoren:
fi = J
Tλ . (2.11)
Diese Formulierung hat nicht nur den Vorteil, dass die kleinst mo¨gliche Kraft an-
gewendet wird, um die Zwangsbedingung einzuhalten, sondern erfu¨llt auch das
physikalische Prinzip der virtuellen Arbeit von d’Alembert8 [GPS06]. Einsetzen
von Gleichung (2.11) in Gleichung (2.10) liefert das zu lo¨sende lineare Gleichungs-
system:
JM−1JTλ = −JM−1fe − c .
Somit lassen sich die internen Kra¨fte bestimmen, die die Zwangsbedingungen er-
fu¨llen, und dann die Bewegungsgleichung integrieren.
Es bleibt anzumerken, dass die Lagrange-Faktoren-Methode die Zwangsbedin-
gung nicht immer vollsta¨ndig erfu¨llt. Ist eine Zwangsbedingung vor der Integra-
tion verletzt, d. h. liegt schon ein konstanter Positionsfehler vor, so verschwin-
det der entsprechende konstante Term nach zweimaligem Ableiten. Somit wird
keine Kraft berechnet, die diesen Positionsfehler wieder ausgleichen wu¨rde. Des-
halb mu¨ssen Stabilisierungsverfahren eingesetzt werden, wie z. B. die Baumgarte-
Stabilisierung [Bau72], die zusa¨tzlich diese Fehlerterme mit in die Kraftberech-
nung aufnehmen. Abbildung 2.2 zeigt das Beispiel eines Partikels, welches durch
die Gravitation bewegt wird, mit dem entstehenden Fehler der Lagrange-Faktoren-
Methode. Das System hat die Zwangsbedingung C(x) := ‖x‖−1 = 0. Zweimaliges





v.Die Matrix J ist hier also der
Vektor, der vom Partikel zum Zentrum des Kreises zeigt, auf dem sich der Partikel
bewegen sollte.
8Jean-Baptiste le Rond d’Alembert, 1717-1783, war ein franzo¨sischer Mathematiker und Phy-
siker, bekannt fu¨r das d’Alembertsche Prinzip. Es besagt, dass die durch die Zwangskra¨fte ent-
stehende Verru¨ckung minimal sein muss.










Abbildung 2.2: Wird ein Partikel mit der Gravitation g = [0,−0.25]T
und der Zwangsbedingung C(x) := ‖x‖− 1 = 0 mit der Lagrange-Faktoren-
Methode mit einer Schrittweite von ∆t = 1 simuliert, entsteht ohne zu-
sa¨tzliche Stabilisierung ein Fehler. Die simulierten Positionen des Partikels
x1, . . . ,x5 liegen nicht mehr wie gefordert auf dem Kreis.
Wird die Lagrange-Faktoren-Methode zur Simulation von Starrko¨rper eingesetzt,
wirkt die berechnete Kraft auf einen in lokalen Koordinaten gespeicherten Punkt
des Starrko¨rpers. Deswegen verwendet Wagner [Wag01] das sogenannte Konnek-
torenprinzip, das die Zwangsbedingungen in Abha¨ngigkeit lokaler Koordinaten be-
schreibt. Somit lassen sich die Zwangsbedingungen fu¨r Starrko¨rper, auch unter
Verwendung von Quaternionen, sehr einfach beschreiben.
2.5.2 Impulsbasierte Methode
Die von Bender [Ben07a] vorgestellte impulsbasierte Methode ist a¨hnlich zur
Lagrange-Faktoren-Methode, verwendet jedoch Impulse, um die Zwangsbedin-
gungen einzuhalten. Auch hier wird zwischen holonomen und nicht-holonomen
Zwangsbedingungen unterschieden. Ziel der impulsbasierten Methode ist es, Kor-
rekturimpulse zu finden, so dass nach der Integration die Zwangsbedingungen des
Systems erfu¨llt sind. Im Gegensatz zur Lagrange-Faktoren-Methode ko¨nnen mit
der impulsbasierten Methode auch Fehler korrigiert werden, die schon vor der In-
tegration vorhanden sind. Positionen bzw. Geschwindigkeiten werden auf die Man-
nigfaltigkeit projiziert, in der die Zwangsbedingungen erfu¨llt sind. Somit wird kein
zusa¨tzliches Stabilisierungsverfahren beno¨tigt.
Ein Korrekturimpuls p, der auf einen Ko¨rper der Masse m wirkt, bewirkt eine
sofortige Geschwindigkeitsa¨nderung ∆v, a¨hnlich zu dem Zusammenhang zwischen
Beschleunigung und Kraft:
p = m∆v .
Zur Herleitung des Verfahrens werden zuna¨chst nur holonome Zwangsbedingungen
C(x) eines Systems betrachtet, die nicht von der Zeit9 abha¨ngen. Mit Hilfe der
9Ansonsten ergeben sich noch zeitabha¨ngige Ableitungsterme von C.
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zeitlich integrierten Positionen des Systems





wobei M die diagonale Massematrix aller Ko¨rper ist und v die durch die externe
Kraft integrierten Geschwindigkeiten, erha¨lt man den Fehler der Zwangsbedin-
gung, der durch den zu bestimmenden Korrekturimpuls p null sein soll:
C(x(t+ ∆t)) = 0 .
Durch Taylor-Entwicklung der Zwangsbedingung zum Zeitpunkt t mit J = ∂C
∂x
ergibt sich:
C(x(t+ ∆t)) ≈ C(x) + ∆tJv + ∆tJM−1p
≈ C(x + ∆tv) + ∆tJM−1p = 0 .
Die Funktion C(x + ∆tv) wird auch Vorschaufunktion genannt, da sie den Fehler
nach der Integration ohne angewendeten Korrekturimpuls liefert. Hieraus ergibt
sich der zu berechnende Korrekturimpuls
JM−1p = − 1
∆t
C(x + ∆tv) .
Wie bei der Lagrange-Faktoren-Methode wird der Korrekturimpuls auf die Rich-
tung des Gradienten von C beschra¨nkt
p = JTλ ,
woraus sich das zu lo¨sende lineare Gleichungssystem ergibt:
JM−1JTλ = − 1
∆t
C(x + ∆tv) . (2.12)
Wegen der Linearisierung der Zwangsbedingung ist der Fehler nach der Anwen-
dung der Korrekturimpulse nicht zwangsweise null. Deswegen wird, a¨hnlich zum
vereinfachten Newton Verfahren, die Nullstelle iterativ gesucht, bis der Fehler der
Vorschaufunktion unter einem vorgegebenem ε liegt:







2. Aktualisiere Geschwindigkeiten: v := v + M−1p.
3. Falls C(x + ∆tv) > ε gehe zu Schritt 1.
Die Verwendung des vereinfachten Newton Verfahrens hat den Vorteil, dass die
Jacobimatrix J nur an der Stelle x ausgewertet werden muss und sich somit nicht
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in jeder Iteration a¨ndert. Im Gegensatz dazu muss in der im Abschnitt 2.5.3 vorge-
stellten positionsbasierten Methode, welche a¨hnlich zum klassischen Newton Ver-
fahren ist, J in jeder Iteration neu bestimmt werden. Hat man na¨mlich ein System
mit nicht-zyklischen Zwangsbedingungen gegeben, d. h. die verbundenen Ko¨rper
bilden keine geschlossene Kette, so kann, wie in [Ben07b] vorgestellt, die Glei-
chung (2.12) in linearer Zeit gelo¨st werden, da die Faktorisierung mit linearem
Aufwand berechnet werden kann. Ein a¨hnliches Verfahren wurde von David Bar-
aff [Bar96] fu¨r die Lagrange-Faktoren-Methode vorgestellt. Da das Newton Ver-
fahren jedoch, abha¨ngig vom Startwert, nicht immer konvergiert, findet die im-
pulsbasierte Methode auch nicht immer eine Lo¨sung. Ein ausfu¨hrlicher Vergleich
zwischen der impulsbasierten Methode und der Lagrange-Faktoren-Methode findet
sich in [SBP05]. Er zeigt die Korrektheit des Verfahrens, indem die Fehlerordnung
beider Verfahren miteinander verglichen wird. Abbildung 2.3 zeigt das Vorgehen












Abbildung 2.3: Wird ein Partikel mit der Gravitation g = [0,−0.25]T und
der Zwangsbedingung C(x) := ‖x‖−1 = 0 mit der impulsbasierten Methode
mit einer Schrittweite von ∆t = 1 simuliert (rechts), bleibt das Partikel wie
gewu¨nscht auf der Kreisbahn. Die unausgefu¨llten Punkte sind hier die inte-
grierten Positionen vor der Anwendung der Korrekturimpulse. Die Methode
konvergiert allerdings nicht immer. Dies wird in diesem Beispiel anhand der
Korrektur ersichtlich (links mit g = [0,−0.75]T schwarze Punkte), da der
Fehler aus der Vorschaufunktion (rot) entlang des Gradienten J korrigiert
wird. Die so korrigierte Position muss aber, z. B. bei g = [0,−1.25] (gru¨n),
nicht mehr in der Na¨he des Kreises landen.
Eine weitere Mo¨glichkeit zur Erfu¨llung der Zwangsbedingungen ist die iterati-
ve Methode. Um das lineare Gleichungssystem (2.12) zu lo¨sen, kann eine LU-
Faktorisierung der Matrix bestimmt werden. Da diese Matrix jedoch positiv semi-
definit ist, kann mit Hilfe des Gauss-Seidel-Verfahrens [CPS92] λ iterativ bestimmt
werden. Die iterative impulsbasierte Methode geht nun a¨hnlich wie das Gauss-
Seidel-Verfahren vor, fasst aber die Schleife des Newton-Verfahrens mit der Schleife
zum Lo¨sen des Gleichungssystems zusammen und berechnet die Korrekturimpulse
fu¨r die Zwangsbedingungen nacheinander.
Das Verfahren ist wie folgt:
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Iteriere u¨ber alle Zwangsbedingungen Ci, solange C(x + ∆tv) > ε
1. Berechne die Korrekturimpulse pj, fu¨r die von der Zwangsbedingung Ci
betroffenen Ko¨rper j.
2. Aktualisiere die Geschwindigkeiten vj der betroffenen Ko¨rper.
Da sich dann jedoch nach jedem Korrekturschritt die Vorschaufunktion und somit
die rechte Seite des linearen Gleichungssystems (2.12) a¨ndert, ist die iterative Me-
thode leicht verschieden zur Gauss-Seidel-Methode. Der Vorteil dieser Vorgehens-
weise ist, dass Ungleichungen somit direkt behandelt werden ko¨nnen. Alternativ
kann jedoch auch das projizierte Gauss-Seidel-Verfahren [CPS92] verwendet wer-
den, das das durch die Hinzunahme der Ungleichungen enstehende lineare Komple-
mentarita¨tsproblem lo¨st. A¨hnlich zur iterativen Methode geht auch das Verfahren
von Weinstein et al. [WTF06] vor. Anstatt jedoch den Korrekturimpuls durch
die linearisierte Zwangsbedingung zu bestimmen, wird das Newton-Verfahren ver-
wendet, um die nicht-lineare Gleichung zu lo¨sen und solange u¨ber alle Zwangsbe-
dingungen iteriert, bis diese erfu¨llt sind. Diese Iterationen sind deswegen wichtig,
da die Korrekturimpulse fu¨r eine Zwangsbedingung eine andere Zwangsbedingung
wieder verletzen ko¨nnen.
Nach der Positionskorrektur mu¨ssen in der impulsbasierten Methode noch die Ge-
schwindigkeitsbedingungen gelo¨st werden. Wie bei den holonomen Bedingungen
wird die Zwangsbedingung linearisiert, um die Korrekturimpulse zu bestimmen.
Liegen nur lineare Geschwindigkeitsbedingungen vor, so erha¨lt man die Korrektur-
impulse durch einmaliges Lo¨sen von Gleichung (2.12) und beno¨tigt keine Newton-
Iterationen.
2.5.3 Positionsbasierte Methode
Ein a¨hnliches Verfahren zur impulsbasierten Methode ist die positionsbasierte Me-
thode [MHHR07, Mu¨l08]. Anstatt Impulse zu bestimmen, die zur Erfu¨llung der
Zwangsbedingung fu¨hren, werden in diesem Verfahren die Positionen direkt ver-
schoben. Dies hat allerdings den Nachteil, dass Geschwindigkeitsbedingungen nicht
verwendet werden ko¨nnen. In der impulsbasierten Methode werden die Impulse an-
hand einer Vorschaufunktion bestimmt, so dass nach der Integration die Zwangsbe-
dingungen erfu¨llt sind. In der positionsbasierten Methode hingegen wird zuna¨chst
integriert und dann werden Positionskorrekturen gesucht, um die Zwangsbedingun-
gen zu erfu¨llen. Es wird also eine Projektion auf den gu¨ltigen Zustandsraum vor-
genommen. Wegen der Nichtlinearita¨t der Zwangsbedingungen wird das Newton-
Verfahren verwendet, um diese Projektion zu bestimmen.
Sei x die integrierte Position der Ko¨rper im System, C die Zwangsbedingungen
und ∆x die gesuchte Positionskorrektur. Mit Hilfe der Taylor-Entwicklung von C
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um x erha¨lt man mit J = ∂C
∂x
die linearisierte Form der Zwangsbedingungen, die
nach der Positionskorrektur erfu¨llt sein sollen:
C(x + ∆x) ≈ C(x) + J∆x = 0 .
Um wieder die kleinste Positionsa¨nderung zu erhalten, wird die Positionskorrektur
auf den Gradienten beschra¨nkt:
∆x = JTλ .
Der Unterschied zur impulsbasierten Methode ist hier, dass sich J in jedem
Newton-Iterationsschritt a¨ndert. In der impulsbasierten Methode war x die noch
nicht integrierte Position, die sich also wa¨hrend der Newton-Iteration nicht vera¨n-
dert hat. Hier hingegen wird x in jedem Schritt vera¨ndert, womit sich auch der
Gradient J a¨ndert.
Anstatt ein lineares Gleichungssystem zu lo¨sen, werden solange iterativ Positions-
korrekturen gesucht, bis alle Zwangsbedingungen erfu¨llt sind oder eine maximale
Anzahl an Iterationen erreicht ist. Fu¨r eine Zwangsbedingung C(x1, . . . ,xn), die
von den Positionen x1, . . . ,xn abha¨ngt, ergibt sich somit die Positionskorrektur
∆xi fu¨r einen Punkt mit ∇xiC(x1, . . . ,xn) = ∂C(x1,...,xn)∂xi durch
∆xi = − C(x1, . . . ,xn)∑n
j=1 ‖∇xiC(x1, . . . ,xn)‖2
∇xiC(x1, . . . ,xn) .
Um eine korrekte Interaktion zwischen Ko¨rpern unterschiedlicher Massen zu reali-
sieren, kann die Positionskorrektur mit den skalaren Gewichten wi fu¨r jeden Ko¨rper
gewichtet werden, womit man die gewichtete Positionskorrektur erha¨lt:
∆xi = − wiC(x1, . . . ,xn)∑n
j=1wj‖∇xiC(x1, . . . ,xn)‖2
∇xiC(x1, . . . ,xn) . (2.13)
Die Gewichte wi =
1
mi
werden auf die inverse Masse der Ko¨rper gesetzt. Dies ist
in der impulsbasierten Methode automatisch durch die Verwendung der Impulse
realisiert worden, bei der die Gewichte in der inversen Massematrix zu finden sind.
Der Ablauf eines Integrationsschrittes ist in der positionsbasierten Methode also
wie folgt:
• Integriere die Geschwindigkeiten vi der Ko¨rper.
• Speichere alte Positionen xi = xi.
• Integriere die Positionen xi der Ko¨rper.
• Projiziere Positionen auf den Lo¨sungsraum mit Hilfe des Newton-Verfahrens:
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Bestimme Korrekturen aller Zwangsbedingungen Ci:
1. Berechne Korrekturen ∆xj fu¨r alle von der Zwangsbedingung Ci
abha¨ngigen Ko¨rper nach Gleichung (2.13).
2. Aktualisiere die Positionen xj := xj + ∆xj.








Abbildung 2.4: Simulation eines Partikel, das durch die Gravitation
g = [0,−0.25]T mit Zwangsbedingung C(x) := ‖x‖ − 1 = 0 mit Hilfe der
positionsbasierten Methode simuliert wurde. Iterationen sind hier nicht no¨-
tig, da durch einmalige Positionskorrektur das Partikel auf dem Kreis zum
Liegen kommt. Unausgefu¨llte Punkte repra¨sentieren die integrierten Parti-
kelpositionen vor der Korrektur.
Im Vergleich zur impulsbasierten Methode wird also das klassische Newton-
Verfahren verwendet, bei dem in jedem Schritt der Gradient neu berechnet werden
muss. Dies hat den Vorteil, dass das Verfahren schneller konvergiert. Allerdings
ist die positionsbasierte Methode deswegen nicht immer schneller als die impuls-
basierte Methode, da in der impulsbasierten Methode der Gradient nur einmal
ausgewertet werden muss. Abbildung 2.4 zeigt das simulierte Ergebnis des Bei-
spiels aus Abschnitt 2.5.1 mit Hilfe der positionsbasierten Methode. Hier mu¨ssen
keine Iterationen angewendet werden, um zur Lo¨sung zu gelangen, da das Partikel
durch einmaliges Anwenden der Positionsverschiebung auf dem Kreis zum Liegen
kommt. Allerdings da¨mpft das Verfahren die Bewegung des Partikels (vergleiche
Abbildung 2.3 mit Abbildung 2.4).
2.5.4 Kra¨ftebasierte Methode
Im Unterschied zu den bisher vorgestellten Verfahren lo¨st die hier vorgestellte kra¨f-
tebasierte Methode, die ein Spezialfall der Penalty-Methode [Pla92] ist, bei der
noch Da¨mpfungsterme hinzukommen, die Zwangsbedingung in einem Zeitschritt
nicht exakt auf. Stattdessen wird eine Kraft bestimmt, so dass die Zwangsbedin-
gung mo¨glichst gut eingehalten wird. Dieses Verfahren eignet sich deswegen zur
Simulation von elastischen Modellen und wird fu¨r die in Kapitel 6 vorgestellte
Methode verwendet. Im Folgenden werden deshalb nur Partikel betrachtet.
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In der kra¨ftebasierten Methode wird zuna¨chst die potentielle Energie E in Abha¨n-
gigkeit der Zwangsbedingung C(x1, . . . ,xn) = 0, die von den Partikelpositionen
x1, . . . ,xn abha¨ngt, und der Steifigkeitskonstante k definiert:
E(x1, . . . ,xn) =
1
2
kC(x1, . . . ,xn)
2 ,
Zur Vereinfachung werden im Folgenden die Funktionsargumente weggelassen. Ist
die Zwangsbedingung erfu¨llt, so ist die Energie null. Je sta¨rker die Zwangsbedin-
gung verletzt ist, desto gro¨ßer ist sie.
Will man die skalarwertige Funktion E minimieren, so kann das Gradientenab-
stiegsverfahren verwendet werden. Da der Gradient in Richtung des steilsten An-
stiegs zeigt, wird der negative Gradient der Funktion E verwendet. Deswegen wird
die Kraft fi auf das i-te Partikel angewendet, die durch den negativen Gradienten
E bestimmt wird:





Die Kra¨fte wirken also immer in die Richtung, in der E und somit die Zwangsbe-
dingung C minimiert wird. Die letztendliche Kraft, die auf ein Partikel wa¨hrend
eines Simulationsschrittes einwirkt, ist dann die Summe aller Kra¨fte basierend auf
den Energien, die dieses Partikel beru¨cksichtigen. Wie gut die Zwangsbedingung
erfu¨llt wird, ha¨ngt also maßgeblich von der Steifigkeitskonstante k ab. Je nach
Integrationsverfahren kann ein zu groß gewa¨hltes k jedoch auch die Zwangsbe-
dingung verschlechtern und somit zur Instabilita¨t der Simulation fu¨hren, da sich
dann die Energie in jedem Simulationsschritt vergro¨ßert und somit die Zwangsbe-
dingung immer mehr verletzt wird. Beispiele fu¨r solche Zwangsbedingungen finden
sich z. B. in [BW98] oder in [THMG04].
Sollen diese Kra¨fte mit dem impliziten Euler-Verfahren integriert werden, so be-















Diese Matrizen bilden maßgeblich die Eintra¨ge der du¨nn besetzten Matrix aus
Gleichung (2.5). Da die zweiten Ableitungen, je nach Kraftfunktion, aufwa¨ndig zu
berechnen sind, bildet deren Berechnung meist ein Großteil des Rechenaufwands
der impliziten Integration.
2.6 Simulation von Stoffen
Kleidung bzw. allgemein Stoffe sind im Gegensatz zu den in Abschnitt 2.4 behan-
delten Starrko¨rpern deformierbar. Im Gegensatz zur Simulation elastischer Ko¨r-
per, wie sie in Kapitel 3 behandelt werden, gehen Stoffe allerdings nicht in ihre
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Ausgangslage zuru¨ck. Dennoch gibt es zwischen elastischen Ko¨rpern und Stof-
fen A¨hnlichkeiten. Elastische Ko¨rper ko¨nnen, je nach ihren Materialeigenschaften,
inkompressibel sein, d. h. sie erhalten ihr Volumen wa¨hrend der Deformation. Ei-
ne a¨hnliche Eigenschaft besitzen Stoffe. Im Allgemeinen lassen sich diese na¨mlich
nicht beliebig dehnen. Dies liegt daran, dass Stoffe durch die Verwebung von Fa¨den
erstellt werden, womit sie in der Richtung der Fa¨den nur begrenzt dehnbar sind.
Ein zu stark gedehnter Stoff erscheint deswegen meist unnatu¨rlich, a¨hnlich wie ein
deformierbarer Ko¨rper mit zu großem Volumenverlust unnatu¨rlich aussehen kann
(z. B. in Abbildung 6.5 oder Abbildung 7.9).
Abbildung 2.5: Um die Dehnbarkeit bei der Simulation von Stoffen zu
kontrollieren, werden Distanzgelenke zwischen benachbarten Partikeln ver-
wendet.
Ein Stoff kann z. B. durch eine Menge von Partikeln modelliert werden. Einen U¨ber-
blick u¨ber die Simulation von Stoffen findet sich in [MTV05]. Um die Dehnbarkeit
der Stoffe zu beschra¨nken, werden zwischen den Partikeln Zwangsbedingungen ein-
gefu¨gt. Diese ko¨nnen dann z. B. mit Hilfe von Kra¨ften [BW98] eingehalten werden.
Um jedoch einen garantiert nicht dehnbaren Stoff simulieren zu ko¨nnen, mu¨ssen
die Zwangsbedingungen exakt gelo¨st werden. Hierfu¨r kann z. B. die impulsbasierte
Methode, wie in der Arbeit von Bender et al. [BBD09b] vorgestellt, verwendet wer-
den. Das Simulationsmodell, wie es in Abbildung 2.5 zu sehen ist, besteht hier aus
einem Vierecksnetz von Partikeln, die u¨ber Distanzgelenke zwischen den Partikeln
i und j mit initialen Absta¨nden lij verbunden sind:
C(xi,xj) := ‖xi − xj‖ − lij = 0 .
Zusa¨tzlich wird die Geschwindigkeitsbedingung beru¨cksichtigt, die sich durch die
Ableitung der Positionsbedingung nach der Zeit t ergibt:
dC(xi,xj)
dt
= (vi − vj) xi − xj‖xi − xj‖ = 0 .
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Aus Dreiecksnetzen bestehende Modelle ko¨nnen nicht direkt benutzt werden, da
bei der Verwendung von Distanzgelenken auf den Dreieckskanten keine Scherung
mehr zugelassen werden wu¨rde. Wie in der Arbeit von Bender et al. [BDB11] ge-
zeigt, kann jedoch eine Kopplung zwischen dem urspru¨nglichem Dreiecksnetz und
einem speziellen Simulationsnetz vorgenommen werden, um diese Limitierung zu
umgehen. Somit ist es mo¨glich, aus Dreiecksnetzen bestehende Stoffe zu simulieren.
Mit diesem Ansatz simulierte Stoffe sind in Abbildung 2.6 abgebildet.
Abbildung 2.6: Durch die Verwendung von Zwangsbedingungen ko¨nnen
nicht dehnbare Stoffe simuliert werden, wie z. B. ein Tuch, das u¨ber eine Ku-
gel fa¨llt (links). Da beliebige Geometrie jedoch nicht durch Vierecksnetze,
wie z. B. ein rundes Tischtuch (rechts), repra¨sentierbar ist, muss eine Kopp-
lung zwischen dem Simulationsmodell und dem zu visualisierenden Modell,
wie in [BDB11] beschrieben, vorgenommen werden.
Da die zu simulierenden Stoffe weit mehr Freiheitsgrade als z. B. Starrko¨rper haben,
sind die zu lo¨senden Gleichungssysteme deutlich gro¨ßer. Um dennoch echtzeitfa¨-
hige Simulationen fu¨r komplexe Modelle realisieren zu ko¨nnen, kann die iterative
impulsbasierte Methode auf der Grafikkarte berechnet werden. Die Verwendung
der iterativen Methode hat den Vorteil, dass Zwangsbedingungen, die sich nicht
direkt gegenseitig beeinflussen, parallel abgearbeitet werden ko¨nnen. Hierfu¨r kann
das Simulationsnetz, wie von Bayer et al. [BBD09a] beschrieben, in vier unabha¨n-
gige Gruppen von Zwangsbedingungen eingeteilt werden, die jeweils parallel auf
der Grafikkarte gelo¨st werden. Zusa¨tzlich ko¨nnen bei der Berechnung der Korrek-
turimpulse schon berechnete Werte wiederverwendet werden, um die Rechenlast
weiter zu reduzieren [BDB09].
Kapitel 3
Simulation elastischer Ko¨rper
Im Gegensatz zur Simulation von Starrko¨rpern stellt die Simulation von Weich-
ko¨rpern eine gro¨ßere Herausforderung dar. Der Zustand eines Starrko¨rpers kann
durch wenige Parameter beschrieben und somit sehr schnell simuliert werden. Doch
schon bei der Simulation eines Kleidungsstu¨ckes steigt die beno¨tigte Rechenzeit
drastisch an, da deutlich mehr Freiheitsgrade beachtet und simuliert werden mu¨s-
sen. Im Gegensatz zur Kleidungssimulation beno¨tigen Verfahren zur Simulation
elastischer volumetrischer Ko¨rper jedoch meist mehr Rechenzeit, da es sich hier
um drei-dimensionale Ko¨rper handelt und somit noch mehr Freiheitsgrade beru¨ck-
sichtigt werden mu¨ssen.
Eine der ersten Arbeiten in der Computergrafik u¨ber die Simulation elastischer
Ko¨rper sind die Arbeiten von Terzopoulos et al. [TPBF87,TW88]. Dort wird das
elastische Verhalten von Ko¨rpern und die dazugeho¨rige Bewegungsgleichung de-
formierbarer Ko¨rper beschrieben und die Diskretisierung des kontinuierlichen Pro-
blems mittels finiter Differenzen gezeigt. Alternative Diskretisierungen fu¨r line-
ar elastische Ko¨rper sind z. B. die Finite-Elemente-Methode [OH99], die genauer
in Abschnitt 3.2 beschrieben wird, die Finite-Volumen-Methode [TBHF03], die
im Falle linearer Basisfunktionen identisch zur Finite-Elemente-Methode ist oder
die Randelementmethode [JP99], bei der eine Diskretisierung der Oberfla¨che des
Ko¨rpers vorgenommen wird. Rein die Oberfla¨che zu verwenden hat den Vorteil,
dass weniger Elemente fu¨r die Diskretisierung im Gegensatz zur Finite-Elemente-
Methode verwendet werden mu¨ssen und somit Rechenzeit eingespart werden kann.
Allerdings ist die Randelementmethode nur fu¨r leichte Deformationen geeignet,
da keine Informationen u¨ber das Deformationsverhalten im Inneren des Ko¨rpers
beru¨cksichtigt werden. Wu et al. [WDGT01] konnten zeigen, dass sich durch die
Verwendung adaptiver Verfahren basierend auf hierarchischen Netzen [Hop96] auch
nicht-linear elastische Ko¨rper interaktiv simulieren lassen. Dies ist z. B. fu¨r die me-
dizinische Simulation wichtig, da der Zusammenhang zwischen Spannung und Ver-
zerrung von Organen bei großen Deformationen nicht-linear ist. Adaptive Verfah-
34 Kapitel 3: Simulation elastischer Ko¨rper
ren werden oft verwendet, um die Komplexita¨t der Modelle zu reduzieren. Hierbei
ko¨nnen sowohl die Elemente, wie in der Arbeit von Capell et al. [CGC+02] beschrie-
ben, als auch die Basisfunktionen, wie im Verfahren von Grinspun et al. [GKS02]
gezeigt, unterteilt werden. Durch die Unterteilung kann eine bessere Approxima-
tion der Lo¨sung erreicht werden.
Alternativ zur diskretisierten Beschreibung des kontinuierlichen Modells elastischer
Ko¨rper werden Masse-Feder-Systeme [DSB99] verwendet, da sie meist schneller zu
berechnen sind und dennoch visuell plausible Resultate liefern. Bei einem kontinu-
ierlichen Modell strebt die Lo¨sung, wenn man die Diskretisierung feiner auflo¨st, ge-
gen die korrekte Lo¨sung des Modells und es liegt bei der Lo¨sung der Bewegungsglei-
chung sowohl eine zeitliche als auch eine ra¨umliche Disktretisierung vor. Bei einem
Masse-Feder-Modell hingegen muss die Bewegung bei feinerer Unterteilung nicht
gegen die korrekte Lo¨sung streben. Die Kra¨fte fu¨r ein Masse-Feder-System erge-
ben sich aus Zwangsbedingungen, wie in der Arbeit von Teschner et al. [THMG04]
beschrieben und ko¨nnen, wie in Kapitel 6 gezeigt, sehr schnell berechnet werden.
Daher ist das Verfahren von Teschner et al. [THMG04] fu¨r Echtzeitanwendungen
geeignet. Es wird in dem in Kapitel 6 entwickelten Verfahren verwendet und um
eine Volumenerhaltung erweitert.
Die Stabilita¨t von Masse-Feder-Systemen und Diskretisierungsverfahren wie der
Finite-Elemente-Methode ha¨ngt maßgeblich von der verwendeten Integration ab.
Nur durch die Verwendung impliziter Integrationsverfahren, wie in Abschnitt 2.3.2
beschrieben, ko¨nnen steife Materialien stabil simuliert werden. Um dies zu um-
gehen, ko¨nnen alternativ geometrisch motivierte Ansa¨tze, wie in der Arbeit von
Mu¨ller et al. [MHTG05] vorgestellt, verwendet werden. Diese werden ausfu¨hrlich
in Kapitel 7 behandelt.
Eine U¨bersicht u¨ber verschiedene Verfahren zur Simulation deformierbarer Ko¨rper
in der Computergrafik ist in [GM97] und [NMK+05] gegeben.
3.1 Kontinuierliches Modell
Elastische Ko¨rper werden in der Kontinuumsmechanik [MKN+04,OH99,NMK+05,
Sla02] durch eine gleichma¨ßige Massenverteilung beschrieben. Zuna¨chst wird der
Ko¨rper in seinem undeformierten Zustand durch seine Punkte beschrieben, deren
Koordinatenvektoren m ∈ R3 Materialkoordinaten genannt werden. Die Punkte
des deformierten und bewegten Ko¨rpers x(m) = u(m) + m erha¨lt man durch
Addition eines kontinuierlichen Vektorfeldes u(m). Die Koordinaten der Punkte x
werden auch als Weltkoordinaten bezeichnet. Abbildung 3.1 veranschaulicht diese
Beziehungen.






Abbildung 3.1: Die Materialkoordinaten m werden durch ein kontinuier-
liches Vektorfeld u(m) auf die Weltkoordinaten x(m) abgebildet, um den
deformierten Zustand des Objekts zu beschreiben.




























der invariant gegenu¨ber Rotation und Translation des Ko¨rpers ist, verwendet. Die
Matrix E ist hier die Einheitsmatrix. Alternativ kann, um Rechenoperationen ein-






















verwendet werden. Dieser sollte allerdings nur fu¨r kleine Deformationen eingesetzt
werden, da er gegenu¨ber Rotationen nicht invariant ist. Um den linearen Ten-
sor dennoch fu¨r große Deformationen einsetzen zu ko¨nnen, kann mit Hilfe einer
Polarzerlegung (siehe Anhang E) ∂x
∂m
= RA der Rotationsanteil eliminiert wer-
den [MG04,MDM+02]. Hierbei ist R eine orthonormale und A eine symmetrische
Matrix.
Wird ein linear-elastisches Material angenommen, erha¨lt man die Spannung σ im








wobei C mit gewissen materialspezifischen Elementen Cijkl ein Tensor vierten Gra-
des ist. Nimmt man ein isotropes, also ein in alle Richtungen gleich deformierendes
Material an, vereinfacht sich diese Beziehung zu
σ = λSpur(ε)E + 2µε ,
1Augustin Louis Cauchy, 1789-1789, war ein franzo¨sischer Mathematiker, der unter anderem
die lineare Elastizita¨tstheorie entwickelte.
2Robert Hooke, 1635-1702, war ein englischer Wissenschaftler, nach dem das proportionale
Gesetz zwischen Deformation und Kraft benannt ist.
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mit den materialspezifischen Konstanten λ und µ. Diese Parameter sind auch als
die Lame´3-Konstanten bekannt. Oft wird in der Literatur auch die Beziehung zwi-
schen Spannung und Verzerrung mit Hilfe des Youngschen4 Elastizita¨tsmoduls E















Diese beiden Konstanten geben die Materialeigenschaften anschaulicher an als die
Lame´-Koeffizienten. Das Youngsche Elastizita¨tsmodul beschreibt die Proportio-
nalita¨tskonstante des Hookeschen Gesetzes zwischen Spannung und Verzerrung.
Die Poissonsche Querdehnungszahl gibt an, wie sich das Volumen unter Spannung
vera¨ndert. Fu¨r ν = 1
2
ist der Ko¨rper volumenerhaltend. Ein Beispiel hierfu¨r ist
Gummi, der anna¨hernd volumenerhaltend ist. Negative Werte fu¨r ν gibt es selten,
hier dehnt sich das Material unter Druck aus. Solche Materialien werden als au-
xetische Materialien bezeichnet. Ein Material mit Poissonscher Querdehnungzahl
von anna¨hrend null ist z. B. Kork, weshalb dieser sich gut als Flaschenverschluss
eignet.
Soll sich das Modell zusa¨tzlich plastisch deformieren ko¨nnen, also nicht wieder
komplett in seine Ruhelage nach zu großer Krafteinwirkung zuru¨ck gehen, so kann
der Verzerrungstensor entsprechend modifiziert werden. In der Arbeit von O’Brien
et al. [OBH02] wird hierfu¨r der Verzerrungstensor in einen elastischen und einen
plastischen Teil zerlegt. Nur der elastische Anteil wird fu¨r die Berechnung des
Spannungstensors und der so resultierenden Kra¨fte verwendet. Somit wird ein Teil
der Deformation beibehalten.
Wie bei einer Feder ko¨nnen auch die Deformationen durch das Material geda¨mpft
werden. Hierfu¨r wird der Verzerrungsgeschwindigkeitstensor verwendet, der sich





Daraus kann analog zum Spannungstensor der Spannungsgeschwindigkeitstensor
σν bestimmt werden, der im isotropischen Fall wieder von zwei materialspezifischen
3Nach Gabriel Lame´, 1795-1870, einem franzo¨sischer Mathematiker, sind die Materialpara-
meter fu¨r linear-elastische, isotrope Materialien benannt.
4Thomas Young, 1773-1829, war ein englischer Physiker, nach dem die Materialkonstante
benannt wurde, die den Zusammenhang zwischen Spannung und Verzerrung angibt.
5Nach Sime´on Denis Poisson, 1781-1840, einem franzo¨sischer Mathematiker und Physiker,
wurde die elastische Konstante benannt, die den Zusammenhang zwischen Spannung und Volu-
menvera¨nderung angibt.
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Konstanten abha¨ngt. Da der Spannungsgeschwindigkeitstensor von der zeitlichen
Ableitung des Verzerrungstensors abha¨ngt, werden nur Deformationen und keine
Starrko¨rperbewegungen geda¨mpft.
Um die Kraft, die auf einen Punkt wirkt, berechnen zu ko¨nnen, muss zuna¨chst die
elastische potentielle Energie E und die da¨mpfende potentielle Energie D (verglei-
































Hierbei bezeichnet das Produkt · die Spur von εTσ. Die Kraft ist dann der ne-
gative Gradient nach der Position bzw. nach der Geschwindigkeit der jeweiligen
potentiellen Energie:




















Die so gewonnenen Kra¨fte ko¨nnen nun verwendet werden, um die Bewegungsglei-
chung elastischer Ko¨rper mit Masse m und externer Kraft f zu integrieren:
mx¨ = fε + fν + f .
Um diese Differentialgleichung zu lo¨sen, muss also nicht nur zeitlich, sondern auch
ra¨umlich diskretisiert werden. Wie im na¨chsten Kapitel zu sehen ist, la¨sst sich das
Volumenintegral durch die ra¨umliche Diskretisierung sehr einfach berechnen.
3.2 Diskretisierung des Modells
Um die Bewegungsgleichung linear-elastischer Ko¨rper lo¨sen zu ko¨nnen, muss zu-
na¨chst eine ra¨umliche Diskretisierung vorgenommen werden. Dies kann durch die
Finite-Elemente-Methode realisiert werden. Anstatt die Funktion x(m, t) direkt zu
bestimmen, werden bestimmte, noch unbekannte Positionen xi(t) := x(mi, t) des
Ko¨rpers gesucht. Dabei wird die kontinuierliche Funktion mit Hilfe der Positionen
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Im Allgemeinen (z. B. mit Hilfe der Galerkin Methode [KMBG08]) mu¨ssen die xi
mit Hilfe eines Optimierungsverfahrens bestimmt werden. Deswegen wird in der
Computergrafik oft die sogenannte explizite Finite-Elemente-Methode [OH99,DD-
CB01] eingesetzt, bei der lineare Basisfunktionen verwendet werden. Hier werden
Partikel fu¨r die Positionen xi verwendet und die Masse des Ko¨rpers auf die Partikel
verteilt. Fu¨r die ra¨umliche Unterteilung werden Tetraeder mit Ecken mi verwen-
det, u¨ber denen die Basisfunktionen Bi(m) linear sind, so dass Bi(mi) = 1 und
Bi(mj) = 0 fu¨r i 6= j.
Sei ein Tetraeder in undeformiertem Zustand mit den Ecken m1, . . . ,m4 gegeben,
so sind die Materialkoordinaten m u¨ber dem Tetraeder durch die baryzentrischen







m1 m2 m3 m4
1 1 1 1
]
b .
Die Weltkoordinaten x und die Geschwindigkeit v sind durch die deformierten Po-
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Die Matrix H kann vorberechnet werden, da sich die Materialkoordinaten mi wa¨h-
rend der Simulation nicht vera¨ndern. Bei der Netzgenerierung ist jedoch wichtig,
dass keine spitzwinkligen Tetraeder im Modell erzeugt werden, um numerische
Probleme bei der Berechnung von H zu vermeiden.
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Um die Kra¨fte fεi und f
ν
i zu bestimmen, die auf die Partikel des Tetraeders wirken,
mu¨ssen zuna¨chst die Tensoren, die sich maßgeblich aus den partiellen Ableitungen
von x und v nach m ergeben, bestimmt werden. Wegen der Linearita¨t von x(m)



















Die Kra¨fte aus den Gleichungen (3.1) und (3.2), die an den Partikeln wirken,
werden durch Integration u¨ber den Volumen V der Tetraeder bestimmt. Diese



























Hierbei sind hij die Elemente der Matrix H.
Da bei realistischen Materialkonstanten die resultierenden Kra¨fte sehr groß werden,
muss bei expliziter Zeitintegration die Schrittweite sehr klein gewa¨hlt werden, um
eine stabile Simulation zu gewa¨hrleisten. Fu¨r eine stabile implizite Integration
mu¨ssen zusa¨tzlich die Ableitungen der Kra¨fte nach der Position bzw. nach der








Setzt man diese Matrixblo¨cke fu¨r die einzelnen Partikel in den Matrizen K und D
zusammen, so erha¨lt man das zu lo¨sende Gleichungssystem6 mit der Diagonalma-
trix M, die die Massen der Partikel entha¨lt, aus Gleichung (2.5):(
M−∆tD−∆t2 K)∆v = ∆t f + ∆t2 Kv
6Die Vektoren f und v sind hier die Konkatenation aller Kra¨fte und Geschwindigkeiten der
einzelnen Partikel.
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Die Matrix K wird als Steifigkeitsmatrix und die Matrix D als Da¨mpfungsmatrix
bezeichnet.
Anstatt die Da¨mpfungsmatrix u¨ber den Verzerrungsgeschwindigkeitstensor zu be-
stimmen, kann D auch alternativ durch eine Linearkombination der Matrizen
M und K bestimmt werden [PO09]. Diese Methode nennt sich Rayleighda¨mp-
fung [LG95] und spart viel Rechenzeit, da die Berechnung der Matrizen meist
mehr Rechenzeit beno¨tigt als das Lo¨sen des Gleichungssystems.
Ein großes Problem bei der Berechnung des Verzerrungstensors stellen invertierte
Tetraeder dar, da die daraus resultierenden Kra¨fte die richtige Orientierung des
Tetraeders nicht wiederherstellen ko¨nnen. Ob ein Tetraeder invertiert ist, kann
anhand der Determinante von ∂x
∂m
u¨berpru¨ft werden. Ein Tetraeder ist genau dann




= det F > 0 .
Anstatt eine Matrix F mit negativer Determinante direkt zu benutzen, verwenden
Irving et al. [ITF04] eine Singula¨rwertzerlegung (siehe Anhang E zur Bestimmung
der Singula¨rwertzerlegung mit positiver Determinante) von F, um eine neue Matrix
mit positiver Determinante zu bekommen.
Alternativ zur Diskretisierung mit der Finite-Elemente-Methode mit Hilfe von Te-
traedern ko¨nnen auch sogenannte netzfreie Methoden eingesetzt werden. A¨hnlich
zur Finite-Elemente-Methode wird mit Hilfe von Basisfunktionen das zugrunde-
liegende Modell anhand von Partikeln diskretisiert. Der Vorteil von netzfreien
Methoden besteht darin, dass physikalische Effekte, wie z. B. das Brechen des
Ko¨rpers oder Aggregatszustandswechsel von fest zu flu¨ssig einfacher modellierbar
sind, da keine Topologiea¨nderungen betrachtet werden mu¨ssen. Anstatt eine feste
Topologie vorzugeben, werden die physikalischen Gro¨ßen an einem Punkt durch
bekannte, in Partikeln gespeicherte, physikalische Werte in einer Umgebung des
Punktes approximiert. Die Idee dieser Vorgehensweise wird auch bei Flu¨ssigkeits-
simulationen mit der Smoothed-Particle-Hydrodynamics-Methode verwendet, wie
sie sehr gut beschrieben in [AW09] oder in [Mon05] zu finden ist. Da die Smoothed-
Particle-Hydrodynamics-Methode konstante Funktionen im Allgemeinen nicht er-
halten kann, wu¨rden durch den somit approximierten Verzerrungstensor falsche
Kra¨fte bei Starrko¨rperbewegungen erzeugt7. Um dieses Problem zu umgehen, ver-
wenden Mu¨ller et al. [MKN+04] die Moving-Least-Squares-Methode [LS81]. Hier
muss nicht nur eine gewichtete Summe u¨ber benachbarte Partikel bestimmt wer-
den, sondern ein Gleichungssystem gelo¨st werden. Dabei wird ein Polynom gesucht,
das die Daten mo¨glichst gut approximiert. Dazu werden die Koeffizienten des Po-
lynoms ermittelt, die den quadratischen Fehler zwischen dem Polynom und den in
den Partikeln gespeicherten Werten minimiert. Da netzfreie Methoden im Allge-
meinen das Volumen nicht gut erhalten ko¨nnen, verwenden Mu¨ller et al. [MKN+04]
7Der Tensor wu¨rde sich bei Starrko¨rperbewegungen vera¨ndern.
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noch einen zusa¨tzlichen Kraftterm anhand der Determinante von F, um eine ne-
gative Determinante zu vermeiden.
Um die Diskontinuita¨ten bei Materialbru¨chen simulieren zu ko¨nnen, verwenden
Pauly et al. [PKA+05] spezielle Sichtbarkeitsbedingungen, um die Umgebung eines
Punktes in der Na¨he der Bru¨che korrekt darzustellen. Zusa¨tzlich ko¨nnen mit die-
ser Methode plausible Interpolationen zwischen verschiedenen Posen eines Ko¨rpers
realisiert werden, indem, wie in der Arbeit von Adams et al. [AOW+08] beschrie-
ben, zusa¨tzliche Kraftterme verwendet werden. Die Behandlung von Zwangsbe-
dingungen, wie sie z. B. fu¨r die Interaktion von Starrko¨rpern und deformierbaren
Ko¨rpern mit Hilfe netzfreier Methoden beno¨tigt wird, ist in der Arbeit von Markus
Becker [Bec09] beschrieben. Eine ausfu¨rliche U¨bersicht u¨ber verschiedene netzfreie
Methoden findet sich in [FM04].
3.3 Volumenerhaltung
Die Simulation volumenerhaltender Ko¨rper ist sehr wichtig fu¨r Animationen, da
ein zu großer Volumenverlust unnatu¨rlich aussehen kann. Doch nicht nur fu¨r Ani-
mationen spielt die Volumenerhaltung eine wichtige Rolle. Auch bei der Simula-
tion von Organen, wie z. B. bei der Simulation von Muskeln [HJCW06], ist die
Volumenerhaltung wichtig. Da Organe zum Großteil aus Wasser bestehen, das na-
hezu inkompressible Eigenschaften aufweist, sollte das Volumen akkurat erhalten
bleiben. Andere Anwendungsgebiete fu¨r volumenerhaltende Deformationen sind
z. B. Skinning-Verfahren [vFTS08], bei denen ein Netz, das u¨ber ein Skelett gelegt
wird, nach der Deformation zur Volumenerhaltung nochmals angepasst werden
muss. In [vFTS08] wird ein skalarer Faktor durch Lo¨sen einer kubischen Gleichung
bestimmt, der verwendet wird, um das Netz so zu skalieren, dass das Volumen
wa¨hrend der Deformation erhalten bleibt. Dies stellt allerdings eine globale Vo-
lumenerhaltung dar. Da bei Skinning-Verfahren jedoch unterschiedliche Teile des
Netzes mit unterschiedlichen Knochen bewegt werden, kann ein hierarchisches Vor-
gehen realisiert werden, so dass bei einer Volumenkorrektur nur die Teile des Netzes
vera¨ndert werden, die zum aktuell bewegten Knochen geho¨ren.
Fu¨r Masse-Feder-Systeme, wie in der Arbeit von Teschner et al. [THMG04], werden
meistens spezielle Kraftfunktionen definiert, um einen zu großen Volumenverlust zu
verhindern. So verwenden z. B. Nedel und Thalmann [NT98] spezielle Federkra¨fte,
um das Volumen bei der Deformation von Muskeln besser zu erhalten. Dieses
Verfahren garantiert keine exakte Volumenerhaltung. In Kapitel 5 wird daher eine
Mo¨glichkeit vorgestellt, wie das Volumen bei einem Masse-Feder-System mit Hilfe
von Impulsen korrekt erhalten werden kann.
Fu¨r kontinuierliche Modelle hingegen sagt die Theorie, dass das Volumen genau
dann erhalten wird, wenn fu¨r die Poissonsche Querdehnungszahl ν = 1
2
gilt. Je nach
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Diskretisierungsverfahren ergeben sich hieraus in der Praxis Probleme. Da netzfreie
Methoden die physikalischen Gro¨ßen nur anhand der Partikel in einer Umgebung
scha¨tzen, muss meist noch eine zusa¨tzliche Kraft angewendet werden [MKN+04],
um einen zu großen Volumenverlust zu vermeiden.
Abbildung 3.2: Wird die Poissonsche Querdehnungszahl ν = 0.45 ver-
wendet (Mitte), so entsteht ein Volumenverlust von u¨ber 15% bei der De-
formation der Kugel. Durch Verwendung einer gro¨ßeren Querdehnungszahl
(ν = 0.499) reduziert sich der Volumenverlust zwar auf 2% (unten), es kommt
jedoch aufgrund der Verklemmungsprobleme zu unscho¨nen Artefakten. Die
Methode von Irving et al. [ISF07] lo¨st dieses Problem durch Projektion der
Geschwindigkeiten auf ein divergenzfreies Geschwindigkeitsfeld und kann so-
mit den Volumenverlust auf 1% reduzieren (oben). Quelle: [ISF07].
Bei der expliziten Finite-Elemente-Methode treten außerdem sogenannte Verklem-
mungsprobleme auf. Fu¨r eine perfekte Volumenerhaltung mu¨sste jeder einzelne Te-
traeder sein Volumen erhalten. Ein Tetraedernetz mit n Partikeln hat 3n Freiheits-
grade, aber ungefa¨hr 4n Tetraeder8. Formuliert man dieses Problem mit Zwangs-
bedingungen, so erha¨lt man also ein u¨berbestimmtes Gleichungssystem, worauf
die Verklemmungsprobleme zuru¨ckzufu¨hren sind. Das Verklemmungsproblem bei
der Verwendung einer großen Querdehnungszahl zeigt Abbildung 3.2. Um dieses
Problem zu lo¨sen, schlagen Irving et al. [ISF07] vor, eine kleinere Querdehnungs-
zahl zu verwenden und stattdessen das Volumen jedes Eins-Rings9 von Tetraedern
um einen Partikel herum zu erhalten. Um dies zu realisieren, wird, a¨hnlich wie
bei der Flu¨ssigkeitssimulation [Bri08], eine Projektion der Geschwindigkeiten auf
ein divergenzfreies Geschwindigkeitsfeld berechnet. Diese Idee wird im Verfahren
8Bei Ko¨rpern ohne Rand 5n.
9Der Eins-Ring eines Partikels besteht aus allen Tetraedern, die das Partikel enthalten.
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von Diziol et al. [DBB11], das in Kapitel 7 beschrieben wird, aufgegriffen, um
inkompressible Oberfla¨chen zu simulieren.
Deformieren sich Ko¨rper plastisch, d. h. kommen sie nicht mehr vollsta¨ndig in ih-
re Ruhelage zuru¨ck, kann zusa¨tzlicher Volumenverlust entstehen, wenn das von
O’Brien et al. [OBH02] vorgeschlagene Plastizita¨tsmodell verwendet wird. Deswe-
gen schlagen Bargteil et al. [BWHT07] ein Plastizita¨tsmodell vor, das das Volumen
besser erha¨lt. In der Arbeit von Irving et al. [ISF07] wurden keine plastischen De-
formationen verwendet, so dass hier nicht klar ist, wie sich das Verfahren unter
der Verwendung des Plastizita¨tsmodells von O’Brien et al. [OBH02] verha¨lt.
Auch fu¨r die in Kapitel 7 vorgestellte Geometrie-Anpassung wurde schon eine
einfache Volumenerhaltung vorgestellt. Das effiziente Verfahren von Rivers und
James [RJ07] hingegen realisiert keinerlei Volumenerhaltung. Dadurch kann es
zu Deformationen kommen, die nicht immer visuell plausibel aussehen. Deswegen
verwenden Takamatsu und Kanai [TK09] eine Skalierung des Netzes nach der De-
formation, a¨hnlich zu dem Ansatz in von Funck et al. [vFTS08]. Dies ermo¨glicht
jedoch nur eine globale Volumenerhaltung. Diese Limitierung wird mit dem in




Um zu verhindern, dass sich zwei Ko¨rper wa¨hrend der Simulation durchdringen,
mu¨ssen Kollisionen erkannt werden. Dies ist die Aufgabe der Kollisionserkennung.
Die so gewonnenen Informationen ko¨nnen dann verwendet werden, um die durch
die Bewegung der Ko¨rper entstandenen Durchdringungen wa¨hrend der Kollisions-
auflo¨sung zu beheben.
In dieser Arbeit wurden keine neuen Verfahren zur Kollisionserkennung und de-
ren Auflo¨sung entwickelt. Es werden lediglich bekannte Verfahren vorgestellt, die
fu¨r die in dieser Arbeit verwendeten Simulationen benutzt wurden. Da sich die-
se Arbeit mit deformierbaren Ko¨rpern bescha¨ftigt, werden hier nur Algorithmen
fu¨r deren Kollisionserkennung vorgestellt. Diese ko¨nnen auch fu¨r Starrko¨rper ver-
wendet werden. Allerdings gibt es auch spezielle Algorithmen fu¨r Starrko¨rper, wie
z. B. den GJK-Algorithmus [GJK88], die Kollisionen zwischen Starrko¨rpern deut-
lich schneller bestimmen ko¨nnen. Einen U¨berblick fu¨r die Kollisionserkennung von
Starrko¨rpern findet sich z. B. in [BETC12].
Prinzipiell wird ein Simulationsschritt mit Kollisionserkennung und -auflo¨sung wie
folgt realisiert: Zuna¨chst werden die Ko¨rper, die insbesondere von der Zeit abha¨n-
gen, integriert, um eine Vorschau der Ko¨rper zu erhalten. Mit den Vorschaupositio-
nen wird dann eine Kollisionserkennung durchgefu¨hrt. Fu¨r jede erkannte Durch-
dringung wird der Zeitpunkt bestimmt, an dem sich die Ko¨rper beru¨hren. Nun
wird der Simulationsschritt erneut durchgefu¨hrt und zwar bis zu dem Zeitpunkt,
an dem die erste Beru¨hrung und somit Kollision stattgefunden hat. Durch Hinzu-
fu¨gen einer Zwangsbedingung kann die Kollisionsauflo¨sung mit Hilfe von Newtons
Stoßgesetz, beschrieben in Abschnitt 4.2.1, die Geschwindigkeiten vera¨ndern, um
die Kollision korrekt zu behandeln. Da nur die Geschwindigkeiten, nicht aber die
Positionen der Ko¨rper vera¨ndert werden, mu¨ssen keine neuen Durchdringungen
gesucht werden. Leider ist der Zeitpunkt der Kollision im Allgemeinen analytisch
nicht bestimmbar. Dieser wird deswegen, z. B. mittels Bisektion des Zeitintervalls,
angena¨hert und der Simulationsschritt mit angepasster Schrittweite solange wie-
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derholt, bis keine Durchdringung von Ko¨rpern mehr vorliegt. Allerdings kann somit
die Schrittweite der Simulation sehr klein werden. Deswegen kann alternativ das
System mit einer festen Schrittweite simuliert werden, wobei die durch die Kol-
lisionen hinzugefu¨gten Zwangsbedingungen die Positionen der Ko¨rper vera¨ndern
mu¨ssen, um die Durchdringungen aufzulo¨sen. Somit ko¨nnen allerdings neue, noch
nicht erkannte Kollisionen entstehen. Um diese zu erkennen, muss die Kollisionser-
kennung erneut mit den neuen Vorschaupositionen durchgefu¨hrt, die so entstande-
nen Durchdringungen als neue Zwangsbedingungen dem System hinzugefu¨gt und
der Simulationsschritt wiederholt werden. Diese Schritte mu¨ssen solange wieder-
holt werden, bis keine Durchdringungen mehr vorliegen. Abbildung 4.1 zeigt ein















Abbildung 4.1: Um Zwangsbedingungen fu¨r kollidierende Ko¨rper in das
System hinzuzufu¨gen, wird zuna¨chst eine Kollisionserkennung fu¨r die Vor-
schaupositionen der Ko¨rper durchgefu¨hrt. Ko¨rper, die Teil einer Zwangsbe-
dingung fu¨r die Kollisionsauflo¨sung sind, werden rot dargestellt. Danach wird
das System mit den neuen Zwangsbedingungen integriert. Dies kann jedoch
zu neuen Kollisionen fu¨hren, womit erneut die Kollisionserkennung durchge-
fu¨hrt werden muss. Fu¨r neue Kollisionen werden zusa¨tzliche Zwangsbedin-
gungen eingefu¨gt, um einen komplett kollisionsfreien Zustand zu erhalten.
Fu¨r echtzeitfa¨hige Simulationen ist dieses Vorgehen jedoch nicht praktikabel. Die
Kollisionserkennung beno¨tigt einen Großteil der Rechenzeit eines Simulations-
schrittes. Deshalb wird in jedem Simulationsschritt die Kollisionserkennung nur
einmal durchgefu¨hrt. Nicht erkannte Kollisionen, die durch Lo¨sen der Zwangs-
bedingungen entstehen, werden erst im na¨chsten Zeitschritt beru¨cksichtigt. Um
aber mo¨glichst viele solcher Fa¨lle auszuschließen, werden Zwangsbedingungen in
das System eingefu¨gt, schon bevor sich eine Kollision ereignet. Kommen sich zwei
Ko¨rper zu nahe, wird eine Zwangsbedingung eingefu¨gt, die das Durchdringen der
beiden Ko¨rper verhindern soll. Wie gut dieses Vorgehen funktioniert, ha¨ngt maß-
geblich mit dem Abstand zusammen, ab dem eine mo¨gliche Kollision in das System
eingefu¨gt wird. Effektiv mu¨sste der Abstand in Relation zur maximalen Geschwin-
digkeit aller Ko¨rper gewa¨hlt werden, um alle mo¨glichen Kollisionen im Vorfeld
zu erkennen. Je gro¨ßer der mo¨gliche Abstand gewa¨hlt wird, desto langsamer wird
allerdings die Kollisionserkennung, da mehr mo¨gliche Kollisionen gepru¨ft werden
mu¨ssen. Aus diesem Grund wird meist ein fixer Abstand gewa¨hlt.
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Die Kollisionserkennung fu¨r deformierbare Ko¨rper wird im folgenden Abschnitt
behandelt. Dabei wird auf die zwei hier verwendeten Modelle eingegangen - Drei-
ecksnetze und Tetraedernetze - die in dieser Arbeit verwendet werden. Die Kolli-
sionsauflo¨sung wird in Abschnitt 4.2 beschrieben.
4.1 Kollisionserkennung
Kollisionserkennungsalgorithmen ko¨nnen in zwei Kategorien eingeteilt werden:
Diskrete und kontinuierliche Kollisionserkennungen. Bei der diskreten Kollisions-
erkennung wird nur getestet, ob ein Ko¨rper zu einem vorgegebenen Zeitpunkt in
einen anderen Ko¨rper eingedrungen ist. Bei großen Geschwindigkeiten der Ko¨rper
oder bei großer Schrittweite ko¨nnen allerdings nicht alle Durchdringungen ermit-
telt werden. So kann es passieren, dass sich zwei Ko¨rper vor und nach der zeitlichen
Integration nicht durchdringen, ihre kontinuierliche Bewegung jedoch nicht kolli-
sionsfrei ist. Kontinuierliche Kollisionserkennungen verfolgen hingegen die Bahn,
auf der sich zwei Ko¨rper bewegen, um eine Kollision zu erkennen.
Je nach Simulationsmodell des Ko¨rpers gibt es verschiedene Algorithmen zur Kolli-
sionserkennung. Eine sehr effiziente Methode fu¨r die Kollisionserkennung zwischen
deformierbaren Ko¨rpern und Starrko¨rpern ist die Verwendung von Distanzfeldern.
Dem Starrko¨rper wird ein Distanzfeld zugeordnet, sodass sehr schnell entschie-
den werden kann, ob ein Partikel des deformierbaren Ko¨rpers im Starrko¨rper
enthalten ist. So verwenden beispielsweise Bridson et al. [BMF03] fu¨r animier-
te Charaktere mehrere Distanzfelder fu¨r die einzelnen Teile des Ko¨rpers, um die
Kollisionen mit der simulierten Kleidung zu erkennen. Die Aktualisierung der
Distanzfelder fu¨r deformierbare Ko¨rper ist selbst unter Verwendung der Fast-
Marching-Methode [OF02] zeitaufwa¨ndig. Deswegen werden fu¨r die Kollisionser-
kennung zwischen deformierbaren Ko¨rpern meist keine Distanzfelder, sondern die
in Abschnitt 4.1.2 und 4.1.3 beschriebenen Techniken eingesetzt. Einen U¨berblick
u¨ber verschiedene Algorithmen zur Kollisionserkennung deformierbarer Ko¨rper fin-
det sich z. B. in [TKZ+04].
Die Kollisionserkennung la¨uft gewo¨hnlich in zwei Schritten ab. In einem ersten
Schritt, der sogenannten in Abschnitt 4.1.1 beschriebenen Broad-Phase, werden
zuna¨chst Kollisionspaare von mo¨glichen miteinander kollidierenden Ko¨rpern er-
mittelt. In der Narrow-Phase werden diese Paare genauer auf Kollisionen unter-
sucht. Allerdings muss auch in der zweiten Phase eine schnelle Auswahl mo¨glicher
Kollisionskandidaten der einzelnen Primitiven anhand von verschiedenen Daten-
strukturen bzw. Algorithmen getroffen werden. Sonst mu¨ssten alle Primitive der
beiden Objekte auf Kollisionen u¨berpru¨ft werden. Dieser zusa¨tzliche Schritt wird
auch als Mid-Phase bezeichnet, da er zwischen der Broad-Phase und der Narrow-
Phase ausgefu¨hrt wird.
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4.1.1 Erkennung mo¨glicher Kollisionspaare
Sind in einem Simulationssystem n Ko¨rper vorhanden, mu¨ssen alle Paare von Ko¨r-
pern auf Kollision getestet werden. Dies bedeutet, dass n2 Kollisionstests durch-
gefu¨hrt werden mu¨ssen. Da zwischen den meisten Paaren jedoch keine Kollisionen
vorliegen, wird zuna¨chst eine Auswahl an Ko¨rpern getroffen, die auf Kollision zu
testen sind. Hierfu¨r wird der Algorithmus Sweep and Prune verwendet, den Baraff
in seiner Dissertation [Bar92] als Sort and Sweep vorgestellt hat.
Fu¨r jeden Ko¨rper wird in jedem Simulationsschritt der achsenparallele Hu¨llquader
bestimmt. Nur wenn sich diese Hu¨llquader zweier Ko¨rper schneiden, muss ein Kol-
lisionstest durchgefu¨hrt werden. Fu¨r jede ra¨umliche Achse besteht der Hu¨llquader
aus einem Intervall [ai, ei]. Die Hu¨llquader zweier Ko¨rper schneiden sich, falls sich
die beiden Intervalle auf allen drei Raumachsen u¨berlappen. Um die U¨berlappun-
gen der Intervalle zu finden, werden die Intervallgrenzen ai und ei fu¨r jede Raum-
achse mit O(n log n) Aufwand sortiert. Die u¨berlappenden Intervalle ko¨nnen in
O(n) ermittelt werden. Die zeitliche Koha¨renz zwischen den Simulationsschritten
wird zur weiteren Reduzierung der mittleren Laufzeit genutzt. Der vorangegange-
ne Simulationsschritt liefert eine Liste der sich u¨berlappenden Hu¨llquader, die zu
aktualisieren ist. Hierfu¨r werden in jeder Raumachse die aus dem vorangegange-
nen Simulationsschritt sortierten Intervalle abgelaufen. Wird eine Intervallgrenze
entdeckt, die im aktuellen Zeitschritt falsch einsortiert ist, wird durch sukzessives
Vertauschen der Intervallgrenzen die Sortierung wiederhergestellt. Dieses Vorgehen
ist auch als Insertionsort bekannt. Dabei ko¨nnen zwei Fa¨lle auftreten. Einerseits
kann die Vertauschung dazu fu¨hren, dass sich zwei Intervalle in der Sortierung
nicht mehr u¨berlappen. In diesem Fall wird das Kollisionspaar aus der Liste ent-
fernt. Fu¨hrt die Vertauschung andererseits zu einer Intervallu¨berlappung, werden
die Hu¨llquader auf U¨berlappung getestet. Dieser Test hat einen konstanten Zeit-
aufwand. In diesem Fall wird das Kollisionspaar in die Liste eingefu¨gt. Da durch
die zeitliche Koha¨renz in der Regel nur wenige Vertauschungen vorgenommen wer-
den mu¨ssen, liegt der mittlere Aufwand des Algorithmus in O(n). Die so gewon-
nene Liste von mo¨glichen Kollisionspaaren wird dann verwendet, um die Ko¨rper
auf echte Kollisionen zu pru¨fen. Je nach Sorte von Ko¨rpern werden spezielle Al-
gorithmen aufgerufen, die die Primitiven der Ko¨rper auf Kollisionen u¨berpru¨fen.
Die Narrow-Phase kann sehr leicht parallelisiert werden, indem jedem Thread ein
Kollisionspaar zugeteilt wird.
4.1.2 Kollisionserkennung fu¨r Tetraedernetze
Die in Kapitel 5 und 6 entwickelten Algorithmen verwenden Tetraedernetze zur
Simulation deformierbarer Ko¨rper. Da es bei hinreichend fein aufgelo¨sten Tetra-
edernetzen fu¨r visuell plausible Ergebnisse genu¨gt, Kollisionen zwischen Partikeln
und Tetraedern zu erkennen, wird auf Kollisionstests zwischen Kanten und Tetra-
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edern verzichtet. Tetraedernetze haben den Vorteil, dass der Test, ob ein Punkt im
Inneren des Ko¨rpers liegt, sehr einfach zu realisieren und somit eine Durchdringung
der beiden Ko¨rper schnell festzustellen ist. Ein Punkt liegt im Inneren des Ko¨r-
pers, wenn er in einem Tetraeder liegt. Allerdings ko¨nnen so nicht alle Kollisionen





Abbildung 4.2: Fu¨r eine schnelle Kollisionserkennung zwischen Partikeln
und Tetraedern werden die Partikel zuna¨chst in eine Hash-Tabelle eingefu¨gt.
Dabei entha¨lt die Hash-Tabelle fu¨r jede ihrer Zellen eine Liste aller Parti-
kel, die in der Zelle der Hash-Tabelle liegen. Danach wird der Hu¨llquader
des Tetraeders verwendet, um mo¨gliche Kollisionen der Partikel anhand der
Hash-Tabelle zu ermitteln.
Um zu verhindern, dass alle Ecken des Tetraedernetzes mit allen mo¨glichen Tetra-
edern auf Kollision getestet werden mu¨ssen, kann der Algorithmus von Teschner
et al. [THM+03] verwendet werden. Der Algorithmus unterteilt den Raum in Zel-
len gleicher Gro¨ße. Die Ecken des Tetraedernetzes werden in die Zellen eingefu¨gt.
Der achsenparallele Hu¨llquader wird fu¨r jeden Tetraeder bestimmt und alle Zel-
len betrachtet, die er schneidet. Fu¨r jede Ecke in einer betrachteten Zelle werden
die baryzentrischen Koordinaten im Bezug auf die Tetraederecken berechnet, um
so eine Durchdringung zu ermitteln. Teschner et al. verwenden keine Vorverarbei-
tung, wie in Abschnitt 4.1.1 beschrieben, um mo¨gliche Kollisionspaare zu ermit-
teln. Stattdessen wird eine Hash-Tabelle verwendet, um alle mo¨glichen Raumzellen
auf eine begrenzte Anzahl von Zellen abzubilden. Teschner et al. stellen empirisch
fest, dass die beno¨tigte Rechenzeit fu¨r die Kollisionserkennung stark von der Gro¨ße
der Zellen abha¨ngt. Eine optimale Laufzeit wird erreicht, wenn das Verha¨ltnis von
Kantenla¨nge der Zellen zur durchschnittlichen Kantenla¨nge des Tetraeder ungefa¨hr
eins ist. Sind die Zellen zu groß, mu¨ssen zu viele Ecken in den Zellen auf Kollision
mit einem Tetraeder getestet werden. Sind sie hingegen zu klein, u¨berlappt der Te-
traeder viele Zellen, womit unno¨tig viele Hash-Zugriffe notwendig sind. Allerdings
kann bei diesem Vorgehen keine optimale Zellengro¨ße fu¨r Ko¨rper mit unterschied-
lich fein aufgelo¨sten Tetraedernetzen gefunden werden. Deshalb wird in dieser Ar-
beit fu¨r jeden Ko¨rper ein eigenes Gitter mit angepasster Zellengro¨ße verwendet.
Wie in Abbildung 4.2 zu sehen ist, werden durch Kollisionen in der Hash-Tabelle
auch Punkte auf Kollision mit einem Tetraeder getestet, die ra¨umlich weit von-
einander entfernt sein ko¨nnen. Durch die Verwendung einzelner Hash-Tabellen fu¨r
jeden Ko¨rper ko¨nnen Kollisionen innerhalb der Hash-Tabelle verringert werden.
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Der Speicheraufwand ist bei geschickter Implementierung jedoch identisch, da der
Speicher fu¨r die Hash-Tabelle nur einmal allokiert werden muss. Sind Kollisions-
paare (Ki, Kj) aus der Vorverarbeitung gegeben, so werden diese zuna¨chst anhand
der Indizes des ersten Ko¨rpers sortiert. Die sortierte Liste der Kollisionspaare ent-
ha¨lt sowohl das Paar (Ki, Kj), als auch das Paar (Kj, Ki). Die Narrow-Phase wird
anhand der sortierten Kollisionspaare durchgefu¨hrt. A¨ndert sich der erste Ko¨r-
per im Kollisionspaar, muss die Hash-Tabelle neu bestimmt werden. Somit muss
fu¨r jeden Ko¨rper die Hash-Tabelle nur einmal bestimmt werden. Bei paralleler
Ausfu¨hrung der Narrow-Phase muss fu¨r jeden Thread eine Hash-Tabelle allokiert
werden.
Abbildung 4.3: Um die Auflo¨sungsrichtung zu bestimmen, werden zu-
na¨chst (links) die Kanten (rot) mit der Oberfla¨che geschnitten und die
Oberfla¨chennormalen der Schnittpunkte bestimmt (gru¨n). Aus den Norma-
len werden dann (Mitte) die Richtungen (rot) fu¨r die am Rand liegenden
Partikel bestimmt. Fu¨r weiter im Inneren liegende Partikel (rechts) werden
diese Richtungen propagiert.
Zur Realisierung einer Kollisionsauflo¨sung bei erkannter Kollision ist auch die Be-
stimmung der Richtung erforderlich, in der die Kollision aufzulo¨sen ist. Gerade bei
großen Durchdringungen bzw. sehr kleinen Tetraedern kann ein Partikel in einem
Tetraeder enthalten sein, der nicht am Rand des Tetraedernetzes liegt. Heidelber-
ger et al. [HTK+04] erweitern deswegen den urspru¨nglichen Ansatz von Teschner
et al., um die Richtungen zur Kollisionsauflo¨sung zu bestimmen. Zuna¨chst werden,
wie oben beschrieben, die Kollisionen der Partikel mit den Tetraedern bestimmt.
Fu¨r jede Kante, die ein kollidierendes und ein nicht kollidierendes Partikel be-
sitzt, wird der Schnitt der Kante mit der Oberfla¨che des Tetraedernetzes sowie die
Oberfla¨chennormale im Schnittpunkt bestimmt. Da ein Partikel mehrere ausgehen-
de Kanten besitzen kann, die mit der Oberfla¨che geschnitten werden, ergibt sich
die Richtung fu¨r die Kollisionsauflo¨sung aus dem Mittel aller bestimmten Oberfla¨-
chennormalen an den Schnittpunkten. Dabei werden die Oberfla¨chennormalen mit
dem Abstand des Partikels zur Oberfla¨che gewichtet. In einem zweiten Schritt wer-
den alle Richtungen fu¨r weiter im Inneren liegende kollidierte Partikel bestimmt.
Hierfu¨r wird, ausgehend von Partikeln mit schon bestimmter Richtung, sukzessi-
ve die Richtung nach innen propagiert, indem die Richtungen von u¨ber Kanten
verbundenen Partikeln gemittelt werden. Analog werden die Eindringtiefen der
Partikel nach innen propagiert, die zur Gewichtung der Richtungen verwendet
werden. Abbildung 4.3 veranschaulicht dieses Vorgehen schematisch. Heidelberger
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et al. [HTK+04] verwenden die so bestimmten Richtungen, um die Partikel mit
Hilfe von Kra¨ften wieder aus dem Netz zu ziehen. Somit wird die Durchdringung
allerdings nicht zwangsweise in einem Zeitschritt aufgelo¨st.
In dieser Dissertation hingegen wird die Richtung verwendet, um ausgehend vom
Partikel den Schnitt mit der Oberfla¨che zu bestimmen. Somit erha¨lt man einen
Punkt auf der Oberfla¨che, der fu¨r die Kollisionsauflo¨sung, wie sie in Abschnitt 4.2.1
beschrieben wird, verwendet werden kann.
Dieses Verfahren kann auch fu¨r die Kollision zwischen Starrko¨rpern und deformier-
baren Ko¨rpern verwendet werden. Hierfu¨r mu¨ssen nur hinreichend viele Punkte auf
der Oberfla¨che des Starrko¨rpers verteilt werden, die auf Kollision mit dem defor-
mierbaren Ko¨rper getestet werden. Fu¨r den Starrko¨rper kann ein Distanzfeld er-
zeugt werden, sodass auch die Ecken des Tetraedernetzes schnell auf Kollision mit
dem Starrko¨rper u¨berpru¨ft werden ko¨nnen. Die Richtung zur Kollisionsauflo¨sung
ergibt sich aus dem Gradient des Distanzfeldes.
4.1.3 Kollisionserkennung fu¨r geschlossene Dreiecksnetze
Im neuen in Kapitel 7 entwickelten Verfahren wird nur die Oberfla¨che eines Ko¨r-
pers verwendet und durch ein geschlossenes Dreiecksnetz repra¨sentiert. Die Ent-
scheidung, ob ein Punkt innerhalb des Ko¨rpers ist, kann somit nicht so einfach
wie bei einem Tetraedernetz getroffen werden. Auch Distanzfelder eignen sich hier
nicht, da die Zeit zum Aktualisieren des Distanzfeldes sehr rechenaufwa¨ndig ist.
Stattdessen muss eine kontinuierliche Kollisionserkennung verwendet werden, in
der gepru¨ft wird, ob ein Partikel wa¨hrend eines Simulationsschrittes auf ein Drei-
eck trifft. Zusa¨tzlich ko¨nnen Kante-Kante-Tests realisiert werden, die die Kollision
zwischen zwei Kanten bestimmen. Da die in Abschnitt 7.14 verwendeten Modelle
jedoch sehr hoch aufgelo¨st sind, genu¨gt fu¨r visuell plausible Ergebnisse meist die
Durchfu¨hrung von Punkt-Dreieck-Tests.
Um den kontinuierlichen Test durchzufu¨hren, ob ein Partikel mit einem Dreieck
kollidiert, muss wie in [Pro97] beschrieben eine kubische Gleichung gelo¨st werden.
Zusa¨tzlich wird u¨berpru¨ft, ob der Abstand eines Partikels zu einem Dreieck nahe
null ist, um fru¨hzeitig eine mo¨gliche Kollision zu erkennen. Da es sich hier um ein
geschlossenes Dreiecksnetz handelt, kann die Entscheidung, ob sich der Punkt in-
nerhalb des Ko¨rpers befindet, anhand der Dreicksnormalen getroffen werden. Es ist
sehr aufwa¨ndig, alle mo¨glichen Punkt-Dreieck-Tests durchzufu¨hren. Deshalb muss
die Anzahl an mo¨glichen Tests reduziert werden. Dies erfolgt durch sogenannte
Bounding Volume Hierarchien [LZ05], kurz BVH.
Der achsenparallele Hu¨llquader des Ko¨rpers wird quer zur la¨ngsten Achse in zwei
Teile zerlegt, die ungefa¨hr gleich viele Dreiecke enthalten. Die Unterteilung wird
solange fortgesetzt, bis in den Bla¨ttern des so entstehenden Baumes nur noch we-
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nige Dreiecke1 enthalten sind. Die Hu¨llquader der Knoten des Baumes werden so
gewa¨hlt, dass sie die Dreiecke vollsta¨ndig enthalten. Die Hu¨llquader einer Ebene
des Baumes ko¨nnen sich u¨berlappen. Zur Bestimmung mo¨glicher Kollisionskandi-
daten werden in jedem Zeitschritt die Hu¨llquader der Knoten aktualisiert. Liefert
die Broad-Phase ein mo¨gliches Kollisionspaar, wird, ausgehend von den Wurzeln
der beiden Ba¨ume, die U¨berlappung der in den Kindern gespeicherten Hu¨llqua-
der getestet. U¨berlappen sich die Hu¨llquader, wird rekursiv die U¨berlappung der
Hu¨llquader ihrer Kinder gepru¨ft, bis man gegebenenfalls bei zwei Bla¨ttern der Ba¨u-
me angelangt ist. Der so abgelaufene Baum wird auch BVH Testbaum genannt.
Ist man bei einem Blatt angekommen, wird fu¨r die in den Bla¨ttern gespeicherten
Primitiven ein Kollisionstest durchgefu¨hrt.
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Abbildung 4.4: Um mo¨gliche Kollisionen zwischen Primitiven schnell er-
mitteln zu ko¨nnen, werden die U¨berlappungen der Hu¨llquader durch Ablau-
fen des Testbaumes ermittelt. Nicht u¨berlappende Hu¨llquader werden durch
rote Kreuze dargestellt. Um den Baum nicht in jedem Zeitschritt komplett
ablaufen zu mu¨ssen, kann die Front (blau) in jedem Zeitschritt aktualisiert
werden. Der Baum muss dann nur noch, ausgehend von der Front, abgelaufen
werden.
Diese Vorgehensweise kann weiter verbessert werden, indem die zeitliche Koha¨renz
zwischen den Simulationsschritten ausgenutzt wird. Da sich die Ko¨rper wa¨hrend
eines Zeitschrittes nur wenig bewegen, ist davon auszugehen, dass sich die Menge
der u¨berlappenden Hu¨llquader der beiden Ba¨ume nicht signifikant a¨ndert. Anstatt
die Ba¨ume jeden Zeitschritt von den Wurzeln aus abzulaufen, wird ein inkremen-
telles Vorgehen verwendet, wie von Tang et al. [TMT10] vorgestellt. Hierfu¨r wird
eine Liste verwendet, die Paare von Knoten des Testbaumes aus dem letzten Zeit-
schritt beinhaltet. Sie entha¨lt Paare, deren Hu¨llquader sich im letzten Zeitschritt
nicht u¨berlappt haben bzw. deren Knoten Bla¨tter sind. Diese Liste wird als BVH





















































Abbildung 4.5: Ausschnitte aus einer Simulation mit komplexer Oberfla¨-
chengeometrie mit insgesamt 252541 Ecken und 503458 Dreiecken. Angege-
ben sind die Laufzeiten in Millisekunden mit den einzelnen Verbesserungen.
Vor allem die Ausnutzung zeitlicher Koha¨renz bei Punkt-Dreieck-Tests er-
gibt eine deutlich schnellere Laufzeit bei fast 100000 erkannten mo¨glichen
Kollisionen.
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Front bezeichnet. Ausgehend von der Front kann nun der Baum erneut abgelau-
fen werden, ohne alle Knoten von der Wurzel aus zu betrachten. U¨berlappen sich
die Knoten der Liste im aktuellen Zeitschritt, wird der Baum weiter nach un-
ten abgelaufen, so dass sich die Front weiter nach unten verschiebt. U¨berlappen
sich die Knoten jedoch auch im aktuellen Zeitschritt nicht, kann die Front weiter
nach oben verschoben werden, falls fu¨r alle Kinder des Vaters keine U¨berlappung
der Hu¨llquader vorliegt. Abbildung 4.4 veranschaulicht den Testbaum und dessen
Front. Zusa¨tzlich kann die Beobachtung ausgenutzt werden, dass ein Partikel, das
eine Kollision mit einem Dreieck hat, wahrscheinlich auch eine Kollision mit dem
gleichen Dreieck im na¨chsten Zeitschritt haben wird. Bevor der Baum abgelau-
fen wird, werden alle alten Punkt-Dreieck-Paare erneut auf Kollision getestet. Bei
einer erneuten Kollision werden alle weiteren Tests mit dem jeweiligen Partikel
u¨bersprungen. Abbildung 4.5 zeigt eine Szene von zerbrechlichen Modellen, die
durch Starrko¨rper modelliert wurden, zusammen mit den Laufzeiten der einzel-
nen Optimierungen. Die Bruchstellen wurden mit dem in [Kor11] beschriebenen
Verfahren erstellt. Fu¨r die Kollisionserkennung wurde das Dreiecksnetz der Starr-
ko¨rper verwendet. Die Dreiecksnetze der Szene bestanden aus insgesamt 252541
Ecken und 503458 Dreiecken, sodass die Kollisionserkennung zeitweise fast 100000
Kollisionen erzeugte. Durch das geschickte Ablaufen des Baumes konnten teilweise
fast 100ms Rechenzeit eingespart werden. Wegen der hohen Anzahl an Kontakten
wurde die Laufzeit durch Einsparung von Punkt-Dreieck-Tests sogar halbiert. Die
Laufzeitmessung erfolgte auf einem Intel Core i7 950.
4.2 Kollisionsauflo¨sung
Zur Realisierung der Kollisionsauflo¨sung wird zuna¨chst wieder vom Idealfall aus-
gegangen; d. h. es wird bis zu dem Zeitpunkt simuliert, an dem sich die Ko¨rper
beru¨hren und keine Durchdringung vorliegt. Somit besteht die Aufgabe der Kol-
lisionsauflo¨sung darin, die Geschwindigkeiten zu vera¨ndern. Dies kann wie in Ab-
schnitt 4.2.1 beschrieben nach Newtons Stoßgesetz realisiert werden. Hierbei sind
drei Fa¨lle anhand der Geschwindigkeiten zu unterscheiden. Im ersten Fall bewegen
sich zwei Ko¨rper aufeinander zu, so dass es zu einer Kollision kommt. Hier mu¨ssen
die Geschwindigkeiten vera¨ndert werden, um diese Kollision aufzulo¨sen. Bewegen
sich die Ko¨rper hingegen auseinander, so muss nichts getan werden, da es zu kei-
ner Kollision kommt. Im letzten Fall bewegen sich die Ko¨rper weder aufeinander
zu noch voneinander weg. Die Ko¨rper beru¨hren sich also weiterhin, sie bleiben in
Kontakt. Die Kollisionsauflo¨sung stellt somit Bedingungen an die Geschwindigkei-
ten, die in Form von Zwangsbedingungen formuliert und zu dem System mit den
schon vorhandenen Zwangsbedingungen hinzugefu¨gt werden. Anhand des zweiten
Falls wird auch ersichtlich, warum es sich um Zwangsbedingungen in Form von
Ungleichungen handelt. Da Positions- und Geschwindigkeitsbedingungen die Ge-
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schwindigkeiten beeinflussen, mu¨ssen alle Zwangsbedingungen fu¨r eine korrektes
Ergebnis gemeinsam aufgelo¨st werden.
In der Praxis werden oft Vereinfachungen vorgenommen, um dieses Problem effi-
zienter lo¨sen zu ko¨nnen. Zuna¨chst werden Positions- und Geschwindigkeitsbedin-
gungen, wie z. B. in [Ben07a], getrennt behandelt. Als erstes wird eine Korrektur
fu¨r die Positionsbedingungen durchgefu¨hrt. Diese vera¨ndert die Geschwindigkeiten
und Positionen. Sind alle Positionsbedingungen erfu¨llt, werden in einem zweiten
Schritt die Geschwindigkeiten anhand der Geschwindigkeitsbedingungen gea¨ndert,
ohne die Positionen zu aktualisieren. Wird nach der Positionskorrektur die Zeit
nur bis zu dem Zeitpunkt integriert, an dem sich die Ko¨rper gerade beru¨hren,
kann die Kollisionsauflo¨sung zusammen mit der Geschwindigkeitskorrektur durch-
gefu¨hrt werden. Da in [Ben07a] adaptive Schrittweiten verwendet werden, genu¨gt
es, Kollisionen durch Geschwindigkeitsbedingungen zu behandeln.
Unter Verwendung einer festen Zeitschrittweite ko¨nnen hingegen Durchdringun-
gen der Ko¨rper vorliegen. Wird bei einer Kollision nur die Geschwindigkeit nach
Newtons Stoßgesetz und die Position durch die daraus resultierenden Geschwin-
digkeiten vera¨ndert, muss die Durchdringung nicht zwangsweise aufgelo¨st worden
sein. Deswegen muss zusa¨tzlich eine Positionsbedingung eingefu¨gt werden, die si-
cherstellt, dass Durchdringungen aufgelo¨st werden. Um visuelle Artefakte zu ver-
meiden, muss allerdings zwischen Kollisionen und Kontakten unterschieden wer-
den. Ruht ein Ko¨rper auf einer festen, sich nicht bewegenden Fla¨che, sollte seine
Geschwindigkeit nach der Integration null sein und sich somit nicht bewegen. Die
Vorschau der Geschwindigkeit, die in die Zwangsbedingung eingeht, ist hingegen
nicht null. Wird nun Newtons Stoßgesetz angewendet, um die Kollision aufzulo¨sen,
kommt es bei der Simulation von Starrko¨rpern zu Vibrationen. Diese entstehen,
da in den Kontaktpunkten immer Impulse angewendet werden, die Newtons Stoß-
gesetz erfu¨llen. Durch die Verwendung von Kontakten wird dies jedoch verhindert,
da dann die relativen Geschwindigkeiten der beiden Ko¨rper identisch sein mu¨ssen
und sich nicht abstoßen. Auch bei deformierbaren Ko¨rpern ist diese Vorgehensweise
sinnvoll, um Vibrationen kollidierter Partikel zu verhindern.
Die Erfu¨llung aller Zwangsbedingungen fu¨r die Kollisionen und Kontakte kann zeit-
aufwa¨ndig sein, vor allem bei iterativer Auflo¨sung, besonders wenn viele Ko¨rper
aufeinander liegen. Aus diesem Grund beschleunigen Guendelman et al. [GBF03]
die Kollisionsauflo¨sung, indem sie, wie auch in [Ben07a] beschrieben, eine Schock-
fortpflanzung verwenden. Dieses Konzept wird in Abschnitt 4.2.2 behandelt.
4.2.1 Auflo¨sen der Kollisionen nach Newton
Die Kollisionserkennung liefert zwei Punkte a und b der Ko¨rper, zwischen denen
es zur Kollision kam, sowie die Kontaktnormale n, die zur Auflo¨sung verwendet
wird. Im Falle deformierbarer Ko¨rper ist a die Position eines Partikels und b ein
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Punkt auf der Oberfla¨che des anderen Ko¨rpers2. Die Kontaktnormale n ist dann
die Oberfla¨chennormale im Kontaktpunkt b. Aus den Geschwindigkeiten va und
vb in den Kontaktpunkten la¨sst sich die relative Geschwindigkeit u zwischen den
beiden Ko¨rpern in den Kontaktpunkten bestimmen:
u = va − vb .
Um die Fallunterscheidung zu treffen, ob ein Kontakt oder eine Kollision vorliegt,
muss die relative Geschwindigkeit u in Richtung der Kontaktnormalen bestimmt
werden:
u = uTn .
Ob ein Kontakt vorliegt, wird nach dem Kriterium von Mirtich [Mir96b] entschie-
den. Wird in der Kollisionserkennung ein Toleranzwert ε verwendet, um fru¨hzeitig
eine mo¨gliche Kollision zu erkennen, kann dieser Wert auch benutzt werden, um
einen mo¨glichen Kontakt zu bestimmen. Der Toleranzwert gibt einen Schlauch um
die Oberfla¨che des Ko¨rpers an. Ein Ko¨rper erreicht durch die Gravitation g aus




wenn er den Abstand ε zuru¨ck legt. Ein Kontakt liegt vor, falls |u| ≤ εv gilt. Fu¨r
u < −εv liegt eine Kollision vor. Andernfalls driften die beiden Ko¨rper auseinander
und die Geschwindigkeiten mu¨ssen nicht vera¨ndert werden.
Nach Newtons Stoßgesetz muss fu¨r die relative Geschwindigkeit u in Richtung der
Kontaktnormalen nach der Kollision gelten:
u = −eu .
Dabei ist e ∈ [0, 1] der Elastizita¨tskoeffizient des Ko¨rpers. Fu¨r e = 1 liegt der
vollelastische Stoß vor. Da fu¨r einen Kontakt die relative Geschwindigkeit null sein
muss, wird fu¨r einen Kontakt der Elastizita¨tskoeffizient auf null gesetzt. Somit kann
ein Korrekturimpuls pn bestimmt werden, der die Geschwindigkeit nach Newtons
Stoßgesetz vera¨ndert.








Hierbei ist ma die Masse
3 des Partikels in Punkt a. Die Masse mb in Punkt b ergibt
sich aus den Massen der drei Partikel des Dreiecks mit Positionen x1, x2, x3 und
2Kante-Kante-Tests werden in dieser Arbeit nicht beru¨cksichtigt. In diesem Fall wa¨ren a und
b zwei Punkte auf den entsprechenden Kanten.
3Fu¨r Festko¨rper a¨ndert sich die Gleichung zu pn =
1
nT(K1+K2)n
(u−u)n ab, wobei die Ki die
Matrizen der beiden Ko¨rper sind, die die Geschwindigkeitsvera¨nderung mit Hilfe des Tra¨gheits-
tensors beschreiben [GBF03].
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Geschwindigkeiten v1, v2, v3, in dem b liegt. Sie ist mb = αm1+βm2+γm3, wobei
mi die Massen der Partikel des Dreiecks sind und α, β und γ die baryzentrischen
Koordinaten von b bezu¨glich des Dreiecks. Der Impuls pn wird auf das Partikel in
Punkt a und der negative Impuls auf den Punkt b bzw. verteilt auf die drei Partikel
des Dreiecks angewendet. Um die Lage des Punktes b bezu¨glich des Dreiecks zu
beru¨cksichtigen, mu¨ssen die auf die Partikel xi angewendeten Impulse mit Faktoren
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gelten. Somit erha¨lt man fu¨r die Gewichte:
w1 =
α
α2 + β2 + γ2
w2 =
β
α2 + β2 + γ2
w3 =
γ
α2 + β2 + γ2
.




Zusa¨tzlich zu Newtons Stoßgesetz kann noch Reibung, wie sie z. B. in [GBF03]
beschrieben wird, simuliert werden. Das Coulombsche4 Reibungsgesetz sagt fu¨r
die Kra¨fte fn in Normalenrichtung und ft in Tangentialrichtung Folgendes u¨ber die
relative Geschwindigkeit ut in Tangentialrichtung t = ut/‖ut‖ aus:
‖ut‖ = 0 ⇒ ‖ft‖ ≤ µs‖fn‖
‖ut‖ 6= 0 ⇒ ft = −µd‖fn‖t .
Hierbei sind µs und µd die Koeffizienten fu¨r die statische und die dynamische
Reibung. Die statische bzw. dynamische Reibung ist auch unter dem Begriff der
Haftreibung bzw. Gleitreibung bekannt. Im ersten Fall liegt statische Reibung vor,
d. h. die Ko¨rper haben relativ zueinander keine Tangentialbewegung. Die Tan-
gentialkraft liegt dann im sogenannten Reibungskegel. Im Falle der dynamischen
Reibung wirkt eine Reibungskraft entgegen der tangentialen Bewegungsrichtung.
Zur Simulation der Reibung kann anstatt der Kraft auch der Impuls verwendet
werden. Zuna¨chst kann ein Impuls bestimmt werden, der statische Reibung simu-
liert. Die relative Geschwindigkeit u nach Anwendung des Impulses p soll keine
tangentiale Komponente mehr enthalten:









4Charles Augustin de Coulomb, 1736-1806, war ein franzo¨sischer Physiker.
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Fu¨r den so berechneten Impuls muss nach dem Coulombschen Gesetz Folgendes
gelten:
‖p− (pTn)n‖ ≤ µspTn .
Ist dies der Fall, liegt statische Reibung vor und der Impuls kann auf die bei-
den Ko¨rper angewendet werden. Andernfalls muss ein Impuls fu¨r die dynamische
Reibung bestimmt werden. Der anzuwendende Impuls p kann dann, um das Cou-
lombsche Gesetz fu¨r die dynamische Reibung zu erfu¨llen, in einen Normal- und
einen Tangentialanteil zerlegt werden, wobei p die La¨nge des Impulses in Norma-
lenrichtung ist:
p = pn− µdpt .


















nT (n− µdt) p .






















Abbildung 4.6: Wird bei der Kollisionsauflo¨sung bei fester Zeitschrittweite
nur die Geschwindigkeit vera¨ndert, hier z. B. mit ε = 0, kann eine Durch-
dringung nicht vollsta¨ndig aufgelo¨st werden. Deswegen mu¨ssen zusa¨tzlich
Positionsbedingungen hinzugefu¨gt werden.
Je nach gewa¨hltem Elastizita¨tskoeffizient lo¨st die Geschwindigkeitsbedingung eine
Durchdringung jedoch nicht komplett auf. Ein Beispiel hierfu¨r ist in Abbildung 4.6
zu sehen. Deswegen wird zusa¨tzlich folgende Positionsbedingung in das System
eingefu¨gt:
C := nT(a− b) ≥ 0 .
Da zuna¨chst Positionsbedingungen gelo¨st werden, wird die Durchdringung aufge-
lo¨st. Danach werden die Geschwindigkeitsbedingungen beru¨cksichtigt und somit
die Geschwindigkeiten fu¨r eine Kollision und einen Kontakt angepasst.
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4.2.2 Schockfortpflanzung
Die Kollisionsauflo¨sung von Guendelman et al. [GBF03] geht in zwei Schritten vor.
Zuna¨chst werden iterativ Kollisionen aufgelo¨st. Das Auflo¨sen einer Kollision kann
jedoch eine neue Kollision erzeugen. Anstatt alle Kollisionen komplett aufzulo¨sen,
wird dieser Vorgang nach einigen Iterationen abgebrochen. Die Ko¨rper haben dann
genu¨gend miteinander interagiert, um ein visuell plausibles Ergebnis zu erzeugen.
Da Vibrationen bei Starrko¨rpern sehr unnatu¨rlich wirken, mu¨ssen die Kontakte
korrekt aufgelo¨st werden. Bei einem Stapel von Starrko¨rpern, der auf einer festen
Ebene ruht, durchdringt bei der Vorschau nur der unterste Ko¨rper die Ebene. Alle
anderen Ko¨rper fallen gleichma¨ßig nach unten und durchdringen sich nicht. Wird
nun der Kontakt des untersten Ko¨rpers wiederhergestellt, wie es in Abbildung 4.7
zu sehen ist, durchdringen sich zwei andere Ko¨rper des Stapels. Es genu¨gt also
nicht, nur einige Iterationen der Kontaktauflo¨sung durchzufu¨hren. Um die An-















Abbildung 4.7: Ruhen Ko¨rper u¨bereinander auf einem Stapel, so kann die
Auflo¨sung der Kontakte viele Iterationen beno¨tigen, da sich die Kontakte
gegenseitig beeinflussen. In jeder Iteration der Kontaktauflo¨sung werden alle
Paare (jeweils rot gekennzeichnet) nacheinander korrigiert. Deswegen liegen
am Anfang der zweiten Iteration immer noch Durchdringungen vor.
Zuna¨chst wird ein Kontaktgraph erzeugt. Die Knoten des Kontaktgraphen repra¨-
sentieren die einzelnen Ko¨rper der Szene. Sind zwei Ko¨rper in Kontakt, wird eine
gerichtete Kante in den Graphen eingefu¨gt. Die Richtung der Kante wird anhand
der Lage der Ko¨rper entschieden, sodass die Kante vom unteren zum oberen Ko¨rper
zeigt. Welcher Ko¨rper unten ist wird anhand der Gravitationsrichtung bestimmt.
Dieser Graph kann verwendet werden, um die Kontaktauflo¨sung zu beschleunigen.
Nach einigen Iterationen der Kontaktauflo¨sung wird der Graph, ausgehend vom
untersten Element, nach oben abgelaufen. Die Ebenen in der die Ko¨rper liegen
und somit die Ablaufreihenfolge des Graphen werden durch topologisches Sortie-
ren bestimmt. Zuna¨chst werden die Kontakte zwischen den untersten Elementen
aufgelo¨st und die Ko¨rper danach “eingefroren”, indem die Massen auf unendlich
gesetzt werden. Die inversen Massen sind dann null. Die Anwendung weiterer Im-
pulse bewirkt somit keine Geschwindigkeitsvera¨nderung mehr. Danach werden fu¨r
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die Ko¨rper der na¨chsten Ebene des Graphen die Impulse fu¨r die Kontaktauflo¨-
sung bestimmt und angewendet. Diese Impulse vera¨ndern allerdings nur noch die
Geschwindigkeit der oberen Ko¨rper. Der Graph wird weiter abgelaufen bis alle
Kontakte gelo¨st sind. In seltenen Fa¨llen, z. B. bei im Kreis aufeinander liegenden
Dominosteinen, kann es im Graph zu Zyklen kommen. Alle im Zyklus vorkommen-
den Ko¨rper werden einer Ebene des Graphen zugeordnet. Abbildung 4.8 zeigt den


















Abbildung 4.8: Ko¨rper werden im Kontaktgraph eingeordnet, sodass Kon-
takte schnell gelo¨st werden ko¨nnen. Ko¨rper zweier aufeinanderfolgender Ebe-
nen des Graphen, zwischen denen Kontakte wiederhergestellt werden, sind
rot markiert. Sie werden anschließend “eingefroren”.
Kapitel 5
Impulsbasierte Volumenerhaltung
In diesem Kapitel wird ein neues Verfahren zur Simulation der Bewegung inkom-
pressibler deformierbarer Ko¨rper entwickelt, das bereits von Diziol et al. [DBB09b]
vero¨ffentlicht wurde. Die Ko¨rper werden durch Tetraedernetze dargestellt. In Ab-
schnitt 5.1 wird beschrieben, wie diese Tetraedernetze aus Dreiecksnetzen erzeugt
werden ko¨nnen. Es werden sowohl bekannte Verfahren beschrieben, als auch neue
Verbesserungen existierender Verfahren entwickelt, sodass Tetraedernetze aus be-
liebigen Dreiecksmengen erzeugt werden ko¨nnen. Um die Deformierbarkeit der
Ko¨rper zu realisieren, werden Masse-Feder-Modelle verwendet. Fu¨r die Volume-
nerhaltung wird ein neues Volumengelenk entwickelt, das mit Hilfe von Impulsen
eingehalten wird, a¨hnlich zur Vorgehensweise der impulsbasierten Methode aus
Abschnitt 2.5.2. Das Volumengelenk wird in Abschnitt 5.2 vorgestellt.
5.1 Modellgenerierung
Das in diesem Kapitel entwickelte Verfahren zur Simulation inkompressibler de-
formierbarer Ko¨rper beno¨tigt ein Tetraedernetz, a¨hnlich wie die Finite-Elemente-
Methode, welche in Abschnitt 3.2 beschrieben wurde. Ein Tetraeder besteht aus
vier Knoten und sechs Kanten, seine Oberfla¨che aus vier Dreiecken. Ein Tetraeder-
netz setzt sich aus Tetraedern mit gemeinsamen Knoten und Kanten zusammen
und bildet die Grundstruktur des Simulationsmodells. Da das zu simulierende Ob-
jekt meist aus einem Dreiecksnetz besteht, muss fu¨r die Simulation zuna¨chst ein
Tetraedernetz aus dem Dreiecksnetz erzeugt werden. Hierfu¨r gibt es unterschiedli-
che Algorithmen, die in diesem Abschnitt beschrieben werden.
Hat man ein geschlossenes 2-mannigfaltiges1 Dreiecksnetz T eines Ko¨rpers K ohne
1In jedem Punkt der Oberfla¨che existiert ein Homo¨omorphismus (d. h. eine bijektive, stetige
Abbildung mit stetiger Umkehrabbildung) zu einer offenen Kreisscheibe.
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Durchdringungen gegeben, so ist das Volumen des Objektes eindeutig bestimmt




dist(x, T ) falls x außerhalb von K,
−dist(x, T ) sonst ,
wobei dist(x, T ) den Abstand des Punktes x zum Dreiecksnetz T bezeichnet.
Die Distanzfunktion wird nur an bestimmten Punkten im Raum ausgewertet.
Hierfu¨r kann z. B. ein regelma¨ßiges Gitter [OF02] oder eine adaptive Octree2-
Datenstruktur [FPRJ00, Str99] verwendet werden. Durch die Marching-Cubes-
Methode [LC87,NH91] la¨sst sich aus der diskreten Distanzfunktion, falls beno¨tigt,
auch wieder ein Dreiecksnetz berechnen, das die urspru¨ngliche Fla¨che approxima-
tiv darstellt. Dies wird z. B. bei der Simulation von Flu¨ssigkeiten [Bri08] beno¨tigt,
die durch Isofla¨chen beschrieben werden ko¨nnen.
Mit Hilfe der diskret abgetasteten Distanzfunktion la¨sst sich, wie z. B. durch das
Verfahren von Molino et al. [MBTF03], ein Tetraedernetz generieren. Hierbei wird
sehr viel Wert auf die Form der erzeugten Tetraeder gelegt, da speziell bei spitzen
Tetraedern, d. h. bei Tetraedern mit sehr kleinen bzw. großen O¨ffnungswinkeln,
Probleme auftreten ko¨nnen [FKS99], wie z. B. das Invertierungsproblem (verglei-
che Abschnitt 3.2). Deswegen werden Tetraeder bevorzugt, die die Delaunay3-
Bedingung erfu¨llen, d. h. die Umkugel des Tetraeders entha¨lt nur die vier Ecken
des Tetraeders und keine weiteren Ecken des Tetraedernetzes. Ist ein Tetraeder-
netz gefordert, das minimale bzw. maximale O¨ffnungswinkel garantiert, kann z. B.
das Verfahren von Labelle et al. [LS07] verwendet werden. Auch dieses Verfahren
generiert das Tetraedernetz aus einer Distanzfunktion.
Der große Nachteil dieser Verfahren liegt darin, dass zuna¨chst aus dem Dreiecks-
netz eine diskrete Distanzfunktion erzeugt werden muss. Eine weitere Schwierigkeit
besteht darin, dass in der Praxis viele Dreiecksnetze nicht geschlossen sind, obwohl
sie Oberfla¨chen dreidimensionaler Ko¨rper darstellen. Im schlimmsten Fall liegt ein-
fach eine Menge nicht zusammenha¨ngender Dreiecke vor, oft auch als Dreieckssup-
pe bezeichnet. In dieser Arbeit wird das Verfahren von Spillmann et al. [SWT06]
erweitert, welches Tetraedernetze aus beliebigen Dreieckssuppen erzeugen kann.
Die zugrundeliegende Idee des Verfahrens von Spillmann et al. [SWT06] besteht
darin, ein Pseudovolumen aus der Dreieckssuppe zu erzeugen, das das Volumen ei-
nes dreidimensionalen Ko¨rpers, der durch T gegeben ist, mo¨glichst gut beschreibt.
Das Pseudovolumen ist eine Menge von Voxeln, die das Innere des Ko¨rpers defi-
nieren. Damit das Dreiecksnetz spa¨ter in das Tetraedernetz eingebettet und zur
Visualisierung mitbewegt werden kann, muss das Pseudovolumen alle Ecken des
2Dies ist ein Baum, bei dem ein Knoten acht Kinder entha¨lt.
3Boris Nikolajewitsch Delone, 1890-1980, war ein sowjetischer Mathematiker, nach dem die
Delaunay-Triangulierung, das duale Gegenstu¨ck zum Voronoi-Diagramm, benannt ist.
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Dreiecksnetzes enthalten. Das Verfahren von Spillmann et al. [SWT06] geht in drei
Schritten vor. Im ersten Schritt wird fu¨r jedes Zentrum eines Voxelgitters, in dem
der Ko¨rper liegt, eine Wahrscheinlichkeit bestimmt, die angibt, wie wahrscheinlich
es ist, dass das Voxelzentrum auf der Oberfla¨che des Ko¨rpers liegt. Im na¨chs-
ten Schritt wird aus diesen Wahrscheinlichkeiten das Pseudovolumen bestimmt.
Hierfu¨r werden Strahlen, die im Folgenden genauer beschrieben werden, durch das
Voxelgitter geschossen und dabei die Wahrscheinlichkeiten in den Voxelzentren be-
trachtet. Die Klassifikation, ob ein Voxel im Inneren des Ko¨rpers liegt oder nicht,
wird von Spillmann et al. anhand eines Schwellwerts bestimmt. Die Verwendung
eines einzelnen Schwellwerts kann jedoch zu Fehlklassifikationen fu¨hren. Deswe-
gen wird in diesem Abschnitt ein neues Vorgehen entwickelt, das anhand von zwei
Schwellwerten eine bessere Klassifikation durchfu¨hren kann. Im letzten Schritt wird
aus dem Pseudovolumen das Tetraedernetz erstellt.
Bevor das Pseudovolumen bestimmt werden kann, muss zuna¨chst die Distanz an
Gitterpunkten zum Dreiecksnetz berechnet werden. Da die Absta¨nde zum Drei-
ecksnetz nicht exakt sein mu¨ssen, wird in [SWT06] ein schnelles Verfahren [Bær05],
das gerenderte Tiefenbilder verwendet, vorgeschlagen. Das Distanzfeld wird u¨ber
einem achsenparallelen Hu¨llquader des Dreiecksnetzes berechnet. Dieser wird in
Voxel unterteilt und den Voxelzentren xi werden folgende Wahrscheinlichkeiten
zugeordnet:
P (xi) = 1− c dist(xi, T ) .
Der Normalisierungsparameter c sorgt dafu¨r, dass 0 ≤ P (x) ≤ 1 gilt. Die Wahr-
scheinlichkeit ist also genau dann eins, falls xi auf T liegt. Je weiter der Punkt
von T entfernt ist, desto kleiner ist sie. Hat das Gitter, in dem das Distanzfeld
berechnet wird, eine andere Auflo¨sung als die Voxelunterteilung fu¨r das zu bestim-
mende Pseudovolumen, so kann dist(xi) durch trilineare Interpolation aus den Di-
stanzwerten des Gitters berechnet werden. Die Wahrscheinlichkeiten werden zur
Entscheidung benutzt, ob ein Voxel innerhalb des Pseudovolumens liegt oder nicht.
Diese Klassifikation wird dadurch bestimmt, dass 26 Strahlen in unterschiedlichen
Richtungen, ausgehend von Punkten außerhalb des Ko¨rpers durch das Voxelgitter
geschossen und dabei die Wahrscheinlichkeiten P (xi) beim Traversieren des Strah-
les betrachtet werden. Die Richtungen sind dabei so gewa¨hlt, dass sie parallel zu
einer der drei Raumrichtungen bzw. diagonal zum Voxelgitter verlaufen. Jeder so
traversierte Strahl entscheidet dann fu¨r jedes besuchte Voxel, ob es Teil des Pseu-
dovolumens ist oder nicht. Die finale Klassifikation wird schließlich durch einen
Mehrheitsentscheid u¨ber alle Strahlen ermittelt.
Wird ein Strahl mit Ursprung p und Richtung v durch das Voxelgitter geschossen,
so wird mit Hilfe der Wahrscheinlichkeit P (xi) mit xi = p+λv, λ > 0 entschieden,
wie wahrscheinlich es ist, dass der Strahl das Pseudovolumen betritt oder verla¨sst.
Das Ereignis, dass der Strahl das Pseudovolumen betritt oder verla¨sst, wird als Vo-
lumenwechsel bezeichnet. Spillmann et al. [SWT06] verwenden einen Schwellwert






Abbildung 5.1: Klassifikation des Pseudovolumens anhand eines Schwell-
werts (oben) und mit zwei Schwellwerten (unten). Die Abbildung entha¨lt
sowohl das zu klassifizierende Voxelgitter, als auch die entsprechenden Wahr-
scheinlichkeiten P (x) mit den dazugeho¨rigen Schwellwerten P1 und P2. Hier
werden zwei Strahlen durch das Voxelgitter geschossen (links und Mitte),
um zur finalen Klassifikation (rechts) zu gelangen. Hierbei stellen schwar-
ze Punkte Voxel im Peusodolumen und rote Punkte Voxel außerhalb des
Peusovolumens dar, das mit Hilfe des Strahls klassifiziert wird.
P1, um einen Volumenwechsel zu detektieren. U¨berschreitet P (xi) den Schwellwert,
wird ein Volumenwechsel registriert. Bevor ein erneuter Volumenwechsel registiert
werden kann, muss die Wahrscheinlichkeit also zuna¨chst wieder unter den Schwell-
wert fallen. Anschaulich gibt dieser Schwellwert also an, wie nah der Strahl der
Oberfla¨che kommen muss, um einen Volumenwechsel zu erzeugen. Der Strahl muss
dann wieder weit genug von der Oberfla¨che entfernt sein, bevor ein erneuter Vo-
lumenwechsel erzeugt werden kann. Ist hingegen ein Ko¨rper sehr du¨nn oder die
Distanzfunktion zu grob abgetastet, fa¨llt die Wahrscheinlichkeit nach Eintritt in
das Volumen nicht zwangsweise wieder unter den Schwellwert und es wird somit
kein Volumenaustritt erkannt.
Durch die Verwendung eines einzelnen Schwellwerts ko¨nnen also Fehlklassifika-
tionen auftreten. Ein Beispiel hierfu¨r ist in Abbildung 5.1 zu sehen, welches die
Vorgehensweise von Spillmann et al. zu der in dieser Arbeit entwickelten Klas-
sifikation vergleicht. Um die Zahl der Fehlklassifikationen reduzieren zu ko¨nnen,
wird in dieser Arbeit dem Benutzer ein zweiter Schwellwert P2 zur Verfu¨gung ge-
stellt. Der erste Schwellwert P1 hat die gleiche anschauliche Bedeutung wie im
Verfahren von Spillmann et al. Der zweite Schwellwert gibt an, wie weit sich der
Strahl von der Oberfla¨che entfernen muss, bevor ein erneuter Volumenwechsel re-
gistriert werden kann. Der Strahl tritt also in das Pseudovolumen ein oder verla¨sst
es, falls P (x) > P1 und
∂P
∂v
(x) > 0 und falls nach dem letzten Volumenwechsel
einmal die Bedingungen P (x) < P2 und
∂P
∂v
(x) < 0 erfu¨llt wurden oder noch kein
Volumenwechsel registriert wurde. Die Richtungsableitung ∂P
∂v
(x) wird durch die
Differenz der letzten beiden Wahrscheinlichkeiten der Voxelzentren approximiert,
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die der Strahl passiert hat. Im Falle von P1 = P2 ist das neu entwickelte Verfahren
identisch zum Verfahren von Spillmann et al.
Abbildung 5.2: Vergleich des gegla¨tteten Netzes basierend auf Dreiecks-
und Vierecksnetzen. Da durch die Gla¨ttung des Dreiecksnetzes (links) die
Symmetrie verloren geht, wird in dieser Arbeit das Vierecksnetz (rechts)
gegla¨ttet.
Nachdem fu¨r jedes Voxel entschieden wurde, ob es Teil des Pseudovolumens ist,
kann daraus das eigentliche Tetraedernetz erzeugt werden. Hierfu¨r wird der ach-
senparallele Hu¨llquader wieder in Voxel unterteilt, wobei sich die Auflo¨sung der
Voxel zur Voxelauflo¨sung des Pseudovolumens unterscheiden kann. Dies hat den
Vorteil, dass die Auflo¨sung des finalen Modells schnell gea¨ndert werden kann, wenn
das Pseudovolumen einmal berechnet wurde. Ein Voxel mit Volumen V liegt in-




gro¨ßer als ein benutzerdefinierter Schwellwert ist. M(V ) ist die Anzahl aller Vo-
xel in V und m(V ) die Anzahl der Voxel innerhalb des Pseudovolumens. Je-
des Voxel kann in fu¨nf Tetraeder unterteilt werden. Da das Tetraedernetz auch
fu¨r die Kollisionserkennung und -auflo¨sung verwendet wird, ist die so erzeugte
treppenfo¨rmige Struktur der Oberfla¨che nachteilig. Deshalb wird die Oberfla¨che
des erzeugten Tetraedernetzes mit Hilfe eines Laplace-Filters mit Volumenerhal-
tung [KCVS98,Tau95,DMSB99] gegla¨ttet. Um eine mo¨glichst symmetrische Gla¨t-
tung zu erhalten, wird nicht das Dreiecksnetz, das durch die Oberfla¨che des Tetra-
edernetz beschrieben wird, sondern das Vierecksnetz gegla¨ttet, das man durch die
Voxelstruktur erhalten hat. Da der diskrete Laplace-Operator, auch Regenschirm-
operator4 genannt, von der Triangulation abha¨ngt, ko¨nnen, wie in Abbildung 5.2
zu sehen, Symmetrien des Vierecksnetzes verloren gehen.
4Die Namensgebung erha¨lt der Operator durch seine Regenschirm a¨hnliche Form.
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Abbildung 5.3: Resultate des hier entwickelten Verfahrens zur Erzeugung
von Tetraedernetzen mit großen (links) und kleinen Schwellwerten (rechts).
Zu sehen sind die Voxelzentren des Pseudovolumens (oben rot) und das dar-
aus erzeugte Tetraedernetz (unten).
Durch die geeignete Wahl der Parameter ko¨nnte der Benutzer sicherstellen, dass
alle Ecken des urspru¨nglichen Dreiecksnetzes in einem Tetraeder liegen5. Allerdings
ko¨nnen kleinere Lo¨cher entstehen bzw. das so gewonnene Modell kann mehrere
nicht verbundene Komponenten enthalten. Deshalb werden zusa¨tzlich alle Voxel,
in denen Ecken des Dreiecksnetzes liegen, dem Modell hinzugefu¨gt und solange
Nachbarvoxel hinzugenommen, bis die neu hinzugefu¨gten Voxel mit den schon
erzeugten Voxeln verbunden sind. Aus diesen Voxeln werden dann auch Tetraeder
erzeugt. Abbildung 5.3 zeigt die Resultate des Algorithmus zur Erzeugung von
Tetraedernetzen fu¨r einen Baum unter Verwendung unterschiedlicher Schwellwerte.
Zur Visualisierung wird das urspru¨ngliche Dreiecksnetz in das Tetraedernetz ein-
gebettet, indem fu¨r die Ecken des Dreiecksnetzes die baryzentrischen Koordinaten
bezu¨glich der Ecken des Tetraeders, in dem sie enthalten sind, gespeichert werden.
Wa¨hrend der Deformation werden die Ecken des Dreiecksnetzes anhand der ba-
ryzentrischen Koordinaten aktualisiert. Einbettungen ho¨herer Ordnung sind auch
mo¨glich, indem die Positionen der Ecken nicht nur bzgl. eines Tetraeders bewegt
werden, sondern mehrere Tetraeder in der Umgebung betrachtet werden. Hierzu
5P1 = 0.8 und P2 = 0.9 liefern in der Regel gute Ergebnisse.
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mu¨ssen dann z. B. Mittelwert-Koordinaten [FKR05] oder Green-Koordinaten [LL-
CO08] verwendet werden.
5.2 Simulationsmodell
Nachdem ein Tetraedernetz nach dem in Abschnitt 5.1 entwickelten Verfahren
generiert wurde, kann daraus das eigentlich zu simulierende Modell erstellt werden.
Wegen ihrer Einfachheit und Geschwindigkeit werden oft einfache Masse-Feder-
Modelle verwendet. Deshalb wird in diesem Abschnitt ein Verfahren entwickelt,
das mit Hilfe von Impulsen eine Volumenerhaltung solcher Modelle ermo¨glicht.
Zuna¨chst wird fu¨r jede Ecke des Tetraedernetzes ein Partikel erzeugt. Im Gegen-
satz zur Kleidungssimulation, wie sie in Abschnitt 2.6 beschrieben wurde, werden
zwischen den Partikeln keine Distanzgelenke verwendet, die exakt eingehalten wer-
den, sondern Federn, die die Flexibilita¨t des Materials ermo¨glichen. Es werden zwei
unterschiedliche Arten von Federn verwendet, die sich in ihren Federkonstanten un-
terscheiden: Federn, die die Distanz zwischen den Partikeln einhalten sollen und
Federn, die fu¨r die Scherkra¨fte innerhalb des Modells verantwortlich sind. Wie in
Abbildung 5.4 gezeigt, wird ein Voxel des Tetraedernetzes in fu¨nf Tetraeder zerlegt.
An den Voxelkanten werden die Federn eingefu¨gt, die fu¨r die Distanzerhaltung zu-
sta¨ndig sind. Die Diagonalfedern sorgen dafu¨r, dass ein Voxel, dessen Deformation
durch eine Scherung zustande gekommen ist, wieder in seine urspru¨ngliche Form
gezogen wird.
Die anzuwendende Federkraft kann durch den kra¨ftebasierten Ansatz nach Ab-
schnitt 2.5.4 aus einem Distanzgelenk C(xi,xj) := ‖xi − xj‖ − lij = 0 mit den
Partikelpositionen xi und xj, die in Ruhelage die Distanz lij haben, und einer
Federkonstanten k bestimmt werden:
fi = −k xi − xj‖xi − xj‖(‖xi − xj‖ − lij)
fj = −k xj − xi‖xi − xj‖(‖xi − xj‖ − lij) .
Da die Federn das Volumen nicht erhalten ko¨nnen, werden Zwangsbedingungen zur
Volumenerhaltung in das System eingefu¨gt. Eine Mo¨glichkeit wa¨re es, das Volumen
jedes einzelnen Tetraeders zu erhalten, also fu¨r jeden Tetraeder eine Zwangsbedin-
gung einzufu¨gen. Schaut man sich das daraus resultierende Gleichungssystem der
impulsbasierten Methode aus Gleichung (2.12) an, so stellt man fest, dass das
Gleichungssystem u¨berbestimmt ist. Dies liegt daran, dass ein Tetraedernetz mit
n Partikeln, also mit 3n Freiheitsgraden, ungefa¨hr 4n Tetraeder hat. Es liegt hier
ein Verklemmungsproblem vor, wie in Abschnitt 3.3 beschrieben.
Deshalb werden Zwangsbedingungen eingefu¨gt, die das Volumen eines aus fu¨nf
Tetraedern bestehenden Voxels erhalten. Das Volumen V des Voxels berechnet
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Abbildung 5.4: Ein Voxel wird durch das im vorangegangenen Kapitel
beschriebene Verfahren in fu¨nf Tetraeder zerlegt. Den Ecken der Tetraeder
werden Partikel zugewiesen, die mit zwei unterschiedlichen Typen von Fe-
dern verbunden werden. Die gru¨nen Federn sorgen dafu¨r, dass die Distanz
der Partikel zueinander eingehalten wird. Die roten Federn hingegen wirken
Scherkra¨ften entgegen.
sich u¨ber die Summe der fu¨nf Tetraedervolumen voli mit den Partikeln xi, xj, xk









A¨hnlich zur iterativen impulsbasierten Methode werden hier Korrekturimpul-
se bestimmt, sodass nacheinander fu¨r alle Voxel die Zwangsbedingungen erfu¨llt
werden. Diese Impulse lassen sich sehr einfach berechnen, wenn die Partikel





i=1mixi der Masseschwerpunkt ist. Setzt man diese verscho-
benen Partikelpositionen in Gleichung (5.2) ein, so erha¨lt man das neue Volumen
λ3V . Um das Volumengelenk V − V0 = 0 mit initialem Volumen V0 des Voxels zu









(λ− 1)(xi − c) .
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Wendet man die Impulse auf die Partikel des Voxels an, vera¨ndern sich die Volu-
men der Nachbartetraeder. Das Anwenden der Impulse wird auch Gelenkkorrektur
genannt. Um das Invertieren von Nachbartetraedern zu verhindern, wird das Vor-
zeichen des Volumens von jedem Nachbartetraeder aus Gleichung (5.1) u¨berpru¨ft.
Ist ein Vorzeichen negativ, wird die Schrittweite ∆t so lange halbiert, bis das
Vorzeichen positiv ist. Dann werden die Zwangsbedingungen mit der neuen Zeit-
schrittweite gelo¨st. Die Invertierungsprobleme treten auf, wenn die Tetraeder, z. B.
durch die Gla¨ttung auf der Oberfla¨che des Tetraedernetzes, stark deformiert sind
oder starke externe Kra¨fte bzw. Impulse die Tetraeder stark verformen. Da bei der
Kollisionsauflo¨sung, abha¨ngig von der Schrittweite ∆t große Positionsa¨nderungen
auftreten ko¨nnen, kann es auch hier zur Invertierung von Tetraedern kommen, wes-
wegen die Schrittweite dann dynamisch gesenkt werden muss. Dies kann zu langen
Rechenzeiten fu¨hren.
5.3 Ergebnisse
Wegen der Verwendung von Impulsen kann das Verfahren aus Abschnitt 5.2 mit
der impulsbasierten Methode kombiniert werden. Allerdings steigt die Anzahl be-
no¨tigter Iterationen bei der Verwendung deformierbarer Ko¨rper merklich an. Wird
das Volumen eines Voxels im Inneren des Ko¨rpers korrigiert, so a¨ndert dies nichts
am Gesamtvolumen des Ko¨rpers, es werden lediglich die Volumen von Nachbar-
voxeln vera¨ndert. Dies fu¨hrt dazu, dass viele Iterationen beno¨tigt werden, bis eine
Volumenvera¨nderung, die z. B. durch eine Kollision verursacht wurde, durch den
Ko¨rper propagiert worden ist.
Zur Analyse des Volumens und zur Laufzeitmessung wurden zwei deformierbare,
aus 1500 Tetraedern bestehende Quader verwendet, die mit dem Boden und einem
Starrko¨rper kollidieren. Der Starrko¨rper und die durch die Kollisionen entstehen-
den Zwangsbedingungen wurden mit der impulsbasierten Methode simuliert. Ab-
bildung 5.5 zeigt Ausschnitte aus der Simulation mit Schrittweite von ∆t = 5ms
der beiden Ko¨rper. Durch die Variation der Federkonstanten konnten unterschied-
lich große Deformationen realisiert werden, wobei das Volumen pro Voxel bis auf
eine Genauigkeit von ε = 0.01 korrigiert wurde. Fu¨r gro¨ßere Deformationen be-
no¨tigt das Verfahren jedoch u¨ber 60 Iterationen fu¨r die Volumenkorrektur, womit
sich Laufzeiten6 von u¨ber 20ms ergeben. Bei weniger großen Deformationen, wie
sie durch harte Federn zustande kommen, werden weniger Iterationen beno¨tigt.
Zwar kann durch das in diesem Kapitel entwickelte Verfahren eine volumenerhal-
tende Simulation durchgefu¨hrt werden, es ist jedoch fu¨r interaktive Simulationen
komplexer Objekte mit vielen Tetraedern nicht geeignet. Allerdings kann das Vo-
6Kollisionserkennung und -auflo¨sung nicht mitgemessen. Die Laufzeiten wurden auf einem
Core i7 950 gemessen.
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Abbildung 5.5: Ausschnitte aus einer Simulation eines deformierbaren
Quaders mit 1500 Tetraedern mit harten Federn (oben) und weichen Federn
(unten) mit dem hier vorgestellten Verfahren. Die Volumenkorrektur wurde
bis auf eine Genauigkeit von ε = 0.01 durchgefu¨hrt. Fu¨r die Simulation
mit weichen Federn sind zusa¨tzlich die Anzahl beno¨tigter Iterationen fu¨r
die Volumenkorrektur sowie die dafu¨r beno¨tigte Laufzeit in Millisekunden
wa¨hrend der Simulation angegeben. Die Anzahl an beno¨tigten Iterationen
fu¨r den Ko¨rper mit harten Federn war etwas geringer, da die Federn zu
große Deformationen verhinderten.
lumen beliebig genau eingehalten werden, wodurch es fu¨r Anwendungen, bei der




Im letzten Kapitel wurde vorgestellt, wie mit Hilfe von iterativ angewendeten Im-
pulsen eine Volumenkorrektur durchfu¨hrt werden kann. Da die Laufzeiten je nach
Anzahl beno¨tigter Iterationen stark schwanken und die Laufzeiten des Verfahrens
schon fu¨r Objekte mit relativ wenigen Tetraedern die Echtzeitfa¨higkeit u¨berstei-
gen, ist fu¨r interaktive Simulationen ein Verfahren erforderlich, das geringere und
mo¨glichst gleich bleibende Laufzeiten hat.
In diesem Kapitel wird eine schnell zu berechnende approximative Volumener-
haltung entwickelt, die bereits von Diziol et al. [DBB09a] vero¨ffentlicht wurde.
Im Gegensatz zu dem Verfahren aus Diziol et al. [DBB09b], das in Abschnitt 5.2
beschrieben wurde, wird jedoch nicht u¨ber die Volumengelenke itertiert bis der Vo-
lumenfehler unter einer Toleranzgrenze liegt, sondern jedes Gelenk wird nur einmal
korrigiert, wodurch das urspru¨ngliche Volumen ungefa¨hr eingehalten werden kann.
Die erste Iteration der Gelenkkorrektur beseitigt in der Regel den gro¨ßten Fehler,
wie es in Abbildung 2.3 zu sehen ist. Durch ein Volumengelenk fu¨r Eins-Ringe von
Tetraedern kann in der Praxis eine gute Volumenerhaltung ermo¨glicht werden. An-
hand von Beispielen wird gezeigt, dass dieses neue Verfahren gegenu¨ber anderen
schnell zu berechnenden Verfahren eine bessere Volumenerhaltung ermo¨glicht.
In Abschnitt 6.1 wird das Verfahren von Teschner et al. [THMG04] vorgestellt,
das die Bewegung deformierbarer Ko¨rper schnell berechnen kann. Das Verfahren
verwendet die kra¨ftebasierte Methode, um anhand von Zwangsbedingungen die
Kra¨fte, die auf die Partikel wirken, bestimmen zu ko¨nnen. In Abschnitt 6.2 wird
ein neues Volumengelenk entwickelt, mit dem sich das Volumen im Vergleich zu
dem Verfahren von Teschner et al. besser wiederherstellen la¨sst. Dies wird in Ka-
pitel 6.3 anhand von Beispielen ausfu¨hrlich belegt und die Laufzeiten sowie der
Volumenverlust beider Verfahren miteinander verglichen.
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6.1 Elastizita¨t des Modells
Das in diesem Kapitel entwickelte Verfahren sowie das Verfahren von Teschner et
al. [THMG04] verwenden Tetraedernetze zur Simulation deformierbarer Ko¨rper.
Die Tetraedernetze werden, wie in Abschnitt 5.1 vorgestellt, generiert und das
urspru¨ngliche Dreiecksnetz zur Visualisierung in das Tetraedernetz eingebettet.
Abbildung 6.1 zeigt das Dreiecksnetz eines Armadillo Modells mit dem zugeho¨rigen
generierten Tetraedernetz, das zur Simulation verwendet wird.
Abbildung 6.1: Erzeugtes Tetraedernetz nach dem Verfahren aus Ab-
schnitt 5.1 fu¨r das Armadillo Modell1.
Fu¨r die Simulation elastischer Ko¨rper wird in dem in diesem Kapitel entwickelten
Verfahren das Verfahren von Teschner et al. [THMG04] verwendet und um ein
neues Volumengelenk erweitert. In dem Verfahren von Teschner et al. werden un-
terschiedliche Zwangsbedingunen der Form C(x1, . . . ,xn) = 0 in Abha¨ngigkeit von
Partikelpositionen x1, . . . ,xn definiert. Diese Zwangsbedingungen werden, um die
Elastizita¨t des Modells zu ermo¨glichen, mit dem in Abschnitt 2.5.4 vorgestellten
kra¨ftebasierten Verfahren gelo¨st. Um auf die zu wirkende Kraft zu kommen, wird
die potentielle Energie
E(x1, . . . ,xn) =
1
2
kC(x1, . . . ,xn)
2
mit Steifigkeit k aufgestellt und daraus die Kraft fi berechnet:





1Das Armadillo Modell ist Teil des Stanford Scanning Repository.
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Teschner et al. verwenden drei unterschiedliche Energieterme, um die Elastizita¨t
zu simulieren. Um die Tetraeder in Form zu halten, wird jeder Kante des Tetra-
edernetzes ein Distanzgelenk zugewiesen, womit sich die Energie mit Steifigkeit kD




kD(‖xi − xj‖ − lij)2 .
Weiterhin wird eine Zwangsbedingung vorgeschlagen, die die Fla¨chenerhaltung der
Oberfla¨che ermo¨glicht. Hierfu¨r wird fu¨r jedes Dreieck der Oberfla¨che mit initialer









‖(xj − xi)× (xk − xi)‖ − Aijk
)2
.
Fu¨r die Volumenerhaltung verwenden Teschner et al. die Energie EV mit zugeord-
neter Steifigkeit kV, die von den Partikelpositionen xi, xj, xk und xl eines Tetraeder








(xi − xl)((xj − xl)× (xk − xl))− Vijkl
)2
.
Die durch EV entstehenden Kra¨fte beru¨cksichtigen das Vorzeichen des Volumens.
Somit wirken die Kra¨fte einer Invertierung des Tetraeders entgegen, was fu¨r dege-
nerierte Deformationen wichtig ist. Die resultierende Kraft, die auf das i-te Partikel
wirkt, steht orthogonal auf der durch xj, xk und xl gegebenen Ebene mit der La¨nge
von einem Drittel der Fla¨che, die durch das Dreieck xj, xk und xl gegeben ist.
Zusa¨tzlich da¨mpfen Teschner at al. die durch den Energieterm gewonnene Kraft.
Die Kraft ha¨ngt dann von den Partikelpositionen x1, . . . ,xn und ihren Geschwin-
digkeiten v1, . . . ,vn mit Da¨mpfungskonstante d ab:













Geda¨mpfte Kra¨fte sorgen nicht nur fu¨r eine bessere visuelle Plausibilita¨t, da natu¨r-
liche Bewegungen in der Regel immer geda¨mpft sind, sondern ko¨nnen bei geeigneter
Wahl der Da¨mpfungskonstante auch zu einer stabileren Simulation mit expliziten
Integrationsverfahren fu¨hren. Diese Da¨mpfung wird in [DBB09a], wie von Teschner
et al. vorgeschlagen, nur fu¨r die Distanzgelenke angewendet.
6.2 Erhaltung des Volumens
Wie gut das Volumen eines Ko¨rpers mit dem Verfahren von Teschner et
al. [THMG04] eingehalten werden kann, ha¨ngt von der Steifigkeit kV ab. Je gro¨ßer
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die Steifigkeit gewa¨hlt wird, desto besser sollte die Volumenerhaltung sein. Tesch-
ner et al. verwenden allerdings, um die Laufzeiten gering zu halten, kein implizites
Integrationsverfahren. Daher kann eine zu groß gewa¨hlte Steifigkeit den Volumen-
fehler in einem Zeitschritt noch weiter verschlechtern. In den darauf folgenden
Zeitschritten wird deshalb der Volumenfehler immer gro¨ßer; dies fu¨hrt zu einer in-
stabilen Simulation. Doch auch unter Verwendung einer impliziten Integration sind
noch Probleme zu erwarten. Die Steifigkeit bestimmt, wie gut jede Zwangsbedin-
gung eingehalten wird. Wird jedoch jede Zwangsbedingung exakt eingehalten, liegt
das Verklemmungsproblem (siehe Abschnitt 3.3) vor. Je gro¨ßer also die Steifigkeit
gewa¨hlt wird, desto wahrscheinlicher werden Verklemmungsprobleme.
Das hier entwickelte neue Verfahren hingegen vermeidet das Verklemmungspro-
blem und kann auch ohne implizite Integration eine gute Volumenerhaltung erzie-
len. Um das Verklemmungsproblem zu lo¨sen, wird, wie von Irving et al. [ISF07]
vorgeschlagen, fu¨r jedes Partikel eine Zwangsbedingung aufgestellt, die garantiert,
dass das Volumen des Eins-Ringes erhalten bleibt. Um diese Bedingung aufzustel-
len, wird zuna¨chst eine Bedingung fu¨r einen einzelnen Tetraeder betrachtet.
Das Verschlechtern des Volumenfehlers eines einzelnen Tetraeders kann unter Ver-
wendung des Verfahrens von Teschner et al. verhindert werden, indem der Para-
meter kV in jedem Simulationsschritt fu¨r jeden Tetraeder optimal bestimmt wird.
Gesucht sind somit Positionsa¨nderungen ∆xi = kV
∂C
∂xi
der Tertraederecken in Rich-
tung des Gradienten, so dass das Volumen erhalten bleibt. Somit ist die nach kV
zu lo¨sende kubische Gleichung:
vol
(
xi − kV ∂C
∂xi
,xj − kV ∂C
∂xj
,xk − kV ∂C
∂xk
,xl − kV ∂C
∂xl
)






V = 0 . (6.1)
Hier sind xi die unter Beru¨cksichtigung der externen Kra¨fte integrierten Partikel-
positionen und vol das in Gleichung (5.1) definierte Tetraedervolumen. Die genaue
Berechnung der Koeffizienten αi ist in Anhang D gegeben. Die kubische Gleichung
hat bis zu drei Nullstellen, wovon der kleinste positive Wert fu¨r kV gewa¨hlt wird.
Somit vera¨ndern sich die Partikelpositionen so wenig wie mo¨glich.
Nachdem gezeigt wurde, wie kV fu¨r die Korrektur des Volumens eines Tetraeders
zu bestimmen ist, kann die Korrektur des Volumens eines Eins-Ringes betrachtet
werden. Besteht der Eins-Ring eines Partikels aus m Tetraedern, ist die Zwangs-













Wieder wird die kleinste positive Lo¨sung fu¨r kV gewa¨hlt. Zusa¨tzlich wird kV so
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begrenzt, dass kein Tetraeder im Eins-Ring und kein Nachbartetraeder des Eins-
Rings invertiert wird.
Um die Invertierung von Tetraedern bei der Korrektur zu verhindern, wird das
Volumen der Nachbartetraeder bei der Korrektur betrachtet. Hat man kV fu¨r ein
Tetraeder bestimmt, a¨ndert sich das Volumen eines Nachbartetraeders linear, qua-
dratisch oder kubisch in kV, abha¨ngig ob die Tetraeder nur einen gemeinsamen
Punkt, eine gemeinsame Kante oder eine gemeinsame Fla¨che haben, d. h. das Vo-






V , c = 1, 2, 3 .
Die Koeffizienten βi ko¨nnen a¨hnlich wie die Koeffizienten αi bestimmt werden. Um
die Invertierung der Nachbartetraeder zu verhindern, wird kV so begrenzt, dass
fu¨r alle Nachbartetraeder V (kV) > ε gilt. Fu¨r die in Abschnitt 6.3 vorgestellten
Ergebnisse wurde ε = V0
2
gewa¨hlt, wobei V0 das initiale Volumen eines Tetraeders
darstellt.
Wenn nur das Volumen des Eins-Rings betrachtet wird, ko¨nnen einige Tetraeder
auf Kosten anderer u¨berma¨ßig wachsen. Deswegen wird vor der Volumenkorrek-
tur der Eins-Ringe zuna¨chst der optimale Parameter kV fu¨r die Volumenkorrektur
der einzelnen Tetraeder bestimmt und dieser wird mit einem Faktor λ ∈ [0, 1)
multipliziert. Somit wird das Volumen eines einzelnen Tetraeders in jedem Zeit-
schritt nur zu einem gewissen Grad wiederhergestellt und man vermeidet deshalb
Verklemmungsprobleme. Der Vorteil λkV zum Korrigieren des Volumens zu ver-
wenden, liegt darin, dass somit kein implizites Integrationsverfahren no¨tig ist, um
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Abbildung 6.2: Werden die Zwangsbedingungen iterativ gelo¨st, so verrin-
gert sich der Volumenfehler in jeder Iteration. Die gro¨ßte Volumenkorrektur
wird dabei in den ersten Iterationen erzielt.
Um eine korrekte Volumenerhaltung durchzufu¨hren, mu¨ssten iterativ die Zwangs-
bedingungen gelo¨st werden. Versuche haben jedoch gezeigt, dass schon nach einer
Iteration eine gute Volumenerhaltung mo¨glich ist. Die Volumenverbesserung nach
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einigen Iterationen ist in Abbildung 6.2 zu sehen. Es wurde fu¨r das Beispiel aus
dem folgenden Abschnitt, das in Abbildung 6.5 gezeigt wird, fu¨r den Zeitschritt
des dritten (rechten) Bildes insgesamt 30 Iterationen durchgefu¨hrt. In der ersten
Iteration wird dabei der gro¨ßte Fehler korrigiert. Wie groß die Korrektur des ersten
Iterationsschrittes ist, kann stark variieren und ist fu¨r alle Beispiele des folgenden
Abschnitts in den jeweiligen Abbildungen zu sehen.
Wu¨rden gro¨ßere Regionen, also n-Ringe, betrachtet, wu¨rde eine Iteration der Ge-
lenkkorrektur noch bessere Volumenerhaltungen bewirken, da Volumena¨nderungen
schneller durch den Ko¨rper propagiert werden ko¨nnten. Im Grenzfall, wenn ein
Ring alle Tetraeder des Modells beinhaltet, wird das Volumen in einer Iteration
komplett wiederhergestellt.
6.3 Ergebnisse
Um die Verbesserung der Volumenerhaltung des hier entwickelten Verfahrens mit
der Arbeit von Teschner et al. [THMG04] vergleichen zu ko¨nnen, wurden mehrere
Simulationen durchgefu¨hrt. In allen Beispielen wurde fu¨r das Verfahren von Tesch-
ner et al. der Parameter kV = 1.4 so gewa¨hlt, dass alle Simulationen stabil liefen.
Die Masse der Ko¨rper wurde fu¨r beide Verfahren auf m = 1 gesetzt und gleichma¨-
ßig auf die Partikel verteilt. Die Steifigkeit kD wurde in den Beispielen variiert, um
unterschiedlich steife Objekte zu simulieren. Die Energie zur Erhaltung der Ober-
fla¨che wurde nicht verwendet, da sie, wie auch von Teschner et al. beschrieben,
wenig Auswirkung auf die Simulation von Tetraedernetzen hat. Der Volumenver-
lust der Objekte lag in allen Beispielen mit dem hier entwickelten Verfahren unter
1%, der Volumenverlust unter Verwendung des Verfahrens von Teschner et al.
ist in den folgenden Abbildungen zu sehen. Auch abgebildet sind die Volumen-
verbesserungen in jedem Simulationsschritt mit dem hier entwickelten Verfahren.
Die hier fu¨r die einzelnen Szenen angegebenen Laufzeiten wurden, im Gegensatz
zu [DBB09a], bei dem ein Intel Xeon mit 2.8GHz verwendet wurde, auf einem
Intel Core i7 950 gemessen. Die Zwangsbedingungen wurden parallel mit Hilfe von
OpenMP [CJvdP07] abgearbeitet, indem eine Gruppeneinteilung, a¨hnlich zu der
Einteilung von Bayer et al. [BBD09a], vorgenommen wurde. Die Parallelisierung
des Ansatzes von Teschner et al. mit OpenMP bringt im Gegensatz zur Paral-
lelisierung des hier entwickelten Verfahrens weniger Laufzeitverbesserung, da das
Initialisieren der Threads in jedem Simulationsschritt einen festen Aufwand hat.
Im ersten Beispiel, zu sehen in Abbildung 6.3, werden die Partikel auf der Vorder-
seite eines Quaders, bestehend aus 4320 Tetraedern, durch externe Kra¨fte rotiert,
wodurch sich der Quader verdreht. Die Steifigkeit wurde auf kD = 0.4 gesetzt. Bei
der gro¨ßten Auslenkung durch die Rotation verlor der Quader mit dem Ansatz
nach Teschner et al. fast 7% seines urspru¨nglichen Volumens, wa¨hrend der Volu-
menverlust mit dem neuen Ansatz unter 1% lag. Durch die komplexe Bewegung
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ist der Unterschied jedoch wenig sichtbar. Die Laufzeit fu¨r das Verfahren von Te-
schner et al. lag bei maximal 1.22ms pro Simulationsschritt. Das neue Verfahren
beno¨tigte maximal 5.91ms fu¨r einen Simulationsschritt.
Das in Abbildung 6.4 gezeigte Beispiel zeigt einen Starrko¨rper, der mit einem
Quader kollidiert, fu¨r den der Parameter kD = 0.8 gewa¨hlt wurde. Durch die
entstandene Kollision verliert der Quader nach dem Ansatz von Teschner et al.
3.5% Volumen. Dieser Fehler kann mit der neuen Methode verringert werden. Der
geringere Volumenverlust bei dem Verfahren nach Teschner et al. im Vergleich
zum ersten Beispiel kommt jedoch hauptsa¨chlich durch die steiferen Federn. Die
gemessenen maximalen Laufzeiten sind mit 1.21ms fu¨r das Verfahren von Teschner
et al. und 5.80ms fu¨r das hier entwickelte Verfahren vergleichbar mit den Laufzeiten
aus dem ersten Beispiel, da die Quader die gleiche Anzahl an Tetraedern haben.
Im dritten Beispiel, zu sehen in Abbildung 6.5, werden die Nachteile der kra¨fte-
basierten Volumenerhaltung sehr deutlich. Ein Wu¨rfel, bestehend aus 8640 Tetra-
edern, kollidiert zuna¨chst mit dem Boden und wird dann von einem Starrko¨rper
getroffen. Die Steifigkeit wurde auf kD = 0.2 gesetzt, um gro¨ßere Deformationen
zuzulassen. Durch den Einschlag der Kugel verliert der Wu¨rfel mit dem Verfahren
nach Teschner et al. fast 50% Volumen. Dies fu¨hrt zu einer unnatu¨rlich wirkenden
Deformation. Durch manuelle Einstellung des Parameters kV kann der Volumen-
verlust zwar reduziert werden, bei gro¨ßeren Werten kann dies jedoch durch die
explizite Integration zu Instabilita¨ten fu¨hren. Das neue Verfahren beno¨tigt keine
manuelle Einstellung, da in jedem Zeitschritt die optimale Steifigkeit berechnet
wird und somit einen maximalen Volumenverlust von ca. 1% erreicht. Die Lauf-
zeiten lagen bei 2.08ms fu¨r das Verfahren von Teschner et al. und 9.76ms fu¨r das
hier entwickelte Verfahren.
In Abbildung 6.6 ist ein Armadillo Modell bestehend aus 6510 Tetraedern mit Stei-
figkeit kD = 1.5 zu sehen. Durch den Volumenverlust von 12% des kra¨ftebasierten
Verfahrens knicken die Fu¨ße des Modells bei der Kollision mit dem Boden stark
ein. Durch die neue Methode konnte ein Einknicken der Fu¨ße verhindert werden.
Die Laufzeiten der beiden Verfahren sind 1.59ms und 8.51ms.
Ein interessanter Aspekt wird durch das Beispiel in Abbildung 6.7 deutlich. Hier
wurde eine Platte bestehend aus 2240 Tetraedern und mit Steifigkeit kD = 8.0
auf eine Kugel fallen gelassen. Hierbei wurden plastische Deformationen erlaubt.
Die Plastizita¨t wurde, wie in [OBH02,THMG04] beschrieben, modelliert und fu¨hrt
zu einer A¨nderung der elastischen Kra¨fte. Da sich die Kra¨fte resultierend aus der
Volumenbedingung mit den gea¨nderten elastischen Kra¨ften aufheben, bleibt in die-
sem Beispiel nach der plastischen Deformation mit dem kra¨ftebasierten Verfahren
ein Volumenverlust von ca. 6% bestehen. Da durch das neue Verfahren jedoch das
Volumen der Teraederringe genauer korrigiert wird, bleibt der Volumenverlust ge-
ring. Die Laufzeiten bei diesem Beispiel lagen bei 0.61ms fu¨r das Verfahren von
Teschner et al. und 3.91ms fu¨r das neue Verfahren.
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Abbildung 6.3: Auschnitte aus einer Simulation mit dem Verfahren nach
Teschner et al. (links) im Vergleich zu dem neuen Verfahren nach Diziol et
al. (rechts), bei der ein Quader verdreht und losgelassen wurde. Ebenfalls
angegeben ist der prozentuale Volumenverlust u¨ber die Simulationszeit fu¨r
beide Verfahren, sowie die prozentuale Volumenkorrektur nach dem ersten
Iterationsschritt fu¨r das neu entwickelte Verfahren.
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Abbildung 6.4: Auschnitte aus einer Simulation mit dem Verfahren nach
Teschner et al. (links) im Vergleich zu dem neuen Verfahren nach Diziol et
al. (rechts), bei der ein Quader mit einem Starrko¨rper kollidiert. Ebenfalls
angegeben ist der prozentuale Volumenverlust u¨ber die Simulationszeit.
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Abbildung 6.5: Auschnitte aus einer Simulation mit dem Verfahren nach
Teschner et al. (links), bei der durch den großen Volumenverlust im Ver-
gleich zu dem neuen Verfahren nach Diziol et al. (rechts) eine unnatu¨rlich
aussehende Deformation entsteht. Ebenfalls angegeben ist der prozentuale
Volumenverlust u¨ber die Simulationszeit fu¨r beide Verfahren, sowie die pro-
zentuale Volumenkorrektur nach dem ersten Iterationsschritt fu¨r das neu
entwickelte Verfahren.
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Abbildung 6.6: Auschnitte aus einer Simulation eines deformierbaren Ar-
madillo Modells mit dem Verfahren nach Teschner et al. (links) im Vergleich
zu dem neuen Verfahren nach Diziol et al. (rechts). Ebenfalls angegeben ist
der prozentuale Volumenverlust u¨ber die Simulationszeit fu¨r beide Verfahren,
sowie die prozentuale Volumenkorrektur nach dem ersten Iterationsschritt
fu¨r das neu entwickelte Verfahren.
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 0  2  4  6  8  10  12
Abbildung 6.7: Auschnitte aus einer Simulation mit plastischer Deforma-
tion mit dem Verfahren nach Teschner et al. (links), bei der das Volumen ver-
loren geht, im Vergleich zu dem neuen Verfahren nach Diziol et al. (rechts).
Ebenfalls angegeben ist der prozentuale Volumenverlust u¨ber die Simulati-
onszeit fu¨r beide Verfahren, sowie die prozentuale Volumenkorrektur nach
dem ersten Iterationsschritt fu¨r das neu entwickelte Verfahren.
Kapitel 7
Oberfla¨chenbasierte Simulation
Alle bisher vorgestellten Verfahren zur Simulation deformierbarer Ko¨rper beno¨-
tigen volumetrische Strukturen, meist Tetraedernetze. Je nach Algorithmus kann
dies schon fu¨r wenige tausend zu simulierender Elemente zu Rechenzeiten fu¨hren,
die fu¨r interaktive Simulationen nicht mehr brauchbar sind. Gerade die Simulation
volumenerhaltender Ko¨rper stellt hier eine Herausforderung dar.
Des Weiteren stellt die Anforderung nach Stabilita¨t der Simulation ein großes
Problem dar. Physikalisch basierte Ansa¨tze, wie z. B. das Verfahren der Finite-
Elemente-Methode aus Kapitel 3.2, beno¨tigen fu¨r eine stabile Simulation steifer
Ko¨rper ein implizites Integrationsverfahren. Dies bedeutet wiederum, dass ein li-
neares bzw. nicht-lineares Gleichungssystem zu lo¨sen ist, was fu¨r mehrere tausend
Elemente ein Problem fu¨r interaktive Simulationen sein kann, da die Laufzeit nicht
linear mit der Anzahl der Elemente skaliert. Lineare Gleichungssystemen mu¨ssen
auch bei Systemen mit Zwangsbedingungen gelo¨st werden, was zu a¨hnlichen Re-
chenzeiten wie bei impliziten Integrationsverfahren fu¨hrt.
Geringere Laufzeiten lassen sich mit nicht volumetrischen Beschreibungen erzie-
len. Da es fu¨r die Visualisierung nur auf die Oberfla¨che ankommt, wird in diesem
Kapitel ein Ansatz entwickelt, bei dem das Ko¨rperinnere nicht betrachtet werden
muss. Das in diesem Kapitel entwickelte und schon von Diziol et al. [DBB11] ver-
o¨ffentlichte Verfahren ermo¨glicht eine effiziente und robuste Simulation inkompres-
sibler deformierbarer Ko¨rper, die nur durch ihre Oberfla¨che beschrieben werden.
Anstelle von Tetraedernetzen werden Dreiecksnetze fu¨r die Simulation verwendet.
Somit wird auch weniger Speicher beno¨tigt, da innere Partikel komplett entfallen.
Zusa¨tzlich werden keine speziellen Simulationsmodelle beno¨tigt, die zuna¨chst aus
dem Dreicksnetz gewonnen werden mu¨ssten. Das in diesem Kapitel entwickelte
neue Verfahren kann Ko¨rper mit tausenden von Partikeln in Echtzeit deformieren,
hat keine Stabilita¨tsprobleme, kann das Volumen des Ko¨rpers erhalten, produziert
hoch qualitative und visuell plausible Deformationen, ist einfach zu implementieren
und profitiert von der Geschwindigkeit heutiger Grafikprozessoren.
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Da der Trend von heutigen Prozessorarchitekturen hin zu Mehrkernprozessoren
geht, sollten neue Algorithmen eine parallele Abarbeitung des Problems ermo¨gli-
chen. Gerade fu¨r rechenintensive Operationen bieten sich hier mittels Grafikhard-
ware beschleunigte Algorithmen an. Moderne Grafikprozessoren ko¨nnen im Schnitt
bis zu hundertmal mehr Fließkommaoperationen berechnen als ein herko¨mmlicher
Prozessor. Auch die Anbindung an den internen Speicher der Grafikkarte ist deut-
lich schneller als die Anbindung zum herko¨mmlichen Speicher, was besonders bei
Algorithmen mit großen Datenmengen wichtig ist.
7.1 Zugrundeliegende Ansa¨tze
Um eine implizite Integration zu umgehen und trotzdem eine stabile Simulati-
on zu ermo¨glichen, wird in diesem Kapitel ein geometrisch stabiler Ansatz, die
Geometrie-Anpassung1 [MHTG05], verwendet. Mit diesem Ansatz lassen sich vi-
suell plausible, elastische und plastische Deformationen von Partikel-Wolken si-
mulieren. Das Verfahren passt die bewegten Partikel, die mehreren u¨berlappenden
Regionen zugeordnet sind, einer mo¨glichst guten Starrko¨rperbewegung an. Die Zu-
ordnung der Partikel in Regionen wird in Abschnitt 7.4 beschrieben. Da Mu¨ller
et al. [MHTG05] nur wenige solcher u¨berlappenden Regionen in Echtzeit simulie-
ren ko¨nnen, erweitern Rivers und James [RJ07] deren Methode um eine geschick-
te schnelle Summationstechnik fu¨r gleichma¨ßige Gitter. Diese Summationstechnik
kann nicht effizient parallel abgearbeitet werden, was jedoch fu¨r eine effiziente
Ausfu¨hrung auf einem Grafikprozessor beno¨tigt wird. Die in diesem Kapitel ent-
wickelte neue Summation hingegen kann fu¨r irregula¨re Dreiecksnetze verwendet
werden und ermo¨glicht eine effiziente Ausfu¨hrung auf der Grafikkarte.
Fu¨r die Geometrie-Anpassung wird in diesem Kapitel zusa¨tzlich eine neue
Volumenerhaltung entwickelt, die rein Oberfla¨chen-basiert ist. Wie im na¨chsten
Abschnitt vorgestellt, wird die Volumenerhaltung nach der Kollisionsauflo¨sung
realisiert, weswegen fu¨r die Volumenzwangsbedingung fertig aufgelo¨ste Kontak-
te und Kollisionen betrachtet werden mu¨ssen. Die Volumenzwangsbedingung wird
durch Korrektur der Partikelpositionen gelo¨st, a¨hnlich wie in der positionsbasierten
Methode (siehe Abschnitt 2.5.3). Um die physikalische Plausibilita¨t zu erhalten,
mu¨ssen wie in der positionsbasierten Methode die Geschwindigkeiten entsprechend
angepasst werden. Durch einfache Positionsa¨nderungen kann die Geschwindigkeit
oszillieren, wie es auch von Irving et al. [ISF07] festgestellt wurde. Deswegen wird
zusa¨tzlich eine Geschwindigkeitskorrektur durchgefu¨hrt. Um nicht nur globale, son-
dern auch lokale Volumenkorrekturen anhand der Oberfla¨che realisieren zu ko¨nnen,
wird eine neue Formulierung entwickelt, die auch schon von Hong et al. [HJCW06]
entdeckt wurde. In diesem Kapitel wird außerdem eine neue Heuristik entwickelt,
1Englischer Begriff des Verfahrens: Shape Matching.
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mit deren Hilfe auch lokale Volumenkorrekturen durchgefu¨hrt werden ko¨nnen. Die
hier entwickelte Volumenzwangsbedingung kann daru¨ber hinaus nicht nur mit der
Geometrie-Anpassung verwendet werden, sondern fu¨r jede Simulation, die geschlos-
sene deformierbare Oberfla¨chen verwendet.
7.2 U¨bersicht u¨ber das Verfahren
In dem Integrationsschema der Simulation mu¨ssen die Elastizita¨t der Ko¨rper,
Zwangsbedingungen zwischen den Ko¨rpern (wie Kollisionen) und die Volumen der
Ko¨rper beru¨cksichtigt werden. Das Volumen kann sich durch die Modifikation der
Positionen direkt oder durch die Geschwindigkeiten indirekt vera¨ndern. Wird ein
Partikel verschoben, a¨ndert sich seine Geschwindigkeit und entsprechend das Vo-
lumen im na¨chsten Zeitschritt, d. h. es kommt zu Oszillationen. Abbildung 7.1
veranschaulicht diesen Sachverhalt. Um dieses Problem zu umgehen, werden Posi-




Abbildung 7.1: Um den Volumenfehler (oben links) zu korrigieren, wer-
den die Partikelpositionen des Ko¨rpers entsprechend angepasst (oben Mitte),
womit sich die Geschwindigkeiten (durch Pfeile angedeutet) a¨ndern. Durch
die Integration im na¨chsten Zeitschritt (oben rechts) wird das Volumen des-
halb wieder verletzt, weshalb eine neue Volumenkorrektur no¨tig ist (unten
links). Durch erneute Integration (unten Mitte) verliert der Ko¨rper an Volu-
men, womit sich das Objekt nach erneuter Volumenkorrektur (unten rechts)
wieder in der Ausgangssituation (oben Mitte) befindet. Diese Oszillationen
ko¨nnen durch eine Geschwindigkeitskorrektur vermieden werden.
Der in diesem Kapitel entwickelte neue Ansatz verwendet geschlossene Dreiecks-
netze. Jeder Ecke des Netzes wird ein Partikel zugeordnet. Die Simulation eines
Zeitschrittes mit Schrittweite ∆t und externer Beschleunigung a, wie z. B. der
Gravitation, ist in folgende Schritte unterteilt, um die Partikel mit Positionen und
Geschwindigkeiten von [xn,vn]T in den Zustand [xn+1,vn+1]T zu u¨berfu¨hren:
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1. Fu¨hre eine semi-implizite Euler-Integration der Partikel durch:
vn+1 = vn + ∆t a
xn+1 = xn + ∆tvn+1 .
2. Modifiziere die Positionen xn+1 und Geschwindigkeiten vn+1 anhand der
Elastizita¨t des Ko¨rpers.
3. Berechne Kollisionen, modifiziere Positionen xn+1, um einen kollisionsfreien
Zustand zu erhalten, und vera¨ndere die Geschwindigkeiten vn+1 durch die
Reibung.
4. Korrigiere die Positionen xn+1, um das Volumen wiederherzustellen, ohne
aufgelo¨ste Kollisionen zu verletzen.
5. Korrigiere die Geschwindigkeiten vn+1, um Oszillationen zu vermeiden.
Im ersten Schritt dieses Schemas werden die Positionen und Geschwindigkeiten der
Partikel mit einem semi-expliziten Euler-Verfahren integriert, ohne Zwangsbedin-
gungen oder Elastizita¨t zu beru¨cksichtigen. Dabei treten keine Instabilita¨ten des
Systems auf. In Schritt zwei (siehe Abschnitt 7.3) wird die Elastizita¨t des Objekts
durch die robuste Geometrie-Anpassung simuliert. Da sie immer stabil ist, wird
keine implizite Integration beno¨tigt. In Schritt drei werden Kollisionen bestimmt
und eine Kollisionsauflo¨sung durchgefu¨hrt, wie es in Kapitel 4 beschrieben wurde.
Durch die Kollisionsauflo¨sung wird zwar wiederum das Objekt deformiert. Diese
Deformation wird erst im na¨chsten Zeitschritt durch die Geometrie-Anpassung be-
ru¨cksichtigt. Fu¨r visuell plausible Animationen stellt dies keine Probleme dar. Im
vierten Schritt wird das Volumen wiederhergestellt, das durch die ersten Schritte
verloren gegangen sein kann. Hierbei du¨rfen bereits korrigierte Kollisionen jedoch
nicht zersto¨rt werden. Im letzten Schritt werden dann die Geschwindigkeiten ge-
sondert behandelt, um Oszillationen zu vermeiden. Schritt vier und fu¨nf werden
in Abschitt 7.9 behandelt.
7.3 Die Geometrie-Anpassung
Das elastische Verhalten deformierbarer Ko¨rper kann auf unterschiedliche Arten
realisiert werden. Masse-Feder-Systeme [THMG04], wie in Abschnitt 6.1 beschrie-
ben, oder die Finite-Elemente-Methode aus Abschnitt 3.2 zur Berechnung des De-
formationsverhaltens ko¨nnen hierfu¨r verwendet werden. Beide Verfahren haben
jedoch den Nachteil, dass sie nicht unbedingt stabil mit schnellen expliziten Inte-
grationsverfahren integriert werden ko¨nnen. Dies liegt daran, dass die Kra¨fte be-
liebig groß werden ko¨nnen, womit sich die Partikel in jedem Zeitschritt weiter von
der Ruhelage entfernen. Implizite Integrationsverfahren hingegen beno¨tigen mehr
7.3 Die Geometrie-Anpassung 87
Rechenzeit, was die Anzahl der Partikel, die interaktiv simuliert werden ko¨nnen,
stark einschra¨nkt.
Mit der von Mu¨ller et al. [MHTG05] vorgestellten Geometrie-Anpassung kann die-
se Limitierung jedoch umgangen werden. Zuna¨chst werden die Partikel mit einem
expliziten Verfahren integriert, ohne interne Kra¨fte oder Zwangsbedingungen zu
beru¨cksichtigen, die ein instabiles System verursachen ko¨nnten. Die Partikel des
Ko¨rpers ko¨nnen sich also beliebig bewegen. Ziel ist es, die Partikel wieder in Rich-
tung Ruhelage zu bewegen. Hierfu¨r muss die initiale Pose der Ruhelage, bestehend
aus den Partikeln xi(t0) = x
0
i , durch eine Starrko¨rperbewegung in eine Lage ge-
bracht werden, die die aktuelle Pose mo¨glichst gut beschreibt. Um diese Anpassung
zu finden, wird eine Rotationsmatrix R und die Translation t0− t gesucht, die die












Hierbei sind mi die Massen der einzelnen Partikel, t
0 die initiale und t die aktuelle
Translation des Ko¨rpers. Auf den ersten Blick scheint der Vektor t0 u¨berflu¨ssig zu
sein, da man die initialen Partikelpositionen x0i so verschieben ko¨nnte, dass t
0 = 0
gilt. Dieses Hilfskonstrukt ist aber fu¨r die in Abschnitt 7.5 beschriebene Optimie-
rung wichtig, da man sonst keine schnelle Summation durchfu¨hren ko¨nnte. Ab-
bildung 7.2 veranschaulicht schematisch das Vorgehen der Geometrie-Anpassung.
Die an die aktuellen Partikelpositionen angepasste initiale Pose definiert somit
Zielpositionen gi = R(x
0
i − t0) + t fu¨r jedes einzelne Partikel. Diese Zielpositionen
beschreiben den undeformierten Zustand des Objekts bezu¨glich der aktuellen Lage
der Partikel. Da der undeformierte Zustand der einzelnen Partikel nun bekannt ist,
kann jedes Partikel in Richtung der Zielpositionen verschoben werden. Somit wird
















Abbildung 7.2: Bei der Geometrie-Anpassung wird die initiale Pose (links)
mit einer Starrko¨perbewegung an die integrierten Partikelpositionen (Mitte)
angepasst, um fu¨r jeden Partikel eine Zielposition zu erhalten (rechts).
Nach Arkun et al. [AHB87] berechnen sich die Vektoren t0 der initialen Pose und
t der deformierten Pose durch die Schwerpunkte der Partikel mit Hilfe der Masse
88 Kapitel 7: Oberfla¨chenbasierte Simulation


























die mit Hilfe der Polarzerlegung A = RU berechnet werden kann. Die Matrix R
ist eine orthonormale Matrix und U =
√
ATA eine symmetrische Matrix. Unter-
schiedliche Verfahren zur Berechnung der Polarzerlegung finden sich in Anhang E.
In dieser Arbeit werden zyklische Jacobi-Iterationen mit einem Warmstart (sie-
he [GVL96]) verwendet, um U zu extrahieren und so R = AU−1 zu erhalten.
Der Warmstart (wie auch in Anhang E beschrieben) hilft die Anzahl der Jacobi-
Iterationen zu verringern. Bezu¨glich der optimalen Starrko¨rperbewegung ergeben
sich dann die Zielpositionen gi der einzelnen Partikel mit Hilfe der Transformati-







Durch die so gewonnenen Zielpositionen lassen sich die Geschwindigkeiten und












Der skalare Parameter s ∈ [0, 1] beschreibt hierbei die Steifigkeit des Objekts und
kontrolliert, wie schnell sich die Partikel in ihre Ruhelage bewegen. Werden alle
Partikel direkt auf die Zielpositionen verschoben (s = 1), erha¨lt man eine Starrko¨r-
perbewegung, werden sie hingegen nur ein wenig in Richtung der Zielpositionen
verschoben (s < 1), erha¨lt man die Bewegung eines elastischen Ko¨rpers. Indem
die Geschwindigkeiten vn+1i mit Hilfe der Zielpositionen aktualisiert werden, kann
ein U¨berschießen verhindert und eine unbedingt stabile Simulation gewa¨hrleistet
werden. Zusa¨tzlich ko¨nnen die Geschwindigkeiten mit einem stabilen Da¨mpfungs-
verfahren geda¨mpft werden, bevor die Partikelpositionen aktualisiert werden. Die
Da¨mpfung der Geschwindigkeiten wird in Abschnitt 7.11 behandelt.
Dieser Ansatz kann nicht nur verwendet werden, um die Elastizita¨t von volume-
trischen Ko¨rpern zu beschreiben, auch bei der Simulation von Kleidung wurde
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diese Technik erfolgreich von Stumpp et al. [SSBT08] eingesetzt. Hier kann die
Polarzerlegung sogar in geschlossener Form angegeben werden, da die Rotation
in der Ebene eines Dreiecks des Kleidungsstu¨cks berechnet wird und somit nur
zwei-dimensional ist. Dies erlaubt eine schnellere Berechnung der Polarzerlegung.
7.4 U¨berlappende Regionen
Werden alle Zielpositionen mit einer Starrko¨rpertransformation bestimmt, ko¨n-
nen keine großen Deformationen erfolgen. Um dieses Problem zu umgehen, weisen
Mu¨ller et al. [MHTG05] die Partikel u¨berlappenden Regionen zu. Diese Regio-
nen werden bestimmt, indem der Raum um das Objekt in Voxel aufgeteilt wird
und die Partikel den Voxeln zugeordnet werden. Jedem Voxel wird eine Region
Rj zugeteilt, die die Partikel in diesem Voxel und all seinen angrenzenden Voxeln
entha¨lt. Fu¨r jede Region wird dann die Geometrie-Anpassung anhand der Partikel
in der Region durchgefu¨hrt und somit die regionsspezifischen Zielpositionen be-
stimmt. Um die endgu¨ltigen Zielpositionen fu¨r die Partikel zu erhalten, werden die












Hierbei ist Tj die durch die Geometrie-Anpassung gewonnene Transformations-
matrix fu¨r die Region Rj. Mu¨ller et al. [MHTG05] verwenden in ihrer Arbeit nur
wenige u¨berlappende Regionen. Wie in der Arbeit von Rivers und James [RJ07]
gezeigt, beeinflusst die Gro¨ße der U¨berlappungen der Regionen die Steifigkeit des
Ko¨rpers. Werden viele kleine Regionen mit wenig u¨berlappenden Partikeln ver-
wendet, werden durch benachbarte Regionen im Allgemeinen sehr unterschied-
liche Zielpositionen bestimmt. Dies fu¨hrt zu gro¨ßeren Deformationen. Je gro¨ßer
die U¨berlappungen jedoch sind, desto a¨hnlicher werden die Zielpositionen benach-
barter Regionen. Die Steifigkeit des Objektes wird somit erho¨ht. Abbildung 7.3
vergleicht die Deformation eines Objektes mit kleinen und großen Regionen.
Werden große U¨berlappungen der Regionen zugelassen, kann sich die Laufzeit zur
Berechnung der Zielpositionen drastisch erho¨hen. Dieser Sachverhalt wird in Ab-
schnitt 7.5 und Abschnitt 7.7 genauer behandelt. Anstatt viele Regionen mit großen
U¨berlappungen zu verwenden, schlagen Mu¨ller et al. [MHTG05] alternativ vor,
quadratische anstatt lineare Transformationen zur Bestimmung der Zielpositionen
zu verwenden. Allerdings hilft dieses Vorgehen bei großen Deformationen nicht, da
wenige Regionen die Deformation nicht genau genug beschreiben ko¨nnen. Abbil-
dung 7.4 zeigt den Unterschied zwischen der Verwendung von linearen und qua-
dratischen Transformationen mit weniger Regionen und linearen Transformationen
mit vielen Regionen.
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Abbildung 7.3: A¨nderung der Steifigkeit bei unterschiedlichen Regionsgro¨-
ßen. Oben werden kleine Regionen mit jeweils sechs Partikeln zur Geometrie-
Anpassung verwendet, was zu gro¨ßeren Deformationen fu¨hrt. Verwendet man
dagegen gro¨ßere Regionen, wie unten im Bild zu sehen ist, wird das Objekt
bei Auslenkung eines Partikels weniger deformiert.
Abbildung 7.4: Vergleich zwischen der Verwendung von linearen (links)
und quadratischen Transformationen (Mitte) mit wenigen Regionen und li-
nearen Transformationen (rechts) mit vielen Regionen. Auch mit Hilfe qua-
dratischer Transformationen lassen sich keine großen Deformationen ohne
Artefakte realisieren. Quelle: [RJ07].
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Bei der Verwendung weniger Regionen kann es zu schlechten Deformationen kom-
men. Deshalb ist eine effiziente Behandlung vieler Regionen no¨tig. Da sich die Re-
gionen u¨berlappen, werden bei der Berechnung des Schwerpunktes und der Matrix
die Partikel mehrfach aufsummiert. In dem Ansatz von Rivers und James [RJ07]
muss hingegen zur Summenbildung von Gleichungen (7.2) und (7.3) jedes Partikel
nur einmal betrachtet werden, da sie eine gitterfo¨rmige Netzstruktur zur Simulati-
on verwenden. Dieses Konzept wird auch von Steinmann et al. [SOG08] verwendet,
um eine schnelle Summation fu¨r adaptive, auf Octrees basierenden, Gitterstruktu-
ren zu realisieren.
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Rivers und James verwenden nicht das urspru¨ngliche Netz zur Simulation, um
zu einer geschickten Summation zu kommen. Stattdessen wird der achsenparallele
Hu¨llquader des Objektes in ein regelma¨ßiges Gitter unterteilt und an jedem Git-
terpunkt wird ein Partikel platziert. Das urspru¨ngliche Netz wird in das Gitter
eingebettet und zur Visualisierung anhand des Gitters mit bewegt. Die Regionen
fu¨r die Geometrie-Anpassung ergeben sich aus dem Gitter. Jedem Gitterpunkt
wird eine Region zugewiesen, die das Partikel des Gitterpunktes selbst sowie alle
Partikel in der ω-Nachbarschaft des Gitters entha¨lt. Die Gro¨ße ω der Nachbar-
schaft spielt hierbei eine wichtige Rolle fu¨r die Steifigkeit des Objektes, beeinflusst
aber auch die Laufzeit signifikant.
Um die Translation t und die Matrix A der Gleichungen (7.2) und (7.3) aufstellen
zu ko¨nnen, mu¨ssen bei einer Regionsgro¨ße ω und n Regionen n(2ω+1)3 = O(nω3)
Elemente aufaddiert werden. Diese Terme ko¨nnen jedoch aufgrund der regelma¨ßi-
gen Gitterstruktur durch eine geschickte Umformulierung der Summe in konstanter









mit den skalaren Werten eijk aus der Translation t und der Matrix A (also insge-
samt 12 Summen). Fu¨r eine schnelle Summation kann diese Summe in drei Schrit-













Durch diese Aufteilung mu¨ssen nur noch 3n(2ω + 1) Elemente fu¨r die Summe
betrachtet werden. Da sich die Regionen und somit die Elemente der Summen
u¨berlappen, kann die Berechnung durch folgendes, rekursives Summieren auf die
Laufzeit O(n) reduziert werden:
Xxyz = X(x−1)yz − e(x−ω−1)yz + e(x+ω)yz
XYxyz = XYx(y−1)z −Xx(y−ω−1)z +Xx(y+ω)z
Sxyz = Sxy(z−1) −XYxy(z−ω−1) +XYxy(z+ω) . (7.6)
Diese Vorschrift kann fu¨r alle im Inneren2 des Gitters liegende Partikel verwendet
2Der Wu¨rfel, der die Region bildet, muss voll mit Partikeln besetzt sein.
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werden. Nur fu¨r am Rand liegende Partikel mu¨ssen Sonderfa¨lle betrachtet werden,
sodass man am Rand nicht auf eine Laufzeit von O(n) kommt.
Durch diese Summationsvorschrift wird deutlich, warum man die Variable t0r der
r-ten Region aus Gleichung (7.1) beno¨tigt und nicht die Punkte zum regionenspe-
zifischen Schwerpunkt verschieben kann, sodass t0r = 0 gilt. Dann wa¨ren na¨mlich
die Summen u¨ber die Partikel, die sich aus zwei u¨berlappenden Regionen ergeben,
nicht mehr identisch. Das gleiche Problem tritt auch bei der Summe u¨ber die Ma-
trix Ar der r-ten Region aus Gleichung (7.3) auf. Diese entha¨lt die Terme tr und
t0r, die fu¨r jede Region verschieden sind. Um die schnelle Summation durchfu¨hren
zu ko¨nnen, mu¨ssen die regionsspezifischen Teile der Matrix getrennt betrachtet

























































Der Wert Mr ist hier die vorberechnete Masse aller Partikel der r-ten Region. Fu¨r

















von Ar abgezogen werden. Nach der Bestimmung
der Zielpositionen fu¨r die Partikel der Regionen, mu¨ssen die finalen Zielpositionen
aus Gleichung (7.5) der Partikel ermittelt werden. Um diese effizient zu berechnen,
kann wieder die schnelle Summation verwendet werden.
Durch die Verwendung vieler Regionen ergeben sich dennoch Probleme fu¨r die
Laufzeit. Zuna¨chst einmal muss fu¨r jede Region die optimale Bewegung bestimmt
werden, weshalb auch fu¨r jede Region die Polarzerlegung berechnet werden muss.
Da auf einem heutigen Prozessor nur ca. 1500 Polarzerlegungen3 in einer Millise-
kunde berechnet werden ko¨nnen, limitiert dies die Anzahl an Regionen fu¨r Echt-
zeitanwendungen. Dieses Problem wird, wie in Abschnitt 7.13 beschrieben, durch
Verwendung von Spezialhardware umgangen.
3Gemessen auf einem Intel Core i7 950.
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Wie in Abbildung 7.4 gezeigt, beno¨tigt man fu¨r komplexe Deformationen viele Re-
gionen. Um die Anzahl an Regionen und somit die Laufzeit reduzieren zu ko¨nnen,
wird in dem hier entwickelten Verfahren ausschließlich die Oberfla¨che eines Ko¨rpers
fu¨r die Simulation betrachtet. Dies hat mehrere Vorteile. Da der Betrachter das
Ko¨rperinnere nicht sieht, mu¨ssen keine Partikel ins Innere gelegt werden. Statt-
dessen ko¨nnen, ohne die Rechenzeit zu erho¨hen, mehr Partikel auf der Oberfla¨che
platziert werden, was zu glatteren Deformationen der Oberfla¨che fu¨hrt. Zusa¨tzlich
zur Laufzeitersparnis beno¨tigt man auch weniger Speicher. Weiterhin ist keine wei-
tere Datenstruktur erforderlich, sondern man kann direkt das Dreiecksnetz zur Si-
mulation verwenden. Dies ermo¨glicht, bei der Kollisionserkennung und -auflo¨sung
genauere Resultate zu erzielen, da nicht, wie z. B. bei der Verwendung von Te-
traedernetzen, das leicht zur visualisierten Oberfla¨che versetzte Simulationsnetz
verwendet wird.
A¨hnlich zu der Arbeit von Rivers und James [RJ07] wird in dem hier entwickelten
neuen Ansatz pro Partikel des Dreiecksnetzes eine Region Ri definiert. Sie bein-
haltet das Partikel selbst sowie alle Partikel seines ω-Rings. Der ω-Ring, wie in
Abbildung 7.5 zu sehen, besteht aus allen Partikeln, die u¨ber ω Kanten erreicht
werden ko¨nnen.
Abbildung 7.5: Um die Regionen fu¨r die Geometrie-Anpassung zu defi-
nieren wird der ω-Ring eines Partikels (dicker Punkt) verwendet. Im Bild zu
sehen der 1-Ring (links) und der 2-Ring (rechts).
Ein generelles Problem der Geometrie-Anpassung ist es, dass, je nach verwendeter
Methode zur Extraktion der Polarzerlegung, im Falle von det A ≤ 0 keine echte
Rotation aus der Matrix A bestimmt werden kann. Dieses Problem tritt in den
Arbeiten von Mu¨ller et al. [MHTG05] und Rivers und James [RJ07] jedoch selten
auf und wird deswegen nicht diskutiert4. Wird hingegen rein die Oberfla¨che be-
trachtet, ist schon in der Anfangspose bei koplanaren Regionen die Determinante
null. Um dieses Problem zu umgehen, wird in dem in diesem Kapitel entwickelten
4Bei einer ra¨umlichen Verteilung der Partikel ist die Determinante von A meist positiv.
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Verfahren ein zusa¨tzlicher Punkt p zur Region Ri hinzugefu¨gt und bei der Berech-
nung von A in die Summe mit aufgenommen. Seine Position ist durch die Position
xi und durch die Oberfla¨chennormale
5 ni bestimmt:








stellt hierbei die durchschnittliche initiale Distanz der Partikel aus der i-ten Regi-
on zu ihrem Schwerpunkt dar und wird beno¨tigt, damit der Extrapunkt a¨hnlichen
Einfluss wie die Partikel auf die zu extrahierende Rotation hat. Da der Extrapunkt
jedoch nicht det A < 0 immer verhindern kann, wird wie in [WDAH10] vorgeschla-
gen, die letzte Spalte von A im Falle einer negativen Determinante negiert. Dies
ist no¨tig, wenn wie in dieser Arbeit zur Berechnung der Polarzerlegung zyklische
Jacobi-Iterationen fu¨r die Berechnung der Wurzel aus ATA verwendet werden. Ei-
ne andere Mo¨glichkeit ist die Verwendung der Singula¨rwertzerlegung A = WDVT
mit Hilfe zweiseitiger Jacobi-Rotationen, wie in [TKA10] vorgeschlagen. Da diese
Methode jedoch etwas langsamer ist und zudem fu¨r einen Warmstart noch die zu-
sa¨tzliche Matrix W gespeichert werden muss, wird diese Methode hier nicht ver-
wendet. Die Singula¨rwertzerlegung kann auch mit einseitigen Jacobi-Rotationen
berechnet werden, was genauso schnell wie zyklische Jacobi-Iterationen6 ist. Dies
kann jedoch zu numerischen Schwierigkeiten fu¨r fast singula¨re Eigenwerte fu¨hren,
da W mit Hilfe von Spaltenskalierung bestimmt wird, was die Orthogonalita¨t von
W beeintra¨chtigen kann. Eine genauere Beschreibung der einzelnen Verfahren zur
Bestimmung der Polarzerlegung findet sich in Anhang E.
Es ist anzumerken, dass Versuche in der Praxis gezeigt haben, dass durch Hin-
zufu¨gen des Extrapunktes genug Stabilita¨t gewa¨hrleistet werden kann, um selbst
komplett degenerierte (und auch invertierte) Objekte wiederherzustellen. Abbil-
dung 7.6 zeigt wie ein Armadillo Modell komplett degeneriert und dennoch, nach
Einschalten der Geometrie-Anpassung, wiederhergestellt werden kann.
Eine a¨hnliche Methode zur Stabilisierung der berechneten Rotation wurde von
Mu¨ller und Chentanez [MC11] vorgeschlagen. Sie verwenden ”orientierte Parti-
kel“, d. h. jedem Partikel wird zusa¨tzlich eine Rotationsmatrix und eine Winkel-
geschwindigkeit zugeordnet. Diese werden dann wie Starrko¨rper (vergleiche Ab-
schnitt 2.4) integriert. Bei der Bestimmung der Matrix Ai einer Region werden
zusa¨tzlich Punkte bzw. deren Differenzvektoren zum Schwerpunkt hinzugenom-
men, die die Spalten der Rotationsmatrizen der Partikel darstellen, wobei diese,
5Die Normale ist die gemittelte Normale aus den an dem i-ten Partikel angrenzenden Drei-
ecksnormalen.
6Die nicht diagonalen Eintra¨ge der Elemente von ATA sind dann implizit auf null gesetzt.
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Abbildung 7.6: Ausschnitt aus einer Simulation mit dem Armadillo Mo-
dell (von oben links nach unten rechts). Wird die Simulation der Elastizita¨t
ausgeschaltet, so degeneriert das Modell vollsta¨ndig (oben Mitte). Durch die
stabile Simulation ist es nach Anschalten der Elastizita¨t mo¨glich, das Objekt
nach wenigen Simulationsschritten wiederherzustellen.
a¨hnlich wie der in diesem Abschnitt hinzugenommene Extrapunkt, skaliert werden.
Die Winkelgeschwindigkeit wird dann aus den Rotationsmatrizen vor und nach der
Geometrie-Anpassung bestimmt.
7.7 Schnelle Summation auf Dreiecksnetzen
Um bei der oberfla¨chenbasierten Geometrie-Anpassung eine effiziente Simulation
zu ermo¨glichen, wird wie bei Rivers und James [RJ07] eine schnelle Summations-
technik beno¨tigt. Da heutige Grafikprozessoren Fließkommaoperationen deutlich
schneller7 als normale Prozessoren durchfu¨hren ko¨nnen, wird hier eine Ausfu¨h-
rung auf der Grafikkarte vorgeschlagen. Da Grafikprozessoren den Programmcode
parallel abarbeiten, muss die schnelle Summation parallelisierbar sein. Eine effi-
ziente Parallelisierung der Summationstechnik von Rivers und James ist jedoch
nicht mo¨glich, da die rekursive Summenzerlegung aus Gleichung (7.6) Abha¨ngig-
7Auf einer NVidia GTX 470 Grafikkarte beno¨tigten 150000 Polarzerlegungen ca. eine Milli-
sekunde, auf einem Core i7 850 hingegen fast 100 Millisekunden.
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keiten zu den Nachbarn aufweist. Die Summe Xxyz kann nicht berechnet werden,
bevor X(x−1)yz berechnet wurde. Weiterhin kann wegen der unregelma¨ßigen Struk-
tur der Dreiecksnetze die Technik von Rivers und James nicht angewendet werden.
Stattdessen wird ein neuer Summationsalgorithmus entwickelt, dessen Laufzeit li-
near (anstatt quadratisch) in der Regionsgro¨ße ω ist. Implementierungsdetails zur







x0 x1 x2 x3
Pra¨fixsumme P0
Pfadsumme der Region x0 + x1 + x2 x1 + x2 + x3
x0 x0 + x1 x0 + x1 + x2 x0 + x1 + x2 + x30
Abbildung 7.7: Schematische Abbildung der schnellen Summation fu¨r
Dreiecksnetze: U¨berlappende Regionen der Gro¨ße ω = 2 fu¨r zwei Partikel
(rot und gelb) mit den dazugeho¨rigen Pfaden Pi (blau). Die Summe der
Region wird berechnet, indem zuerst die Pra¨fixsumme u¨ber den Pfaden be-
rechnet wird. Danach wird die Differenz der Elemente an den Grenzen der
jeweiligen Regionen der Pra¨fixsumme zu der Summe der Region addiert, wie
es beispielhaft fu¨r den Pfad P0 gezeigt wird.





















T −Mitit0i T .
Um diese Summen effizient bestimmen zu ko¨nnen, werden zuna¨chst Pfade durch
die Kanten des Dreiecksnetzes gelegt. Beispiele fu¨r solche Pfade auf Modellen sind
in Abbildung 7.8 zu sehen. Ein Pfad ist ein Kantenzug durch das Netz. Die Knoten
eines Pfades Pi der La¨nge n = ni werden mit xi1 , . . . ,xin bezeichnet. Die Pfade de-
cken alle Partikel des Dreiecksnetzes ab, sodass jedes Partikel zu genau einem Pfad
geho¨rt. Die eigentliche Summenberechnung, wie sie schematisch in Abbildung 7.7
dargestellt ist, erfolgt dann in zwei Schritten.
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fu¨r jeden Pfad Pi mit den Partikeln xij , j ∈ [1, . . . , ni] bestimmt. Die Berechnung
der Pra¨fixsumme beno¨tigt O(n) Operationen und kann effizient parallel abgear-
beitet werden (siehe Abschnitt 7.13.2). Im zweiten Schritt werden die eigentlichen
Summen u¨ber den Regionen bestimmt. Fu¨r jede Region werden die Variablen mit
ti := 0 und Ai := 0 initialisiert. Beinhaltet die i-te Region eine Teilmenge an
Partikeln des j-ten Pfades mit Indizes [ik, . . . , il], werden die folgenden Terme zur
Summe der Region addiert:
ti := ti + til − tik−1 (7.8)
Ai := Ai + Ail −Aik−1 .
Die Kreuzkovarianzmatrix einer Region ist dann nach Gleichung (7.7):
Ai := Ai −Mitit0i T .
Der zweite Schritt der Summenbestimmung beno¨tigt O(ωn) Operationen, da durch
eine Region ca. 2ω + 1 Pfade verlaufen (vergleiche hierfu¨r Abbildung 7.7 fu¨r ein
regelma¨ßiges Netz). Auch der zweite Schritt kann effizient parallel abgearbeitet
werden, indem jeder Thread die Summe u¨ber die Pfade einer Region bestimmt.
Es ist noch einmal anzumerken, dass die schnelle Summation nur funktioniert, da
die berechnete Pra¨fixsumme nur regionsunabha¨ngige Werte beinhaltet, d. h. ein
Teil der Kreuzkovarianzmatrix ha¨ngt nur von den Partikeln j, aber nicht von der
Region i ab.
Analog zur Berechnung der Schwerpunkte ti und der Matrizen Ai ko¨nnen die Ziel-
positionen mit Hilfe der Pfade parallel berechnet werden. Hierfu¨r wird in jedem
Partikel die der Region zugeordnete Transformationsmatrix Ti aus Gleichung (7.5)
gespeichert. U¨ber diesen Matrizen werden anhand der Pfade wieder die Pra¨fixsum-
men bestimmt und somit die Summe der Transformationsmatrizen fu¨r die jeweili-
gen Partikel.
7.8 Pfaderzeugung
Um die schnelle Summation auf Dreiecksnetzen durchfu¨hren zu ko¨nnen, mu¨ssen
Pfade u¨ber den Kanten des Dreiecksnetzes in einem Vorberechnungsschritt be-
stimmt werden. Das Layout der Pfade hat direkten Einfluss auf die Geschwin-
digkeit des Algorithmus. Es wa¨re optimal, wenn durch jede Region nur ein Pfad
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verlaufen wu¨rde, da dann zur Bestimmung der Summe nur eine einzige Subtrakti-
on durchgefu¨hrt werden mu¨sste (vergleiche Gleichung (7.8)). Leider ist dies nicht
mo¨glich. Deswegen wird versucht, dass so wenige Pfade wie mo¨glich die Regionen
schneiden. Somit mu¨ssen weniger Subtraktionen bei der Summenbestimmung der
Regionen durchgefu¨hrt werden. Dies ist vor allem wichtig, um Speicherzugriffe zu
reduzieren.
Abbildung 7.8: Die von dem hier beschriebenen Pfaderzeugungsalgorith-
mus erzeugten Pfade (jeder Pfad wird in einer anderen Farbe dargestellt) fu¨r
das Armadillo Modell und fu¨r eine Ente8, die zur Berechnung der schnellen
Summation beno¨tigt werden.
Da es schwer ist, ein optimales Pfadlayout zu erzeugen, wird hier eine Heuristik
verwendet. Gestartet wird mit einer Ecke des Dreiecksnetzes. Dieser Ecke werden
dann sukzessive u¨ber Kanten verbundene Nachbarecken hinzugefu¨gt, bis die Pfad-
la¨nge eine maximale Anzahl an Ecken u¨berschreitet oder der Pfad nicht weiter
vergro¨ßert werden kann. Um den Pfad zu verla¨ngern, werden, ausgehend von der
zuletzt hinzugefu¨gten Ecke p, alle Nachbarn qi von p als mo¨gliche Kandidaten
ausgewa¨hlt, sofern diese nicht schon Teil eines Pfades sind. Unter den mo¨glichen
Kandidaten qi wird dann die Ecke gewa¨hlt, die folgenden zwei Kriterien entspricht:
Die Ecke sollte eine Nachbarecke haben9, die schon Teil eines Pfades ist. Desweite-
8The duck model is provided courtesy of Marco Attene by the AIM@SHAPE Shape Reposi-
tory.
9Die urspru¨ngliche Ecke p wird ausgeschlossen.
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ren wird diejenige Ecke ausgewa¨hlt, die den kleinsten Abstand zu der Ebene hat,
die parallel zur X-Y -Ebene durch die Ecke verla¨uft, bei der der Pfad begonnen hat.
Das erste Kriterium verhindert, dass kleine Lo¨cher bei der Erzeugung der Pfade
entstehen und somit spa¨ter keine kleinen Pfade hinzugefu¨gt werden mu¨ssen, was
die Anzahl an Pfaden pro Region erho¨hen wu¨rde. Durch das erste Kriterium wird
eine Teilmenge der Ecken qi ausgewa¨hlt, die als mo¨gliche Kandidaten fu¨r den Pfad
in Frage kommen. Ist die Menge leer, werden alle Ecken qi der Menge hinzugefu¨gt.
Um die endgu¨ltige Ecke aus dieser Menge zu bestimmen, die dem Pfad hinzugefu¨gt
wird, wird das zweite Kriterium angewendet. Dieses versucht mo¨glichst geradlinig
verlaufende Pfade zu erzeugen. Die nicht zu dem Pfad hinzugefu¨gten Ecken wer-
den in einer Schlange gespeichert, aus der dann eine Ecke genommen wird, um den
na¨chsten Pfad zu beginnen10, falls der aktuelle Pfad nicht weiter vergro¨ßert wer-
den kann. Diese beiden Kriterien bilden mo¨glichst parallel zueinander verlaufende
Pfade. Dies hat fu¨r die parallele Abarbeitung im Hinblick auf den Speicherzugriff
Vorteile, da somit benachbarte Regionen bei der Subtraktion zur Summenbestim-
mung auf den gleichen Pfad zugreifen (vergleiche schematische Abbildung 7.7).
Somit ko¨nnen die Cache-Treffer erho¨ht und ein ho¨herer Speicherdurchsatz reali-
siert werden. Abbildung 7.8 zeigt Beispiele der so erzeugten Pfade.
7.9 Globale Volumenerhaltung
Die Simulation deformierbarer Ko¨rper ohne die Betrachtung des Volumens kann
große Volumena¨nderungen bewirken. Wie schon in Abbildung 6.5 gezeigt, kann
dies zu unnatu¨rlichen Deformationen fu¨hren. Die bisherigen Ansa¨tze von Mu¨ller et
al. [MHTG05] und Rivers und James [RJ07] ignorieren den Aspekt der Volumen-
erhaltung. Wird rein die Oberfla¨che fu¨r die Simulation betrachtet, ist die Volu-
menerhaltung umso wichtiger, da Partikel im Inneren des Ko¨rpers fehlen, die ein
zu starkes Schrumpfen des Objektes verhindern ko¨nnten. Abbildung 7.9 vergleicht
zwei Simulationen mit und ohne Volumenerhaltung, die mit der hier entwickelten,
auf Oberfla¨chen basierten Geometrie-Anpassung simuliert wurden.
Um nicht plausibel aussehende Deformationen zu vermeiden, wird eine Volumen-
erhaltung vorgeschlagen, die rein die Oberfla¨che des Ko¨rpers in Betracht zieht.
Hierfu¨r wird, a¨hnlich wie in dem Verfahren von Hong et al. [HJCW06], das Vo-
lumenintegral eines Vektorfeldes f(x) ∈ R3 u¨ber dem Volumen V in ein Oberfla¨-
chenintegral mit Hilfe des Divergenztheorems umgewandelt:∫∫∫
V




10Wenn die Schlange leer ist, wird eine Ecke des Netzes ausgewa¨hlt, die in keinem Pfad ent-
halten ist.
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Abbildung 7.9: Drei Bilder aus einer Simulation von einem sich verdrehen-
den Objekt: Die Volumenerhaltung (linkes Objekt) verhindert unnatu¨rlich
wirkende große Deformationen (rechtes Objekt), indem rein die Oberfla¨che
betrachtet wird.
Hierbei stellt ∂V den Rand des Volumens V mit nach außen zeigenden Normalen
n dar. Indem die Identita¨t f(x) = x in das Integral eingesetzt wird, kann das





∇ · x dx = 3V . (7.9)




xTn dx− 3V0 = 0 , (7.10)
mit dem Volumen V0 des Ko¨rpers in undeformiertem Zustand, das wa¨hrend der
Simulation eingehalten werden muss. Da hier nur Dreiecksnetze betrachtet werden,
kann das Integral durch eine Summe u¨ber die Dreiecke Ti, i = 1, . . . ,m mit Parti-
kelpositionen ai, bi und ci bestimmt werden. Sei ni die Normale und Ai die Fla¨che















Ai(ai + bi + ci)
Tni .
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Sind die Positionen aller Partikel nach der Geometrie-Anpassung durch X =
[xT1 , . . . ,x
T
n ]
T gegeben, muss die Translation11 ∆X bestimmt werden, sodass
C(X + ∆X) = 0 gilt. Durch Linearisierung der Zwangsbedingung mit Hilfe der
Taylorreihe ersten Grades erha¨lt man
C(X + ∆X) ≈ C(X) +∇C(X)T∆X = 0 .
Wie bei der positionsbasierten Simulation (vergleiche Abschnitt 2.5.3) verschiebt
man die Positionen nur in die Richtung des Gradienten ∇C(X):
∆X = − C(X)‖∇C(X)‖22
∇C(X)
Zur Bestimmung der Translation muss der Gradient von C(X) berechnet werden.
Da es fu¨r die Berechnung auf einem Grafikprozessor geschickter ist, eine Summe
u¨ber den Partikelpositionen xi, i = 1, . . . , n anstatt u¨ber den Dreiecken Ti zu











xTi ni , (7.11)
wobei ni =
∑
Ajnj die gewichtete Summe der Normalenvektoren aller Dreiecke
ist, die das i-te Partikel beinhalten. Zur vereinfachten Berechnung des Gradienten
wird auf der Grafikkarte der Gradient approximiert, indem konstante Normalen








In der Praxis hat sich gezeigt, dass sich das Ergebnis durch die Approximation
nicht signifikant im Gegensatz zur Verwendung des exakten Gradienten vera¨ndert,
der noch zusa¨tzliche Terme der Form xi∂ni/∂xj entha¨lt.
Werden die Partikelpositionen durch die Volumenkorrektur verschoben, mu¨ssen
auch die Geschwindigkeiten entsprechend angepasst werden, um die physikalische
Plausibilita¨t zu erhalten. Dies hat jedoch zur Folge, dass durch die Geschwin-
digkeitsa¨nderung das Volumen im na¨chsten Zeitschritt wieder falsch ist und es
somit zu Oszillationen kommt (vergleiche Abbildung 7.1). Um diese Oszillationen
zu vermeiden, wird eine zusa¨tzliche Geschwindigkeitskorrektur durchgefu¨hrt. Die
Geschwindigkeiten sollen so angepasst werden, dass sie das Volumen im na¨chsten
Zeitschritt nicht wieder vera¨ndern. Leitet man das Volumenintegral∫∫∫
V
∇ · x dx = 3V
11Hiermit ist nicht eine Translation des Ko¨rpers gemeint, sondern eine Translation fu¨r jedes
Partikel.
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nach der Zeit ab, unter der Annahme, dass das Volumen konstant ist, ergibt sich
die Bedingung an die Geschwindigkeiten:∫∫∫
V
∇ · v dx =
∫∫
∂V
vTn dx = 0 . (7.12)
Diese Gleichung wird in der Flu¨ssigkeitssimulation als Nebenbedingung der Navier-
Stokes-Gleichung [Bri08] verwendet, um inkompressible Flu¨ssigkeiten zu simulie-
ren. Es handelt sich hierbei um ein divergenzfreies Geschwindigkeitsfeld. Die Glei-




vTn dx = 0 (7.13)
fu¨r die Geschwindigkeiten aufzustellen. Die Zwangsbedingung wird analog zu der
Positionsbedingung gelo¨st, indem fu¨r jedes Partikel die Geschwindigkeitskorrektur
∆vi bestimmt wird. Abbildung 7.10 zeigt Ausschnitte aus einer Simulation zweier
Wu¨rfel, die mit und ohne Geschwindigkeitskorrektur simuliert wurden.
Abbildung 7.10: Ausschnitte (von oben links nach unten rechts) aus einer
Simulation zweier Wu¨rfel mit (linker Wu¨rfel) und ohne (rechter Wu¨rfel) Ge-
schwindigkeitskorrektur. Wird keine Geschwindigkeitskorrektur verwendet,
kommt es zu Oszillationen, die Beulen (rot eingekreist) im Modell wa¨hrend
der Simulation erzeugen.
7.10 Lokale Volumenerhaltung
Das im vorigen Abschnitt entwickelte Verfahren zur Volumenerhaltung wirkt sich
global auf die gesamte Oberfla¨che aus. Wird ein einzelnes Partikel in das Objekt
hineingedru¨ckt, vera¨ndern sich alle Partikelpositionen. Um dieses Problem zu be-
heben, kann jedem Partikel ein Gewicht wi ≥ 0 gegeben werden, das den Einfluss
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auf die Volumenkorrektur steuert. Hierfu¨r wird ∆xi mit wi/
∑
j wj multipliziert.
Die Gewichte wi werden so bestimmt, dass nur Partikel, durch deren Bewegung
sich das Volumen vera¨ndert hat, ein Gewicht gro¨ßer null bekommen. Hierfu¨r wird
eine Heuristik verwendet, die auf folgendem Gedanken basiert: Das Volumen a¨n-
dert sich an den Stellen, an denen externe oder interne Kra¨fte groß sind. Deshalb
werden die Gewichte wi in Relation zur La¨nge der Positionsa¨nderung gesetzt, die
durch die Geometrie-Anspassung bestimmt wurden:











Der Vektor ci ist hier die A¨nderung der Partikelposition durch die Geometrie-
Anpassung. Der Skalar α ∈ [0, 1] erlaubt es dem Benutzer, eine mehr lokale oder
globale Volumenerhaltung einzustellen. Durch die Verwendung der lokalen Gewich-
te gi beteiligen sich Partikel, die eine große Positionsvera¨nderung erfahren haben,
mehr an der Volumenerhaltung, als Partikel, die sich z. B. nicht bewegt haben.
Durch das Normalisieren der Gewichte, also
∑
gi = 1, erha¨lt man ein a¨hnliches
Verhalten bei A¨nderungen von α bei verschieden starken Partikela¨nderungen.
Abbildung 7.11: Schematischer Vergleich der Volumenerhaltung mit (un-
ten) und ohne (oben) Distanzgelenke (blau). Ein Objekt (nicht deformiert
gestrichelt dargestellt) kollidiert mit dem Boden (links) und wird durch die
Geometrie-Anpassung und durch die Kollisionsauflo¨sung deformiert. Dar-
aus werden die Gewichte (rot) fu¨r die Volumenkorrektur berechnet. Durch
das Setzen der Gewichte von kollidierten Partikeln auf null werden schon
aufgelo¨ste Kollisionen beru¨cksichtigt und durch das Gla¨tten der Gewichte
(Mitte) werden glattere Deformationen fu¨r die Volumenerhaltung (rechts) er-
mo¨glicht. Mit Hilfe der Distanzgelenke la¨sst sich die Volumenkorrektur auch
durch den Ko¨rper propagieren (Vergleiche unten rechts und oben rechts).
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Um das Verhalten der Volumenkorrektur noch weiter zu verbessern, soll die in-
nere Dynamik des Ko¨rpers, also wie sich die Volumena¨nderung innerhalb des
Ko¨rpers ausbreitet, imitiert werden. Durch die Positionsa¨nderung der Geometrie-
Anpassung ko¨nnen Volumenvera¨nderungen nur auf der Oberfla¨che des Ko¨rpers,
wie Abbildung 7.11 zeigt, propagiert werden. Deswegen werden Distanzgelenke
(vergleiche Abschnitt 2.6) im Inneren des Ko¨rpers platziert. Diese werden verwen-
det, um zu messen, wie schnell sich die Volumenvera¨nderung durch das Innere des
Ko¨rpers ausbreiten sollte. Um sie zu generieren, werden in einem Vorberechnungs-
schritt, ausgehend von den undeformierten Partikeln x0i , Strahlen x
0
i − λn0i , λ > 0
entlang der Normalen mit dem Dreiecksnetz geschnitten. Ein Distanzgelenk
C(xi,xk) :=‖xi − xk‖ − ‖x0i − x0k‖ = 0
wird dann mit dem na¨chsten Partikel x0k des ersten geschnittenen Dreiecks erstellt.
Diese Distanzgelenke vera¨ndern hier nicht Positionen oder Geschwindigkeiten der
Partikel, sondern werden nur zur Messung verwendet, wie schnell die Volumenver-
a¨nderung durch das Objekt hindurch propagiert werden sollte. Hierfu¨r werden die
Gewichte gi aus Gleichung (7.14) durch
gi =
βsidi + (1− β)‖ci‖∑
j (βsjdj + (1− β)‖cj‖)
ersetzt, wobei di = |C(xi,xk)| der Fehler des Distanzgelenkes gewichtet mit der
Steifigkeit si ist. Der Parameter β ∈ [0, 1] erlaubt dem Benutzer, den Einfluss des
Distanzgelenkes auf die Volumenerhaltung einzustellen. Der Steifigkeitsparamter
si des Distanzgelenkes wird fu¨r unterschiedliche Dicken des Objekts verwendet.
Im Gegensatz zu dicken Strukturen, sollten du¨nnere Strukturen nicht zu stark
gequetscht werden ko¨nnen. Um dies zu ermo¨glichen, definiert der Benutzer zwei
Steifigkeiten smax ∈ [0, 1] fu¨r das ku¨rzeste Distanzgelenk und smin ∈ [0, 1] fu¨r
das la¨ngste Distanzgelenk des undeformierten Ko¨rpers. Die Steifigkeit si jedes in-
dividuellen Distanzgelenkes ist dann die lineare Interpolation zwischen smin und
smax in Abha¨ngigkeit seiner initialen La¨nge. Abbildung 7.12 zeigt die Einflu¨sse
unterschiedlicher Parameter bei der Deformation einer Kugel. Jede Kugel, beste-
hend aus 1562 Partikeln, wurde von einer Platte zerdru¨ckt und der so entstandene
Volumenverlust gemessen. Die linke Kugel wurde mit globaler Volumenerhaltung
simuliert, die beiden inneren Kugeln mit lokaler Volumenerhaltung. Durch die rein
globale Volumenerhaltung vera¨ndert die linke Kugel ihre Form beim Auftreffen auf
den Boden nicht signifikant, die lokale Volumenerhaltung la¨sst hier hingegen mehr
Deformation zu. Da bei der dritten Kugel keine inneren Strukturen verwendet
wurden, wird sie hingegen sta¨rker deformiert als die zweite Kugel. Die letzte Ku-
gel verwendet u¨berhaupt keine Volumenerhaltung, weswegen sie bis zu 40% ihres
Volumens wa¨hrend der Simulation verliert.
Da die Kollisionsauflo¨sung das Volumen wieder vera¨ndern wu¨rde, wird die Volume-
nerhaltung danach realisiert, wie in der U¨bersicht des Verfahrens in Abschnitt 7.2
7.11 Da¨mpfung der Geschwindigkeiten 105
Abbildung 7.12: Volumenvergleich bei der Deformation von vier Kugeln
(von links nach rechts): Globale Volumenerhaltung, lokale Volumenerhaltung
mit Distanzgelenken (β = 0.1), lokale Volumenerhaltung ohne Distanzgelen-
ke (β = 0) und komplett ohne Volumenerhaltung. Der maximale Volumen-
verlust liegt bei 0.6%, 0.7%, 0.7% und 40% fu¨r die Kugeln.
gezeigt. Jedoch muss darauf geachtet werden, dass Partikel, die mit einem Objekt
kollidiert sind, nicht durch die Volumenerhaltung schon aufgelo¨ste Kollisionen wie-
der ungu¨ltig machen. Deswegen werden die Gewichte kollidierter Partikel auf null
gesetzt, jedoch nur fu¨r die Positionskorrektur und nicht fu¨r die Geschwindigkeits-
korrektur. Dieses Vorgehen erlaubt, dass schon aufgelo¨ste Kollisionen nicht ungu¨l-
tig gemacht werden, wobei die Volumenerhaltung dennoch die kollidierten Objekte
durch die Geschwindigkeitskorrektur beeinflusst. Zusa¨tzlich werden die Gewichte
mit einem Laplace-Filter [KCVS98,Tau95,DMSB99] gegla¨ttet, um drastische Ver-
a¨nderungen der Gewichte in der Umgebung kollidierter Partikel zu vermeiden. Dies
kann auch effizient auf dem Grafikprozessor berechnet werden, indem die schnelle
Summationstechnik aus Abschnitt 7.7 angewendet wird.
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7.11 Da¨mpfung der Geschwindigkeiten
Oft ist es wu¨nschenswert, Geschwindigkeiten ku¨nstlich zu da¨mpfen. Da alle Ob-
jekte, z. B. durch Luftreibung, auf der Erde eine Da¨mpfung erfahren, wirken un-
geda¨mpfte Simulationen oft unnatu¨rlich. Die verwendete Da¨mpfungsmethode soll
jedoch nicht die Stabilita¨t des Systems gefa¨hrden. Da die Geometrie-Anpassung
im Extremfall nur Starrko¨rperbewegungen zula¨sst, sollen die Geschwindigkeiten fu¨r
die Partikel so abgea¨ndert werden, dass sie einer Starrko¨rperbewegung entsprechen.
Hierfu¨r wird der von Mu¨ller et al. [MHHR07] vorgeschlagene Da¨mpfungsalgorith-
mus verwendet (fu¨r einen U¨berblick u¨ber Starrko¨rper siehe Abschnitt 2.4):









3. Berechne den Drehimpuls L =
∑
imipivi .





5. Berechne die Winkelgeschwindigkeit ω = I−1L .
6. Berechne die Da¨mpfung fu¨r alle Geschwindigkeiten vi:
∆vi := vt +ω × pi − vi
vi := vi + k∆vi .
Hierbei sind pi = xi − t die lokalen Koordinaten des i-ten Partikels bezu¨glich des
Starrko¨rpers und pi ∈ R3×3 die dazugeho¨rige Kreuzproduktmatrix. In den Schrit-
ten 1-5 werden alle beno¨tigten Gro¨ßen des Starrko¨rpers berechnet. Im sechsten
Schritt werden dann die geda¨mpften Geschwindigkeiten mit dem Da¨mpfungsfak-
tor k ∈ [0, 1] berechnet, sodass im Extremfall von k = 1 die Geschwindigkeiten
nur noch einer Starrko¨rperbewegung entsprechen.
Dieser Algorithmus wird fu¨r jede Region durchgefu¨hrt und die daraus resultie-
renden Geschwindigkeiten der einzelnen Regionen gemittelt. Um die Gro¨ßen des
Starrko¨rpers fu¨r jede Region und die gemittelten Geschwindigkeiten der Regionen
zu bestimmen, kann wieder die schnelle Summation verwendet werden. Fu¨r L und
I mu¨ssen, wie bei der Bestimmung der Matrix A, regionsunabha¨ngige Summen fu¨r












Die Notation x bezeichnet hierbei wieder die Kreuzproduktmatrix zum Vektor x.
Wegen der Symmetrie des Tra¨gheitstensors genu¨gt es außerdem, nur sechs Wer-
te der Matrix zu bestimmen, was eine schnellere Berechnung der Pra¨fixsumme
erlaubt.
7.12 Visualisierung
Obwohl es mit dem oberfla¨chenbasierten Ansatz mo¨glich ist, mehrere tausend Par-
tikel in Echtzeit zu deformieren (siehe Abschnitt 7.14), ist es nicht immer von Vor-
teil, das hoch aufgelo¨ste Eingabenetz zur Simulation zu verwenden. Stattdessen
kann das Eingabenetz mit Verfahren wie z. B. [KCS98] vereinfacht und ein nied-
riger aufgelo¨stes Netz mit weniger Details zur Simulation verwendet werden. Die




Abbildung 7.13: Um das hoch aufgelo¨ste Netz (rot) dem groben Simula-
tionsnetz (schwarz) zuzuweisen, wird fu¨r jede Ecke p des hoch aufgelo¨sten
Netzes im undeformierten Zustand (links) ein Punkt q gesucht, sodass p−q
parallel zu der interpolierten Normalen nq (gru¨n) ist. Nach der Deformation
(rechts) ko¨nnen somit die Punkte des hoch aufgelo¨sten Netzes rekonstruiert
werden.
Um stu¨ckweise glatte Deformationen der Details zu ermo¨glichen, wird fu¨r den ent-
wickelten oberfla¨chenbasierten Ansatz das Verfahren von Kobbelt et al. [KVS99]
verwendet. Die zugrunde liegende Idee ist, jede Ecke p des hoch aufgelo¨sten Netzes
einem Dreieck T (a,b, c) mit Ecknormalenvektoren na, nb, nc des groben unde-
formierten Netzes zuzuweisen und sie anhand der deformierten Ecken des Drei-
ecks und ihrer Normalenvektoren zu rekonstruieren. Da die bilinear interpolierten
Normalen der Dreiecke ein kontinuierliches Vektorfeld definieren, kann auf einem
Dreieck ein Bezugspunkt q = αa+βb+γc, γ = 1−α−β gefunden werden, indem
die quadratische Gleichung
(p− q)× nq = 0
nach q aufgelo¨st wird, wobei nq = αna + βnb + γnc die bilinear interpolier-
te Normale von T ist. Die quadratische Gleichung wird mit Hilfe des Newton-




) ‖p− q‖ wird die neue Position
p = q + dnq
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von p aus der von q und dem neuen Normalenvektor nq bestimmt.
7.13 Implementierung auf hochgradig parallelen
Architekturen
Da heutige Grafikprozessoren um ein Vielfaches schneller sind als normale Pro-
zessoren, wurde das in diesem Kapitel entwickelte Verfahren fu¨r die Ausfu¨hrung
auf einem Grafikprozessor optimiert. Sowohl das elastische Verhalten als auch
die Volumenzwangsbedingungen werden auf einem Grafikprozessor mit Hilfe von
CUDA [SK10] berechnet. Dieser Abschnitt gibt einen groben U¨berblick u¨ber die
Funktionsweise der Grafikkarte sowie die entsprechenden parallelen Algorithmen
und einige Implementierungsdetails, die in dem in dieser Arbeit entwickelten ober-
fla¨chenbasierten Ansatz verwendet werden.
7.13.1 Funktionsweise des Grafikprozessors
Sollen Programme effizient auf einem Grafikprozessor ausgefu¨hrt werden, so ist das
Versta¨ndnis u¨ber den Aufbau der Hardware unabdingbar. Bei schlechtem Code,
wenn z. B. schlechte Speicherzugriffsmuster verwendet werden, kann die Perfor-
mance des ausgefu¨hrten Programms um mehr als den Faktor 10 einbrechen. Die-
ser Abschnitt stellt daher die wichtigsten Eigenschaften bei der Programmierung
auf einem Grafikprozessor mit Hilfe von CUDA vor. Eine genauere Einfu¨hrung in
CUDA findet sich z. B. in [SK10].
Einer der wichtigsten Aspekte bei der Programmierung auf einem Grafikprozessor
ist, die Daten an einem der geeigneten Speicherbereiche der Grafikkarte abzulegen.
Im Gegensatz zu OpenGL oder DirectX kann mit Hilfe von CUDA eine feingranu-
larere Auswahl des Speichers getroffen werden, was, zusammen mit der genauen
Kontrollierbarkeit der Thread-Synchronisation, zu einem Geschwindigkeitsgewinn
fu¨hren kann. Man unterscheidet fu¨nf Arten von Speichern. Der globale Speicher
ist der gro¨ßte Speicher auf der Grafikkarte und hat die schlechteste Speicheran-
bindung. Dieser Speicher kann wa¨hrend der Programmausfu¨hrung gelesen und ge-
schrieben werden. Weiter gibt es noch den Texturspeicher, der im Gegensatz zum
globalen Speicher noch u¨ber einen Cache verfu¨gt12. Diese Speicherart ist a¨quivalent
zu den in OpenGL oder DirectX verwendeten Texturen. Auf diesem Speicher kann
allerdings nicht gleichzeitig gelesen und geschrieben werden. Zusa¨tzlich gibt es noch
den gecachten konstanten Speicher, in dem konstante Variablen gehalten werden
ko¨nnen. Auf dem Chip selbst gibt es zwei verschiedene Arten von Speichern. Es
gibt wie u¨blich die Register, auf denen die eigentlichen Operationen ausgefu¨hrt
12Physikalisch gesehen sind die beiden Speicher nur einer. Der Unterschied liegt im Cache.
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werden. Der große Vorteil von CUDA gegenu¨ber OpenGL oder DirectX ist jedoch
der direkte Zugriff auf den geteilten Speicher. Der Zugriff auf diesen ist um ca.
den Faktor 100 ho¨her als auf den globalen Speicher, die Gro¨ße dieses Speichers ist
jedoch sehr begrenzt13.
Der Grafikprozessor fu¨hrt eine einzelne Operation eines Kernels in mehreren
Threads gleichzeitig aus. Dabei werden 32 parallele Threads gleichzeitig abge-
arbeitet, man spricht hier von einem Warp. Ein Kernel ist ein Programm, das
von dem Grafikprozessor ausgefu¨hrt wird. Meist ist es ratsam, die Daten zuna¨chst
vom globalen Speicher in den geteilten Speicher zu laden. Dann werden alle Be-
rechnungen im geteilten Speicher durchgefu¨hrt und am Ende das Ergebnis wieder
in den globalen Speicher geschrieben. Da mehrere Threads gleichzeitig eine Ope-
ration ausfu¨hren, spielt der Zugriff beim Laden der Daten vom globalen Speicher
in den geteilten Speicher eine wichtige Rolle. Greift jeder Thread auf eine belie-
bige Speicheradresse zu, mu¨ssen die Speicherzugriffe serialisiert und nacheinander
ausgefu¨hrt werden. Fu¨r bestimmte Zugriffsmuster hingegen ko¨nnen die Speicherzu-
griffe parallel ausgefu¨hrt werden, was eine Steigerung der Performance bedeutet14.
Die Daten sollten also immer so angeordnet werden, dass man solche Zugriffsmus-
ter gewa¨hrleisten kann. Ko¨nnen solche Muster nicht eingehalten werden, sollte der
Texturspeicher verwendet werden, der mit Hilfe des Caches einen gro¨ßeren Lese-
durchsatz ermo¨glicht. Beim Schreiben von Daten hilft dies allerdings nicht. Auch
beim Zugriff auf den geteilten Speicher muss auf Zugriffsmuster geachtet werden.
Der geteilte Speicher ist in 16 Ba¨nke unterteilt, die in 32-Bit Wo¨rter aufgeteilt sind.
Je 16 Threads greifen gleichzeitig auf den geteilten Speicher zu. Greifen jedoch zwei
Threads gleichzeitig auf eine Bank zu, so kommt es zu einem Bankkonflikt, womit
der Speicherzugriff wieder serialisiert werden muss. Deswegen ist darauf zu achten,
dass unterschiedliche Threads immer auf unterschiedliche Ba¨nke zugreifen.
Ein weiterer wichtiger zu beachtender Aspekt sind bedingte Anweisungen. Da die
Threads parallel die gleichen Operationen ausfu¨hren, mu¨ssen die Threads seriali-
siert werden, falls unterschiedliche Threads unterschiedliche Operationen aufgrund
bedingter Anweisungen ausfu¨hren mu¨ssen. Deshalb sollten bedingte Anweisungen,
falls mo¨glich, vermieden werden.
7.13.2 Pra¨fixsumme
Um die schnelle Summation fu¨r Oberfla¨chen aus Abschnitt 7.7 auf einem Grafikpro-
zessor durchfu¨hren zu ko¨nnen, muss die parallele Pra¨fixsumme (Reihe) bestimmt
werden. In [Ngu07] wird dieser Algorithmus zusammen mit wichtigen Implemen-
tierungsdetails fu¨r die Implementierung auf einem Grafikprozessor vorgestellt. Die
Ausfu¨hrung des Algorithmus ist dabei in drei Kernel unterteilt. Dabei werden in
13Je nach Grafikkarte bis zu 48 KB.
14Man spricht hier von coalesced accesses.
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zwei Kerneln Pra¨fixsummen bestimmt, deren Ablauf in jeweils vier Schritte unter-
teilt werden kann. In einem ersten Schritt werden die Daten vom globalen Speicher
in den geteilten Speicher geladen. Da der geteilte Speicher begrenzt ist, kann die
Pra¨fixsumme nur fu¨r eine kleine Anzahl von Elementen berechnet werden. Die-
se Limitierung wird (teilweise) durch die Verwendung der beiden weiteren Kernel
aufgehoben. Die Berechnung der Pra¨fixsumme erfolgt dann komplett im schnel-
len geteilten Speicher, da die Zugriffslatenz15 dort viel geringer ist, im Vergleich
zum globalen Speicher. Im zweiten Schritt, dem sogenannten Up-Sweep, werden
Teilsummen der Pra¨fixsumme bestimmt. Diese werden im dritten Schritt, dem
Down-Sweep, verwendet, um die fertige Pra¨fixsumme zu bilden. Im letzten Schritt
wird das Ergebnis in den globalen Speicher geschrieben.
Da fu¨r die Geometrie-Anpassung der Masseschwerpunkt und die Matrix der Par-
tikel bestimmt werden mu¨ssen16, sind insgesamt 12 Pra¨fixsummen zu bestimmen.
In Experimenten hat sich herausgestellt, dass auf dem Testrechner (siehe Ab-
schnitt 7.14) eine optimale Performance bei der parallelen Abarbeitung von je 3
Pra¨fixsummen mit jeweils maximal 512 Elementen erzielt werden konnte. In einem
Kernel werden also insgesamt viermal die Pra¨fixsummen u¨ber den 3 · 512 Elemen-
ten gebildet. Die Limitierung auf 512 Elemente hat außerdem noch einen Vorteil
fu¨r die numerische Stabilita¨t. Dies wird genauer in Abschnitt 7.13.4 behandelt.
Der Up-Sweep bildet einen Baum der Tiefe d = log2 512, wobei jede Ebene 2
d
Knoten entha¨lt. Dieser Baum wird in der Down-Sweep Phase wieder abgelaufen.
Da fu¨r jeden Knoten eine Addition ausgefu¨hrt wird, beno¨tigt der parallele Algo-
rithmus O(n) Operationen. Jeder Thread fu¨hrt dabei eine Addition durch. Bei der
Addition der Elemente muss auf Bankkonflikte, wie in [Ngu07] beschrieben, geach-
tet werden. Durch geschicktes Indizieren der Daten im geteilten Speicher ko¨nnen
diese jedoch vermieden werden. Das Vorgehen der Up-Sweep und der Down-Sweep
Phase werden exemplarisch fu¨r acht Elemente in Abbildung 7.14 veranschaulicht.
Da dieses Vorgehen eine exklusive Pra¨fixsumme bildet, also das letzte Element in
der Pra¨fixsumme nicht enthalten ist, werden beim Schreiben in den globalen Spei-
cher die initialen Elemente noch einmal zu der exklusiven Pra¨fixsumme addiert,
um eine inklusive Pra¨fixsumme zu erhalten.
Um die Limitierung der begrenzten Anzahl an Elementen der Pra¨fixsumme zu um-
gehen, wird in einem zweiten Kernel die Pra¨fixsumme u¨ber den letzten Elemen-
ten der aus dem ersten Kernel berechneten Pra¨fixsummen bestimmt. Diese Werte
werden dann zu den vom ersten Kernel bestimmten Pra¨fixsummen addiert. Dieser
Schritt wird mit dem dritten Kernel durchgefu¨hrt. Abbildung 7.15 veranschaulicht
dieses kaskadierte Vorgehen schematisch.
15Der Zugriff auf den globalen Speicher erfordert 400-600 Zyklen und ist somit ca. um den
Faktor 100 langsamer im Vergleich zum Zugriff auf den geteilten Speicher.
16Zusa¨tzlich kommen noch die Pra¨fixsummen fu¨r die Transformationsmatrix sowie die Pra¨fix-
summen zur Bestimmung der Da¨mpfung hinzu. Dies geht analog.
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Abbildung 7.14: Schematisches Vorgehen zur parallelen Bestimmung ei-
ner Pra¨fixsumme mit Up-Sweep und Down-Sweep Phase. Pro Thread wird
hierbei eine Addition ausgefu¨hrt.
7.13.3 Implementierungsdetails
Um die Ausfu¨hrung mehrerer separater Kernels fu¨r jedes einzelne Objekt zu ver-
meiden, werden alle Partikel von allen Objekten in einem Array gespeichert und
zusammen simuliert. Es ist daher fu¨r die Laufzeit irrelevant, ob ein Objekt mit
vielen Partikeln oder viele Objekte mit wenigen Partikeln simuliert werden. Die
Partikel werden in der Reihenfolge abgespeichert, wie sie in dem Pfad vorkom-
men. Zuna¨chst werden alle Partikel des ersten Pfades, dann des zweiten usw. in
dem Array abgelegt. Dies ermo¨glicht eine optimale Zugriffsstrategie beim Laden
und Speichern der Daten vom globalen Speicher in den geteilten Speicher. Zu-
dem ermo¨glicht diese Anordnung, u¨ber alle Daten eine segmentierte Pra¨fixsumme
zu berechnen [SHZO07], anstatt fu¨r jeden Pfad eine einzelne Pra¨fixsumme zu be-
stimmen. Da das Starten eines Kernels zusa¨tzliche Laufzeit kostet, wird somit die
Performance des Programms erho¨ht. Eine segmentierte Pra¨fixsumme besteht aus
mehreren gewo¨hnlichen Pra¨fixsummen, bei deren Bestimmung nur auf die Grenzen
geachtet werden muss. Im Gegensatz zu der Arbeit von Sengupta et al. [SHZO07],
in der die Laufzeit fu¨r die Berechnung der segmentierten Pra¨fixsumme ungefa¨hr
dreimal solange dauert wie die Bestimmung der normalen Pra¨fixsumme, sind hier
die Grenzen in jedem Simulationsschritt gleich und mu¨ssen somit nicht explizit
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3. Kernel: Finale Pra¨fixsumme
512 512 512 512 512
Abbildung 7.15: Fu¨r die Bestimmung gro¨ßerer Pra¨fixsummen werden in
einem ersten Kernel Pra¨fixsummen der Gro¨ße 512 gebildet. Mit den Er-
gebnissen der letzten Elemente dieser Pra¨fixsummen wird in einem zweiten
Kernel eine weitere Pra¨fixsumme bestimmt. Diese wird verwendet, um in ei-
nem letzten Kernel die finale Pra¨fixsumme zu bestimmen, indem Zahlen der
Pra¨fixsummen aus dem ersten Kernel mit der Pra¨fixsumme aus dem zweiten
Kernel addiert werden.
im Kernel bestimmt werden. Da sich die Segmentierung nicht a¨ndert und hier
eine Limitierung auf 512 Elemente pro Pra¨fixsumme verwendet wird, kann die
segmentierte Pra¨fixsumme in nur zwei Kerneln realisiert werden. Die Bestimmung
der segmentierten Pra¨fixsumme ist somit a¨hnlich schnell wie die Bestimmung der
normalen Pra¨fixsumme. Der mittlere Kernel aus Abbildung 7.15 wird daher nicht
mehr beno¨tigt. Um die segmentierte Pra¨fixsumme zu bestimmen, wird zuna¨chst
im ersten Kernel eine normale Pra¨fixsumme gebildet. Sind Segmente in den 512
Elementen vorhanden, muss beim Schreiben in den globalen Speicher von jedem
Element die entsprechende vorangegangene Pra¨fixsumme abgezogen werden. Da
die Segmente auf 512 Elemente limitiert sind, kann sich eine segmentierte Pra¨fix-
summe in maximal zwei Blo¨cke aufteilen. Deshalb entfa¨llt der mittlere Kernel. Im
zweiten auszufu¨hrenden Kernel mu¨ssen daher nur noch die U¨bertra¨ge der voran-
gegangen Blo¨cke zu den Elementen addiert werden. Hier muss allerdings darauf
geachtet werden, dass der U¨bertrag nur zum ersten Segment in der Pra¨fixsumme
addiert wird. Abbildung 7.16 veranschaulicht dieses Vorgehen.
Um die letztendliche Summe u¨ber eine Region zu bilden, mu¨ssen Differenzen der
Pra¨fixsummen bestimmt werden. Da hier nicht zwangsweise ein geordneter Zugriff
auf die Daten der zuvor berechneten Pra¨fixsummen mo¨glich ist, wird das Ergebnis
der Pra¨fixsummenbestimmung in einer Textur abgelegt. Sind benachbarte Pfade
einer Region so bestimmt worden, dass diese in der Textur mo¨glichst nah beiei-
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Segmentieren durch
Subtraktion
Abbildung 7.16: Werden die La¨ngen der Pfade auf 512 begrenzt, so kann
die segmentierte Pra¨fixsumme mit zwei Kerneln bestimmt werden. Hierfu¨r
werden im ersten Kernel die Segmente durch Subtraktion bestimmt. Im zwei-
ten Kernel mu¨ssen dann nur noch die U¨bertra¨ge addiert werden, falls sich
ein Segment u¨ber zwei Blo¨cke erstreckt.
nander liegen, erha¨lt man viele Cache-Treffer, was die Bandbreite beim Lesen der
Daten deutlich minimiert17.
Auch die Volumenzwangsbedingung aus den Gleichungen (7.10) und (7.13) ko¨n-
nen effizient parallel gelo¨st werden. Hier mu¨ssen die segmentierten Summen zur
Berechnung der Integrale u¨ber den Objekten bestimmt werden. Dies kann analog
zur segmentierten Pra¨fixsumme berechnet werden. Da in Gleichung (7.11) das In-
tegral u¨ber die Dreiecke in ein Integral u¨ber die Partikel u¨berfu¨hrt wurde, kann
wieder ein geordneter Speicherzugriff auf den globalen Speicher realisiert und so-
mit die optimale Performance garantiert werden. Zur Gla¨ttung der Gewichte wird
der Regenschirmoperator verwendet, der durch die schnelle Summation effizient
bestimmt werden kann.
7.13.4 Numerische Stabilita¨t
Da die meisten Grafikprozessoren heute nur mit 32-Bit Fließkommaarithmetik
rechnen, wird hier auf 64-Bit Fließkommazahlen verzichtet. Dies hat jedoch lei-
der zur Folge, dass bei langen Pfaden die Berechnung der Pra¨fixsumme numerisch
instabil werden kann. Speziell die Berechnung der Matrix A wird instabil, da die-




entha¨lt. Daher wird die La¨nge der Pfade auf
512 Elemente begrenzt. Weiterhin kann die Berechnung der Polarzerlegung zu nu-
merischen Problemen fu¨hren, wenn die Matrix A sehr große Zahlen entha¨lt, da
dann aus sehr großen Zahlen (von A) vergleichsweise kleine Zahlen (in der Ro-
17Bei den gemessenen Testszenarien lagen die Cache Treffer bei 70%-90%.
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tationsmatrix R) berechnet werden mu¨ssen. Die zu berechnende Rotationsmatrix
ist unabha¨ngig von jeglicher Translation oder Skalierung der Partikel. Deshalb
kann die Matrix A aus skalierten und verschobenen Partikeln ermittelt und die
Summen in einem lokalen Koordinatensystem des Modells bestimmt werden. Der
Ursprung des lokalen Koordinatensystems wird auf die Position xn0 im n-ten Zeit-
schritt gelegt und alle Partikel werden mit einem vorberechneten Skalierungsfaktor
multipliziert, so dass alle Partikel ungefa¨hr in [−1, 1]3 liegen. Die Limitierung der
numerischen Werte zusammen mit der Limitierung der Pfadla¨ngen erlaubt es, die
Deformationen ohne numerische Probleme zu simulieren. Tabelle 7.1 vergleicht die
berechneten Werte einer Region, die einmal durch die skalierten Translate der Par-
tikel und einmal ohne numerische Stabilisierung bestimmt wurden. Dabei wurde
die Geometrie-Anpassung mit unvera¨nderten Partikelpositionen durchgefu¨hrt, so-
dass die Zielpositionen mit den diesen u¨bereinstimmen mu¨ssen. Das Objekt wurde
fu¨r den Versuch um 4000 in x-Richtung verschoben.
Werte skalierte Translate ohne numerische Stabilisierung
ATA
0.0034958632 −0.00120178 0.028407048−0.00120178 1.3361140 −0.16170749
0.028407048 −0.16170749 0.29156545

































Tabelle 7.1: Vergleich der berechneten numerischen Werte fu¨r eine Re-
gion mit und ohne numerische Stabilisierung. Dabei wurde die Geometrie-
Anpassung einer Region mit ihren unvera¨nderten Partikelpositionen durch-
gefu¨hrt. Der Fehler der berechneten Werte ist ohne numerische Stabilisierung
bei der Verwendung von 32-Bit Gleitkommaarithmetik ho¨her, was sogar zu
einer instabilen Simulation fu¨hren kann.
7.14 Ergebnisse
Alle hier vorgestellten Ergebnisse wurden auf einem Intel Core i7 950 mit einer
NVIDIA GeForce GTX 470 durchgefu¨hrt. Die Zeitschrittweite der Simulationen
betrug 5 ms. Fu¨r die inneren Strukturen wurden die Parameter smin = 0.01 und
smax = 0.1 verwendet. Die letztendlich gerenderten Modelle haben teilweise eine
ho¨here Auflo¨sung als die simulierten Modelle und verwenden zur Visualisierung
die in Abschnitt 7.12 beschriebene Technik.
Obwohl der in diesem Kapitel entwickelte Ansatz rein die Oberfla¨che des Ko¨rpers
in Betracht zieht, ko¨nnen große Deformationen visuell plausibel simuliert werden.
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Ohne die hier entwickelte Technik zur Volumenerhaltung wa¨re dies nicht mo¨g-
lich, was in Abbildung 7.9 deutlich zu sehen ist. Zusa¨tzlich hat das Verfahren den
Vorteil, dass es immer stabil bleibt und selbst aus komplett invertierten oder dege-
nerierten Posen, wie in Abbildung 7.6 dargestellt, wieder die urspru¨ngliche Form
herstellen kann.
Szene Partikel ω α / β / s Vol. CPU naiv CPU schnell GPU G-A GPU Vol. GPU
Abb. 7.18 7640 2 0.5 / 0.1 / 1 0.2% 15.86 10.58 1.20 1.14 2.34
Abb. 7.19 21280 2 0.2 / 0.1 / 1 0.5% 44.88 30.2 2.03 1.51 3.54
Abb. 7.20 32442 3 0.1 / 0.1 / 0.9 0.1% 114.75 69.92 2.89 1.80 4.69
Tabelle 7.2: Laufzeiten und Parameter der Szenen (von links nach rechts):
Anzahl zu simulierender Partikel, Regionsgro¨ße ω und die zur Simulation
verwendeten Parameter mit dem maximal gemessenen Volumenverlust. Die
Laufzeiten (in ms) wurden sowohl fu¨r die naive als auch die schnelle Sum-
mation auf der CPU gemessen. Die Laufzeiten auf der GPU sind in die
Laufzeiten fu¨r die Geometrie-Anpassung inklusive Da¨mpfung und fu¨r die
Volumenkorrektur unterteilt. Diese Laufzeiten beinhalten auch die Zeit, die
zum Kopieren der Daten zwischen CPU und GPU beno¨tigt wird.
Laufzeiten fu¨r komplexe Szenen sowie die verwendeten Parameter sind in Tabel-
le 7.2 aufgefu¨hrt. Sie beinhalten keine Kollisionserkennung, die parallel auf der
CPU durchgefu¨hrt wird und in den hier vorgestellten Szenen bis zu 9 ms beno¨tigt.
Da die Kollisionserkennung auf der CPU ausgefu¨hrt wird, muss der Simulator die
Daten zwischen CPU und GPU in jedem Zeitschritt kopieren. Die Laufzeiten fu¨r
die GPU beinhalten sowohl die Zeit, die zum Kopieren der Daten beno¨tigt wurde
als auch die zusa¨tzlich berechnete Da¨mpfung, wie in Abschnitt 7.11 vorgestellt.
Die Laufzeiten fu¨r die Geometrie-Anpassung und die Volumenkorrektur sind noch
einmal gesondert gelistet. Zum Vergleich wurden auch die Laufzeiten fu¨r die Si-
mulation auf der CPU gemessen, wobei hier sowohl der naive Summierungsansatz
als auch die schnelle Summation verwendet wurden. Es bleibt anzumerken, dass
der Start eines CUDA Kernels und die Vorbereitung des Speicheraustausches zwi-
schen CPU und GPU eine gewisse Zeit dauert, so dass man sogar bei der Simulation
weniger Partikel ungefa¨hr auf 1.5 ms Laufzeit kommt. Insgesamt wurden fu¨r die
Laufzeitmessung drei Szenen verwendet. Die erste Szene aus Abbildung 7.18 zeigt
einige Ba¨lle mit insgesamt 7640 Partikeln, die in ein Glas fallen. Wegen der gerin-
gen Anzahl an Partikeln konnte nur ein leichter Geschwindigkeitszuwachs auf der
GPU erzielt werden. In der zweiten Szene mit insgesamt 21280 Partikeln, die in Ab-
bildung 7.19 gezeigt wird, ist die auf der Grafikkarte berechnete Simulation schon
fast um den Faktor 10 schneller. In der letzten Szene, zu sehen in Abbildung 7.20,
konnte die Deformation sogar mit 32442 Partikeln in Echtzeit durchgefu¨hrt werden.
Es ist schwer, vorwiegend visuell plausible Verfahren mit Verfahren, wie die von
Irving et al. [ISF07], die eine umfassende physikalische Modellierung verwenden,
zu vergleichen. Stattdessen wird es der visuell plausiblen Methode von Rivers and
James [RJ07] gegenu¨ber gestellt. Obwohl der neue Ansatz nur die Oberfla¨che in
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Methode ω = 1 ω = 2 ω = 3 ω = 4 ω = 5
Gitter naiv 65.1 240.3 617.9 1436.2 2615.8
Gitter schnell 46.7 47.9 51.6 57.2 65.2
Oberfla¨che naiv CPU 37.3 53.8 82.9 121.5 169.8
Oberfla¨che schnell CPU 42.5 46.7 51.6 56.2 62.1
Oberfla¨che GPU 3.2 3.6 3.9 4.1 4.2
Tabelle 7.3: Laufzeitvergleich (in ms) zwischen den unterschiedlichen
Geometrie-Anpassungsansa¨tzen mit unterschiedlicher Regionsgro¨ße ω bei
der Simulation eines Wu¨rfels mit ungefa¨hr 30000 Partikeln. Die beiden
schnelle Summationstechniken auf der CPU haben fast die gleiche Lauf-
zeit. Die auf der Grafikkarte berechnete Simulation hingegen erzielt einen
Geschwindigkeitsgewinn um den Faktor 15.
Abbildung 7.17: Ausschnitte aus einer Simulation, bei der zwei Quader
mit unterschiedlichen Techniken deformiert wurden. Der linke Quader wurde
mit dem rein auf der Oberfla¨che basierenden Ansatz deformiert. Im Vergleich
dazu der gitterbasierte Ansatz von Rivers und James [RJ07] (rechter Qua-
der). Klar zu erkennen ist der Unterschied der Volumenerhaltung im neu ent-
wickelten Verfahren von Diziol et al. [DBB11], das beim Zusammendru¨cken
des Quaders realistische Deformationen erzielt.
Betracht zieht, werden a¨hnliche Deformationen wie mit dem gitterbasierten Ansatz
erzielt, wie Abbildung 7.17 zeigt. Zusa¨tzlich wird das Volumen korrekt behandelt.
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Die Laufzeiten unterscheiden sich nicht, gleichgu¨ltig ob viele Objekte mit weni-
gen Partikeln oder ein Objekt mit vielen Partikeln verwendet wird. Deshalb wird
zum Vergleich der beiden Verfahren ein Wu¨rfel mit ungefa¨hr 30000 Partikeln mit
dem auf der Oberfla¨che basierenden Verfahren deformiert bzw. ein zweiter Wu¨rfel
mit ungefa¨hr 313 ≈ 30000 Partikeln mit dem gitterbasierten Verfahren. Letzteres
besitzt somit nur 5402 Partikel auf der Oberfla¨che. Die Laufzeiten werden in Ta-
belle 7.3 fu¨r die gitterbasierte Variante ohne schnelle Summation (Gitter naiv) und
mit schneller Summation (Gitter schnell) gelistet. Zusa¨tzlich werden die Laufzei-
ten fu¨r den oberfla¨chenbasierten Ansatz auf der CPU ohne (Oberfla¨che naiv CPU)
und mit (Oberfla¨che schnell CPU) schneller Summation sowie die Laufzeiten auf
der Grafikkarte (Oberfla¨che GPU) fu¨r unterschiedliche Regionsgro¨ßen ω angege-
ben. Die Laufzeiten fu¨r den oberfla¨chenbasierten Ansatz enthalten zusa¨tzlich die
Laufzeit fu¨r die Volumenkorrektur. Obwohl der gitterbasierte Ansatz (wegen sei-
ner von den Regionsgro¨ßen unabha¨ngigen Laufzeit) in der Theorie schneller ist,
ist der oberfla¨chenbasierte Ansatz quasi identisch schnell, da durch die verwende-
te Datenstruktur der Cache besser ausgenutzt werden kann. Die nicht konstante
Laufzeit im gitterbasierten Ansatz kommt durch die beno¨tigte Spezialbehandlung
von Regionen am Rand des Modells zustande. Dies wurde auch mit dem frei verfu¨g-
baren Quellcode von Rivers und James festgestellt, der jedoch leider unoptimiert
und deswegen noch langsamer als die hier verwendete Implementierung ist. Die
Ausfu¨hrung auf der Grafikkarte ist, abha¨ngig von der Regionsgro¨ße, 10-40 mal
schneller als die naive Summierung und erzielt gegenu¨ber den beiden auf der CPU
ausgefu¨hrten schnellen Verfahren einen Geschwindigkeitszuwachs um den Faktor
15. Zieht man in Betracht, dass das oberfla¨chenbasierte Verfahren eigentlich nur
einen Bruchteil an Partikeln auf der Oberfla¨che im Vergleich zur gitterbasierten
Methode beno¨tigt, ist der reale Geschwindigkeitszuwachs sogar noch gro¨ßer. Es
bleibt anzumerken, dass der oberfla¨chenbasierte Ansatz im Vergleich zum Verfah-
ren von Rivers und James etwas gro¨ßere Regionsgro¨ßen beno¨tigt, um die gleiche
Steifigkeit zu erzielen, da keine inneren Partikel vorhanden sind.
Natu¨rlich ko¨nnen geometrische Ansa¨tze nicht fu¨r physikalisch korrekte Simula-
tionen eingesetzt werden. Das Ziel, schnelle, visuell plausible Deformationen mit
Volumenerhaltung zu erzeugen, ist mit dem in diesem Kapitel entwickelten Ansatz
hingegen realisierbar.
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Abbildung 7.18: Ausschnitte aus einer Simulation, bei der deformierba-
re Ba¨lle in ein Glas fallen (insgesamt 7640 Partikel). Die Berechnungszeit
eines Zeitschrittes fu¨r die Deformation betrug maximal 2.34 ms bei einem
maximalen Volumenverlust von 0.2%.
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Abbildung 7.19: Ausschnitte aus einer Simulation, bei der 20 Tori und
20 Enten auf einen Haufen fallen (insgesamt 21280 Partikel). Die Berech-
nungszeit eines Zeitschrittes fu¨r die Deformation betrug maximal 3.54 ms
bei einem maximalen Volumenverlust von 0.5%.
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Abbildung 7.20: Ausschnitte aus einer Simulation deformierbarer Arma-
dillos (insgesamt 32442 Partikel). Die Berechnungszeit eines Zeitschrittes fu¨r





Die Simulation deformierbarer Ko¨rper wird fu¨r interaktive Anwendungen immer
wichtiger. Zu diesem Zweck mu¨ssen schnelle und stabile Algorithmen entworfen
werden, die hierfu¨r zum Einsatz kommen ko¨nnen. Da besonders großer Volumen-
verlust zu unnatu¨rlich wirkenden Deformationen fu¨hren kann, ist es sinnvoll, eine
Volumenerhaltung in Betracht zu ziehen. Obwohl es schon Verfahren zur Volumen-
erhaltung gibt, wie z. B. die Arbeit von Irving et al. [ISF07], die sehr gute Ergeb-
nisse erzielt, jedoch aufgrund der dort angegebenen Laufzeiten nicht fu¨r interaktive
Anwendungen praktikabel ist, werden neue schnellere Verfahren beno¨tigt. Daher
wurden in dieser Dissertation drei neue Ansa¨tze entwickelt.
In den ersten beiden vorgestellten Verfahren wurden zur Simulation der Elastizita¨t
Masse-Feder-Modelle verwendet. Die Grundstruktur bildeten hierbei Tetraeder-
netze. Es wurden Algorithmen fu¨r deren Erzeugung vorgestellt und neue Verbes-
serungen bestehender Verfahren entwickelt.
Im ersten in dieser Arbeit entwickelten Verfahren wurden Zwangsbedingungen an
das Volumen gestellt. Diese wurden durch iteratives Anwenden von Impulsen ge-
lo¨st, sodass das Volumen des Ko¨rpers wa¨hrend der Simulation beibehalten werden
konnte. Durch die Verwendung von Impulsen konnte es direkt mit der von Ben-
der [Ben07a] vorgestellten impulsbasierten Methode kombiniert werden, sodass die
deformierbaren Ko¨rper zusammen mit Starrko¨rpern und Gelenken simuliert wer-
den konnten. Dieses Verfahren eignet sich vor allem fu¨r Anwendungen, bei denen
das exakte Einhalten des Volumens sehr wichtig ist.
Um die Laufzeiten fu¨r interaktive Anwendungen weiter zu verbessern, wurde im
zweiten Verfahren auf eine exakte Einhaltung des Volumens verzichtet. Stattdes-
sen wurde nur eine Iteration fu¨r die Korrektur der einzelnen Volumenzwangsbe-
dingungen durchgefu¨hrt. Durch die Verwendung von u¨berlappenden Regionen, die
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aus den Eins-Ringen von Tetraedern um die Partikel gebildet wurden, konnte das
Verklemmungsproblem vermieden werden. Weiterhin wurde das Invertieren von
Tetraedern bei der Volumenkorrektur verhindert. Durch den neuen Ansatz war
es mo¨glich, in den einzelnen Testszenarien einen zu starken Volumenverlust zu
vermeiden. Das Verfahren ermo¨glicht, unnatu¨rlich wirkenden Volumenverlust mit
geringem Mehraufwand zu verhindern.
Da die ersten beiden Verfahren allerdings fu¨r steife Ko¨rper mit einem impliziten
Verfahren integriert werden mu¨ssten, um immer eine stabile Lo¨sung zu gewa¨hrleis-
ten, wurden in dieser Arbeit zusa¨tzlich geometrisch motivierte Ansa¨tze betrachtet.
Diese haben den Vorteil, dass sie auch unter Verwendung von expliziten Integrati-
onsverfahren immer stabil sind.
Im letzten in dieser Arbeit entwickelten Ansatz wurde die Elastizita¨t deshalb mit
Hilfe einer Geometrie-Anpassung simuliert. Um die Komplexita¨t des Modells wei-
ter zu reduzieren und somit die Laufzeiten zu verringern, wurde in diesem An-
satz nur die Oberfla¨che eines Ko¨rper fu¨r die Simulation betrachtet. Es wurde eine
neue schnelle Summationstechnik entwickelt, die eine effiziente Berechnung der
Geometrie-Anpassung ermo¨glicht. Da durch die Geometrie-Anpassung jedoch das
Volumen unberu¨cksichtigt bleibt, wurde in diesem Verfahren zusa¨tzlich eine auf der
Oberfla¨che basierende Zwangsbedingung entwickelt. Mit Hilfe einer neuen Heuris-
tik war auch eine lokale Volumenerhaltung mo¨glich. Dabei wurden Positionsa¨nde-
rungen gesondert von Geschwindigkeitsa¨nderungen betrachtet, um Oszillationen
zu vermeiden. Durch die geschickte Formulierung des Algorithmus konnte die Si-
mulation auf einem Grafikprozessor effizient parallel durchgefu¨hrt werden. Deshalb
konnten Ko¨rper bestehend aus sehr vielen Partikeln in Echtzeit deformiert werden.
Durch den Ansatz ko¨nnen zwar keine physikalisch korrekten Ergebnisse erzielt wer-
den, er ist jedoch aufgrund seiner Geschwindigkeit sehr gut fu¨r visuell plausible
Deformationen geeignet.
8.2 Ausblick
Abschließend bleibt die Frage, wie man die visuelle Plausibilita¨t von Deformatio-
nen quantifizieren oder messen kann. Obwohl diese Frage schwer zu beantworten
ist, wurden zu diesem Thema schon einige Studien durchgefu¨hrt. Diese bieten
jedoch keine allgemeine Metriken an, um visuelle Plausibilita¨t zu messen, son-
dern beschra¨nken sich auf Benutzerstudien fu¨r spezifische Probleme. Dabei stellt
sich heraus, dass der Mensch bei Ungenauigkeiten von Kollisionen zwischen Ko¨r-
pern mit komplexer Geometrie deutlich fehlertoleranter ist als z. B. bei Kollisionen
zwischen Kugeln [OD01]. Weiterhin scheint die Umgebung, in der die Simulati-
on gezeigt wird, Einfluss auf die Fehlertoleranz des Menschen zu haben. In einer
realistischeren Umgebung scheinen Fehler vergleichsweise nicht so stark aufzufal-
len wie in einer abstrakten Umgebung [RO09]. Ob sich solche Ergebnisse auf die
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Plausibilita¨t bei Deformationen u¨bertragen lassen, muss sich noch zeigen. Wahr-
scheinlich werden Menschen auch bei komplexer Geometrie bzw. bei komplexen
Deformationen Ungenauigkeiten nicht bemerken, solange sich die Fehler, wie z. B.
der Volumenverlust, in Grenzen halten.
Zusa¨tzlich mu¨ssen die Methoden erweitert werden, um plastische Deformationen
und Bru¨che zu simulieren. Um die Laufzeiten fu¨r interaktive Simulationen ge-
ring zu halten, kann beispielsweise die Erzeugung neuer Geometrie beim Brechen
vermieden werden, indem Bru¨che nur zwischen benachbarten Tetraedern verlau-
fen [PO09]. Fu¨r den in Kapitel 7 beschriebenen Ansatz ko¨nnte mo¨glicherweise die
Bruchgeometrie mit dem Verfahren von Korndo¨fer [Kor11] vorberechnet und jedes
Bruchstu¨ck als ein deformierbarer Ko¨rper aufgefasst werden. Diese Ko¨rper mu¨ss-
ten dann mit Hilfe von Zwangsbedingungen zusammen gehalten werden, bis es
zum Bruch kommt.
Ein weiterer wichtiger Aspekt ist die Geschwindigkeit der Kollisionserkennung. In
dieser Arbeit wurde die Mo¨glichkeit fu¨r echtzeitfa¨hige Deformationen mit komple-
xer Geometrie vorgestellt. Damit die komplette Simulation in Echtzeit ausgefu¨hrt
werden kann, muss die Kollisionserkennung noch schneller werden. Hierfu¨r wu¨rden
sich mittels der Grafikkarte beschleunigte Algorithmen anbieten. Mo¨glicherweise





In diesem Anhang wird die Stabilita¨t unterschiedlicher Integrationsmethoden ver-
glichen. Sei hierfu¨r ein eindimensionaler Partikel mit Masse m = 1, Ausgangslage
x0 = l0 6= 0 und initialer Geschwindigkeit v0 = 0 gegeben. Die Kraft f , die auf den
Partikel wirkt sei:
f(t) = −kx(t)
mit k > 0. Mit dem expliziten Euler-Verfahren ergibt sich die Geschwindigkeit
vn = v(t0 + n∆t) und die Position x




















Betrachtet man die Folge yn, so ist x(t) nur dann nach oben beschra¨nkt, wenn der
Spektralradius von A, also der betragsma¨ßig gro¨ßte Eigenwert kleiner Eins ist. Die
beiden Eigenwerte von A sind:




Die Ungleichungen |e0| < 1 und |e1| < 1 sind erfu¨llt, falls ∆t2k < 0, was wegen
∆t > 0 und k > 0 nicht erfu¨llt ist. Das explizite Euler-Verfahren ist in diesem
Beispiel deshalb nicht stabil.
Wird hingegen das semi-implizite Euler-Verfahren verwendet, a¨ndert sich die Be-





















Die dazugeho¨rigen Eigenwerte sind dann:












−4∆t2k + ∆t4k2 .















f(x0, v0, t0) = −kl0
Somit ist die Geschwindigkeitsa¨nderung ∆v aus Gleichung (2.5) gegeben durch
(1 + ∆t2k)∆v = −∆tkl0 ⇒ ∆v = − ∆tkl0
1 + ∆t2k
und die neue Position x(t0 + ∆t) gegeben durch






x(t0 + ∆t) = 0 .
Das System ist also fu¨r jede Schrittweite stabil. Das Ergebnis deutet ein bekanntes
Problem der impliziten Integration an. Da die verwendete Kraft keine Da¨mpfung
ausweist, sollte der Partikel immer zwischen −l0 und l0 schwingen. Die implizite




Fu¨r die Herleitung des Runge-Kutta-Verfahrens zweiter Ordnung [PFTV92] zur
Lo¨sung der Bewegungsgleichung x¨ = 1
m
f(x, x˙) wird zuna¨chst die Differentialglei-
chung erster Ordnung y˙ = g(y) betrachtet. Allgemeine Runge-Kutta-Verfahren
werden z. B. in [HLW06] behandelt. Die Taylorreihe von y(t + ∆t) um t mit
y(t) = y0 ist:













Durch die Verwendung des Runge-Kutta-Verfahrens kann die Berechnung der
Jacobi-Matrix ∂g
∂y
jedoch vermieden werden. Hierfu¨r sei:
y(t+ ∆t) = y0 + ∆tΦn(y0) ,
















Hier wird das Runge-Kutta-Verfahren zweiter Ordnung betrachtet, also n = 2.
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Durch eine Taylorentwicklung von k2 erha¨lt man:
k2 = g(y0 + ∆tc2k1)





Man erha¨lt durch Einsetzen in Gleichung (B.2):



















Diese Gleichung kann nun verwendet werden, um einen Koeffizientenvergleich mit









Es gibt mehrere Mo¨glichkeiten diese Koeffizienten zu wa¨hlen. Nach Heun sind die
Koeffizienten z. B. b1 = b2 =
1
2
und c2 = 1. Das klassische Runge-Kutta-Verfahren
verwendet die Koeffizienten b1 = 0, b2 = 1 und c2 =
1
2
. Somit erha¨lt man den
integrierten Wert zu:








Um nun das Runge-Kutta-Verfahren zweiter Ordnung auf die Bewegungsgleichung
x¨ = 1
m












Fu¨r y = [x,v]T und g(y) = [v, 1
m
f(x,v)]T kann somit fu¨r Differentialgleichungen
erster Ordnung direkt das Runge-Kutta-Verfahren angewendet werden. Man erha¨lt



















































Die Kra¨fte der expliziten Finite-
Elemente-Methode
Zu berechnen ist die Kraft fεi , die am i-ten Partikel eines Tetraeders mit Volumen
V wirkt (siehe Abschnitt 3.2). Wegen der Linearita¨t der Basisfunktionen ist der
Verzerrungstensor ε konstant u¨ber dem Tetraeder und somit auch der Spannungs-
tensor σ. Die zu berechnende Kraft aus Gleichung (3.1) kann deswegen mit Hilfe






















Wegen Gleichung (3.3) gilt fu¨r die Elemente des Verzerrungstensors mit den Ele-












− δij , δij =
{
1 , i = j
0 , i 6= j .



















xj(hikhjl + hjkhil) .












(hikhjl + hjkhil)σkl .

Anhang D
Koeffizienten des kubischen Poly-
noms fu¨r die Volumenkorrektur ei-
nes Tetraeders
Zu berechnen sind die Koeffizienten der kubischen Gleichung (6.1). Fu¨r die Posi-




(xi − xl)((xj − xl)× (xk − xl)) .
Die Ableitungen der Zwangsbedingung C := vol(xi,xj,xk,xl)− V0 = 0 des Tetra-
























(xj − xk)× (xi − xk) .
Gesucht ist kV, so dass:
vol
(
xi − kV ∂C
∂xi
,xj − kV ∂C
∂xj
,xk − kV ∂C
∂xk
,xl − kV ∂C
∂xl
)






V = 0 .
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a = (xj − xl)× (xk − xl)
b = (xj − xl)× dkl + djl × (xk − xl)
c = djl × dkl
erha¨lt man durch Einsetzen der partiellen Ableitungen in die Zwangsbedingung
die Koeffizienten αi zu:



















Um die in Kapitel 7 beschriebene Geometrie-Anpassung durchzufu¨hren, muss die
Polarzerlegung A = RU der affinen Matrix A ∈ R3 berechnet werden. Diese
Zerlegung liefert den Rotationsanteil R ∈ R3 der affinen Matrix.
Es gibt, wie in [GVL96] beschrieben, mehrere Mo¨glichkeiten, die Polarzerlegung zu
berechnen. Im Folgenden werden die unterschiedlichen Verfahren vorgestellt und
um die in [GVL96] fehlenden Gleichungen1 erga¨nzt.
Zur Berechnung der Polarzerlegung wird zuna¨chst die Singula¨rwertzerlegung
(SVD2) A = WDVT mit orthonormalen Matrizen W und V und der Diago-
nalmatrix D betrachtet. Durch Umformung erha¨lt man die Polarzerlegung:
A = W(VTV)DVT





Polarzerlegung durch zyklische Jacobi-Rotationen von ATA:
Die erste Methode zur Berechnung der Polarzerlegung erfolgt u¨ber zyklische
Jacobi-Rotationen. Betrachtet man die symmetrische Matrix ATA, so erha¨lt man
aus der SVD:
ATA = (WDVT)T(WDVT)
= VDWTWDVT = VD2VT
= VDVTVDVT = U2 .
Die Spalten der Matrix V sind die Eigenvektoren von U2 mit den Eigenwerten,
die in den Diagonalelementen von D2 stehen. Die Eigenvektoren und Eigenwerte
1Diese sind dort als U¨bungsaufgaben gestellt.
2Abku¨rzung fu¨r den englischen Begriff singular value decomposition.
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der symmetrischen Matrix U2 ko¨nnen mit zyklischen Jacobi-Rotationen berechnet




Den zyklischen Jacobi-Rotationen, einer iterativen Methode zur Bestimmung der
Eigenvektoren und Eigenwerte einer symmetrischen Matrix3 B, liegt die Idee zu-
grunde, dass in jedem Iterationsschritt eine Rotationsmatrix Qi gefunden werden
soll, so dass die neue Matrix Bi+1 = Q
T
i BiQi ”mehr diagonal“ ist als die Matrix Bi.
Mehr diagonal bedeutet, dass die Summe der nicht Diagonalelemente ‖Bi‖2F−
∑
b2ii
immer kleiner wird. Nach n Iterationen ist also Bn = D eine Diagonalmatrix, d. h.
die Matrix der Eigenwerte von B0 = B mit den Eigenvektoren aus dem Produkt
der Rotationsmatrizen V =
∏n
i=0 Qi. In jedem Iterationsschritt wird eine Rotati-
onsmatrix Qi um die Achse k gesucht, die die Elemente bpq mit k 6= p 6= q Null
werden la¨sst. In jedem Iterationsschritt wird eine andere Achse k gewa¨hlt und so-

















Hierbei sind die Werte b die Werte der neuen Matrix Bi+1 und a die Werte der
aktuellen Matrix Bi. Fu¨r c und s soll also gelten:
0 = bpq = bqp = apq(c
2 − s2) + (app − aqq)cs .
Teilt man diese Gleichung durch c2 so erha¨lt man durch die Beziehung t = s
c
die





t− 1 = 0 .
Unter der Verwendung der Beziehung c2+s2 = 1 erha¨lt man somit die gewu¨nschten




s = tc .
Wegen der Symmetrie der Matrix B mu¨ssen bei der Iteration immer nur sechs
Werte aktualisiert werden.
3Fu¨r das Problem zur Bestimmung der Polarzerlegung ist dies also B = ATA.
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Der große Vorteil der Verwendung von zyklischen Jacobi-Rotationen ist der Warm-
start. Hat man die Eigenvektoren V aus dem letzten Simulationsschritt gespei-
chert, so ko¨nnen viele Iterationsschritte eingespart werden, wenn die initiale Matrix




Berechnung der SVD mit einseitigen Jacobi-Rotationen:
A¨hnlich zum Problem der Bestimmung der Eigenwerte und Eigenvektoren einer
symmetrischen Matrix kann auch die SVD mittels eines iterativen Algorithmus
berechnet werden. Bei der einseitigen Jacobi Methode wird eine Rotation Q ge-
sucht, so dass die p-te und q-te Spalte von Ai+1 = AiQ senkrecht aufeinander
stehen. Sind alle Spalten orthogonal zueinander, dann ist ATnAn eine Diagonal-
matrix. Bei diesem Verfahren werden also die nicht Diagonalelemente von ATA
implizit auf Null gesetzt, anstatt dies explizit, wie im vorausgehenden Verfahren,










capp − sapq sapp + capq
caqp − saqq saqp + caqq
]
.
Die Variablen c und s mu¨ssen nun so bestimmt werden, dass die Matrix nach der
Rotation orthogonale Spalten hat:
(capp − sapq)(sapp + capq) + (caqp − saqq)(saqp + caqq) = 0⇔
cs(a2pp − a2pq + a2qp − a2qq) + c2(appapq + aqpaqq)− s2(apqapp + aqqaqp) = 0 .
Durch Teilen der Gleichung durch c2 und mit Hilfe von t = s
c
erha¨lt man die zu
lo¨sende quadratische Gleichung:
t(a2pp − a2pq + a2qp − a2qq) + (appapq + aqpaqq)− t2(apqapp + aqqaqp) = 0
Fu¨r die SVD A = WDVT hat man somit die Matrizen V =
∏n
i=0 Qi und
AV = An bestimmt. Die Matrizen W und D erha¨lt man durch die Beziehung
An = WD. Da W eine orthonormale Matrix ist und D eine Diagonalmatrix, ent-
ha¨lt D die La¨ngen der Spaltenvektoren und W die normierten Spaltenvektoren
von An. Diese Methode la¨sst sich somit gleich schnell wie die erste vorgestellte
Methode berechnen. Sie bringt aber gro¨ßere numerische Probleme mit sich, wenn
die Eigenwerte nahe null sind, da dann die Berechnung der Diagonalmatrix pro-
blematisch ist.
Berechnung der SVD mit zweiseitigen Jacobi-Rotationen:
Eine weitere Mo¨glichkeit die Polarzerlegung zu berechnen ist, die SVD mit Hilfe
136 Anhang E: Polarzerlegung
zweiseitiger Jacobi-Rotationen zu bestimmen. Hier werden in jedem Iterations-
schritt zwei Rotationsmatrizen Q und V bestimmt, so dass nach der Rotation
Ai+1 = Q
T
















Zuna¨chst wird in jedem Iterationsschritt die Matrix Qi bestimmt, so dass Bi =
QTi Ai eine symmetrische Matrix ist. Danach wird Vi so bestimmt, dass die Ein-
tra¨ge apq = aqp der Matrix Ai+1 = V
T
i BiVi gleich Null sind. Fu¨r die Matrizen der











Die Verwendung der SVD zur Bestimmung der Polarzerlegung hat den großen
Vorteil, wie in der Arbeit von Twigg und Kacˇic´-Alesic´ [TKA10] beschrieben, dass
eine positive Determinante von R sichergestellt werden kann. Hierfu¨r wird die
Diagonalmatrix Z = diag(1, 1, det(WVT)) definiert, die dazu verwendet wird, den
kleinsten Eigenwert zu negieren, falls die Determinante von WVT negativ ist. Die
SVD und die Rotation der Polarzerlegung ergeben folgende Form:
A = (WZ)(ZD)VT
R = WZVT .
Der Nachteil dieser Methode ist, dass sie etwas langsamer zu berechnen ist als die
ersten beiden Methoden. Dies liegt daran, dass in jedem Iterationsschritt zwei Ro-
tationsmatrizen bestimmt werden mu¨ssen. Zusa¨tzlich vergro¨ßert sich der erforder-
liche Speicheraufwand fu¨r einen Warmstart, da dieser nun zwei Rotationsmatrizen
beno¨tigt. Deswegen wird in dieser Arbeit die erste Methode zur Bestimmung der
Polarzerlegung verwendet.
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Simulation inkompressibler deformierbarer Körper
Die computergestützte Simulation von Bewegungsabläufen wird immer 
wichtiger in vielen Anwendungsgebieten. Einsatzgebiete von dynamischen 
Simulationen sind beispielsweise die Erstellung von Computeranimationen 
für Filme, Anwendungen in der virtuellen Realität oder für Computerspiele. 
In diesen Gebieten genügen oft plausible Ergebnisse, die dem Anwender 
das Gefühl einer realistischen Bewegung vermitteln. Hier kann die Simula-
tion volumenerhaltender Körper zur Verbesserung der visuellen Plausibilität 
beitragen.
In dieser Arbeit werden Techniken zur Simulation inkompressibler deformier-
barer Körper vorgestellt. Speziell werden Verfahren entwickelt, die für den 
Einsatz in interaktiven Anwendungen geeignet sind. Deswegen wird auch der 
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