Urban and road planners must take right decisions related to urban traffic management and controlling noise pollution. Their assessments and resolutions have important consequences on the annoyance of population exposed to road-traffic-noise and controlling other environmental pollutants (e.g. NOx or ultrafine particles emitted by heavy vehicles). One of the key decisions is the selection of which noise control actions should be taken in sensitive areas (residential or hospital areas, school areas etc), that could include costly measures such as reducing the overall traffic, banning or reducing traffic of heavy vehicles, inspection of motorbikes sound emission, etc. For an efficient decision-making in noise control actions, it is critical to classify a given location in a sensitive area according to the different prevailing traffic conditions. This paper outlines an expert system aimed to help urban planners to classify urban locations based on their traffic composition. To induce knowledge into the system, several machine learning algorithms are used, based on multi-layer Perceptron and support vector machines with sequential minimal optimization. As input variables for these algorithms, a combination of environment variables was used. For the development of the classification models, four feature selection techniques, i.e., two subset evaluation (correlation-based feature-subset selection and consistency-based subset evaluation) and two attribute evaluation (ReliefF and minimum redundancy maximum relevance) were implemented to reduce the models' complexity. The overall procedure was tested on a full database collected in the city of Granada (Spain), which includes urban locations with road-traffic as dominant noise source. Among all the possibilities tested, support vector machines based models achieves the better results in classifying the considered urban locations into the 4 categories observed, with values of average weighted F-measure and Kappa statistics (used as indicators) up to 0.9 and 0.8. Regarding the feature selection techniques, attribute evaluation algorithms (ReliefF and mRMR) achieve better classification results than subset evaluation algorithms in reducing the model complexity, and so relevant environmental variables are chosen for the proposed procedure. Results show that these tools can be used for addressing a prompt assessment of potential road-traffic-noise related problems, as well as for gathering information in order to take more well-founded actions against urban road-traffic noise.
Introduction 1

Urban road-traffic and noise
outperformed some classical noise prediction models. In order to 80 assess road-traffic-noise in urban environments, Cammarata, Cava-81 lieri, and Fichera (1995), using data collected with typical features 82 of commercial, residential and industrial area, and with number of 83 cars, number of motorcycles, number of trucks, average height of 84 the buildings and width of the road as input variables, proposed 85 a two cascading level neural architecture, where at the first level 86 a learning vector quantification (LVQ) network filters the data dis-87 carding all the wrong measurements, while at the second level the 88 BP algorithm predicts the sound pressure level (L Aeq ) in urban en-89 vironments. Genaro et al. (2010) included 25 input variables, which 90 were found as the whole variable set used by all the traditional 91 noise prediction models evaluated. In this work, a MLP model was 92 implemented to predict L Aeq descriptor using data samples from 93 the city of Granada (Spain). Also, a principal component analysis 94 (PCA) was used to simplify the model (up to 11 input variables). 95 This model outperformed the traditional noise prediction models. 96 Torija, Ruiz, and Ramos-Ridao (2012), using a set of variables for 97 the characterization of sound emission and propagation (20 in-98 put variables) and 821 samples collected in urban environments 99 (Granada, Spain), developed an ANN model (trained by Levenberg-100 Marquardt variant with Bayesian regulation back-propagation al-101 gorithm) for the estimation of the L Aeq descriptor, but also the 102 estimation of parameters related to the temporal structure and 103 spectral composition of urban sound environments (L 31.5-125 Hz , 104 L 160-1600 Hz , L 2-10 kHz , TSLV and CF). Moreover, a reduction of the 105 input variables (up to 14) based on the analysis of the correla-106 tion coefficients and the distribution of the test residuals were per-107 formed.
108
Other applications of ANN in the acoustics field have been 109 related to classification issues. Sánchez-Pérez, Sánchez-Fernández, 110 Suárez-Guerra, and Carbajal-Hernández (2013) developed a model 111 for aircraft classification with an identification performance above 112 85%. This model was based on the take-off noise signal segmen-113 tation (four segments) in time. Once extracted the different air-114 craft noise patterns, by using Linear Predictive Coding (LPC), the 115 classification was addressed with the implementation of four par-116 allel MLP (one for each segment). Moreover, a wrapper feature 117 selection method was used for reducing the computational cost. 118 Márquez-Molina, Sánchez-Fernández, Suárez-Guerra, and Sánchez-119 Pérez (2014) developed an aircraft take-off noises classification 120 model. For the obtaining of the input variables, a feature extraction 121 process of aircraft take-off signals was conducted through a 1/24 122 octave analysis and Mel frequency cepstral coefficients (MFCC), and 123 the classification model was made by using two parallel feed for-124 ward neural networks (FFNN), achieving a total effectiveness of 125 83%. performed an analysis to identify the 126 1/3-octave bands most influential on road-traffic intensity. Based 127 on the gathered information, a series of MLP-based model were 128 developed for the estimation of the overall road-traffic intensity 129 and for the detection of conditions with percentage of heavy ve-130 hicles or motorbikes/mopeds larger than the usual values.
131
Although SVM algorithms have not been as extensively used in 132 noise-related issues as ANN, some interesting applications could be 133 highlighted. Barkana and Uzkent (2011) 230 tests were used to evaluate the appearance of statistically signif-231 icant differences among the developed models, based on the F-232 measure and the Kappa statistics. Taking into account these re-233 sults, in Section 4 is given a discussion on the results obtained 234 and it is suggested the 'optimal' structure (high accuracy and min-235 imum computational/operational cost) for the developed classifi-236 cation model, as well as the suggested set of input variables to 237 be used. From this discussion, a whole procedure is suggested for 238 environmental noise impact assessment to help urban planners in 239 this task. Finally some conclusions are driven in Section 5 to show 240 the potential uses of the outlined procedure. 
Methodology
242
As an application of machine learning algorithms to environ-243 mental modeling, in this paper a series of models were developed 244 for the classification of urban locations according to their percent-245 age of heavy vehicles (HV) and motorbikes/mopeds (MM) in traf-246 fic. These models were built on the basis of a series of recorded 247 sound parameters and environment variables for the characteriza-248 tion of the temporal period and both the sound emission and prop-249 agation . A hierarchical cluster analysis (HCA) 250 was conducted in order to group the urban locations considered 251 in classes as a function of the HV and MM intensity. For the de-252 velopment of the classification models, four feature selection tech-253 niques -CFS, Consistency-based subset evaluation (CSE), ReliefF at-254 tribute evaluator (ReliefF), and minimum Redundancy Maximum 255 Relevance (mRMR) -and two classification algorithms -MPL and 256 SMO -were implemented. 
Database
258
For the development of the classification models, a database of 259 508 instances was used. This database, which includes a series of 260 urban locations with road-traffic as dominant noise source, was 261 collected in the city of Granada (Spain). In each location, sound-262 level recordings and data for the road-traffic, temporal and ge-263 ometrical characterization were taken at the same time. Table 1 264 shows the set of variables considered in this research. The time 265 interval for the integration of the different sound parameters and 266 other dynamic variables was 5 min, so that this research is framed 267 in short-term modeling. The sound measurements were made with 268 a type-1 sound-level meter (2260 Observer model with sound ba-269 sic analysis programme BZ7219), using a tripod and wind shield, 270 following international reference procedures, with the microphone 271 mounted away from reflecting facades at a height of 4 m above 272 Please layer. 298 The outputs of the output layer are computed as follows:
where z k is the output of the kth node in the output layer; g(·) is 300 the transfer function from the hidden to the output layer; w 2 k j is 301 the weight between the jth node of the hidden layer and the k-h 302 node of the output layer; θ 2 k is the bias value of the kth node in 303 the output layer (Feng et al., 2015) . In this work, all the transfer 304 functions were sigmoid. 305 Given a training set
, y i ∈ R, the training error is 306 minimized during the training process using the mean squared er-307 ror the output (z) calculated by the network and the real one (y) 308 as error function (E):
where N is the number of data points. For the optimal derivation of 310 the weights for the MLP a BP algorithm was used, which updated 311 the weights iteratively to minimize the error function (Kang & Cho, 312 2014). For a comprehensive description of MLP see Haykin (1999 (Kang & Cho, 2014) , which allow them to achieve supe-317 rior generalization performance for classification problems (Burges, 318 1998; Vapnik, 1995 Vapnik, , 1998 . 319 
Let a set of N training datapoints
, where x i is 320 the ith input feature vector and y i ∈ {−1, 1} is the corresponding 321 output class. The implementation of SVM searches the maximum 322 margin hyperplane w T ϕ(x) + b = 0 that separates the positive dat-323 apoints from the negative datapoints. Formulating the problem as 324 a primal optimization, the following minimization is sought:
where C is a penalty parameter that determines the trade-off be-327 tween the training errors and the model complexity; ϕ is a non-328 linear mapping from an input space into a feature space; and ξ i 329 are the slack variables. This optimization problem is usually con-330 verted to the dual form through the following quadratic program-331 ming (QP) problem, which aims to maximize:
where α i are Lagrange multipliers and k(x i , x j ) is a kernel func-334 tion. The resulting decision function, after the dual QP problem is 335 solved, can be expressed as: 
p with p = 2 in this work
Radial basis function (RBF):
Pearson VII kernel function (PuK):
where γ , σ and ω are kernel parameters in the SVM feature space 
where I(i, j) represents the mutual information of two features; 409 and |S| is the number of features. The level of discrimination be-410 tween classes is measured by the relevance. The MaxRel condition 411 is to maximize the total relevance of all classes in S:
where h is the targeted class. Both conditions are combined in or-413 der to optimize a single criterion function.
414
Mutual information difference criterion (MID):
Mutual information quotient criterion (MIQ):
In this work, the subsets of features derived from MaxRel, MID 417 and MIQ criteria were evaluated. 418 It should be noted that neither ReliefF nor mRMR strategies 419 lead to a selection of a feature subset (with a given number of fea-420 tures), but they rank attributes according to a given metric. For this 421 reason, the number of features to be selected using these strategies 422 was fixed to the number of features selected by CFS and CSE tech-423 niques. 
Model evaluation
426
For the evaluation of the classification performance of the mod-427 els developed, two statistic indicators were used, F-measure and 428 Cohen's Kappa. The F-measure provides a way of combining recall 429 and prediction to get a single measure which falls between recall 430 and precision. Thus, the F-measure is calculated as the harmonic 431 mean of precision and recall and tends towards the lower of the 432 two (Chinchor, 1992) :
Note that precision can be expressed as the ratio between the 434 true positives (TP) and all the cases classified as positive, and recall 435 represents the ratio between the TP and all the positive cases. as follows (Cohen, 1960) :
where P 0 is the observed proportion of agreement and P e is the 440 proportion of agreement expected by chance.
441
In the development of the classification models, a training- ters related to the complexity of MLP (number of neurons in the 446 hidden layer, learning rate, momentum) and SMO (C parameter) 447 algorithms were carefully selected. Furthermore, the training pro-448 cess was carried out by using a 10-fold cross-validation standard 449 scheme, where 10 training and 10 validation subsets were built. 450 In each subset, 90% of samples were used in the training phase 451 and the 10% of samples were used for validation. The values of the 452 F-measure and kappa indicators were calculated as the arithmetic 453 mean of the 10 validation subsets. 
Results
455
Number of categories based on road-traffic content
456
Based on the results of the HCA, 4 categories have been iden-457 tified according to the percentage of HV and MM in the evaluated 458 urban locations. In Fig. 1 , it is seen that in the step 503 there is 459 a sudden increment in the value of the ratio-difference between 460 the inter-cluster distance, which indicates that 4 categories can be 461 determined. In Table 3 , the value of road-traffic intensities and 462 the corresponding percentage can be observed. Also, as seen in 463 Table 3 Fig. 3 , the reduction of input variables from the initial set of 505 40 to subsets of 11, 12 and 13 variables achieves by the feature 506 selection algorithms implemented does not lead to a decrease in 507 the classification performance. Thus, with the subset of input vari-508 ables selected by the used feature selection techniques, the classi-509 fication algorithms obtain values of F-measure and Kappa indica-510 tors in the same order of magnitude as with the total set of input 511 variables, with the sole exception of CFE_Bw. Although there is not 512 a clear tendency, it seems that attribute evaluation algorithms al-513 lows better classification performance. Table 5 shows the value of 514 F-measure obtained by each classification algorithm with each cat-515 egory. 
Statistical tests
517
A series of Mann-Whitney U tests were conducted to evalu-518 ate the appearance of statistically significant differences among the 519 developed models, based on the F-measure (weighted average and 520 categories 1, 2, 3 and 4), and the Kappa statistics. These statisti-521 cal tests were performed to assess statistically significant differ-522 ences (p ≤ 0.05) among classification algorithms (Figs. 4 and 5) , 523 and among feature selection algorithms (Figs. 6 and 7) . It should 524 Please efF_k20, mRMR_MIQ and ReliefF_k10. As for F-measure (Fig. 6) , 531 CFE_Bw algorithm statistically obtains the worst values, while 532 mRMR_MIQ and ReliefF_k10 algorithms achieves similar val-533 ues, and significantly outperformed CFE_Bw, mRMR_MaxRel and 534 CFS algorithms. Regarding Kappa statistics (Fig. 7) , mRMR_MIQ 535 algorithm significantly improves CFE_Bw, mRMR_MaxRel, Reli-536 efF_k10w, ReliefF_k15w and ReliefF_k20w, while ReliefF_k10 sig-537 nificantly outperformed all the feature selection algorithms, 538 with the exception of CFE_Bi, ReliefF_k15, ReliefF_k20 and 539 mRMR_MIQ. 
Discussion
541
The results obtained in this work, demonstrate that SMO mod- the machine-learning method with the highest classification per-548 formance. SVM algorithm is based on structure risk minimization 549 principle whereas ANN is based on empirical risk minimization 550 principle. Thus, while SVM seeks to minimize the upper bound of 551 a generalization error, ANN aims to minimize false classification er-552 ror. Due to this principle, SVM is able to fix the overfitting problem 553 Fig. 6 . Results of the Mann-Whitney U test for feature selection algorithms (F-measure). 1 = statistically significant difference and 0 = not statistically significant difference.
(p ≤ 0.05). 
Conclusions
647
This paper examines the use of machine learning methods to 648 induce knowledge in expert noise monitoring systems to obtain 649 a reliable classification of urban areas on the basis of their traffic 650 content. In this context, it proposes several machine learning algo-651 rithms and features selection methods adapted to this problem to 652 test their behavior and so suggesting the best alternatives to use it. 653 We have shown the viability of this concept since the application 654 of this classifier can offer valuable information to establish mea-655 sures against road-traffic-noise. 656 In environmental applications, it is of great interest to design 657 an expert system aimed to help urban planners to classify urban 658 locations based on their traffic composition and consequently con-659 trolling noise pollution. The circulation of heavy vehicles and mo-660 torbikes/moped causes an important negative impact on the sur-661 rounding environment and on the exposed population (Table 3) . 662 In light of the results obtained in this research, the application 663 of machine-learning algorithms achieves high performance in the 664 classification of urban locations into the 4 identified categories on 665 the basis of their content in heavy vehicles and motorbikes/moped. 666 In reference to the best classification algorithms for this problem, 667 although MLP-based models provide good classification results, 668 they were significantly outperformed by the SMO-based classifica-669 tion models (p ≤ 0.05). Moreover, with the same number of input 670 variables selected, attribute evaluation algorithms obtained bet-671 ter classification performances than subset evaluation algorithms. 672 Thus, the subsets of input variables selected by two ReliefF and 673 mRMR feature selection algorithms (ReliefF_k10 and mRMR_MIQ) 674 reach the highest classification performances (weighted average F-675 measure around 0.88-0.89, and Kappa statistics around 0.82-0.83). 676 In addition, the set of environment variables considered in this 677 work has been identified as a key factor in the classification of ur-678 ban location according to traffic content. Along with these envi-679 ronment variables, the low-frequency sound levels and the L eq de-680 scriptor are found as influential variables to be considered in this 681 Please Table 7 Set of corrective measures suggested for each urban location category based on road-traffic content.
Urban location category
Corrective measures 1 -Development of urban mobility plans.
-Pedestrianization of urban locations.
-Promoting non-motorized mobility. 2 -Development of urban mobility plans.
-Promoting non-motorized mobility.
-Encourage public transport use. 
