Деякі методи збільшення швидкості виконання операцій в групах точок на еліптичних кривих в нормальному базисі by Качко, Олена et al.
ДЕЯКІ МЕТОДИ ЗБІЛЬШЕННЯ ШВИДКОСТІ ВИКОНАННЯ ОПЕРАЦІЙ В … 
Литература: 1. И. Д. Горбенко, Д. С. Балагура. Исследование свойств и выбор параметров схем 
шифрования, реализованных на основе Диффи-Хеллмана протоколов. Зб. 2003. Вип. 139. 2. Горбенко И. Д., 
Поляков А. А., Збитнев С. И. Протоколы – примитивы управления ключами в группах точек эллиптичексих 
кривых // Радиотехника: Всеукр. межвед. науч-тех. сб 2002. Вып. 126. С. 85-96. 3. Горбенко І. Д., 
Гриненко Т. О. Захист інформації в інформаційно-телекомунікаційних системах. Част. 1. Криптографічний 
захист інформ
m
ації. – Харків: ХНУРЕ, 2004. 367 с. 4. J. Lopez, R. Dahab “Fast multiplication on elliptic curves 
over GF(2 ) without precomputation”, 1999. 5. Саати Т. Принятие решений: Метод анализа иерархий/ Пер. с 
анг
 НОРМАЛЬНОМУ БАЗИСІ 
Ол на Качко, Оксана Мельникова, Дмитро Балагура 
ціональний університет радіоелектроніки 
сі. 
чні 
Summary: The bei rmal basis are analyzed. The 
esearch of improved version are 
ова складність, просторова складність. 
В сучасн , 
зберігається
несанкціоно
різновидів к ографічного захисту інформації особливе місце посідають несиметричні криптографічні 
системи. До ї 
протоколи в групах точок еліптичних кривих. годнішній день криптографія в групах точок 
еліптичних кривих дістала широке поширення ох системах забезпечення захисту інформації. 
Кр
стем типу Хеллмана
енн ковому вигл а ь  
можуть 




ДЕЯКІ МЕТОДИ ЗБІЛЬШЕННЯ ШВИДКОСТІ ВИКОНАННЯ 
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Вступ 
ому суспільстві актуальною стала задача захисту інформації що формується, обробляється та 
 у електронному вигляді. У багатьох випадках єдиною можливістю захистити інформацію від 
ваного доступу та/або модифікації є криптографічні засоби захисту інформації. Серед 
рипт
 таких систем відносяться криптографічні протоколи в полях та кільцях та криптографічн
 На сьо
в багать
иптографія, що базується на перетвореннях в групах точок еліптичних кривих, може використовуватись 
в різних системах, до того ж вона є перспективною для систем, що реалізують інфраструктуру відкритих 
ключів та криптографічні додатки, що пов’язані з використанням ключових даних, які формуються у 
структурі відкритих ключів.  
Найважливішими параметрами будь-якої криптографічної системи є її безпечність та швидкодія. На 
теперішній час безпека криптографічних систем, що базуються на криптоперетвореннях в групах точок 
еліптичних кривих, не викликає сумнівів. Тому величезні зусилля спеціалістів цієї галузі спрямовані на 
збільшення швидкості обчислень криптографічних перетвореннь в групі точок еліптичних кривих. В світі 
вже існує багато криптографічних стандартів, що закріплюють використання математичного апарату груп 
точок еліптичних кривих. Ці стандарти дозволяють використовувати перетворення в групі точок 
еліптичних кривих, що базуються на простому полі )( pGF , на полі розширення двійки )2(
причому для поля )2( mGF  рекомендують використання двох типів базисів: поліноміального та 
нормального [1 – 4]. 
Кожний із цих видів та базисів має свої переваги й недоліки. Так перетворення у простому полі, 
найбільш прості в реалізації, в загальному випадку мають досить високу продуктивність, крім того при 
реалізації систем на базі таких перетворень існує можливість використання бібліотек, що розроблялись 
для асиметричної криптографії в полях та кільцях: си  RSA, Ель-Гамаля та Діффі- . 
Перетвор я у двій яді (поліномі льний і нормальний базиси) мают  практично таку ж 
продуктивність, але бути ефективно реалізовані апаратними засобами. Крім того, існують 
пер
mGF , 
етворення в оптимальних розширених полях )( , де mpGF p  – досить велике просте число 
льног  виду, m  – невелике просте число. Перетворення над двійковими полями в оптимальному спеціа о
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нормальному базисі при правильній реалізації мають підвищену продуктивність [5, 6], однак кількість 
кривих у такому базисі досить обмежена, що не завжди дозволяє використовувати їх у криптографічних 
системах. Необхідно зазначити, що у світі досить обширно проводилися дослідження поліноміального 
базису, тому існує велика кількість алгоритмів виконання елементарних операцій в поліноміальному 
базисі. Дослідження для нормального базису проводились у значно меншій кількості. Крім того, основні 
дослідження проводились для реалізації цього ба атним засобами. При цьому алгоритми 
виконання елемента их операцій в поліноміальному базисі не можуть бути використані для нормального 
базису. Таким чином, нормальний базис, особливо алгоритми з підвищеною швидкодією його програмної 
реалізації, на цей час залишаються недостатньо дослідженими. 
У зв’язку з прийняттям в Україні стандарту ДСТУ 4145-2002 [7], що використовує криптографічні 
перетворення в групах точок еліптичних кривих, який дозволяє використання еліптичних кривих, операції 
на яких виконуються в полях розширення двійки )2( mGF  в поліноміальному та нормальному базисах, 
виникла гостра необхідність проведення широкого аналізу існуючих методів та алгоритмів виконання 
операцій у групах точок еліптичних кривих та елементарних польових операцій нормального базису. 
Авторами проведено аналіз існуючих алгоритмів виконання операцій скалярного множення, додавання й 
подвоєння точок, а також алгоритмів елементарних операцій
зису апар и 
рн
 – множення, піднесення до квадрату, 
при
 незалежна, тоді ця ормальний базис. У такому випа будь-
гляді 
ведення за модулем й інвертування в полі. Слід зазначити, що піднесення до квадрату виконується 
згідно з алгоритмом, відмінним від алгоритму множення, тому що піднесення до квадрату у полях m2  
значно простіше, ніж множення. 
Аналіз проводився з метою обрання методів для реалізації у вигляді бібліотеки та апаратних засобів. 
Під час аналізу методів було виконано деяку алгоритмічну оптимізацію з метою збільшення швидкості 
виконання операцій в групах точок еліптичних кривих, зокрема множення в полі для нормального базису 
та скалярного множення.  
I Основні визначення та математичні співвідношення нормального базису 
Розглянемо представлення елементів та математичний апарат у нормальному базисі.  
Доведено [8], що для розширеного поля )2( mGF  нормальний базис існує для кожного m . Для 
побудови такого базису необхідно знайти елемент )2( mGF  такий, що множина елементів виду 
},...,,{
122 m  лінійно множина 
де 
формує н дку 
який 
 A











i aaaa  , 1,0a . Як видно з представлення еле та в 
нормальному базисі, кожний терм є квадратом попер  виконання піднесення до квадрату та 
піднесенн льного є досить простою опер піднесення до квадрат  елемента поля 
лічний зсув вліво його бітів. Додавання, як і в поліноміальному базисі, є звичайною 
операцією XOR .  
Для множення двох використовується матриця М, що доз оляє виконати побітов  внутрішнє 
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ацією. Так, я до дові
– це простий цик
 степеня у
 елементів  в  е
множення координат двох елементів. Нехай  - елемент д а
m m
T
mm bMabbbaaaC   )...)(...( 110110  , (1) 
де М матриця, що містить добутки всіх елемен  базовій множині, тобто  
mm  11 2222
тів у   10,22  mjiT jiM  . (2) 
Ця матриця може бути приведена до формульного виду для кожного біту співмножника. Побудова 
фо оже вик уватися окремо, на попередньому етапі. Такий алгоритм може розглядатися як 
стан  для оп рації множення. Тому як базовий алгоритм множення в нормальному базисі був 
узятий алгоритм, представлений в [1]. Надалі в цей алгоритм були внесені деякі зм , що дозволя
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Крім алгоритму множення в нормальному базисі також досить складною є операція пошуку 
мультиплікативної інверсії в полі. Як відомо [8], будь-який ел ент в  ( задоволь
рів
ем  e   )( mqGF nq 2 ) няє 
ності ee mq  . Розглянемо поле )2( mGF . Будь-який ненульовий елемент x  задовольняє 
вищесказаному, тобто xx m 2  , отже 221   mxx . Таким чином, найбільш простим способом обчислення 
мультиплікативної інверсії в нормальному базисі, з урахуванням простоти операції піднесення до 
квадрату, є обчислення значення 2  mx )( 121  x . ))( 22 xx( Цей мето
п ально  норм
базисі 
Для реалізації алгоритму інверсії в нормальному базисі може бути використана модифікація алгоритму 
і




д запропоновано в [9]. 
ІІ Базові алгоритми операцій інверсії та множення в о тим му альному 
швидкої мультиплікативної нверсії на )2( в нормальному базисі Ітоха й Тсуі [9]. Як робочий цей 
алгоритм був узятий з кількох причин. По-перше, це один з найбільш відомих алгоритмів обчислення 
інверсії в нормальному базисі. П яно простий у реалізації. По-трет
mGF  
епер є досить швидким на тлі інших, більш пізніх розробок. 
Алгоритм, запропонований Ітохом й Тсуі [9], обчислює інверсію елемента в полі за
)11)1()]1([log2  mHm   ( m  циклічних зсувів. Тут H  – вага Хеммінга. Алгоритм 
має вигляд. 
На вході x  - елемент поля, представле ормальному базисі. 
1) Установити 
ний у н
xy   
2) Для k  від 0 до 1r  (тут )1(log2  mr ) виконати наступні дії:  
k22 yz   ( k2  циклічних зсувів)  
 yzy   (множення в
тм  всі ивості нормальн ізації є одним з найшвидших 
алгоритмів для пошуку мультиплікативної інверсії в нормальному базисі у
к оптиміз у при п грамній реалізації можна на етапі обчислення замість 
вик ання циклічних зсувів виконати зсув на будь-яке число розрядів. 
 алгори  множення у нормальному базисі у  [1]. 
вла
 )2( mGF ) 
23) yy   
На виході y 1x . 
Алгори  враховує  особл ого базису та при вірній реал
 )2( mGF . 
k
yz
22Я ацію алгоритм ро
он  k2  
 )2( mGFРозглянемо тм
Повністю о  мперація ноження ділиться на два алгоритми: алгоритм попередніх обчислень та алгоритм 
сне множення. Розглянемо алгоритм попередніх обчислень для виконання множення. 
Вхідні дані: цілі числа 1m  та T , для яких існує Гаусів нормальний ба пузис В ти  T для
ідносно 
ан
 )2( mGF . 
На виході: точна формула для обчислення першої координати добутку двох елементів в B. 
Виконувані дії: 
1. Уст овити 1 Tmp  
2. Згенерувати ціле u  порядку T  за модулем p  
3. Обчислити послідовність )1(),...2(),1( pFFF  у такий спосіб: 
3.1 Установити 1w  
3.2 Для j  від 0 до 1T  виконати такі дії 
ановити wn     Уст
Дл i  від 0 до m тия викона   1  
  Установити inF )(  
Установити )(mod2 pnn   
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  Установити )(mod puww   
4. Якщо T  парне, тановити 0то вс J , інакше встановити 

е оритм  у нормальному базисі.  
Припустимо, що необхідно виконати множення двох елементів a, b. до початку виконання алгоритму 
множення вже проведені попередні об слення й ми знаємо формулу для обчислення першої координати 
результату 















kpk baJc  
Теп р розглянемо безпосередньо алг  множення елементів
чи
),(0 baFc  . (3) 
Тоді добуток двох елементів виду ),...,,(),...,,(),...,,( 12111110  2  mmm bbbaaaccc  може бути 
вик
від 0 до виконати такі дії  
онаний за наступним алгоритмом. 
1. Установити )...,()...,( 110110   mm aaauuu  
2. Установити )...,()...,( 110110   mm bbbvvv  
3. Для k   1m  
3.1 Обчислити ),( vuFck   
3.2 Установити ),(uLeftShiftu )(vLeftShiftv  u. 
зультат
а  для обчислення добутку буд мати вигляд  
, (4) 
де біта в з номером  – значення біта в з номером
я рмулі (5) в т  вибираємо біти з номерами та
 )...,( 110  mcccc  4. Видати як ре
 










  ]1[iFa  – значення  a   ]1[ iF , ]1[ iFb  b   ][iF . 
Дл обчислення kC  у фо а a  b  ]1[  kiF   ][ kiF   
відповідно (значення індексу функції 1 ki  й ki   обчислюється за модулем
ІІІ Модифікація алгоритму множення з метою збільшення швидкості її виконання 
Розглянемо деякі особливості алгоритмів попереднього обчислення й множення та проаналізуємо 
е тміч ї точк
ти д залежать  від
по дньо  операції ж
дніх обчислень .  
, 
мо
го масиву буде 2m.  
 m .) 
можливості їхнього прискор ння з алгори но и зору.  
][iЯк можна побачи з алгоритму попере ніх обчислень (крок 3.2) значення F тільки  
Тому дану операцію можна виконати на пере му етапі, безвідносно до вла не  мно






Для того, щоб в основному циклі обчислення координат результату ic  не враховувати модуль індексу
жна обчислити значення не для послідовності F0, …, Fm–1, а для розширеної послідовності 
F0, …, F2m–1-, однак у цьому випадку розмірність допоміжно
Оскільки максимально застосовна на сьогодні величина ступеня розширення 1023max m , а 




жуть бути застосовані 
а
і жників, можл
прискорити виконання операції множення за рахунок «розгортання» кожного біта в байт, що дозволить 
л. 
Можливість використання зазначених вище пропозицій залежить від характеристик системи, що 
виконує розрахунки, особливо від розміру кеш-пам’яті. 
Наведені вище модифікації носять скоріше алгоритмічний характер, тому мо
пр ктично в усіх умовах. 
У зв’язку з тим, що при множенні виконується робота з окремими б тами співмно иво 
Правове, нормативне та метрологічне забезпечення системи захисту інформації в Україні, вип. 11, 2005 р. 117
ДЕЯКІ МЕТОДИ ЗБІЛЬШЕННЯ ШВИДКОСТІ ВИКОНАННЯ ОПЕРАЦІЙ В … 
заощадити на л ня 
зберігатися окремо і для зберігання співмножників буде потрібно байт замість байт. 
сконалення методу множення в нормальному базисі. Основним способом 
огічних операціях виділен бітів, бо під час виконання алгоритму множення всі біти 
будуть  m   8/)7( m  
У цьому випадку складність виконання операції множення складе  




сконалення є використання паралельного обчислення бітів результату для всіх бітів машинного слова. 
У цьому випадку немає необхідності виконувати розпакування даних, тому складність виконання операції 
множення в ідеальному випадку становить оперлогI
mI .
2
2  , де w  розмір маши ва. Як 
w 
омо, для сучасних процесорів розмірність машинного слова стан
 – нного сло
від овить 32 біта, широке поширення 




міром машинного слова стане 64 біта. Таким чином, використання паралельного обчислення бітів 
результату дозволяє значно знизити складність виконання операції множення (в ідеальному випадку в 32 
рази).  
Розглянемо можливість забезпечення паралельних обчислень без використання багатопроцесорних 
систем. Очевидно, якщо одержати з a  масив 1110 ,...,, maaa , , …, –1, де  
0 ц 0aa  , 
11 цaa  , (6) 
……………...... 
)1(1  maa цm , 
k  - цик ліво на k  біт. ц лічний зсув в
Аналогічно якщо зі співмножника одержати маси  , де  b  в 110 ,...,, mbbb
00 цbb  , 
11 цbb  ,   (7) 
……………...... 
)1(1  mbb цm , 
kц  - циклічний зсув вліво на біт, 
то для обчислення можна використати формулу  
. (8) 
Слід зазначити, що обчислення в цьому випадку провод ься не для одного біта, а для цілого слова, 
тобто в результаті виконання операції по формулі (8) ми одержуємо одночасно 32 або 64 біта результату, а 
при використанні класичного алгоритму (4
а  бітами або байтами, а довгими числами, тобто для 
перемножування й додавання елементів, що беруть участь у формулі, необхідно 
 k  
 c  









) - тільки один біт. 






 операцій. Таким 
чином, загальна обчислювальна складність складається з: 
1) обчислювальної складності визначення масивів (6) та (7) 
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 , (9) .1 
2) обчислювальної складності безпосередньо множення  
операціїлогI
mmI 2 . 
w .2 
(10) 
Загальна обчислювальна складність модифікованого методу: 
)22( ImIII  ..21 операціїлогопераціїлог mIw  , 
 
(11) 





Порівняння (5) та (12) дозволяє зробити висновок, що складність виконання операції множення падає в 
бто  
 


















І на реалізація та порівняння модифікованого методу з іншими методами 
Відомо, що швидкість виконання будь-яких криптографічних перетворень залежить не тільки від 
часової складності, тобто формальної кількості операцій в алгоритмі та їх складності, але й  
просторової складності алгоритму, тобто обсягу пам'яті, що займається операндами при викон
алгоритму. Тому одним з важливих доказів швидкісних показників розробленого методу є його практична 










етодів та реалізаціями в складі інших програмних продуктів (якщо це можливо). 
Отже, проведемо порівняння розробленого методу множення елементів поля у нормальному базисі з
лізацією стандартного методу множення елементів поля у нормальному базисі. 
Результати порівняння для різної довжини елементів поля наведені в табл. 1. Результати представлені в 
тактах. Таке визначення часу є найбільш точним, бо такий засіб дозволяє з’ясувати кількість тактів, що 
витратив процесор на виконання операції.  
 
Таблиця 1 – Результати оцінки швидкості стандартного множення елементів пол
розробленого методу множення елементів поля у нормальному базисі 
Довжина поля m  Тип множення 
163 233 431 
Класичний варіант алгоритму Ітоха і Тсуї 3105792   31010406   31034772   
310373  310553   3101292   Модифікований алгоритм 
Перевага модифікованого методу 5,15  7,18  926,  
 
Результати лізації підтверджують етичні я дкості 
вик  в нормаль  базисі, але п ому зростання дкості 
не є значно більшу п осторову складніс . Однак, досягнут й 
результат у ш погляд, також є прийнятним. 
Теп  скалярного множення використання за ість класичного методу 






 швионання операції множення елементів поля
відповідає (12) тому що новий алгоритм ма р ть и
 мінімум 5,15  разів, на на
ер розглянемо, що може дати для м
, 
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рація вже є перацією верхнього рівня та час її виконання помітний для користувача. 
 
Таблиця 2 – Результати оцінки швидкості алгоритмів скалярного множення, що використовують метод 
множення елементів  [1] та розробленого методу множення елеме
Довжина поля m  Тип множення 
163 233 431 
З використанням класичного варіанту алгоритму множення 015,3  345,6  3,40  
Модифікований алгоритм 172,0  334,0  553,1  
Перевага модифікованого методу 5,17  99,18  94,25  
Висновки 
Аналіз алгоритмів вико ій множення елементів у нормальному бази казав, щ іть у 
най помогою пр грамних засобів, швидк ь 
виконання множен алгоритмів множення елемен ів в поліноміальному баз сі. 
Зважаючи на вели  щодо використання нормального базису,  тому числі і в 
укрїнських но сказати, що задача удосконалення горитмів я 
нормального базису стоїть досить гостро. То  було виконано аналіз існуючих алгоритмів 
виконання елементарних операцій. Аналіз ви  швидкі алгоритми виконання операцій в 
нор
F
puter Science 1462, pp.472-485, Springer, 1998. 6. Eun 
Jeo
Национальный банк Украины 
 
Аннотация: Предложен алгоритм двухпараметрического генератора двоичных вероятностных 
последовательностей на основе цепи Маркова. По результатам проведенного численного 
моделирования даны рекомендации по выбору параметров для синтеза требуемого генератора. 
Summary: There is offered algorithm of the two-parametrical generator for binary probabilistic sequences 
нання операц сі по о нав
кращих алгоритмів, розроблених для реалізації за до о іст




рмативних документах, можна ал дл
му авторами
явив найбільш
мальному базисі. Огляд цих алгоримів виявив деякі недоліки цих алгоритмів, особливо, алгоритму 
множення елементів, а також методи та напрямки їх удосконалення. В статті зроблена спроба провести 
модифікацію алгоритму множення елементів у нормальному базисі, запропонованому в [1]. 
Удосконалення досягнуті за рахунок як програмної оптимізації, так і алгоритмічної оптимізації. 
Теоретичні аналізи швидкодії алгоритмів показали, що можливе збільшення швидкості сягає розміру 
машинного слова систем, для яких розробляється реалізація. Практичні дослідження показали, що середнє 
збільшення швидкості виконання як операції множення елементів, так і операції скалярного множення 
сягає 15-26 разів, що є достатньо високим показником.  
 
Література: 1. IEEE P 1363-2000. Standard Specification for public key cryptography. 2000. 2. American 
National Standard X9.62-1999. Public key cryptography for the financial services industry: The elliptic curve digital 
signature algorithm, 1999. 3. American National Standard X9.63-2000. Public key cryptography for the financial 
services industry: Key agreement and key transport using elliptic curve cryptography. 2000. 4. ISO/IEC 15946-1. 
Information technology – Security techniques – Cryptographic techniques based on elliptic curves. Part 1. Key 
establishment. 5. D. V. Bailey and C. Paar, Optimal Extension ields for Fast Arithmetic in Public- Key Algorithms, 
Adv ryptology, CRYPTO '98, Lecture Notes in Comances in C
ng Lee, Duk Soo Kim, Pil Joong Lee. Speed-up of )( mpF  Arithmetic for Elliptic Curve Cryptosystems. In 
Proceedings of ICICS '98, Berlin, 1998. Springer Lecture Notes in Computer Science. 7. ДСТУ 4145-2002 
„Інформаційні технології. Криптографічний захист інформації. Цифровий підпис, що ґрунтується на 
еліптичних кривих. Формування та перевірка” – К. Держстандарт України, 2003. – 94 с. 8. Lidl.R, 
Niederreiter “Finite fields”, Addison-Wisley, Reading M.A.1983, 9. Itoh, Tsujii, “A fast algorythm for computing 




МАРКОВСКИЙ ГЕНЕРАТОР ДВОИЧНЫХ ВЕРОЯТНОСТНЫХ 
ПОСЛЕДОВАТЕЛЬНОСТЕЙ 
Тарас Левченко 
Правове, нормативне та метрологічне забезпечення системи захисту інформації в Україні, вип. 11, 2005 р. 120 
