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Abstract
Let k be an algebraically closed field and let b and n be integers
with n ≥ 3 and 1 ≤ b ≤ n − 1. Consider the moduli space X of
hypersurfaces in Pnk of fixed degree l whose singular locus is at least
b-dimensional. We prove that for large l, X has a unique irreducible
component of maximal dimension, consisting of the hypersurfaces sin-
gular along a linear b-dimensional subspace of Pn. The proof will
involve a probabilistic counting argument over finite fields.
1 Introduction
Let n and b be fixed integers with n ≥ 3 and 1 ≤ b ≤ n − 1, and let k be
an algebraically closed field of characteristic p ≥ 0. Fix a positive integer l.
Inside the projective space of all hypersurfaces in Pn of degree l, consider the
ones which are singular along some b-dimensional closed subscheme,
X = {[F ] ∈ P(k[x0, ..., xn]l) | dimV (F )sing ≥ b}
(this is a closed subset).
∗The final publication in Mathematische Zeitschrift is available at Springer via
http://dx.doi.org/[10.1007/s00209-014-1360-0]
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A simple argument (Lemma 5.1) will show that
X1 := {[F ] ∈ X | L ⊂ V (F )sing for some linear b-dimensional L ⊂ Pn}
is an irreducible closed subset of X of dimension
(
l+n
n
)
− an,b(l), where
an,b(l) :=
(
l + b
b
)
+ (n− b)
(
l − 1 + b
b
)
+ 1− (b+ 1)(n− b)
=
n− b+ 1
b!
lb + . . . .
Theorem 1.1. There exists an effectively computable integer l0 = l0(n, b, p),
such that for all l ≥ l0, X
1 is the unique irreducible component of X of
maximal dimension.
Our approach does not work when l is small; however, we expect that the
same conclusion will hold in fact for all l ≥ 2.
In addition, X has an irreducible component X2 induced by the hypersur-
faces singular along a b-dimensional quadric (see Section 7.3 for the precise
description of X2).
Theorem 1.2. Suppose that char k = p > 0. There exists an effectively
computable l0 = l0(n, b, p) such that for all l ≥ l0, X
2 is the unique irreducible
component of X of second largest dimension.
We now sketch the main idea of the proof of Theorem 1.1. Let Hilbd
denote the disjoint union of the finitely many Hilbert schemes HilbPαPn , where
Pα ranges over the Hilbert polynomials of integral b-dimensional closed sub-
schemes C ⊂ Pn of degree d, and define the restricted Hilbert scheme H˜ilb
d
as
the closure in Hilbd of the set of points corresponding to integral subschemes.
Let V = k[x0, ..., xn]l. Consider the incidence correspondence
Ω˜d = {(C, [F ]) ∈ H˜ilb
d
× P(V ) | C ⊂ V (F )sing}.
The first step1 is to show that in the case of “small” degree 2 ≤ d ≤ B (for
an appropriately chosen B), any irreducible component of Ω˜d has dimension
less than dimX1. For this, we apply the theorem on dimension of fibers to
the map π : Ω˜d → H˜ilb
d
. A result of Eisenbud and Harris gives dim H˜ilb
d
1We are going to be slightly imprecise here; see Section 5.2 for the exact statement.
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when b = 1; in fact, a naive rude bound valid for all b is sufficient for our
purposes. So it remains to give an upper bound for the dimension of the fiber
of π over an integral C of degree d. For this, we specialize C to a union of
d b-dimensional linear subspaces that contain a common (b− 1)-dimensional
linear subspace.
The second step is to handle the case of “large” degree d ≥ B + 1. For
this, the first main observation is that it suffices to assume that k = Fp in
the statement of the main theorem. The reason is that the variety X is the
basechange by Spec k → SpecZ of a projective variety Xuniv → SpecZ, and
in order to give an upper bound for dimXuniv×Q, by upper-semicontinuity,
it suffices to give an upper bound for dimXuniv×Fp for a single prime p (we
will take p = 2).
So let k = Fp and d ≥ B + 1. We have to give an upper bound for the
dimension of
T d = {[F ] ∈ P(k[x0, ..., xn]l) | V (F )sing contains
a subscheme with Hilbert polynomial among {Pα}}.
Any variety T over Fp comes from a variety T0 defined over some finite
field Fq0; in order to give an upper bound dimT ≤ A, it suffices to prove
that #T0(Fq) = O(qA) as q → ∞, by the result of Lang-Weil [9]. So we
reduce the problem to giving an upper bound on the number of hypersurfaces
F ∈ Fq[x0, ..., xn]l such that V (F )sing contains an integral closed subscheme
of large degree d.
For this, we mimic the main argument in [10]. We sketch it here in the
case b = 1 and l ≡ 1 (mod p) to simplify notation. Write F in the form
F = F0 +
n∑
i=0
Gpixi,
where F0 has degree l, each Gi has degree τ =
l−1
p
, and note that
∂F
∂xi
=
∂F0
∂xi
+Gpi .
Fix F0. We exhibit a large supply of (G0, ..., Gn) such that the F constructed
in this way has the property that V (F )sing contains no integral curves of
degree d. To do this, we first give a large supply of (G0, ..., Gn−2) such that
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V ( ∂F
∂x0
, ..., ∂F
∂xn−2
) has all components of dimension 1. The number of such
components is bounded by Be´zout’s theorem. It remains to give a large
supply of Gn−1 such that no irreducible component C of V (
∂F
∂x0
, ..., ∂F
∂xn−2
) of
degree d is contained in V (∂F0
∂x0
+ Gpn−1). We accomplish this by specializing
C to a union of d lines again, and giving an upper bound on the number
of Gn−1 with C ⊂ V (
∂F0
∂x0
+ Gpn−1). With some technical details concerning
the uniqueness of the largest-dimensional component in characteristic 0, this
completes the proof of Theorem 1.1. The discussion of the second largest
component is along the same lines.
2 Notation
For a field k, the graded ring k[x0, ..., xn] will be denoted by S. For a graded
S-moduleM (in particular, for a homogeneous ideal),Ml will denote the l-th
graded piece of M . When I ⊂ S is a homogeneous ideal, (I2)l is denoted
simply by I2l . Also, k[x0, ..., xn]≤l denotes the vector space of (inhomogeneous)
polynomials whose total degree is at most l. When the field k and the integer
l are fixed, V will denote the vector space V = k[x0, ..., xn]l.
For a finite-dimensional k-vector space V , P(V ) denotes the projective
space parametrizing lines in V . Given a homogeneous ideal I ⊂ k[x0, ..., xn],
V (I) denotes the closed subscheme Proj(k[x0, ..., xn]/I) →֒ Pnk , and for i =
0, ..., n,D+(xi) is the complement of V (xi).We often abbreviate V ({Gi}i∈I) ⊂
Pn as V (Gi), when the index set I is irrelevant or understood.
For F ∈ Sl, V (F )sing ⊂ Pn is the closed subscheme V (F, ∂F∂xi ) = V (F,
∂F
∂x0
, ..., ∂F
∂xn
)
of Pn, so when F 6= 0, the underlying topological space of V (F )sing is the
singular locus of V (F ).
We will reuse l0 for different bounds as we go along, in order to avoid
unnecessary notation; however, it will be clear that we are actually referring
to different values of l0 even though we use the same symbol. Also, it will be
understood that sometimes the value of l0 is the maximum of a finite set of
previously defined bounds, each of them still denoted by l0.
For integers b and n with 1 ≤ b ≤ n − 1, we denote by G(b, n) the
Grassmanian of b-dimensional projective linear subspaces of Pn.
4
3 The incidence correspondence and the re-
stricted Hilbert scheme
The first goal of this section is to introduce a universal incidence corre-
spondence ΩP over SpecZ and the universal moduli spaces T P → SpecZ.
Secondly, we introduce the restricted Hilbert scheme and discuss an upper
bound for its dimension.
3.1 The incidence correspondence
Let l ≥ 1 be an integer, and let V = Z[x0, ..., xn]l now. For an algebraically
closed field k, set Vk = V ⊗Z k = k[x0, ..., xn]l. Consider a polynomial
P ∈ Q[z], and let HilbPPn
Z
be the Hilbert scheme corresponding to P .
Using standard arguments, one can show that there exists a closed sub-
scheme ΩP of HilbPPn
Z
×P(V ) such that for any algebraically closed field k, the
basechange ΩPk = Ω
P × Spec k is given by
ΩPk =
{
(C, [F ]) ∈ HilbPPn
k
×P(Vk) | C ⊂ V
(
F,
∂F
∂xi
)}
(inclusion above denotes scheme-theoretic inclusion).
Let T P denote the scheme-theoretic image of ΩP → P(V ). For any alge-
braically closed field k, we obtain a diagram
ΩPk

  // HilbPPn
k
×P(Vk)

T Pk
  // P(Vk)
and so
T Pk = {[F ] ∈ P(Vk) | V (F )sing contains a subscheme with Hilbert polynomial P}.
Next, we recall (see [1], p. 3) the following classical result.
Theorem 3.1 (Chow’s finiteness theorem). Fix positive integers n, b, d. There
are only finitely many Hilbert polynomials Pα of integral b-dimensional closed
subschemes of Pnk of degree d. The algebraically closed field k varies as well
in this statement.
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For an integer d ≥ 1, let Hilbb,dPn be the disjoint union of the Hilbert
schemes HilbPαPn for all the finitely many possible Hilbert polynomials Pα of
an integral b-dimensional closed subscheme C ⊂ Pn of degree d. Let Ωd be
the disjoint union of the finitely many ΩPα . Also, define T d as the scheme-
theoretic image of Ωd → P(Z[x0, ..., xn]l). For any algebraically closed field
k, the basechange T dk is described by
T dk =
⋃
T Pαk = {[F ] ∈ P(Vk) | V (F )sing contains
a subscheme with Hilbert polynomial among {Pα}}.
Any integral closed subscheme of degree 1 is linear, so X1 = T 1k . We will use
X1 and T 1k interchangeably.
Over an algebraically closed field k, define
Tˆ d := T dk −
(
T dk ∩
(
d−1⋃
d′=1
T d
′
k
))
.
3.2 The restricted Hilbert scheme
Let k be an algebraically closed field. Define the restricted Hilbert scheme
H˜ilb
b,d
Pn to be the Zariski closure in Hilb
b,d
Pn of the set of integral subschemes,
with reduced subscheme structure.
Eisenbud and Harris [3] prove the following result for the dimension of
H˜ilb
b,d
Pn in the case b = 1.
Theorem 3.2. Let b = 1. For d ≥ 2, the largest irreducible component of
H˜ilb
1,d
Pn is the one corresponding to the family of plane curves of degree d; in
particular, dim H˜ilb
1,d
Pn = 3(n− 2) +
d(d+3)
2
.
In analogy, for b ≥ 2, Eisenbud and Harris state the following conjecture:
Conjecture 3.3. For d ≥ 2, the largest irreducible component of H˜ilb
b,d
Pn
is the one corresponding to the family of degree-d hypersurfaces contained
in linear (b + 1)-dimensional subspaces of Pn; in particular, dim H˜ilb
b,d
Pn =
(b+ 2)(n− b− 1)− 1 +
(
d+b+1
b+1
)
.
However, an easy rude bound for dim H˜ilb
b,d
Pn is provided by the following
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Lemma 3.4.
dim H˜ilb
b,d
Pn ≤ (n + 1)
((
d+ n
n
)
− 1
)
.
Proof. Let Sd = k[x0, ..., xn]d and let
Qb = {([f0], ..., [fn]) ∈ P(Sd)× ...× P(Sd) | dimV (f0, ..., fn) = b};
this is a constructible subset of P(Sd)n+1. Theorem 9.7.7 in [6], applied to
the universal family Θ →֒ Pn ×Hilbb,dPn → Hilb
b,d
Pn , implies that
Ĥilb
b,d
Pn := {Y ∈ Hilb
b,d
Pn | Y is integral}
is constructible.
Consider the incidence correspondence
A := {(Y, ([f0], ..., [fn])) ∈ Ĥilb
b,d
Pn ×Q
b | Y →֒ V (f0, ..., fn)}
with its two projections π1 and π2 to Ĥilb
b,d
Pn and Q
b, respectively. The fibers
under π2 are finite, since for a fixed ([f0], ..., [fn]) ∈ Q
b, Y will have to be
one of the finitely many irreducible components of V (f0, ..., fn)red. Therefore,
dimA ≤ dimQb ≤ dimP(Sd)n+1. On the other hand, Exercise I.3.28.2 in [8]
implies that π1 is surjective, and the dimension bound follows.
When b and n are understood, we abbreviate H˜ilb
b,d
Pn as H˜ilb
d
. We now
give some more related definitions, which will be used later. For a polynomial
P (z) ∈ Q[z], define
Ω˜P = {(C, [F ]) ∈ H˜ilb
P
× P(V ) | C ⊂ V (F )sing},
and for an integer d ≥ 1, define
Ω˜d = {(C, [F ]) ∈ H˜ilb
d
× P(V ) | C ⊂ V (F )sing}
(as always, inclusions are scheme-theoretic). Also, let
Rd = {(C, [F ]) ∈ H˜ilb
d
× P(V ) | C is integral, C ⊂ V (F )sing} ⊂ Ω˜d.
and let Rd be the closure of Rd inside Ω˜d (or inside H˜ilb
d
× P(V )).
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4 Specialization arguments
The first main technique that we use in the proof of Theorem 1.1 is a spe-
cialization argument, that allows us to bound dim{F ∈ k[x0, ..., xn]l | C ⊂
V (F )sing} from above for a fixed C, by degenerating C to a union of linear
spaces. In Section 4.1, we prove (for lack of reference) that we can specialize a
b-dimensional integral closed subscheme C of Pn to a union of d b-dimensional
linear spaces containing a common (b − 1)-dimensional linear space. Next,
the bound we obtain in Section 4.2 will be the main ingredient for the dis-
cussion of the cases of small degree 2 ≤ d ≤ B in Chapter 5. Finally, Section
4.3 is a preparation for the discussion of the case of large degree d ≥ B + 1,
which will be treated in Chapter 6. The main result of Section 4.3 is stated
in Corollaries 4.7 and 4.9 in a form that is most convenient for later purposes.
In this section, k is a fixed algebraically closed field.
4.1 Specialization of a closed subscheme to a union of
linear subspaces
The result of this section is known, but we were unable to find a reference,
so we include it here.
Let C ⊂ Pn be an integral b-dimensional closed subscheme of degree
d. Let P = V (x0, ..., xn−b) be the (b − 1)-dimensional “linear subspace at
infinity.” Suppose that the linear subspace H = V (xn−b+1, ..., xn) intersects
C in d distinct points Qi. Let Li be the unique b-dimensional linear space
through P and Qi (note that Li 6= Lj for i 6= j). Consider the projective
linear transformations
Aa =

a
. . .
a
1
. . .
1

(where the bottom block has size b× b) and let Ca = AaC.
Proposition 4.1. The underlying topological space of the flat limit C0 =
lima→0Ca is
⋃d
i=1 Li.
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Proof. Let C = V ({Gs}) ⊂ Pn (as a scheme), where Gs ∈ k[x0, ..., xn] are
homogeneous. Consider the map
σ : Pn × (A1 − {0})→ Pn, ([x0, ..., xn], a) 7→ (x0, ..., xn−b, axn−b+1, ..., axn),
and define the closed subscheme X ⊂ Pn × (A1 − {0}) as the fiber product
X 

//

Pn × (A1 − {0})
σ

C 

// Pn.
In other words,
X = V (Gs(x0, ..., xn−b, axn−b+1, ..., axn)) ⊂ PnA1−{0},
where we regard Gs(x0, ..., xn−b, axn−b+1, ..., axn) ∈ k[a, a
−1][x0, ..., xn]. This
is a flat family X → A1 − {0}, whose fiber over a 6= 0 is Ca (as a subscheme
of Pn).
Let X be the scheme-theoretic closure of X in Pn × A1. By the proof
of Proposition III.9.8 in [7], the flat limit of the family (Ca) is the scheme-
theoretic fiber X0.
Consider
Y = V (Gs(x0, ..., xn−b, axn−b+1, ..., axn)) ⊂ Pn × A1.
Then Y is a closed subscheme of Pn×A1 containingX0 (scheme-theoretically),
so Y contains X. Thus, X0 ⊂ Y0 is a closed subscheme.
Y
✠✠
✠
✠
✠
✠
✠
✠
✠
✠
✠
✠
✠
✠
✠
✠
X // _

33❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤ X _

::
Pn × (A1 − {0}) 

//

Pn × A1

A1 − {0} 

// A1
We have
Y0 = V (Gs(x0, ..., xn−b, 0, ..., 0)) ⊂ Pn.
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Thus, as a set, Y0 is
⋃d
i=1 Li.
By the assumption that C and H intersect transversely, we deduce that
Y0 is reduced away from P (in general, it could be nonreduced along P ). It
follows that the Hilbert polynomial of Y0 has the same degree and leading
coefficient (namely, b and d/b!, respectively) as the Hilbert polynomial of
(Y0)red. The Hilbert polynomial of the flat limit X0 also has degree b and
leading coefficient d/b!. Moreover, Y0 is equidimensional, so the inclusion
X0 →֒ Y0 must be a homeomorphism.
Let V = k[x0, ..., xn]l. For each closed subscheme C ⊂ Pn, define the
k-vector space
WC = {F ∈ V | C ⊂ V (F )sing}.
Corollary 4.2. Let C →֒ Pn be an integral closed subscheme of dimension
b and degree d. There exist d b-dimensional linear subspaces L1, ..., Ld of Pn
containing a common (b− 1)-dimensional linear subspace, such that
dimWC ≤ dimW∪Li,
where ∪Li is given the reduced induced structure.
Proof. Let P be the Hilbert polynomial of C. Apply the upper semicontinuity
theorem (see Section 14.3 in [2]) to the map
{(C, [F ]) ∈ HilbP ×P(V ) | C ⊂ V (F )sing}
pi
−→ HilbP .
By Proposition 4.1, ∪Li (with some scheme structure) is the flat limit C0 of
a family (Ca), with each Ca (a 6= 0) being projectively equivalent to C = C1,
and hence π−1(Ca) ≃ π
−1(C) for each a 6= 0. Therefore,
dimP(WC) = dim π−1(C) ≤ dim π−1(C0) = dimP(WC0) ≤ dimP(W∪Li).
4.2 An upper bound on the dimension of the space of
F such that C ⊂ V (F )sing, for a fixed C of small
degree
Fix a positive integer l. Recall the notation V = k[x0, ..., xn]l.
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Lemma 4.3. Let L ⊂ Pn be a b-dimensional linear subspace. Then for
F ∈ V , we have L ⊂ V (F )sing if and only if F ∈ I
2
L. Moreover,
codimV {F ∈ V | L ⊂ V (F )sing} =
(
l + b
b
)
+ (n− b)
(
l − 1 + b
b
)
.
Proof. Without loss of generality, L = V (I) with I = (xb+1, ..., xn). For
F ∈ V , we check that (F, ∂F
∂xi
) ⊂ I if and only if F ∈ I2. Clearly, (S/I2)l ≃
k[x0, ..., xb]l ⊕ (
⊕n
i=b+1 k[x0, ..., xb]l−1xi) has dimension as in the statement.
Lemma 4.4. Let L1, ..., Ld be d b-dimensional linear subspaces of Pn con-
taining a common (b− 1)-dimensional linear subspace. Then for d ≤ l+1
2
, we
have
codimV (W∪Li) ≥
(
l + b
b
)
+ (n− b)
d∑
e=1
(
l − 2e+ 1 + b
b
)
.
Proof. We induct on d. For d = 1, we have equality. Assume 2 ≤ d ≤
l+1
2
. Assume that the b-dimensional linear subspaces L1, ..., Ld all contain
P = [0, ∗, ..., ∗︸ ︷︷ ︸
b
, 0, ..., 0] and that none of them is contained in the hyperplane
x0 = 0, so the ideal of each of them is of the form (xb+1−pb+1x0, ..., xn−pnx0)
for a uniquely determined tuple (pb+1, ..., pn) ∈ k
n−b. Let
Ii = (xb+1 − p
(i)
b+1x0, xb+2 − p
(i)
b+2x0, ..., xn − p
(i)
n x0) for i = 1, ..., d− 1,
and without loss of generality
Id = (xb+1, ..., xn).
By Lemma 4.3, W∪Li = (I
2
1 ∩ · · · ∩ I
2
d )l, so we have to give a lower bound for
dim(S/I21 ∩· · ·∩ I
2
d )l. For e ∈ {d−1, d}, let µe = dim(S/I
2
1 ∩· · ·∩ I
2
e )l. There
is a short exact sequence
0→
(
I21 ∩ · · · ∩ I
2
d−1
I21 ∩ · · · ∩ I
2
d
)
l
→
(
S
I21 ∩ · · · ∩ I
2
d
)
l
→
(
S
I21 ∩ · · · ∩ I
2
d−1
)
l
→ 0.
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For each i = 1, ..., d−1, there exists mi ∈ {b+1, ..., n} such that p
(i)
mi 6= 0.
Let F =
∏d−1
i=1 (xmi − p
(i)
mix0)
2. Consider all elements
FxjP (x0, ..., xb) ∈
(
I21 ∩ · · · ∩ I
2
d−1
I21 ∩ · · · ∩ I
2
d
)
l
,
where j ∈ {b+1, ..., n} and P (x0, ..., xb) runs through a basis of k[x0, ..., xb]l−2d+1.
Their number is (n− b)
(
l−2d+1+b
b
)
and they are linearly independent.
Therefore
µd ≥ µd−1 + (n− b)
(
l − 2d+ 1 + b
b
)
,
and the statement follows by induction.
4.3 An upper bound on the dimension of the space of
F such that C ⊂ V (F ), for a fixed C of small degree
Lemma 4.5. Fix positive integers l, m, with m ≤ l + 1. For any integral
closed subscheme C ⊂ Pn of dimension b and degree d ≥ m, we have
codimV {G ∈ V | C ⊂ V (G)} ≥
m∑
e=1
(
l − e + 1 + b
b
)
=: Ab(l, m).
Proof. As above, we specialize C to a union of d b-dimensional linear spaces
containing P (notation as in the previous lemma). Throwing away some of
these linear spaces if necessary, we may assume d = m. So we induct on
m = 1, ..., l + 1 to give a lower bound for dim(S/I1 ∩ · · · ∩ Im)l. We follow
the notation and proof of Lemma 4.4, except that this time, we consider
F =
∏m−1
i=1 (xmi − p
(i)
mix0) and the linearly independent elements FP ∈ (I1 ∩
· · ·∩Im−1/I1∩· · ·∩Im)l, where P runs through a basis of k[x0, ..., xb]l−m+1.
Corollary 4.6. Let k be an algebraically closed field, and k0 ⊂ k a subfield.
Again, let m, l be fixed integers, with m ≤ l+1. Let C ⊂ Pnk be a b-dimensional
integral closed subscheme (not necessarily defined over k0) of degree d ≥ m.
Then
codimk0[x0,...,xn]l{G ∈ k0[x0, ...., xn]l | C ⊂ V (G)} ≥ Ab(l, m).
Here, the condition C ⊂ V (G) (inclusion of closed subschemes of Pnk) makes
sense when we regard G ∈ k[x0, ..., xn]l first.
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Proof. It suffices to prove that
dimk0{G ∈ k0[x0, ..., xn]l | C ⊂ V (G)} ≤ dimk{G ∈ k[x0, ..., xn]l | C ⊂ V (G)}.
This is automatic, since any k0-linearly independent elements in k0[x0, ..., xn]l
are k-linearly independent in k[x0, ..., xn]l.
Corollary 4.7. Let k0 = Fq now. Let C ⊂ PnFp be an integral b-dimensional
closed subscheme of degree d ≥ m (again, m ≤ l + 1 is fixed). For G chosen
randomly from Fq[x0, ..., xn]l, we have
Prob(C ⊂ V (G)) ≤ q−Ab(l,m).
Proof. This is just a restatement of Corollary 4.6, since
#{G ∈ Fq[x0, ..., xn]l | C ⊂ V (G)} = qdim{G|C⊂V (G)}.
Lemma 4.8. Let k be an algebraically closed field, and D ⊂ Pnk an integral
closed subscheme of dimension at least b+ 1. Then
codimk[x0,...,xn]l{G ∈ k[x0, ..., xn]l | D ⊂ V (G)} ≥
(
l + b+ 1
b+ 1
)
.
Proof. We can assume that dimD = b+1. This is a particular case of Lemma
4.5; just note that Ab+1(l, 1) =
(
l+b+1
b+1
)
.
The same argument leading from Lemma 4.5 to Corollary 4.7 leads from
Lemma 4.8 to the following
Corollary 4.9. Let k0 = Fq now. Let D ⊂ PnFp be an integral closed sub-
scheme of dimension at least b+1. For G chosen randomly from Fq[x0, ..., xn]l,
we have
Prob(D ⊂ V (G)) ≤ q−(
l+b+1
b+1 ).
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5 The case of small degree d
With the preparations from the previous section, it is now easy to handle the
cases of small degree 2 ≤ d ≤ B by applying the theorem on the dimension of
fibers to the map Ω˜d → H˜ilb
d
(Section 5.2). The main result of this section is
Corollary 5.4. Finally, in Section 5.3, we perform the analogous calculation
for the second largest component of X .
Again, k is a fixed algebraically closed field.
5.1 The component corresponding to d = 1
Recall the definitions of X1 and an,b(l) from the introduction.
Lemma 5.1. The set X1 is an irreducible closed subset of X of dimension
equal to A :=
(
l+n
n
)
− an,b(l).
Proof. Consider
Ω1 = {(L, [F ]) ∈ G(b, n)× P(V ) | L ⊂ V (F )sing} ⊂ G(b, n)× P(V ).
Let π : Ω1 → G(b, n) and ρ : Ω1 → P(V ) denote the two projections. The
fiber of π over any linear b-dimensional L is P(WL). So Ω1 is irreducible, and
has dimension dimP(WL) + dimG(b, n) = A (use Lemma 4.3).
Consider now ρ : Ω1 ։ X1. To prove that Ω1 and X1 have the same
dimension, it suffices to show that some fiber of ρ is 0-dimensional. This is
easy (we prove a more general statement later; see Lemma 7.4).
5.2 The case d ≤ B (small degree)
Fix an integer l as usual, and fix an integer d > 1. As usual, let V =
k[x0, ..., xn]l. Recall the definitions of R
d and Rd from Section 3.2.
Let π : H˜ilb
d
× P(V ) → H˜ilb
d
and ρ : H˜ilb
d
× P(V ) → P(V ) denote the
first and second projections.
Lemma 5.2. Fix an integer B. There exists l0 (effectively computable) such
that for all pairs (d, l) with 2 ≤ d ≤ B and l ≥ l0, we have
dimRd < dimX1.
It follows that dim ρ(Rd) < dimX1.
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Proof. Let Z be an irreducible component of Rd. Certainly, Z ∩ Rd 6= ∅,
so π(Z) contains an integral subscheme C ⊂ Pn. Degenerate C to a union⋃d
i=1 Li of d b-dimensional linear spaces, as in Section 4.1. Let L0 be any lin-
ear b-dimensional subspace of Pn. By abuse of notation, let π : Z ։ π(Z) ⊂
H˜ilb
d
. By the theorem on the dimension of fibers, we have
dimZ ≤ dim π−1(C) + dim π(Z)
≤ dimP(WC) + dim π(Z)
≤ dimP(W∪Li) + dim H˜ilb
d. (1)
Thus, it suffices to check that
dimP(W∪Li) + dim H˜ilb
d
< dimP(WL0) + (b+ 1)(n− b)
(recall Lemma 5.1), or, equivalently, that
codimV WL0 + dim H˜ilb
d
< codimV W∪Li + (b+ 1)(n− b).
By Lemmas 4.3 and 4.4, it suffices to prove the inequality(
l + b
b
)
+ (n− b)
(
l − 1 + b
b
)
+ dim H˜ilb
d
<
(
l + b
b
)
+ (n− b)
d∑
e=1
(
l − 2e+ 1 + b
b
)
+ (b+ 1)(n− b),
or, equivalently,
dim H˜ilb
d
− (b+ 1)(n− b) < (n− b)
d∑
e=2
(
l − 2e+ 1 + b
b
)
, (2)
for all 2 ≤ d ≤ B and l ≥ l0.
When d ∈ {2, ..., B} is fixed, this inequality is satisfied for l ≫ 0. More-
over, using the naive bound for dim H˜ilb
d
given in Lemma 3.4, we can com-
pute an effective bound for l.
Remark 5.3. If we use the Eisenbud–Harris bound for dim H˜ilb
d
from Theo-
rem 3.2 (when b = 1) and Conjecture 3.3 (when b ≥ 2), we can strengthen
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the statement of the previous Lemma and show that there exists l0 (effec-
tively computable) such that for all pairs (d, l) with 2 ≤ d ≤ l+1
2
and l ≥ l0,
we have
dimRd < dimX1.
Of course, using the Eisenbud–Harris bounds will yield better bounds on l0.
We will follow the approach of using instead the naive bound of Lemma 3.4 for
the dimension of the restricted Hilbert scheme in order to avoid conditional
statements when b = 2.
Corollary 5.4. Fix an integer B, and let l0 be as in Lemma 5.2. Let 2 ≤ d ≤
B and l ≥ l0. If Z ⊂ T
d
k is an irreducible component, then either Z = X
1,
or dimZ < dimX1.
Proof. We claim that if [F ] ∈ Tˆ d (as defined in Section 3.1) then V (F )sing con-
tains an integral b-dimensional subscheme of degree d. Indeed, V (F )sing con-
tains some integral b-dimensional closed subscheme of degree d˜ ∈ {1, ..., d};
if [F ] /∈ ∪d−1d′=1T
d′
k , then necessarily d˜ = d.
Now, we can induct on d, so assume that Z * ∪d−1d′=1T
d′
k . Note that Z −(
Z ∩ (∪d−1d′=1T
d′)
)
⊂ Z is a dense open subset of Z, which therefore has the
same dimension as Z, but is contained in Tˆ d ⊂ ρ(Rd) ⊂ ρ(Rd). Thus dimZ ≤
dim ρ(Rd) < dimX1, by Lemma 5.2
5.3 Preparations for the computation of the second
largest component
Here we discuss a calculation similar to the one in the previous section, which
will later be used for the computation of the dimension of the second largest
component of X . Define
β2(l) =
(
l + b+ 1
b+ 1
)
−
(
l + b− 3
b+ 1
)
+ (n− b− 1)
((
l + b
b+ 1
)
−
(
l + b− 2
b+ 1
))
and set γ2(l) = β2(l)+1−(b+2)n+
b(b+1)
2
.We will later see that
(
l+n
n
)
−γ2(l) is
the dimension of the second largest component ofX , at least when char k 6= 0.
Lemma 5.5. Fix an integer B. There exists l0 (effectively computable) such
that for all pairs (d, l) with 3 ≤ d ≤ B and l ≥ l0 (if b = n − 1, assume
d ≥ 4), and any irreducible component Z of T dk , either Z ⊂ T
1
k ∪ T
2
k , or
dimZ <
(
l + n
n
)
− γ2(l).
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(In the case b = n−1, d = 3, we will prove a slightly weaker but sufficient
statement in Remark 7.15.)
Proof. Precisely as in Lemma 5.2, because of inequality (1), it suffices to
establish the inequality
dimP(W∪Li) + dim H˜ilb
d <
(
l + n
n
)
− γ2(l), i.e.,
γ2(l)− 1 + dim H˜ilb
d
< codimV (W∪Li).
Let c = −(b+ 2)n+ b(b+1)
2
. By Lemma 4.4, it suffices to prove that
γ2(l)− 1 + dim H˜ilb
d
<
(
l + b
b
)
+ (n− b)
d∑
e=1
(
l − 2e+ 1 + b
b
)
,
or, equivalently, that(
l + b− 3
b
)
+(n−b)
(
l + b− 3
b− 1
)
+c+dim H˜ilbd < (n−b)
d∑
e=3
(
l − 2e+ 1 + b
b
)
for the appropriate values of d and l. For a fixed d ∈ {3, ..., B}, the right
hand side is a polynomial in l of degree b and leading coefficient (n−b)(d−2)
b!
,
while the left hand side is a polynomial in l of degree b but smaller leading
coefficient 1
b!
.
Remark 5.6. Again, using the Eisenbud–Harris bound for the dimension of
H˜ilbd (conjectural for b ≥ 2), we can prove that there exists an effectively
computable l0 so that the conclusion of the above Lemma holds for all pairs
(d, l) with 3 ≤ d ≤ l+1
2
and l ≥ l0. Again, this approach would produce a
smaller value for l0 but would be conditional when b ≥ 2.
6 The case of large degree d, when k = Fp
Fix n and 1 ≤ b ≤ n− 1 as usual, and fix a prime p. Let k = Fp. Recall the
definition of Ab(l, m) from Section 4.3 and the definition of T
d
k and Tˆ
d from
Section 3.1.
The goal of this section is to handle the case of large d when k = Fp.
Specifically, we prove the following
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Proposition 6.1. Fix a triple of positive integers (l, m, a). Set τ = ⌊ l−1
p
⌋
and m′ = min(m, τ + 1). Suppose that(
τ + b+ 1
b+ 1
)
> a− 1 and Ab(τ,m
′) > a− 1.
Let d ≥ m. If Z is an irreducible component of T dk , then either Z ⊂ T
d′
k for
some 1 ≤ d′ < d, or
dimZ ≤
(
l + n
n
)
− a.
Let Z ⊂ T dk be an irreducible component (notation and assumptions as
above). Suppose that Z *
⋃d−1
d′=1 T
d′
k . Then Z −
(
Z ∩ (
⋃d−1
d′=1 T
d′
k )
)
⊂ Z is
a dense open subset, and therefore is of the same dimension as Z. It is
contained in Tˆ d. So the goal is now to prove that dim Tˆ d ≤
(
l+n
n
)
− a.
6.1 Reduction to a problem over finite fields
We begin with a general discussion, which applies to any (quasiprojective)
variety over Fp. Let T = ∩V (Gi) − ∩V (G′j) ⊂ P
M
Fp
be a quasiprojective
variety over Fp, where Gi, G′j ∈ Fp[y0, ..., yM ]. Let A be an integer, and
suppose we want to prove that dimT ≤ A. There is a finite field Fq0 such
that Gi, G
′
j ∈ Fq0[y0, ..., yM ], so T comes from T0 := ∩V (Gi)−∩V (G
′
j) ⊂ P
M
Fq0
,
which is now a variety over Fq0. We know that dimT = dimT0, so suffices to
prove that dimT0 ≤ A. For this, by the result of Lang-Weil [9], it suffices to
prove that #T0(Fq) = O(qA) as q →∞ (through powers of q0 of course).
Consider now T = Tˆ d ⊂ P(Fp[x0, ..., xn]l), and let Tˆ d0 (a variety over
a finite field Fq0) be as in the previous paragraph. In particular, Tˆ
d
0 (Fq)
consists of all [F ] ∈ (Fq[x0, ..., xn]l − {0})/F∗q such that when we regard [F ]
in (Fp[x0, ..., xn]l − {0})/Fp
∗
, we have that [F ] ∈ Tˆ d ⊂ P(Fp[x0, ..., xn]l).
Remark 6.2. Even if F has coefficients in Fq, we always consider V (F ) and
V (F )sing as subschemes of PnFp by first regarding F in Fp[x0, ..., xn].
By the argument in the proof of Corollay 5.4, the set Tˆ d0 (Fq) is a subset
of
T˜ d := {[F ] ∈ (Fq[x0, ..., xn]l − {0})/F∗q | V (F )sing ⊂ P
n
Fp
contains
an integral b-dimensional subscheme (over Fp) of degree d}.
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So our goal now is to prove that #T˜ d = O(q(
l+n
n )−a) as q →∞ (through
powers of q0).
As F is chosen randomly from Fq[x0, ..., xn]l, let Λ be the event that
V (F )sing contains an integral b-dimensional subscheme of degree d. Thus, our
task is to prove that Prob(Λ)q(
l+n
n ) = O(q(
l+n
n )−a+1), or equivalently, that
Prob(Λ) = O(q−a+1) as q →∞ (through powers of q0).
6.2 Final preparations
Consider the natural homogenization map∼ : Fq[x0, ..., xn−1]≤l
≃
−→ Fq[x0, ..., xn]l
with respect to the variable xn. We have to be slightly careful because this
is not the usual homogenization map (which takes a polynomial and homog-
enizes it to the smallest possible degree); we think of ∼ as “homogenization-
to-degree-l” map. Recall that τ = ⌊ l−1
p
⌋.
Lemma 6.3. Let Z ⊂ Pn
Fp
be an integral closed subscheme not contained
in the hyperplane V (xn). Let F0 ∈ Fq[x0, ..., xn−1]≤l−1 be a fixed polynomial.
Then, as G is chosen randomly from Fq[x0, ..., xn−1]≤τ , we have
Prob(Z ⊂ V ((F0 +G
p)∼)) ≤ Prob(Z ⊂ V (G∼)).
Here, the first ∼ is homogenization to degree l − 1, and the second one is
homogenization to degree τ .
Proof. Let I ⊂ Fp[x0, ..., xn−1] be the (radical) ideal of Z∩D+(xn) ⊂ D+(xn).
We claim that for an inhomogeneous polynomial H ∈ Fq[x0, ..., xn−1]≤l−1, we
have Z ⊂ V (H∼) if and only if H ∈ I. For this, first notice that V (H∼) is
either V (H)− or V (H)− ∪ V (xn) (where V (H)
− is the topological closure of
V (H) ⊂ D+(xn) in PnFp), depending on whether or not the degree of H is
equal to the degree of homogenization of the map ∼. Since Z is irreducible
and not contained in V (xn), we have Z ⊂ V (H
∼) if and only if Z ⊂ V (H)−.
In turn, since Z ∩D+(xn) 6= ∅, this condition is equivalent to Z ∩D+(xn) ⊂
V (H), which is precisely the condition H ∈ I.
Therefore, Z ⊂ V ((F0 +G
p)∼) if and only if F0 +G
p ∈ I. If F0 +G
p ∈ I
and F0 + G
p
1 ∈ I, then (G− G1)
p ∈ I, and hence G′ := G− G1 ∈ I. So the
number of G with F0 + G
p ∈ I is either zero, or is equal to the number of
elements G′ ∈ I with G′ ∈ Fq[x0, ..., xn−1]≤τ . This is precisely the number of
G′ ∈ Fq[x0, ..., xn−1]≤τ such that Z ⊂ V ((G′)∼).
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Corollary 6.4. Keep the notation of Lemma 6.3.
a) If dimZ ≥ b+ 1, then
Prob(Z ⊂ V ((F0 +G
p)∼)) ≤ q−(
τ+b+1
b+1 ).
b) If dimZ = b and degZ = d ≥ m, then
Prob(Z ⊂ V ((F0 +G
p)∼)) ≤ q−Ab(τ,m
′),
where m′ = min(m, τ + 1).
Proof. Combine Lemma 6.3 with Corollaries 4.7 and 4.9.
6.3 The key step (large degree d)
Fix a triple (l, m, a) of positive integers. Recall that τ = ⌊ l−1
p
⌋ and m′ =
min(m, τ + 1). Let d ≥ m.
As F∼ is chosen randomly from Fq[x0, ..., xn]l, or, equivalently, as F is
chosen randomly from Fq[x0, ..., xn−1]≤l, let En be the event that the following
two conditions are satisfied:
• For each i = 0, ..., n−b−1, the variety V (∂F
∼
∂x0
, ..., ∂F
∼
∂xi
) has all irreducible
components of dimension n − i − 1, except possibly for components
contained in the hyperplane V (xn).
• If C ⊂ V (∂F
∼
∂x0
, ..., ∂F
∼
∂xn−b−1
) is a b-dimensional integral closed subscheme
of degree d, then either C ⊂ V (xn), or C * V ( ∂F
∼
∂xn−1
).
We now proceed to bound Prob(En) from below (this is the hard part).
Lemma 6.5.
Prob(En) ≥
(
n−b−1∏
i=0
(
1−
(l − 1)i
q(
τ+b+1
b+1 )
))(
1−
(l − 1)n−b
qAb(τ,m′)
)
. (3)
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Proof. We now mimic the main argument in [10, Section 2.3]. We will gen-
erate a random F by choosing F0 ∈ Fq[x0, ..., xn−1]≤l, Gi ∈ Fq[x0, ..., xn−1]≤τ
randomly, in turn, and then setting
F := F0 +G
p
0x0 + · · ·+G
p
n−1xn−1. (4)
For F ∈ Fq[x0, ..., xn−1]≤l−1, the number of tuples (F0, G0, ..., Gn−1) for which
(4) holds is independent of F . We have
∂F
∂xi
=
∂F0
∂xi
+Gpi .
Moreover, the homogenization map ∼ commutes with differentiation, so
∂F∼
∂xi
=
(
∂F0
∂xi
+Gpi
)∼
(again, the two uses of ∼ here refer to homogenizations to different degrees,
l and l − 1, respectively).
Let i ∈ {0, ..., n− b−1}. Suppose that F0, G0, ..., Gi−1 are fixed such that
V (∂F
∼
∂x0
, ..., ∂F
∼
∂xi−1
) has only (n − i)-dimensional components, except possibly
for components contained in the hyperplane V (xn). By Be´zout’s theorem (see
p. 10 in [5] for the version we are using here), V (∂F
∼
∂x0
, ..., ∂F
∼
∂xi−1
) has at most
(l − 1)i irreducible components. Let Z be one of them, and suppose that
Z * V (xn). As Gi is chosen randomly from Fq[x0, ..., xn−1]≤τ , we claim that
Prob
(
Z ⊂ V
(
∂F∼
∂xi
))
≤ q−(
τ+b+1
b+1 ).
This follows from Corollary 6.4a, since dimZ = n− i ≥ b+ 1.
For the final step, conditioned on a choice of F0, G0, ..., Gn−b−1 such that
V (∂F
∼
∂x0
, ..., ∂F
∼
∂xn−b−1
) has only b-dimensional components, except possibly for
components contained in V (xn), we claim that the probability, as Gn−1 ∈
Fq[x0, ..., xn−1]≤τ , that some b-dimensional component C of V (∂F
∼
∂x0
, ..., ∂F
∼
∂xn−b−1
)
of degree d and not contained in V (xn), is contained in V (
∂F∼
∂xn−1
), is at most
(l − 1)n−bq−Ab(τ,m
′).
Indeed, the number of b-dimensional components C of V (∂F
∼
∂x0
, ..., ∂F
∼
∂xn−b−1
)
of degree d is at most (l − 1)n−b, by Be´zout’s theorem again (this is a
bound on the total number of components of all dimensions). If we fix a
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b-dimensional component C of degree d and not contained in V (xn), for
fixed F0, G0, ..., Gn−b−1, the probability (as Gn−1 is chosen randomly from
Fq[x0, ..., xn−1]≤τ ) that C ⊂ V
(
( ∂F0
∂xn−1
+Gpn−1)
∼
)
, is at most q−Ab(τ,m
′), by
Corollary 6.4b.
Proof of Proposition 6.1. By the hypothesis of Proposition 6.1, each of the
exponents on the right hand side of (3) is greater than a−1. By virtue of the
inequality
∏
(1−εi) ≥ 1−
∑
εi, Lemma 6.5 implies that Prob(En) ≥ 1−
1
qa−1
for large q. Therefore,
1− Prob(En) = O
(
1
qa−1
)
as q →∞.
As F ∈ Fq[x0, ..., xn−1]≤l, let E ′n be the event that any integral b-dimensional
closed subscheme C ⊂ V (F )sing of degree d is contained in V (xn). Then En
implies E ′n. For each i = 0, ..., n−1, define Ei, E
′
i in analogy with En, E
′
n, ex-
cept with dehomogenization with respect to the variable xi (and any ordering
of the remaining variables). The same conclusion 1 − Prob(Ei) = O(
1
qa−1
)
holds for all i = 0, ..., n. Note that Λ (defined at the end of Section 6.1) implies⋃n
i=0E
′
i, where E
′
i denotes the event opposite to E
′
i. Indeed,
⋂
V (xi) = ∅, so
we cannot have C ⊂ V (F )sing contained in all the coordinate hyperplanes.
Therefore,
Prob(Λ) ≤
n∑
i=0
(1− Prob(E ′i)) ≤
n∑
i=0
(1− Prob(Ei)) = O
(
1
qa−1
)
as q →∞,
as desired.
7 Proof of the main theorem
We now put together the main results Corollary 5.4 and Proposition 6.1
and finish the proof of Theorem 1.1. Namely, Theorem 1.1 follows immedi-
ately from our previous work when k = Fp, and we use upper-semicontinuity
applied to T d → SpecZ to prove the case char k = 0 (Section 7.1). How-
ever, there are technicalities (Corollary 7.7) concerning the uniqueness of
the largest component in characteristic 0, which we discuss in Section 7.2.
Finally, we prove Theorem 1.2 in Section 7.3.
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7.1 Restatement of the problem and the end of the
proof
Lemma 7.1. Let [F ] ∈ P(V ) be such that dimV (F )sing ≥ b. Then there is an
integral b-dimensional closed subscheme C →֒ Pn of degree at most l(l−1)n+1
such that C ⊂ V (F )sing.
Proof. Let Z1, ..., Zs be the irreducible components of V (F )sing = V (F,
∂F
∂x0
, ..., ∂F
∂xn
).
Then by Be´zout’s theorem ([5], p. 10),
s∑
i=1
deg(Zi) ≤ deg(F )
∏
0≤j≤n
∂F/∂xj 6=0
deg
(
∂F
∂xj
)
≤ l(l − 1)n+1.
But some component Zi has dimension at least b, so, intersecting with hy-
perplanes if necessary, this component will contain an integral b-dimensional
closed subscheme of degree at most deg(Zi) ≤ l(l − 1)
n+1.
Proof of Theorem 1.1. By Lemma 7.1, X is a finite union:
X =
l(l−1)n+1⋃
d=1
T dk . (5)
In particular, X is a closed subset of P(V ). The statement of Theorem 1.1 is
now equivalent to the following one: for any d ≥ 2, we have dim(T dk − T
1
k ) <
dimX1. But T dk − T
1
k = (T
d − T 1)k, and if k0 ⊂ k is a subfield, then
dim(T d − T 1)k = dim(T
d − T 1)k0. So it suffices to assume that k = Fp or
k = Q.
First, suppose that k = Fp. Set B = pb(n− b+ 1) in Lemma 5.2, and set
m = B+1 in Proposition 6.1. Let τ(l) = ⌊ l−1
p
⌋. By the definition in Lemma
4.5 and the definition of an,b(l) from the introduction, we have that Ab(τ,m)
grows as a polynomial in l of degree b and leading coefficient m
pbb!
> n−b+1
b!
,
so Ab(τ,m) > an,b(l) for sufficiently large l. Also,
(
τ(l)+b+1
b+1
)
> an,b(l) for
l ≫ 0. Thus, there is an effectively computable l0 which satisfies Corollary
5.4 and such that the hypothesis of Proposition 6.1 is satisfied for the triple
(l, B + 1, an,b(l) + 1) whenever l ≥ l0.
We now prove by induction on d ≥ 2 that for any irreducible component
Z of T dk , either Z = X
1 or dimZ < dimX1. For 2 ≤ d ≤ B this follows
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from Corollary 5.4. Let d ≥ B + 1. Assume that the statement holds for all
2 ≤ d′ ≤ d− 1. Then it also holds for d, by Proposition 6.1.
Now, let k = Q. Let p be any prime, and consider l ≥ l0(n, b, p) as above.
By the previous paragraph, for any d ≥ 2, dim T dFp = dimT
d
Fp
≤ dimX1. But,
since T d → SpecZ is projective, by the upper semicontinuity theorem, we
know
dimT dQ = dimT
d
Q ≤ dimT
d
Fp ≤ dimX
1.
Therefore, as long as l ≥ l0(n, b, p) for some p (take p = 2 to obtain the best
value of l0 here), we know that X
1 (over Q) is an irreducible component of
X (over Q) of maximal dimension.
We now address the question of uniqueness of X1 as a largest component.
In Section 7.2 we will show that it is possible to choose p such that X1 * T d
Fp
for any d ≥ 2. For such p, and for d ≥ 2, the conclusion from two paragraphs
ago implies
dimT dFp < dimX
1.
So
dimT dQ ≤ dimT
d
Fp
< dimX1.
By (5), any irreducible component of X is either X1 or is contained in T dk
for some d ≥ 2. This completes the proof.
Remark 7.2. We postpone for the next section the fact that over Fp, we have
X1 * T d
Fp
, provided that p 6= 2 or n − b is even. So for l ≥ l0(n, b, 2), we
know that X1 is an irreducible component of X of largest dimension; for
l ≥ l0(n, b, 2) when n− b is even, and for l ≥ l0(n, b, 3) when n− b is odd, we
also know that X1 is the unique largest-dimensional component of X .
Remark 7.3. If we used the Eisenbud–Harris bounds for the dimension of the
restricted Hilbert scheme, we would obtain a better bound for l0 as follows.
In the above proof, when k = Fp, let τ(l) = ⌊ l−1p ⌋ and m(l) = ⌈
l+1
2
⌉. There
exists an effectively computable l0 which satisfies Remark 5.3 and such that
Proposition 6.1 applies to the triple (l, m(l), an,b(l) + 1) whenever l ≥ l0.
Then for any l ≥ l0(n, b, p), the statement of Theorem 1.1 holds.
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7.2 Uniqueness of the largest component (in charac-
teristic 0)
We set the following notation for this section. Consider a b-dimensional closed
subscheme C = V (f, xb+2, ..., xn) of Pn, where f ∈ k[x0, ..., xb+1]d − {0}, and
set W = (f, xb+2, ..., xn)
2
l . In order to finish the proof of Theorem 1.1, it will
be sufficient to consider the case when C is a linear b-dimensional subspace
in the next lemma; however, we will use the more general statement (when
d = 2) in Section 7.3.
Lemma 7.4. Assume l ≥ 2d + 1. There is a dense open subset U1 ⊂ P(W )
such that for all [F ] ∈ U1, V (F )sing = C (set-theoretically).
Proof. Consider the incidence correspondence
Y1 = {([F ], P ) ∈ P(W )× (Pn − C) | P ∈ V (F )sing} ⊂ P(W )× (Pn − C).
We are going to show that dimY1 < dimP(W ); this will imply that the
closure Y1 of Y1 in P(W )×Pn also has dimension smaller than that of P(W ),
and thus the image of this closure under the projection to P(W ) will be a
proper closed subset of P(W ). Its complement U1 will satisfy the condition
of the lemma.
Consider the second projection τ : Y1 → Pn − C, and let P ∈ Pn − C.
We claim the fiber τ−1(P ) is a projective linear subspace of P(W ) of codi-
mension n+ 1. This will imply that Y1 is irreducible, of dimension dimY1 =
dimP(W )− 1.
Suppose first that P ∈ ∪ni=b+2D+(xi). Without loss of generality, assume
that P = [a0, ..., an−1, 1]. Notice that τ
−1(P ) is just
P
(
((x0 − a0xn, ..., xn−1 − an−1xn)
2 ∩ (f, xb+2, ..., xn)
2)l
)
⊂ P(W ),
and it is easy to show that
dim
(
W
(x0 − a0xn, ..., xn−1 − an−1xn)2 ∩ (f, xb+2, ..., xn)2
)
l
= n+ 1.
Suppose now that P ∈ V (xb+2, ..., xn), without loss of generality P =
[1, a1, ..., ab+1, 0, ..., 0].We have to prove that the following map is an isomor-
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phism:(
(f, xb+2, ..., xn)
2
(x1 − a1x0, ..., xb+1 − ab+1x0, xb+2, ..., xn)2 ∩ (f, xb+2, ..., xn)2
)
l
→֒(
S
(x1 − a1x0, ..., xb+1 − ab+1x0, xb+2, ..., xn)2
)
l
≃
k[x0]l ⊕
(
b+1⊕
i=1
k[x0]l−1(xi − aix0)
)
⊕
(
n⊕
i=b+2
k[x0]l−1xi
)
.
Dehomogenize f with respect to x0, consider a Taylor expansion at (a1, ..., ab+1),
and homogenize to degree l again, so f ≡ axd0 (mod (x1 − a1x0, ..., xb+1 −
ab+1x0)) with a 6= 0. So f
2 ≡ a2x2d0 (mod (x1 − a1x0, ..., xb+1 − ab+1x0)).
Now, the elements f 2xl−2d−10 (xi − aix0) (for i = 1, ..., b+ 1), f
2xl−2d−10 xi (for
i = b+ 2, ..., n), and f 2xl−2d0 map to a basis of the target.
We will use the lemma below only when C is linear, but we prove it here
for a more general C for the purposes of the later discussion in Remark 7.16.
Lemma 7.5. Suppose that l ≥ 2d. If char k 6= 2, then there exists a dense
open subset U2 ⊂ P(W ) such that for all [F ] ∈ U2, we have
dim{P ∈ C | dimTPV (F )sing ≥ b+ 1} ≤ b− 1.
If char k = 2 and C is a b-dimensional linear subspace, and n − b is even,
then the same conclusion holds.
Proof. Consider the incidence correspondence
Y2 = {([F ], P ) ∈ P(W )× C | dimTPV (F )sing ≥ b+ 1} ⊂ P(W )× C
(this is a closed subset). We will show that Y2 6= P(W ) × C, i.e., dimY2 ≤
dimP(W ) + b− 1. Once this is done, the map Y2 → P(W ) will give a dense
open U2 ⊂ P(W ) such that the fiber over any [F ] ∈ U2 has dimension at
most b− 1.
Suppose that char k 6= 2. Fix a point P = [p0, ..., pb+1, 0, ..., 0] ∈ C with
at least 2 nonzero coordinates such that V (f) ⊂ Pb+1 = V (xb+2, ..., xn) is
smooth at P . Without loss of generality, ∂f
∂xb+1
(P ) 6= 0 and p0 6= 0. We claim
that there exists [F ] ∈ P(W ) with dimTPV (F )sing ≤ b.
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For [F ] ∈ P(W ), we have V (F )sing = V (F, ∂F∂x0 , ...,
∂F
∂xn
), so we have to look
at the Jacobian
J(P ) =

∂F
∂x0
(P ) ∂F
∂x1
(P ) . . . ∂F
∂xn
(P )
∂2F
∂x2
0
(P ) ∂
2F
∂x0∂x1
(P ) . . . ∂
2F
∂x0∂xn
(P )
...
...
. . .
...
∂2F
∂xn∂x0
(P ) ∂
2F
∂xn∂x1
(P ) . . . ∂
2F
∂x2n
(P )
 .
We know that dim TPV (F )sing = n − rkJ(P ), so dimTPV (F )sing ≤ b if and
only if rkJ(P ) ≥ n − b. In other words, we have to give some [F ] ∈ P(W )
such that some (n− b)× (n− b) minor of the Jacobian is nonzero. Consider
F = xl−2d0 f
2 +
n∑
i=b+2
xl−20 x
2
i
and note that the bottom right (n− b)× (n− b) minor of J(P ) is nonzero.
Now suppose that char k = 2 but n − b is even and C = V (xb+1, ..., xn).
Let P = [1, 0, ..., 0]. Consider F =
∑n−b
2
i=1 xb+2i−1xb+2ix
l−2
0 .
Remark 7.6. This lemma fails when char k = 2, C is linear, and n− b is odd.
Corollary 7.7. Suppose that char k 6= 2 or char k = 2 but n − b is even.
Then X1 * T d
Fp
for any d ≥ 2.
Proof. Let C = V (xb+1, ..., xn). Let U1 and U2 be as given by Lemmas 7.4
and 7.5. Let U = U1 ∩ U2. So U is a dense open subset of P (W ) such
that for all [F ] ∈ U, V (F )sing = L set-theoretically, and in addition, the
closed embedding L →֒ V (F )sing is an isomorphism over the complement
of a closed subset of smaller dimension. Thus the Hilbert polynomial of
V (F )sing has degree b and leading term 1/b!, so V (F )sing does not contain
any closed subscheme of dimension b and degree d ≥ 2. In other words,
[F ] ∈ X1 − T d
Fp
.
Similarly, we can apply Lemmas 7.4 and 7.5 to an integral C = V (f, xb+2, ..., xn)
of degree 2 and obtain the following
Corollary 7.8. Suppose that char k 6= 2. There exists [F ] ∈ P(V ) such that
V (F )sing is a b-dimensional integral closed subscheme of degree 2 (as a set),
and such that V (F )sing does not contain any b-dimensional closed subscheme
of degree d ≥ 3.
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7.3 The second largest component
In contrast to the treatment of the largest component of X , the existence of
a component of the expected second-largest dimension is a little more subtle,
so there will be an extra twist in the argument. In this section, we prove
Theorem 1.2.
For now, k is again any algebraically closed field.
Fix n, b as usual, and let d ≥ 1. Define
βd(l) =
(
l + b+ 1
b+ 1
)
−
(
l − 2d+ b+ 1
b+ 1
)
+ (n− b− 1)
((
l + b
b+ 1
)
−
(
l − d+ b
b+ 1
))
=
(n− b+ 1)d
b!
lb + . . .
and recall the definition of γ2(l) from Section 5.3.
Let I = (f, xb+2, ..., xn) ⊂ S = k[x0, ..., xn], where f ∈ k[x0, ..., xb+1]d −
{0}. Consider the composition
Φ: k[x0, ..., xb+1]l ⊕
(
n⊕
i=b+2
k[x0, ..., xb+1]l−1xi
)
→֒ Sl ։ Sl/(I
2 ∩ Sl).
Note that Φ is surjective.
Lemma 7.9. We have that
ker(Φ) = {P +
n∑
i=b+2
Pixi : f
2|P, f |Pi for i = b+ 2, ..., n}.
For l ≥ 2d, the codimension of I2l in Sl equals βd(l).
Proof. If P +
∑
Pixi ∈ ker(Φ), then we can write P +
∑
Pixi = T ∈ I
2.
Expand both sides as polynomials in xb+2, ..., xn and just compare the two
expressions. The second part is an immediate consequence.
Lemma 7.10. Let C →֒ Pn be any integral b-dimensional closed subscheme of
degree 2, with (saturated) ideal I. If F ∈ k[x0, ..., xn]l satisfies C ⊂ V (F )sing,
then F ∈ I2l .
Proof. We can assume that C = V (I), with I = (f, xb+2, ..., xn), where f ∈
k[x0, ..., xb+1]2 − {0} is irreducible. We claim that the ideal I
2 is saturated.
Indeed, let F ∈ S be homogeneous, and suppose that xMj F ∈ I
2 for all
j = 0, ..., n (and for some M). Write F = P +
∑n
i=b+2 Pixi + T, where
P, Pi ∈ k[x0, ..., xb+1] are homogeneous of the appropriate degrees, and T ∈
(xb+2, ..., xn)
2. Since xM0 F ∈ I
2, Lemma 7.9 implies that f 2|xM0 P and f |x
M
0 Pi
for each i = b + 2, ..., n. Since f and x0 are relatively prime, it follows that
f 2|P and f |Pi for each i, and hence F ∈ I
2.
Since C is a local complete intersection and the ideal I2 is saturated, the
conclusion now follows from Corollary 2.3 in [11].
Let P =
(
z+b+1
b+1
)
−
(
z−1+b
b+1
)
(this is the Hilbert polynomial of a degree-2
hypersurface in Pb+1). Recall that H˜ilb
P
denotes the closure in HilbP of the
set of integral b-dimensional closed subschemes of degree 2; in this case, a
point in H˜ilb
P
is, up to a change of coordinates, a closed subscheme of the
form V (f, xb+2, ..., xn) ⊂ Pn, where f ∈ k[x0, .., xb+1]2 − {0} (not necessarily
irreducible of course). Note that
dim H˜ilb
P
= dimG(b+ 1, n) + dimP(k[x0, ..., xb+1]2)
= (b+ 2)n−
b(b+ 1)
2
. (6)
By Lemma 7.9, if f ∈ k[x0, ..., xb+1]2 − {0}, then
dimP
(
(f, xb+2, ..., xn)
2
l
)
=
(
l + n
n
)
− β2(l)− 1. (7)
Recall the definition of Ω˜P ⊂ V (F )sing} ⊂ H˜ilb
P
× P(V ) and the pro-
jections π and ρ to H˜ilb
P
and P(V ), respectively. For C ⊂ Pn a closed
subscheme, let IC denote its (saturated) ideal. Consider the subset
Z ′ = {(C, [F ]) ∈ H˜ilb
P
× P(V ) | F ∈ I2C} ⊂ Ω˜
P .
Lemma 7.11. The subset Z ′ of Ω˜P is irreducible.
Proof. By Lemma 7.9, for a fixed f ∈ k[x0, ..., xb+1]2−{0} and given F = F0+∑n
i=b+2 Fixi+T ∈ k[x0, ..., xn]l,where F0 ∈ k[x0, ..., xb+1]l, Fi ∈ k[x0, ..., xb+1]l−1,
and T ∈ (xb+2, ..., xn)
2
l , we have that F ∈ (f, xb+2, ..., xn)
2
l if and only if f
2|F0
and f |Fi for each i = b+ 2, ..., n.
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Let V ′ = k[x0, ..., xb+1]l−4 ⊕
(⊕n
i=b+2 k[x0, ..., xb+1]l−3
)
⊕ (xb+2, ..., xn)
2
l .
Denote by A(k[x0, ..., xb+1]2) the affine space parametrizing points in k[x0, ..., xb+1]2.
Consider the composition
Aut(Pn)× (A(k[x0, ..., xb+1]2)− {0})× P(V ′)

Aut(Pn)× P(k[x0, ..., xb+1]2)× P(V )

H˜ilb
P
× P(V )
where the first map is given by
(σ, f, [Q,Rb+2, ..., Rn, T ]) 7−→ (σ, [f ], [f
2Q +
n∑
i=b+2
fRixi + T ])
and the second map is given by
(σ, [f ], [F ]) 7−→ (V (fσ, xσb+2, ..., x
σ
n), [F ]
σ).
By construction, Z ′ is precisely the image of the composition, hence is irre-
ducible.
Remark 7.12. It is not true that the fibers of Ω˜P
pi
−→ H˜ilb
P
are all of the same
dimension. For example, let b = 1, n = 3, and look at C = V (x22, x3) ∈ H˜ilb
P
.
Let F = x32x
l−3
0 . Then (C, [F ]) ∈ π
−1(C), but F /∈ (x22, x3)
2. This is why we
have to study the auxiliary Z ′.
Let Z be the closure of Z ′ in Ω˜P .
Lemma 7.13. We have that
dimZ =
(
l + n
n
)
− γ2(l).
Proof. First, π(Z ′) = H˜ilb
P
, since given any C ∈ H˜ilb
P
, the ideal I2C contains
forms of degree 4 already, so we can certainly find F ∈ (I2C)l. Thus, π : Z ։
H˜ilb
P
is onto. A generic C ∈ H˜ilb
P
is an integral b-dimensional closed
subscheme of degree 2; for such a C, by Lemma 7.10, we know Z ′C = Ω˜
P
C
and hence also ZC = Z
′
C . This allows us to compute dimZC = dimZ
′
C =(
l+n
n
)
− β2(l)− 1. This computes dimZ = dim H˜ilb
P
+ dimZC and gives the
desired result, by virtue of (6) and (7).
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Lemma 7.14. X2 := ρ(Z) is an irreducible closed subset of X of dimension(
l+n
n
)
− γ2(l). If [F ] ∈ X contains an integral closed subscheme of dimension
b and degree 2 in its singular locus, then [F ] ∈ X2.
Proof. It is clear that ρ(Z) is an irreducible closed subset of X , since Z
is irreducible and closed in Ω˜P . Choose any integral b-dimensional C of
degree 2. Apply Lemma 7.4 to C to find [F ] ∈ P(V ) such that we have a
homeomorphism C →֒ V (F )sing. If Cˆ ∈ H˜ilb
P
is another closed subscheme
contained in V (F )sing, then necessarily we have C →֒ Cˆ, since C is reduced.
Hence C = Cˆ, since C and Cˆ have the same Hilbert polynomial. Therefore,
the map Z → ρ(Z) has a 0-dimensional fiber, so dim ρ(Z) = dimZ.
Let [F ] ∈ X be such that V (F )sing contains an integral b-dimensional
closed subscheme C of Pn of degree 2. Then we know that F ∈ I2C by Lemma
7.10, so (C, [F ]) ∈ Z ′, and hence in fact [F ] ∈ ρ(Z ′) ⊂ ρ(Z) = X2.
Remark 7.15. Lemma 5.5 did not treat the case b = n− 1, d = 3. We discuss
this now. When b = n − 1, we can describe X explicitly. Indeed, if V (G)
is an integral (n − 1)-dimensional closed subscheme of Pnk (here k has any
characteristic) with V (G) ⊂ V (F )sing, then necessarily F = G
2H for some
H (since V (G) is a complete intersection and the ideal (G2) is saturated; see
Corollary 2.3 in [11]). For d = 1, ..., ⌊ l
2
⌋, consider the map
ϕd : P(k[x0, ..., xn]d)× P(k[x0, ..., xn]l−2d) −→ P(k[x0, ..., xn]l)
(G,H) 7−→ G2H.
Certainly, im(ϕd) ⊂ T
d
k ⊂ X and X =
⋃⌊ l
2
⌋
d=1 im(ϕd), so
X = X1 ∪ im(ϕ2) ∪ im(ϕ3) ∪
⌊ l2 ⌋⋃
d=4
T d
 .
Since any point in the image of ϕd has only finitely many preimages, it follows
that
dim im(ϕd) =
(
d+ n
n
)
+
(
l − 2d+ n
n
)
− 2.
So dim im(ϕ3) < dim im(ϕ2) = dimX
2 for l ≥ l0 (where l0 is effectively
computable) and hence when b = n− 1, it suffices to bound dimT dk only for
d ≥ 4, which was handled by Lemma 5.5.
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Proof of Theorem 1.2. Let k = Fp. With the above preparations, the proof
is now analogous to that of Theorem 1.1. We use Lemma 5.5 with B =
2pb(n − b + 1) (or Remark 7.15 if b = n − 1) and Proposition 6.1 applied
to the triple (l, B + 1, γ2(l) + 1) to argue that if Z ⊂ T
d
k is an irreducible
component of T dk (where d ≥ 3), then either Z ⊂ T
1
k ∪T
2
k , or dimZ < dimX
2
(as long as l ≥ l0, for some effectively computable l0).
We have
X =
N⋃
d=1
T dk for N = l(l − 1)
N+1..
If Z is an irreducible component of X with dimZ ≥ dimX2, then Z ⊂ T dk
for some d. If d ≥ 3, then by the previous paragraph, we have Z ⊂ T 1 ∪ T 2.
So in any case, Z ⊂ T 1 ∪ T 2 = X1 ∪X2. Hence Z = X1 or Z = X2.
Remark 7.16. Let p 6= 2. If we could prove that dimT d
Fp
< dimX2 for all
d ≥ 3, we would be able to deduce that for d ≥ 3,
dimT dQ ≤ dimT
d
Fp
< dimX2.
Suppose instead that dimT dk ≥ dimX
2 for some d ≥ 3 and k = Fp.
Let Z be an irreducible component of T dk with dimZ ≥ dimX
2. We have
Z ⊂ X1 ∪ X2 by the proof of Corollary 1.2. Moreover, Z * X2 (since
X2 * T dk by Corollary 7.8), so Z ⊂ X
1. So it would suffice to prove that
dim(T dk ∩ X
1) < dimX2 for d ≥ 3 (this inequality fails when d = 2). This
is the technical problem that unfortunately does not allow us to remove the
assumption char k 6= 0 from Theorem 1.2.
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