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Abstract
If Ω is a smoothly bounded multiply-connected domain in the complex plane and S belongs to the
Toeplitz algebra τ of the Bergman space of Ω , we show that S is compact if and only if its Berezin transform
vanishes at the boundary of Ω . We also show that every element S in T, the C∗-subalgebra of τ generated
by Toeplitz operators with symbols in H∞(Ω), has a canonical decomposition S = TS˜ +R for some R in
the commutator ideal CT ; and S is in CT iff the Berezin transform S˜ vanishes identically on the set M1 of
trivial Gleason parts.
© 2011 Elsevier Inc. All rights reserved.
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1. Introduction
Let Ω be a bounded multiply-connected domain in the complex plane C, whose boundary
consists of finitely many simple closed smooth analytic curves. Let L2(Ω) = L2(Ω,dA), where
dA = 1
π
dx dy. The Bergman space L2a(Ω), consisting of all holomorphic functions from L2(Ω),
is a closed subspace of L2(Ω).
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known that for any f ∈ L2(Ω) we have
BΩf (w) =
∫
Ω
f (z)KΩ(z,w)dA(z), (1.1)
where KΩ(z,w) = KΩw (z) is the Bergman reproducing kernel of L2a(Ω) at w. The normalized
Bergman reproducing kernel kΩw is the function KΩw /‖KΩw ‖2.
For S a bounded operator on L2a(Ω), the Berezin transform of S is the function S˜ on Ω defined
by
S˜(w) = 〈SkΩw , kΩw 〉.
For φ ∈ L∞(Ω) the Toeplitz operator Tφ from L2a(Ω) to itself is defined by Tφ = BΩMφ ,
where Mφ is the standard multiplication operator.
The Berezin transform φ˜ of a function φ ∈ L∞(Ω) is defined to be the Berezin transform of
the Toeplitz operator Tφ . It is easy to obtain the formula
φ˜(w) = T˜φ(w) =
〈
Tφk
Ω
w , k
Ω
w
〉= ∫
Ω
φ(z)
∣∣kΩw (z)∣∣2 dA(z).
The Toeplitz algebra τ of the Bergman space L2a(Ω) is the closed subalgebra of B(L2a(Ω)),
the set of bounded linear operators on L2a(Ω), generated by the set {Tφ : φ ∈ L∞(Ω)}. Let T
denote the C∗-subalgebra of τ generated by {Tφ : φ ∈ H∞(Ω)} and CT the commutator ideal
of T (the smallest closed, two-sided ideal of T containing all operators of the form RS − SR,
where R,S ∈ T). Then CT contains the ideal K of compact operators on L2a(Ω).
Often the behavior of the Berezin transform of an operator provides important information
about the operator. A common intuition is that for operators on the Bergman space “closely asso-
ciated with function theory”, compactness is equivalent to having vanishing Berezin transform on
the boundary of Ω . S. Axler and the second author (see [4]) first showed that when Ω is the unit
disk, this intuition is correct if “closely associated with function theory” is interpreted to mean
that the operator is a finite sum of finite products of Toeplitz operators. R. Raimondo proved (see
[12]) that if S equals a finite sum of finite products of Toeplitz operators on the Bergman space of
Ω then S is compact if and only if its Berezin transform vanishes at the boundary of Ω . D. Suarez
(see [14]) showed that for any S in the Toeplitz algebra of the Bergman space of the unit disk,
S is compact if and only if its Berezin transform vanishes at the boundary of the unit disk. One
goal in this paper is to unite these results and show that for any S in the Toeplitz algebra of the
Bergman space of Ω , S is compact if and only if its Berezin transform vanishes at the boundary
of Ω .
Another goal in this paper is to study the Berezin transform of the operators in T by means of
the method in [5]. One of our main results describes the commutator ideal CT . Indeed, it will be
shown that S − TS˜ is in the commutator ideal CT for every S ∈ T. Writing S = TS˜ + (S − TS˜),
we obtain a canonical way of expressing the (nondirect) sum T = {Tu: u ∈ C(M)} + CT ,
which was obtained on the unit disk in [3]. This result extends the McDonald–Sundberg the-
orem [11].
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Toeplitz algebra τ on Ω by introducing operators whose action is concentrated near the boundary
of each simply connected component of Ω . Then we can reduce our problem to the case of
simply connected domain, namely the case of the unit disk. The key point is that this localization
gives also a localization of the Berezin transform of the operators near the boundary of Ω . Every
element in a dense subset of the commutator ideal of the localized Toeplitz algebra (on each
connected component of Ω) can be “lifted” to be an element in the commutator ideal of the
Toeplitz algebra on Ω modulo compact operators.
2. Preliminaries
In this section, we collect a few preliminary concepts and facts about multiply connected
domains and Berezin transforms, which are contained in [1,2,10,12,13].
Let Ω be a bounded multiply-connected domain in the complex plane C, whose boundary ∂Ω
consists of finitely many simple closed smooth analytic curves γi , i = 1,2, . . . , n, where γi are
positively oriented with respect to Ω and γi ∩ γj = ∅ if i = j . Assume that γ1 is the boundary
of the unbounded component of C\Ω . Let Ω1 be the bounded component of C\γ1, and Ωi the
unbounded component of C\γi , i = 2, . . . , n, so that Ω =⋂ni=1 Ωi .
Any bounded multiply-connected domain whose boundary consists of finitely many simple
closed smooth analytic curves, i.e. a regular domain, is conformally equivalent to a canon-
ical bounded multiply-connected domain whose boundary consists of finitely many circles
(see [9]).
Let Λ be any one of the domains Ω , Ωi , i = 1,2, . . . , n. The Bergman space L2a(Λ) has
a reproducing kernel at w that is denoted KΛ(z,w) = KΛw (z). We use the symbol kΛ(z,w)
to indicate the normalized reproducing kernel of L2a(Λ) at w, where kΛ(z,w) = kΛw(z) =
KΛ(z,w)/KΛ(w,w)
1
2
. BΛ will denote the orthogonal projection from L2(Λ) onto L2a(Λ).
2.1. Proposition. Let Ω be a regular domain and let ψ be a conformal mapping from Ω onto a
canonical bounded multiply-connected domain D. Then:
(a) The Bergman kernels of Ω and D are related via
KD
(
ψ(z),ψ(w)
)
ψ ′(z)ψ ′(w) = KΩ(z,w).
(b) The operator Vψf = (f ◦ψ) ·ψ ′ is an isometry from L2(D) onto L2(Ω).
(c) VψBD = BΩVψ.
(d) If ϕ : D → W is conformally onto, then VψVϕ = Vϕ◦ψ . In particular V −1ψ = Vψ−1 .
2.2. Definition. Let Ω be a regular domain and let D be a canonical bounded multiply-connected
domain. Let S ∈ B(L2a(Ω)). Define SD ∈ B(L2a(D)) as
SD = Vψ−1SVψ ,
where ψ is the conformal mapping from Ω onto D.
Note that Vψ is a unitary operator from L2a(D) onto L2a(Ω). If S = Tf on L2a(Ω), then we
have
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on L2a(D). Therefore if S is in the Toeplitz algebra τ on L2a(Ω), then SD is in the Toeplitz algebra
τ on L2a(D). Using the definition of the Berezin transform and the change of variable formula of
the Bergman reproducing kernel under the conformal mapping ((a) in the above proposition), we
obtain the following property of the Berezin transform under conformal mapping (see [12] for
details).
2.3. Proposition. Let Ω be a regular domain and let ψ be a conformal mapping from Ω onto a
canonical bounded multiply-connected domain D. Let S ∈ B(L2a(Ω)). Then for every z ∈ Ω ,
S˜(z) = S˜D
(
ψ(z)
)
.
From now on, assume that Ω = ⋂ni=1 Ωi , where Ω1 = {z ∈ C: |z| < 1} and Ωi ={z ∈ C: |z − ai | > ri}, where ai ∈ Ω1, 0 < ri < 1, |ai − aj | > ri + rj if i = j and 1 − |ai | > ri
for i, j = 2,3, . . . , n.
It is well known that the reproducing kernels for Ωi , i = 1,2, . . . , n are given by
KΩi (z,w) = r2i
(
r2i − (z − ai)(w − ai)
)−2
. (2.1)
(Note that a1 = 0 and r1 = 1.)
We will need to use the annuli Ui given by Ui = {z ∈ Ω: ri < |z − ai | < Ri} for some
Ri > ri , 2  i  n, and U1 = {z ∈ Ω: R1 < |z| < 1} for some R1 < 1. We choose Ri,Rj so
that Ui ∩Uj = ∅ if i = j .
It is clear that KΩi (z,w) is bounded whenever (z,w) /∈Ui ×Ui .
2.4. Definition. For (z,w) ∈ Ω × Ω define KΩ0 (z,w) = KΩ(z,w) −
∑n
i=1 KΩi (z,w), where
KΩi (z,w) = KΩi (z,w) = KΩi,w(z). Hence
KΩ(z,w) =
n∑
i=0
KΩi (z,w). (2.2)
2.5. Lemma. Let i = 1, . . . , n. We have:
(a) KΩ0 ∈ L∞(Ω ×Ω).
(b) There are annuli Ui ⊂ Ω , 1  i  n, with Ui ∩ Uj = ∅ if i = j such that for any
(z,w) ∈ (Ui × Ω) ∪ (Ω × Ui ) we have |KΩ(z,w)|  C|KΩi (z,w)|, and |KΩi (z,w)| 
|KΩ(z,w)| +C, for some positive constant C.
(c) For z ∈ Ω , |KΩi (z, z)| |KΩ(z, z)|.
(d) limz→∂Ωi
KΩi (z,z)
KΩ(z,z)
= 1.
2.6. Definition. For f ∈ L2(Ω) define f i ∈ L2(Ωi), i = 1,2, . . . , n, by letting
f i(z) =
{
f (z), if z ∈ Ω,
0, if z ∈ Ωi\Ω .
Note that ‖f i‖L2(Ω ) = ‖f ‖L2(Ω).i
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Pif (w) =
∫
Ω
f (z)KΩi (z,w)dA(z)
for w ∈ Ω and f ∈ L2(Ω).
In order to extend Pif to Ωi , we define an operator P¨i : L2(Ω) → L2a(Ωi) by
P¨if (w) =
∫
Ω
f (z)KΩi (z,w)dA(z)
for w ∈ Ωi and f ∈ L2(Ω).
In order to extend Pi to L2(Ωi), define an operator Pˆi : L2(Ωi) → L2a(Ω) by
Pˆi(f )(w) =
∫
Ω
f (z)KΩi (z,w)dA(z)
for w ∈ Ω and f ∈ L2(Ωi).
We also define an operator Pˇi : L2(Ωi) → L2a(Ωi) by
Pˇi(f )(w) =
∫
Ω
f (z)KΩi (z,w)dA(z)
for w ∈ Ωi and f ∈ L2(Ωi).
2.8. Definition. Let Ω =⋂ni=1 Ωi be a canonical bounded multiply-connected domain. We say
that the set of n functions P = {p1,p2, . . . , pn} is a ∂-partition for Ω if:
(a) For every i = 1,2, . . . , n, pi : Ω → [0,1] is a Lipschitz, C∞-function.
(b) For every i = 1,2, . . . , n there exists an i > 0 such that if Ui = {ζ ∈ Ω: ri < |ζ − ai | <
ri + i}, then pi(ζ ) = 1, for every ζ ∈ Ui and pi(ζ ) = 0, for every ζ ∈ Uj when j = i.
Clearly Ui ∩Uj = ∅ if i = j .
(c) For any ζ ∈ Ω , ∑ni=1 pi(ζ ) = 1.
3. Compact operators
In this section, we will show that if Ω is a smoothly bounded multiply-connected domain
in the complex plane and S belongs to the Toeplitz algebra of the Bergman space of Ω , S is
compact if and only if its Berezin transform vanishes at the boundary of Ω . If Ω is a simply
connected domain in the complex plane this easily follows from the main result on the unit disk
in [14] and Propositions 2.1 and 2.3. But for a smoothly bounded multiply-connected domain Ω
we need to use “localizing” operators whose action is concentrated near the boundary of each
simply connected component of Ω .
First we show that Pi , i = 0, . . . , n, is a bounded operator.
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P0 is a compact operator.
Proof. Since we can differentiate under the integral sign, and KΩi (z,w) is holomorphic in w,
we have that Pif is a holomorphic function on Ω for each f ∈ L2(Ω), i = 0, . . . , n.
P0 is compact since its kernel KΩ0 ∈ L∞(Ω ×Ω) by Lemma 2.5.
Next we want to show that for f ∈ L2(Ω) we have ‖Pif ‖L2a(Ω)  Ci‖f ‖L2(Ω), i = 1, . . . , n.
For w ∈ Ω we have
Pif (w) =
∫
Ω
f (z)KΩi (z,w)dA(z)
=
∫
Ωi
f i(z)KΩi (z,w)dA(z)
= BΩif i(w).
For w ∈ Ωi\Ω , define Pif (w) = BΩif i(w).
Then we have
‖Pif ‖2L2a(Ω) =
∫
Ω
∣∣Pif (w)∣∣2 dA(w)

∫
Ωi
∣∣Pif (w)∣∣2 dA(w)
=
∫
Ωi
∣∣BΩif i(w)∣∣2 dA(w)
= ∥∥BΩif i∥∥2
L2a(Ωi)

∥∥f i∥∥2
L2(Ωi)
= ‖f ‖2
L2(Ω).
The fifth inequality follows from the fact that BΩi is an orthogonal projection from L2(Ωi) onto
L2a(Ωi) and the last equality follows from the note after Definition 2.6. 
3.2. Remark. A proof similar to the one in the above lemma shows that the operators P¨i , Pˆi and
Pˇi are bounded for i = 0,1, . . . , n.
3.3. Remark. Using Definitions 2.4 and 2.7 it is easy to see that for f ∈ L2(Ω)
BΩf =
n∑
i=0
Pif. (3.1)
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Proof. Let g ∈ L2(Ωi). Then
(
BΩi − Pˇi
)
g(w) =
∫
Ωi
g(z)KΩi (z,w)dA(z)−
∫
Ω
g(z)KΩi (z,w)dA(z)
=
∫
Ωi
g(z)χΩi\Ω(z)KΩi (z,w)dA(z).
The kernel of BΩi − Pˇi is χΩi\Ω(z)KΩi (z,w) which is in L∞(Ωi ×Ωi), and hence BΩi − Pˇi
is compact. Note that BΩi − Pˇi = BΩiMχΩi\Ω . 
3.5. Lemma. For i = j , the operators PiMpj and Mpj Pi are compact on L2(Ω), i, j = 0, . . . , n.
Proof. The kernel of the operator PiMpj is KΩi (z,w)pj (z), which is a bounded function on
Ω ×Ω since pj (z) = 0 for z ∈Ui and KΩi (z,w) ∈ L∞(Uci ×Ω). Similarly, the kernel of Mpj Pi
is pj (w)KΩi (z,w) which is a bounded function on Ω ×Ω . 
3.6. Lemma. For i = j , the operators PiPj are compact on L2(Ω), i, j = 0, . . . , n.
Proof. Since P0 is compact by Lemma 3.1, we have that P0Pj and PjP0 are compact for j =
1, . . . , n.
Let f ∈ L2(Ω) and w ∈ Ω . For i = 1, . . . , n, we have
Pif (w) =
∫
Ω
(
n∑
j=1
pj (z)
)
f (z)KΩi (z,w)dA(z)
=
n∑
j=1
∫
Ω
pj (z)f (z)K
Ω
i (z,w)dA(z)
=
n∑
j=1
PiMpj f (w).
Since by Lemma 3.5 the operator PiMpj is compact for i = j we have
Pi = PiMpi +K,
for some compact operator K .
It follows that PiPj = PiMpiPjMpj +K . Since by Lemma 3.5 the operator MpiPj is compact
for i = j we have the desired result. 
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L2a(Ωk) by
S|L2a(Ωk)f = BΩk
(
S(f |Ω)
)k = BΩk (S(f χΩ))k (3.2)
for f ∈ L2a(Ωk) and k = 1, . . . , n. Note that if f ∈ L2a(Ωk) then f |Ω ∈ L2a(Ω).
3.8. Definition. Let S be an operator on L2a(Ω) and k = 1, . . . , n. Define the “localizing” operator
of S on Ωk , denoted SΩk : L2a(Ωk) → L2a(Ωk) by
SΩk = BΩkMpkk S|L2a(Ωk)B
ΩkMpkk
, (3.3)
where pkk is the extension of pk to Ωk as in Definition 2.6 and S|L2a(Ωk) is defined above.
Using Lemma 4.3 from [12] or noting that the polynomials p(z, z) of z and z¯ are dense in
C(Ω) and that [BΩ,Mp] is compact, we have the following lemma.
3.9. Lemma. For any ϕ ∈ C(Ω), the operator [BΩ,Mϕ] is compact.
Next we will show that if S is in the Toeplitz algebra of Ω then its “localizing” operators
belong to the appropriate Toeplitz algebra of Ωk , k = 1, . . . , n.
3.10. Theorem. If S is in the Toeplitz algebra of the Bergman space L2a(Ω) then SΩk belongs to
the Toeplitz algebra of the Bergman space L2a(Ωk), k = 1, . . . , n.
Proof. Let S be an operator from the Toeplitz algebra τ of the Bergman space L2a(Ω). Then for
every ε > 0, there exists an operator Sε =∑mi=1∏kij=1 Tφij , where φij ∈ L∞(Ω), j = 1, . . . , ki ,
i = 1, . . . ,m, such that ‖S − Sε‖ < ε.
It follows immediately that ‖S|L2a(Ωk) − Sε|L2a(Ωk)‖ < ε.
Let φkij be the extension of φij to Ωk as in Definition 2.6.
Define Sε,k and SΩkε from L2a(Ωk) to itself by
Sε,k =
m∑
i=1
ki∏
j=1
Tφkij
=
m∑
i=1
ki∏
j=1
BΩkMφkij
(3.4)
and
SΩkε = BΩkMpkk Sε,kB
ΩkMpkk
=
m∑
i=1
ki∏
j=1
Tpkk
Tφkij
Tpkk
. (3.5)
Clearly Sε,k and SΩkε belong to the Toeplitz algebra of Ωk .
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∥∥SΩk − SΩkε ∥∥e = ∥∥BΩkMpkk S|L2a(Ωk)BΩkMpkk −BΩkMpkk Sε,kBΩkMpkk∥∥e

∥∥BΩk∥∥‖Mpkk S|L2a(Ωk) −Mpkk Sε,k‖e∥∥BΩk∥∥‖Mpkk‖.
Also
‖Mpkk S|L2a(Ωk) −Mpkk Sε,k‖e 
∥∥Mpkk (S|L2a(Ωk) − Sε|L2a(Ωk))∥∥e + ‖Mpkk Sε|L2a(Ωk) −Mpkk Sε,k‖e
 ‖Mpkk‖‖S|L2a(Ωk) − Sε|L2a(Ωk)‖e + ‖Mpkk Sε|L2a(Ωk) −Mpkk Sε,k‖e
 ε + ‖Mpkk Sε|L2a(Ωk) −Mpkk Sε,k‖e.
We have
Mpkk
Sε,k = MpkkB
ΩkSε,k
= MpkkB
Ωk
(
m∑
i=1
ki∏
j=1
BΩkMφkij
)
.
Using Lemma 3.9, the fact that MpkMφij = MφijMpk , Remark 3.3, and Lemma 3.5 we have
MpkSε = Mpk
(
m∑
i=1
ki∏
j=1
BΩMφij
)
=
m∑
i=1
(
MpkB
ΩMφi1 · · ·BΩMφiki
)
=
m∑
i=1
(
BΩMφi1B
ΩMφi2 · · ·BΩMφiki−1MpkBΩMφiki
)+K
=
m∑
i=1
(
BΩMφi1B
ΩMφi2 · · ·BΩMφiki−1MpkPkMφiki
)+K
=
m∑
i=1
(
BΩMφi1B
ΩMφi2 · · ·MpkPkMφiki−1PkMφiki
)+K
= Mpk
m∑
i=1
(PkMφi1 · · ·PkMφiki )+K
= Mpk
(
m∑ ki∏
PkMφij
)
+Ki=1 j=1
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the proof.
Let f ∈ L2a(Ωk). By Lemma 3.9 and the previous calculation we have
Mpkk
Sε|L2a(Ωk)f = MpkkB
Ωk
(
Sε(f |Ω)
)k
= BΩkMpkk
(
Sε(f |Ω)
)k +Kf
= BΩk (MpkSε(f |Ω))k +Kf
= BΩk
(
Mpk
(
m∑
i=1
ki∏
j=1
PkMφij
)
(f |Ω)
)k
+Kf
= MpkkB
Ωk
((
m∑
i=1
ki∏
j=1
PkMφij
)
(f |Ω)
)k
+Kf
for some compact operator K . Symbol K represents a different compact operator in each step of
the proof.
Since it is easily seen that the operator on L2(Ωk) defined by
BΩkMφkij
f − (PkMφij (f |Ω))k
for f ∈ L2(Ωk) is compact, we have that the operator Mpkk Sε|L2a(Ωk) −Mpkk Sε,k is compact.
Hence ‖SΩk − SΩkε ‖e < ε. Since compact operators are contained in the Toeplitz algebra of
L2a(Ωk) (see [6]) it follows that SΩk is in the Toeplitz algebra of L2a(Ωk). 
3.11. Lemma. Let S be a bounded operator on L2a(Ω). Then
S =
n∑
i=1
PiMpiS +K
for some compact operator K .
Proof. Using Remark 3.3 and Lemma 3.5 we obtain
S = BΩ
(
n∑
i=1
Mpi
)
S
=
(
n∑
k=0
Pk
)(
n∑
i=1
Mpi
)
S
=
n∑
PiMpiS +K. 
i=1
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its Berezin transform. We will need the following lemmas.
3.12. Lemma. Let S be an operator in the Toeplitz algebra τ of the Bergman space L2a(Ω).
For ε > 0 let Sε =∑ml=1∏klj=1 Tφlj , where φlj ∈ L∞(Ω), j = 1, . . . , kl , l = 1, . . . ,m, such that‖S − Sε‖ < ε. Then:
(a) The operators PiMpiSεPkMpk are compact for i = k.
(b) The operators PiMpiSPkMpk are compact for i = k.
Proof. To show (a) we use Lemma 3.9 to obtain
MpiTφ = MpiBΩMφ =
(
BΩMpi +K
)
Mφ = BΩMpiMφ +K
= BΩMφMpi +K = TφMpi +K.
Hence
MpiSε = SεMpi +K,
and
PiMpiSεPkMpk = PiSεMpiPkMpk +K = K
since by Lemma 3.5 MpiPk is compact.
To show (b) we use the fact that for every ε > 0 we have
‖PiMpiSPkMpk − PiMpiSεPkMpk‖ < ε.
Hence PiMpiSPkMpk is compact as a norm limit of compact operators. 
3.13. Lemma. Let S be a bounded operator on L2a(Ω). Then for λ ∈ ∂Ωk , k = 1, . . . , n,
lim
w→λ S˜(w) = limw→λ ˜SPkMpk (w). (3.6)
Proof. For any operator S on the Bergman space L2a(Ω) we can write S = SBΩMpk +
SBΩM1−pk . Fix a point λ ∈ ∂Ωk .
First we will show that
lim
w→λ
∥∥SBΩM1−pkkΩw ∥∥2 = 0.
Since KΩ(z,w) =∑ni=0 KΩi (z,w) we have
∥∥SBΩM1−pkkΩw ∥∥2  n∑ ‖SBΩM1−pkKΩi,w‖2‖KΩw ‖2 .i=0
36 M. Jovovic, D. Zheng / Journal of Functional Analysis 261 (2011) 25–50Simple calculation implies that
lim
w→λ
n∑
i=0, i =k
‖SBΩM1−pkKΩi,w‖2
‖KΩw ‖2
= 0.
To complete the proof of the lemma we need to show that
lim
w→λ
‖SBΩM1−pkKΩk,w‖2
‖KΩw ‖2
= 0.
We have∥∥∥∥SBΩM1−pk KΩk,w‖KΩw ‖2
∥∥∥∥2
2
 ‖S‖2 ‖K
Ωk
w ‖22
‖KΩw ‖22
∫
Ωk
∣∣(1 − pk)(z)∣∣2∣∣kΩkw (z)∣∣2 dA(z)
= ‖S‖2 ‖K
Ωk
w ‖22
‖KΩw ‖22
T˜|1−pk |2(w).
The last equation follows from the definition of Berezin Transform of a Toeplitz operator.
By Lemma 2.5 for w ∈ Ω we have
‖KΩkw ‖22
‖KΩw ‖22
 1.
Since T|1−pk |2 is a compact operator on L
2
a(Ωk) we have
lim
w→λ T˜|1−pk |2(w) = 0
and hence
lim
w→λ
∥∥SBΩM1−pkkΩw ∥∥2 = 0.
Therefore
lim
w→λ
˜SBΩM1−pk (w) = 0,
and hence
lim
w→λ S˜(w) = limw→λ
˜SBΩMpk(w).
By Remark 3.3 and Lemma 3.5 we have
SBΩMpk = S
(
n∑
i=0
Pi
)
Mpk = SPkMpk +K
for some compact operator K .
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3.14. Lemma. Let S be a bounded operator on L2a(Ω). Then for λ ∈ ∂Ωk , k = 1, . . . , n, we have
lim
w→λ
〈
PkMpkSPkMpkk
Ω
w , k
Ω
w
〉= lim
w→λ
1
‖KΩw ‖22
〈
PkMpkSPkMpkK
Ω
k,w,K
Ω
k,w
〉
.
Proof. Since KΩ(z,w) =∑ni=0 KΩi (z,w) we have
〈
PkMpkSPkMpkk
Ω
w , k
Ω
w
〉= 1‖KΩw ‖22
n∑
i,j=0
〈
PkMpkSPkMpkK
Ω
i,w,K
Ω
j,w
〉
= 1‖KΩw ‖22
∑
i =k
n∑
j=0
〈
PkMpkSPkMpkK
Ω
i,w,K
Ω
j,w
〉
+ 1‖KΩw ‖22
∑
j =k
〈
PkMpkSPkMpkK
Ω
k,w,K
Ω
j,w
〉
+ 1‖KΩw ‖22
〈
PkMpkSPkMpkK
Ω
k,w,K
Ω
k,w
〉
.
Simple calculation shows that for i = k
lim
w→λ
‖PkMpkSPkMpkKΩi,w‖2
‖KΩw ‖2
= 0.
Since
‖KΩj,w‖2
‖KΩw ‖2  1 by Lemma 2.5 it follows that
lim
w→λ
1
‖KΩw ‖22
n∑
i,j=0
〈
PkMpkSPkMpkK
Ω
i,w,K
Ω
j,w
〉= 0.
Next we show that for j = k
lim
w→λ
1
‖KΩw ‖22
〈
PkMpkSPkMpkK
Ω
k,w,K
Ω
j,w
〉= 0.
Since
lim
w→λ
∥∥KΩw ∥∥22 = limw→∂Ωk KΩ(w,w) = ∞
it is enough to show
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for some constant C.
Let u = P¨kMpkSPkMpkKΩk,w and v = K
Ωj
w ; then u ∈ L2a(Ωk) and v ∈ L2a(Ωj ). Therefore u
and v are bounded on Ω\(Uk ∪Uj ), u is bounded on Uj and v is bounded on Uk .
We have
〈
PkMpkSPkMpkK
Ω
k,w,K
Ω
j,w
〉= ∫
Ω
PkMpkSPkMpkK
Ω
k,w(z)K
Ω
j,w(z) dA(z)
=
∫
Ω
P¨kMpkSPkMpkK
Ω
k,w(z)K
Ωj
w (z) dA(z)
= 〈u,v〉Ω.
Hence
∣∣〈u,v〉Ω ∣∣= ∣∣∣∣∫
Ω
u(z)v(z) dA(z)
∣∣∣∣

∫
Ω\(Uk∪Uj )
∣∣u(z)v(z)∣∣dA(z)+ ∫
Uj
∣∣u(z)v(z)∣∣dA(z)+ ∫
Uk
∣∣u(z)v(z)∣∣dA(z)
 C1 +C2
∫
Uj
∣∣v(z)∣∣dA(z)+C3 ∫
Uk
∣∣u(z)∣∣dA(z)
 C
since u ∈ L2a(Ωk), Uk ⊂ Ωk and A(Uk) < 1 and v ∈ L2a(Ωj ), Uj ⊂ Ωj and A(Uj ) < 1.
Therefore
lim
w→λ
〈
PkMpkSPkMpkk
Ω
w , k
Ω
w
〉= lim
w→λ
1
‖KΩw ‖22
〈
PkMpkSPkMpkK
Ω
k,w,K
Ω
k,w
〉
. 
Now we are ready to prove the theorem about the behavior of the Berezin transform of the
“localized” operators on the boundary of Ω .
3.15. Theorem. Let S be an operator in the Toeplitz algebra of the Bergman space L2a(Ω). For
each λ ∈ ∂Ωk , k = 1, . . . , n, limw→λ S˜(w) exists if and only if limw→λ S˜Ωk (w) exists. If the limits
exist at λ, then
lim
w→λ S˜(w) = limw→λ S˜
Ωk (w).
Proof. Fix a point λ ∈ ∂Ωk . Lemma 3.13 implies that
lim S˜(w) = lim ˜SPkMpk (w).
w→λ w→λ
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SPkMpk =
n∑
i=1
PiMpiSPkMpk +K.
Lemmas 3.12 and 3.14 imply that
lim
w→λ
˜SPkMpk (w) = lim
w→λ
˜PkMpkSPkMpk (w) = lim
w→λ
1
‖KΩw ‖22
〈
PkMpkSPkMpkK
Ω
k,w,K
Ω
k,w
〉
.
We now have
1
‖KΩw ‖22
〈
PkMpkSPkMpkK
Ω
k,w,K
Ω
k,w
〉
= 1‖KΩw ‖22
∫
Ω
(
PkMpkSPkMpkK
Ω
k,w
)
(z)KΩk,w(z) dA(z)
= 1‖KΩw ‖22
∫
Ωk
(
P¨kMpkSPˆkMpkk
KΩkw
)
(z)K
Ωk
w (z) dA(z)
− 1‖KΩw ‖22
∫
Ωk\Ω
(
P¨kMpkSPˆkMpkk
KΩkw
)
(z)K
Ωk
w (z) dA(z).
Thus we obtain
lim
w→λ
1
‖KΩw ‖22
∫
Ωk\Ω
(
P¨kMpkSPˆkMpkk
KΩkw
)
(z)K
Ωk
w (z) dA(z)
= lim
w→λ
‖KΩkw ‖22
‖KΩw ‖22
〈
MχΩk\Ω P¨kMpkSPˆkMpkk
kΩkw , k
Ωk
w
〉= 0
since the operator MχΩk\Ω P¨k is compact. The last equality follows from the fact that for w ∈Uk
C 
‖KΩkw ‖22
‖KΩw ‖22
 1.
This gives
lim
w→λ
1
‖KΩw ‖22
〈
PkMpkSPkMpkK
Ω
k,w,K
Ω
k,w
〉= lim
w→λ
‖KΩkw ‖22
‖KΩw ‖22
〈
P¨kMpkSPˆkMpkk
kΩkw , k
Ωk
w
〉
.
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SΩkf = BΩkMpkk S|L2a(Ωk)B
ΩkMpkk
f
= BΩkMpkk S|L2a(Ωk)PˇkMpkk f +Kf
= BΩkMpkkB
Ωk
(
S(PˇkMpkk
f )|Ω
)k +Kf
= BΩkMpkk
(
S(PˇkMpkk
f )|Ω
)k +Kf
= PˇkMpkk
(
S(PˇkMpkk
f )|Ω
)k +Kf
= P¨kMpkSPˆkMpkk f +Kf
where K in each step may be a different compact operator.
Hence
lim
w→λ S˜
Ωk (w) = lim
w→λ
˜
P¨kMpkSPˆkMpkk
(w).
Therefore
lim
w→λ S˜(w) = limw→λ
‖KΩkw ‖22
‖KΩw ‖22
S˜Ωk (w).
Since by Lemma 2.5
lim
w→λ
‖KΩkw ‖22
‖KΩw ‖22
= 1
we have that limw→λ S˜(w) exits if and only if limw→λ S˜Ωk (w) exits and moreover,
lim
w→λ S˜(w) = limw→λ S˜
Ωk (w). 
We have another representation of S as a sum of operators.
3.16. Lemma. Let S be a bounded operator on L2a(Ω). Then
S =
n∑
i,j=1
PiMpiSPjMpj +K
for some compact operator K .
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S = BΩ
(
n∑
i=1
Mpi
)
SBΩ
(
n∑
j=1
Mpj
)
=
(
n∑
k=0
Pk
)(
n∑
i=1
Mpi
)
S
(
n∑
l=0
Pl
)(
n∑
j=1
Mpj
)
=
n∑
i,j=1
PiMpiSPjMpj +K. 
3.17. Theorem. Let S be an operator in the Toeplitz algebra of the Bergman space L2a(Ω). If
SΩk is compact on L2a(Ωk) for all k = 1, . . . , n, then S is compact on L2a(Ω).
Proof. By Lemma 3.16
S =
n∑
i,k=1
PiMpiSPkMpk +K.
We know by Lemma 3.12 that PiMpiSPkMpk is compact for i = k.
Therefore it follows that on L2a(Ω)
S =
n∑
k=1
PkMpkSPkMpk +K
for some compact operator K .
For f ∈ L2a(Ω), f = BΩf =
∑n
j=0 Pjf , where P0 is compact. Hence, using Lemma 3.5, we
obtain
Sf =
(
n∑
k=1
PkMpkSPkMpk
)
f +Kf
=
n∑
k=1
n∑
j=1
PkMpkSPkMpkPjf +Kf
=
n∑
k=1
PkMpkSPkMpkPkf +Kf
where K in each step may be a different compact operator.
Using Lemmas 3.4 and 3.9, and the fact that Pk : L2(Ω) → L2a(Ω) we obtain
PkMpkSPkMpkPk = BΩPkMpkSPkMpkPk
=
n∑
PjPkMpkSPkMpkPk
j=0
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= PˆkPˇkMpkk S|L2a(Ωk)PˇkMpkk P¨k +K
= PˆkBΩkMpkk S|L2a(Ωk)B
ΩkMpkk
P¨k +K
= PˆkSΩk P¨k +K
where K in each step may be a different compact operator.
Therefore
S =
n∑
k=1
PˆkS
Ωk P¨k +K.
Hence if SΩk is compact on L2a(Ωk) for all k = 1, . . . , n, then S is compact on L2a(Ω). 
Now we are ready to prove the main result of this section.
3.18. Theorem. Let Ω be a regular domain and assume that the operator S belongs to the
Toeplitz algebra τ of the Bergman space L2a(Ω). S is compact if and only if S˜(w) → 0 as
w → ∂Ω .
Proof. Assume that S is a compact operator on L2a(Ω). Since kΩw → 0 as w → ∂Ω weakly in
L2a(Ω), it follows that ‖SkΩw ‖L2a(Ω) → 0 as w → ∂Ω . Hence S˜(w) → 0 as w → ∂Ω .
Assume that S is an operator in the Toeplitz algebra of the Bergman space L2a(Ω) such that
S˜(w) → 0 as w → ∂Ω . Then by Theorem 3.15 S˜Ωk (w) → 0 as w → ∂Ωk , k = 1, . . . , n.
Because of the conformal equivalence of the unit disk D and Ωk , k = 1, . . . , n, the main result
on the unit disk in [14] and Propositions 2.1 and 2.3, it follows that SΩk is compact.
By Theorem 3.17 it follows that S is compact on L2a(Ω). 
4. Toeplitz algebras
Let D be a domain in the complex plane C. Let H∞(D) denote the set of bounded ana-
lytic functions on D. Let M(D) denote the maximal ideal space of H∞(D) consisting of those
continuous linear functionals l on H∞(D) which are multiplicative:
l(fg) = l(f )l(g)
for f,g ∈ H∞(D). With the weak-star topology, M(D) is a compact Hausdorff space. If z is
a point in D, then point evaluation at z is a multiplicative linear functional on H∞(D). Thus
we can think of z as an element of M(D) and D as a subset of M(D). Corona theorem states
that D is dense in M(D) if D is bounded by a finite number of disjoint analytic simple closed
curves [7]. Let l1 and l2 be two elements of M(D). We say that l1 and l2 lie in the same part of
M(D) if
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where the norm is that of the dual space H∞(D)∗ of H∞(D). “Being in the same part” is an
equivalence relation on M(D) [7]. The subset of M(D) consisting of all one-point (trivial) parts
is denoted by M1(D).
Let ρ be the mapping of M(D) into D∪ ∂D given by
ρ(l) = λ
where λ is the unique point of D∪ ∂D such that
l(f ) = f (λ),
for functions f in H∞(D) that are analytic near λ. The set MDλ = ρ−1(λ) is called the fiber of
λ in M(D). See [7] for more details on the fibers MDλ .
For each φ in L∞(Ωi), we use T iφ to denote the Toeplitz operator on L2a(Ωi):
T iφ(f ) = BΩi (φf )
for f in L2a(Ωi). Let Tφ denote the Toeplitz operator on L2a(Ω) with symbol φ|Ω .
We will use symbol Mφ to denote both the multiplication operator on L2(Ωi) with symbol
φ and the multiplication operator on L2(Ω) with symbol φ|Ω . It will be clear from the context
which operator we are talking about.
4.1. Lemma. Suppose that φ, ψ in L∞(Ωi) are continuous on Ωi . Then
(a) TφPi − PˆiT iφP¨i is compact;
(b) TφTψPi − PˆiT iφT iψ P¨i is compact.
Proof. From the definition of Pˆi , we have
PˆiB
Ωif (z) = BΩif (z)−BΩiMχΩi\ΩBΩif (z)
= f (z)−BΩiMχΩi\ΩBΩif (z)
for each z ∈ Ω and f ∈ L2a(Ωi). Let K denote the operator BΩiMχΩi\ΩBΩiT iφP¨i . Then
K = BΩiMχΩi\ΩBΩiT iφP¨i
= BΩiMχΩi\ΩMφP¨i +BΩi
[
MχΩi\Ω ,B
Ωi
]
MφP¨i
= BΩi [MχΩi\Ω ,BΩi ]MφP¨i +BΩiMφ[MχΩi\Ω , P¨i] +BΩiMφP¨iMχΩi\Ω
= BΩi [Mχ ,BΩi ]MφP¨i +BΩiMφ[Mχ , P¨i].Ωi\Ω Ωi\Ω
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2
a(Ω) as the zero
operator. Noting that the commutators [MχΩi\Ω ,BΩi ] and [MχΩi\Ω , P¨i] are compact, we have
that K is a compact operator. Thus for z ∈ Ω and f ∈ L2a(Ω)
PˆiT
i
φP¨if (z) = T iφP¨if (z)−Kf (z) =
(
BΩiMφP¨if
)
(z)−Kf (z),
and
TφPif (z) =
(
n∑
j=0
Pj
)
MφPif (z)
= (PiMφPif )(z)+
∑
j =i
PjMφPif (z)
= (BΩiMφP¨if )(z)− (BΩiMφ·χΩi\Ω P¨if )(z)+∑
j =i
PjMφPif (z).
So ((
TφPi − PˆiT iφP¨i
)
f
)
(z) = −(BΩiMφ·χΩi\Ω P¨if )(z)+∑
j =i
PjMφPif (z)+Kf (z)
= Kˆf (z)
where
Kˆ = −PˆiMφ·χΩi\Ω P¨i +
(∑
j =i
Pˆj
)
MφP¨i +K1
is a compact operator on L2a(Ω). Here K1 = PˆiMχΩi\ΩBΩiT iφP¨i . We use that PjPi and [Pj ,Mφ]
are compact if j = i.
We will now prove part (b). Remark 3.3 implies
TφTψPi = TφPiTψPi + Tφ
(∑
j =i
Pj
)
TψPi
= PˆiT iφP¨i PˆiT iψ P¨i +K
= PˆiT iφ
(
BΩi
)2
T iψ P¨i +K
= PˆiT iφT iψ P¨i +K
where K in each step may be a different compact operator. The second equality follows from (a)
and the fact that PjPi and [Pj ,Mψ ] are compact if j = i. The third equality follows from the
fact that (
P¨i Pˆi −
(
BΩi
)2)
T iψ P¨i = −BΩiMΩi\ΩBΩiT iψ P¨i
is compact. 
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the smallest closed, two-sided ideal of Ti containing all operators of the form RS − SR, where
R,S ∈ Ti .
4.2. Theorem. Let Si be a finite sum of finite products of Toeplitz operators from Ti . Then there
exists an operator Sˆi which is a finite sum of finite products of Toeplitz operators from T such
that SˆiPi − PˆiSiP¨i is compact. Moreover, if Si is in CTi , then Sˆi is in CT . Also SˆiPj is compact
for j = i, and hence Sˆi − PˆiSiP¨i is compact.
Proof. We may assume that Si =∑mj=1∏ljk=1 T iφjk for some functions φjk in the commutative
C∗-subalgebra of L∞(Ωi) generated by H∞(Ωi). Then each φjk is continuous on an open
neighborhood of ∂Ωl for l = i. Let Sˆi =∑mj=1∏ljk=1 Tφjk . Using Lemma 4.1 and induction, it
follows that there exists a compact operator K such that
SˆiPi = PˆiSiP¨i +K.
If Si is in the commutator ideal CTi , Si can be approximated by finite sums of finite products of
Toeplitz operators which contain a factor T iφT
i
ψ −T iψT iφ . Hence Sˆi is in the commutator ideal CT .
To finish the proof we need only to show that if j = i, (TφTψ − TψTφ)Pj is compact. As φ and
ψ are continuous on an open neighborhood of ∂Ωj , MφPj − PjMφ and MψPj − PjMψ are
compact. Hence using Remark 3.3 and Lemma 3.6 we obtain
(TφTψ − TψTφ)Pj = BΩMφBΩMψPj −BΩMψBΩMφPj
= BΩ(MφBΩPjMψ −MψBΩPjMφ)+K
= BΩ
(
Mφ
(
n∑
k=0
Pk
)
PjMψ −Mψ
(
n∑
k=0
Pk
)
PjMφ
)
+K
= BΩ(MφP 2j Mψ −MψP 2j Mφ)+K
= BΩP 2j (MφMψ −MψMφ)+K
= K
where K may be a different compact operator in each step. This gives
Sˆi − PˆiSiP¨i = SˆiBΩ − PˆiSiP¨i
= Sˆi
(
n∑
j=0
Pj
)
− PˆiSiP¨i
= SˆiPi − PˆiSiP¨i +
∑
j =i
SˆiPj
= K. 
Let U denote the C∗-subalgebra of L∞(Ω) generated by H∞(Ω) and M denote the maximal
ideal space of H∞(Ω). Corona theorem tells us that we can view Ω as a dense subset of M.
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functions on M.
4.3. Lemma. If S ∈ T, then S˜ extends continuously to M and hence S˜ is in U. Moreover, if
u1, . . . , un ∈U, then
˜(Tu1 . . . Tun)(m) = u1(m) · · ·un(m), (4.1)
for each m ∈M1. In particular, for each u ∈U, the Berezin transform u˜ of u extends continuously
to M. Moreover if m is a trivial part, then
u˜(m) = u(m).
Proof. Assume Ω = ⋂ni=1 Ωi. Since the reproducing kernel is continuous on any compact
subset of Ω , to show that S˜ extends continuously to M it is enough to show that S˜ extends
continuously to M\Ω. Noting that
M\Ω =
n⋃
k=1
⋃
λ∈∂Ωk
MΩλ ,
we need only to show that limλα→m S˜(λα) exists for each m in MΩλ , where λ ∈ ∂Ωk for k ∈{1, . . . , n}.
To do so, let m be in MΩλ for some λ ∈ ∂Ωk , k ∈ {1, . . . , n}. The Corona theorem gives that
there is a net λα ∈ Ω such that
lim
λα→m
f (λα) = f (m)
for f ∈ H∞(Ω). The proof of the Corona theorem (Theorem 6.3 in [7]) or the localization
principle in [8] gives that
lim
λα→m
f (λα) = f (m)
for f ∈ H∞(Ωk). For each S ∈ T, the proof of Theorem 3.15 gives
lim
λα→m
S˜(λα) = lim
λα→m
S˜Ωk (λα)
if the limit limλα→m S˜Ωk (λα) exists.
Assume that S = Tu for some u ∈U. Then
SΩk = BΩkMpkk (Tu)|L2a(Ωk)B
ΩkMpkk
= T k
ukkp
k
k
+K
= T kk +Kuk
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follows from the fact that the commutator of Mpkk and B
Ωk is compact and the third equality
follows from the fact that T k
ukk(1−pkk )
is compact.
Thus, if S = Tu1Tu2 · · ·Tun for some u1, u2, . . . , un in U, the induction gives
SΩk = T k
(u1)
k
k
T k
(u2)
k
k
· · ·T k
(un)
k
k
+K
for some compact operator K . Therefore
lim
λα→m
S˜Ωk (λα) = lim
λα→m
˜(T k
(u1)
k
k
T k
(u2)
k
k
· · ·T k
(un)
k
k
)
(λα).
By Theorem 3.1 [5] and the fact that Ωk is conformally equivalent to the unit disk, we have that
˜(T k
(u1)
k
k
T k
(u2)
k
k
· · ·T k
(un)
k
k
)(λ) extends continuously to M(H∞(Ωk)). Since the set of finite sums of
finite products of Toeplitz operators with symbols in U is dense in T and the Berezin transform
is continuous, i.e., ∣∣S˜(λ)∣∣ ‖S‖
for each λ ∈ Ω and any bounded operator S on the Bergman space, we have that limλα→mS˜Ωk(λα)
exists. Hence we obtain
lim
λα→m
S˜(λα) = lim
λα→m
S˜Ωk (λα).
This means that S˜(λ) extends continuously to M.
Furthermore, Theorem 3.1 and Lemma 2.1 in [5] give that if m is a trivial part, then
˜(T k
(u1)
k
k
T k
(u2)
k
k
· · ·T k
(un)
k
k
)
(m) = (u1)kk(m)(u2)kk(m) · · · (un)kk(m)
= u1(m)u2(m) · · ·un(m).
The last equality follows from the fact that pk(m) = 1. This completes the proof. 
The following lemma is Corollary 2.8 in [5] and the proof in our setting is the same as in [5].
4.4. Lemma. Suppose S ∈ T and  > 0. Then there exist u ∈U and R ∈ CT such that
‖S − Tu −R‖ .
Now we can give a characterization of the commutator ideal CT of T.
4.5. Theorem. Suppose S ∈ T. Then S is in the commutator ideal CT if and only if S˜ vanishes
on the set M1 of trivial parts of the maximal ideal space of H∞(Ω).
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of the form S1(S2S3 − S3S2)S4, where S1, S2, S3, S4 ∈ T. By Lemma 4.3, each such operator has
a Berezin transform that vanishes on M1. Thus if S ∈ CT , then
S˜|M1 = 0,
proving one direction of the theorem.
To prove the other direction, suppose S˜|M1 = 0. It suffices to show that for any  > 0,
dist(S,CT) 6.
Since S is in T, by Lemma 4.4, there exist u ∈U and R ∈ CT such that
‖S − Tu −R‖ .
Since |A˜(z)|  ‖A‖ for all A ∈ T and z ∈ Ω we have |S˜ − T˜u − R˜ |  . However S˜|M1 = 0
by hypothesis, and the Berezin transform of R vanishes on M1 by the other direction of this
theorem. Hence |u˜ |   on M1. But u˜ = u on M1 by Lemma 4.3. So we have |u |  
on M1.
We are going to show that
dist(Tu ,CT) 5,
which will then imply that dist(S,CT) 6, as desired.
Write
u = up1 + · · · + upn
= u,1 + · · · + u,n
where u,i = upi.
Since Tu,i Pj is compact if i = j , using Lemma 4.1 and Remark 3.3 we obtain
Tu = Pˆ1T 1u1,1 P¨1 + · · · + PˆnT
n
un,n
P¨n +K
for some compact operator K . Moreover, the localization principle in [8] gives that for each k,
{
m ∈M: ∣∣u(m)∣∣> 2}∩M(Ωk) ⊂M(Ωk)\MΩk1 .
Thus
{
m ∈M(Ωk):
∣∣uk(m)∣∣> 2}⊂M(Ωk)\MΩk1 .
Since Ωk is conformally equivalent to the unit disk, by the proof of Theorem 3.9 in [5], there is
an operator Rk which is a finite sum of finite products of Toeplitz operators in the commutator
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∥∥T k
uk,k
−Rk
∥∥ 5
n
.
By Theorem 4.2, there is an operator Rˆk in CT such that Rˆk − PˆkRkP¨k is compact. Let
Kk = −Rˆk + PˆkRkP¨k,
and
R=
n∑
k=1
Rˆk.
Then
Tu −R−
n∑
k=1
Kk −K =
n∑
k=1
PˆkT
k
uk,k
P¨k −R−
n∑
k=1
Kk
=
n∑
k=1
(
PˆkT
k
uk,k
P¨k − PˆkRkP¨k
)
.
Hence we obtain ∥∥∥∥∥Tu −R−
n∑
k=1
Kk −K
∥∥∥∥∥ 5.
Since compact operators are contained in the commutator ideal CT , we conclude
dist(Tu ,CT) 5. 
4.6. Theorem. If S ∈ T, then S − TS˜ ∈ CT .
Proof. Suppose S ∈ T. Then by Lemma 4.3, S˜ ∈ U. If m ∈ M1, then by Lemma 4.3 again, we
get
˜(S − TS˜)(m) = S˜(m)− S˜(m) = 0.
In other words, ˜(S − TS˜)|M1 = 0. Thus Theorem 4.5 implies that S − TS˜ ∈ CT , completing the
proof. 
50 M. Jovovic, D. Zheng / Journal of Functional Analysis 261 (2011) 25–50References
[1] Jonathan Arazy, Membership of Hankel operators on planar domains in unitary ideals, in: Analysis at Urbana, vol. I,
Urbana, IL, 1986–1987, in: London Math. Soc. Lecture Note Ser., vol. 137, Cambridge Univ. Press, Cambridge,
1989, pp. 1–40, MR1009167 (90g:47048).
[2] Jonathan Arazy, Stephen D. Fisher, Jaak Peetre, Hankel operators on planar domains, Constr. Approx. 6 (2) (1990)
113–138, MR1036604 (91b:47049).
[3] Sheldon Axler, Dechao Zheng, The Berezin transform on the Toeplitz algebra, Studia Math. 127 (2) (1998) 113–
136, MR1488147 (98m:47030).
[4] Sheldon Axler, Dechao Zheng, Compact operators via the Berezin transform, Indiana Univ. Math. J. 47 (2) (1998)
387–400, MR1647896 (99i:47045).
[5] Sheldon Axler, Dechao Zheng, Toeplitz algebras on the disk, J. Funct. Anal. 243 (1) (2007) 67–86, MR2291432
(2008d:30080).
[6] Miroslav Engliš, Density of algebras generated by Toeplitz operator on Bergman spaces, Ark. Mat. 30 (2) (1992)
227–243, MR1289753 (95e:47036).
[7] Stephen D. Fisher, Function Theory on Planar Domains: A Second Course in Complex Analysis, Pure Appl. Math.
(N. Y.), John Wiley & Sons Inc., A Wiley–Interscience Publication, New York, 1983, MR694693 (85d:30001).
[8] T.W. Gamelin, Localization of the Corona problem, Pacific J. Math. 34 (1970) 73–81.
[9] G.M. Goluzin, Geometric Theory of Functions of a Complex Variable, Transl. Math. Monogr., vol. 26, Amer. Math.
Soc., Providence, RI, 1969, MR0247039 (40#308).
[10] Huiping Li, Hankel operators on the Bergman space of multiply connected domains, J. Operator Theory 28 (2)
(1992) 321–335, MR1273049 (95d:47029).
[11] G. McDonald, C. Sundberg, Toeplitz operators on the disc, Indiana Univ. Math. J. 28 (4) (1979) 595–611,
MR542947 (80h:47034).
[12] Roberto Raimondo, Compact operators on the Bergman space of multiply-connected domains, Proc. Amer. Math.
Soc. 129 (3) (2001) 739–747 (electronic), MR1801999 (2001m:47051).
[13] Roberto C. Raimondo, Hilbert–Schmidt Hankel operators on the Bergman space of planar domains, Integral Equa-
tions Operator Theory 57 (3) (2007) 425–449, MR2307820 (2008e:47078).
[14] Daniel Suárez, The essential norm of operators in the Toeplitz algebra on Ap(Bn), Indiana Univ. Math. J. 56 (5)
(2007) 2185–2232, MR2360608 (2008h:47061).
