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CYCLIC COHOMOLOGY FOR GRADED C∗,r-ALGEBRAS AND
ITS PAIRINGS WITH VAN DAELE K-THEORY
JOHANNES KELLENDONK
Abstract. We consider cycles for graded C∗,r-algebras (Real C∗-algebras)
which are compatible with the ∗-structure and the real structure. Their charac-
ters are cyclic cocycles. We define a Connes type pairing between such characters
and elements of the van Daele K-groups of the C∗,r-algebra and its real subalge-
bra. This pairing vanishes on elements of finite order. We define a second type of
pairing between characters and K-group elements which is derived from a unital
inclusion of C∗-algebras. It is potentially non-trivial on elements of order two
and torsion valued. Such torsion valued pairings yield topological invariants for
insulators. The two-dimensional Kane-Mele and the three-dimensional Fu-Kane-
Mele strong invariant are special cases of torsion valued pairings. We compute
the pairings for a simple class of periodic models and establish structural results
for two dimensional aperiodic models with odd time reversal invariance.
1. Introduction
Recent developments in solid state physics, notably the classification of topolog-
ical phases [38, 29], underline the importance of realK- andKK-theory in physics.
As part of this development, the C∗-algebraic approach to solid state systems [1]
was extended to describe insulators of different types by including a grading or a
real structure on the observable algebra [26] (see also [41] for a related proposal).
In this article we discuss the cyclic cohomology (in the formulation as characters
of cycles) of such algebras.
In the C∗-algebraic approach topological quantised transport coefficients are
expressed as pairings of a K-group element either with a character of a cycle (a
Connes pairing) or with a K-homology class (an index pairing). While the Connes
pairing with a character is more directly related to the physical interpretation
as a transport coefficient and yields a local formula, the index pairing proves
integrality of the coefficient and can be extended to the strong disorder regime [2].
The two approaches are thus complementary. This theory of pairings has first been
developped for the Integer Quantum Hall Effect [1, 14, 2, 8] and recently extended
to topological insulators of complex type [34], and is now in active development
for insulators of real type [9, 10]. The present work aims to contribute to this
development.
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Insulators of real type are insulators which transform under an anti-linear au-
tomorphism of order 2, like complex conjugation, and so there is an additional
ingredient to take into account: a real structure on the C∗-algebra. This leads to
the consideration ofK-groups of real C∗-algebras and brings in a feature which has
not been of importance for complex insulators, namely the occurence of elements
of finite order (torsion elements) in the K-group. While also complex K-groups
may contain torsion elements, for instance in the case of certain quasicrystals [18],
the physical significance of those torsion elements remains unclear so far and so
they don’t play a big role. But for certain real topological insulators, like the
Kane-Mele model [24], the most relevant K-group elements have order 2 and show
up in experiments [30]. It is therefore a problem that the Connes pairing is trivial
on elements of finite order.
To overcome this problem we define torsion-valued pairings, somewhat in the
spirit of the determinant of de la Harpe-Skandalis. Such a torsion-valued pairing is
defined on the kernel kerϕ∗ of the map induced inK-theory by an inclusion B
ϕ→֒ B˜
of C∗-algebras. We analyse it more closely in two cases which arise naturally when
comparing a real C∗-algebra with its complexification. They are related to an exact
sequence attributed to Wood-Karoubi. It turns out that, in these two cases, the
K-class of the Hamiltonian of an insulator belongs to the above mentioned kernel
if and only if that K-class admits a representative (possibly different from the
Hamiltonian) which admits an extra symmetry: a spin symmetry, or an imaginary
chiral symmetry. We refer to the first case as even, and to the second as odd.
We provide explicit local formulae for the torsion valued pairing which involve the
representative and its extra symmetry.
The results presented here will permit a formulation of the bulk boundary cor-
respondence in the spirit of [27, 28], as an equality between torsion-valued pairings
of characters of cycles with K-group elements. We intend to describe this in an
upcoming publication. The complementary approach to the bulk boundary cor-
respondence which is based on the index pairing has already been developped to
quite some extend [20, 9, 10]. In its most powerful form it is based on KK-theory
and the (unbounded) Kasparov product. These technics are very different from
what we do here.
Our article is organised as follows. After recalling some preliminaries we explain
briefly van Daele’s formulation of K-theory for real or complex Banach algebras.
In Section 4 we discuss the cyclic cohomology for graded algebras in the framework
of cycles and their characters. We define a Connes-type pairing between characters
and K-group elements. It reduces to the usual Connes pairing in case the grading
on the algebra is trivial. We introduce the notion of the sign and the parity of
a cycle and formulate necessary conditions under which the Connes-pairing and
the torsion-valued pairing can be non-trivial. Section 4 ends with a proof that the
pairing is compatible with the suspension construction also in the graded case.
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In Section 5 we introduce torsion-valued pairings of characters of cycles with
K-group elements. The basic construction is based on a unital inclusion of one
C∗-algebra into another and we focuss on two such inclusions, the inclusion of a
real C∗-algebra B into its graded tensor product with the Clifford algebra Cl1,0,
and the inclusion of B into its complexification. We explain the relevance of extra
symmetries and provide explicit formulas for the torsion valued pairings.
In Section 6 we compute the pairings for a class of simple periodic models which
are used in the literature for modelling topological phases with various symmetries.
These are closely related to the Bott element on the torus. Our approach is based
on a systematic use of Clifford algebras, their real structeres, and their graded and
ungraded representations.
In Section 7 we provide structural results for aperiodic models, the main part
here is restricted to two dimensional systems with odd time reversal invariance.
Our definition of the even torsion valued pairing was largely influenced by the
recent work on periodically driven systems with odd time reversal invariance [12,
13]. We will explain the connection in more detail in the last 1section.
Acknowledgement. I would like to thank Krzysztof Gawedzki, David Carpentier
and Michel Fruchart for the very useful discussions about their work [12, 13]. I
am furthermore very thankful to Denis Perrot and Samuel Guerin for pointing
out the relevance of the exact sequence of Wood-Karoubi (Thm. 5.7) [21] for my
construction.
2. Preliminaries
We consider here real or complex associative algebras which mostly are equipped
with a norm, a ∗-structure (an involution which is anti-linear in the complex case),
a grading and sometimes also with a real structure.
Let G be an abelian group. Recall that a G-grading on an algebra A is a direct
sum decomposition of A =
⊕
g∈GAg such that the algebra product ab of a ∈ Ag
with b ∈ Ah lies in Agh. The elements of Ag have degree g and we denote that
degree by |a|G. If A is a ∗-algebra we also require that the subspaces Ag are
invariant under the ∗-operation.
We are interested in the case that G = Z2, G = Z, or G = Z × Z2. Since it is
the first case which arises most often in the formulas we simplify them by writing
|a| for |a|Z2 and when we speak about a grading we mean a Z2-grading.
An alternative way to define a Z2-grading on a real or complex ∗-algebra is by
means of at ∗-automorphism γ of order 2. Then A+, the even elements, are those
which satisfy γ(a) = a and A−, the odd ones, are those which satisfy γ(a) = −a.
An odd self-inverse (OSI) of a graded algebra (A, γ) is an odd element of A
which is its own inverse, and we denote by F(A, γ) the set of OSIs of A
F(A, γ) = {x ∈ A : −γ(x) = x = x−1}.
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If A is a normed algebra we say that two OSIs of A are osi-homotopic if they are
homotopic in F(A, γ). Not all graded algebras contain an OSI and we say that the
grading is balanced if A contains at least one. This requires that A is unital, and
if A is not then we will have to add a unit. An odd self-adjoint unitary (OSU) of
a graded ∗-algebra (A, γ) is a self-adjoint OSI, and we denote by S(A, γ) the set
of OSUs of A
S(A, γ) = {x ∈ A : −γ(x) = x = x∗ = x−1}.
If A is equipped with a norm then two OSUs of A are osu-homotopic if they are
homotopic inS(A, γ). For instance, any two anticommuting OSUs x, y of a normed
∗-algebra are osu-homotopic, a homotopy being given by ctx+sty, t ∈ [0, 1], where
ct = cos(
πt
2
) and st = sin(
πt
2
).
Examples of graded C∗-algebras are the complex Clifford algebras Clk. Clk is the
C∗-algebra generated by k pairwise anticommuting OSUs ρ1, · · · , ρk. We denote
the grading of Clifford algebras always by st. Concretely, (Cl1, st) is isomorphic
(as graded algebra) to C ⊕ C with grading given by exchange of the summands
st(a, b) = (b, a) and (Cl2, st) is isomorphic to M2(C) with grading given by declar-
ing diagonal matrices even and off-diagonal ones odd. As usual we will denote the
generators also by ρ1 = σx =
(
0 1
1 0
)
and ρ2 = σy =
(
0 −i
i 0
)
. Then σz = −iσxσy
is, of course, even.
The standard extension of a grading γ on an algebra A to the algebra of matrices
Mm(A) is entrywise, we denote this extension by γm. If m = 2 there is another
grading which plays an important role, namely γev
γev
(
a b
c d
)
=
(
γ(a) −γ(b)
−γ(c) γ(d)
)
.
A real structure on a complex C∗-algebra is an anti-linear ∗-automorphism r
of order 2. If the algebra is graded then we require tacitly that the grading and
the real structure commute r ◦ γ = γ ◦ r. We also call the data (γ, r) a graded
real structure on the algebra A. A C∗,r-algebra (A, r) is a complex C∗-algebra
equipped with a real structure. The subalgebra Ar of r-invariant elements is a real
C∗-algebra and referred to as the real subalgebra of (A, r). Any real C∗-algebra
arises as a sub-algebra of a complex C∗,r-algebra in such a way. C∗,r-algebras are
elsewhere also called Real C∗-algebras (with capital R).
Examples of C∗,r-algebras are (Clr+s, lr,s) where lr,s is the real structure defined
by lr,s(ρi) = ρi for r generators, and lr,s(ρj) = −ρj for the s other generators.
The real subalgebra is thus the algebra generated by the r OSUs ρi and the s odd
anti-selfadjoint unitaries iρj . The latter square to −1. This real sub-algebra which
we denote1 Clr,s is a real Clifford algebra.
1the notation is not uniform, other authors use Cls,r for this algebra
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Define µ(k) to be the greatest integer smaller or equal to k
2
. Note that (−1)µ(k)
is the sign of the permutation 1 · · · k 7→ k · · · 1. Define Γk ∈ Clk by
Γk = i
−µ(k)ρ1 · · · ρk
where ρi are the generators. Then Γ
∗
k = Γk. Γk depends on the choice of order
of the generators, although only up to a minus sign, and we choose, for k = 2,
ρ1 = σx and ρ2 = σy so that Γ2 = σz. If the context is clear we also simply write
Γ for Γk.
We will consider graded tensor products of graded Banach or C∗-algebras with
graded finite dimensional algebras where the grading may be a Z2-grading, in
which case we denote the tensor product as A⊗ˆB, or the Z-grading, in which case
we denote it as A ∧ B. The grading on the graded tensor product is the product
grading. By definition, (1⊗ˆb)(a⊗ˆ1) = (−1)|a||b|a⊗ˆb, (a⊗ˆb)∗ = (−1)|a||b|a∗⊗ˆb∗ and
(1 ∧ b)(a ∧ 1) = (−1)|a|Z|b|Za ∧ b, (a ∧ b)∗ = (−1)|a|Z|b|Za∗ ∧ b∗. In the case that one
of the algebras is trivially Z2-graded, the graded tensor product ⊗ˆ coincides with
the ungraded one and for clarity we will simply write ⊗ instead of ⊗ˆ in that case.
The following simple result will be important.
Lemma 2.1 ([15]). Let (A, γ) be a complex balanced graded algebra and e an OSI
in A. Then ψe : (A⊗ˆCl2, γ ⊗ st)→ (M2(A), γ2)
ψe(x⊗ˆ1) =
(
x 0
0 (−1)|x|exe−1
)
, ψe(1⊗ˆσx) =
(
0 e−1
e 0
)
, ψe(1⊗ˆiσy) =
(
0 e−1
−e 0
)
is an isomorphism of graded algebras. If (A, γ) is a ∗-algebra and e an OSU then
ψe is a ∗-isomorphism. If (A, γ) carries a real structure r (which commutes with
γ) and e is r-invariant then
ψe ◦ (r⊗ l1,1) = r2 ◦ ψe
ψe ◦ (r⊗ l0,2) = AdY ◦ r2 ◦ γev ◦ ψe, Y =
(
0 e−1
−e 0
)
ψe ◦ (r⊗ l2,0) = AdX ◦ r2 ◦ γev ◦ ψe, X =
(
0 e−1
e 0
)
Proof. This is a direct calculation. 
3. Van Daele K-theory
In [26] we developped the point of view that an insulator corresponds to a self-
adjoint invertible element in the observable C∗-algebra A and that the symmetry
type of an insulator is described by a grading, or a real structure, or a graded real
structure on A. Any self-adjoint invertible element of a C∗-algebra is homotopic
(via a continuous path of invertible self-adjoint elements) to a self-adjoint unitary.
By taking into account the grading (which has to be put in by tensoring with
Cl1 if the insulator does not have chiral symmetry) the topological phases for a
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given symmetry type and observable algebra A are classified by homotopy classes
of OSUs in A (or A⊗Cl1), and these define the van Daele K-group of the graded
algebra C∗- or C∗,r-algebra A.
We recall the basic definitions of van Daele K-theory for graded Banach algebras
refering the reader for details to the original articles by van Daele [15, 16]. Let
(A, γ) be a balanced graded normed algebra. We choose an OSI e ∈ A and define
the semigroup
Ve(A, γ) :=
⊔
n∈N
F(Mn(A), γn)/ ∼eh
where Mm(A) ∋ x ∼eh y ∈Ml(A) if, for some n ∈ N, x⊕ en−m is osi-homotopic to
y ⊕ en−l. Here en = e⊕ · · · ⊕ e (n summands), and semigroup addition is given
by the direct sum [x] + [y] = [x ⊕ y]. The van Daele K-group DKe(A, γ) is the
Grothendieck group of Ve(A, γ). We refer to the choice of e as a choice of base-
point. DKe(A, γ) depends on e only up to isomorphism. If e is osi-homotopic
to its negative −e then Ve(A, γ) is already a group with neutral element [e] and
inverse map [x] 7→ [−exe]. In that case DKe(A, γ) = Ve(A, γ). It follows from
Lemma 2.1 that DKe(A, γ) ∼= DK1⊗ˆσx(A⊗ˆCl1,1, γ ⊗ st) and so the r.h.s. may be
taken as the definition of the van Daele K-group if A is unital but the grading on
A not balanced or even trivial. For non-unital algebras the K-group is defined as
usual as the kernel of the map induced by the epimorphism A+ → C (or R) from
the minimal unitization A+ to the one-dimensional algebra.
If A is a C∗-algebra then any element of F(A, γ) is osi-homotopic to an element
of S(A, γ) and moreover, any two osi-homotopic OSUs are osu-homotopic [15].
For C∗-algebras one may therefore replace in the definition of Ve(A, γ) the sets
F(Mn(A), γn) by S(Mn(A), γn) and osi-homotopy by osu-homotopy. The grading
on a C∗-algebra is hence balanced if the algebra contains an OSU. This is what
was done in [26] to describe topological insulators, but here the greater flexibility
of working with OSIs will be convenient.
If (A, γ, r) is a graded C∗,r-algebra then its van Daele K-group is by definition
the van Daele K-group of its real subalgebra (Ar, γ).
If the grading is clear then we simply write DKe(A) for DKe(A, γ), or even only
DK(A), in case the dependence on e is not important.
The K-groups in other degrees are defined as
K1−i(A, γ) := DKe⊗ˆ1(A⊗ˆCli, γ ⊗ st)
in the complex case, and
K1−r+s(A, γ) := DKe⊗ˆ1(A⊗ˆClr,s, γ ⊗ st)
in the real case.
If A is trivially graded then the van Daele K-group Ki(A, id) is isomorphic to
the standard K-group of A which we denote, for complex A also by KUi(A), and
for a real A by KOi(A). We recall also that if (A, γ) is inner graded, that is, γ is
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given by conjugation with a self-adjoint unitary from A, then Ki(A, γ) ∼= Ki(A, id)
[26]. Thus, under the assumption that chiral symmetry, when it appears, is inner,
only standard real or complex K-theory is needed to describe topological phases.
We find it however extremely useful in the following to use van Daele’s formulation
of K-theory also in the trivially graded case.
3.1. Suspensions. A grading γ on a Banach algebra A can be extended pointwise
to the cone CA := {f : [0, 1] → A : f(0) = 0} and the suspension SA = {f :
[0, 1] → A : f(0) = f(1) = 0} of A, and this is the extension we will always use.
We thus have an exact sequence of graded algebras
(1) 0→ SA→ CA→ A→ 0.
There are two natural ways to extend a real structure r from A to SA: Pointwise,
i.e. r˜(f)(t) = r(f(t)), or flip-pointwise rˆ(f)(t) = r(f(1 − t)). However, only the
pointwise extension also extends to the cone CA and thus turns (1) into an exact
sequence of C∗,r-algebras. The standard suspension of the C∗,r-algebra (A, r) is the
C∗,r-algebra (SA, r˜) and occurs as the ideal in (1). Its real subalgebra (SA)r˜ = SAr
is the ideal in the exact sequence of real C∗-algebras 0→ SAr → CAr → Ar → 0.
The boundary map in van Daele’s formulation of K-theory, which we denote β,
reads as follows. Denote ct = cos(
πt
2
) and st = sin(
πt
2
). For an OSU x ∈ Mm(A)
define ν(x) : [0, 1]→ Mm(A)⊗ˆCl1,0 to be the function
(2) t 7→ νt(x) = ct⊗ˆ1 + stx⊗ˆρ
Theorem 3.1 ([16]). Let (A, γ) be a balanced graded Banach algebra and e a
basepoint. The map β : DKe(A)→ DK1⊗ˆρ(SA⊗ˆCl1,0),
β[x] = [ν(x)ν−1(em)(1⊗ˆρ)mν(em)ν−1(x)]
is an isomorphism.
For trivially graded C∗-algebras A this reduces to the standard isomorphisms
[23]
β : KUi(A)→ KUi−1(SA), β : KOi(Ar)→ KOi−1(SAr).
For later use we recall the details in the case i = 0 where the relevant algebra is
(A ⊗ Cl1, id ⊗ st), in the complex, and (Ar ⊗ Cl1,0, id ⊗ st) in the real case. We
choose the basepoint to be e = 1⊗ρ and so to be an odd element which commutes
with any other odd element of A⊗ Cl1. Hence any OSU x of Mm(A)⊗ˆCl1,0 is of
the form x = hem where h is a self-adjoint unitary in Mm(A) and thus has the
form h = 2p− 1 for a projection p. It follows that
νt(x)ν
−1
t (em)(1⊗ˆρ)mνt(em)ν−1t (x) = cos(πt(h− 1))(1⊗ˆρ) + sin(πt(h− 1))(e⊗ˆ1)
= cos(−2πtp⊥)(1⊗ˆρ) + sin(−2πtp⊥)(e⊗ˆ1)
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As 1⊗ˆρ anticommutes with e⊗ˆ1 the loop t 7→ cos(−2πtp⊥)(1⊗ˆρ)+sin(−2πtp⊥)(e⊗ˆ1)
is osu-homotopic to
(3) Y (t) := cos(−2πtp⊥)(e⊗ˆ1)− sin(−2πtp⊥)(1⊗ˆρ)
(see also [23]). Furthermore, by identifying e⊗ˆ1 and 1⊗ˆρ with σx, σy ∈M2(C) we
obtain the expression
(4) β([x]) = [Y ], Y (t) =
(
0 e−2πitp
⊥
e2πitp
⊥
0
)
.
The upper right corner corresponds to the usual formula for the Bott map applied
to [p⊥].
4. Cyclic cohomology for graded C∗,r-algebras
4.1. Definition for graded algebras. The definition of cyclic cohomology for a
graded algebra (A, γ) can be found in [25]. It is a straightforward generalisation
of the ungraded case and follows naturally if one takes into account the sign rule
for the transposition of two elements in the graded tensor product: the sign of the
transposition a⊗ˆb 7→ b⊗ˆa is (−1)1+|a||b|. The cyclic permutation λ(n) : A⊗ˆ
n → A⊗ˆn
must then be used with an extra sign coming from the transpositions:
λ(n)(a0⊗ˆ · · · ⊗ˆan) = (−1)n+|an|(
∑n−1
i=0 |ai|)(an⊗ˆa0⊗ˆ · · · an−1).
The Hochschild complex (Cn, b) of A consists of the modules Cn of linear maps
ξ : A⊗ˆn+1 → C together with the boundary maps
b =
n+1∑
i=0
(−1)iδi
where δi : C
n → Cn+1 is given by
δif(a0⊗ˆ · · · ⊗ˆan+1) = ξ(a0⊗ˆ · · · aiai+1 · · · ⊗ˆan+1), δn+1 = (−1)n+1λδ0
with λ : Cn → Cn, λξ = ξ ◦ λ(n). The cyclic cohomology is the cohomology of
the subcomplex (Cnλ , b) of the Hochschild complex of cyclic cochains, i.e. ξ ∈ Cn
which satisfy λξ = ξ. A cyclic cochain of Cn which satisfies bξ = 0 is called a
cyclic cocycle of dimension n.
4.2. Cycles and their characters. The cyclic cohomology of algebras can be
described by means of characters of cycles. Recall from [14] that an n-dimensional
chain over an ungraded algebra A is a triple (Ω, d, ∫ ), a Z-graded algebra Ω =
⊕k∈ZΩk with differential d : Ωk → Ωk+1, an algebra homomorphism ϕ : A → Ω0,
and a graded trace
∫
: Ωn → C (or R). In the intereste of clarity we denote
this trace also by
∫
A
. A chain is a called a cycle if the trace is closed, that is,
it vanishes on the image of d. We adapt this definition to graded algebras by
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requiring in addition that Ω is Z× Z2-graded, the differential d has degree (1, 0),
ϕ preserves the Z2-grading and
∫
is graded cyclic in the sense that
(5)
∫
ωω′ = (−1)|ω|Z|ω′|Z+|ω||ω′|
∫
ω′ω
where |ω|Z is the Z-degree and |ω| is the Z2-degree of ω. With these additional
requirements (Ω, d,
∫
) is called a chain, or cycle resp., over the graded algebra A.
In the applications below the graded trace
∫
is non-trivial only on elements of a
fixed Z2-degree ν. We call this ν the parity of the chain.
The character ξ of the chain (Ω, d,
∫
) is defined to be
ξ(a0⊗ˆ · · · ⊗ˆan) :=
∫
ϕ(a0)dϕ(a1) · · · dϕ(an).
As in the ungraded case [14][Chap. III.1.α, Prop. 4] one shows that the character
of a cycle is a cyclic cocycle of dimension n and that conversely, any n-dimensional
cyclic cocycle arrises from an n-dimensional cycle in the above way.
The cyclic cohomology of C∗-algebras is too poor for the applications in solid
state physics which we have in mind. One way to overcome this problem is to
consider characters of cycles whose differential d and graded trace
∫
are perhaps
only densely defined but which still have a well-defined pairing with the K-groups
of A. Here the holomorphic functional calculus will play a role.
Recall that a unital normed complex algebra A is closed under holomorphic
functional calculus if for any x ∈ A and any function f which is holomorphic in
a neighbourhood of the spectrum of x (the set of λ ∈ C such that x − λ1 is not
invertible in the completion of A) we have f(x) ∈ A. If A is not unital then we
say that it is closed under holomorphic functional calculus if this is the case for its
unitization A+. Such algebras are called local Banach algebras [4]. This has the
following consequences.
Lemma 4.1. Let (A, γ) be a unital normed complex graded algebra whose even
part is closed under holomorphic functional calculus. If x, y ∈ F(A, γ) satisfy
‖x− y‖ < 2‖x‖−1 then there exists a smooth path [0, 1] ∋ t 7→ x(t) ∈ F(A, γ) with
x(0) = x and x(1) = y. Moreover, if A is a dense subalgebra of a C∗-algebra and x
and y self-adjoint then x(t) can be chosen in S(A, γ) and ‖x(t)−x‖ ≤ C(‖x−y‖)
for all t ∈ [0, 1] where C : R+ → R+ is a continuous function with C(0) = 0.
Proof. We follow [15][Prop. 3.2] to see that v = 1
2
(1+yx) satisfies ‖1−v‖ < 1, and
hence is invertible in the completion of A, and that vxv−1 = y. Furthermore ‖1−
v‖ < 1 implies that the spectrum of v lies in the domain of the analytic extension
to {z ∈ C : ℜz > 0} of the natural logarithm and so vt = exp(t log(1
2
(1 + yx))) is
an element of A for all t. Hence x(t) = vtxv−t is a path in A linking x = x(0) to
y = x(1). Clearly the path is arbitrarily many times differentiable in A.
We now assume that x and y are self-adjoint. This implies that they have norm
1 and that v is a normal element. Since A is closed under polar decomposition
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[4] xˆ(t) = x(t)(x(t)∗x(t))−
1
2 belongs to A and so defines a smooth path in S(A, γ)
joining x with y. Let b = ‖x−y‖. Then ‖1−v‖ ≤ b
2
and hence ‖v−1‖ ≤ 1
1− b
2
. Hence
‖vtxv−t − x‖ ≤ 2‖vt − 1‖‖v−t‖ ≤ b
1− b
2
for all t ∈ [0, 1]. Using ‖x∗(t)x(t) − 1‖ =
‖(x∗(t)− x(t))x(t)‖ ≤ ‖(x∗(t)− x(t))‖‖x(t)‖ we see that ‖(x∗(t)x(t)) 12 − 1‖ tends
to 0 if b tends to 0. Thus ‖xˆ(t)− x‖ tends to 0 if b tends to 0. 
Corollary 4.2. Let (A, γ) be a balanced complex graded C∗-algebra and A a dense
∗-subalgebra whose even part is closed under holomorphic functional calculus. As-
sume furthermore that within distance 1
2
of any OSU of A there is an OSU of
A. If two OSUs x, y of A are homotopic in S(A, γ) then there exists a continu-
ous, piecewise continuously differentiable path x(t) ∈ S(A, γ) with x(0) = x and
x(1) = y.
Proof. If two OSUs x, y of A are homotopic in S(A, γ) then there is a finite
collection (xi)i=0,··· ,N of OSUs in A such that x = x0, y = xN and ‖xi− xi+1‖ < 1.
By the assumption we may move the xi a bit so that they are OSUs of A and
‖xi − xi+1‖ < 2. Now the result follows from the last lemma. 
Definition 4.3. An n-dimensional chain (Ω, d,
∫
) over a graded C∗-algebra A with
domain algebra A is a Z × Z2-graded algebra Ω with a graded ∗-homomorphism
ϕ : A → Ω0, a densely defined differential d of degree (1, 0), a densely defined
linear functional
∫
: Ωn → C and a dense ∗-subalgebra A of A, referred to as the
domain algebra of the chain, such that
(C1) ϕ(A) lies in the domain of d.
(C2) ϕ(A)(dϕ(A))n lies in the domain of ∫ and ∫ is graded cyclic in the sense
of (5) on ϕ(A)(dϕ(A))n. If the chain is a cycle we require ∫ to vanish on
(dϕ(A))n.
(C3) The even part of A⊗ˆClk is closed under functional holomorphic calculus,
for all k ≥ 0.
(C4) In any neighbourhood of an OSU ofMn(A⊗ˆClk) there is an OSU ofMn(A⊗ˆClk),
for all n ≥ 1 and k ≥ 0.
If A is balanced we require in addition that
(C5) A contains an OSU e such that de = 0.
The character of such a cycle defines a cyclic cocycle over the domain algebra
A. It is similar to what Connes calls a higher trace in [14] for ungraded algebras,
but instead of requiring the norm estimates of [14][Chap. III.6.α, Def. 11] (see also
[28]) we require directly closedness under functional holomorphic calculus.
Note that if A is balanced then by Lemma 2.1 the conditions (C3) and (C4)
will hold for all positive k if they hold for k = 0, 1. If A is unital then A⊗ˆCl1 is
balanced and hence conditions (C3) and (C4) will hold for all positive k if they
hold for k = 0, 1, 2. We will see below that for trivially graded A condition (C4)
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follows from condition (C3). It would be interesting to know whether this is also
the case for general graded algebras.
We simplify our notation by surpressing the homomorphism ϕ, which should
not create confusion, as for all our cycles below ϕ is injective.
4.3. Extension of cycles to Mm(A)⊗ˆClk. Kassel establishes a Künneth formula
for the cyclic cohomology of graded algebras. It implies thatHCn(A⊗ˆClk) contains⊕
i+j=nHC
i(A) ⊗ HCj(Clk). He shows moreover that HC0(Clk) ∼= C and that
the (up to normalisation unique) linear map κk : Clk → C which is non-zero
only on the product of all generators ρ1 · · ·ρk provides a generator for HC0(Clk).
All further elements in HCev(Clk) are images of κ under Connes’ S-operator and
HCodd(Clk) vanishes. We use the cup product with the above generator on the
level of chains to extend characters from A to A⊗ˆClk. We normalise the generator
as follows. Let
κ =
√
2e
πi
4 ,
a square root of 2i, and
κk(ρ1 · · · ρk) = κk, κk(ρi1 · · · ρij ) = 0 if j < k.
Note that κk is a graded trace on Clk, i.e. κ(c1c2) = (−1)|c1||c2|κ(c2c1). Thus
(Clk, 0, κk) is a cycle over C. Furthermore, (Mm(C), 0,Trm) is a cycle over Mm(C)
where Trm is the standard trace on m×m matrices. We extend chains over A to
chains over Mm(A)⊗ˆClk by taking their product with the above cycles.
Definition 4.4. Let A be a graded algebra and (Ω, d, ∫ ) a chain over A. The
extension of this chain to Mm(A)⊗ˆClk is the chain (Mm(Ω)⊗ˆClk, d⊗ id,
∫ ◦Trm ◦
κk). Here d is extended toMm(Ω) entrywise and κk(ω⊗ˆc) = κk(c)ω for ω ∈Mm(Ω)
and c ∈ Clk.
We denote the character of the extension by ξ#Trm#κk where ξ is the character
of (Ω, d,
∫
), or simply also by ξ#κk, or even ξ, as its entries make clear what the
values for m and k are. We have κk#κl = κk+l.
Chains over a graded C∗-algebra A with domain algebra A are extended simi-
larily, the domain algebra for A⊗ˆClk being A⊗ˆClk.
4.4. Connes pairing with van Daele K-groups. We start by considering cycles
on a balanced graded normed algebra (A, γ). In later applications this algebra will
be the domain algebra of a graded C∗-algebra.
Lemma 4.5. Let (Ω, d,
∫
) be an n-dimensional cycle over a graded normed algebra
(A, γ). Suppose that there exists an element e ∈ F(A, γ) which satisfies de = 0.
Let t 7→ x(t) be a continuously differentiable path in F(A, γ). Then∫
(x(t)− e)(dx(t))n
does not depend on t.
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Proof. Given any derivation δ the identity x2 = 1 implies that (δx)ix = (−1)ix(δx)i
for all i ∈ N. Let z = x− e. Clearly ∫ (x− e)(dx)n = ∫ z(dz)n. Using x˙ = −xx˙x
and the graded cyclicity of
∫
we get∫
z˙(dx)n = −
∫
xx˙x(dx)n = −(−1)|x||x˙x(dx)n|
∫
x˙x(dx)nx = −
∫
z˙(dx)n
as |x|Z = 0. Hence
∫
z˙(dx)n must vanish. Furthermore, zdz + (dz)z is a total
derivative. Hence
z(dz)νdz˙ = (−1)ν(dz)νzdz˙ +R1 = (−1)ν+1(dz)ν+1z˙ +R1 +R2
where R1 and R2 are total derivatives and hence vanish under the trace
∫
. Thus∫
z(dz)νdz˙(dz)n−ν−1 = ǫ
∫
(dz)ν+1z˙(dz)n−ν−1 = ǫ′
∫
z˙(dz)n
for certain ǫ, ǫ′ ∈ {±1}. Hence the derivative of ∫ (x(t)−e)(dx(t))n w.r.t. t vanishes.

4.4.1. Pairing for balanced graded C∗-algebras.
Definition 4.6. Let (A, γ) be a unital balanced graded C∗-algebra and (Ω, d,
∫
)
an n-dimensional cycle over A with character ξ and domain algebra A. Let e ∈
S(A, γ) satisfy de = 0. The pairing of ξ with an element [x] ∈ DKe(A) is defined
to be
〈ξ, [x]〉 =
∫
Trm(x− em)(dx)n
where we take a representative x for [x] which lies in S(Mm(A), γm).
Cor. 4.2 and Lemma 4.5 guarantee that the pairing is well-defined. Indeed, the
assumptions on A assure that (Ω, d, ∫ ) restricts to a bounded cycle over A, that
the hypothesis of Cor. 4.2 are satisfied and that [x] admits a representative in
S(Mm(A), γm).
Since (x1 ⊕ x2)(d(x1 ⊕ x2))n = x1(dx1)n ⊕ x2(dx2)n the map Ve(A) ∋ [x] 7→
〈ξ, [x]〉 ∈ C is a homomorphism of semi-groups. Since the pairing with the class
of e is 0 the homomorphism induces a homomorphism of groups DKe(A) ∋ [x] 7→
〈ξ, [x]〉 ∈ C. Note that∫
Trm(x− em)(dx)n =
∫
Trmx(dx)
n
provided n > 0. In the case n = 0 the pairing is a priori only independent of the
choice of basepoint e if it is osu-homotopic to its negative.
The above formulation of the pairing does not make reference to whether we work
with complex or with real C∗-algebras. We find it very convenient, however, to
work with C∗,r-algebras where real C∗-algebras appear as subalgebras of elements
which are invariant under the real structure. The complex pairing defined for the
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C∗,r-algebra will then define by restriction to real homotopy classes a pairing with
the subalgebra of real elements.
To define pairings with higher K-groups or for trivially graded algebras we
consider tensor products with Clk and extend the cycle as in Def. 4.4. We remark
that k must be strictly larger than 1 in case A is not balanced graded.
Definition 4.7. Let (A, γ) be a (possibly trivially) graded unital C∗-algebra and
(Ω, d,
∫
) an n-dimensional (possibly unbounded) cycle over A with character ξ and
domain algebra A. Let e ∈ A⊗ˆClk be an OSU which satisfies de = 0. The pairing
of ξ with an element [x] ∈ DKe(A⊗ˆClk) ∼= K1−k(A) is, by definition, the pairing
of the extension ξ#κk with [x],
〈ξ, [x]〉 =
∫
Trmκk((x− em)(dx)n)
for x ∈ S(Mm(A⊗ˆClk), (γ ⊗ st)m).
For convenience we extend this definition to invertible odd self-adjoint elements
x by setting 〈ξ, [x]〉 = 〈ξ, [xˆ]〉 where xˆ = x|x|−1 is the spectral flattening of x.
If A is a balanced graded algebra then by Lemma 2.1 (A⊗ˆCl2, γ⊗ st) is isomor-
phic to (M2(A), γ2). We therefore have a priori two ways to pair an element of
the K-group with a character: one involves the formula with k and the other with
k + 2. That these two ways yield the same answer is the following result.
Lemma 4.8. Let A be a balanced graded algebra and e an OSI in A. Let (Ω, d, ∫ )
be an n-dimensional cycle over A and ω ∈ Ωn⊗ˆCl2. Then∫
κ2(ω) =
∫
Tr2(ψe(ω))
where ψe : Ωn⊗ˆCl2 → M2(Ω) is defined as in Lemma 2.1 with A replaced by Ωn
and Tr2 is the matrix trace.
Proof. Expand ω = ω0⊗ˆ1+ω1⊗ˆσx+ω2⊗ˆσy +ω3⊗ˆσz with ωi ∈ Ωn. Then κ2(ω) =
−iκ2ω3 = 2ω3. On the other hand
Tr2(ψe(ω)) = Tr2
(
ω0 + ω3 (ω1 − iω2)e
e((−1)|ω1|ω1 + i(−1)|ω2|ω2) e((−1)|ω0|ω0 − (−1)|ω3|ω3)e
)
= ω0 + (−1)|ω0|eω0e + ω3 − (−1)|ω3|eω3e
Now
∫
eωe = (−1)|ω|+1 ∫ ω, by graded cyclicity. Hence∫
Tr2(ψe(ω)) = 2
∫
ω3.

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Corollary 4.9. Let A be a balanced graded algebra and e an OSI in A⊗ˆClk. Let
ξ be the character of an n-dimensional cycle over A and x ∈Mm(A)⊗ˆCl2⊗ˆClk an
OSI. Then∫
Trmκ2+k((x− e˜m)(dx)n) =
∫
Trm+2κk((ψe(x)− e2m)(dψe(x))n).
where e˜ ∈ A⊗ˆCl2⊗ˆClk corresponds to e⊗ˆσz ∈ A⊗ˆCl2⊗ˆClk under the isomor-
phisms Cl2⊗ˆClk → Clk⊗ˆCl2.
Proof. We apply Lemma 4.8 to a = (x− e˜m)(dx)n ∈ Ωn⊗ˆCl2+k. The result follows
as ψe commutes with d and ψe(e˜) = e2. 
4.4.2. Pairing for nonunital algebras. If A is non-unital then its van Daele K-
group is a subgroup of the K-group of the unitization A+ of A. More precisely we
consider the exact sequence of graded C∗-algebras
0→ (A⊗ˆCl2, γ ⊗ st)→ (A+⊗ˆCl2, γ+ ⊗ st) q→ (C⊗ Cl2, id⊗ st)→ 0
and take e = 1⊗ˆσx as base point for A+⊗ˆCl2 and C⊗ Cl2. Then the elements of
DK(A) are by definition the homotopy classes [x] of OSU’s x ∈Mm(A+)⊗ˆCl2 such
that q(x) is homotopic to em. Let now ξ be a character of a cycle over (A, γ). If ξ
extends toA+, the unitization of the domain algebraA, then we may directly apply
Def. 4.6 for its pairing. If ξ does not extend to A+ then the formula makes only
sense if x−em ∈ ker q = Mm(A)⊗ˆCl2. Van Daele proves in [15][Prop. 3.7] that any
[x] ∈ DK(A) has a representive x which satisfies x− em ∈ ker q = Mm(A)⊗ˆCl2. A
closer look at his proof (based again on the construction of a holomorphic logarithm
as in the proof of Lemma 4.1) shows that any [x] ∈ DK(A) has a representive which
even satisfies x−em ∈Mm(A)⊗ˆCl2. We thus define the pairing of ξ with [x] by the
same formula as in Def. 4.6 〈ξ, [x]〉 = ∫ Tr(x− em)(dx)n but require that x is such
that x−em ∈Mm(A)⊗ˆCl2. The homotopy invariance of this pairing can be shown
in two steps: For differentiable paths in S(Mm(A)⊗ˆCl2) of the form x(t)− em we
conclude as in Lemma 4.5 that the derivative of
∫
Tr(x(t) − em)(dx(t))n w.r.t. t
vanishes. Indeed, the argument using the graded cyclicity can be employed as
x˙x(dx)n and z˙(dz)n−ν−1 lie in Mm(A)⊗ˆCl2, and furthermore the total derivatives
R1, R2 are derivatives of elements fromMm(A)⊗ˆCl2. Now in a second step we need
to make sure that if y is osu-homotopic to x and also satisfies y− e ∈Mm(A)⊗ˆCl2
then we can even find a homotopy x(t) from x to y such that x(t) − e remains
in Mm(A)⊗ˆCl2 for all t. To see this, let x(t) be a continuously differentiable
homotopy between x(0) = x and x(1) = y in S(Mm(A+)⊗ˆCl2) and consider
the path c(t) = q(x(t)) in S(Mm(C)⊗ˆCl2). The path c(t) can be represented
as
(
0 U(t)∗
U(t) 0
)
where U(t) is a continuous path of unitaries in Mm(C) which
is 1 at t = 0 and t = 1. Let W (t) =
(
U(t)
1
2 0
0 U(t)−
1
2
)
where U(t)
1
2 a square
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root of U(t) which is continuous in t for 0 ≤ t ≤ 1 and equal to 1 at t = 0. It
follows that W (t)c(t)W ∗(t) =
(
0 1
1 0
)
. Moreover, W (1) commutes with c(1) and
has eigenvalues ±1. Since Um(C) is contractible we can find a path of unitaries
V (t) ∈ M2m(C), t ∈ [1, 2] which commutes with c(1) and connects W (1) to 1 ∈
M2m(C). Let
x˜(t) =
{
s(W (t))x(t)s(W (t))∗ for 0 ≤ t ≤ 1
s(V (t))x(1)s(V (t))∗ for 1 ≤ t ≤ 2
where s : C ⊗ Cl2 → A+⊗ˆCl2 be a section, i.e. q ◦ s = id. Then x˜(t) is an
osu-homotopy between x and y which satisfies q(x˜(t)) = em for all t ∈ [0, 2].
4.4.3. Pairing for trivially graded C∗-algebras. In the context of trivially graded
A the above pairing is an adaptation of Connes pairing to van Daele’s formulation
of (complex) K-theory, as we shall see now. We begin with a couple of remarks.
If (Ω, d,
∫
) is a cycle over a trivially graded algebra then only the even part of
Ω enters into the definition of the character and so we may assume without loss of
generality that Ω is trivially graded.
If A is a graded C∗-algebra with domain algebra A then the condition that A is
closed under holomorphic functional calculus implies that the even parts of A⊗Clk
are for all positive k also closed under holomorphic functional calculus. This is
trivially the case for k = 1, follows for k = 2 from the description of the even part
as the diagonal matrices of M2(A), and for k > 2 from the fact that A ⊗ Cl1 (or
A+ ⊗ Cl1 if A is not unital) is balanced.
Furthermore, closedness under holomorphic functional calculus of A implies
(C4). Indeed, for k = 0 the condition (C4) is empty. For k = 1 any OSU of
A⊗Cl1 has the form (2p−1)⊗ρ where p is a projection. Arbitrarily close to p we
can find an element p′ ∈ A which is perhaps not a projection, but its spectrum lies
in a small neighbourhood U of the set {0, 1}. There exists a holomorphic function
f on U which is 1 near 1 and 0 near 0 and hence f(p′) is a projection and f(p) = p.
By continuity of f , f(p′) is close to f(p) and hence (2p− 1)⊗ ρ osu-homotopic to
(2p′−1)⊗ρ in A⊗ˆCl1. Finally, in the case k = 2 any OSU of A⊗Cl2 has the form(
0 U∗
U 0
)
for some unitary U ∈ A. Since the invertible elements of A are open we
find an invertible element Q ∈ A close to U . Since A is closed under functional
calculus we can polar decompose Q in A to see that Q is close to a unitary U ′ in
A. It follows that U ′ is homotopic to U in the set of unitaries of A.
To summarize, for trivially graded C∗-algebras we can replace conditions (C3)
and (C4) in Def. 4.3 by the single condition that A is closed under holomorphic
functional calculus. It seems in interesting question to ask whether this is also
true for non-trivially graded C∗-algebras.
The following result is specific to trivially graded algebras.
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Lemma 4.10. Let (Ω, d,
∫
) be an n-dimensional cycle over a trivially graded
normed algebra A. Let e ∈ F(A ⊗ Clk) with de = 0. If k + n is even then∫
Trκ((x− em)(dx)n) = 0 for all x ∈ F(A⊗ Clk, id⊗ st).
Proof. We can write (x − em)(dx)n = ω ⊗ ρ1 · · · ρk + R where R belongs to the
kernel of κk. Now the Z2-degree of (x − em)(dx)n is n + 1 (mod 2) and that of
ω ⊗ ρ1 · · · ρk equal to k, as Ω is trivially Z2-graded (one can choose it that way).
It follows that n+ 1 + k must be even or ω = 0. 
We now show that, for a trivially graded unital C∗-algebra A, the pairing of
the character of an n = 2j + 1-dimensional cycle with KU1(A) = K1(A, id) ∼=
DK1⊗σx(A ⊗ Cl2, id ⊗ st) corresponds to the usual pairing as defined by Connes
[14]. Any OSU x ∈M2(Mm(A)) ∼= Mm(A)⊗ Cl2 is of the form
x =
(
0 U∗
U 0
)
for some unitary U ∈Mm(A). Let e = 1⊗ σx =
(
0 1
1 0
)
. Then
(x− em)dx(dx)n−1 =
(
(U∗ − 1)dU 0
0 (U − 1)dU∗
)(
dU∗dU 0
0 dUdU∗
)j
=
1
2
(
(U∗ − 1)dU(dU∗dU)j − (U − 1)dU∗(dUdU∗)j)⊗ σz +R
where R lies in the kernel of κ2. U 7→
∫
Tr(U∗ − 1)dU(dU∗dU)j is the usual
pairing between unitaries and the character of the cycle and known to induce a
group homomorphism on KU1(A) [14]. In particular
∫
Tr(U − 1)dU∗(dUdU∗)j =
− ∫ Tr(U∗ − 1)dU(dU∗dU)j and, since κ2(σz) = 2 we have∫
Trmκ2((x− em)(dx)n) = 2
∫
Trm(U
∗ − 1)dU(dU∗dU)j .
Next we show that the pairing of the character of an even dimensional cycle
with KU0(A) = K0(A, id) corresponds to the usual pairing as defined by Connes
[14] if A is trivially graded unital. Recall that K0(A, id) ∼= DKe(A ⊗ Cl1, st)
where we may take e = −1 ⊗ ρ (ρ the generator of Cl1) as basepoint. Since e is
not homotopic to its negative DKe(A ⊗ Cl1, st) is the Grothendieck group of the
semigroup defined by homotopy classes of OSUs. Any OSU has the form x = h⊗ρ
where h ∈ Mm(A) is a selfadjoint unitary. The map h 7→ p = h+12 induces an
isomorphism betweenDKe(A⊗Cl1) and the standard picture for theK0-group ofA.
Then (x− em)(dx)n = (h+1)(dh)nρn+1 and hence κ1((x− em)(dx)n) = κ2p(2dp)n
provided n is even and 0 otherwise. Hence, if n is even,∫
Trκ1((x− em)(dx)n) = κ2n+1
∫
Trp(dp)n.
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4.5. Compatibility with the ∗-structure and the real structure. We now
formulate compatibility conditions on chains or cycles of C∗,r-algebras which will,
in the context of pairings with their real subalgebras, lead to criteria under which
the pairing can be non-trivial.
A (∗, r)-algebra is a ∗-algebra with a real structure r, that is, an anti-linear
∗-automorphism of order 2. An R-linear map ϕ on a (∗, r)-algebra is a (∗, r)-
morphism if ϕ(a∗) = (ϕ(a))∗ and ϕ(r(a)) = r(ϕ(a)).
Definition 4.11. A chain (Ω, d,
∫
) over a (∗, r)-algebra A is called a (∗, r)-chain
of sign s ∈ {+1,−1} if Ω is a (∗, r)-algebra, ϕ : A → Ω0 a (∗, r)-homomorphism,
d a (∗, r)-derivation and the graded trace satisfies
∫
r˜(ω)∗ = s
∫
ω
where r˜ is the real structure on Ω.
Recall that the chain has parity ν if the graded trace vanishes on elements of
parity ν + 1.
Proposition 4.12. Let (Ω, r˜, d,
∫
) be an n-dimensional (∗, r)-chain over a graded
C∗,r-algebra (A, r). Let u, x, y, z ∈ A be r-invariant odd self-adjoint elements, u
being in addition unitary. A necessary condition for
∫
z(dx)n to be non-zero is
that the sign of the cycle is (−1)n and its parity is n + 1. A necessary condition
for
∫
zu(du)n and
∑n
k=0(−1)k
∫
z(dx)ky(dx)n−k to be non-zero is that the sign of
the cycle is −1 and its parity is n.
Proof. The Z2-degree of z(dx)
n is n+1 (mod 2) and thus, if the parity of the cycle
is different from n + 1 then
∫
z(dx)n = 0. If the parity is n+ 1 then
s
∫
z(dx)n =
∫
r˜(z(dx)n)∗ =
∫
(dx)nz = (−1)n
∫
z(dx)n
from which we deduce the first claim.
The Z2-degree of zx(dx)
n is n and thus if the parity of the cycle is n then
∫
r˜((zx(dx)n)∗) = (−1)n
∫
x(dx)nz = −
∫
zx(dx)n
where we have used xdx = −dxx.
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The Z2-degree of
∑n
k=0(−1)kz(dx)ky(dx)n−k is n and if the cycle has parity n
then
n∑
k=0
(−1)k
∫
r˜
(
z(dx)ky(dx)n−k
)∗
=
n∑
k=0
(−1)k
∫
(dx)n−ky(dx)kz
=
n∑
k=0
(−1)k+n+1
∫
z(dx)n−ky(dx)k
=
n∑
k=0
(−1)k+1
∫
z(dx)ky(dx)n−k
from which we deduce the last claim. 
Recall that µ : Z→ Z is given by µ(n) = ⌊n
2
⌋.
Lemma 4.13. Consider a (∗, r)-chain of parity ν and sign s over (A, r). The
extension to (A⊗ˆClr+s, r ⊗ lr,s) is a (∗, r)-cycle of parity ν + r − s and sign
(−1)µ(r−s)+ν(r−s)s.
Proof. The parity of
∫
κr+s is the sum of the parities of
∫
and κr+s, hence equal
to ν + r − s. By definition of the real structures lr,s on Clr+s we find
lr,s(ρ1 · · · ρr+s)∗ = (−1)µ(r−s)ρ1 · · · ρr+s.
If the following expression is non-zero then ω must have parity ν and hence∫
κr+s(r˜(ω)⊗ˆlr,s(ρ1 · · · ρr+s))∗ = (−1)ν(r+s)
∫
κr+s(r˜(ω)
∗⊗ˆlr,s(ρ1 · · ·ρr+s)∗)
= (−1)µ(r−s)+ν(r−s)s
∫
κr+s(ω ⊗ ρ1 · · · ρr+s)

Corollary 4.14. Let (Ω, r˜, d,
∫
) be an n-dimensional (∗, r)-cycle over a graded
C∗,r-algebra (A, r) with parity ν and sign s. A necessary condition for its character
to pair non-trivially with DKe(A
r⊗ˆClr,s) is that s = (−1)µ(r−s)+n(r−s+1) and ν =
n+ 1− r + s.
Proof. By Lemma 4.13 the extension of the cycle to Ar⊗ˆClr,s has parity ν + r− s
and sign (−1)µ(r−s)+ν(r−s)s. The result follows now from Prop. 4.12, taking into
account that ν(r − s) = n(r − s). 
Note that (−1)µ(i)+n(i+1) = −(−1)µ(i+2)+n(i+2+1). Hence if 〈ξ,DK(Ar⊗ˆClr,s)〉 6=
0 then 〈ξ,DK(Ar⊗ˆClr′,s′)〉 = 0 where r′ + s′ = r + s± 2. For trivially graded real
algebras we get the following stronger conditions.
Corollary 4.15. Let A be a trivially graded C∗,r-algebra. Necessary conditions for
an n-dimensional (∗, r)-cycle of parity ν and sign s over A to pair non-trivially
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with KOi(A
r) are that s = (−1)µ(1−i)+i and n+ i is even. In particular, when these
conditions are met the cycle pairs trivially with KOi+k(A
r) for k /∈ 4Z.
4.6. Examples of pairings. We discuss a variety of simple examples.
4.6.1. Trace on C. Consider the C∗,r-algebra (C, c) with trivial grading. One easily
sees that (C, 0, id) is a 0-dimensional (∗, r)-cycle of even parity and sign +1 over
(C, c). Since C is trivially graded only pairings with even K-group elements may
be non-zero.
We pair with KU0(C) = DKe(C⊗Cl1). Let ρ be the generator of Cl1 and choose
e = −1⊗ ρ as base point. Any OSU is of the form x = h⊗ ρ for some self-adjoint
unitary h ∈Mm(C) which we can write as h = 2p−1 with some projection p. Thus
the character ξ of (C, 0, id) pairs as 〈ξ, [x]〉 = κ2Tr(p). Absorbing the constant 2κ
we denote
ch0 =
1
2κ
ξ
calling it the standard chern character on C. Then 〈ch0, KO0(R)〉 = Z.
We consider pairings with the even KO-groups of the real subalgebra R. As
(−1)µ(0) = +1 pairings with elements of KOi(R) for i = 2 and 6 have to vanish by
Cor. 4.15. This is to be expected as KO2(R) is pure torsion and KO6(R) = 0.
For pairings with elements ofKO0(R) = DK1⊗ρ(R⊗Cl1,0) the analysis is exactly
as in the complex case 〈ch0, [x]〉 = Tr(p) where x = (2p−1)⊗ρ, the only difference
being that p is a projection in Mm(R). In particular, 〈ch0, KO0(R)〉 = Z.
Finally we consider pairing with elements from KO4(R) ∼= DK(R⊗ Cl0,3). Let
e = 1⊗ˆρ ∈ Cl2⊗ˆCl1. By Lemma 2.1 the isomorphism ψe : (Cl2⊗ˆCl1, st ⊗ st) →
(M2(C)⊗Cl1, id2⊗st) intertwines the real structure l0,2⊗l0,1 with the real structure
h ⊗ l1,0 where h = Adσy ◦ c. Thus KO4(R) ∼= DK1⊗ρ(H ⊗ Cl1,0) where H =
M2(C)
h is the (trivially graded) algebra of quaternions. The pairing is given now
by 〈ch0, [x]〉 = Tr(P ) where P = 12(ψe(x) + 1) is a projection in Mm(H). Mm(H)
contains only projections of even rank as any eigenvalue of a self-adjoint element in
M2m(C) which is invariant under hm has to be evenly degenerate (this is Kramer’s
degeneracy in physics). Thus 〈ch0, KO4(R)〉 = 2Z.
4.6.2. Winding number cycle. A simple (trivially graded) example of a chain is
given by (Ω([0, 1]), d[0,1],
∫
[0,1]
), where Ω([0, 1]) are the differential forms on the
closed interval [0, 1], d[0,1] the exterior derivative, and
∫
[0,1]
the integral over 1-
forms, normalized so as
∫
[0,1]
dt = 1. It is a 1-dimensional chain over C([0, 1]) with
domain algebra C1([0, 1]). On the subalgebra of functions which vanish satisfy
f(1) = f(0) the integral is closed and hence the chain restricts to a cycle over
C(S1). It can pair non-trivially only with odd K-group elements.
We consider its pairing with KU1(C(S
1)) = DKσx(C(S
1)⊗ Cl2). Upon writing
an OSU x ∈ C(S1)⊗Cl2 as x =
(
0 U∗
U 0
)
, with some unitary U(t) in Mm(C), we
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obtain for the pairing of the character ξ of the above cycle with [x],
〈ξ, [x]〉 =
∫
[0,1]
Trmκ2((x− em)dx) = 2
∫ 1
0
Trm((U(t)
∗ − 1)U ′(t))dt.
We recognise this as 4πi times the winding number of the determinant of U which
is why we normalize W := 1
2πκ2
ξ and call the above cycle the winding number
cycle. As a result 〈W, KU1(C(S1))〉 = Z. Since C(S1) is the unitization of the
suspension SC = C0((0, 1),C) of C the above cycle is also a cycle for SC.
There are two important real structures on C(S1), point-wise complex conjuga-
tion c(f) = f and the composition of the latter with the automorphism induced
by a reflection t 7→ 1− t, cˆ(f)(t) = f(1− t). They both restrict to the suspension
SC and the real subalgebra of (SC, c) is the (standard) suspension SR of R, while
the real subalgebra of (SC, cˆ) is, by definition, the dual suspension S˜R of R.
Let us consider first the real structure c given by point-wise complex conjugation.
It is rather straighforward to see that by putting on Ω([0, 1]) the real structure
given by point-wise complex conjugation the cycle becomes a (∗, r) cycle of sign +1.
We consider its pairings with elements of the real K-groups KOi(C(S
1)c). There
are four cases to consider, and Cor. 4.15 predicts that only two are potentially non-
trivial, namely those for which (−1)µ(1−i) = −1, that is, i = −1 and i = 3. This can
be understood on a more elementary level if one considers the characterisation of
the KO-group elements via constraints on the unitary U [26, 7]: If i = 1 then U(t)
must be real and hence its determinant must be constant and so cannot have a non-
trivial winding number (a similar argument involving quaternions holds for i = 5).
If i = −1 then U(t) = U(t)∗. This condition does not prevent the determinant to
have trivial winding number, it is, for instance, satisfied by U(t) = e2πit and hence
we see that
〈W, KO−1(C(S1,R))〉 = Z.
If i = 3 then U(t) = −U(t)∗. This implies that the dimension of U(t) has to be
even and det(U − λ1) = det(U − λ1) = (−1)2m det(U∗ + λ1) = det(U + λ1), and
hence that with λ(t) also −λ(t) is an eigenvalue of U(t). Since both have the same
winding number we see that the winding number of U must be even. Thus
〈W, KO3(C(S1,R))〉 = 2Z.
Let us now consider the real structure cˆ defining the twisted suspension S˜R. As
df = ∂tfdt we have dcˆ(f) = −cˆ(∂tf)dt. In order for the differential to commute
with the real structure ˜ˆc we thus need to set
˜ˆc(fdt) = −cˆ(f)dt.
In other words, ˜ˆc-invariant 1-forms are of the form ifdt where f ∈ S˜R. It follows
that (Ω([0, 1]), ˜ˆc, d[0,1],
∫
[0,1]
) is a (∗, r)-cycle of sign s = −1.
Cor. 4.15 predicts now that the pairing is only non-trivial for odd i which satisfy
(−1)µ(1−i) = 1, that is, i = 1 and i = 5. The elements of KO1(S˜R) correspond to
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unitaries satisfying U(t) = U(1 − t), a condition which is satisfied by U(t) = e2πit
and hence
〈W, KO1(S˜R)〉 = Z.
4.7. Suspension of cycles. Given a C∗-algebra A, the algebra SA = C0((0, 1), A)
is called the suspension of A. It is a subalgebra of the unital algebra C([0, 1], A).
Let (Ω, d,
∫
) be an n-dimensional chain of parity ν over a graded C∗-algebraA. One
can extend this chain to an n+1-dimensional chain of parity ν over C([0, 1], A) ∼=
A⊗C([0, 1]). For that we consider the (graded) product of (Ω, d, ∫ ) with the chain
discussed above to obtain (Ω ∧ Ω([0, 1]), ds, ∫
C([0,1],A)
) where
ds(ω ∧ µ) = dω ∧ µ+ (−1)|ω|Zω ∧ d[0,1]µ∫
C([0,1],A)
(ω ∧ µ) =
∫
ω
∫
[0,1]
µ.
Here Ω∧Ω[0,1] is the graded tensor product w.r.t. the Z-degree and hence (ω∧µ)∗ =
(−1)|ω|Z|µ|Zω∗ ∧ µ∗. The character of the extended chain is denoted by ξ[0,1]. It is
given by
(6) ξ[0,1](f0, · · · , fn+1) =
n∑
k=0
(−1)k
∫ 1
0
∫
f0df1 · · · dfk∂tfk+1dfk+2 · · · dfn+1dt.
This expression can only be non-trivial if the dimension n of the cycle (Ω, d,
∫
)
has the same parity as the cycle.
When (Ω, d,
∫
) is a cycle then the above extension chain restricts to a cycle on
SA := C0((0, 1), A), the so-called suspension cycle.
Let C∞([0, 1],A) be the dense subalgebra of continuous, piecewise smooth func-
tions from [0, 1] into A which vanish at the end points. This is a domain algebra
for the suspension of the original cycle. Indeed, (C1) and (C2) are directly shown
and (C3) follows as C∞([0, 1],B) is, for any complex algebra B which is closed
under holomorphic functional calculus, also closed under holomorphic functional
calculus. To see that it satisfies (C4) let f ∈ SA and so f is a continuous func-
tion with values in SA. Let b > 0. We can partition [0, 1] into intervals [ti, ti+1],
0 = t0 < t1 · · · tN = 1 such that for all t ∈ [ti, ti+1] we have ‖f(t) − f(ti)‖ < b.
Since A is a domain algebra, there are f˜i ∈ S(A, γ) such that ‖f˜i − f(ti)‖ < b.
By Lemma 4.1 there is a smooth path f˜i(s) from f˜i = f˜i(0) to f˜i+1 = f˜i(1) in
S(A, γ) such that ‖f˜i(s)− f˜i‖ ≤ C(3b) for all s ∈ [0, 1] where C : R+ → R+ is a
continuous function with C(0) = 0. Concatenating the paths f˜0, · · · , f˜N−1 to one
path f˜ yields a continuous, piecewise smooth loop in S(A, γ) which has distance
supt ‖f˜(t)− f(t)‖ ≤ 3b+ C(3b) from f . This proves (C4).
If ξ is the character of the original cycle then we denote by ξS the character of
its suspension.
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If A is a C∗,r-algebra then the suspension of an n-dimensional (∗, r)-cycle is an
n+ 1-dimensional (∗, r)-cycle with the same sign and parity.
Corollary 4.16. Let (Ω, r˜, d,
∫
) be an n-dimensional (∗, r)-chain over a balanced
graded C∗,r-algebra (A, r) with parity ν and sign s. Let ξ be its character and ξ[0,1]
its extension. If
s = (−1)n+1 or ν = n mod 2
then
∫
z(dx)n = 0 for all odd self-adjoint elements x, z ∈ Ar. If
s = +1
then
∫
zu(du)n = 0 for all odd self-adjoint elements u, z ∈ Ar, u unitary, and
ξ[0,1](f, · · · , f) = 0 for any odd self-adjoint f ∈ C1([0, 1], Ar).
Proof. This follows from (6) and Prop. 4.12 upon taking x = f(t), z = x − em,
and y = f˙(t). 
The following lemma is a generalisation to graded C∗-algebras of Pimsner’s
formula [31].
Lemma 4.17. Let A be a graded complex C∗-algebra and ξ be the character of a
n-dimensional cycle (Ω, d,
∫
A
) over A. Then
〈ξS, β[x]〉 = cn〈ξ, [x]〉
where
cn = (−1)n+1κπ(n+ 1)αn,n, αn,n =
∫ 1
0
sinn(πt)dt
Proof. We first need the following observation: If e is an OSU in A and w a even
unitary in A then [wew−1] = −[w−1ew] as elements in DKe(A). Indeed, w⊕w−1 is
homotopic to 1⊕1 in the set of even unitaries of A, and therefore wew−1⊕w−1ew
osu-homotopic to e ⊕ e, which represents the neutral element in DKe(A). Using
this we obtain from Theorem 3.1
β[x] = −[Z], Z = ν(em)ν−1(x)(1⊗ˆρm)ν(x)ν−1(em).
We abbreviate wt = νt(x) and rt = νt(em) where ν is given in (2). Taking into
account that x⊗ˆ1 and 1⊗ˆρm anticommute,
bt := w
−1
t (1⊗ˆρm)wt = 1⊗ˆρm(ct⊗ˆ1 + x⊗ˆρmst)2 = c2t⊗ˆρm − xs2t⊗ˆ1.
A direct calculation shows that Z˙ = rt
(
r−1t r˙tbt + b˙t − btr−1t r˙t
)
r−1t . Hence
Z(dsZ)n+1 =
n∑
k=0
rt
(
bt(dbt)
k(r−1t r˙tbt + b˙− btr−1t r˙t)dt(db)n−k
)
r−1t
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When applying the graded trace
∫
then, by graded cyclicity, the conjugation with
rt simply drops out. Furthermore r
−1
t r˙t =
π
2
em⊗ˆρm and b˙t = −π(xc2t⊗ˆ1 + s2t⊗ˆρ)
so that (
r−1t r˙tbt + b˙t − btr−1t r˙t
)
= π
(
c2t(e− x)⊗ˆ1 + (xe + ex
2
− 1)s2t⊗ˆρ
)
Now all terms which are even powers in ρ lie in the kernel of κ1. Furthermore, not
counting the derivatives dx, all terms with even powers of x yields terms which are
total derivatives, because x2 = 1, an identity which can be used after permuting x
with dx or permuting x cyclicly.Thus the only terms from bt(dbt)
k([r−1t r˙t, bt] + b˙)
are not in the kernel of
∫ s
κ1 are
π(c2t⊗ˆρ)(dbt)k(−xc2t⊗ˆ1)− π(xs2t⊗ˆ1)(dbt)k(−s2t⊗ˆρ) = π(x⊗ˆ1)(dbt)k(1⊗ˆρ)
where we have used (1⊗ˆρ)(dbt)k(x⊗ˆ1) = (−1)k+1(dbt)k(x⊗ˆ1)(1⊗ˆρ) = −(x⊗ˆ1)(dbt)k(1⊗ˆρ).
We thus get, using dbt = −s2tdx⊗ˆ1,∫
C([0,1],A)
κ1
(
Z(dsZ)n+1
)
= π
n∑
k=0
∫
C([0,1],A)
κ1
(
(x⊗ˆ1)(dbt)k(dt⊗ˆρ)(dbt)n−k
)
= π
n∑
k=0
∫
C([0,1],A)
κ1
(
(−s2t)nx(dx)ndt⊗ˆρ
)
= κπ(n+ 1)
∫ 1
0
sinn(πt)dt
∫
A
x(dx)n
For the second equality we used that dt anticommutes with dx as the latter has
Z-degree 1 while 1⊗ˆρ anticommutes with dx⊗ˆ1 because the latter has Z2-degree
1. Since 〈ξ, [x]〉 = ∫ x(dx)n and 〈ξS, β[x]〉 = − ∫
C([0,1],A)
κ1
(
Z(dsZ)n+1
)
we arrive
at
cn = (−1)n+1κπ(n + 1)
∫ 1
0
sinn(πt)dt.

The integral in the definition of cn is given by
(7) αn,n =
∫ 1
0
sinn(πt)dt =


1
2n
(
n
n
2
)
if n is even
2n
nπ
(
n−1
n−1
2
)−1
if n is odd
.
5. A torsion valued pairing with Kn(A
r, γ)
Connes pairing is additive and takes values in the linear space C. In particular
we have 〈ξ, [x]〉 = 1
2
〈ξ, 2[x]〉 showing that the pairing must vanish on 2-torsion
elements. We now provide a construction which is geared to see such torsion
elements.
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5.1. General construction. Consider a unital inclusion ϕ of (real or complex)
balanced graded C∗-algebras
B
ϕ→֒ B˜.
The relative cone of the inclusion is the algebra
C(ϕ) = {f ∈ C([0, 1], B˜)|f(0) ∈ 0, f(1) ∈ ϕ(B)}
It fits into the short exact sequence
0→ SB˜ i→ C(ϕ) ev1→ B → 0
which gives rise to the LES (6 periodic in the complex and 24-periodic in the real
case)
Ki(SB˜)
i∗→ Ki(C(ϕ)) ev1∗→ Ki(B) δ→ Ki−1(SB˜)→ · · ·
and when followed by the inverse of the Bott isomorphism β : Ki(B˜)→ Ki−1(SB˜)
the boundary map δ becomes the map induced on K-theory by ϕ
Ki(B)
ϕ∗→ Ki(B˜)
‖ ↓ β
Ki(B)
δ→ Ki−1(SB˜)
We formulate a vanishing condition for characters ξ˜ of chains over B˜.
(V) For any m and differentiable function g : [0, 1]→ S(Mm(ϕ(B)))
ξ˜[0,1]#Trm(g, · · · , g) = 0.
In the following we suppose that B contains a basepoint e which is homotopic to
its negative in S(B).
Definition 5.1. Let ϕ : B → B˜ be a unital inclusion. Let (Ω, d, ∫
B˜
) be an n-
dimensional chain with character ξ˜ over a graded C∗-algebra B˜ which satifies (V).
Suppose that B contains a basepoint e which is homotopic to its negative in S(B)
and satisfies dϕ(e) = 0. The torsion valued pairing is given by the homomorphism
∆ϕ
ξ˜
: kerϕ∗ ∩DKe(B)→ C/〈ξ˜#κ1, DKϕ(e)(B˜⊗ˆCl0,1)〉
∆ϕ
ξ˜
([x]) ≡ c−1n ξ˜[0,1]#Trm(F − ϕ(e)m, · · · , F − ϕ(e)m)
where x ∈ S(Ml(B) ⊗ Clr,s) and F is a continuous path from ϕ(e)m to ϕ(x) ⊕
ϕ(e)m−l in S(Mm(B˜)), for some m ≥ l.
Here ≡ means equality in the quotient group, that is, the value is to be under-
stood modulo the subgroup 〈ξ˜#κ1, DKϕ(e)(B˜⊗ˆCl0,1)〉. We deduce from (6) that
∆ϕ
ξ˜
can only be non-trivial if the dimension and the parity of the chain (Ω, d,
∫
B˜
)
coincide.
We argue why ∆ϕ
ξ˜
is well defined: kerϕ∗ is generated by elements whose rep-
resentatives x belong to S(Ml(B)) for some l and such that ϕ(x) ⊕ ϕ(e)m−l is
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homotopic to ϕ(e)m in S(Mm(B˜)), for some m ≥ l. F is such a homotopy. If we
take a different homotopy F ′ then the composition of F with F ′ run backwards
yields a loop L with values in S(Mm(B˜)) starting at ϕ(e)m, and hence its homo-
topy class [L] defines an element of DKϕ(e)(SB˜). The ambiguity is thus given by
c−1n ξ˜[0,1]#Trm(L− em, · · · , L− em) which is an element of c−1n 〈ξ˜[0,1], DKϕ(e)(SB˜)〉.
Now
〈ξ˜[0,1], DKϕ(e)(SB˜)〉 = 〈ξ˜[0,1]#κ2, DKϕ(e)(SB˜⊗ˆCl1,1)〉
= 〈ξ˜[0,1]#κ1#κ1, DKϕ(e)(SB˜⊗ˆCl0,1⊗ˆCl1,0)〉
= cn〈ξ˜#κ1, DKϕ(e)(B˜⊗ˆCl0,1)〉
The ambiguity is thus taken care of by moding out 〈ξ˜#κ1, DKϕ(e)(B˜⊗ˆCl0,1)〉.
If we take another representative x′ which is homotopic to x then we can prolong
F inS(Mm(ϕ(B))) from x to x
′ and condition (V) insures that this does not change
the value of ξ˜[0,1]#Trm(F − em, · · · , F − em).
We apply the above to two particular cases, an even and an odd one. They
naturally occur if we have a C∗,r-algebra.
5.2. Even torsion valued pairing. Let B be a real graded C∗-algebra and BC =
B ⊗R C its complexification. On BC we consider the real structure c given by
complex conjugation on the second factor. Then, of course, B is the real sub-
algebra of (BC, c). Let
B˜ = B⊗ˆCl0,1
and j : B →֒ B⊗ˆCl0,1 be given by
j(b) = b⊗ˆ1.
Theorem 5.2. Let B be a real graded C∗-algebra and (Ω, d,
∫
B
) an n-dimensional
(∗, r)-cycle over BC with character ξ. Let ξ˜ = ξ#κ1 be its extension to B⊗ˆCl1.
Suppose that B contains a basepoint e which is homotopic to its negative in S(B)
and satisfies de = 0. Then ∆j
ξ˜
: ker j∗ ∩DKe(B)→ C/〈ξ#κ2, DKe(B⊗ˆCl0,2)〉
∆j
ξ˜
([x]) ≡ c−1n ξ[0,1]#κ1#Trm(F − em⊗ˆ1, · · · , F − em⊗ˆ1)
where F is a OSU-homotopy in Mm(B)⊗ˆCl0,1 between em⊗ˆ1 and x⊗ˆ1, is a well-
defined homomorphim. Necessary conditions for ∆j
ξ˜
to be non-trivial are that the
dimension n, parity ν, and sign s of (Ω, d,
∫
) satisfy
(8) s = (−1)ν and ν = n + 1 mod 2.
Moreover, under these conditions 〈ξ,DKe(B)〉 = 0.
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Proof. We first show (V). Indeed, κ1 vanishes on the image of j. Therefore ξ˜
vanishes on the image of j which implies (V).
By Lemma 4.13 the extension ξ˜ = ξ#κ1 has dimension n, parity ν + 1, and
sign (−1)ν+µ(−1)s on B⊗ˆCl0,1. We deduce from (6) that, if n has parity different
from ν + 1 then the expression ξ˜[0,1](f, · · · , f) vanishes. It then follows from from
Cor. 4.16 (applied to ξ˜) that if (−1)νs = −1 then ξ˜[0,1](f, · · · , f) vanishes.
Finally we conclude from Cor. 4.16 applied to ξ that under the above conditions
〈ξ,DKe(B)〉 = 0. 
5.3. Odd torsion valued pairing. Let again B be a real C∗-algebra but B˜ = BC
be its complexification. Viewed differently, we can start with a complex C∗,r-
algebra (B˜, r) and set B = B˜r. Let c : B → B˜ be the complexification map
c(b) = b.
Theorem 5.3. Let B be a real graded C∗-algebra and (Ω, d,
∫
) an n-dimensional
(∗, r)-cycle over BC with character ξ˜. Suppose that B contains a basepoint e which
is homotopic to its negative in S(B) and satisfies de = 0. If the sign satisfies
s = +1, then ∆c
ξ˜
: ker c∗ ∩DKe(B)→ C/〈ξ˜#κ1, DKe(BC⊗ˆCl1)〉
∆c
ξ˜
([x]) ≡ c−1n ξ˜[0,1]#Trm(F − em, · · · , F − em)
where F is an OSU-homotopy in Mm(BC) between em and x, is a well-defined
homomorphim. A necessary condition for ∆c
ξ˜
to be non-trivial is that the dimension
n and the parity ν of the cycle satisfy
(9) ν = n mod 2.
Moreover, under these conditions 〈ξ˜, DK(B)〉 = 0.
Proof. By Cor. 4.16 the first condition s = +1 implies that the vanishing condition
(V) is satisfied for the inclusion B
c→֒ BC. Condition (9) is necessary for the non-
vanishing of ξ˜[0,1](f, · · · , f) where f is an odd self adjoint differentiable function
with values in BC (f is not necessarily real). It also implies that 〈ξ˜, DKe(B)〉 =
0. 
We discuss furtherdown that ker c∗ = imj∗ and that 2DK(B) ⊂ ker j∗. Hence
ker c∗ contains only 2-torsion elements.
5.4. The torsion valued pairings for the algebra R. As a simple application
we show that the torsion part of the K-theory of R can be detected by the torsion
valued pairings, notably the odd pairing is non-trivial on K1(R) and the even
pairing is non-trivial on K2(R) = Z2. For that we use the up to normalisation
only non-trivial cycle (Ω, d,
∫
) = (C, 0, id) over C, its character is ξ = id.
We have K1(R) = DK(M2(R) ⊗ Cl1,1) ∼= Z2 and e = σz ⊗ σx is a basepoint
which is homotopic to its negative. The generator of DK(M2(R)⊗ Cl1,1) is given
by the class of x = 12 ⊗ σx. Let Σ = 12 ⊗ σy. Then the concatination of the two
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paths, F1(t) = cos(
π
2
t)e + sin(π
2
t)Σ with F2(t) = cos(
π
2
t)Σ + sin(π
2
t)x, provides a
homotopy from e to x in M2(C)⊗ Cl2. Thus [x] lies in the kernel of c∗ and
∆cid([x]) ≡ c−10
∫ 1
0
Tr2#κ2(F1(t)F˙1(t) + F2(t)F˙2(t))dt
=
κ−1
2
Tr2#κ2(σz ⊗ σxσy + 12 ⊗ σyσx) = −κ
The subgroup to be devided out is given by the values of
κ−1
π
∫ 1
0
Tr2#κ2(F (t)F˙ (t))dt
where F : [0, 1] → M2(C) ⊗ Cl2 is an osu-valued loop. In particular, F has the
form
F (t) =
(
0 Z(t)
Z∗(t) 0
)
where Z(t) ∈M2(C) is a unitary loop. Then∫ 1
0
Tr2#κ2(F (t)F˙ (t))dt =
∫ 1
0
Tr2#Tr2
(
12 0
0 −12
)(
Z(t)Z˙∗(t) 0
0 Z∗(t)Z˙(t)
)
dt
= 2
∫ 1
0
Tr2Z(t)Z˙
∗(t)dt = −4πiW(Z)
where W (Z) is the winding number of Z. Thus we mod out the group 2κZ and
the odd torsion valued pairing is injective.
We have K2(R) = DK(M2(R) ⊗ M2(R) ⊗ Cl0,1) ∼= Z2 and take as basepoint
e = σz ⊗ σy ⊗ ρ1 where ρ1 is the generator of Cl1 (hence σy ⊗ ρ1 ∈M2(R)⊗Cl0,1).
Again e is homotopic to its negative. A generator of K2(R) is given by the class
of x = 12 ⊗ σy ⊗ ρ1. Let Σ = 12 ⊗ σy ⊗ ρ2 where ρ2 is the second generator of
Cl2. Hence Σ ∈ M2(R) ⊗ M2(R) ⊗ Cl0,2. Again the concatenation of F1(t) =
cos(π
2
t)e+sin(π
2
t)Σ with F2(t) = cos(
π
2
t)Σ+ sin(π
2
t)x yields a homotopy from e to
x in M2(R)⊗M2(R)⊗ Cl0,2. Thus [x] ∈ ker j∗ and, similar to the above,
∆jid([x]) ≡ c−10
∫ 1
0
Tr2#κ2(F1(t)F˙1(t) + F2(t)F˙2(t))dt
≡ κ
−1
2
Tr4#κ2(σz − 1)⊗ 12 ⊗ ρ1ρ2 = 2κ
The subgroup to be devided out is generated by the values of κ
−1
π
∫ 1
0
Tr2#κ2(F (t)F˙ (t))dt
where F : [0, 1]→M2(R)⊗Cl0,2 is an osu-value loop which also in this case must
have the form F (t) =
(
0 Z(t)
Z∗(t) 0
)
so that these values are given by −4πiW(Z).
But now the reality condition F (t) ∈M2(R)⊗ Cl0,2 implies that Z(t) has to be a
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unitary in M2(C) which satisfies
Z(t) = −Z∗(t)
(entrywise complex conjugation). In particular, the spectrum of Z is invariant
under mutliplication with −1. Thus its winding number must be even. It follows
that we mod out the group 4κZ and the even torsion valued pairing is injective as
well.
5.5. Definition of Property Y . The simplest way to construct an OSU-valued
homotopy between two OSUs x and x′ is to find a third OSU y which anti-
commutes with x and with x′. Indeed, with c(t) = cos(π
2
t) and s(t) = sin(π
2
t),
the path Fx,y(t) := c(t)x + s(t)y is an OSU-homotopy between Fx,y(0) = x and
Fx,y(1) = y and so its concatenation with Fy,x′ provides a homotopy between x
and x′. This will be the basis of the explicit formulae we develop below for the
even and odd torsion valued pairing where, for abstract K-theoretic reasons, such
an extra OSU y always exist. Moreover, in the context of insulators y can be
interpreted as an extra symmetry.
Definition 5.4. Let (A, r) be a graded C∗,r-algebra. We say that an element x ∈
S(Ar) satisfies property Y (±), if iAr contains a self-adjoint unitary Σ(±) of degree
± such that
xΣ(±) = ±Σ(±)x.
If e is a base point in Ar such that also eΣ(±) = ±Σ(±)e we say that x satisfies
Y
(±)
e .
Σ(+) is an even imaginary self-adjoint unitary which commutes with x. Σ(−)
is an odd imaginary self-adjoint unitary which anti-commutes with x. We call
Σ(±) the generator of an extra symmetry of x. We emphazise that Σ(±) will not
commute or anti-commute with all elements of the homotopy class of x, an extra
symmetry is thus not a protecting symmetry of the topological phase.
Lemma 5.5. Let (A, r) be a balanced graded C∗,r-algebra with base point e.
• If x ∈ S(Ar) satisfies property Y (+)e , then x ⊗ 1 is homotopic to e ⊗ 1 in
S(Ar⊗ˆCl0,1) and hence j∗([x]) = 0.
• If x ∈ S(Ar) satisfies property Y (−)e , then x is homotopic to e in S(A) and
hence c∗([x]) = 0.
Proof. Σ(+) ⊗ ρ belongs to S(Ar⊗ˆCl0,1) and anticommutes with x⊗ 1 and e⊗ 1.
By the standard argument this means that Σ(+) ⊗ ρ is homotopic to x ⊗ 1 and
e⊗ 1 in S(Ar⊗ˆCl0,1).
Σ(−) belongs to S(A) and anticommutes with x and y. By the standard argu-
ment this means that it is homotopic to x and e in S(A). 
Corollary 5.6. The kernel ker j∗ contains 2DK(A
r). In particular imj∗ contains
only 2-torsion elements.
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Proof. Let [x] ∈ DK(Ar). Then 2[x] has a representative of the form
(
x 0
0 x
)
which
commutes with the imaginary self adjoint unitary
(
0 −i
i 0
)
and hence satisfies
Y
(+)
e2 . 
5.6. The exact sequence relating j∗ and c∗. Let B be a graded real C
∗-algebra
and r : BC = B + iB →M2(B) be given by
r(a+ ib) =
(
a −b
b a
)
.
r is a unital homomorphism of graded real C∗-algebras referred to as realification
(or forgetting the complex structure). It hence induces a homomorphism r∗ on K-
theory. Composed with the Bott isomorphism b = β2 and together with j∗ and c∗ it
forms an exact sequence relating the K-theory of B to that of its complexification
BC.
Theorem 5.7. Let B be a graded real C∗-algebra. The following sequence is exact.
· · · → Ki+2(BC) r∗◦b
−1→ Ki(B) j∗→ Ki+1(B) c∗→ Ki+1(BC)→ · · ·
This theorem, attibuted to Wood and Karoubi in [39] (in the commutative
case), has been proven for trivially graded C∗-algebras in [5, 6] and generalised to
equivariant KK-theory in [40] where however the map in the middle is given by
Kasparov multiplication with the generator of K1(R). Guerin provides a proof for
graded C∗-algebras in which he identifies the map in the middle with j∗ [21].
Recall thatKi(A) is defined as DKe(A⊗ˆClr,s) where r−s = 1−i. We can always
choose r large enough so that A⊗ˆClr,s contains an OSU e which is homotopic to
its negative. Recall that a differential d of a cycle over A extends to a differential
on Mm(A)⊗ˆClr,s using the identity on the right factor and entrywise extension to
matrices. In the same way the maps r, j, and c extend to Mm(A)⊗ˆClr,s. Note
that d commutes with r, j, and c.
Proposition 5.8. Let A be a graded real C∗-algebra. Suppose that A⊗ˆClr,s con-
tains a basepoint e which is homotopic to its negative. Let d be a differential of a
cycle over A.
(1) Any element of ker j∗ ∩DKe(A⊗ˆClr,s) admits a representative which satis-
fies property Y +e . Moreover, the corresponding generator Σ
(+) can be chosen
to satisfy dΣ(+) = 0.
(2) Any element of ker c∗ ∩ DKe(A⊗ˆClr,s) admits a representative which sat-
isfies property Y −. The corresponding generator Σ(−) can be chosen to
satisfy dΣ(−) = 0. If moreover e = e′⊗ˆ1 for some e′ ∈ A⊗ˆClr,s−1 then the
representative satisfies property Y −e .
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Proof. By Theorem 5.7 ker j∗ = imr∗. Since e is homotopic to its negative any
element of ker j∗ is represented by an OSU r(z), for some OSU z inMm(AC)⊗ˆClr,s.
Furthermore, viewing e as an element of AC we have r(e) = e2. Clearly z and em
commute with i1m ⊗ 1 ∈ Mm(AC)⊗ˆClr,s, where 1m is the unit matrix in Mm(C).
Thus Σ(+) := ir(i1m) is an imaginary self-adjoint unitary which commutes with
r(z) and r(em) = e2m. Furthermore, dΣ
(+) = ir(id1m) = 0.
By Theorem 5.7 ker c∗ = imj∗. Therefore any element of ker c∗ is represented
by an OSU j(z) = z⊗ˆ1, for some OSU z in Mm(A)⊗ˆClr,s−1. Clearly z⊗ˆ1 anti-
commutes with the imaginary odd self-adjoint unitary Σ(−) := i1m⊗ˆρ (ρ is the
generator of Cl1) and so satisfies property Y
−. We have dΣ(−) := id1m⊗ˆρ = 0. If
em = e
′
m⊗ˆ1 then also em commutes with i1m⊗ˆρ. 
5.7. Formulae for torsion valued pairing. We derive now formulae for the
torsion valued pairings related to the character ξ˜ of a cycle (Ω, d,
∫
) over a unital
C∗-algebra B˜.
Let F : [0, 1]→ S(B˜) be a continuous path from F (0) = E to F (1) = X where
we suppose that dE = 0. We want to compute
ξ˜[0,1](F −E, · · · , F − E) =
∫
C([0,1],B˜)
(F −E)(dsF )n+1.
The integral can be split into two summands, because ξ˜ is densely defined on B˜.
Using FdF = −(dF )F we obtain for the first summand∫
C([0,1],B˜)
F (dsF )n+1 = (n+ 1)
∫ 1
0
∫
B˜
FF˙ (dF )ndt
where F˙ is derivative w.r.t. t. Using dE = 0 the second summand is the boundary
term
(10)∫
C([0,1],B˜)
E(dsF )n+1 =
∫
C([0,1],B˜)
ds(EF (dsF )n) =
∫
B˜
EF (dF )n
∣∣∣∣
1
0
=
∫
B˜
EX(dX)n.
Suppose that F has the form Fx,y(t) = c(t)x+s(t)y for two anti-commuting OSUs.
Then Fx,yF˙x,y =
π
2
yx and∫
C([0,1],B˜)
Fx,y(d˜Fx,y)
n+1 =
(n+ 1)π
2
∫ 1
0
∫
yx(c(t)dx+ s(t)dy)ndt
=
(n+ 1)π
2
n∑
k=0
αk,n
∫
yxPk(dx, dy)
where
Pk(a, b) =
∑
π∈Sn,k
cπ1 · · · cπn, cπi =
{
a if π−1(i) ≤ k
b if π−1(i) > k
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Sn,k being the subgroup of permutations of n elements which preserve the order of
the first k and of the last n− k elements. (Pk(dx, dy) is the sum over all products
of k factors dx with n− k factors dy in all possible orders) and
αk,n =
∫ 1
0
ck(t)sn−k(t)dt
We have αk,n = αn−k,n and αk,n = αk−2,n−2 − αk−2,n.
Suppose now that E and X anticommute with an OSU Σ ∈ B˜. Then we can
take the concatenation of F1 := FE,Σ with F2 := FΣ,X for F to compute the first
above summand,
c−1n
∫
C([0,1],B˜)
F (dsF )n+1 =
κ−1
2
(
n∑
k=0
βk,n
∫
B
XΣPk(dX, dΣ) +
∫
B
ΣE(dΣ)n
)
where βk,n =
αk,n
αn.n
.
We apply this to the even and the odd torsion valued pairing.
5.7.1. Even torsion valued pairing. Recall that the even torsion valued pairing is
defined for the inclusion B
j→֒ B⊗ˆCl0,1 for a real graded C∗-algebra B. Here ξ
is the character of an n-dimensional cycle over B and ξ˜ = ξ#κ1 its extension
to B˜ = B⊗ˆCl0,1. To evaluate the pairing on a class [x] ∈ DK(B) we choose a
representative x which satisfies property Y +e with generator Σ
(+) and set
E = e⊗ˆ1, Σ = Σ(+)⊗ˆρ, X = x⊗ˆ1.
The boundary term 1
2
∫
EX(dX)n vanishes as
∫ ◦κ1 vanishes when evaluated on el-
ements of the image of j. We haveXdΣPk(dX, dΣ) = xdΣ
(+)P˜k(dx, dΣ
(+))⊗ˆρn−k+1
where
P˜k(a, b) = (−1)k
∑
π∈Sn,k
sign(π)cπ1 · · · cπn, cπi =
{
a if π−1(i) ≤ k
b if π−1(i) > k
Now
κ1(XΣPk(dX, dΣ)) =
{
κxΣ(+)P˜k(dx, dΣ
(+)) if n− k is even
0 otherwise
.
from which we deduce that, if e is homotopic to its negative and de = 0,
∆jξ#κ1 : ker j∗ ∩DK(B)→ C/〈ξ#κ2, DK(B⊗ˆCl0,2)〉
is given by
(11) ∆jξ#κ1([x]) ≡
1
2

 n∑
k=0
n−k even
βk
∫
B
xΣ(+)P˜k(dx, dΣ
(+))− δevn
∫
B
eΣ(+)(dΣ(+))n


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where δevn = 1 if n is even and 0 otherewise. Note that the above expression changes
sign if one replaces Σ(+) by −Σ(+). Hence 2∆j
ξ˜
([x]) ≡ 0 showing that im∆j
ξ˜
contains
only 2-torsion elements. If dΣ(+) = 0 the formula simplifies enormously,
(12) ∆jξ#κ1([x]) ≡
1
2
∫
B
Σ(+) (x(dx)n − δn0e) .
The group which is quotiented out is 〈ξ#κ2, DK(B⊗ˆCl0,2)〉 = 〈ξ,K2(B)〉, is it
generated by the elements of the form∫
B
(x′(dx′)n − δn0e)
where x′ is an osu in B⊗ˆCl0,2.
5.7.2. Odd torsion valued pairing. We come back to the situation where the inclu-
sion map is given by the complexification, ϕ = c, B˜ the complexification of a real
graded C∗-algebra B. Now ξ˜ is simply ξ, the character of an n-dimensional cycle
over BC whose sign is s = 1. We choose a representative x which satisfies property
Y −e with generator Σ
(−) and set
E = e, Σ = Σ(−), X = x.
Note that Pk(dx, dΣ
(−)) is self-adjoint and r˜(Pk(dx, dΣ
(−))) = (−1)n−kPk(dx, dΣ(−)).
Hence ∫
r˜(xΣ(−)Pk(dx, dΣ
(−)))∗ = (−1)n−k+1
∫
(xΣ(−)Pk(dx, dΣ
(−)))∗
= (−1)n−k
∫
xΣ(−)Pk(dx, dΣ
(−))
from which we conclude that the expression vanishes if s 6= (−1)n−k, that is, n− k
is odd. It follows that ∆cξ : ker c∗ ∩DK(B)→ C/〈ξ#κ1, DK(B⊗ˆCl1)〉 is given by
(13) ∆cξ([x]) ≡
κ−1
2

 n∑
k=0
n−k even
βk
∫
B
xΣ(−)Pk(dx, dΣ
(−))− δevn
∫
B
eΣ(−)(dΣ(−))n


Indeed, the boundary term 1
2
∫
ex(dx)n vanishes as the sign is +1 (see Cor. 4.16).
As above we see that 2∆cξ([x]) ≡ 0, that is, the elements of im∆cξ are 2-torsion. If
dΣ(−) = 0 the formula simplifies enormously,
(14) ∆cξ([x]) ≡
κ−1
2
∫
B
(
xΣ(−)(dx)n − δn0e
)
.
The group which is quotiented out is 〈ξ#κ1, DK(BC⊗ˆCl1)〉 = 〈ξ,K0(BC)〉, is it
generated by the elements of the form∫
BC
κ1 (x
′(dx′)n − δn0e)
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where x′ is an osu in BC⊗ˆCl1.
6. Explicit calculations for a simple class of periodic tight
binding models
We consider here a class of periodic models for which the pairings can be com-
puted explicitely. This allows us also to demonstrate that our formulae reproduce
the known formulae in the literature for these models and hence the Kane-Mele
and the Fu-Kane-Mele invariant.
After a Bloch transformation a periodic d-dimensional tight binding model
(without external magnetic field) is described by a self-adjoint Hamiltonian on
L2(Td,CN). Here Td is the Brillouin zone and CN an internal Hilbert space for
the degrees of freedom at the lattice sites (including spin). We consider here
Hamiltonians of the form
(15) h =
d∑
i=0
γihi
where γi ∈ MN (C), i = 0, · · · , d are pairwise anticommuting self-adjoint unitary
matrices, the hi ∈ C(Td,R) act as multiplication operators by
hi(k) = sin(ki) for i > 0, h0(k) = m(k),
and m ∈ C(Td,R) is an even real function of class C1. The spectrum of such an
operator is rather simple as h2 =
∑d
i=0 b
2
i 1N . Hence h is invertible if and only if
m(k) 6= 0 for all k ∈ TRI := {k ∈ Td | ∀i : ki ∈ {0, π}}. Under this condition h
defines a topological phase w.r.t. a observable algebra A. The choice of A has to be
made on physical grounds and we adopt here the point of view that the topological
phase is protected by the lattice symmetry which means that deformation is only
allowed in the algebra of periodic operators. The observable algebra is therefore
(16) A = C(Td,MN (C)).
It will be fruitful to consider the matrices γi as the images of the generators ρi of
the (complex) Clifford algebra of d + 1 generators in a representation on CN , i.e.
γi = ϕ(ρi) for some algebra morphism ϕ : Cld+1 →MN (C).
A protecting symmetry playing the role of chiral symmetry can be introduced
by specifying a grading on MN (C) which then extends pointwise to A. For the
Hamiltonians of the form (15) we choose the grading in such a way that the γi
are odd. In other words the representation morphism ϕ becomes a morphism of
graded algebras.
When further protected by a real symmetry and/or a chiral symmetry the
above models are simple examples of insulators with topologically non-trivial
phases without external magnetic field. They have been studied for instance in
[19, 37, 34, 35], the first two in a field theory context. But also from the purely
mathematical perspective the above models are interesting, as with a particular
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choice for m they correspond to the Bott element on Td. The Bott element on
the sphere Sd = {y ∈ Rd+1 : ∑di=0 y2i = 1} is the van Daele class of the OSU
bSd ∈ C(Sd,Cld+1),
bSd(y) =
d∑
i=0
ρiyi
where ρi are the self-adjoint generators of the graded Clifford algebra Cld+1. It is
known to be the generator of DK(C0(R
d,Cld+1)), which is KU0(C0(R
d)) for even
and KU1(C0(R
d)) for odd d. The Bott element on Td is the van Daele class of the
pull-back of bSd under the composition f = f2 ◦ f1 of maps Td = ([−π, π]/ ∼)d f1→
Rd ∪ {∞} f2→ Sd ⊂ Rd+1, where f1 stretches the fundamental domain [−π, π]d and
identifies the d− 1-skeleton of the torus with the point at infinity {∞},
f1(k1, · · · , kd) =
(
tan
k1
2
, · · · , tan kd
2
)
and f2 is a version of the inverse stereographic projection,
f2(x1, · · · , xd) =
(
1− x2
1 + x2
,
2x1
1 + x2
, · · · , 2xd
1 + x2
)
.
The pull back of bSd is by definition the OSU f
∗(bSd) =
∑d
i=0 ρifi, and, for i ≥ 1,
fi(k1, · · · , kd) = Ai(k)
(1− d)A(k) +∑dj=1Aj(k) sin ki
f0(k1, · · · , kd) =
(1 + d)A(k)−∑dj=1Aj(k)
(1− d)A(k) +∑dj=1Aj(k)
where Ai =
∑
j 6=i cos
2 kj
2
and A =
∑d
j=1 cos
2 kj
2
. For i ≥ 1 the expression fi(k)
vanishes only at k = 0 and on the boundary ∂[−π, π]d. On the other hand f0(0) = 1
while on the boundary f0(k) is −1. Note that 1− d+
∑d
i=1 cos ki takes the value
1 at k = 0 and is strictly negative at all other points of TRI. We can therefore
deform the factor Ai(k)
(1−d)A(k)+
∑d
j=1 Aj(k)
in fi(k) along a straight line homotopy to 1
and then
(1+d)A(k)−
∑d
j=1Aj(k)
(1−d)A(k)+
∑d
j=1Aj(k)
along a straight line homotopy to 1− d+∑di=1 cos ki
without closing the gap in the spectrum of f ∗(bSd). Hence f
∗(bSd) is homotopic in
the set of invertible odd self-adjoint elements of C(Td,Cld+1) to
(17) bTd(k) := ρ0
(
1− d+
d∑
i=1
cos ki
)
+
d∑
i=1
ρi sin ki.
The van Daele class of its spectral flattening bˆTd = bTd |bTd|−1 is the Bott element
on the torus Td.
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We associate to bTd a Hamiltonian of the type (15) by considering two types
of representations for Cld+1. If d is odd then we consider the Clifford algebra as
graded (the grading is given by the grading operator Γd+1) and define h
(d)
Bott =
ϕodd(bTd) using the bijective representation ϕodd : Cld+1 → MN(C) where N =
2
d+1
2 . Interpreting the grading operator as the generator of a chiral symmetry h
(d)
Bott
is thus anti-invariant under chiral symmetry. Its topological phase is classified by
its class in DK(C(Td)⊗ Cld+1) [26].
If d is even then we use the bijective representation Clud → MN (C) of the un-
graded Clifford algebra Clud with N = 2
d
2 to obtain an ungraded representation
ϕev of Cld+1 on C
N , namely ϕev(ρi) = γi where γ1, · · · , γd are the representatives
of the generators of Clud and
γ0 = (−i) d2γ1 · · · γd.
Again we define h
(d)
Bott = ϕev(bTd) in this representation, but this time it has no
chiral symmetry. In both cases
h
(d)
Bott = γ0
(
1− d+
d∑
i=1
cos ki
)
+
d∑
i=1
γi sin ki.
We call h
(d)
Bott the Bott Hamiltonian. It can be interpreted as a tight binding
operator with nearest neighbor interaction. For odd d it has chiral symmetry.
These models have been studied in a more general context (with external magnetic
field and contracting disorder) in [34], for d = 2 the model is also referred to as
the half BHZ model or the Qui-Wu-Zhang-model2 [3].
Note that the above can also be formulated as follows: If d is odd then Cld+1 is
isomorphic to M
2
d+1
2
(C) with standard even grading and under the isomorphism
bTd becomes h
(d)
Bott. If d is even then
ρi 7→ γi ⊗ ρ, with γ0 = (−i) d2γ1 · · · γd
defines a graded isomorphism between Cld+1 and the tensor product Cl
u
d⊗Cl1 and
bTd becomes h
(d)
Bott ⊗ ρ.
6.1. Real protecting symmetries. A real protecting symmetry playing the role
of TRS or PHS can be introduced as follows. Choose a real structure r′ on MN (C)
and then define the real structure on A = C(Td,MN(C)) through
r(a)(k) := r′(a)(−k),
for a ∈ A. h has TRS if r(h) = h and PHS if r(h) = −h. Up to conjugacy, and if
N = 2K is even, there are only two distinct choices of real structures r′ on MN (C)
which lead to a simple real subalgebra. These are, entrywise complex conjugation
which we denote c , and h = Adσ2⊗idK ◦ c. In the first case the real subalgebra is
2at a particular value of its parameter u
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MN (R) and the second it is MK(H) where H is the algebra of quaternions. The
algebra MN(R) is Morita equivalent to R and we call the algebra A
r of real type
and the symmetry even3. Likewise MK(H) is Morita equivalent to H and we say
that Ar is of quaternionic type and the symmetry odd.
For Hamiltonians of the type (15) we will more specifically define (or constrain)
the real structure by means of a real structure on Cld+1 demanding that the rep-
resentation preserves the real structure. There are two useful real structures for
this purpose. The first one declares ρ0 to be real and all ρi with 1 ≤ i ≤ d to
be imaginary. We denote this real structure by l1,d. Hence γ0 is real and all γi,
i ≥ 1 imaginary and h is invariant under this real structure (h has TRS). The
second option is to declare ρ0 to be imaginary and all ρi with 1 ≤ i ≤ d to be
real. This real structure is denoted ld,1. Then h is anti-invariant (it has PHS). It
should be noted that these prescriptions do not fix the real structure on MN (C)
in case the representation is not surjective. We now analyse these options for the
two representations used so far.
If d is odd the graded representation ϕodd : Cld+1 → MN(C), N = 2 d+12 is
bijective. Therefore the real structure on MN (C) is uniquely determined by the
real structure on Cld+1, and the real subalgebra MN(C)
r′ is simply isomorphic to
Cl1,d, in the TRS case, or to Cld,1 in the PHS case. Since ld,1 ◦ l1,d is the grading
automorphism, the two structures are not independent and for the classification
of the topological phases with two protecting symmetries it suffices to take into
account only one real structure, let’s say l1,d (TRS), and whether the grading
operator Γd+1 is real or imaginary under l1,d [26]. Clearly Γd+1 is real if d+µ(d+1) is
even, which is the case for d = 1mod 4. Likewise, Γd+1 is imaginary if d = 3mod 4.
The real subalgebras MN(C)
r′ are, Cl1,1 ∼= M2(R), Cl1,3 ∼= M2(H), Cl1,5 ∼= M4(H),
Cl1,7 ∼= M16(R). From this we can conclude that the Bott-Hamiltonian in d = 1
has even TRS with real chiral symmetry, in d = 3 odd TRS with imaginary chiral
symmetry, in d = 5 odd TRS with even chiral symmetry, and in d = 7 even TRS
with imaginary chiral symmetry.
In the case that d is even we have considered the representation ϕev : Cl
u
d+1 →
MN (C) with N = 2
d
2 . In particular there is no grading. This representation is
surjective but not faithful so that we have constraints on the dimension in which
ϕev can preserve l1,d or ld,1. Indeed, since γ0 = (−i) d2γ1 · · · γd we can only have l1,d
(TRS) if d + d
2
is even, which is the case for d = 0 mod 4. Likewise we can only
have ld,1 (PHS) if d = 2 mod 4. The real subalgebras MN(C)
r′ are, Clu0,0
∼= R,
Clu0,4
∼= M2(H), for TRS, and Clu2,0 ∼= M2(R), Clu6,0 ∼= M4(H), for PHS. From this
we can conclude that the Bott-Hamiltonian in d = 0 has even TRS, in d = 2 even
PHS, in d = 4 odd TRS, , and in d = 6 odd PHS.
Imposing TRS via a real structure r, the topological phase of h is classified
by the van Daele class [h ⊗ ρ] ∈ DK(Ar ⊗ Cl1,0) if the system has no chiral
3Complex conjugation induces the reference real structure f on A in the sense of [26].
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symmetry, by [h] ∈ DK(Ar⊗Cl1,1) if the generator of chiral symmetry is real, and
by [h] ∈ DK(Ar ⊗ Cl0,2) if the generator is imaginary. Imposing PHS by a real
structure r the topological phase is classified by [h⊗ ρ] ∈ DK(Ar ⊗ Cl0,1) if there
is no chiral symmetry. PHS with chiral symmetry is related to TRS with chiral
symmetry as we mentionned above. For these results see [26].
6.2. Top dimensional Chern characters. We will pair the above van Daele
classes with the d-dimensional Chern character over the Brillouin zone Td. It is
defined as follows.
Consider the complexified exterior differential algebra over Td which we denote
by (Ω(Td), d). It is Z-graded, but trivially Z2-graded. Integration of d-forms
∫
Td
is a graded trace on Ω(Td). (Ω(Td), d,
∫
Td
) is thus a cycle over C(Td), the algebra
of smooth functions over Td is a domain algebra for the cycle.
The ∗-structure onC(Td) which is given by complex conjugation extends uniquely
to a ∗-structure on Ω(Td). The ∗-map flips the order of a product of differential
forms. We thus have (dk1 · · · dkd)∗ = (−1)µ(d)dk1 · · · dkd. The real structure r flips
the sign of the coordinates ki and hence we have r(dki) = −dki. It follows that∫
Td
r(h1dh2 · · ·dhd)∗ = (−1)d+µ(d)
∫
Td
h1dh2 · · · dhd
and hence the cycle has sign s = (−1)d+µ(d). Since Ω(Td) is trivially Z2-graded
the cycle has even parity. It follows from Cor. 4.15 that this cycle can pair non-
trivially with KOi(A
r) only if µ(1− i)−µ(d) and d− i are even. These conditions
are equivalent to d = i mod 4.
We denote the character of (Ω(Td), d,
∫
Td
) by ch′d and extend it to A⊗Clk in the
way we introduced above, notably by ch′d#κk. We discuss the two kind of pairings
introduced above, the Connes pairing and the torsion valued pairing.
6.3. Connes pairing with chd. We compute the Connes pairing of ch
′
d with the
van Daele class [x] ∈ DK(C(Td)⊗Cld+1) where x =
∑d
i=0 ρihˆi with hi as for (15).
We consider d > 0, as the case d = 0 has already been looked at above. The
pairing is given by Def. 4.7
〈ch′d, [x]〉 =
∫
Td
κd+1x(dx)
d = κd+1
∫
Td
ǫi0···idhˆi0dhˆi1 · · · dhˆid
where ǫi0···id is the totally antisymmetric ǫ-tensor and we have used the sum conven-
tion. As before, hˆ = h|h|−1 is the spectrally flattened Hamiltonian and bˆi = bi|h|−1.
If d is odd then Cld+1 is isomorphic to MN (C) with N = 2
d+1
2 and grading
defined by the grading operator Γd. We thus have x = hˆ with h as in (15) and
γi = ρi so that, by Lemma 4.8
〈ch′d, [x]〉 =
∫
Td
TrN hˆ(dhˆ)
d.
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On the other hand if d is even, then Clud is is isomorphic to MN (C) with N = 2
d
2
(with trivial grading). We then have x = hˆ⊗ ρ with h as in (15) and ρi = γi ⊗ ρ
where and γ0 = (−i) d2γ1 · · · γd. This leads to
〈ch′d, [x]〉 = κ
∫
Td
TrN hˆ(dhˆ)
d.
Lemma 6.1. Let d be any strictly positive integer. For i = 0, · · ·d let bi be
differentiable functions on a manifold and |b| :=
√∑d
i=0 |bi|2. Suppose that |b| is
invertible and let bˆi = bi|b|−1. Then
ǫi0···id hˆi0dhˆi1 · · · dhˆid = |b|−d−1ǫi0···idhi0dhi1 · · ·dhid .
Proof. Let x = dhi1 · · · dhij for some 0 ≤ j < d. Since hi commutes with hj and
dhj we have hˆ1xh2 = hˆ2xh1.Therefore
hˆ1xdhˆ2 − hˆ2xdhˆ1 = (hˆ1xdh2 − hˆ2xdh1)|b|−1 + (hˆ1xh2 − hˆ2xh1)d|b|−1
= |b|−1(hˆ1xdh2 − hˆ2xdh1).
Hence ǫi0···id hˆi0dhˆi1 · · · dhˆid = |b|−1ǫi0···idhˆi0dhˆi1 · · · dhˆid−1dhid and the statement fol-
lows iteratively. 
The following result can be found in literature (see, for instance, [19, 35, 34].
For the convenience of the reader we provide the details of the calculation.
Proposition 6.2. Let d be any positive integer, and bi : T
d → R be given by
bi(k) = sin(ki) if 1 ≤ i ≤ d and b0(k) = m(k) for an even real function which does
not vanish on the discrete set TRI := {k ∈ Td | ∀i : ki ∈ {0, π}}. Then∫
Td
ǫi0···idhˆi0dhˆi1 · · · dhˆid = d!ada′d
∑
k′∈TRI
sign(m(k′))
d∏
i=1
cos(k′i)
where ad is the surface of the d-ball of radius 1 in R
d and a′d =
π
2
αd−1,d−1 (c.f. (7)).
We abbreviate
I(m) =
1
2
∑
k′∈TRI
sign(m(k′))
d∏
i=1
cos(k′i)
and note that I(m) must be integer, as it is one half of a sum of an even number
of ±1’s.
Proof. We know from the general theory that the integral on the left side is ho-
motopy invariant, as long as |b| remains invertible. We may therefore include a
parameter t > 0, consider b0 = tm instead and perform the calculation in the limit
t→ 0. Let δ > 0. Then, away from all δ-balls with center in TRI we get
lim
t→0
∫
Td\Bδ(TRI)
|b|−d−1ǫi0···idhi0dhi1 · · ·dhid = 0
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as limt→0 h0 = limt→0 dh0 = 0 and limt→0 |b| ≥ 12δ for small enough δ. On Bδ(k′)
with k′ ∈ TRI we approximate up to order δ
sin(ki) ∼= ki − k′i, m(k) ∼= m(k′).
Indeed, since m is even, the first order term in the Taylor expansion of m at points
of TRI vanishes. Since hi is of order δ if i > 0 we have, up to order δ on Bδ(k
′)
ǫi0···idhi0dhi1 · · · dhid ∼= ǫ0i1···idh0dhi1 · · ·dhid
∼= d!tm(k′)
(
d∏
i=1
cos(k′i)
)
dk1 · · · dkd
and hence, up to order δ,∫
Bδ(k′)
|b|−d−1ǫi0···idhi0dhi1 · · · dhid ∼= d!
∫
Bδ(k′)
tm(k′)
∏d
i=1 cos(k
′
i)
(t2m2(k′) + (k − k′)2) d+12
dk1 · · · dkd
= d! sign(m(k′))
(
d∏
i=1
cos(k′i)
)∫ δ
0
t˜adr
d−1
(t˜2 + r2)
d+1
2
dr
where ad is the surface of the d-ball of radius 1 and t˜ = t|m(k′)|. We evaluate the
integral in the limit t→ 0∫ δ
0
trd−1
(t2 + r2)
d+1
2
dr
t→0−→
∫ +∞
0
rd−1
(1 + r2)
d+1
2
dr =
∫ π
2
0
sind−1(θ)dθ =
π
2
αd−1,d−1.
Putting everything together we obtain with Lemma 6.1 the result. 
For the Bott element on the torus we get I(m) = 1, that is, 〈ch′d, bTd〉 =
κd+1d!ada
′
d2. We therefore normalise
(18) chd :=
(
2κd+1d!ada
′
d
)−1
ch′d
calling chd the (top) standard Chern character of the d dimensional torus. We
thus see that, for a Hamiltonian of the form (15) h =
∑d
i=0 ϕ(ρi)hi (ϕ = ϕodd or
ϕev depending on whether d is odd or even), the Connes pairing of chd with the
corresponding van Daele class is equal to I(m). Furthermore
Corollary 6.3. We have
〈chd, KUi(C(Td))〉 =
{
Z if i = d mod 2
0 otherwise
and
〈chd, KOi(C(Td)f)〉 =


Z if i = d mod 8
2Z if i = d+ 4mod 8
0 otherwise
where f(f)(k) = f(−k).
Proof. The corollary is a special case of Lemma 7.1 which we prove below. 
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6.4. Torsion valued expressions with chd. Here we consider the even and odd
torsion valued pairings of chd with the K-theory class defined by a Hamiltonian
h ∈ A of the form (15) and A as in (16). Again we see h as the representative of the
element
∑d
i=0 ρihi ∈ C(Td) ⊗ Cld+1 in a representation of Cld+1 on CN , however
the representations and hence the Hamiltonians will be different from those of the
last section; indeed this must be the case since the torsion valued pairing can only
be non-trivial if the Connes pairing is trivial.
6.4.1. TRS but no chiral symmetry. Topological phases of hamiltonians which are
invariant under a real structure r (have TRS) but not protected by a chiral sym-
metry are classified by the K-group DK(Ar ⊗ Cl1,0). As we have no protecting
chiral symmetry we disregard the grading on Cld+1 and denote the latter by Cl
u
d+1.
This algebra can be faithfully represented on CN where N = 2µ(d+2). We denote
this representation by ϕu : Clud+1 → MN (C). It is, of course, only unique up to
conjugation. As in Section 6.1 we obtain a TRS invariant model by considering
on MN(C) a real structure r
′ which extends the real structure l1,d on Cl
u
d+1. More
precisely we consider γ0 to be real and all γi with i > 0 to be imaginary.
Given an d-dimensional cycle over A of sign s, we extend it to a cycle over
A ⊗ Cl1 and conclude from Lemma 4.13 and conditions (8) of Theorem 5.2 that
the even torsion valued expression can only be non-trivial if s = −1 and d is
even. Applied to our cycle on the Brillouin zone this means that (−1)µ(d)+d = −1
and d is even. This is the case for d = 2 mod 4. Likewise with conditions (9) of
Theorem 5.3 we find that the odd torsion valued expression can only be non-trivial
if (−1)µ(d)+d = 1 and d is odd. This is the case for d = 3 mod 4.
Let d = 2 mod 4. Then Γd+1 = (−i)µ(d+1)γ0 · · · γd commutes with h and is imagi-
nary for the real structure l1,d. Choosing as trivial insulator h0 = γ0 we thus see
that h⊗ ρ and h0 ⊗ ρ commute with Σ(+) = Γd+1 ⊗ 1 and hence satisfy property
Y +γ0⊗ρ. It follows that the torsion-valued expression ∆
j
ch′d#κ2
([h⊗ρ]) is well-defined
on van Daele classes of B = Ar⊗Cl1,0 and given by (12) (note that B˜ = Ar⊗Cl1,1
so that ξ˜ = ch′2#κ2)
∆j
ch′d#κ2
([h⊗ ρ]) ≡ 1
2
∫
Ar
κ1TrN hˆΓd+1(dhˆ)
d ⊗ ρd+1 ≡ κN
2i
∫
Td
ǫi0···id hˆi0dhˆi1 · · · dhˆid
where N = 2
d+1
2 . As κN
2iκd+1
= 1 we obtain with our normalisation (18)
∆
(+)
chd
([h]) := ∆j
chd#κ2
([h⊗ ρ]) ≡ I(m).
Note that I(m) = 1 if we take h = ϕu(bTd) (h is not the Bott hamiltonian
h
(d)
Bott = ϕev(bT2) as the representations ϕ
u and ϕev are not isomorphic). The
above expression for ∆
(+)
chd
([h]) has to be taken modulo the subgroup
〈chd#κ3, DK(Ar ⊗ Cl1,2)〉 = 〈chd, KO2(Ar)〉.
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This subgroup depends on the real structure r which, in turn, depends on the
real structure r′ on MN(C). As d is even, r
′ is not uniquely determined by the
real structure l1,d on the Clifford algebra and there are two inequivalent ways to
extend it. If MN (C)
r′ = MN (R) (which means that TRS is even) then KO2(A
r) =
KO2(C(T
d)f) and, by Cor. 6.3, 〈ch2, KO2(C(T2)f)〉 = Z and 〈ch6, KO2(C(T6)f)〉 =
2Z. In the first case the torsion value pairing is trivial, in the second it is sur-
jective onto Z2. On the other hand, if MN(C)
r′ = MN
2
(H) (TRS is odd) then
KO2(A
r) ∼= KO6(C(Td)f) and Cor. 6.3 implies that 〈ch2, KO2(Ar)〉 = 2Z whereas
〈ch6, KO2(Ar)〉 = Z. Now the torsion value pairing is surjective onto Z2 in the
first case and trivial in the second.
To compare the above with the invariant of Kane-Mele we consider now d = 2
and use the representation of [3], ϕu : Clu3 → M2(C) ⊗M2(C), ϕu(ρ0) = 1 ⊗ σz ,
ϕu(ρ1) = σz ⊗ σx, and ϕu(ρ2) = 1 ⊗ σy. Furthermore we take the real structure
r = Adiσy⊗1 ◦ c. Then h = ϕu(bT2) is exactly what is referred to as the inversion
symmetric Hamiltonian of HgTe in [3][Chap. 11.3]. This shows that the Kane-Mele
invariant is a special case of the torsion valued-pairing, simply because there are
only two distinct strong topological phases in the Kitaev classification table [29]
and the inversion symmetric Hamiltonian of HgTe is known to have non-trivial
Kane-Mele invariant.
Also the representation ϕev : Cl
u
3 → M2(C) is only unique up to conjugation,
and when using ϕev(ρ0) = σz, ϕev(ρ1) = σx, ϕev(ρ2) = σy we see how h = ϕ
u(bT2)
is related to the Bott hamiltonian h
(2)
Bott = ϕev(bT2), namely
ϕu(bT2) =
(
ϕev(bT2) 0
0 f(ϕev(bT2))
)
.
Furthermore, the generator of K2(A
r) is
(
ϕev(bT2) 0
0 −f(ϕev(bT2))
)
. Here f(f)(k) =
c(f(−k)) for a 2× 2 matrix valued function over T2.
Let d = 3 mod 4. As d the representation ϕu is bijective and hence r′ uniquely
determined by l1,d; the model has thus odd TRS if d = 3 and even TRS if d = 7.
Now Γd+1 anti-commutes with h of the form (15) and is imaginary for the real
structure l1,d. We thus see that h⊗ρ and h0⊗ρ anti-commute with Σ(−) = Γd+1⊗ρ.
Again the relevant algebra is B = Ar⊗Cl1,0. Hence h⊗ ρ satisfies property Y −γ0⊗ρ
and the torsion-valued pairing ∆c
ch′d#κ1
([h⊗ ρ]) is well-defined. We obtain by (14)
∆c
ch′d#κ1
([h⊗ ρ]) ≡ κ
−1
2
∫
Td
κ1TrN hˆΓd+1(dhˆ)
d ⊗ ρd+2 ≡ N
2
∫
Td
ǫi0···id hˆi0dhˆi1 · · · dhˆid
where N = 2µ(d+2) = 2
d+1
2 . Hence N
κd+1
= 1 and we obtain from (18)
∆
(−)
chd
([h]) := ∆cchd#κ1
([h]) ≡ 1
2
I(m)
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and, again, I(m) = 1 is obtained by using the Hamiltonian h = ϕu(bTd). These
values are understood modulo 〈chd#κ2, DK(A⊗Cl2)〉 = 〈chd, KU1(A)〉 = Z. The
torsion valued pairing in d = 3 mod 4 is thus surjective onto Z2. If d = 3 mod 8
the algebra Ar is of quaternionic type whereas if d = 7 mod 8 it is of real type.
With similar arguments as in the 2-dimensional case we find that the 3-dimensional
strong Fu-Kane-Mele invariant is a special case of the odd torsion valued pairing.
Indeed, when using the representation ϕu : Clu4 → MN (C) of [3] (extending the
above by ϕu(ρ3) = σx⊗σx) we find that h = ϕu(bT3) is the Hamiltonian used in [37]
as an exemple of a Hamiltonian with non-trivial strong Fu-Kane-Mele invariant,
and there are only two distinct strong phases for 3-dimensional odd TRS invariant
Hamiltonians.
6.4.2. PHS but no chiral symmetry. Topological phases with this protecting sym-
metry are classified by DK(Ar⊗Cl0,1). We use again the ungraded representation
ϕu : Clud+1 → MN (C) with N = 2µ(d+2), but now with real structure ld,1 on Clud+1
for which γ0 is imaginary and all other γi real. For odd d this determines uniquely
the real structure r′ on MN (C) whereas for d even we have a choice of extension.
A similar analysis as in the last section can be performed to determine the
dimensions d for which the torsion valued pairing can be non-trivial. The different
real structure which one has for PHS enters into Lemma 4.13 and leads with the
conditions (8) and (9) now to the result that the even torsion valued expression
can only be non-trivial if d = 0 mod 4 and the odd one if d = 1 mod 4.
We consider first the case d = 0 mod 4. Γd+1 commutes with h and is imaginary.
We choose h0 = −γ0 and observe that h⊗ρ and h0⊗ρ commute with the imaginary
Σ(+) = Γd+1 ⊗ 1. Thus h ⊗ ρ satisfies thus Y +γ0⊗ρ but the relevant algebra is now
B = Ar ⊗ Cl0,1. It follows that ∆jch′d#κ1([h⊗ ρ]) is well-defined and given by (12)
∆j
ch′d#κ2
([h⊗ ρ]) ≡ 1
2
∫
Td
κ1TrN(hˆ− hˆ0)Γd+1(dhˆ)d ⊗ ρd+1
If d = 0 then N = 2, Γ1 = γ0, h = mγ0 so that
∆j
ch′0#κ2
([h⊗ ρ]) ≡ κ
2
Tr2((sign(m) + 1)γ
2
0) ≡ κ(sign(m) + 1)
If d > 0 then
∆j
ch′d#κ2
([h⊗ ρ]) ≡ Nκ
2
∫
Td
ǫi0···id hˆi0dhˆi1 · · · dhˆid
As Nκ = ±2κd+1 we obtain with our normalisation
∆
(+)
chd
([h]) := ∆j
chd#κ2
([h⊗ ρ]) ≡ I(m)
where I(m) = 1
2
(sign(m) + 1) if d = 0. The value I(m) ≡ 1 is obtained for
h = ϕu(bTd). We have to quotient out 〈chd#κ3, DK(Ar⊗Cl0,3)〉 = 〈chd, KO4(Ar)〉
which depends on the extension r′ of ld,1 toMN(C). If d = 4 mod 8 andMN (C)
r′ =
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MN (R) (PHS is even), or, d = 0 mod 8 and MN (C)
r′ = MN
2
(H) (PHS is odd) then
〈chd, KO4(Ar)〉 = Z whereas for the other two combinations 〈chd, KO4(Ar)〉 = 2Z.
Hence the torsion valued pairing is surjective onto Z2 if d = 4 mod 8 and PHS is
odd, or, d = 0 mod 8 and PHS is even. Note that the result for d = 0 corresponds
to the results of Section 4.6.1 where the torsion valued pairing on KO2(R) was
computed.
We come to d = 1 mod 4. As the representation ϕu is surjective in this case
the real structure on A is uniquely determined by ld,1. If d = 1 mod 8 the algebra
Ar is of real type (even PHS) and if d = 5 mod 8 it is of quaternionic type (PHS
is odd). Γd+1 anti-commutes with h and is real for the real structure ld,1. Hence
Σ(−) = Γd+1 ⊗ ρ anti-commutes with h ⊗ ρ and h0 ⊗ ρ and is imaginary, as ρ is
imaginary (the relevant algebra is B = Ar⊗Cl0,1). We thus find that h⊗ρ satisfies
Y −γ0⊗ρ so that ∆
c
ch′d#κ1
([h⊗ ρ]) is well-defined and, by (14),
∆c
ch′d#κ1
([h]) ≡ κ
−1
2
∫
Td
κ1TrN hˆΓd+1dhˆ⊗ ρd+2 ≡ N
2i
∫
T1
ǫi0···idhi0 · · · dhid
As N
κd+1
= (−i) d+12 we get
∆
(−)
chd
([h]) := ∆cchd#κ1
([h]) ≡ 1
2
I(m).
The group which is quotiented out is 〈chd#κ2, DK(A⊗Cl2)〉 = 〈chd, KU1(A)〉 = Z
so that the torsion valued pairing is thus surjective onto Z2.
6.4.3. TRS and chiral symmetry. Topological phases with this protecting symme-
try are classified by DK(Ar). We implement a chiral symmetry on A by con-
sidering the natural grading on Cld+1 and define h = ϕ+1(
∑d
i=0 ρihi) using the
graded representation ϕ+1 : Cld+1 → MN(C) with N = 2µ(d+3) which is the com-
position of the inclusion Cld+1 →֒ Cld+2 followed by the faithful representation
ϕ : Cld+2 → MN(C) considered already above (MN(C) with standard even grad-
ing). We implement TRS on h by declaring ρ0 to be real and ρi for i = 1, · · · , d
to be imaginary. This does not determine uniquely the real structure on MN (C)
and we now distinguish between the two cases d even and d odd.
Let d be even. The grading operator on A = C(Td,MN(C)) is Γd+2. Moreover
Σ(−) := γd+1 anticommutes with h and Γd+2. Thus if Σ
(−) is imaginary it fulfills
the requirements of Theorem 5.3. We therefore extend the real structure to l1,d+1
on Cld+2 so that γd+1 is imaginary. This fixes the real structure on A as ϕ is
surjective. It follows that DK(Ar) = DK(C(Td)f ⊗ Cl1,d+1) ∼= KOd+1(C(Td)f).
Then the grading operator is real if d = 0 mod 4 and imaginary if d = 2 mod
4. Furthermore, the real subalgebra Ar is of real type if d ∈ {0, 6} mod 8. For
the other values d ∈ {2, 4} mod 8 the algebra is of quaternionic type. We infer
from Theorem 5.3 that ∆cch′
d
([h]) is well-defined and potentially non-trivial on
44 JOHANNES KELLENDONK
DK(C(Td)f ⊗ Cl1,d+1) and there given by
∆c
ch′d
([h]) ≡ κ
−1
2
∫
Td
κd+2γd+1hˆ(dhˆ)
d ≡ κ
d+1
2
∫
Td
ǫi0···id hˆi0dhˆi1 · · · dhˆid
and hence
∆
(−)
chd
([h]) := ∆cchd
([h⊗ ρ]) ≡ 1
2
I(m)
The group which is quotiented out is 〈chd#κd+3, DK(A⊗ˆCld+3)〉. As A = C(Td)⊗
Cld+2 we have 〈chd#κd+3, DK(A⊗ˆCld+3)〉 = 〈chd, KU0(Td)〉 = Z. The torsion
valued pairing is thus surjective onto Z2.
Let now d be odd. Then MN (C) is isomorphic to Cld+3 via the representation
ϕ and the grading operator is Γd+3. Furthermore Σ
(+) = iγd+1γd+2 is an even
self-adjoint unitary which commutes with h and Γd+3 and hence fulfills the re-
quirements of Theorem 5.2 provided it is imaginary. There are two real structures
on Cld+3 extending l1,d which achieve this, namely l3,d and l1,d+2. With the first
choice, r′ = l3,d, we have DK(A
r) = DK(C(Td)f ⊗ Cl3,d) ∼= KOd−2(C(Td)f) and
and with the second DK(Ar) = DK(C(Td)f ⊗ Cl1,d+2) ∼= KOd+2(C(Td)f). Fur-
thermore, the grading operator is real if d = 3 mod 4 and imaginary if d = 1
mod 4. We now infer from Theorem 5.2 that ∆j
chd#κ1
([h⊗ ρ]) is well-defined and
potentially non-trivial on DK(Ar) and given by (d is odd)
∆j
ch′d#κ1
([h⊗ρ]) ≡ 1
2
∫
Td
κd+4iγd+1γd+2hˆ(dhˆ)
d⊗ρd+2 ≡ iκ
d+3
2
∫
Td
ǫi0···id hˆi0dhˆi1 · · ·dhˆid
As iκ2 = −2 we have
∆
(+)
chd
([h]) := ∆j
chd#κd+3
([h⊗ ρ]) = I(m).
The group which we have to quotiented out is
〈chd#κ2, DK(Ar⊗ˆCl0,2)〉 = 〈chd, KOd(C(Td)f)〉 = Z
if we use r′ = l3,d and
〈chd#κ2, DK(Ar⊗ˆCl0,2)〉 = 〈chd, KOd+4(C(Td)f)〉 = 2Z
if we use r′ = l1,d+2 as real structure. In the first case we thus get a trivial pairing,
whereas in the second case the torsion value pairing is surjective onto Z2. In this
second case, i.e. r′ = l1,d+2, the algebra A
r is quaternionic for d ∈ {1, 3} mod 8 and
real if d ∈ {5, 7} mod 8, and the grading operator Γd+3 is imaginary if d = 1 mod
4 and real if d = 3 mod 4.
6.5. Tabular summary. We summarize the various possibilities we have dis-
cussed above. The Hamiltonian is given by h =
∑d
i=0 ϕ(ρi)hi ∈ C(Td,MN (C))
where d is the dimension and ϕ : Cld+1 → MN (C) is a representation of the Clif-
ford algebra Cld+1. Which representation we take depends on which symmetry
class we want to realise. The latter is determined by a graded real structure on
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Cld+1 which is pushed forward to MN (C) and possibly extended. In the presence
of chiral symmetry the grading is the standard grading on the Clifford algebra
and the standard even grading on the matrix algebra, and the representation ϕ is
graded. Otherwise the algebras and the representation are ungraded.
The topological phase of h is classified by its van Daele class, [h] if there is CS,
[h⊗ρ] if not, in the relevant K-group. This K-group is isomorphic to KOi(C(Td)f)
(or KUi(C(T
d)), if there is no real protecting symmetry) the index i depending on
the symmetry class as explained in [26].
We present two tables. For Table 1 the real structures and the representation are
chosen such that the van Daele class associated to h can have non-trivial Connes
pairing with chd. In particular the pairing of the d-dimensional Bott Hamiltonian
with chd is 1. The range of the pairing of chd with the relevant K-group is Z. The
torsion valued pairing is trivial (or undefined). The representation is the (up to
conjugation unique) graded bijective representation ϕodd : Cld+1 → Mµ(d+2)(C) if
d is odd, or the ungraded surjective representation ϕev : Clud+1 → Mµ(d+1)(C) if d
is even.
Table 1. Parameters for non-trivial Connes pairing with
standard top chern character. The table presents the dimension
d, the type of the algebra A or Ar, the symmetry type, and the K-
group classifying the topological phase of the Hamiltonian.
d type of alg. CS TRS PHS K-group
0 mod 2 complex - - - KU0(C(T
d))
1 mod 2 complex yes - - KU1(C(T
d))
0 mod 8 real - even - KO0(C(T
d)f)
1 mod 8 real real even even KO1(C(T
d)f)
2 mod 8 real - - even KO2(C(T
d)f)
3 mod 8 quaternionic imag. odd even KO3(C(T
d)f)
4 mod 8 quaternionic - odd - KO4(C(T
d)f)
5 mod 8 quaternionic real odd odd KO5(C(T
d)f)
6 mod 8 quaternionic - - odd KO6(C(T
d)f)
7 mod 8 real imag. even odd KO7(C(T
d)f)
In Table 2 the real structure and the representation are chosen such that∆
(+)
d (h)
or ∆
(−)
d (h) can be non-trivial. This requires the Connes pairing with the van
Daele class associated to h to be 0. The range of the pairing on the relevant K-
group is Z2. The representation is the (up to conjugation unique) graded injective
representation ϕ+1 : Cld+1 →Mµ(d+3)(C) if we have CS, or the ungraded injective
representation ϕu : Clud+1 →Mµ(d+2)(C) if there is no CS.
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Table 2. Parameters for a non-trivial torsion value pairing
with the standard top chern character. We present the di-
mension d, the type of the real subalgebra Ar, the symmetry type,
the type of the torsion valued pairing, and K-group classifying the
topological phase of the Hamiltonian.
d mod 8 type of Ar CS TRS PHS ∆
(±)
d K-group
0 real - - even even KO2(C(T
d)f)
1 real - - even odd KO2(C(T
d)f)
2 quaternionic - odd - even KO4(C(T
d)f)
3 quaternionic - odd - odd KO4(C(T
d)f)
4 quaternionic - - odd even KO6(C(T
d)f)
5 quaternionic - - odd odd KO6(C(T
d)f)
6 real - even - even KO0(C(T
d)f)
7 real - even - odd KO0(C(T
d)f)
0 real real even even odd KO1(C(T
d)f)
1 quaternionic imag. odd even even KO3(C(T
d)f)
2 quaternionic imag. odd even odd KO3(C(T
d)f)
3 quaternionic real odd odd even KO5(C(T
d)f)
4 quaternionic real odd odd odd KO5(C(T
d)f)
5 real imag. even odd even KO7(C(T
d)f)
6 real imag. even odd odd KO7(C(T
d)f)
7 real real even even even KO1(C(T
d)f)
7. Two dimensional aperiodic tight binding models with odd TRS
The methods developped in this paper apply also to aperiodic tight binding
models for which there is no underlying Brillouin zone so that we cannot perform a
Bloch transformation and the algebra A becomes fundamentally non-commutative.
In this context a couple of structural questions have to be solved, in particular the
question about the domain of the torsion valued pairings, that is, the size of ker j∗
and ker c∗. This is partly adressed in this section where we mainly restrict ourselfs
to two dimensional models which have an odd time reversal invariance, and hence
consider only ker j∗. A more comprehensive discription of tight binding models of
any dimension and with all types of protecting symmetries will be given elsewhere.
7.1. Observable algebra for aperiodic solids. The natural generalisation of
the observable algebra for tight binding models describing aperiodic solids without
external magnetic field is the crossed product algebra
A := C(Ξ,MN (C))⋊α Z
d
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where Ξ is the space of microscopic configurations on Zd which can be realisations
of the material, for instance by associating to a point in Zd its atomic orbital
type, and α the action of Zd by shift of the configuration4 [1]. Depending on the
circumstances one wants to describe, the elements of Ξ are disorder configurations,
or quasiperiodic configurations, or even periodic configurations as for a periodic
crystal. In the last case Ξ may be taken to be a single point and α = id, as
MN (C)⋊Z
d ∼= C(Td,MN(C)). We allow only finitely many possibilities of atomic
orbitals at a point and in this case it is most natural to equip Ξ with a compact
totally disconnected topology. The reason for this is that Ξ can be understood
as an inverse limit of finite sets, namely the sets of configurations of finite size of
which there are, for any given size, only finitely many. It is usually assumed that
Ξ carries an ergodic invariant probability measure P and contains a dense Zd-orbit
which lies in the support of the measure. Physically this may be justified by saying
that we consider deformations only in a fixed thermodynamic phase. This measure
gives rise to a trace on C(Ξ) which extends to a positive trace TrA on A.
Elements of A can be approximated by finite sums of the form
∑
n∈Zd anu
n where
an ∈ C(Ξ,MN (C)), un = un11 · · ·undd with d commuting unitaries u1, · · · , ud, and
multiplication and ∗-structure are given by
(19) anu
namu
m = anαn(am)u
n+m, (anu
n)∗ = α−n(a
∗
n)u
−n.
In particular the action α on C(Ξ,MN(C)) is induced by conjugation with the
unitaries u1, · · · , ud. The trace TrA is given by TrA(anun) = δ0n
∫
Ξ
TrN(a0)dP and
is thus invariant under the action α.
The finite dimensional algebraMN (C) is used to describe the internal degrees of
freedom. Protecting symmetries are defined by real structures r′ and/or a grading
γ onMN(C) as in the periodic case (last section) and then extended to the crossed
product by acting trivially on the unitaries u1, · · · , ud, r(anun) = r′(an)un.
The chern character chd can be generalised to the aperiodic case as follows.
Consider the derivations ∂1, · · · , ∂d,
∂j(
∑
n∈Zn
anu
n) =
∑
n∈Zn
injanu
n.
They commute among each other and satisfy TrA ◦ ∂j = 0. Let Ω = A ⊗ ΛCd
with Z2-grading γ ⊗ id and Z-grading corresponding to the usual grading of the
Grassmann algebra ΛCd. Define the differential d : A → A ⊗ Λ1Cd by da =∑d
i=1 ∂i(a) ⊗ λi where {λi}i is a base of Cd. As usual the differential extends
uniquely to all of Ω. We define a ∗-structure on ΛCn by declaring the elements λi
to be self-adjoint. Let ı : A⊗ ΛCn → A be given by
ı(a⊗ λ1 ∧ · · · ∧ λn) = a
4we do not distinguish notationally the action of Zd on Ξ by homeomorphisms from its pull
back action on C(Ξ)
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and ı(a⊗w) = 0 for all w ∈ ΛCd of degree less than d. Then (A⊗ΛCn, d,TrA ◦ ı)
is a d-dimensional cycle over A. The Fréchet algebra A ⊂ A of infinite sums∑
n∈Z2 anu
n for which n 7→ ‖an‖ is rapidly decreasing is a dense subalgebra which
is closed under holomorphic functional calculus [36, 34] and thus a domain algebra
for this cycle.
Under the Fourier-Bloch transformation and with the correct normalisation, the
above cycle corresponds to the de Rham cycle over the Brillouin zone considered
in the last section if Ξ is a single point.
Suppose now that the observable algebra A carries a real structure r of the form
above, r(anu
n) = r′(an)u
n. Then
∂j(r(a)) = −r(∂j(a))
and we define a real structure on the Grassmann algebra by
r′′(λj) = −λj
so as to guarantie that d commutes with the real structure r˜ = r ⊗ r′′ on A ⊗
ΛCn. Note that the trace TrA satisfies TrA(r(a)
∗) = TrA(a). It follows that
(A⊗ ΛCn, r˜, d,TrA ◦ ı) is a (∗, r)-cycle of sign
s = (−1)µ(d)+d.
We denote its character by ch′d.
The observable algebra A contains the element
b˜Td := ρ0
(
1 +
1
2
d∑
i=1
(ui + u
∗
i − 2)
)
+
1
2i
d∑
i=1
ρi(ui − u∗i )
for any choice of configuration space Ξ. If the latter is reduced to one point, so
that A ∼= C(Td)⊗Cld+1, then b˜Td becomes bTd from (17), the element defining the
Bott element on the torus. We therefore normalise the chern character again as
chd := 〈ch′d, [b˜Td ]〉−1ch′d
7.2. K-theory of the observable algebra. The tool to compute the K-theory
of C(Ξ)⋊α Z
d and of its real subalgebra C(Ξ,R)⋊α Z
d is the Pimsner Voiculescu
exact sequence [32, 39]. We recall some details. Associated to an action α on
a (trivially graded) C∗-algebra B there is a short exact sequence, the so-called
Toeplitz extension
(20) 0→ B ⊗K → T (B, α) q→ B ⋊α Z→ 0.
T (B, α) is the universal C∗-algebra generated by B and a coisometry S, i.e. an
element S satisfying SS∗ = 1, such that SaS∗ = α(a), a ∈ B. Moreover q(aS) =
au1 with u1 as in (19) (but for a Z-action). Any real structure r on B which
commutes with the action α can be extended to the crossed product algebra B⋊αZ
by r˜(b⊗u1) = r(b)⊗u1 for b ∈ B, and similarily it can be extended to the Toeplitz
algebra T (B, α) by r˜(b ⊗ S) = r(b) ⊗ S. The above short exact sequence (20) is
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then equivariant w.r.t the real structure r˜ and restricting to r˜-invariant elements we
obtain the Toeplitz extension of the real crossed product Br⋊α Z. The important
result of [32] which has been adapted to the real case in [39] is that the above short
exact sequence gives rise to an exact sequence in complex or real K-theory (the
Pimsner-Voiculescu exact sequence) which can be cut into short exact sequences,
for each degree one. In the real case the short exact sequence in degree i is5
(21) 0→ CαKOi(Br) i∗→ KOi(Br ⋊α Z) δ→ IαKOi−1(Br)→ 0.
Here CαKOi(B
r) := KOi(B
r)/ ∼α is the quotient module of coinvariant ele-
ments, that is the module KOi(B
r) modulo elements of the form [x] − [α(x)],
[x] ∈ KOi(Br), and IαKOi−1(Br) := {[x] ∈ KOi−1(Br) : [α(x)] = [x]} is the sub-
module of invariant elements. The quotient map δ in (21) is the boundary map
coming from the short exact sequence (20). The other map i∗ of (21) is induced
by the inclusion i : B → B ⋊α Z.
Since crossed products with Zd can be seen as iterated crossed products with Z
the above can be iterated to compute in principle the K-theory of the observable
algebra, however the final result becomes more an more complicated with higher
d and can be given in closed form only if the short exact sequences (21) at each
stage split. On the other hand, the pairing with chd can be simply expressed.
Lemma 7.1. Let Ξ be a compact metrisable totally disconnected space with a
continuous Zd-action α. Suppose that the action has a dense orbit. Let chd be the
character of the cycle over C(Ξ)⋊α Z
d introduced above. We have
〈chd, KUi(C(Ξ)⋊α Zd)〉 =
{
Z if i = d mod 2
0 otherwise
and
〈chd, KOi(C(Ξ,R)⋊α Zd)〉 =


Z if i = d mod 8
2Z if i = d+ 4mod 8
0 otherwise
Proof. Let F be C or R. Applying d times iteratively the the Pimsner Voiculescu
exact sequence [32, 39]) one obtains the exact sequence
0→ ker δ(d) → Ki(C(Ξ,F)⋊α Zd) δ
(d)→ IαKi−d(C(Ξ,F))→ 0
where δ(d) is the composition of the d boundary maps of the individual Pimsner
Voiculescu exact sequences and we have written Iα = Iαd · · · Iα1 . Since Ξ is totally
disconnected C(Ξ) is the direct limit of finite dimensional commutative algebras.
By continuity of the K-functor we thus have Ki−d(C(Ξ,F)) ∼= C(Ξ, Ki−d(F)) and
under this isomorphism the action α∗ onKi−d(C(Ξ,F)) becomes the usual pull back
action on functions over Ξ. Since the action is transitive only constant functions
are α-invariant and thus IαKi−d(C(Ξ,F)) ∼= Ki−d(F).
5as is customary, we use also the notation Ki = KUi if F = C and Ki = KOi if F = H.
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We have 〈chd, ker δ(d)〉 = 0 as the inclusion ker δ(d) →֒ Ki(C(Ξ,F) ⋊α Zd) is
composed of the inclusion maps C(Ξ,F) ⋊ Zn →֒ C(Ξ,F) ⋊ Zn+1 and hence the
elements in its image vanish under ∂d. There must therefore be a morphism ϕ :
Ki−d(F) → C such that, for all [x] ∈ Ki(C(Ξ,F) ⋊α Zd) we have 〈chd, [x]〉 =
〈ϕ, δ(d)([x])〉. Since Ki−d(F) has at most one generator, there is only one morphism
up to normalisation. Clearly if Ki−d(F) is pure torsion, or trivial, we have ϕ = 0.
Otherwise ϕ = c ch0 for some c ∈ C. Up to a sign, the value of c can be obtained
as follows.
Consider first the case that F = C and Ξ is a single point so that C(Ξ,F)⋊αZ
d ∼=
C(Td). We determined in the last section that the smallest non-vanishing absolute
value for 〈chd, Kd(C(Td))〉 is given by |〈chd, [bTd ]〉| = 1 and the calculations made in
Section 4.6 show that 〈ch0, K0(C)〉 = Z. Hence in this case δ(d)([b˜Td ]) is a generator
of K0(C) and c = ±1. Now since C(Ξ,M2(C))⋊α Zd contains b˜Td , δ(d)([b˜Td ]) must
also be a generator of IαK0(C(Ξ,Z)) = K0(C) for general Ξ. Thus for F = C
we have 〈chd, ·〉 = ±〈ch0, δ(d)(·)〉. Since the Toeplitz sequence is equivariant w.r.t.
the real structures the result remains true if we restrict it to the classes of the
elements of the real sub-algebras. In particular, 〈chd, KOd(C(Ξ,R) ⋊α Zd)〉 =
〈ch0, KO0(R))〉 = Z and 〈chd, KOd+4(C(Ξ,R) ⋊α Zd)〉 = 〈chd, KOd(C(Ξ,H) ⋊α
Zd)〉 = 〈ch0, KO0(H))〉 = 2Z. 
Corollary 6.3 is obtained from the above result upon taking Ξ to be a single
point, as R⋊ Zd ∼= C(Td)f.
7.3. Two dimensional systems with odd TRS. We now restrict our analysis
to two dimensional (possibly aperiodic) systems with odd time reversal invariance.
Our aim is to determine the domain of the torsion valued pairing ∆
(+)
ch2
= ∆j
ch2#κ1
,
that is, the kernel of j∗ on the relevant K-group.
Following [26] we implement odd time reversal on A = C(Ξ,MN (C)) ⋊α Z
d
through a real structure r of the form r = AdΘ ◦ f where Θ ∈ A is a unitary which
satisfies Θf(Θ) = −1 and f is the reference real structure f(anun) = c(an)un. Here
c(an) is complex conjugation of the matrix elements in an ∈ MN (C). We know
from the general theory of [26] that, under mild conditions on the spectrum of Θ
(for instance if the spectrum is finite), (M2(A), r2) is conjugate to (M2(C)⊗A, h⊗
f) where h = Adiσy ◦ c is the quaternionic real structure on M2(C) whose real
subalgebra is the algebra of quaternions M2(C)
h = H. We may thus work from the
beginning with the observable algebra A = M2(C)⊗C(Ξ,Mn(C))⋊α Z2 equipped
with the real structure r = h⊗f. Its real subalgebra is Ar = H⊗C(Ξ,Mn(R))⋊αZ2.
A Hamiltonian describing an insulator with odd TRS corresponds to a self-
adjoint invertible element h ∈ Ar. It can thus be expressed as a 2× 2 matrix
h =
(
h1 R
R∗ h2
)
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whose entries belong to C(Ξ,Mn(R))⋊αZ
2 and satisfy f(h1) = h2 and f(R) = −R∗.
The models discussed in Section 6.4.1 (for d = 2) and the Kane-Mele model are of
the above type if one choses Ξ to be one point and n = 2.
For the calculation of the K-theory of A and Ar, the value of n is not important
and we will set it to 1.
Proposition 7.2. Let Ξ be a compact metrisable totally disconnected space with
a continuous Z2-action α. Let F = C or F = H. For i = 0 and i = 2 we have the
exact sequences
0→ CαC(Ξ, Ki(F))→ Ki(C(Ξ,F)⋊α Z2) δ
(2)→ IαC(Ξ, Ki−2(F))→ 0.
Furthermore, KO1(C(Ξ,H)⋊α Z
2) is torsion free.
Before giving the proof we remark that, if F = C then there is no distinction
between i = 0 and i = 2. Furthermore, the fact that K2(H) = 0 simplifies the
exact sequence in the case F = H and i = 2.
Proof. We view the C(Ξ,F)⋊αZ
2 as a double crossed product (C(Ξ,F)⋊α1Z)⋊α2Z
and apply (21) twice. For F = C this calculation can be found in [17]. We consider
here the case F = H. We obtain first from the action α1 on C(Ξ,H)
(22) 0→ Cα1KOi(C(Ξ,H))→ KOi(C(Ξ,H)⋊α1 Z)→ Iα1KOi−1(C(Ξ,H))→ 0.
Since Ξ is totally disconnected we have KOi(C(Ξ,H)) ∼= C(Ξ, KOi(H)). It is
known that KOi(H) is Z, 0, 0, 0,Z,Z2,Z2, 0 in degrees i = 0, 1, · · · , 7. By (22)
KO−1(C(Ξ,H)⋊α1 Z)
δ1∼= Iα1C(Ξ, KO−2(H))
KO0(C(Ξ,H)⋊α1 Z)
∼= Cα1C(Ξ, KO0(H))
KO1(C(Ξ,H)⋊α1 Z)
δ1∼= Iα1C(Ξ, KO0(H))
KO2(C(Ξ,H)⋊α1 Z) = 0
where δ1 is the boundary map for the action α1. We insert this into the exact
sequence (21) for the second action α2 on B
r = C(Ξ,H) ⋊α1 Z. For i = 0, 2 we
obtain precisely the exact sequences stated in the proposition. The quotient map
δ(2) is thus the composition of the boundary maps δ1 and δ2 for the two actions α1
and α2. For i = 1 we obtain
0→ Cα2Iα1C(Ξ, K0(H))→ K1(C(Ξ,H)⋊α Z2) δ2◦δ1→ Iα2Cα1C(Ξ, K0(H))→ 0.
Since Iα2Cα1C(Ξ,Z) and Cα2Iα1C(Ξ,Z) are always torsion free K1(C(Ξ,H)⋊α Z
2
is also torsion free. 
Corollary 7.3. Let Ξ be a compact metrisable totally disconnected space with
a continuous Z2-action α. Suppose that the action has a dense orbit. Then
K0(C(Ξ,H)⋊α Z
2) is determined by the exact sequence
0→ CαC(Ξ,Z)→ K0(C(Ξ,H)⋊α Z2) δ
(2)→ Z2 → 0
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and j∗ : KO0(C(Ξ,H)⋊α Z
2)→ KO1(C(Ξ,H)⋊α Z2) is the 0-map. In particular,
∆
(+)
ch2
is defined on all of K0(C(Ξ,H)⋊α Z
2). Furthermore,
KO2(C(Ξ,H)⋊α Z
2) ∼= Z
with generator given by
(
ϕev(b˜T2) 0
0 −f(ϕev(b˜T2))
)
.
Proof. The exact sequence is just the specialisation of that of Prop. 7.2 to i = 0 tak-
ing into account that IαC(Ξ, K−2(H)) ∼= KO2(R) = Z2, as the action has a dense
orbit. We have seen that the image of j∗ is pure torsion. But KO1(C(Ξ,H)⋊αZ
2)
is torsion free and hence the image of j∗ on theK0-group trivial. SinceKO2(H) = 0
Prop. 7.2 yields that δ(2) : KO2(C(Ξ,H)⋊α Z
2)→ IαC(Ξ, KO0(H)) is an isomor-
phism. As IαC(Ξ, KO0(H)) ∼= KO0(H) ∼= Z the generator of KO2(C(Ξ,H)⋊αZ2)
must be the same as in the periodic case where it was determined in the last
section. 
Corollary 7.4. Let Ξ be a compact metrisable totally disconnected space with a
continuous Z2-action α which has a dense orbit. Then
∆j
ch2#κ1
: KO0(C(Ξ,H))→ 〈ch2, KO0(C(Ξ,H)⋊α Z2〉/〈ch2, KO2(C(Ξ,H)⋊α Z2〉
is surjective onto Z2.
Proof. By Lemma 7.1 〈ch2, KO2(C(Ξ,H)⋊α Z2〉 = 2Z and we already computed
that ∆j
ch2#κ1
([ϕu(b˜T2)]) = 1 mod 2. 
Theorem 5.7 in combination with the above corollary tells us that any element
of KO0(C(Ξ,H)⋊α Z
2 admits a representative which has an extra spin symmetry
Σ(+) and formula (11) tells us how to express the torsion-valued pairing with the
help of that symmetry. If this spin symmetry is internal, that is, does not depend
on the unitaries uj then (11) simplifies to (12) and ∆
(+)
ch2
([h]) is one half of the
difference of the Chern number of the projection of h onto the spin up sector
minus the Chern number of its projection onto the spin down sector. We refer the
reader to [33] for a thorough discussion of this interpretation as a so-called spin
Chern number. It does not really need exact commutation and also the effect of
strong disorder can be included [33].
7.4. Periodically driven models. We provide an application to periodically
driven insulators (Floquet insulators) with observable algebraA = C(Ξ,MN(C))⋊α
Z2 and odd time reversal invariance. In the case that these are crystalline, that
is, Ξ equal to a single point, they have been discussed by Carpentier et al.. Their
work [13] was actually the source of inspiration for our construction in Section 5.
Let H(t) ∈ A be a continuously differentiable function of self-adjoint elements.
H(t) should be thought of as a time dependent Hamiltonian describing the material
subject to an external force. We suppose that the time dependence is periodic,
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of period T > 0. Let U(t) be the unitary time evolution operator, which is the
solution of the initial value problem
iU˙(t) = H(t)U(t), U(0) = 1.
It follows that U(t) is T -periodic up to multiplication by U(T ),
U(t+ T ) = U(T )U(t).
For simplicity we now set T = 1. We are interested in the topological properties
of the spectral projections of U(1) which belong to A. The spectrum of U(1) is a
subset of the circle S1 of complex numbers of modulus 1. We need to assume that it
is not all of S1 but has at least two gaps so that we can define the spectral projection
onto the spectral part between the gaps. More precisely, if z0, z1 are two distinct
points in S1 we denote by [z0, z1] the subset of points in S
1 which are counter-
clockwise to the left of z0 and to the right of z1, and define Pz0,z1 to be the spectral
projection of U(1) onto [z0, z1]. If z0 and z1 do not belong to the spectrum of U(1)
then Pz0,z1 is a continuous function of U(1) and thus lies in A. Consequently it
defines an element in KU0(A) or, equivalently, xz0,z1 := (2Pz0,z1−1)⊗ρ an element
of the van Daele K-group DK0(A ⊗ Cl1). We are interested in pairings of this
element with chern characters, in particular, in dimension two, with the standard
chern character ch2 described above. But note that we are considering spectral
projections of the time 1 evolution operator U(1) and not spectral projections of
the Hamiltonian itself.
The spectral projection Pz0,z1 can be computed at follows: Fix a point z ∈ S1
to define a domain for a complex logarithm log : C\R+z → C. Choose a branch
of that logarithm, that is, a real number ǫ such that eiǫ = z so that logǫ(e
iϕ) is the
imaginary number iϕǫ which satisfies ǫ ≤ ϕǫ < ǫ+ 2π and ϕǫ − ϕ ∈ 2πZ. Then
Heffǫ := i logǫ U(1)
is a selfadjoint operator which can be seen as an effective time independent Hamil-
tonian, because at times t = n, n ∈ Z, the time evolution of H(t) and of Heffǫ
coincide, U(n) = e−inH
eff
ǫ . In between these times the difference of their time
evolution is given by the periodized time evolution operator
Vǫ(t) = U(t)e
itHeffǫ
which satisfies Vǫ(t+1) = Vǫ(t). If z does not belong to the spectrum of U(1) then
Heffǫ is a continuous function of U(1) and hence an element of A.
Now suppose that z0 and z1 do not belong to the spectrum of U(1). Choose ǫi
so that eiǫi = zi and 0 ≤ (ǫ1 − ǫ0) < 2π. Then, for z 6= z1, z2 we have logǫ1(z) −
logǫ0(z) = 2πi if z ∈ [z1, z2] while this expression is 0 otherwise. It follows from
functional calculus that
2πiPz0,z1 = logǫ1(U(1))− logǫ0(U(1)) = −i(Heffǫ1 −Heffǫ0 ).
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The last expression may be interpreted in K-theory as follows. Let β : KU0(A)→
KU1(SA) be the Bott map from (4). Then, using exp(−2πisPz0,z1) = eis(H
eff
ǫ1
−Heffǫ0 ) =
Vǫ1(s)V
∗
ǫ0
(s) we find β([xz0,z1 ]) = [Y ] where Y is the loop in M2(A),
Y (s) =
(
0 Vǫ1(s)V
∗
ǫ0
(s)
Vǫ0(s)V
∗
ǫ1
(s) 0
)
.
7.4.1. Odd time reversal symmetry. We now consider the effect of time reversal
symmetry. Recall that time reversal symmetry is implemented by a real structure
r on A = M2(C) ⊗ C(Ξ,Mn(C)) ⋊α Zd.A time dependent Hamiltonian H(t) has
time reversal symmetry if
r(H(t)) = H(−t).
This implies that r(U(t)) = U(−t), r(Heffǫ ) = Heffǫ , r(Pz0,z1) = Pz0,z1, and r(Vǫ(t)) =
Vǫ(−t). In particular, Pz0,z1 defines an element of KO0(Ar).
For periodic models with odd time reversal symmetry Carpentier et al. [12, 13]
proposed to associate to Pz0,z1 an invariant which we wish to describe in our frame-
work. Indeed, we will show that their invariant corresponds to the torsion valued
pairing of ch2 with [xz0,z1] and thus generalises to aperiodic models. For peri-
odic models A = M2n(C) ⋊α Z
2 with trivial action α and this algebra is iso-
morphic to M2n(C)⊗ C(T2). Under the isomorphism the real structure becomes
r(f)(k) = h(f(−k)) for f : T2 → M2(C)⊗Mn(C). This Fouriertransformation un-
derstood, we view now Pz0,z1 = Pz0,z1(k) and Vǫ = Vǫ(t, k) as continuous functions
Pz0,z1 : T
2 →M2(C)⊗Mn(C), Vǫ : T3 → M2(C)⊗Mn(C)
which satisfy Adσy⊗1Pz0,z1(k) = Pz0,z1(−k) and
Adσy⊗1Vǫ(t, k) = Vǫ(−t,−k).
The invariant associated to Pz0,z1 in [13] is obtained by first modifying Vǫ. Let
(23) Vˆǫ(t, k) =
{
Vǫ(t, k) for t ∈ [0, 12 ]
Vˆǫ(t, k) for t ∈ [12 , 1]
where for [1
2
, 1]× T2 ∋ (t, k) 7→ Vˆǫ(t, k) ∈ UN (C) is any continuously differentiable
function which satisfies the symmetry constreint
Adσy⊗1Vˆǫ(t, k) = Vˆǫ(t,−k)
and the boundary conditions
Vˆǫ(
1
2
, k) = Vǫ(
1
2
, k), Vˆǫ(1, k) = 1.
A substantial part of [13] is devoted to the proof that such a function Vˆǫ exists.
The degree of Vˆǫ is defined to be
degVˆǫ :=
1
24π2
∫
T3
Tr(Vˆ ∗ǫ dVˆǫ)
3
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where d is the exterior derivative and
∫
T3
the standard integral over T3. Finally,
the invariant associated to Pz0,z1 is the difference modulo 2
K(Pz0,z1) := degVˆǫ1 − degVˆǫ0 mod 2.
Carpentier et al. then show that K(Pz0,z1) coincides with the Kane-Mele invariant
of Pz0,z1. Here we point out that K(Pz0,z1) corresponds exactly to ∆
j
ch2#κ1
([xz0,z1 ]).
Indeed, we can split the integral
1
24π2
∫
T3
Tr(Vˆ ∗ǫ dVˆǫ)
3 =
1
24π2
∫
[0, 1
2
]×T2
Tr(V ∗ǫ dVǫ)
3 +
1
24π2
∫
[ 1
2
,1]×T2
Tr(Vˆ ∗ǫ dVˆǫ)
3.
Integrating out the time variable t ∈ [0, 1
2
] one finds that
1
24π2
∫
[0, 1
2
]×T2
Tr(V ∗ǫ1dVǫ1)
3 − 1
24π2
∫
[0, 1
2
]×T2
Tr(V ∗ǫ0dVǫ0)
3
is proportional to 〈ch2, [xz0,z1 ]〉 which vanishes, as follows from the last statement
of Thm. 5.2 (the dimension, parity, and sign of ch2 satisfy (8)). Let
F (t) =
(
0 Vˆǫ1(
t+1
2
)Vˆ ∗ǫ0(
t+1
2
)
Vˆǫ0(
t+1
2
)Vˆ ∗ǫ1(
t+1
2
) 0
)
.
F is a homotopy between
(
0 Pz0,z1 − P⊥z0,z1
Pz0,z1 − P⊥z0,z1 0
)
and
(
0 1
1 0
)
. Identify-
ing ρ with
(
0 1
1 0
)
we thus find that
∆j
ch2#κ1
([xz0,z1 ]) ≡ c−12 (8πκ3)−1ch′2[0,1]#κ2(F, F, F )
≡ 1
24π2
∫
[0,1]×T2
Tr
(
FdF
)3
≡ 1
24π2
∫
[ 1
2
,1]×T2
Tr
(
Vˆǫ1dVˆǫ1
)3 − 1
24π2
∫
[ 1
2
,1]×T2
Tr
(
Vˆǫ0dVˆǫ0
)3
(≡ means equality modulo 2). This shows the result.
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