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Accelerating 3B single-molecule superresolution microscopy with cloud computing
To the Editor: The recently invented technique of Bayesian localization microscopy 1 relaxes the requirement for an extremely high signal-to-background ratio for single-molecule superresolution microscopy [2] [3] [4] [5] . It enables a standard wide-field fluorescence microscope to generate super-resolution images from the stochastic bleaching and blinking 6,7 of fluorescence dyes (3B analysis). Although the new 3B microscopy has enormous potential to put the power of super-resolution imaging into the hands of average biologists, its underlying algorithm can be an impediment. Calculating an area of 50 × 50 pixels takes approximately a full day on a state-of-the-art desktop computer (Fig. 1a) . For larger image areas, the need for massive computing resources makes the 3B analysis inaccessible to many labs and limits its scope of application. We report here a simple solution for everyone: the Amazon Elastic Compute Cloud (Amazon EC2).
Aside from its flexible and cost-effective super-computing power, the greatest advantages of Amazon EC2 are its accessibility and ease of use. Normally, porting a computational code to a new system involves the configuration of a system-dependent software environment. The convoluted configuration processnot to mention the increased complexity for cluster computing-often discourages scientists without programming backgrounds. Use of Amazon EC2 significantly lowers this entry barrier. By packaging the executable program together with its running environment in a single image file known as the Amazon machine image (AMI), we can distribute 3B analysis to the public through the Amazon Marketplace. Hundreds of processes can run on instances, with each instance configured as an exact copy of the AMI. A user can launch ma ssively parallel 3B processes on the Cloud from a local computer in just a few minutes (Fig. 1b  and Supplementary Video 1) .
Large computing power allows data analysis without compromising on field of view. We tested Amazon EC2 using the photoactivatable (PA) mCherry-tagged podosome data from ref. 1 (Fig. 1c) . The recorded image was divided into small mosaics of 12 × 12 pixels. The mosaics were analyzed in parallel and recombined to form a super-resolution image of 9.6 × 9.6 μm. Given the same computation time, an eight-thread 3.40-GHz Intel Core i7 desktop computer could analyze a region of 2.715 × 2.715 μm. The image generated from 100 virtual cores from Amazon EC2 was 12 times as large.
An entry-level user of the Amazon Cloud may obtain up to 100 instances at about $0.02-$0.06 per instance hour. Depending on the market price, reconstruction of a 25 × 25-μm image costs less than $25. We strongly recommend the use of our bash scripts to continuously monitor the reconstructed image ( Supplementary  Software and tutorial therein) . The calculation should be terminated only when the structrual features have converged, as otherwise potentially serious image artifacts may still be present. Researchers may apply for Amazon Web Service research grants for additional computing hours. We performed a test with 300 instances of 600 virtual cores. An image of PAmCherry-tagged tubulins in U2OS cells (from our own experiments) with the size of 150 pixels × 100 pixels × 1,500 frames could be reconstructed in only 210 min (Fig. 1d) , whereas on a state-of-the-art desktop computer, this process would have taken 9 d. Cloud computing has been transforming the information technology industry through its elastic and flexible on-demand services. Although cloud computing has contributed to the success of many companies such as Dropbox and Netflix, until now it has been little used in biological research. Through this Correspondence, we hope to highlight its huge potential for the imaging community. Left, for a measured image, the inset shows superresolution reconstruction of an area of 2.7 × 2.7 μm using a quad-core Core i7 computer; right, reconstruction of an increased area of 9.6 × 9.6 μm using 25 EC2 instances. The improvement is 12.5-fold. (d) Top, confocal epifluorescence image of PAmCherry-tagged tubulins in a U2OS cell with a field of view of 21 × 14 μm. Bottom, reconstructed image obtained by running 300 Amazon instances for 3.5 h. The same calculation would otherwise take 9 d to complete on a single-core computer. Scale bars, 2 μm (c) and 1 μm (d). 
ImageJ plug-in for Bayesian analysis of blinking and bleaching
To the Editor: The explosion of super-resolution microscopy research over the last 10 years has resulted in a myriad of new techniques 1 , all of which have distinct advantages and disadvantages. Localization microscopy achieves an improvement in resolution by taking multiple images, each with only a few fluorophores emitting light 2 . A recently developed variation on the localization technique, Bayesian analysis of blinking and bleaching (3B) 3 , allows analysis of data with multiple overlapping fluorophores in every image. For those willing to invest in the longer analysis time required by 3B, this tool offers the possibility of observing cell dynamics at super-resolution, as demonstrated in the original paper. The 3B software is currently supplied as a stand-alone program that must be compiled and installed before use, which limits its users to those reasonably familiar with programming. Meanwhile, the imaging community has greatly benefited from widely used opensource software packages, and ImageJ 4 in particular has become a standard tool in laboratories that acquire microscopy images. Here we present an ImageJ plug-in for the 3B software, which includes both the 3B analysis and software for performing a reconstruction (Supplementary Software). The plug-in currently works with 32-bit ImageJ on Windows and 32-or 64-bit ImageJ on Linux. The reconstructions are themselves ImageJ images and can be manipulated in the standard way. This plug-in will make 3B analysis accessible to a far wider range of users than before and will aid the exploration of how structures change at the nanoscale in live cells. With a suitable sample and camera, data can be acquired using a standard wide-field system 3 .
The design of the plug-in allows reconstruction to be performed on previous runs, as the workflow in Figure 1 illustrates. npg
