This note describes a polynomial space proof of the Graham-Pollak theorem.
Introduction
One of the earliest applications of linear algebra to prove a combinatorial statement was the Graham-Pollak theorem. They proved that the edge set of the complete graph K n cannot be written as the disjoint union of n − 1 complete bipartite graphs. The original proof used Sylvester's law of inertia [2] . See [1, 3, 4] for other short proofs.
Another application of linear algebra methods has been to intersection theorems. In this class of problems some intersection conditions are posed over a collection of sets. A bound is then derived on the size of the collection as a function of the base set. The polynomial space method has proved useful in many such cases. See [1] for a nice and extensive exposition.
In this note we give a proof of the Graham-Pollak theorem using the polynomial space method. For a graph G letḠ denote the complement and A(G) the adjacency matrix of G. Substituting the value of β from the second equation into the first we get the following.
Let D denote the incidence matrix of the S i s. The rows correspond to the incidence vectors of the sets S i . Then the above equations can be written in matrix form as follows.
Here A(Ḡ) denotes the adjacency matrix of the complement of G and J denotes the n × m matrix of all 1s. Rewriting
The rank of We wish to note that the matrix A(Ḡ) can be written as the sum of a positive semidefinite and a negative semidefinite matrix based on the signs of its eigenvalues. So in the above theorem, one can replace the rank(A(Ḡ)) term with the number of negative eigenvalues of the matrix A(Ḡ).
