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A DISCRETE DISTRICTING PLAN
ALBERTO SARACCO AND GIORGIO SARACCO
Abstract. The outcome of elections is strongly dependent on the dis-
tricting choices, making thus possible (and frequent) the gerrymander-
ing phenomenon, i.e. politicians suitably changing the shape of electoral
districts in order to win the forthcoming elections. While so far the
problem has been treated using continuous analysis tools, it has been
recently pointed out that a more reality-adherent model would use the
discrete geometry of graphs or networks. Here we propose a parameter-
dependent discrete model for choosing an “optimal” districting plan. We
analyze several properties of the model and lay foundations for further
analysis on the subject.
1. Introduction
The most ancient reference to the isoperimetric problem is nowadays
known by the name of Dido’s problem which has a political background.
Legend has it that queen Dido of Carthage was given the chance to found a
city on the area she would have been able to enclose with a given ox hide:
she cut the hide in thin strips and proceeded to enclose a very large area. If
one were to seize this opportunity and get the most out of it, what would be
the best shape? In such a context, by best we mean with the greatest area
given a length. Nowadays this problem is more commonly known through
its dual formulation, i.e. to find the least perimeter enclosing a given area.
It has been hypothesized for millennia that the best is given by the circle,
yet a formal proof was not available until very recently. A first step toward
the proof was made by Steiner in the 19th century who showed that if a
solution existed, it had to be the circle [26]. It was in the 20th century that
De Giorgi bridged the last gaps proving the full result via the theory of sets
of finite perimeter and BV functions he developed in [11].
Whenever one has to minimize the (some notion of) perimeter with a
constraint on the (some notion of) area, one refers to the problem as an
isoperimetric-like. These problems have a wide number of practical appli-
cations ranging from physics such as the capillarity phenomenon [17, 18] to
crystallography such as the shapes of equilibrium crystals [9]. In the latest
years isoperimetric-like problems were looked at with interest from social
sciences with the explicit aim to recognize gerrymandering phenomena in
politics [12, 14].
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Most of the literature on gerrymandering discusses the current shapes of
electoral districts and assigns to each different scores, all of isoperimetric
nature whose goal is to measure the “compactness” of the shapes, whatever
this may mean. The aim is twofold: compare districts via these scores and
rank them from the most gerrymandered to the least, see for instance [5];
decide whether a district is gerrymandered or not, see for instance [4, 15,
16, 21].
In this paper we propose a discrete districting plan and discuss some
properties we would like our model to possess. The underlying idea is that
given some region Ω we want to partition it in N subregions {Ωk}Nk=1 with
the same population, i.e.
(1)
∫
Ωk
f(x) dx =
1
N
‖f‖L1(Ω)
where f denotes the population density over Ω. A general approach to get
the “most compact” shape is to minimize the (relative) perimeter of the
partition, thus we would be led to minimize the functional
1
2
N∑
k=1
P (Ωk; Ω) ,
subject to 1, which is linked to the score proposed in [10]. Though, one
might argue that it would be best to weigh the perimeter as well via the
density population in order to make uneconomical to split highly populated
regions. Indeed a high density might be an indicator of strong political,
ethnical, religious, linguistic and so on ties, thus it would be fair to not split
them. Then, the functional to be minimized would be
1
2
N∑
k=1
∫
Ω∩∂∗Ωk
f(x) dHn−1(x) ,
where ∂∗Ωk denotes the reduced boundary. More general functionals to be
minimized can be proposed such as
(2)
1
2
N∑
k=1
∫
Ω∩∂∗Ωk
g(x, νΩk(x)) dHn−1(x) ,
where the weight g = g(x, ν) takes into account not only the point but
as well the direction of the boundary at the point. This weight g might
represent how big the flow of people and the exchange of informations at
point x in direction ν is. Isoperimetric-like problems of this fashion have
been treated in [23, 25], as well as the regularity of minimizers in [22].
Continuous descriptions of the gerrymandering phenomenon suffer though
from many issues as highlighted in [12] where the authors propose to make
use of tools from discrete geometry and the theory of graphs to depict the
scenario: some models taking into account a graph structure have been
studied for instance in [1] (see also [24]). Indeed, the situation may be very
well described in the setting of discrete geometry as the total population
is finite. The idea is to choose one of the levels of the census’ units (for
instance US: block, block’s group, tract; Italy: comune, provincia, regione)
and assign to each a vertex vi in a graph Γ. We shall then say that two
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vertexes, vi, vj , are adjacent if the corresponding units share (a positive
amount of) boundary and denote their edge by ei,j . This latter hypothesis
ensures that the resulting graph is planar. Then, the weight f denotes the
population of a vertex, while the weight g is a measure of how well two
adjacent vertexes are connected. Hence, the discrete functional equivalent
to 2 is
(3)
∑
C({Γk})
g(e) ,
where {Γk} is a N -partition of Γ and the sum is taken over the edges e
belonging to the cut set C({Γk}), i.e. sloppily speaking the edges removed
from Γ to obtain the partition {Γk} (see Definition 2.2 for the formal details
of partition and cut set). Clearly one can not impose a constraint analo-
gous to 1 as in general this would prevent a solution to exist. Adding a
penalization term of the form
(4)
√√√√√ N∑
k=1

∑
v∈Γk
f(v)−
∑
v∈Γ f(v)
N


2
,
rather than a mass constraint, ensures the existence of solutions without
completely dropping the request to have (almost) equally populated regions.
This term represents the standard deviation of the populations in each sub-
graph with respect to the mean population of the whole graph, and one
could use a general p-norm in place of the 2-norm. The functional we will
look at is the convex combination of 3 and 4, i.e.
λ
∑
C({Γk})
g(e) + (1− λ)
√√√√√ N∑
k=1

∑
v∈Γk
f(v)−
∑
v∈Γ f(v)
N


2
.
Depending on the choice of λ one gives more or less prominence to one of the
two terms. When one looks purely at the perimeter energy 3, i.e. for λ = 1,
the problem is closely related with the one known as minimum-N -cut, where
one seeks to split the graph in at least N components rather than exactly
N .
The proposed functional clearly does not only have applications to poli-
tics. One can imagine many different scenarios: for instance the vertexes of
the graph might represent computers with the weight f their powers, while
edges represent direct connections and the weight g how many MB/s of
data-flow these links grant. Then our problem would represent the need to
break this computer network in smaller groups of similar power by cutting
the slowest connections. In this latter case though it is very possible that the
starting graph is not planar, possibly adding more algorithmic complexity.
For the sake of completeness, we recall that for fixed N the minimum-N -cut
problem is polynomial time solvable (see [8, 13] and the references therein).
The paper is organized as follows. In Section 2 we lay the notation and
precisely define the functional. In Section 3 we discuss a series of properties
one would like to have for such a problem. For each desired property we
provide either a proof of the property or show a counterexample disproving
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it. In Section 4 we briefly discuss what happens if we consider a more general
deviation energy term. In Section 5 we discuss the open problems we have
not settled yet, which would be nice to explore, and define some further
research directions we shall investigate in the future.
2. The model
Let us consider a graph
Γ =
(
V (Γ);E(Γ)
)
.
The elements {vi}i = V (Γ) represent the vertexes of the graph, while those
of E(Γ) the edges, i.e. the connections eki,j from vertex vi to vertex vj
available in the graph. We shall suppose that
• Γ is finite, i.e. |V (Γ)| < +∞;
• Γ is simple, i.e. there is at most one edge ei,j connecting the vertex
vi to vj and there are no loops ei,i;
• Γ is undirected, i.e. ei,j is identified with ej,i;
• Γ is connected, i.e. given any two vertexes v,w there exists a se-
quence of vertexes {vk}nk=1 such that v1 = v, vn = w and ek,k+1 ∈
E(Γ) for all k = 1, . . . , n− 1.
We endow the graph Γ with two different weights, one acting on the ver-
texes and one on the edges. Specifically, we set f : V (Γ) → (0,+∞) and
g : E(Γ) → (0,+∞). Graphs with weights are occasionally referred to as
networks. More details and basic notions of graphs can be found in the mono-
graphs [6, 27]. Given these choices, one could represent the weighted edges
as the symmetric traceless square matrix A ∈M(|V (Γ)|), where ai,j = g(ei,j)
if ei,j ∈ E(Γ) and ai,j = 0 otherwise.
The graph amounts to the region which we want to divide into electoral
districts; the vertex vi represents a town or neighborhood in the region (f(vi)
being the population of vi) and the edge ei,j represents a direct connection
between two nearby towns/neighborhoods. The weight g(ei,j) is a measure
of how good the connection between the two towns is: the greater g(ei,j),
the better they are connected, e.g. g(ei,j) represents the number of people
that can go from one town to the other in a fixed amount of time.
We denote by
M(Γ) =
∑
v∈Γ
f(v)
the total population, or mass, of a graph.
Definition 2.1. Given a graph Γ =
(
V (Γ);E(Γ)
)
, we say that Γk is a
subgraph of Γ if it is a graph such that V (Γk) ⊆ V (Γ) and E(Γk) ⊆ E(Γ).
Moreover, we define its boundary ∂Γk as
∂Γk := {ei,j ∈ E(Γ) : vi ∈ V (Γk) , vj /∈ V (Γk)} .
In our model we are interested in pairwise disjoint and connected parti-
tions of the graph. For the sake of brevity, in the following we shall only
say N -partition, truly referring to a pairwise disjoint, connected N -partition
accordingly to the next definition.
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Definition 2.2. Let 1 ≤ N ≤ |V (Γ)| be an integer. A pairwise disjoint and
connected N -partition of Γ is a family of N connected subgraphs {Γk}Nk=1
such that ⋃
k
V (Γk) = V (Γ) , V (Γk) ∩ V (Γh) = ∅ ,∀k 6= h .
We define the cut set of the partition (or boundary of the partition) as
C({Γk}) :=
⋃
k
∂Γk .
Given N , we would like to find a N -partition of Γ such that all subgraphs
Γk have the same total weight of the vertex, i.e. the same mass
M(Γk) =
∑
V (Γk)
f(v) =
1
N
M(Γ) .
In our electoral interpretation this means dividing the region Γ in N electoral
districts with the same population, while minimizing the total weight of the
cut set
(5) P ({Γk}) :=
∑
C({Γk})
g(e)
to ensure that the districts are as “compact” as possible. We shall refer to
the above as to the cut or perimeter energy of the partition. This of course
is not possible since in general the set of N -partitions with all subgraphs
with the same weight is empty. Thus, we want to allow the possibility for
the weight of the subgraphs to differ from the arithmetic mean, at a cost,
increasing with the difference from the mean. More precisely, we add the
penalization term
(6) σ({Γk}) :=
√√√√ N∑
k=1
(
M(Γk)− M(Γ)
N
)2
,
which we shall refer to as the deviation energy of the partition.
Given λ ∈ [0, 1], we define the energy functional
(7) Fλ({Γk}) = λP ({Γk}) + (1− λ)σ({Γk}) ,
which is a convex combination of the cut energy 5 and of the deviation
energy 6. We are interested in minimizing Fλ among all N -partitions of
Γ. Notice that the minimization problem is invariant under the action of a
uniform dilation of the weights f and g, i.e. taking as weights θf and θg,
with θ > 0, in place of f and g does not change the minimizers. We shall
call any partition minimizing 7 a minimal or optimal N -partition (relative
to some λ).
It is worth noticing that for λ = 1 the only energy we consider is the cut
energy, i.e. the problem is similar to the minimal N-cut problem and there
is no request on the mass of the districts to be near to the mean value.
Remark 2.3. Existence of minimizers is trivial and follows straightfor-
wardly from the finiteness of the graph Γ. Moreover, notice the following
fact. Given Γˆ =
(
V (Γˆ);E(Γˆ)
)
a subgraph belonging to a partition of Γ, one
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can suppose wlog that E(Γˆ) = {ei,j ∈ E(Γ) : vi, vj ∈ V (Γˆ)}. This is because
the first term of the functional Fλ, i.e. the cut energy, is defined on the cut
set C({Γk}) which is contained but not necessarily equal to E(Γ)\∪kE(Γk).
Thus, the functional does not detect any internal changes in a subgraph Γˆ,
i.e. considering Γˆ or Γ˜ = (V (Γˆ), E(Γˆ) \ {e}) is the same, provided that re-
moving e does not disconnect Γˆ. This means that the energy of a partition
{Γk} is actually a function of the partition of the vertexes {V (Γk)} and does
not depend on the edges.
Regarding uniqueness, note that fixed a N -partition its energy Fλ is affine
linear in λ. Hence, it easily follows a uniqueness theorem.
Theorem 2.4. If a N -partition {Γ˜k} minimizes Fλ for two distinct values
λ1 < λ2, then it is a minimal N -partition for all λ ∈ [λ1, λ2]. Moreover,
i) either it is the unique minimizer in (λ1, λ2);
ii) or there exists another partition {Γˆk} such that
Fλ({Γˆk}) = Fλ({Γ˜k}) , ∀λ ∈ [0, 1] .
Proof. Given {Γ˜k} minimal in λ1 and λ2 (λ1 < λ2) we have that
(8) Fλ1({Γ˜k}) ≤ Fλ1({Γk}) , Fλ2({Γ˜k}) ≤ Fλ2({Γk}) , ∀{Γk} .
Notice now that the energy of any given partition is affine linear in λ and
thus determined by its value in any two given points, or equivalently Fλ is a
linear combination of Fλ1 and Fλ2 . Hence by 8, the energy of any partition
{Γk} is greater than or equal to the energy of {Γ˜k} in [λ1, λ2].
Suppose now there exists a partition {Γˆk} such that Fλ¯({Γ˜k}) = Fλ¯({Γˆk})
for some λ¯ ∈ (λ1, λ2). Since the energy is affine linear, inequalities 8 paired
with this last equality necessarily imply that the two partitions always have
the same energy. The converse is readily achieved by using again the linearity
w.r.t. λ and the hypothesis that at least one of the inequalities in 8 is
strict. 
Corollary 2.5. If there are no partitions that have the same energy in any
two points, then Fλ has a unique minimizer up to a finite set of transition
values.
3. Discussion of (desirable) properties
We analyze here several properties we would like our districting model to
have. We are interested in:
(i) stability of the division in districts when a new town/neighborhood
is built or abandoned;
(ii) stability of the division in districts when a new road connecting
different cities is built (or an existing connection is destroyed);
(iii) possibility to force certain adjacent cities to be in the same district
(up to suitably modifying the connection between the two);
(iv) possibility to force a city to form a district on its own (up to suitably
modifying the connections between that city and its neighbors);
(v) stability of the model at a multi-layer districting, i.e. does creating
“super”-districts, say N , and then splitting them, say in j “sub”-
districts each, yield the same result as directly creating jN districts?
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Figure 1. Removing or adding a vertex; numbers corre-
spond to the weight of the vertexes; all edges are supposed
to have weight 1.
Our model does not grant properties (i), (ii), (v), as we show by counterex-
amples. Properties (iii) and (iv) hold true, under suitable conditions. The
fact that properties (i), (ii) and (v) do not hold can be: either a weakness
of the model deriving from the high degree of freedom of weights and may
possibly be circumvented by modifying the form of the deviation energy; or
an unavoidable drawback present in any possible model of districting. The
latter is far from being unrealistic and it is actually something that often
happens in social choices, e.g.
• Arrow in [2] proved that, if there are at least 3 choices, no electoral
system satisfies at once Pareto’s property (if all voters prefer X
over Y , X is group-preferred to Y ), independence from irrelevant
choices (the group preference between X and Y only depends on
the single preferences between X and Y ) and there is no dictator
(no single voter possesses the power to always determine the group’s
preference).
• Balinski and Young in [3] proved that, if there are at least 3 parties,
no apportionment system simultaneously follows the quota rule (if
a party fair share is between n and n + 1 it gets assigned either n
or n+ 1 seats), avoids the Alabama paradox (if the total number of
seats is increased, no party’s number of seats decreases) and avoids
the population paradox (if party A gets more votes and party B gets
fewer, no seat will be transferred from A to B).
3.1. Adding or removing a vertex. We here briefly discuss what can
happen whenever a vertex is removed from a graph (resp. added to). In
our practical example of districting this could correspond to a city being
abandoned (resp. to a new city being built).
Example 3.1. We consider the graph in Figure 1, where the grayed-out
vertex is the new/removed vertex and the dashed edges are the edges con-
necting it to the other vertexes, and look at its minimal 2-partitions. We
call Γ the whole graph and Γˆ its subgraph without the grayed-out vertex
and the dashed edges.
We start by analyzing the graph without the grayed-out vertex, Γˆ. Notice
that for λ = 1 the minimal 2-cut can be obtained by cutting edges with
a total weight of 2 (i.e. any two edges), while for λ = 0 there are two
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partitions with null energy (cutting either the two horizontal edges, or the
two vertical edges). As the partitions obtained by removing two parallel
edges are minimal both for λ = 0 and λ = 1 it follows from Theorem 2.4
that they are minimal for all values of λ and as well unique for λ ∈ (0, 1) as
no other minimizer has the same energy on both the extrema of the interval.
As for the graph with the grayed-out vertex, Γ, there are three different
partitions to be considered, up to obvious symmetries:
• D, the partition of least deviation energy, i.e. the one for which one
vertex with weight 9 is in a district with the new vertex: the cut
energy is 5, while the deviation energy is null for which
Fλ(D) = 5λ ;
• C, the partition of least cut energy, i.e. the one for which one vertex
with weight 9 is a district on itself: the cut energy is 3, while the
deviation energy is 2
√
2 for which
Fλ(C) = (3− 2
√
2)λ+ 2
√
2 ;
• M , the one for which one vertex with weight 9 is in a district with
a vertex of weight 1: the cut energy is 4, while the deviation energy
is
√
2 for which
Fλ(M) = (4−
√
2)λ+
√
2 .
The energy of the other possible 2-partitions is strictly controlled from below
by one of the above away from the extremal points, hence they can be a
minimal 2-partition only for λ = 0, 1. Thus the optimal partition is:
• D if 0 ≤ λ < 2−√2;
• D, M and C are equivalent if λ = 2−√2;
• C if 2−√2 < λ ≤ 1.
Hence, whenever 0 ≤ λ < 2−√2 the minimal 2-partitions for Γ and Γˆ are
significantly different.
3.2. Adding or removing an edge. We here briefly discuss what can
happen whenever an edge is removed from a graph (resp. added to). In our
practical example of districting this could correspond to a bridge collapsing
(resp. to a new road being built).
Example 3.2. We consider the graph in Figure 2, where the dashed edge
is the new/removed edge, and look at its minimal 3-partitions. If we call Γ
the whole graph and e the dashed edge, we are then looking, respectively,
at Γ and its subgraph Γˆ =
(
V (Γ);E(Γ) \ {e}).
We start by analyzing the graph with the dashed edge, Γ. Notice that
for λ = 1 the minimal 3-cut can be obtained by cutting edges with a total
weight of 4 (the three right edges, the three left ones or the four horizontal
ones), while for λ = 0 there are partitions with zero energy (cutting the 4
horizontal edges, or the left and center vertical edges and the two horizontal
right edges, or the right and center vertical edges and the two horizontal
left edges). As the partition obtained by removing the 4 horizontal edges
is minimal both for λ = 0 and λ = 1 it follows from Theorem 2.4 that it
is minimal for all values of λ and as well unique for λ ∈ (0, 1) as no other
minimizer has the same energy on both the extrema of the interval. This
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Figure 2. Removing or adding an edge; numbers corre-
spond to the weight of the related vertexes and edges.
3-partition though induces a 4-partition for the subgraph Γˆ thus it can not
be a minimizer of Fλ on Γˆ for any λ! In particular the minimal solutions
relative to Γˆ are the following:
• for 0 ≤ λ ≤ 3−√6 it is obtained by cutting the two horizontal left
edges (Fλ = (2−
√
6)λ+
√
6);
• for 3−√6 ≤ λ ≤ 1 it is obtained by cutting the center vertical edge
and the two horizontal right edges (Fλ = 4λ).
3.3. Forcing two vertexes in the same component. Let Γ be a graph
and v1, v2 be any two neighboring vertexes. There are obviously graphs
where it is impossible to have v1 and v2 in the same district (e.g. if there
are N vertexes and we are looking for a N -partition). Yet, if there are N -
partitions where these two vertexes are in the same district, one can force
the minimal partition to be one of them, by a suitable modification of g on
the edge e1,2. More precisely, the following result holds.
Theorem 3.3. Let Γ be a graph and v1, v2 be two adjacent vertexes via the
edge e1,2 such that there exists a N -partition of Γ for which v1 and v2 belong
to the same subgraph. For any fixed λ 6= 0, one can modify the value of g on
the edge e1,2 in such a manner that v1 and v2 belong to the same subgraph
of the N -partition minimizing Fλ.
Proof. Let us divide the set ΓN of N -partitions of Γ as
ΓN = ΓN,+ ∪ ΓN,− ,
where ΓN,+ is the set of N -partitions putting v1 and v2 in the same district,
and ΓN,− is the set of N -partitions putting v1 and v2 in different districts.
Let us suppose ΓN,− 6= ∅, otherwise the claim is trivial. By hypothesis
one has as well ΓN,+ 6= ∅. The λ-energy of any N -partition of ΓN,+ does
not depend on the value of g(e1,2). As the number of partitions is finite, we
can define Kλ to be the minimum of those energies.
Notice now that the λ-energy of any N -partition {Γk} ∈ ΓN,− can be
expressed as
Fλ({Γk}) = λg(e1,2) +Dλ({Γk}) ,
where Dλ({Γk}) does not depend on the value of g(e1,2). Again in virtue
of the finiteness of the partitions, let Dλ be the minimum of Dλ({Γk}), for
{Γk} ∈ ΓN,−.
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1 1 2M
ε 1
Figure 3. Splitting two vertexes is not always possible by
simply modifying the weight of their common edge.
Thus, by modifying g such that g(e1,2) > λ
−1(Kλ−Dλ) one gets that the
minimal partition belongs to ΓN,+. 
Notice that the above proof only works for a single pair and there is
no clear way to force multiple pairs to stick together as the functional Fλ
displays a non-local behaviour with respect to the weights.
Remark 3.4. Conversely, if one were to try to split two adjacent vertexes,
provided that there exists a suitable partition, would find as a condition
g(e1,2) < λ
−1(Kλ − Dλ), which is impossible to achieve if the RHS is non
positive. There are indeed very easy cases for which this exact behaviour
occurs. Take for instance the graph Γ in Figure 3, where M > 1. For any
λ <
√
2(1 +
√
2)−1 the leftmost vertexes will stick together no matter how
big M is or how small ε is.
3.4. Forcing a vertex to be isolated. By a straightforward application
of the pigeonhole principle we can observe the following fact. Suppose that
a graph Γ has vertex connectivity of 1 about the vertex v¯, i.e., the sub-
graph Γˆ obtained by removing from Γ the vertex v and all related edges
is disconnected. If Γˆ has k = N + l connected components, l ∈ N, then
in any N -partition of Γ at least l + 1 of these components belong to the
subgraph containing v. In such a situation thus there is no way to force v
to be “isolated” i.e. to form a district on its own.
It is then of interest, assuming the necessary assumption that there exist
N -partitions containing the singleton vertex Γv :=
({v}; ∅), to know if one
can force the vertex to be isolated by modifying the weights of the edges
in ∂Γv. We are able to prove that this is possible for values of λ near to 1
limitedly to 2-partitions. More precisely, the following theorem holds.
Theorem 3.5. Let v ∈ V (Γ) be a vertex, Γv :=
({v}; ∅) the subgraph con-
sisting of the singleton vertex and Γcv :=
(
V (Γ)\{v};E(Γ)\∂Γv
)
its comple-
ment subgraph. If {Γv,Γcv} is a 2-partition, there exist ε¯ > 0 and λ¯ ∈ [0, 1)
such that if
∑
∂Γv
g(e) ≤ ε¯ then, {Γv,Γcv} is the minimal 2-partition (up to
removing edges of Γcv which do not disconnect it) of Fλ with λ ∈ (λ¯, 1].
Proof. Start noticing that if {Γv ,Γcv} is a 2-partition, then it is the unique
2-partition containing the subgraph Γv (up to removing edges of Γ
c
v which
do not disconnect it as noted in Remark 2.3). For {Γv,Γcv}, one has
Fλ({Γv,Γcv}) = λ
∑
∂Γv
g(e) + (1− λ)σ({Γv ,Γcv}) ,
while for any 2-partition {Γ˜k} not containing Γv one has
Fλ({Γ˜k}) = λ
∑
C({Γ˜k})∩∂Γv
g(e) + λ
∑
C({Γ˜k})\∂Γv
g(e) + (1− λ)σ({Γ˜k}) .
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Our claim corresponds to proving that Fλ({Γ˜k})−Fλ({Γv ,Γcv}) ≥ 0 for some
λ near to 1 and for an appropriately small “perimeter” of Γv, i.e.
∑
∂Γv
g(e).
We have
Fλ({Γ˜k})−Fλ({Γv ,Γcv}) = O(1− λ) + λ
∑
C({Γ˜k})\∂Γv
g(e) − λ
∑
∂Γv\C({Γ˜k})
g(e)
≥ O(1− λ) + λ
∑
C({Γ˜k})\∂Γv
g(e) − ε .
As for any 2-partition not containing Γv one has that C({Γ˜k}) \∂Γv 6= ∅ the
claim follows for λ close to 1 and ε << 1, i.e. the sum of the weights of the
edges in ∂Γv. 
Remark 3.6. Theorem 3.5 is in agreement with the idea that assigning a
zero weight to an edge means that the edge is missing. Notice that the hy-
pothesis can be equivalently reformulated by suitably modifying all weights
not in ∂Γv and taking each one of them greater than some M >> 1.
The result is somewhat weak as it holds only for 2-partitions. It would be
desirable to extend it to N -partitions but it is unclear how to do it, as in the
energy expression for a partition containing Γv would appear the additional
term λ
∑
C({Γˆk})\∂Γv g(e) on which we have no control.
It is as well unclear if fixed any λ > 0, by suitably modifying the perimeter
of ∂Γv, one can force the vertex to be isolated, even in the 2-partition case.
Clearly, one would expect that as λ→ 0, necessarily∑∂Γv g(e)→ 0 as well.
3.5. Refining the number of districts. Given j ∈ N, we shall say that
a jN -partition {Γˆi}jNi=1 is a j-refining of a N -partition {Γk}Nk=1 if, up to
relabelling, {Γˆi}kji=(k−1)j+1 is a j-partition of Γk. One might wonder if some
“refining” property holds. For instance, it would be desirable that any (or
at least one) minimal jN -partition is a refining of a minimal N -partition.
This is exactly the situation where you have two different kinds of elections
(e.g. Italian and European elections) and one would like to form “super”-
districts for one election just by gluing together some districts of the other
election.
Clearly, a necessary condition to allow such a situation is that there exists
an optimal N -partition such that each of its subgraph has at least j vertexes.
Even if this necessary condition is satisfied, this refining property can fail,
as the following example shows.
Example 3.7. Consider the graph Γ of Figure 4. The unique optimal 2-cut
is obtained by removing the two edges with weight 1. This same partition
has zero deviation energy, hence by Theorem 2.4 it is an optimal 2-partition
for every λ and the unique one for λ 6= 1.
Removing the four edges with weights 2 and 4, gives a 4-partition D with
zero deviation energy and cut energy 12λ. Thus, any 4-partition whose cut
set contains an edge of weight 10 cannot be optimal.
Hence, up to symmetries, there is only one possibly optimal 4-partition
which is a 2-refining of the minimal 2-partition: the one in which are cut
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Figure 4. A graph where the optimal 4-partition is not a
2-refining of the optimal 2-partition.
one weight 2 and one weight 4 edges. This partition R has λ-energy
Fλ(R) = 8λ+ 2(1 − λ) ,
and it is never minimal. Indeed, either D or C, the partition whose cut
energy is 6λ, is the optimal one. More precisely,
Fλ(D) = 12λ , Fλ(C) = 6λ+
√
6(1− λ) ,
thus,
• if 0 ≤ λ <
√
6
6+
√
6
, D is the optimal 4-partition;
• if
√
6
6+
√
6
< λ ≤ 1, C is the optimal 4-partition,
with λ¯ =
√
6/(6 +
√
6) being the transition value where they are both
minimizers.
Even if we assume that a minimal jN -partition is a j-refining of a minimal
N -partition, then {Γˆi}kji=(k−1)j+1 may not be a minimal-j-partition of Γk,
as shown by the following example.
Example 3.8. Consider the graph Γ in Figure 5, and fix1 λ = 12 . Let us
consider first the 2-partitions. The optimal 2-cut (λ = 1), C2, is obtained
by removing the two edges of weight 4. It has energy
Fλ(C2) = 8λ+ 6
√
2(1− λ) ,
and for λ = 12 , F 12 (C2) = 4 + 3
√
2 < 172 . Hence, all other 2-partitions
whose cut energy is greater than 17 cannot be an optimal 2-partition (w.r.t.
the choice λ = 12). This leaves only two possible partitions with cut energy
16. Both of them have deviation energy greater than that of C2. Hence, C2
is the optimal 2-partition of Γ w.r.t. the choice λ = 12 .
Consider now the 4-partitions. The optimal 4-cut (λ = 1) is obtained by
removing all edges but one with weight 16. Among the 2 possible choices,
let C4 be that with smaller deviation energy, i.e. the case where the 14 and
4 weight vertexes are grouped together. This 4-partition has energy
Fλ(C4) = 36λ+ 2
√
17(1− λ) ,
1The choice λ = 1
2
has nothing special. For any λ ∈ (0, 1) the weights of the graph Γ
can be suitably chosen to have the same behavior of the shown example: it is sufficient
to multiply the weights on vertexes by 1
2λ
and those on edges by 1
2(1−λ)
and the energy
remains the same.
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Figure 5. A graph where the optimal 4-partition is a 2-
refining of the optimal 2-partition, but does not induce the
optimal 2-partitions on its components.
and for λ = 12 , F 12 (C4) = 18+
√
17. There is only another 4-partition with
smaller deviation energy, D4, in which the 10 and 4 weight vertexes form a
district. Its energy is
Fλ(D4) = 40λ+ 6(1− λ) ,
and for λ = 12 it is 23, strictly more than that of C4. Hence, C4 is the
optimal 4-partition for λ = 12 .
Observe that C4 is a 2-refining of C2, yet it does not define minimal 2-
partitions for each of the subgraphs of C2. Consider indeed the district with
3 vertexes of C2. There are two ways to partition it in 2 subgraphs, one
induced by C4, denoted by Cˆ4, and one induced by D4, denoted by Dˆ4.
Their energies are
Fλ(Cˆ4) = 12λ+ 4
√
2(1− λ) , Fλ(Dˆ4) = 16λ .
Relatively to λ = 12 , one has
F 1
2
(Cˆ4) = 6 + 2
√
2 > 8 = F 1
2
(Dˆ4) .
Thus, even though C4 is a 2-refining of C2 it does not induce minimal-2-
partitions of the subgraphs of C2.
4. Other norms for the deviation term
So far we have considered as penalization term the standard deviation
from the mean (i.e. the so called 2-nd central moment), but one could use
any p-th central moment, defining accordingly the p-deviation energy. In
principle, fixed N ∈ N for any N -partition one can think of the p-deviation
energy as the p-norm of the vector x ∈ RN , where xk =M(Γk)− M(Γ)N , and
in general any choice of norm of such a vector can be considered; further,
it would be enough to define the penalization term as any function of the
vector x ∈ RN increasing along half-lines from the origin and symmetric for
coordinates swaps and symmetric w.r.t. the origin.
It is immediate to see that for any fixed p or any more general deviation
energy, Theorem 2.4 remains valid, with the very same proof, since it de-
pends only on linearity of the energy functional on λ. The same holds true
for Theorems 3.3 and 3.5.
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In the following we briefly discuss some stability w.r.t. the choice of the
p-norm and how to modify the examples to make sure the counterexamples
shown above still work for any choice of p. We shall denote the p-th central
moment of {Γk} by σp({Γk}), which for the sake of completeness we recall
to be
σp({Γk}) = p
√√√√ N∑
k=1
∣∣∣∣M(Γk)− M(Γ)N
∣∣∣∣
p
,
for p ∈ [1,∞) and
σ∞({Γk}) = max
k
∣∣∣∣M(Γk)− M(Γ)N
∣∣∣∣ ,
for p =∞. Accordingly, we shall denote by Fλ,p the more general functional
depending both on λ ∈ [0, 1] and on p ∈ [1,+∞] given by
Fλ,p({Γk}) = λP ({Γk}) + (1− λ)σp({Γk}) .
4.1. Stability of first transition value w.r.t. p-norms. Notice that for
any given p, the choice of λ = 0 yields as minimizers the configurations whose
p-th central moment is smallest. Among these in virtue of the generalization
of Theorem 2.4, we can select one that is a minimizer in the closed interval
λ ∈ [0, λF (p,Γ)], with λF (p,Γ) ∈ (0, 1], while it is not for any λ > λF (p,Γ).
We shall call λF (p,Γ) the first transition value. In general, one would expect
that by taking greater values of p, one would force the penalization term to
be more dominant, and this would correspond to having a greater transition
value.
It is easy to see that the exact opposite happens, at least for 2-partitions.
Indeed, for N = 2 a partition is uniquely determined by one of its subgraphs
and the two subgraphs are such that their deviation from the mean, i.e.
|M(Γi) −M(Γ)/2|, is the same. Hence, the vector x ∈ R2 lies in the 1-
dimensional subspace generated by (1,−1) ∈ R2 thus all norms are actually
the same up to a multiple on this subspace. More precisely,
σp({Γk}) = p
√
2 · σ∞({Γk}) , σq({Γk}) =
q
√
2
p
√
2
· σp({Γk}) .(9)
From the above equalities, it immediately follows that σp is decreasing with
respect to p and the first transition value monotonically decreases as p grows,
meaning that the deviation optimal 2-partition is stable for a shorter interval
the greater p we choose.
This does not necessarily happen when N ≥ 3, where we only have the
inequalities
σq({Γk}) ≤ σp({Γk}) ≤ p
√
N · σ∞({Γk}) ,
for 1 ≤ p < q ≤ ∞, from which one can not derive a monotonic behaviour
of λF (p,Γ).
4.2. Choosing λ and p. In the previous subsection we introduced the first
transition value; in a completely analogous way one can define the last tran-
sition value, λL(p,Γ) ∈ [0, 1) in such a way that there is a minimal cut
configuration which is a minimizer in the closed interval [λL(p,Γ), 1], while
it is not for any λ < λL(p,Γ). Trivially, unless the minimal cut is as well
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Figure 6. A graph where the optimal 4-partition is not a
2-refining of the optimal 2-partition for suitable choices of
α = α(p).
a minimal deviation, one has the large inequality λF (p,Γ) ≤ λL(p,Γ). On
the one hand, one always wants to consider a parameter λ ≤ λL(p,Γ) in
order to enforce some control on the deviation from the mean, otherwise
one could end up with completely disproportioned (w.r.t. the mass) sub-
graphs. It would be desirable to choose p in such a way that the strict
inequality λF (p,Γ) < λL(p,Γ) holds. In such a way: there would be a first
interval [0, λF ] where relaxing the constraint of having as equal as possi-
ble masses does not produce any change in the minimum; there would be
another interval (λF , λL) where the minima are neither minimal cuts nor
minimal p-deviations from the mean, i.e. there is some competition between
the two energy terms.
4.3. Generalization of the examples. In view of 9 valid for 2-partitions,
Examples 3.1 and 3.2 and Remark 3.4 in the previous sections remain un-
changed, up to modifying the weights of the vertexes by a factor of p
√
2/
√
2
for p ∈ [1,+∞) or of 1/√2 for p = +∞ (see Figures 1 and 2).
In order to generalize Example 3.7 some more effort is needed. We modify
the graph of Figure 4 by multiplying some of the weights on the edges by a
factor α = α(p) ≥ 1 to be determined later on. The relevant computations
are contained in the following example.
Example 4.1. Let p ∈ [1,+∞) be fixed. Consider the graph Γ of Figure 6,
with α = α(p) ≥ 1 to be determined later on. The unique optimal 2-cut is
obtained by removing the two edges with weight 1. This same partition has
zero deviation energy. Hence by the generalization of Theorem 2.4 to any p
discussed at the beginning of Section 4, it is an optimal 2-partition for every
λ and the unique one for λ 6= 1.
Removing the four edges with weights 2 and 4α gives a 4-partition D with
zero deviation energy and cut energy (4+ 8α). Thus, any 4-partition whose
cut set contains an edge of weight 10α cannot be optimal.
Therefore, up to trivial symmetries, there is only one possibly optimal
4-partition which is a 2-refining of the minimal 2-partition: the one whose
cut set consists of two edges, one of weight 2 and one of weight 4α. This
partition, which we denote by I, has (λ, p)-energy
Fλ,p(I) = (4 + 4α)λ+ p
√
4(1− λ) .
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Figure 7. A graph where the optimal 4-partition is not a
2-refining of the optimal 2-partition.
By choosing α big enough, we can ensure it to be never minimal. Indeed,
by calling C the partition whose cut energy is 6, we have
Fλ,p(D) = (4 + 8α)λ , Fλ,p(C) = 6λ+ p
√
2 + 2p(1− λ) .
Thus,
Fλ,p(D) < Fλ,p(I) , if 0 ≤ λ <
p
√
4
4α + p
√
4
;
Fλ,p(C) < Fλ,p(I) , if
p
√
2 + 2p − p√4
4α− 2 + p√2 + 2p − p√4 < λ ≤ 1 .
Therefore by selecting α such that
α >
1
2
·
p
√
4
2 p
√
4− p√2 + 2p ,
it is immediate to see that the two intervals above overlap and thus I can
never be optimal.
Example 4.1 does not work for the choice of the ∞-norm, as for p → ∞
the parameter α explodes. Nonetheless, one can construct counterexamples
even when choosing such a norm as penalization term, as highlighted in the
following example.
Example 4.2. Consider the graph Γ of Figure 7 and fix2 λ = 1/2. Being Γ
a path, symmetric graph it is immediate to see that the 2-partition D2 with
zero deviation is obtained by removing the middle edge, whose weight is 4;
thus, F 1
2
,∞(D2) =
1
2 · 4. Since any other 2-partition has energy at least 52 ,
D2 is the optimal one.
On the one hand, the best 2-refining of D2 is the 4-partition D4 with zero
deviation, obtained by removing two additional edges of weight 1 (the third
starting from the left and its symmetric); its energy is F 1
2
,∞(D4) =
1
2 · 6.
On the other hand, consider the (non-symmetric) partition C4 obtained by
removing the second, fourth and sixth edge starting from the left; this has
deviation energy 2 (being the masses of the subgraphs 4, 4, 8, 8) and cut
energy 3, hence F 1
2
,∞(C4) =
5
2 . Thus, the optimal 4-partition is not induced
by the optimal 2-partition.
2As observed in footnote 1 on page 12, it is easy to modify weights and get a coun-
terexample for any λ ∈ (0, 1).
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5. Conclusions and future research
The model we propose here is very general and it lays the foundations
for future work. It is truly interesting that as a practical consequence of
Theorem 3.3 and of Theorem 3.5 (specifically with the equivalent hypothesis
highlighted in Remark 3.6) the best course of action for politicians to achieve
some particular partition would be to improve some connections.
On the other hand, all “desired” properties we checked to fail, do so
because the two components of the energies do not interact. This is because
the weights f and g can be arbitrarily chosen. It is possible that by forcing
some constitutive relation between the edge and the vertex weights these
could be ensured.
It would be of great interest studying the behaviour of minimizers when
the number of vertexes grows. In order to do so, it would be desirable to
adopt a Γ-convergence approach towards a limit continuous model, which
is a fundamental tool in the asymptotic behaviour analysis. This approach
would provide a bridge between the discrete-continuous models; there is
the need of some definition of convergence for sequences of graphs with an
increasing number of vertexes. In this direction, a very recent technique
has been developed and exploits the so-called graphons. These objects are
functions on [0, 1]2 which somehow represent the adjacency matrices of the
graphs (see [19, 20]) and their convergence can be studied through a suitable
norm, called cut norm. Very recently Γ-convergence of the cut energy has
been studied in these terms, see [7]. We plan to build on these latest results,
by expanding the study of the convergence to our more general functional 7.
5.1. Open problems. There are some open problems we are interested in
studying in the future. Among those
• generalizing the result of Theorem 3.3 trying to force multiple dis-
tinct pairs together;
• generalizing3 the result of Theorem 3.3 trying to force n vertexes
together;
• generalizing3 the result of Theorem 3.5 to N -partitions;
• trying to either find a modification of the model for which the prop-
erties (i), (ii) and especially (v) hold or prove a general impossibility
result in the spirit of Arrow [2] and Balinski-Young [3].
• studying the Γ-convergence of 7 as N goes to infinity.
Clearly there are some necessary hypotheses to be made. Moreover we
would expect that forcing multiple vertexes together would require a strin-
gent structure of the subgraph they form, e.g. to be a cycle or wheel graph.
It is very possible that these properties do not hold for the fully general
model, but we do not have any counterexample to exhibit at the current
stage.
Finally, we plan to impose some constraints on the choices of f and g by
pairing them via some suitable equation. This would imply a more rigid
structure to the energy possibly leading to stronger theorems. For instance
3Since the first submission of the present paper, this generalization was achieved as
part of a forthcoming work jointly with Bertolotti.
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a possible choice would be to ask
f(v) :=
∑
∂Γv
g(e) ,
being Γv the subgraph consisting of the lone vertex v. This choice would
mean, in the politics’ application, that each district ensures a flow-in/out of
people equal to the number of its citizens. Once such a choice is made or
other choices of g = g(f), we are set on doing some numerical simulations
reflecting real-world situations occurring in EU states or at the EU level.
Acknowledgments
The authors would like to thank the referee for the valuable comments
and insights.
References
[1] N. Apollonio, R. I. Becker, I. Lari, F. Ricca, and B. Simeone. Bicolored graph parti-
tioning, or: gerrymandering at its worst. Discrete Appl. Math., 157:3601–3614, 2009.
doi:10.1016/j.dam.2009.06.016.
[2] K.J. Arrow. Social Choice and Individual Values. Cowles Commission Monograph
No. 12. John Wiley & Sons, Inc., New York, 1951. jstor:j.ctt1nqb90.
[3] M.L. Balinski and H.P. Young. Fair Representation: Meeting the Ideal of One Man,
One Vote. Yale University Press, New Haven, 1982. jstor:10.7864/j.ctvcb59f6.
[4] S. Bangia, C. Vaughn Graves, G. Herschlag, H. Sung Kang, J. Luo, J. Mattingly, and
R. Ravier. Redistricting: drawing the line. arXiv:1704:03360v2.
[5] R. Barnes and J. Solomon. Gerrymandering and compactness: implementation flexi-
bility and abuse. arXiv:1803.02857v1.
[6] J.A. Bondy and U.S.R. Murty. Graph Theory with Applications. The Macmillan Press
Ltd., 1976.
[7] A. Braides, P. Cermelli, and S. Dovetta. Γ-limit of the cut functional on dense graph
sequences. ESAIM Control Optim. Calc. Var., 2019. doi:10.1051/cocv/2019029.
[8] A. Buluc¸, H. Meyerhenke, I. Safro, P. Sanders, and C. Schulz. Algorithm Engineer-
ing, volume 9220, chapter Recent Advances in Graph Partitioning, pages 117–158.
Springer, Cham, 2016. doi:10.1007/978-3-319-49487-6_4.
[9] R. Cerf. The Wulff Crystal in Ising and Percolation Models, volume 1878. Springer-
Verlag Berlin Heidelberg, 2006. doi:10.1007/b128410.
[10] D. De Ford, H. Lavenant, Z. Schutzman, and J. Solomon. Total variation isoperimetric
profiles. arXiv:1809.07943.
[11] E. De Giorgi. Su una teoria generale della misura (r−1)-dimensionale in uno spazio ad
r dimensioni. Ann. Mat. Pura Appl., 36(1):191–213, 1954. doi:10.1007/BF02412838.
[12] M. Duchin and B.E. Tenner. Discrete geometry for electoral geography.
arXiv:1808.05860.
[13] O. Goldschmidt and D.S. Hochbaum. A polynomial algorithm for the k-cut problem
for fixed k. Math. Oper. Res., 19(1):24–37, 1994. doi:10.1287/moor.19.1.24.
[14] P. Grilli di Cortona, C. Manzi, A. Pennisi, F. Ricca, and B. Simeone. Evaluation and
optimization of electoral systems. SIAM Monographs on discrete mathematics and
applications, 1999. doi:10.1137/1.9780898719819.
[15] G. Herschlag, H. S. Kang, J. Luo, C. Vaughn Graves, S. Bangia, R. Ravier,
and J. Mattingly. Quantifying gerrymandering in North Carolina, 2018.
arXiv:1801.03783.
[16] G. Herschlag, R. Ravier, and J. Mattingly. Evaluating partisan gerrymandering in
Wisconsin, 2017. arXiv:1709.015096.
[17] G. P. Leonardi and G. Saracco. Two examples of minimal Cheeger
sets in the plane. Ann. Mat. Pura Appl. (4), 197(5):1511–1531, 2018.
doi:10.1007/s10231-018-0735-y.
A DISCRETE DISTRICTING PLAN 19
[18] G.P. Leonardi and G. Saracco. The prescribed mean curvature equation
in weakly regular domains. Nonlinear Differ. Equ. Appl., 25(2):9, 2018.
doi:10.1007/s00030-018-0500-3.
[19] L. Lova´sz. Large networks and graph limits, volume 60. American Mathematical So-
ciety, Providence, RI, 2012. doi:10.1090/coll/060.
[20] L. Lova´sz and B. Szegedy. Limits of dense graph sequences. J. Combin. Theory Ser.
B, 96(6):933–957, 2006. doi:10.1016/j.jctb.2006.05.002.
[21] J. Mattingly and C. Vaughn Graves. Redistricting and the will of the people.
arXiv:1410:8796v1.
[22] A. Pratelli and G. Saracco. The ε-εβ property for a double density, and the regularity
of double-density isoperimetric sets. cvgmt:4495.
[23] A. Pratelli and G. Saracco. On the isoperimetric problem with double density. Non-
linear Anal., 177(B):733–752, 2018. doi:10.1016/j.na.2018.04.009.
[24] F. Ricca, A. Scozzari, and B. Simeone. Political districting: from clas-
sical models to recent approaches. Annals OR, 204(1):271–299, 2013.
doi:10.1007/s10479-012-1267-2.
[25] G. Saracco. Weighted Cheeger sets are domains of isoperimetry. Manuscripta Math.,
156(3–4):371–381, 2018. doi:10.1007/s00229-017-0974-z .
[26] J. Steiner. Einfacher Beweis der isoperimetrischen Hauptsa¨tze. J. Reine Angew.
Math., 18:281–296, 1838. doi:10.1515/crll.1838.18.281 .
[27] R. J. Wilson. Introduction to Graph Theory. Longman Group Ltd., Fourth Edition
edition, 1996.
Alberto Saracco, Dipartimento di Scienze Matematiche, Fisiche e Infor-
matiche, Universita` di Parma, Parco Area delle Scienze 53/A, I-43124 Parma,
Italy
E-mail address: alberto.saracco@unipr.it
Giorgio Saracco, Dipartimento di Matematica, Universita` degli Studi di
Pavia, via Ferrata 5, I-27100 Pavia, Italy
E-mail address: giorgio.saracco@unipv.it
