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Abstract
In [3], we have introduced a probability measure to study the power and exponen-
tial sums for a certain coding system. The distribution function of the probability
measure gives explicit formulas for the power and exponential sums.
[3, Theorem 4] states that the higher order derivatives of the distribution function
with respect to a certain parameter are expressed by a generalization of the Takagi
function. In [3], we only gave the sketch of the proof of Theorem 4, because the
complete proof is very long. The purpose of this paper is to give the complete proof
of [3, Theorem 4].
1 Introduction
Let q ≥ 2 be an integer and σ be a permutation
σ =
( 0 1 · · · q − 1
σ(0) σ(1) · · · σ(q − 1)
)
.
Throughout the paper, we assume that σq = id. A probability measure involving σ on the
unit interval has been introduced in [3]. Let us recall the definition of the measure.
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Let I = I0(0) = [0, 1], and for each positive integer k, let
Ik(n) =
[ n
qk
,
n+ 1
qk
)
, 0 ≤ n ≤ qk − 2,
Ik(q
k − 1) =
[qk − 1
qk
, 1
]
.
We denote the σ-field σ{Ik(n); 0 ≤ n ≤ q
k − 1} by Fk and the σ-field ∨
∞
k=0Fk by F .
Definition 1. Let d = (d0, . . . , dq−2) be a vector with 0 < dj < 1 (0 ≤ j ≤ q − 2) and
0 <
∑q−2
j=0 dj < 1, and set dq−1 = 1 −
∑q−2
j=0 dj . Let r = (r0, . . . , rq−2) be a vector whose
components satisfy the same conditions as those of d, and set rq−1 = 1 −
∑q−2
j=0 rj . Then
the probability measure µd,r involving a permutation σ on (I,F) is defined as follows.
(i) µd,r(I) = 1,
(ii) µd,r(I1(n)) = dn, 0 ≤ n ≤ q − 1,
(iii) for k ≥ 2,
µd,r(Ik(n)) = µd,r(Ik−1(j)) × rσj(l), 0 ≤ n ≤ q
k − 1,
where j and l are integers with n = qj + l (0 ≤ l ≤ q − 1). The distribution function Ld,r
of µd,r is defined by
Ld,r(x) = µd,r([0, x]), x ∈ I.
For simplicity, we use the abbreviation Lr for Lr,r.
The measure µd,r is a generalization of the multinomial measure (see [4]) and the Gray
measure (see [2]).
There is an interesting relation between Lr(x) and the exponential sum for a certain
coding system related to paperfolding sequences (see [3, Theorem 1]). Moreover, since
Lr(x) is an analytic function of r (see [3, Theorem 2]), the power sums for the coding
system are related to the higher order derivatives of Lr(x) with respect to r (see [3,
Theorem 3]).
[3, Theorem 4] states that the higher order derivatives of Lr(x) with respect to r
are expressed by a generalization of the Takagi function. To describe [3, Theorem 4], we
prepare several notations. Let q, el, and u be vectors with
q = (1/q, . . . , 1/q︸ ︷︷ ︸
q−1
),
el = (0, . . . , 0,
l
1, 0 . . . , 0︸ ︷︷ ︸
q−1
), 0 ≤ l ≤ q − 2,
u = (u0, . . . , uq−2), ul ∈ N ∪ {0},
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and define
|u| = u0 + u1 + · · · + uq−2, u! =
q−2∏
l=0
ul!.
For n ∈N ∪ {0}, let rσn be the vector with
rσn = (rσn(0), . . . , rσn(q−2)).
For a set S, let 1S be the indicator function of S. Define the function Φl on I by
Φl =
q−1∑
j=0
1I2(qj+σ−j(l)), 0 ≤ l ≤ q − 1.
Let φ(x) be the function on I such that φ(x) = qx (mod 1) with 0 ≤ φ(x) < 1 for x ∈ [0, 1)
and φ(1) = 1. We use the notation
f ◦ φj(x) = f(φ(φ(· · · φ︸ ︷︷ ︸
j
(x))))
for any function f . We denote the Lebesgue measure on I by µ.
Definition 2. The generalized Takagi function Td,r,u(x) is defined as follows.
(i) If u = el, then
Td,r,el(x) =
1
q
∞∑
j=0
qj−1∑
n=0
µd,r(Ij(n))1Ij(n)(x)
∫ φj(x)
0
(Φl
rl
−
Φq−1
rq−1
)
dµrσn ,r.
(ii) If |u| ≥ 2, then
Td,r,u(x) =
∞∑
j=0
q−2∑
α=0
uα>0
((Φα
rα
−
Φq−1
rq−1
)
◦ φj(x)
)
×
qj+1−1∑
n=0
µd,r(Ij+1(n))1Ij+1(n)(x)
(
Trσn ,r,u−eα ◦ φ
j+1(x)
)
.
Then the higher order derivatives of Lr(x) with respect to r are expressed as the
following.
Theorem 1. ([3, Theorem 4]) (i) If u = el, then
1
q
∂
∂rl
Lr(x) = (1I1(l)(x)− 1I1(q−1)(x))(Lq,r(x)− x)
3
+
( q−1∑
n=0
rn1I1(n)(x)
)
qTq,r,el(x) +
∫ x
0
(1I1(l) − 1I1(q−1))dµ.
(ii) If |u| ≥ 2, then
1
qu!
∂u0+···+uq−2
∂ru00 · · · ∂r
uq−2
q−2
Lr(x) =
q−2∑
j=0
uj>0
(1I1(j)(x)− 1I1(q−1)(x))qTq,r,u−ej(x)
+
( q−1∑
n=0
rn1I1(n)(x)
)
qTq,r,u(x).
In [3], we only gave the sketch of the proof of the above Theorem 1, because the
complete proof is very long. The purpose of this paper is to give the complete proof of
Theorem 1.
Finally, we mention the previous works on studying relations between higher order
derivatives of distribution functions and Takagi functions. Hata–Yamaguti [1] is the first
work clarifying a relation between the first order derivative of Lr(x) with respect to r and
the usual Takagi function in the dyadic case. In [5], Hata–Yamaguti’s result is studied
from a viewpoint of the binomial measure, and, in [4], it is generalized in the q-adic case,
in which the multinomial measure and its distribution function play essential roles. In
Kobayashi [2], the Gray measure and its distribution function are studied from a viewpoint
of [5] and [4]. Since the measure µd,r is a generalization of the multinomial measure and
Gray measure, Theorem 1 is a natural generalization of the results obtained in [1], [5], [4],
and [2].
2 Preliminary lemmas
For a fixed k ∈ N, any integer n with 0 ≤ n ≤ qk−1 is expressed as n =
∑k−1
i=0 niq
i, where
ni ∈ {0, 1, . . . q− 1}. We use the abbreviation n = nk−1 · · ·n0 for n =
∑k−1
i=0 niq
i, in which
the length of the word is always equal to k, and identify Ik(n) with Ik(nk−1 · · ·n0).
Firstly, we study a relation between φi and µd,r. We note a simple fact
Ii+k(bi−1 · · · b0ak−1 · · · a0) ⊂ Ii(ci−1 · · · c0)⇔ bi−1 · · · b0 = ci−1 · · · c0.
Lemma 1. We have
φi
( ⋃
0≤b0,··· ,bi−1≤q−1
Ii+k(bi−1 · · · b0ak−1 · · · a0)
)
= Ik(ak−1 · · · a0).
Proof. By the definition of φ, we have
φ
( ⋃
0≤b0,··· ,bi−1≤q−1
Ii+k(bi−1 · · · b0ak−1 · · · a0)
)
4
=
⋃
0≤b0,··· ,bi−2≤q−1
Ii−1+k(bi−2 · · · b0ak−1 · · · a0).
Repeating this i times, we obtain the assertion.
Lemma 1 is equivalent to the following.
Lemma 2. We have
1Ik(ak−1···a0) ◦ φ
i = 1⋃
0≤b0,··· ,bi−1≤q−1
Ii+k(bi−1···b0ak−1···a0).
Lemma 3. We have
µd,r(Ii+k(bi−1 · · · b0ak−1 · · · a0)) = µd,r(Ii(bi−1 · · · b0))µr
σb0
,r(Ik(ak−1 · · · a0)).
Proof. It follows from Definition 1 and the assumption σq = id that
µd,r(Ii+k(bi−1 · · · b0ak−1 · · · a0)) = µd,r(Ii(bi−1 · · · b0))rσb0 (ak−1)rσ
ak−1 (ak−2)
· · · rσa1 (a0)
and
µr
σb0
,r(Ik(ak−1 · · · a0)) = rσb0 (ak−1)rσ
ak−1 (ak−2) · · · rσa1 (a0).
Hence we obtain the assertion.
Lemma 4. For any i ∈ N, a ∈ N ∪ {0} with 0 ≤ a ≤ qi − 1, and x ∈ Ii(ai−1 · · · a0), we
have
1[0,φi(x)](φ
i(y))× 1Ii(ai−1···a0)(y) = 1[0,x](y)× 1Ii(ai−1···a0)(y). (1)
Proof. We prove this by induction on i. When i = 1, we have for x ∈ I1(a0)
φ(y) ∈ [0, φ(x)]⇔ y ∈
q−1⋃
m=0
[m
q
,
m
q
+ |x−
a0
q
|
]
,
and hence
φ(y) ∈ [0, φ(x)] and y ∈ I1(a0)⇔ y ∈ [0, x] ∩ I1(a0),
from which we get
1[0,φ(x)](φ(y)) × 1I1(a0)(y) = 1[0,x](y)× 1I1(a0)(y). (2)
By Lemma 2, we have
1I1(a0)(φ
i(y))× 1Ii(ai···a1)(y) = 1Ii+1(ai···a1a0)(y). (3)
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Therefore, if x ∈ Ii+1(ai · · · a1a0) and (1) holds for i, by (3), (2), and Lemma 2, we have
1[0,φi+1(x)](φ
i+1(y))× 1Ii+1(ai···a1a0)(y)
= 1[0,φ(φi(x))](φ(φ
i(y))) × 1I1(a0)(φ
i(y))× 1Ii(ai···a1)(y)
= 1[0,φi(x)](φ
i(y))× 1I1(a0)(φ
i(y))× 1Ii(ai···a1)(y)
= 1[0,x](y)× 1Ii(ai···a1)(y)× 1I1(a0)(φ
i(y))
= 1[0,x](y)× 1Ii+1(ai···a1a0)(y).
This completes the proof.
For any bounded F-measurable function f , let
Eµd,r(f) =
∫
I
fdµd,r,
Eµd,r(f ; Ik(n)) =
∫
Ik(n)
fdµd,r.
Lemmas 5 and 6 show that a kind of integration by substitution is valid.
Lemma 5. For any i ∈ N, a ∈ N∪{0} with 0 ≤ a ≤ qi− 1, and a bounded F-measurable
function f , we have
Eµd,r(f ◦ φ
i; Ii(ai−1 · · · a0)) = µd,r(Ii(ai−1 · · · a0))Eµr
σa0
,r(f).
Proof. Since a bounded F-measurable function can be approximated by step functions, it
suffices to show the equality for f = 1Ij(cj−1···c0). By Lemmas 2 and 3, we have
Eµd,r(1Ij(cj−1···c0) ◦ φ
i; Ii(ai−1 · · · a0))
=
∫
I
1⋃
0≤b0,...,bi−1≤q−1
Ii+j(bi−1···b0cj−1···c0) × 1Ii(ai−1···a0)dµd,r
=
∫
I
1Ii+j(ai−1···a0cj−1···c0)dµd,r
= µd,r(Ii+j(ai−1 · · · a0ci−1 · · · c0))
= µd,r(Ii(ai−1 · · · a0))Eµr
σa0
,r(1Ij(cj−1···c0)).
Lemma 6. For any i ∈ N, a ∈ N ∪ {0} with 0 ≤ a ≤ qi − 1, a bounded F-measurable
function f , and x ∈ Ii(ai−1 · · · a0), we have
Eµd,r (f ◦ φ
i; Ii(ai−1 · · · a0) ∩ [0, x]) = µd,r(Ii(ai−1 · · · a0))Eµr
σa0 ,r
(f ; [0, φi(x)]).
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Proof. By Lemmas 4 and 5, we obtain
Eµd,r(f ◦ φ
i; Ii(ai−1 · · · a0) ∩ [0, x])
= Eµd,r((f ◦ φ
i)× 1[0,x]; Ii(ai−1 · · · a0))
= Eµd,r((f ◦ φ
i)× (1[0,φi(x)] ◦ φ
i); Ii(ai−1 · · · a0))
= µd,r(Ii(ai−1 · · · a0))Eµr
σa0
,r(f × 1[0,φi(x)]).
Next, we discuss the conditional expectation Eµd,r( · |Fk). For a boundedF-measurable
function g, Eµd,r(g|Fk) is defined to be the Fk-measurable function such that∫
G
Eµd,r(g|Fk) dµd,r =
∫
G
g dµd,r, for all G ∈ Fk.
Since Fk is the finite set and Eµd,r (g|Fk) is Fk-measurable, Eµd,r (g|Fk) is a step function
with constant values on Ik(n)’s. In fact, it is written explicitely as
Eµd,r(g|Fk) =
qk−1∑
n=0
Eµd,r(g; Ik(n))
µd,r(Ik(n))
1Ik(n). (4)
Lemma 7. Let g be a bounded F-measurable function. If h is a Fk-measurable function,
and g satisfies Eµd,r(g|Fk) = 0, then∫ x
0
hg dµd,r = h(x)
∫ x
0
g dµd,r.
Proof. By (4), Eµd,r (g|Fk) = 0 is equivalent to Eµd,r(g; Ik(n)) = 0 for every n. Since h is
Fk-measurable, it takes a constant value Cn on Ik(n). Hence
Eµd,r(hg; Ik(n)) = CnEµd,r(g; Ik(n)) = 0.
Thus we obtain for x ∈ Ik(m)∫ x
0
hg dµd,r = Eµd,r(hg; Ik(m) ∩ [0, x])
= h(x)Eµd,r(g; Ik(m) ∩ [0, x]) = h(x)
∫ x
0
g dµd,r.
Since the equality is independent of m, it is valid for x ∈ I.
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3 The Radon-Nikodym derivative on the finite set
Let e = (e0, . . . , eq−2) and s = (s0, . . . , sq−2) be vectors whose components satisfy the same
conditions as those of d in Definition 1, and set eq−1 = 1−
∑q−2
j=0 ej and sq−1 = 1−
∑q−2
j=0 sj.
Definition 3. The function Z
[
e s
d r
; k
]
: I → R is defined by
Z
[
e s
d r
; k
]
=
qk−1∑
n=0
µe,s(Ik(n))
µd,r(Ik(n))
1Ik(n), k ∈ N ∪ {0}.
Remark 1. Z
[
e s
d r
; k
]
is the so-called Radon-Nikodym derivative dµe,s/dµd,r on Fk.
We identify Ik(n) with Ik(nk−1 · · ·n0) as in the previous section.
Definition 4. The function W
[
s
r
]
: I → R is defined by
W
[
s
r
]
=
∑
0≤b0,b1≤q−1
sσb1 (b0)
rσb1 (b0)
1I2(b1b0).
The following propositions have been proved in [3].
Proposition 1. We have
Le,s(x) = lim
k→∞
∫ x
0
Z
[
e s
d r
; k
]
dµd,r,
where the convergence is uniform for e = (e0, . . . , eq−2) and s = (s0, . . . , sq−2).
Proposition 2. For k ≥ 1, we have
Z
[
e s
d r
; k + 1
]
=
( k−1∏
i=0
W
[
s
r
]
◦ φi
)
Z
[
e s
d r
; 1
]
.
4 Higher order derivatives of distribution functions
Firstly, we study a relation between Ls(x)(= Ls,s(x)) and Lq,s(x).
Lemma 8. We have
Ls(x) =
(
q
q−1∑
n=0
sn1I1(n)(x)
)
(Lq,s(x)− x) + q
∫ x
0
q−1∑
n=0
sn1I1(n)dµ,
where µ is the Lebesgue measure on I.
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Proof. Let x ∈ I1(m) (0 ≤ m ≤ q − 1). Then it follows that
Ls(x) = Ls
(m
q
)
+ µs,s
((m
q
, x
])
=
m−1∑
n=0
sn +
sm
1/q
µq,s
((m
q
, x
])
= qsm(Lq,s(x)− x) +
m−1∑
n=0
sn + qsm
(
x−
m
q
)
. (5)
Noting that, for x ∈ I1(m),
∫ x
0
1I1(n)dµ =


0, n > m,
x− n
q
, n = m,
1
q
, n < m,
we have
m−1∑
n=0
sn + qsm
(
x−
m
q
)
=
q−1∑
n=0
qsn
∫ x
0
1I1(n)dµ. (6)
Substituting (6) into (5) and replacing the range of the variable x to I, we obtain the
assertion.
By Lemma 8, we have easily the following relation between the higher order derivative
of Ls(x) and that of Lq,s(x).
Lemma 9. (i) If u = el, then
1
q
∂
∂sl
Ls(x) = (1I1(l)(x)− 1I1(q−1)(x))(Lq,s(x)− x)
+
( q−1∑
n=0
sn1I1(n)(x)
) ∂
∂sl
Lq,s(x) +
∫ x
0
(1I1(l) − 1I1(q−1))dµ.
(ii) If |u| ≥ 2, then
1
q
∂u0+···+uq−2
∂su00 · · · ∂s
uq−2
q−2
Ls(x) =
q−2∑
j=0
uj>0
uj(1I1(j)(x)− 1I1(q−1)(x))
×
∂u0+···+uj−1+(uj−1)+uj+1+···+uq−2
∂su00 · · · ∂s
uj−1
j−1 ∂s
uj−1
j ∂s
uj+1
j+1 · · · ∂s
uq−2
q−2
Lq,s(x)
+
( q−1∑
n=0
sn1I1(n)(x)
) ∂u0+···+uq−2
∂su00 · · · ∂s
uq−2
q−2
Lq,s(x).
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Next, we study the higher order derivative of Lq,s(x). Let ψu : {1, 2, . . . , |u|} →
{0, 1, . . . , q − 2} be a mapping such that #{m;ψu(m) = j} = uj, which is the same one
as that of [4]. For example, if q = 4, u = (u0, u1, u2) = (1, 2, 0), then ψu : {1, 2, 3} →
{0, 1, 2} is a mapping satisfying #{m;ψu(m) = 0} = 1, #{m;ψu(m) = 1} = 2, and
#{m;ψu(m) = 2} = 0. In fact, ψu is one of three mappings

ψu(1) = 0,
ψu(2) = 1,
ψu(3) = 1,


ψu(1) = 1,
ψu(2) = 0,
ψu(3) = 1,


ψu(1) = 1,
ψu(2) = 1,
ψu(3) = 0.
Lemma 10. We have
∂u0+···+uq−2
∂su00 · · · ∂s
uq−2
q−2
Lq,s(x)
∣∣∣
s=r
= u! lim
k→∞
∑
0≤i1<···<i|u|≤k−2
∑
ψu
∫ x
0
|u|∏
m=1
(Φψu(m)
rψu(m)
−
Φq−1
rq−1
)
◦ φimdµq,r,
where the sum
∑
ψu
is taken over all ψu’s.
Proof. By Propositions 1 and 2 with e = d = q, we have
Lq,s(x) = lim
k→∞
∫ x
0
k−2∏
i=0
W
[
s
r
]
◦ φidµq,r. (7)
From the definitions of W
[
s
r
]
and Φl, it follows that
W
[
s
r
]
◦ φi =
q−1∑
l=0
sl
rl
(Φl ◦ φ
i). (8)
Let Ks,i =
∑q−1
l=0 sl(Φl ◦ φ
i). We show the equality
q−1∑
l=0
sl
rl
(Φl ◦ φ
i) =
Ks,i
Kr,i
. (9)
Since
∑q−1
l=0 Φl = 1, it holds that
∑q−1
l=0 Φl ◦φ
i = 1. For any x ∈ I, there exists a unique m
such that Φm ◦ φ
i(x) = 1, Φl ◦ φ
i(x) = 0 (l 6= m), and hence, both of
∑q−1
l=0
sl
rl
(Φl ◦ φ
i(x))
and
Ks,i
Kr,i
(x) are sm
rm
. Comibining (7), (8), and (9), we have
Lq,s(x) = lim
k→∞
∫ x
0
k−2∏
i=0
Ks,i
Kr,i
dµq,r. (10)
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For a with 0 ≤ a ≤ q − 2,
∂
∂sa
Ks,i
Kr,i
=
(Φa − Φq−1) ◦ φ
i
Kr,i
.
By the same argument as in [4, pp.459–460],
∂u0+···+uq−2
∂su00 · · · ∂s
uq−2
q−2
∫ x
0
k−2∏
i=0
Ks,i
Kr,i
dµq,r
= u!
∑
0≤i1<···<i|u|≤k−2
∑
ψu
∫ x
0
( |u|∏
m=1
(Φψu(m) − Φq−1) ◦ φ
im
Ks,im
)
×
( k−2∏
i=0
Ks,i
Kr,i
)
dµq,r.
Hence
∂u0+···+uq−2
∂su00 · · · ∂s
uq−2
q−2
∫ x
0
k−2∏
i=0
Ks,i
Kr,i
dµq,r
∣∣∣
s=r
= u!
∑
0≤i1<···<i|u|≤k−2
∑
ψu
∫ x
0
|u|∏
m=1
(Φψu(m)
rψu(m)
−
Φq−1
rq−1
)
◦ φimdµq,r. (11)
From (10) and (11), the assertion follows.
By Lemmas 9 and 10, and uj(u− ej)! = u!, we obtain the following.
Proposition 3. (i) If u = el, then
1
q
∂
∂sl
Ls(x)
∣∣∣
s=r
= (1I1(l)(x)− 1I1(q−1)(x))(Lq,r(x)− x)
+
( q−1∑
n=0
rn1I1(n)(x)
)
lim
k→∞
∑
0≤j≤k−2
∫ x
0
(Φl
rl
−
Φq−1
rq−1
)
◦ φjdµq,r
+
∫ x
0
(1I1(l) − 1I1(q−1))dµ.
(ii) If |u| ≥ 2, then
1
qu!
∂u0+···+uq−2
∂su00 · · · ∂s
uq−2
q−2
Ls(x)
∣∣∣
s=r
=
q−2∑
j=0
uj>0
(1I1(j)(x)− 1I1(q−1)(x))
× lim
k→∞
∑
0≤i1<···<i|u|−1≤k−2
∑
ψu−ej
∫ x
0
|u|−1∏
m=1
(Φψu−ej (m)
rψu−ej (m)
−
Φq−1
rq−1
)
◦ φimdµq,r
+
( q−1∑
n=0
rn1I1(n)(x)
)
lim
k→∞
∑
0≤i1<···<i|u|≤k−2
∑
ψu
∫ x
0
|u|∏
m=1
(Φψu(m)
rψu(m)
−
Φq−1
rq−1
)
◦ φimdµq,r.
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5 A recursive relation for Dd,r,u,k(x)
Based on the expression of Proposition 3, we introduce the function Dd,r,u,k.
Definition 5. The function Dd,r,u,k : I → R is defined by
Dd,r,u,k(x) =
1
q
∑
0≤i1<···<i|u|≤k
∑
ψu
∫ x
0
|u|∏
m=1
(Φψu(m)
rψu(m)
−
Φq−1
rq−1
)
◦ φimdµd,r.
We will give a recursive relation for Dd,r,u,k(x) (see Proposition 4 below), which gives
the definition of generalized Takagi functions.
Lemma 11. For any k, β ∈ N with β + 2 > k, and integers l, k with 0 ≤ l ≤ q − 1, 0 ≤
n ≤ qk − 1, we have
Eµd,r
((Φl
rl
−
Φq−1
rq−1
)
◦ φβ; Ik(n)
)
= 0.
Proof. For the q-adic representations n = nk−1 · · ·n0 and qj + σ
−j(l) = jσ−j(l), we have
Eµd,r
((Φl
rl
−
Φq−1
rq−1
)
◦ φβ ; Ik(nk−1 · · ·n0)
)
=
1
rl
q−1∑
j=0
Eµd,r(1I2(jσ−j(l)) ◦ φ
β; Ik(nk−1 · · ·n0))
−
1
rq−1
q−1∑
j=0
Eµd,r(1I2(jσ−j(q−1)) ◦ φ
β ; Ik(nk−1 · · · n0)). (12)
By Lemma 2,
q−1∑
j=0
Eµd,r(1I2(jσ−j(l)) ◦ φ
β; Ik(nk−1 · · · n0))
= Eµd,r (1
⋃
0≤b2,...,bβ+1≤q−1
⋃q−1
b1=0
Iβ+2(bβ+1···b2b1σ
−b1 (l)); Ik(nk−1 · · · n0))
= Eµd,r (1
⋃
0≤b1,...,bβ−k+1≤q−1
Iβ+2(nk−1···n0bβ−k+1···b1σ
−b1 (l)))
=
∑
0≤b1,...,bβ−k+1≤q−1
µd,r(Iβ+2(nk−1 · · ·n0bβ−k+1 · · · b1σ
−b1(l))).
Here, by Lemma 3,
µd,r(Iβ+2(nk−1 · · ·n0bβ−k+1 · · · b1σ
−b1(l)))
= µd,r(Iβ+1(nk−1 · · ·n0bβ−k+1 · · · b1))µr
σb1
,r(I1(σ
−b1(l)))
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= rlµd,r(Iβ+1(nk−1 · · ·n0bβ−k+1 · · · b1)),
and hence
q−1∑
j=0
Eµd,r(1I2(jσ−j(l)) ◦ φ
β ; Ik(nk−1 · · ·n0)) = rlµd,r(Ik(nk−1 · · ·n0)). (13)
Substituting (13) into (12), we obtain the assertion.
Lemma 12. For any u with |u| ≥ 2 and k ∈ N, let {βm}
|u|
m=1 be a strictly increasing
sequence with β1 + 2 > k. Then we have
Eµd,r
( |u|∏
m=1
(Φψu(m)
rψu(m)
−
Φq−1
rq−1
)
◦ φβm; Ik(n)
)
= 0
for every 0 ≤ n ≤ qk − 1.
Proof. Set α = ψu(1). Then uα > 0 by the definition of ψu. We classify the set of ψu’s
by α. By the definition of ψu,
ψu : {1, 2, . . . , |u|} −→ {0, 1, . . . , q − 2},
#{2 ≤ m ≤ |u|;ψu(m) = j} =
{
uj − 1, if j = α,
uj , if j 6= α,
and
ψu−eα : {1, 2, . . . , |u| − 1} −→ {0, 1, . . . , q − 2},
#{1 ≤ m ≤ |u| − 1;ψu−eα(m) = j} =
{
uj − 1, if j = α,
uj, if j 6= α.
Hence, for any ψu there exists a unique ψu−eα such that
ψu(m) = ψu−eα(m− 1), 2 ≤ m ≤ |u|. (14)
It follows from (14) that
Eµd,r
( |u|∏
m=1
(Φψu(m)
rψu(m)
−
Φq−1
rq−1
)
◦ φβm; Ik(n)
)
= Eµd,r
(((Φψu(1)
rψu(1)
−
Φq−1
rq−1
)
◦ φβ1
)
×
( |u|∏
m=2
(Φψu(m)
rψu(m)
−
Φq−1
rq−1
)
◦ φβm
)
; Ik(n)
)
13
= Eµd,r
(((Φα
rα
−
Φq−1
rq−1
)
◦ φβ1
)
×
( |u|−1∏
m=1
(Φψu−eα(m)
rψu−eα (m)
−
Φq−1
rq−1
)
◦ φβm+1
)
; Ik(n)
)
. (15)
Here we express Ik(nk−1 · · ·n0), n = nk−1 · · · n0, as
Ik(nk−1 · · ·n0) =
⋃
0≤b0,··· ,bβ1−k+1≤q−1
Iβ1+2(nk−1 · · ·n0bβ1−k+1 · · · b0). (16)
Since
(
Φα
rα
−
Φq−1
rq−1
)
◦ φβ1 in (15) is Fβ1+2-measurable (see Lemma 2), it takes a constant
value Cbβ1−k+1···b0 on Iβ1+2(nk−1 · · ·n0bβ1−k+1 · · · b0). Hence, by (15) and (16),
Eµd,r
( |u|∏
m=1
(Φψu(m)
rψu(m)
−
Φq−1
rq−1
)
◦ φβm ; Ik(n)
)
=
∑
0≤b0,··· ,bβ1−k+1≤q−1
Cbβ1−k+1···b0
× Eµd,r
( |u|−1∏
m=1
(Φψu−eα(m)
rψu−eα(m)
−
Φq−1
rq−1
)
◦ φβm+1 ; Iβ1+2(nk−1 · · · n0bβ1−k+1 · · · b0)
)
.
By repeating this |u| − 1 times, there exists an integer l with 0 ≤ l ≤ q − 2 such that
Eµd,r
(∏|u|
m=1
(
Φψu(m)
rψu(m)
−
Φq−1
rq−1
)
◦φβm ; Ik(n)
)
is a linear combination of Eµd,r
((
Φl
rl
−
Φq−1
rq−1
)
◦
φβ|u| ; Iβ|u|−1+2(n
′)
)
over n′’s. Therefore the assertion follows from Lemma 11.
By Lemmas 11 and 12 with k = 1, we have easily the following.
Lemma 13. For any u with |u| ≥ 1 and {βm}
|u|
m=1 with 0 ≤ β1 < β2 < · · · < β|u|, we
have
Eµd,r
( |u|∏
m=1
(Φψu(m)
rψu(m)
−
Φq−1
rq−1
)
◦ φβm
)
= 0.
Proposition 4. (i) If u = el, then
Dd,r,el,k(x) =
1
q
k∑
j=0
qj−1∑
n=0
µd,r(Ij(n))1Ij(n)(x)
∫ φj(x)
0
(Φl
rl
−
Φq−1
rq−1
)
dµrσn ,r.
(ii) If |u| ≥ 2, then
Dd,r,u,k(x) =
k−|u|+1∑
j=0
q−2∑
α=0
uα>0
((Φα
rα
−
Φq−1
rq−1
)
◦ φj(x)
)
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×qj+1−1∑
n=0
µd,r(Ij+1(n))1Ij+1(n)(x)
(
Drσn ,r,u−eα,k−j−1 ◦ φ
j+1(x)
)
.
Proof. Taking u = el in Definition 5, we have
Dd,r,el,k(x) =
1
q
k∑
j=0
∫ x
0
(Φl
rl
−
Φq−1
rq−1
)
◦ φjdµd,r.
If x ∈ Ij(n), then, by Lemmas 11 and 6,∫ x
0
(Φl
rl
−
Φq−1
rq−1
)
◦ φjdµd,r = Eµd,r
((Φl
rl
−
Φq−1
rq−1
)
◦ φj ; Ij(n) ∩ [0, x]
)
= µd,r(Ij(n))
∫ φj(x)
0
(Φl
rl
−
Φq−1
rq−1
)
dµrσn ,r,
which gives (i).
We express the sum
∑
0≤i1<···<i|u|≤k
in Definition 5 as
∑k−|u|+1
j=0
∑
j+1≤i2<···<i|u|≤k
,
then, set i′m−1 = im − j − 1. Then we have, by (14),
Dd,r,u,k(x) =
1
q
k−|u|+1∑
j=0
∑
0≤i′1<···<i
′
|u|−1≤k−j−1
∑
ψu∫ x
0
((Φψu(1)
rψu(1)
−
Φq−1
rq−1
)
◦ φj
)
×
( |u|∏
m=2
(Φψu(m)
rψu(m)
−
Φq−1
rq−1
)
◦ φi
′
m−1+j+1
)
dµd,r
=
1
q
k−|u|+1∑
j=0
∑
0≤i′1<···<i
′
|u|−1≤k−j−1
q−2∑
α=0
uα>0
∑
ψu−eα
∫ x
0
((Φα
rα
−
Φq−1
rq−1
)
◦ φj
)
×
( |u|−1∏
m=1
(Φψu−eα (m)
rψu−eα (m)
−
Φq−1
rq−1
)
◦ φi
′
m+j+1
)
dµd,r.
By Lemma 2,
(
Φα
rα
−
Φq−1
rq−1
)
◦ φj is Fj+2-measurable. From (4) and Lemmas 11 and 12, it
follows that
Eµd,r
( |u|−1∏
m=1
(Φψu−eα(m)
rψu−eα (m)
−
Φq−1
rq−1
)
◦ φi
′
m+j+1
∣∣∣Fj+2) = 0.
Hence we have, by Lemma 7,
Dd,r,u,k(x) =
1
q
k−|u|+1∑
j=0
∑
0≤i′1<···<i
′
|u|−1≤k−j−1
q−2∑
α=0
uα>0
∑
ψu−eα
((Φα
rα
−
Φq−1
rq−1
)
◦ φj(x)
)
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×Eµd,r
( |u|−1∏
m=1
(Φψu−eα (m)
rψu−eα(m)
−
Φq−1
rq−1
)
◦ φi
′
m ◦ φj+1; [0, x]
)
. (17)
Lemmas 5 and 13 give, for every l,
Eµd,r
( |u|−1∏
m=1
(Φψu−eα (m)
rψu−eα(m)
−
Φq−1
rq−1
)
◦ φi
′
m ◦ φj+1; Ij+1(l)
)
= µd,r(Ij+1(l))Eµr
σl
,r
( |u|−1∏
m=1
(Φψu−eα(m)
rψu−eα (m)
−
Φq−1
rq−1
)
◦ φi
′
m
)
= 0. (18)
Lemma 6 gives, for x ∈ Ij+1(n),
Eµd,r
( |u|−1∏
m=1
(Φψu−eα(m)
rψu−eα (m)
−
Φq−1
rq−1
)
◦ φi
′
m ◦ φj+1; Ij+1(n) ∩ [0, x]
)
= µd,r(Ij+1(n))Eµrσn,r
( |u|−1∏
m=1
(Φψu−eα(m)
rψu−eα(m)
−
Φq−1
rq−1
)
◦ φi
′
m ; [0, φj+1(x)]
)
. (19)
Combining (17), (18), (19), and Definition 5, we obtain for x ∈ Ij+1(n)
Dd,r,u,k(x) =
k−|u|+1∑
j=0
q−2∑
α=0
uα>0
((Φα
rα
−
Φq−1
rq−1
)
◦ φj(x)
)
× µd,r(Ij+1(n))
(
Drσn ,r,u−eα,k−j−1 ◦ φ
j+1(x)
)
,
which gives (ii).
6 Completion of the proof of Theorem 1
Lemma 14. For any u with |u| ≥ 1, we have
max
u′,|u′|=|u|
sup
d′
‖Td′,r,u′‖∞ ≤
(q − 1)|u|−1
q max
0≤a≤q−1
{ra}
( 2
min
0≤a≤q−1
{ra}
1
1− max
0≤a≤q−1
{ra}
)|u|
,
where ‖ · ‖∞ means the supremum norm for x ∈ I.
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Proof. Define Md,r,u,j(x) by
Md,r,u,j(x) =


1
q
qj−1∑
n=0
µd,r(Ij(n))1Ij(n)(x)
∫ φj(x)
0
∣∣∣Φl
rl
−
Φq−1
rq−1
∣∣∣dµrσn ,r, u = el,
q−2∑
α=0
uα>0
∣∣∣(Φα
rα
−
Φq−1
rq−1
)
◦ φj(x)
∣∣∣
×
qj+1−1∑
n=0
µd,r(Ij+1(n))1Ij+1(n)(x)|Trσn ,r,u−eα ◦ φ
j+1(x)|, |u| ≥ 2.
Since |Φl(x)| ≤ 1, we have for j ∈N ∪ {0}∣∣∣(Φl
rl
−
Φq−1
rq−1
)
◦ φj(x)
∣∣∣ ≤ 2
min
0≤a≤q−1
{ra}
. (20)
Fix x ∈ I. For every j, there exits an mj such that x ∈ Ij(mj). Then, by (20),
Md,r,el,j(x) ≤
1
q
µd,r(Ij(mj))
2
min
0≤a≤q−1
{ra}
µr
σ
mj ,r([0, φ
j(x)])
≤
2
q min
0≤a≤q−1
{ra}
( max
0≤a≤q−1
{da})( max
0≤a≤q−1
{ra})
j−1
≤
2
q min
0≤a≤q−1
{ra}
( max
0≤a≤q−1
{ra})
j−1.
Hence
∞∑
j=0
‖Md,r,el,j‖∞ ≤
2
q min
0≤a≤q−1
{ra}
( max
0≤a≤q−1
{ra})
−1
1− max
0≤a≤q−1
{ra}
. (21)
From ‖Td,r,el‖∞ ≤
∑∞
j=0 ‖Md,r,el,j‖∞ and (21), it follows that
sup
d′
‖Td′,r,el‖∞ ≤
2
q min
0≤a≤q−1
{ra}
( max
0≤a≤q−1
{ra})
−1
1− max
0≤a≤q−1
{ra}
. (22)
Fix x ∈ I. For every j, there exits an mj such that x ∈ Ij+1(mj). Then, by (20), we have
for |u| ≥ 2
Md,r,u,j(x) ≤
2
min
0≤a≤q−1
{ra}
µd,r(Ij+1(mj))
q−2∑
α=0
uα>0
|Tr
σ
mj ,r,u−eα ◦ φ
j+1(x)|
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≤
2(q − 1)
min
0≤a≤q−1
{ra}
( max
0≤a≤q−1
{da})( max
0≤a≤q−1
{ra})
j max
u′,|u′|=|u|−1
|Tr
σ
mj ,r,u
′ ◦ φj+1(x)|
≤
2(q − 1)
min
0≤a≤q−1
{ra}
( max
0≤a≤q−1
{ra})
j max
u′,|u′|=|u|−1
sup
d′
‖Td′,r,u′‖∞.
Hence
∞∑
j=0
‖Md,r,u,j‖∞ ≤
2(q − 1)
min
0≤a≤q−1
{ra}
1
1− max
0≤a≤q−1
{ra}
max
u′,|u′|=|u|−1
sup
d′
‖Td′,r,u′‖∞. (23)
From ‖Td,r,u‖∞ ≤
∑∞
j=0 ‖Md,r,u,j‖∞ and (23), it follows that
max
u′,|u′|=|u|
sup
d′
‖Td′,r,u′‖∞ ≤
2(q − 1)
min
0≤a≤q−1
{ra}
1
1− max
0≤a≤q−1
{ra}
max
u′,|u′|=|u|−1
sup
d′
‖Td′,r,u′‖∞.
By repeating this |u| − 1 times, there exists an integer l with 0 ≤ l ≤ q − 1 such that
max
u′,|u′|=|u|
sup
d′
‖Td′,r,u′‖∞ ≤
( 2(q − 1)
min
0≤a≤q−1
{ra}
1
1− max
0≤a≤q−1
{ra}
)|u|−1
sup
d′
‖Td′,r,el‖∞. (24)
Combining (24) with (22), we obtain the assertion.
Lemma 15. For any u with |u| ≥ 1, we have
max
u′,|u′|=|u|
sup
d′
∥∥∥Td′,r,u′ −Dd′,r,u′,k∥∥∥
∞
≤ P|u|−1(k)( max
0≤a≤q−1
{ra})
k,
where P|u|−1(k) is a polynomial of k with degree |u| − 1.
Proof. We prove this by induction on |u|. By the same argument as in the proof of Lemma
14,
|Td,r,el(x)−Dd,r,el,k(x)| ≤
∞∑
j=k+1
|Md,r,el,j(x)| ≤
2
q min
0≤a≤q−1
{ra}
( max
0≤a≤q−1
{ra})
k
1− max
0≤a≤q−1
{ra}
.
Hence
sup
d′
‖Td′,r,el −Dd′,r,el,k‖∞ ≤
2
q min
0≤a≤q−1
{ra}
( max
0≤a≤q−1
{ra})
k
1− max
0≤a≤q−1
{ra}
.
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Fix x ∈ I. For every j, there exits an mj such that x ∈ Ij+1(mj). Then, by (20), we have
for |u| ≥ 2
|Td,r,u(x)−Dd,r,u,k(x)|
≤
∞∑
j=k−|u|+2
q−2∑
α=0
uα>0
∣∣∣(Φα
rα
−
Φq−1
rq−1
)
◦ φj(x)
∣∣∣
×
qj+1−1∑
n=0
µd,r(Ij+1(n))1Ij+1(n)(x)
∣∣∣Trσn ,r,u−eα ◦ φj+1(x)∣∣∣
+
k−|u|+1∑
j=0
q−2∑
α=0
uα>0
∣∣∣(Φα
rα
−
Φq−1
rq−1
)
◦ φj(x)
∣∣∣
×
qj+1−1∑
n=0
µd,r(Ij+1(n))1Ij+1(n)(x)
∣∣∣Trσn ,r,u−eα ◦ φj+1(x)−Drσn ,r,u−eα,k−j−1 ◦ φj+1(x)∣∣∣
≤
∞∑
j=k−|u|+2
2
min
0≤a≤q−1
{ra}
( max
0≤a≤q−1
{ra})
j
q−2∑
α=0
uα>0
∥∥∥Tr
σ
mj ,r,u−eα
∥∥∥
∞
+
k−|u|+1∑
j=0
2
min
0≤a≤q−1
{ra}
( max
0≤a≤q−1
{ra})
j
q−2∑
α=0
uα>0
∥∥∥Tr
σ
mj ,r,u−eα −Drσmj ,r,u−eα,k−j−1
∥∥∥
∞
≤
2(q − 1)
min
0≤a≤q−1
{ra}
( max
0≤a≤q−1
{ra})
k−|u|+2
1− max
0≤a≤q−1
{ra}
max
u′,|u′|=|u|−1
sup
d′
∥∥∥Td′,r,u′∥∥∥
∞
+
2(q − 1)
min
0≤a≤q−1
{ra}
k−|u|+1∑
j=0
( max
0≤a≤q−1
{ra})
j max
u′,|u′|=|u|−1
sup
d′
∥∥∥Td′,r,u′ −Dd′,r,u′,k−j−1∥∥∥
∞
.
Hence, by Lemma 14 and the assumption of induction,
max
u′,|u′|=|u|
sup
d′
∥∥∥Td′,r,u′ −Dd′,r,u′,k∥∥∥
∞
≪ ( max
0≤a≤q−1
{ra})
k−|u|+2 +
k−|u|+1∑
j=0
( max
0≤a≤q−1
{ra})
jP|u|−2(k − j − 1)( max
0≤a≤q−1
{ra})
k−j−1
= ( max
0≤a≤q−1
{ra})
k−|u|+2 + ( max
0≤a≤q−1
{ra})
k−1
k−|u|+1∑
j=0
P|u|−2(k − j − 1),
19
where the implied constant depends only on q, r, and |u|. Since
∑k−|u|+1
j=0 P|u|−2(k−j−1)
is a polynominal of k with degree |u| − 1, we obtain the assertion.
By Lemma 15, we see that
lim
k→∞
Dd,r,u,k(x) = Td,r,u(x)
holds uniformly for x ∈ I. Thus we obtain Theorem 1 by Propositions 3 and 4.
References
[1] M. Hata and M. Yamaguti, The Takagi function and its generalization. Japan J. App.
Math., 1(1984), 183–199.
[2] Z. Kobayashi, Digital sum problems for the Gray code representation of natural
numbers. Interdiscip. Inform. Sci., 8 (2002), 167–175.
[3] Y. Kamiya, T. Okada, T. Sekiguchi, and Y. Shiota, Power and exponential sums
for generalized coding systems by a measure theoretic approach. to appear in Theor.
Comput. Sci.
[4] T. Okada, T. Sekiguchi, and Y. Shiota, A generalization of Hata-Yamaguti’s results
of the Takagi function II: multinomial case. Japan J. App. Math., 13(1996), 435–463.
[5] T. Sekiguchi and Y. Shiota, A generalization of Hata-Yamaguti’s results of the Takagi
function. Japan J. App. Math., 8(1991), 203–219.
20
