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Abstract
Some existence theorems are obtained for periodic solutions of nonautonomous second-
order systems by using the least action principle and the minimax methods.
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1. Introduction and main results
Consider the second-order systems{
u¨(t)=∇F(t, u(t)) a.e. t ∈ [0, T ],
u(0)− u(T )= u˙(0)− u˙(T )= 0, (1)
where T > 0 and F : [0, T ] ×RN → R satisfies the following assumption:
(A) F(t, x) is measurable in t for every x ∈ RN and continuously differentiable
in x for a.e. t ∈ [0, T ], and there exist a ∈ C(R+,R+), b ∈ L1(0, T ;R+)
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such that
|F(t, x)| a(|x|)b(t), |∇F(t, x)| a(|x|)b(t)
for all x ∈ RN and a.e. t ∈ [0, T ].
Under assumption (A) and some other suitable conditions, the existence of
periodic solutions is obtained for problem (1) in [1–10]. Motivated by the results
in [1,2] we obtain some existence theorems for problem (1), which generalizes
some results mentioned above. The following main results are obtained by using
the least action principle and the minimax methods.
Theorem 1. Suppose that F(t, x) = G(x) + H(t, x) satisfying assumption (A)
and that there exist r < 4π2/T 2, f,g ∈L1(0, T ;R+) and α ∈ [0,1) such that(∇G(x)−∇G(y), x − y)−r|x − y|2 (2)
for all x, y ∈RN and
|∇H(t, x)| f (t)|x|α + g(t) (3)
for all x ∈ RN and a.e. t ∈ [0, T ]. Assume that
|x|−2α
T∫
0
F(t, x) dt →+∞ (4)
as |x| → +∞. Then problem (1) has at least one solution which minimizes the
functional ϕ on H 1T given by
ϕ(u)= 1
2
T∫
0
|u˙(t)|2 dt +
T∫
0
F
(
t, u(t)
)
dt
for u ∈H 1T , where
H 1T =
{
u : [0, T ]→ RN | u is absolutely continuous,
u(0)= u(T ) and u˙ ∈L2(0, T ;RN)}
is a Hilbert space with the norm defined by
‖u‖ =
( T∫
0
|u(t)|2 dt +
T∫
0
|u˙(t)|2 dt
)1/2
for u ∈H 1T .
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Remark 1. Theorem 1 generalizes Theorem 1.5 in [3] and Theorem 1 in [1];
they are the special cases of our Theorem 1 corresponding to G(x) ≡ 0, α = 0
and G(x) ≡ 0, 0 < α < 1, respectively. There are functions F satisfying our
Theorem 1 and not satisfying the results in [1–10]. For example, let F(t, x) =
G(x)+ H(t, x) with G(x) = C(x) − (r/2)|x|2, which is bounded from below,
and
H(t, x)= f (t)|x|1+α + (h(t), x),
where C(x) is convex in RN (e.g., C(x) = (r/2)(|x1|4 + |x2|2 + · · · + |xN |2)),
r < 4π2/T 2, f ∈ L1[0, T ] satisfying ∫ T0 f (t) dt > 0 (e.g., f (t) = 2T/3 − t),
0 < α < 1, h ∈L1(0, T ;RN) and x = (x1, x2, . . . , xN) ∈ RN .
Replacing (4) by the condition
|x|−2α
T∫
0
F(t, x) dt →−∞ (5)
as |x|→∞, we obtain the following theorem by the Saddle Point Theorem.
Theorem 2. Suppose that F(t, x)=G(x)+H(t, x) satisfying assumptions (A),
(2), (3) and (5). Assume that there exist M  0, N  0 such that∣∣∇G(x)−∇G(y)∣∣M|x − y| +N (6)
for all x, y ∈RN . Then problem (1) has at least one solution in H 1T .
Remark 2. Theorem 2 generalizes Theorem 4.8 in [3] and Theorem 2 in [1]
which are the special cases of our Theorem 2 corresponding to G(x)≡ 0, α = 0
and G(x) ≡ 0, 0 < α < 1, respectively. There are functions F satisfying our
Theorem 2 and not satisfying the results in [1–10]. For example, let F(t, x) =
G(x)+ H(t, x) with G(x) = C(x) − (r/2)|x|2, which is bounded from above,
and
H(t, x)= f (t)|x|1+α + (h(t), x),
where C(x) satisfying that ∇C(x) is Lipschitz continuous and monotone in RN
(e.g., C(x) = (r/2)(x1 + |x2|2 + · · · + |xN |2)), 0 < r < 4π2/T 2, f ∈ L1[0, T ]
(e.g., f (t)= T/3− t), 0 < α < 1 and h ∈ L1(0, T ;RN).
When α = 0 in (5), G may satisfy a weaker condition than (6).
Theorem 3. Suppose that F(t, x)= G(x)+H(t, x) satisfying assumptions (A)
and (2), and that there exists A ∈ C(RN ,R) such that∣∣∇G(x)−∇G(y)∣∣A(x − y) (7)
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for all x, y ∈RN . Assume that there exists g ∈L1(0, T ;R+) such that
|∇H(t, x)| g(t) (8)
for all x ∈ RN and a.e. t ∈ [0, T ], and
T∫
0
F(t, x) dt →−∞ (9)
as |x|→∞. Then problem (1) has at least one solution in H 1T .
Remark 3. Replacing (9) by a stronger condition
F(t, x)→−∞ as |x|→∞
uniformly for a.e. t ∈ [0, T ], Ahmad and Lazer [2] proved the same result as
Theorem 3 without condition (7). A natural question is if Theorem 3 holds yet
without condition (7). A similar question is if Theorem 2 holds yet without con-
dition (6).
2. Proof of theorems
For u ∈H 1T , let u¯= (1/T )
∫ T
0 u(t) dt and u˜(t)= u(t)− u¯. The one has
‖u˜‖2∞ 
T
12
T∫
0
|u˙(t)|2 dt (Sobolev’s inequality)
and
T∫
0
|u˜(t)|2 dt  T
2
4π2
T∫
0
|u˙(t)|2 dt (Wirtinger’s inequality).
It follows from assumption (A) that the functional ϕ on H 1T given by
ϕ(u)= 1
2
T∫
0
|u˙(t)|2 dt +
T∫
0
F
(
t, u(t)
)
dt
is continuously differentiable and weakly lower semicontinuous on H 1T (see [3]).
Moreover, one has
〈
ϕ′(u), v
〉= T∫
0
[(
u˙(t), v˙(t)
)+ (∇F (t, u(t)), v(t))]dt
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for all u,v ∈H 1T . It is well known that the solutions of problem (1) correspond to
the critical points of ϕ.
Proof of Theorem 1. It follows from (3) and Sobolev’s inequality that
∣∣∣∣∣
T∫
0
[
H
(
t, u(t)
)−H(t, u¯)]dt∣∣∣∣∣
=
∣∣∣∣∣
T∫
0
1∫
0
(∇H (t, u¯+ su˜(t)), u˜(t)) ds dt∣∣∣∣∣

T∫
0
1∫
0
f (t)
∣∣u¯+ su˜(t)∣∣α|u˜(t)|ds dt + T∫
0
1∫
0
g(t)|u˜(t)|ds dt

T∫
0
2f (t)
(|u¯|α + |u˜(t)|α)|u˜(t)|dt + T∫
0
1∫
0
g(t)|u˜(t)|ds dt
 2
(|u¯|α + ‖u˜‖α∞)‖u˜‖∞ T∫
0
f (t) dt + ‖u˜‖∞
T∫
0
g(t) dt
 3(4π
2 − rT 2)
4π2T
‖u˜‖2∞ +
4π2T
3(4π2 − rT 2) |u¯|
2α
( T∫
0
f (t) dt
)2
+ 2‖u˜‖α+1∞
T∫
0
f (t) dt + ‖u˜‖∞
T∫
0
g(t) dt
 4π
2 − rT 2
16π2
T∫
0
|u˙(t)|2 dt +C1|u¯|2α
+C2
( T∫
0
|u˙(t)|2 dt
)(α+1)/2
+C3
( T∫
0
|u˙(t)|2 dt
)1/2
for all u ∈ H 1T and some positive constants C1, C2 and C3. From (2) and Wir-
tinger’s inequality we obtain
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T∫
0
[
G(u(t))−G(u¯)]dt
=
T∫
0
1∫
0
(∇G(u¯+ su˜(t)), u˜(t))ds dt
=
T∫
0
1∫
0
(∇G(u¯+ su˜(t))−∇G(u¯), u˜(t))ds dt
=
T∫
0
1∫
0
1
s
(∇G(u¯+ su˜(t))−∇G(u¯), su˜(t))ds dt

T∫
0
1∫
0
1
s
(−rs2|u˜(t)|2)ds dt − rT 2
8π2
T∫
0
|u˙(t)|2 dt
for all u ∈H 1T . Hence we have
ϕ(u)= 1
2
T∫
0
|u˙(t)|2 dt +
T∫
0
[
F
(
t, u(t)
)− F(t, u¯)]dt + T∫
0
F(t, u¯) dt
= 1
2
T∫
0
|u˙(t)|2 dt +
T∫
0
[
G(u(t))−G(u¯)]dt
+
T∫
0
[
H
(
t, u(t)
)−H(t, u¯)]dt + T∫
0
F(t, u¯) dt
 1
2
T∫
0
|u˙(t)|2 dt − rT
2
8π2
T∫
0
|u˙(t)|2 dt − 4π
2 − rT 2
16π2
T∫
0
|u˙(t)|2 dt
−C1|u¯|2α −C2
( T∫
0
|u˙(t)|2 dt
)(α+1)/2
−C3
( T∫
0
|u˙(t)|2 dt
)1/2
+
T∫
0
F(t, u¯) dt
488 J. Ma, C.-L. Tang / J. Math. Anal. Appl. 275 (2002) 482–494
= 4π
2 − rT 2
16π2
T∫
0
|u˙(t)|2 dt −C2
( T∫
0
|u˙(t)|2 dt
)(α+1)/2
−C3
( T∫
0
|u˙(t)|2 dt
)1/2
+ |u¯|2α
(
|u¯|−2α
T∫
0
F(t, u¯) dt −C1
)
for all u ∈ H 1T . As ‖u‖ →∞ if and only if (|u¯|2 +
∫ T
0 |u˙(t)|2 dt)1/2 →∞, the
above inequality, (4) and 0< r < 4π2/T 2 imply that
ϕ(u)→+∞
as ‖u‖ → ∞. By Theorem 1.1 and Corollary 1.1 in [3] we complete our
proof. ✷
Proof of Theorem 2. First we prove that ϕ satisfies the (PS) condition. Suppose
that (un) is a (PS) sequence for ϕ; that is, ϕ′(un)→ 0 as n→∞ and {ϕ(un)} is
bounded. It follows from Wirtinger’s inequality that
( T∫
0
|u˙(t)|2 dt
)1/2
 ‖u˜n‖
(
T 2
4π2
+ 1
)1/2( T∫
0
|u˙(t)|2 dt
)1/2
(10)
for all n. In a way similar to the proof of Theorem 1, we have
∣∣∣∣∣
T∫
0
(∇H (t, un(t)), u˜n(t))dt
∣∣∣∣∣
 4π
2 − rT 2
16π2
T∫
0
|u˙n(t)|2 dt +C1|u¯n|2α
+C2
( T∫
0
|u˙n(t)|2 dt
)(α+1)/2
+C3
( T∫
0
|u˙n(t)|2 dt
)1/2
and
T∫
0
(∇G(un(t)), u˜n(t))dt − rT 24π2
T∫
0
|u˙n(t)|2 dt
for all n. Hence one has
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‖u˜n‖
∣∣〈ϕ′(un), u˜n〉∣∣
=
∣∣∣∣∣
T∫
0
|u˙n(t)|2 dt +
T∫
0
(∇F (t, un(t)), u˜n(t))dt
∣∣∣∣∣
=
∣∣∣∣∣
T∫
0
|u˙n(t)|2 dt +
T∫
0
(∇G(un(t)), u˜n(t))dt
+
T∫
0
(∇H (t, un(t)), u˜n(t)) dt
∣∣∣∣∣
 3(4π
2 − rT 2)
16π2
T∫
0
|u˙n(t)|2 dt −C1|u¯|2α
−C2
( T∫
0
|u˙n(t)|2 dt
)(α+1)/2
−C3
( T∫
0
|u˙n(t)|2 dt
)1/2
for large n. By (10) and the above inequality we have
C|u¯n|α 
( T∫
0
|u˙n(t)|2 dt
)1/2
−C4 (11)
for some C > 0, C4 > 0 and all large n. It follows from (6), Cauchy–Schwarz
inequality and Wirtinger’s inequality that
T∫
0
[
G(un(t))−G(u¯n)
]
dt
=
T∫
0
1∫
0
(∇G(u¯n + su˜n(t)), u˜n(t)) ds dt
=
T∫
0
1∫
0
(∇G(u¯n + su˜n(t))−∇G(u¯n), u˜n(t))ds dt
=
T∫
0
1∫
0
1
s
(∇G(u¯n + su˜n(t))−∇G(u¯n), su˜n(t))ds dt
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
T∫
0
1∫
0
[
sM|u˜n(t)|2 +N |u˜n(t)|
]
ds dt
 M
2
T∫
0
|u˜n(t)|2 dt +N
√
T
( T∫
0
|u˜n(t)|2 dt
)1/2
 MT
2
8π2
T∫
0
|u˙n(t)|2 dt + NT
√
T
2π
( T∫
0
|u˙n(t)|2 dt
)1/2
(12)
for all n. By the proof of Theorem 1 we have
∣∣∣∣∣
T∫
0
[
H
(
t, un(t)
)−H(t, u¯n)]dt
∣∣∣∣∣
 4π
2 − rT 2
16π2
T∫
0
|u˙n(t)|2 dt +C1|u¯n|2α
+C2
( T∫
0
|u˙n(t)|2 dt
)(α+1)/2
+C3
( T∫
0
|u˙n(t)|2 dt
)1/2
for all n. It follows from the boundedness of {ϕ(un)}, (11), (12) and the above
inequality that
C5  ϕ(un)
= 1
2
T∫
0
|u˙n(t)|2 +
T∫
0
[
G(un(t))−G(u¯n)
]
dt
+
T∫
0
[
H
(
t, un(t)
)−H(t, u¯n)]dt + T∫
0
F(t, u¯n) dt
 12π
2 − rT 2 + 2MT 2
16π2
T∫
0
|u˙n(t)|2 +C1|u¯n|2α
+C2
( T∫
0
|u˙n(t)|2
)(α+1)/2
+ NT
√
T + 2πC3
2π
( T∫
0
|u˙n(t)|2
)1/2
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+
T∫
0
F(t, u¯n) dt
for all large n and some constant C5. Then the above inequality and (5) implies
that (|u¯n|) is bounded. In fact, if not, without loss of generality we may assume
that |u¯n| →∞ as n→∞. Then from (11) and the above inequality one obtains
lim inf
n→∞ |u¯n|
−2α
T∫
0
F(t, u¯n) dt >−∞
which contradicts (5). Hence (|u¯n|) is bounded. Furthermore, (un) is bounded by
(11) and (10). Arguing then as in Proposition 4.1 in [3], we conclude that the (PS)
condition is satisfied.
We now prove that ϕ satisfies the other conditions of the Saddle Point
Theorem. Let H˜ 1T be the subspace of H 1T given by
H˜ 1T =
{
u ∈H 1T | u¯= 0
}
.
Then one has
ϕ(u)→+∞ (13)
as |u| →∞ in H˜ 1T . In fact, by the proof of Theorem 1 we have
T∫
0
[
G(u(t))−G(0)]dt − rT 2
8π2
T∫
0
|u˙(t)|2 dt
and ∣∣∣∣∣
T∫
0
[
H
(
t, u(t)
)−H(0)]dt∣∣∣∣∣
 4π
2 − rT 2
16π2
T∫
0
|u˙(t)|2 dt +C2
( T∫
0
|u˙(t)|2 dt
)(α+1)/2
+C3
( T∫
0
|u˙(t)|2 dt
)1/2
for all u ∈ H˜ 1T . Hence one has
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ϕ(u)−
T∫
0
F(t,0) dt
= 1
2
T∫
0
|u˙(t)|2 dt +
T∫
0
[
F
(
t, u(t)
)− F(t,0)]dt
= 1
2
T∫
0
|u˙(t)|2 dt +
T∫
0
[
G(u(t))−G(0)]dt
+
T∫
0
[
H
(
t, u(t)
)−H(t,0)]dt
 4π
2 − rT 2
16π2
T∫
0
|u˙(t)|2 dt −C2
( T∫
0
|u˙(t)|2 dt
)(α+1)/2
−C3
( T∫
0
|u˙(t)|2 dt
)1/2
for all u ∈ H˜ 1T , which implies (13) by (10) and 0 < r < 4π2/T 2. By (5), we have
ϕ(u)→−∞ (14)
as |u|→∞ in RN .
Now, Theorem 2 is proved by (13), (14) and the Saddle Point Theorem (see
Theorem 4.6 in [3]). ✷
Proof of Theorem 3. First we prove that ϕ satisfies the (PS) condition. Suppose
that (un) is a (PS) sequence for ϕ. Using (2), (8), Sobolev’s inequality and
Wirtinger’s inequality, we obtain
‖u˜n‖
∣∣〈ϕ′(un), u˜n〉∣∣
=
∣∣∣∣∣
T∫
0
|u˙n(t)|2 dt +
T∫
0
(∇F (t, un(t)), u˜n(t))dt
∣∣∣∣∣
=
∣∣∣∣∣
T∫
0
|u˙n(t)|2 dt +
T∫
0
(∇G(un(t))−∇G(u¯n), u˜n(t)) dt
+
T∫
0
(∇H (t, un(t)), u˜n(t))dt
∣∣∣∣∣
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
T∫
0
|u˙n(t)|2 dt − r
T∫
0
|u˜n(t)|2 dt − ‖u˜n‖∞
T∫
0
g(t) dt

T∫
0
|u˙n(t)|2 dt − rT
2
4π2
T∫
0
|u˙n(t)|2 dt −C6
( T∫
0
|u˙n(t)|2 dt
)1/2
= 4π
2 − rT 2
4π2
T∫
0
|u˙n(t)|2 dt −C6
( T∫
0
|u˙n(t)|2 dt
)1/2
(15)
for large n and some positive constant C6. Since 0 < r < 4π2/T 2, (15) and (10)
imply that
‖u˜n‖ C7 (16)
for all n and some positive constant C7. Now, it follows from the boundedness of
{ϕ(un)}, (7), (8), (16) and Sobolev’s inequality that
C8  ϕ(un)
= 1
2
T∫
0
|u˙n(t)|2 dt +
T∫
0
F(t, u¯n) dt +
T∫
0
[
F
(
t, un(t)
)− F(t, u¯n)]dt
= 1
2
T∫
0
|u˙n(t)|2 dt +
T∫
0
F(t, u¯n) dt
+
T∫
0
1∫
0
(∇G(u¯n + su˜n(t))−∇G(u¯n), u˜n(t))ds dt
+
T∫
0
1∫
0
(∇H (t, u¯n + su˜n(t)), u˜n(t)) ds dt
 1
2
T∫
0
|u˙n(t)|2 dt +
T∫
0
F(t, u¯n) dt + ‖u˜n‖∞
T∫
0
1∫
0
A(su˜n(t)) ds dt
+ ‖u˜n‖∞
T∫
0
g(t) dt
 1
2
T∫
0
|u˙n(t)|2 dt +
T∫
0
F(t, u¯n) dt +C9
( T∫
0
|u˙n(t)|2 dt
)1/2
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for all n and some real constants C8 and C9. So, using (9), (10), (16) and the
above inequality, we obtain
|u¯n| C10
for all n and some positive constant C10. Furthermore (un) is bounded by (16).
Hence the (PS) condition is satisfied. In a way similar to the proof of Theorem 2,
one can prove that ϕ satisfies the other conditions of the Saddle Point Theorem.
Hence Theorem 3 holds. ✷
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