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We consider the problem of learning the parameters of a Bayesian network from data, while tak-
ing into account prior knowledge about the signs of inﬂuences between variables. Such prior knowl-
edge can be readily obtained from domain experts. We show that this problem of parameter learning
is a special case of isotonic regression and provide a simple algorithm for computing isotonic esti-
mates. Our experimental results for a small Bayesian network in the medical domain show that tak-
ing prior knowledge about the signs of inﬂuences into account leads to an improved ﬁt of the true
distribution, especially when only a small sample of data is available. More importantly, however,
the isotonic estimator provides parameter estimates that are consistent with the speciﬁed prior
knowledge, thereby resulting in a network that is more likely to be accepted by experts in its domain
of application.
 2005 Elsevier Inc. All rights reserved.
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Bayesian networks by now are widely accepted as powerful tools for representing and
reasoning with uncertainty in decision-support systems. A Bayesian network is a concise0888-613X/$ - see front matter  2005 Elsevier Inc. All rights reserved.
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of a directed acyclic graph that captures the qualitative dependence structure of the
distribution and a numerical part that speciﬁes conditional probability distributions
for each variable given its parents in the graph. Since a Bayesian network deﬁnes a
unique distribution, it provides for computing any probability of interest over its
variables.
For constructing a Bayesian network, often knowledge is acquired from experts in the
domain of application. Experience shows that domain experts can quite easily and reliably
specify the graphical structure of a network [2], yet tend to have more problems in coming
up with the probabilities for its numerical part [3]. If data from everyday problem solving
in the domain are available therefore, one would like to use these data for estimating the
probabilities that are required for the graphical structure to arrive at a fully speciﬁed net-
work. Often, unfortunately, the available data sample is quite small, giving rise to inaccu-
rate estimates. These inaccuracies may then lead to a reasoning behaviour of the resulting
network that violates common domain knowledge, and the network will not easily be
accepted by experts in the domain.
While domain experts often are found to have diﬃculties in coming up with probability
assessments, evidence is building up that they feel more comfortable with providing qual-
itative knowledge about the probabilistic inﬂuences between the variables concerned [2,4].
The qualitative knowledge provided by the experts, moreover, tends to be more robust
than their numerical assessments. We demonstrate in this paper that expert knowledge
about the signs of the inﬂuences between the variables in a Bayesian network can be used
to improve the probability estimates obtained from small data samples. We show how
these signs impose order constraints on the probabilities required for the network. We then
show that the problem of estimating probabilities under these order constraints is a special
case of isotonic regression. Building upon this property, we present an estimator that is
guaranteed to produce probability estimates that reﬂect the qualitative knowledge that
has been speciﬁed by the experts. The resulting network as a consequence is less likely
to exhibit counterintuitive reasoning behaviour and is more likely to be accepted than a
network with unconstrained estimates.
The paper is organised as follows. In the next section, we brieﬂy review Bayesian net-
works and qualitative inﬂuences. In Section 3, a small network in medicine is intro-
duced; we show that this network may reveal highly counterintuitive reasoning
behaviour when quantiﬁed with probability estimates from a small data sample that
do not adhere to the speciﬁed domain knowledge. In Section 4, we discuss isotonic
regression and provide two algorithms for its computation; in Section 5 then, we show
that the problem of learning constrained network parameters is a special case of isotonic
regression. We study the complexity of one of the algorithms in Section 6. In Section 7,
we report on experiments that we performed on our small example network. In the ﬁnal
section, we draw a number of conclusions from our work and indicate interesting direc-
tions for further research.2. Preliminaries
We brieﬂy review a number of concepts from the ﬁeld Bayesian networks that we will
use in the sequel.
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A Bayesian network is a concise representation of a joint probability distribution over a
set of stochastic variables X = (X1, . . . ,Xm). In the sequel, we assume all variables to be
binary, adopting one of the values 0 and 1; slightly abusing terminology, we will some-
times say that Xi occurs or is present if it has the value 1. The network consists of a directed
acyclic graph in which each node corresponds with a variable and the arcs capture the
qualitative dependence structure of the distribution. The network further includes a num-
ber of conditional probabilities, or parameters, p(XijXp(i)) for each variable Xi given its
parents Xp(i) in the graph. The graphical structure and associated probabilities with each
other represent a unique joint probability distribution Pr(X) over the variables involved,
which is factorised according to
PrðXÞ ¼
Ym
i¼1
pðX ijXpðiÞÞ2.2. Parameter estimation
The parameters of a Bayesian network can be estimated from a data sample D; in this
paper we assume that the sample does not include any missing values. Let n(xi,xp(i)) denote
the number of observations in D in which the variable Xi has adopted the value xi and its
parents Xp(i) have taken for their values the conﬁguration xp(i). Under the assumption that
the various diﬀerent parameters of a network are unrelated, their estimation decomposes
into a number of independent estimation problems, one for each variable and possible par-
ent conﬁguration. The standard estimate for a parameter p(xijxp(i)) is
p^ðxijxpðiÞÞ ¼ nðxi; xpðiÞÞnðxpðiÞÞ
This estimate has been shown to maximise the log-likelihood ‘ðpjDÞ of the networks
parameters p given the available data, where
‘ðpjDÞ ¼
Xm
i¼1
X
xi ;xpðiÞ
nðxi; xpðiÞÞ  log pðxijxpðiÞÞ2.3. Qualitative inﬂuences
A Bayesian network in essence models the probabilistic inﬂuences between its variables.
The concept of qualitative inﬂuence has been designed to describe these inﬂuences in a
qualitative way [5]. A qualitative inﬂuence between two variables expresses how observing
a value for the one variable aﬀects the probability distribution for the other variable. A
positive qualitative inﬂuence of a variable X on a variable Y along an arc X! Y in the
network, then means that the occurrence of X increases the probability of Y occurring,
assuming that the values of the other parents of Y remain the same, that is,
pðY ¼ 1jX ¼ 1; sÞP pðY ¼ 1jX ¼ 0; sÞ
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a negative inﬂuence between X and Y along the arc X! Y if the occurrence of X decreases
the probability of Y occurring, that is, if
pðY ¼ 1jX ¼ 1; sÞ 6 pðY ¼ 1jX ¼ 0; sÞ
for any combination s. A positive qualitative inﬂuence of X on Y is denoted by X !þ Y and
a negative inﬂuence by X ! Y .
3. A motivating example
As an example of the eﬀect of parameter estimates from small data samples, we consider
a small Bayesian network in the medical domain. We take the following fragment of med-
ical knowledge adapted from [6]:Consider a primary tumour with an uncertain prognosis in an arbitrary patient. The
cancer can metastasize to the brain and to other sites. Metastatic cancer (MC) may
be detected by an increased level of serum calcium (ISC). The presence of a brain
tumour (B) may be established from a CT scan (CT). Severe headaches (SH) are
indicative of the presence of a brain tumour. Both a brain tumour and an increased
level of serum calcium are likely to cause a patient to fall into a coma (C) in due
course.From the domain knowledge, the graphical structure depicted in Fig. 1 has been con-
ﬁgured. A domain expert in addition has provided the signs of the various qualitative
inﬂuences in the network; these signs are shown in the ﬁgure over the graphs arcs. The
positive sign of the inﬂuence of the variable B on the variable C for example expresses that
the presence of a brain tumour increases the probability of the patient falling into a coma,
regardless of his level of serum calcium.
Now suppose that just a small data sample, of 50 patient cases, is available for quan-
tiﬁcation purposes, from which the following maximum-likelihood estimates for the
parameters p(CjB, ISC) are obtained:
p^CjB;ISCð1j1; 1Þ ¼
1
2
¼ 0:5 p^CjB;ISCð1j0; 1Þ ¼
13
14
¼ 0:929
p^CjB;ISCð1j1; 0Þ ¼
1
2
¼ 0:5 p^CjB;ISCð1j0; 0Þ ¼
1
32
¼ 0:031MC
B ISC
CSHCT
+ +
+ ++ +
Fig. 1. The Brain Tumour network.
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level and no brain tumour would have a 93% chance of falling into a coma, whereas a pa-
tient with an increased calcium level as well as a brain tumour would see this probability
drop to 50%. These inference results clearly violate the qualitative knowledge provided by
the domain expert. It will further be evident that a network from which such counterintu-
itive inferences are made, would not be easily accepted by any physician.
4. Isotonic regression
Our approach to obtaining parameter estimates for a Bayesian network that satisfy the
qualitative inﬂuences speciﬁed by experts, is a special case of isotonic regression [7]. In this
section we review isotonic regression in general; in the next section we discuss its applica-
tion to parameter estimation for Bayesian networks.
Let Z = {z1,z2, . . . ,zn} be a nonempty ﬁnite set of constants and let  be a partial order
on Z. Any real-valued function f on Z is called isotonic with respect to  if, for any
z,z 0 2 Z, z  z 0 implies f(z) 6 f(z 0). We assume that each element zi of Z is associated with
a real number g(zi); these numbers typically are estimates of the function values of an
unknown isotonic function on Z. Each element of Z further has associated a positive
weight w(zi) that indicates the precision of this estimate. An isotonic function g* on Z
now is an isotonic regression of g with respect to the weight function w and the partial
order  if and only if it minimises the sum
Xn
i¼1
wðziÞ  ½f ðziÞ  gðziÞ2
within the class of isotonic functions f on Z. The existence of a unique g* has been proved
by Brunk [8].
Isotonic regression provides a solution to many estimation problems in which we have
prior knowledge about the order of the parameters to be estimated. As an example, we
suppose that we would like to estimate a vector of means
l ¼ ðlðz1Þ; lðz2Þ; . . . ; lðznÞÞ
where l(zi) denotes the mean in population zi. We assume that an expert has provided
prior knowledge about the order of these means, which amounts to l(zi) being isotonic
with respect to some partial order  on the collection of populations Z. Let ni denote
the number of observations sampled from population zi, and let the observations Yij be
normally distributed with Yij  N(l(zi),r2), j = 1, . . . ,ni. Then, the isotonic regression of
the estimates Y i ¼
Pni
j¼1Y ij=ni with weights w(zi) = ni provides the order-constrained max-
imum-likelihood estimate of l. As another example, we suppose that we want to estimate
binomial parameters
p ¼ ðpðz1Þ; pðz2Þ; . . . ; pðznÞÞ
where p(zi) denotes the probability of success in population zi. Again, we assume that an
expert has provided prior knowledge about the order of these probabilities, which
amounts to p(zi) being isotonic with respect to some partial order  on Z. Let ni denote
the number of observations sampled from population zi, and let the number of suc-
cesses Yi be binomially distributed with Yi  B(ni,p(zi)). Then, the isotonic regression
of the estimates Y i ¼ Y i=ni with weights w(zi) = ni provides the order-constrained
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strained estimates are obtained by ﬁrst computing the unconstrained estimates and then
performing the isotonic regression of these estimates with appropriate weights.
The problem of computing the isotonic regression can be solved by quadratic program-
ming methods. Various dedicated algorithms, often restricted to a particular type of order,
have been proposed as well. For Z linearly ordered, for example, the pool adjacent viola-
tors (PAV) algorithm was developed [9]. This algorithm considers a nonempty ﬁnite set of
constants Z = {z1,z2, . . . ,zn} with the total order z1  z2      zn. Associated with the set
are vectors g = (g(z1), . . . ,g(zn)) and w = (w(z1), . . . ,w(zn)) with g(zi) and w(zi) as before.
Within the algorithm, the weighted average of the function g over the subinterval, or block,
[p,q] of [1,n] with p 6 q, is deﬁned as
Avðp; qÞ ¼
Pq
j¼pwðzjÞ  gðzjÞPq
j¼pwðzjÞ
The PAV algorithm now computes the isotonic regression g* of g with respect to w and 
as follows:
PoolAdjacentViolators (g, w)
Blocks = [[1,1], [2,2], . . . , [n,n]]
For each block [i, i] dow[i, i] = w(zi)
Av[i, i] = g(zi)
od
While there are blocks [p,q], [q + 1, r] with Av[p,q] > Av[q + 1, r] do
Replace blocks [p,q] and [q + 1, r] by block [p, r] with
weight w[p, r] = w[p,q] + w[q + 1, r] and
weighted average Av½p; r ¼ w½p;qAv½p;qþw½qþ1;rAv½qþ1;rw½p;qþw½qþ1;r
od
For each block [p,q] do
g*(zj) = Av[p,q] for all j 2 [p,q]
od
Return g*
The algorithm does exactly what its name suggests: as long as there are two adjacent
blocks whose weighted averages of the function g violate the imposed order constraints,
these two blocks are pooled, that is, they are merged into a single block with a new weight
and a new average. The PAV algorithm thus resolves violations of the order constraints by
averaging the function values of g over consecutive elements of Z. For the ﬁnal solution,
the set Z is partitioned into sets of consecutive elements, called solution blocks, on which
the isotonic regression g* is constant and equal to the weighted average of the original val-
ues of g within that block. Note that if g already satisﬁes the imposed order constraints,
then the PAV algorithm simply returns g* = g. The algorithm is readily shown to have a
time complexity that is linear in the size of the set of constants [10].
The PAV algorithm requires a total order on the set of constants for which an isotonic
regression is to be computed. For our application, however, we require an algorithm that
is applicable to sets of constants with arbitrary partial orders. For this purpose we will use
A. Feelders, L.C. van der Gaag / Internat. J. Approx. Reason. 42 (2006) 37–53 43the minimum lower sets (MLS) algorithm proposed by Brunk [11]. This algorithm builds
upon the concept of lower set. A subset L of Z is a lower set of Z if z 2 L, z 0 2 Z, and z 0  z
imply z 0 2 L. Within the algorithm, the weighted average of a function g on Z for a non-
empty subset A of Z is deﬁned as
AvðAÞ ¼
P
z2AwðzÞgðzÞP
z2AwðzÞ
The algorithm takes for its input the set of constants Z = {z1,z2, . . . ,zn} with an arbitrary
partial order . With the set Z again are associated a vector w of weights and a vector g of
real numbers. The algorithm returns the isotonic regression g* of g with respect to w and
. Just like the PAV algorithm, the MLS algorithm resolves violations of the order con-
straints by averaging over suitably chosen subsets of Z. For the ﬁnal solution, it partitions
the set Z into a number of subsets on which the isotonic regression is constant. These sub-
sets are no longer blocks of consecutive elements of Z however, but lower sets. The ﬁrst
subset B1 in the ﬁnal solution is a lower set of (Z,). The second subset is a lower set
of (ZnB1,2), where the partial order 2 is obtained from  by removing all order rela-
tions involving elements of B1. This process is continued until the set Z is exhausted. In
each iteration the lower set with minimum weighted average is selected for the solution;
in case multiple lower sets attain the same minimum, their union is taken.
MinimumLowerSets(Z, , g, w)
L ¼ Collection of all lower sets of Z wrt 
RepeatSB ¼ fA 2LjAvðAÞ ¼ minL2LAvðLÞg
For each z 2 B do
g*(z) = Av(B)
For each L 2L do
L = LnB
Z = ZnB
Until Z =B
Return g*
The bottleneck of the algorithm from a computational point of view clearly is the gen-
eration of the lower sets, which is exponential in the size of the set of constants. We will
return to this issue presently.
5. Learning network parameters with order constraints
We address the maximum-likelihood estimation of parameters for a Bayesian network
subject to the constraints that are imposed by the signs that have been provided by experts
for the networks qualitative inﬂuences. We show more speciﬁcally that this constrained
estimation can be viewed as a special case of isotonic regression. Before doing so, we
would like to note that in the presence of qualitative inﬂuences the parameters associated
with the diﬀerent parent conﬁgurations for a variable are no longer unrelated; in fact, only
those combinations of parameter values are feasible that are isotonic with respect to the
order imposed by the signs of the inﬂuences. The parameters associated with diﬀerent
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on the parameters for a single variable only. We restrict our presentation therefore to a
single variable and its parents.
5.1. Order constraints imposed by the signs of qualitative inﬂuences
We consider a variable Y with the parents X1, . . . ,Xk. Let X(Xi) = {0,1} denote the
domain of values for the parent Xi and let X(X) = X(X1) ·    · X(Xk) = {0,1}k consist
of vectors x = (x1, . . . ,xk) of values for all k parents, that is, X(X) is the set of all parent
conﬁgurations for Y. We now use the signs that have been speciﬁed for the qualitative
inﬂuences on Y to deﬁne an order on its parent conﬁgurations. We take a positive qual-
itative inﬂuence of Xi on Y to impose the order 6 with 0 6 1 on X(Xi); a negative inﬂuence
of Xi is taken to impose 1 6 0 on X(Xi). If no sign for the inﬂuence of Xi on Y has been
speciﬁed, we have that neither 0 6 1 nor 1 6 0, that is, the values 0 and 1 are taken to
be incomparable. We then say that the inﬂuence is unsigned; positive and negative inﬂu-
ences are called signed inﬂuences. The signs of the separate qualitative inﬂuences of
X1, . . . ,Xk on Y now impose a partial order  on X(X) where for any x,x 0 2 X(X) we have
that
x ¼ ðx1; . . . ; xkÞ  x0 ¼ ðx01; . . . ; x0kÞ
if and only if xi 6 x0i for all i. In the sequel, we will use the signs that have been speciﬁed for
the various inﬂuences to constrain the parameters p(y = 1jx) to be non-decreasing on
(X(X),).
Throughout the paper, we will assume that a domain expert speciﬁes the signs of the
qualitative inﬂuences between the variables in a network. We would like to mention that
for real-life applications these signs are quite readily obtained from experts by using a spe-
cial-purpose elicitation technique tailored to the acquisition of probability orders [4].
5.2. Parameter estimation with order constraints
In the previous section, we have established the partial order  that is imposed by the
signs of the qualitative inﬂuences on a variable Y, on its parent conﬁgurations. We now
exploit this partial order to obtain parameter estimates that reﬂect the qualitative knowl-
edge that has been speciﬁed through these signs. We recall that the unconstrained maxi-
mum-likelihood estimate of a parameter p(y = 1jx) equals
p^ðy ¼ 1jxÞ ¼ nðY ¼ 1; xÞ
nðxÞ
The isotonic regression p* of the estimates p^ with weights w(x) = n(x) now provides the
maximum-likelihood estimates of the parameters p(y = 1jx), subject to the speciﬁed order
constraints [12,7, p. 32].
To illustrate the construction of the partial order on X(X) and the computation of the
isotonic estimates, we consider a small fragment of a Bayesian network. The network
includes a variable Y and its three parents X1, X2 and X3, as depicted in Fig. 2; the parent
X1 has a positive qualitative inﬂuence on Y, X2 has a negative inﬂuence on Y, and the
inﬂuence of X3 on Y is unsigned. Fig. 3 now shows the partial order that is imposed, by
the speciﬁed signs, on the various parent conﬁgurations for Y, where an arrow from a con-
X1 X
Y
+
2 X3
-
Fig. 2. A Bayesian network fragment with qualitative inﬂuences.
(0,0,0)
(0,0,1)
(0,1,0)
(1,0,0)
(0,1,1)
(1,0,1)
(1,1,0)
(1,1,1)
Fig. 3. The partial order on the parent conﬁgurations for Y.
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Note that since the inﬂuence of the parent X3 on Y is unsigned, any two parent conﬁgu-
rations that diﬀer in their value for X3 are incomparable. As a consequence, the set of con-
ﬁgurations X(X) is partitioned into two disjoint subsets, one for X3 = 0 and one for
X3 = 1, such that no element of the ﬁrst subset is order related to any element of the sec-
ond subset. Constrained estimates may therefore be computed for the two subsets sepa-
rately, that is, as if they were distinct spaces [12].
Now suppose that we have a small sample of data available with respect to the four
variables. Table 1 shows the counts, per parent conﬁguration, that are obtained from
the sample as well as the associated unconstrained maximum-likelihood estimates
p^ðy ¼ 1jxÞ. We recall that the estimates are constrained to be non-increasing in each
row and non-decreasing within each column for both X3 = 0 and X3 = 1. From the table,
we observe that, for X3 = 0, the obtained estimates p^ satisfy the order constraints: p^ is
decreasing within each row and increasing within each column of the table. So, for
X3 = 0, the isotonic regression p* equals the basic estimate p^. For X3 = 1 however, the
maximum-likelihood estimates obtained from the sample do not satisfy the constraints
imposed by the signs of the inﬂuences: we observe that p^ increases within the ﬁrst row
and decreases within the second column of the table.
We now compute the isotonic regression p* of the parameter estimates given X3 = 1, by
applying the minimum lower sets algorithm. The algorithm starts with the computation ofTable 1
The counts and unconstrained ML estimates for y = 1
X3 = 0 X2 = 0 X2 = 1 X3 = 1 X2 = 0 X2 = 1
X1 = 0 4/10 = 0.4 6/20 = 0.3 X1 = 0 4/20 = 0.2 3/5 = 0.6
X1 = 1 12/15 = 0.8 24/40 = 0.6 X1 = 1 9/10 = 0.9 20/40 = 0.5
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the various lower sets and their associated averages in the subsequent iterations of the
algorithm. In the ﬁrst iteration, the lower set with minimum weighted average is
{(0,1,1), (0,0,1)}, and the algorithm sets p*(y = 1j0,1,1) = p*(y = 1j0,0,1) = 0.28. After
removal of the two elements (0,1,1) and (0,0,1) from the other sets, the lower sets
{(1,1,1)} and {(1,1,1),(1,0,1)} remain, with 0.5 and 0.58 respectively, for their weighted
averages. The algorithm sets p*(y = 1j1,1,1) = 0.5. After removal of (1,1,1) from the
single remaining set, only the lower set {(1,0,1)} is left. The algorithm sets
p*(y = 1j1,0,1) = 0.9 and halts since it has exhausted X(X). The thus computed isotonic
estimates are summarised in Table 3. Note that the computed estimates satisfy the con-
straints imposed by the signs of the qualitative inﬂuences involved: p* does no longer
increase within the ﬁrst row nor decrease in the second column of the table.
5.3. Zero counts
In practice, a sample of data may include no observations at all for a particular parent
conﬁguration x for the variable Y of interest. In fact, the smaller the data sample, the more
likely this situation is to occur. Disregarding any constraints there may be, the lack of
observations means that there are no data to estimate the parameter p(y = 1jx) from. In
line with common practice, we then set p^ðy ¼ 1jxÞ ¼ 0:5, that is, we assume a uniform dis-
tribution for the variable Y given x. This estimate may however lead to a violation of the
constraints imposed by the signs of the qualitative inﬂuences involved. Whenever it does
so, it should be adjusted by the minimum lower sets algorithm, just like any other estimate
that results in such a violation. We can easily accommodate for a lack of observations for
a parent conﬁguration by using a slightly modiﬁed weighted average function within the
algorithm:
AvðAÞ ¼
P
z2A
wðzÞgðzÞP
z2A
wðzÞ if
P
z2A
wðzÞ > 0
0:5 if
P
z2A
wðzÞ ¼ 0
8>><
>>:Table 2
The weighted averages of the unconstrained estimates for the lower sets given X3 = 1
Lower Set Av1 Av2 Av3
{(0,1,1)} 3/5 = 0.6 – –
{(0,1,1), (0,0,1)} 7/25 = 0.28 – –
{(0,1,1), (1,1,1)} 23/45 = 0.51 20/40 = 0.5 –
{(0,1,1), (0,0,1), (1,1,1)} 27/65 = 0.42 20/40 = 0.5 –
{(0,1,1), (0,0,1), (1,1,1), (1,0,1)} 36/75 = 0.48 29/50 = 0.58 9/10 = 0.9
Table 3
The isotonic estimates p* for y = 1, given the parent conﬁgurations with X3 = 1
X3 = 1 X2 = 0 X2 = 1
X1 = 0 7/25 = 0.28 7/25 = 0.28
X1 = 1 9/10 = 0.9 20/40 = 0.5
Table 4
An example with no observations for the parent conﬁguration (0,0)
X1 X2 n(X1,X2) n(Y = 1,X1,X2) p^ðy ¼ 1jX 1;X 2Þ
0 0 0 0 0.5
0 1 10 4 0.4
1 0 20 9 0.45
1 1 20 16 0.8
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Note that since there are no observations for the parent conﬁguration (0,0), we have set
p^ðy ¼ 1j0; 0Þ ¼ 0:5. We assume that the expert has speciﬁed positive inﬂuences of both
X1 and X2 on Y. We now ﬁnd that the value of p^ðy ¼ 1j0; 0Þ violates the order constraints.
The lower set with minimum weighted average is
Avðfð0; 0Þ; ð0; 1ÞgÞ ¼ 0  0:5þ 10  0:4
0þ 10 ¼ 0:4
The minimum lower sets algorithm thus yields p*(y = 1j0,0) = p*(y = 1j0,1) = 0.4. Note
that any value for p*(y = 1j0,0) in the interval [0,0.4] is equally good as far as the data
and speciﬁed constraints are concerned.
5.4. Estimation with complete order
So far we have assumed that the signs that are speciﬁed by experts for the qualitative
inﬂuences on a speciﬁc variable, impose a partial order on its parent conﬁgurations. In
some cases, however, an expert can indicate a total order. In these cases, the pool adjacent
violators algorithm can be used to obtain order-constrained maximum-likelihood param-
eter estimates. As an example, we consider a variable with three parents. We suppose that
the expert has speciﬁed the following total order on the parent conﬁgurations:
ð0; 0; 0Þ  ð0; 0; 1Þ  ð0; 1; 0Þ  ð1; 0; 0Þ  ð0; 1; 1Þ  ð1; 0; 1Þ  ð1; 1; 0Þ  ð1; 1; 1Þ
We further suppose that we have the following data:
p^ ¼ ð0:1; 0:05; 0:2; 0:4; 0:35; 0:5; 0:7; 0:8Þ
n ¼ ð10; 20; 20; 10; 20; 30; 30; 10Þ
The vector of estimates includes two violations of the speciﬁed order; these are between
elements one and two, and between elements four and ﬁve. These violations are resolved
by the PAV algorithm by averaging the elements:
p ¼ ð0:067; 0:067; 0:2; 0:37; 0:37; 0:5; 0:7; 0:8Þ
Since it requires much less computational eﬀort than the minimum lower sets algorithm,
exploiting the PAV algorithm whenever a total order is available, may drastically reduce
the overall runtime of learning a networks parameters.
5.5. Bayesian estimation
The parameter-learning method described above does not require that an expert spec-
iﬁes numerical values for the parameters concerned: he only has to provide signs for the
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the numerical values in addition to these signs, then this knowledge is readily accommo-
dated in a Bayesian approach to constrained parameter estimation.
Suppose that the expert has speciﬁed Beta priors for the parameters p(y = 1jx). We
assume that he has chosen the hyperparameters a(x) and b(x) for these priors given x in
such a way that his experience is equivalent to having seen the value y = 1 a total of
a(x)  1 times in h(x) = a(x) + b(x)  2 observations of x; h is called the precision of
the speciﬁed prior given x. Now, let p0(y = 1jx) denote the modal value of the Beta prior
for p(y = 1jx), that is, p0(y = 1jx) is a priori considered the most likely value of the param-
eter p(y = 1jx). We suppose that the experts values for a(x) and b(x) are such that the
modes p0(y = 1jx) = (a(x)  1)/h(x) are isotonic with respect to the order imposed by
the signs that he has speciﬁed. In forming the joint prior for the parameters, we now
assume local independence [13], except for the constraint that the parameter values must
be isotonic. The joint prior thus equals 0 for non-isotonic value combinations for the
parameters and is proportional to the product Beta distribution for isotonic combinations.
The constrained MAP estimates given the data D then are given by the isotonic regression
of
p0ðy ¼ 1jx;DÞ ¼
nðxÞ  p^ðy ¼ 1jxÞ þ hðxÞ  p0ðy ¼ 1jxÞ
nðxÞ þ hðxÞ
with weights n(x) + h(x) [14]. Order-constrained estimation thus again amounts to per-
forming isotonic regression on basic estimates with appropriately chosen weights. The
unconstrained MAP estimates p0ðy ¼ 1jx;DÞ for the various parameters are taken for
the basic estimates. The weights for these estimates are n(x) + h(x), that is, for a parent
conﬁguration x, the weight is taken to be the sum of the number of actual observations
for x and the precision h(x) speciﬁed for his prior estimate by the expert. Note that if
the expert has speciﬁed a ﬂat prior Beta(1,1) with h = 0, then the order-constrained max-
imum-likelihood estimates are returned.
As an example, we consider again the network fragment from Fig. 2 and the data from
Table 1. We suppose that the expert has speciﬁed the following Beta priors for the various
parameters given X3 = 1: p(y = 1j0,0,1)  Beta(5,7), p(y = 1j1,0,1)  Beta(9,3),
p(y = 1j0,1,1)  Beta(2,5), and p(y = 1j1,1,1)  Beta(3,4). The modes corresponding
with these priors are given in Table 5 on the left. Note that the prior modes are consistent
with the order implied by the signs that have been speciﬁed by the expert. Combination
with the observed data results in the posterior modes given in Table 5 on the right. We
ﬁnd that these posterior modes no longer satisfy the order constraints, as they are increas-
ing in the ﬁrst row. Application of the minimum lower sets algorithm resolves the violation
by averaging the posterior modes over the ﬁrst row to obtain p0ðy ¼ 1j0; 0; 1Þ ¼
p0ðy ¼ 1j0; 1; 1Þ ¼ 12=40 ¼ 0:3.Table 5
Prior (left) and posterior (right) modes of the Beta distributions for the example
X3 = 1 X2 = 0 X2 = 1 X3 = 1 X2 = 0 X2 = 1
X1 = 0 4/10 = 0.4 1/5 = 0.2 X1 = 0 8/30 = 0.27 4/10 = 0.4
X1 = 1 8/10 = 0.8 2/5 = 0.4 X1 = 1 17/20 = 0.85 22/45 = 0.49
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The dominant factor in the runtime complexity of the minimum lower sets algorithm is
the number of lower sets involved. To address this number, we observe that for k binary
parents, each element of X(X) is uniquely determined by the parents that have the value 1,
that is, by a subset of {1,2, . . . ,k}. The partial order that is imposed on X(X) by positive
inﬂuences of all parents therefore, is isomorphic to the partial order generated by set inclu-
sion on Pðf1; 2; . . . ; kgÞ. Every lower set of X(X) now corresponds uniquely to an anti-
chain in this partial order. The number of distinct lower sets of X(X) thus equals the
number of distinct nonempty antichains of subsets of a k-set, which adheres to Sloane
sequence A014466 [15]. Table 6 gives the number of distinct lower sets for diﬀerent num-
bers of parents under the assumption that each parent exerts a signed inﬂuence on the var-
iable for which we want to compute parameter estimates. From the table, we note that the
minimum lower sets algorithm is feasible only for up to ﬁve or six parents with signed
inﬂuences.
From our example network fragment, we have noted that unsigned inﬂuences serve to
partition the set of parent conﬁgurations X(X) into disjoint subsets, such that no element
of the one subset is order related to any element of the other subsets. We have argued that
constrained estimates may be computed for these subsets separately, thereby eﬀectively
decomposing the parameter-learning problem into a number of independent smaller prob-
lems. This decomposition yields a considerable improvement of the overall runtime
involved. Let k1 denote the number of parents with a signed inﬂuence and let k2 denote
the number of parents with an unsigned inﬂuence. The number of conﬁgurations for
the parents with an unsigned inﬂuence equals 2k2 . The order graph therefore has 2k2 sep-
arate components. If we would not exploit the problems decomposition, the algorithm
would have to establish the weighted average of
jLðk1 þ k2Þj ¼ ðjLðk1Þj þ 1Þ2
k2  1
lower sets, since a lower set of the entire set of parent conﬁgurations X(X) is constructed
by arbitrarily combining lower sets of the 2k2 subsets induced by the unsigned inﬂuences.
By treating each of these subsets as a separate problem, the algorithm initially has to com-
pute the weighted average of
jLðk1 þ k2Þj ¼ 2k2  jLðk1ÞjTable 6
The number of lower sets ðjLjÞ as a function of the number of parents with a signed inﬂuence (k)
k jX(X)j jLj
1 2 2
2 4 5
3 8 19
4 16 167
5 32 7580
6 64 7,828,353
7 128 2,414,682,040,997
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weighted average of 1688  1 = 6.35 Æ 1017 lower sets for the non-decomposed problem
and 8 Æ 167 = 1336 lower sets for the decomposed problem.
7. Experimental results
To study the behaviour of the isotonic estimator in a more involved setting, we compare
it to the standard maximum-likelihood estimator on the Brain Tumour network introduced
in Section 3; the network and its associated qualitative inﬂuences are depicted in Fig. 1.
For the network, we speciﬁed two sets of parameter probabilities; the resulting models will
be referred to as Model A and Model B respectively. The parameter probabilities for
Model A are as follows (those for Model B are given between parentheses):
pMCð1Þ ¼ .2ð.4Þ
pCT jBð1j1Þ ¼ .95ð.75Þ pCT jBð1j0Þ ¼ .1ð.25Þ
pBjMCð1j1Þ ¼ .2ð.3Þ pBjMCð1j0Þ ¼ .05ð.15Þ
pSH jBð1j1Þ ¼ .8ð.7Þ pSH jBð1j0Þ ¼ .6ð.6Þ
pISCjMCð1j1Þ ¼ .8ð.75Þ pISCjMCð1j0Þ ¼ .2ð.25Þ
pCjB;ISCð1j1; 1Þ ¼ .8ð.7Þ pCjB;ISCð1j0; 1Þ ¼ .8ð.7Þ
pCjB;ISCð1j1; 0Þ ¼ .8ð.7Þ pCjB;ISCð1j0; 0Þ ¼ .05ð.3Þ
Note that for model B we have chosen less extreme probabilities, that is, closer to 0.5, than
for Model A. We drew samples of diﬀerent sizes, n = 50, 150, 500, 1500, from the two
models, using logic sampling; for each sample size, 100 samples were drawn. From each
sample, both the standard maximum-likelihood estimates and the constrained estimates
of the various parameters were calculated; for this purpose, the minimum lower sets algo-
rithm as well as an algorithm for eﬃciently generating the lower sets [16], were imple-
mented in Splus. Given the computed parameter estimates, the joint distribution deﬁned
by the resulting network was established. This distribution then was compared to the true
joint distribution deﬁned by the original network. To compare the true and estimated dis-
tributions we used the well-known Kullback–Leibler divergence. The Kullback–Leibler
divergence of Pr 0 from Pr is deﬁned as
KLðPr;Pr0Þ ¼
X
x
PrðxÞ  log PrðxÞ
Pr0ðxÞ
where a term in the sum is taken to be 0 if Pr(x) = 0, and inﬁnity whenever Pr 0(x) = 0 and
Pr(x) > 0. The results are summarised in Table 7. The columns labeled KL <1 indicateTable 7
Results of the experiments with the Brain Tumour network
n Model A Model B
KLðPr;cPrÞ KL(Pr, Pr*) KL <1 KLðPr;cPrÞ KL(Pr,Pr*) KL <1
50 0.13 0.11 2 0.13 0.12 61
150 0.033 0.030 17 0.048 0.044 97
500 0.013 0.011 83 0.013 0.012 100
1500 0.0045 0.0043 100 0.0043 0.0041 100
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likelihood and the isotonic estimator; the reported numbers are averages over these
samples.
The results reveal that the isotonic estimator scores better than the standard maximum-
likelihood estimator, although the diﬀerences are rather small. For the smaller samples the
diﬀerences are more marked than for the larger samples. This ﬁnding conforms to our
expectations, since for smaller samples the maximum-likelihood estimator has a higher
probability of yielding estimates that violate the constraints. For larger samples, the stan-
dard estimator and the isotonic estimator are expected to often result in the same
estimates.
To illustrate the beneﬁts of our isotonic estimator in terms of acceptance of the result-
ing network, we consider again the counterintuitive example from Section 3. The data in
that example included two patients who both had a brain tumour and an increased level of
serum calcium. Since one of these patients fell into a coma, the maximum-likelihood esti-
mator set the probability that a patient with this combination of symptoms falls into a
coma to 0.5, that is, p^CjB;ISCð1j1; 1Þ ¼ 12 ¼ 0:5. With p^CjB;ISCð1j0; 1Þ ¼ 1314 ¼ 0:929, this
estimate violates the constraint that originates from the positive inﬂuence of B on C.
The isotonic estimator therefore pools the two estimates to obtain pCjB;ISCð1j1; 1Þ ¼
pCjB;ISCð1j0; 1Þ ¼ 1416 ¼ 0:875. The counterintuitive behaviour resulting from the basic esti-
mates has thus been eliminated.
We observe that the order-constrained estimates yielded by the isotonic estimator imply
that the probability of falling into a coma for a patient with an increased serum calcium
level equals 87.5% regardless of whether or not he has a brain tumour. Although these esti-
mates are an improvement over the basic estimates, they may still not be entirely satisfac-
tory. The estimates nevertheless satisfy the speciﬁed qualitative knowledge. If we want to
enforce a strict increase of the probability of falling into a coma for a patient with a brain
tumour compared to that for a patient without a brain tumour, then the expert will have to
specify some minimum numerical diﬀerence between the two probabilities. As an illustra-
tion, we suppose that the expert speciﬁes, in addition to the two positive inﬂuences, the
following minimum diﬀerence:
pCjB;ISCð1j1; 1Þ  pCjB;ISCð1j0; 1ÞP 0:1
The order-constrained estimates given all available knowledge now are
pCjB;ISCð1j1; 1Þ ¼ 0:914 pCjB;ISCð1j0; 1Þ ¼ 0:814
pCjB;ISCð1j1; 0Þ ¼ 0:5 pCjB;ISCð1j0; 0Þ ¼ 0:031
Note that the diﬀerence between the estimates for the violating parameters now equals the
speciﬁed minimum diﬀerence. Since the minimum lower sets algorithm is no longer appli-
cable when minimum diﬀerences are to be enforced, the above estimates have been com-
puted by numerical optimization.
A problem with the suggested approach to enforcing diﬀerences is that an expert is
required to specify numerical information in addition to qualitative signs. This problem
can be alleviated to some extent by eliciting such information only if necessary, that is,
if averaging leads to unwanted equalities. An alternative approach would be to enforce
some predeﬁned minimum diﬀerence between p*(y = 1jx) and p*(y = 1jx 0) whenever there
is an arrow from x to x 0 in the order graph. It is questionable however whether such
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application.
8. Conclusions and further research
We showed that, upon estimating the parameters of a Bayesian network from data,
prior knowledge about the signs of inﬂuences can be taken into account by computing
order-constrained estimates. Since these isotonic estimates are consistent with the knowl-
edge speciﬁed by experts, the resulting network is more likely to be accepted in its domain
of application than a network with basic maximum-likelihood estimates. Our experimental
results moreover revealed that the isotonic estimator results in a slightly improved ﬁt of
the true distribution. For smaller samples the improvement will generally be more marked
than for larger samples, since smaller samples are more likely to give rise to maximum-
likelihood estimates that violate the order constraints.
We see various challenging directions for further research. It would be interesting, for
example, to investigate whether other types of constraint, such as additive synergies and
product synergies, can be exploited to further improve parameter learning. Another inter-
esting extension of our method would be to allow for non-binary variables with linearly-
ordered discrete values. An inﬂuence on such a variable is deﬁned in terms of stochastic
dominance of the distributions involved, which in essence also imposes a constraint on
the estimates. The use of qualitative inﬂuences to improve parameter learning from incom-
plete data in our opinion also merits further investigation.
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