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Abstract
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1. Introduction
Roughly speaking, this paper consists of two parts dealing, respectively, with traces in Hardy
spaces and applications to compensated compactness, and traces in Besov spaces and applica-
tions to the theory of non-locally convex Hardy and Bergman type spaces.
In the first part we give sufficient conditions guaranteeing that functions, originally defined in
a Lipschitz domain Ω , have traces in the Hardy space Hrat(∂Ω). When Ω is the upper-half space,
this type of result goes back to the ground-breaking work of C. Fefferman and E. Stein [14],
R. Coifman [6], R. Latter [22], and A.P. Calderón [5], among others. A classical result in this
regard states that if u is a harmonic function in Rn+ whose non-tangential maximal function
(Nu)(x′) := sup
|x′−y′|<t
∣∣u(y′, t)∣∣, x′ ∈ Rn−1, (1.1)
is in Lp(Rn−1), with 0 <p <∞, then
f := lim
t→0+
u(·, t) exists in Hp(Rn−1). (1.2)
Hereafter, given a space of homogeneous type X , we set
Hp(X ) :=
{
H
p
at (X ) if po < p  1,
Lp(X ) if 1 <p ∞, (1.3)
where, for some po ∈ [0,1) depending on X , the Hardy space Hpat (X ) is defined for each
p ∈ (po,1] as the p-span of p-atoms. See, e.g., [8] for more details on this matter. Here we
only want to point out that po = 0 if X is the entire Euclidean space (cf. [30] for an excellent
account in this setting), and that po = (n − 1)/n if X is the boundary of a Lipschitz domain
in Rn.
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function, was subsequently developed by M. Wilson in [36] where he essentially proves the
following:
u= 0 in Rn+, N (∇u) ∈ Lp
(
Rn−1
)
,
n− 1
n
< p  1
⇒ ∂xnu ∈Hpat
(
Rn−1
)
, (1.4)
plus a natural estimate. Here we further extend this result by considering the case when the upper-
half space is replaced by an arbitrary Lipschitz domain Ω . Moreover, we give a formulation
which better emphasizes the bilinear character of the phenomenon at hand. One of our main
results in this regard reads as follows.
Theorem 1.1. Let Ω be a graph Lipschitz domain in Rn with outward unit normal ν, and fix
0 <p,q <∞, n− 1
n
< r  1 such that 1
p
+ 1
q
= 1
r
. (1.5)
Consider also D :C1(Ω,CN) → C0(Ω,CM) a homogeneous, first-order differential operator
with constant, complex coefficients and denote by D∗ its ( formal ) adjoint and by σ(D; ξ) ∈
CM×N , ξ ∈ Rn, its symbol.
Assume that F ∈ C1(Ω,CN) and G ∈ C1(Ω,CM) are two functions which satisfy
DF = 0 and D∗G= 0 in Ω, (1.6)
N (F ) ∈ Lp(∂Ω), N (G) ∈ Lq(∂Ω), (1.7)
and which are null-solutions of certain strongly elliptic, self-adjoint, second-order, homoge-
neous, (real ) constant coefficient, differential operators. Let 〈·,·〉 denote the canonical inner
product in CM and, for every ε > 0, define
Fε(x) := F(x + εen), Gε(x) :=G(x + εen), x ∈Ω, (1.8)
where en = (0, . . . ,0,1) ∈ Rn.
Then 〈σ(D;ν)Fε,Gε〉 ∈Hrat(∂Ω) for each ε > 0, the limit〈
σ(D;ν)F,G〉 := lim
ε→0+
〈
σ(D;ν)Fε,Gε
〉 (1.9)
exists in Hrat(∂Ω), and there exists a finite constant C = C(∂Ω,n,p,q) > 0 such that∥∥〈σ(D;ν)F,G〉∥∥
Hrat(∂Ω)
 C
∥∥N (F )∥∥
Lp(∂Ω)
∥∥N (G)∥∥
Lq(∂Ω)
. (1.10)
For r = 1 (i.e., when the indices p, q are conjugate exponents), one can define the trace
〈σ(D;ν)F,G〉 ∈H 1at(∂Ω) ⊂ L1(∂Ω) in a non-tangential pointwise sense, as〈
σ(D;νx)F (x),G(x)
〉= lim
y→x
|x−y|<2 dist(y,∂Ω)
〈
σ(D;νx)F (y),G(y)
〉
, at a.e. x ∈ ∂Ω.
(1.11)
Finally, in the case when G (F , respectively) is a constant function, one can allow the index q
(p, respectively) in (1.5) to take the value ∞ as well.
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employ local Hardy spaces; cf. Theorem 2.6 for a precise formulation. The case when F is
the gradient of a harmonic function u with N (∇u) ∈ Lp(∂Ω), G ≡ 1, and D = div has been
considered by B. Dahlberg and C. Kenig in [10] via a different approach, based on duality and
a refinement of an extension theorem due to N. Varopoulos [34]. The latter asserts that for any
function u ∈ Lip(∂Ω) there exists U ∈ Lip(Ω) such that U |∂Ω = u and |∇U |dx is a Carleson
measure in Ω with appropriate norm control (a proof is given in [13] for C1 domains, but it is
not too difficult to adapt the argument to the case of Lipschitz domains as well; cf. [10]).
Let us briefly indicate how this can be used to handle the case when r = 1 in Theorem 1.1, i.e.
when p and q are conjugate exponents. That the limit (1.11) exists will be shown later on (this is
implicit in the proof of Proposition 2.5). In particular, 〈σ(D;ν)F,G〉 ∈ L1(∂Ω). Let BMO(∂Ω)
and VMO(∂Ω) stand, respectively, for the John–Nirenberg space of functions of bounded mean
oscillations, and the Sarason space of functions of vanishing mean oscillations on ∂Ω . As is
well known, H 1at(∂Ω)  (VMO(∂Ω))∗; cf. [8, Theorem 4, p. 638 ]. Next, consider an arbitrary
u ∈ Lip(∂Ω) with compact support and use Varopoulos’ theorem in order to find an extension
U ∈ Lip(Ω) of u with the properties indicated earlier. Then, via integration by parts and the usual
Carleson measure estimate, we have (with dS denoting the surface measure on ∂Ω):
∣∣〈 〈σ(D;ν)F,G〉, u〉∣∣= lim
ε→0+
∣∣∣∣ ∫
∂Ω
〈
σ(D;ν)F (x + εen), u(x)G(x + εen)
〉
dSx
∣∣∣∣
= lim
ε→0+
∣∣∣∣ ∫
Ω
〈
F(x + εen),D∗
(
U(x)G(x + εen)
)〉
dx
∣∣∣∣
= lim
ε→0+
∣∣∣∣ ∫
Ω
〈
F(x + εen),
[
D∗,MU
]
(x)G(x + εen)
〉
dx
∣∣∣∣
=
∣∣∣∣ ∫
Ω
〈
F,
[
D∗,MU
]
G
〉
dx
∣∣∣∣

∫
Ω
|F ||G||∇U |dx C∂Ω‖u‖BMO(∂Ω)
∫
∂Ω
N (|F ||G|)dS
 C∂Ω‖u‖BMO(∂Ω)‖NF‖Lp(∂Ω)‖NG‖Lq(∂Ω), (1.12)
where Hölder’s inequality has been used in the last step (recall that, in the current set-
ting, 1/p + 1/q = 1). Above, [D∗,MU ]f = D∗(Uf ) − UD∗f denotes the commutator
of D∗ and MU , the operator of multiplication by U . Since u was arbitrary, this proves that
‖〈σ(D;ν)F,G〉‖H 1at(∂Ω)  C∂Ω‖NF‖Lp(∂Ω)‖NG‖Lq(∂Ω), as desired.
However, this duality based approach is non-constructive (i.e., it does not yield directly an
atomic decomposition) and, most importantly, it does not extend to the case r < 1 since, in
this situation, Hrat(∂Ω) is no longer a dual space. In the early 1990s, C. Kenig has made the
(unpublished) observation that the approach developed by M. Wilson in [36] is, in principle,
adaptable to more general operators and domains (cf. the comment in [4, p. 394]), and one of the
goals of the present paper is to further explore this idea.
One remarkable consequence of Theorem 1.1 is the following compensated compactness type
result in which the underlying geometrical setting is that of an arbitrary Lipschitz surface.
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1 p∗ < 2 < q∗ ∞ and for which the following holds.
Consider 0  n − 1, p,q ∈ (p∗, q∗) and n−1
n
< r  1 such that 1
p
+ 1
q
= 1
r
. Regard ∂Ω
as a Lipschitz submanifold of Rn and denote by 
T ∂Ω , d∂Ω , δ∂Ω the th exterior power of
its tangent bundle T ∂Ω , its (intrinsic) exterior differential operator, and its adjoint, respectively.
Finally, assume that f ∈ Lp(∂Ω,
T ∂Ω) and g ∈ Lq(∂Ω,
T ∂Ω) are such that δ∂Ωf = 0
and d∂Ωg = 0. Then
〈f,g〉
T ∂Ω ∈Hrat(∂Ω), (1.13)
plus a natural estimate.
Our strategy for proving Theorem 1.2 is to construct suitable extensions F , G for the boundary
forms f , g in Ω for which the hypotheses of Theorem 1.1 apply. In turn, these extensions are
obtained by solving certain boundary value problems in the Lipschitz domain Ω which is a rather
delicate step (in particular, this is where the restrictions on the indices involved originate).
A corollary of (the proof of ) Theorem 1.2 which is worth singling out is the following.
Corollary 1.3. Let 0 < p,q ∞ and n
n+1 < r  1 be such that
1
p
+ 1
q
= 1
r
and fix 0    n.
Also, let d be the exterior derivative operator in Rn, and denote by δ its formal adjoint.
Then, if f , g are two -forms with coefficients in Hp(Rn) and Hq(Rn), respectively, such that
δf = 0 and dg = 0 in Rn, it follows that
〈f,g〉
Rn ∈Hrat
(
Rn
)
, (1.14)
plus a natural estimate.
The case p = 1, q = ∞,  = 1 has been previously considered by P. Auscher, E. Russ and
P. Tchamitchian in [2], via an approach relying on atomic decompositions for divergence-free
Hardy spaces.
When 1 < p,q < ∞, the above result is a mere rephrasing of Theorem 1.2 in the particular
case when Ω = Rn+1+ (since, in this setting, p∗ = 1 and q∗ = ∞). Nonetheless, handling the
larger range of indices in the statement of Corollary 1.3 can be done by paralleling the proof of
Theorem 1.2 in the geometrically simpler case when Ω is the upper-half space.
As an illustration, let us consider the case when 0 < p,q < ∞, n
n+1 < r  1, 1/p + 1/q =
1/r , and  = 1, which corresponds precisely to the classical Div–Curl Lemma of Coifman–
Lions–Meyer–Semmes [9]. More specifically, assume that two vector fields are given, f =
(f1, . . . , fn) ∈ [Hp(Rn)]n and g = (g1, . . . , gn) ∈ [Hq(Rn)]n, such that divf = 0, curlg = 0
in Rn. The goal is to utilize Theorem 1.1 in order to conclude that 〈f,g〉 ∈Hrat(Rn).
To this end, define the second-order tensor
F := (Fj,k) 1jn+1 , Fj,k(x) :=
{−2 ∫
Rn
(∂jE)(x − y)fk(y) dy if k  n,
0 if k = n+ 1, (1.15)1kn+1
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With the operator
DivF :=
(
n+1∑
j=1
(∂jFj,k − ∂jFk,j )
)
1kn+1
, (1.16)
acting on arbitrary matrix-valued functions and using Calderón–Zygmund theory, it is then stan-
dard to check that
N (F ) ∈ Lp(Rn), F = 0 and DivF = 0 in Rn+1+ . (1.17)
Also, the outward unit normal to Rn+1+ is ν = (0, . . . ,0,−1) ∈ Rn+1, hence
σ(Div;ν)F =
(
n+1∑
j=1
(νjFj,k − νjFk,j )
)
1kn+1
= (Fn+1,k|Rn)1kn+1
= (f1, . . . , fn,0). (1.18)
On the other hand, consider the Rn+1-valued function G := (Gj )1jn+1,
Gj(x) :=
{−2 ∫
Rn
(∂n+1E)(x − y)gj (y) dy if j  n,
2
∑n
k=1
∫
Rn
(∂kE)(x − y)gk(y) dy if j = n+ 1, (1.19)
where x ∈ Rn+1+ . This time, using again Calderón–Zygmund theory, one has
N (G) ∈ Lq(Rn), G= 0 and CurlG= 0 in Rn+1+ , (1.20)
where, in general,
CurlG := (∂kGj − ∂jGk)1j,kn+1 (1.21)
is the formal adjoint of Div defined in (1.16). Next, notice that Gj |Rn = gj whenever 1 j  n
and, hence, 〈
σ(Div;ν)F,G〉= 〈f,g〉. (1.22)
Consequently, by virtue of Theorem 1.1, we may conclude that 〈f,g〉 ∈Hrat(Rn), as desired.
Next we would like to point out that the classical Jacobian lemma in the compensated com-
pactness theory also follows easily from Corollary 1.3. Let us illustrate this by considering the
more general case below (the standard Jacobian lemma corresponds to the situation when m= n).
Corollary 1.4. Assume that m,n ∈ N, m n, that pj ∈ (1,∞), j = 1, . . . ,m, satisfy
m∑
j=1
1
pj
= 1
r
,
n
n+ 1 < r  1, (1.23)
and fix 1 k1 < k2 < · · ·< km  n.
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det
(
∂(f1, . . . , fm)
∂(xk1 , . . . , xkm)
)
∈Hrat
(
Rn
)
, (1.24)
plus a natural estimate.
As already mentioned above, the proof of this result consists of a simple application of Corol-
lary 1.3. Indeed, there is no loss of generality in assuming that p := min{p1, . . . , pm} coincides
with p1. In particular, if we set 1q :=
∑m
j=2 1pj then
1
q
 m−1
p
 n−1
r
< 1, so q ∈ (1,∞). There
remains to observe that since the forms f := df1 ∨ (dxk1 ∧ · · · ∧ dxkm) ∈ Lp(Rn,
m−1) and
g := df2 ∧ · · · ∧ dfm ∈ Lq(Rn,
m−1) satisfy δf = 0, dg = 0, and
〈f,g〉 = 〈dxk1 ∧ · · · ∧ dxkm , df1 ∧ · · · ∧ dfm〉 = det
(
∂(f1, . . . , fm)
∂(xk1 , . . . , xkm)
)
, (1.25)
the conclusion follows from (1.14).
The strategy utilized in the proof of Corollary 1.3 is flexible enough to allow extensions to
other settings of interest. Consider a family {Ej }1jn of skew-symmetric, 2n×2n square matri-
ces which anticommute and such that −E2j = I2n×2n , the identity, for j = 1, . . . , n. The Clifford
algebra Cn is then the minimal unitary real algebra containing {Ej }1jn, and the associated
Dirac operator is defined as D :=∑nj=1 Ej∂j . It can act on a Clifford algebra-valued function F
either from the left, or from the right (in which case we write DF and FD, respectively). See,
e.g., [3,26] for a more extensive account on these matters.
Corollary 1.5. Let 0 <p,q ∞ and n
n+1 < r  1 be such that
1
p
+ 1
q
= 1
r
, and assume that F ∈
Lp(Rn,Cn) and G ∈ Lq(Rn,Cn) satisfy FD = 0 =DG in Rn. Then F ·G ∈Hrat(Rn,Cn).
Corollary 1.5 generalizes results obtained in [37], where an approach based on duality has
been used. As pointed out before, this can only work for r = 1, as Hrat(Rn) fails to be a dual space
if r < 1. Instead, our strategy is to cast this problem in a setting where Theorem 1.1 applies. This
requires a few preliminary steps, the first being to note that the conclusion of the corollary is
equivalent to 〈F ·G,A〉 ∈Hrat(Rn) for every fixed A ∈ Cn. Next, since generally speaking,
〈F ·G,A〉 = 〈G,F t ·A〉, (1.26)
where the superscript t stands for transposition of matrices, by redenoting F t ·A by F we see that
it suffices to prove the following. Let p,q, r be as in the statement of the corollary and assume
that F ∈ Lp(Rn,Cn), G ∈ Lq(Rn,Cn) satisfy DF = 0 =DG. Then 〈F,G〉 ∈Hrat(Rn).
To this end, extend F , G to Rn+1+ by setting F(x0, x) := F(x), G(x0, x) := G(x), for each
x ∈ Rn, x0 > 0. Let us also consider the Dirac type operator D := I2n×2n∂0 −D in Rn+1. Since
−D2 = nI2n×2n where n is the Laplacian in Rn and, with the help of (1.26), D∗ = D, we
deduce that D∗ = −I2n×2n∂0 − D and D∗D = DD∗ = −n+1I2n×2n . Going further, DF = 0,
D∗G = 0 in Rn+1+ ; in particular, F and G are harmonic in Rn+1+ . Now, if F+(x) := supt>0 |F(t, x)|
denotes the radial maximal function of F, we have∥∥N (F)∥∥ p n C∥∥F+∥∥ p n = C‖F‖Lp(Rn), (1.27)L (R ) L (R )
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p. 170]. Since σ(D;ν) = −I2n×2n and 〈F,G〉 = 〈F,G〉 on Rn, Theorem 1.1 applies and gives
that 〈F,G〉 ∈Hrat(Rn), as desired.
Let now D be a first-order differential operator with constant coefficients and injective sym-
bol. If we now set
Hp(Ω;D) := {F : DF = 0 in Ω, N (F ) ∈ Lp(∂Ω)}, (1.28)
‖F‖Hp(Ω;D) :=
∥∥N (F )∥∥
Lp(∂Ω)
,
n− 1
n
< p  1, (1.29)
then Theorem 1.1 gives that σ(D;ν)F ∈ Hpat (∂Ω) for each function F ∈ Hp(Ω;D), at least
when the strongly elliptic, formally self-adjoint second-order differential operator L := −D∗D
has real coefficients. In the second part of the paper we aim to establish trace results similar in
spirit, in the context of Besov spaces. A sample result in this regard reads as follows.
Theorem 1.6. Let D be a constant coefficient, first-order differential operator with injective
symbol and assume that Ω is a bounded Lipschitz domain in Rn. Then
u ∈ Bp,ps+1/p−1(Ω) and Du= 0 in Ω ⇒ σ(D;ν)u ∈ Bp,ps−1(∂Ω), (1.30)
with natural estimates, whenever n−1
n
< p ∞ and (n− 1)max{( 1
p
− 1), 0}< s < 1.
Note that while for n−1
n
< p < 1 the spaceHp(Ω;D) is not locally convex, this is a complete
metric space when equipped with the distance dist(F,G) := ‖F − G‖pHp(Ω;D). Such a space is
called a p-Banach space, and a natural issue is to try to identify Eq(Hp(Ω;D)), i.e., the smallest
q-Banach space which contains it, for each q ∈ (p,1]. In the very last part of the paper we
combine a number of trace results proved earlier for the purpose of explicitly identifying these
q-envelopes in the form of certain Bergman-like spaces. For the sake of this introduction, we
record such a result below.
Theorem 1.7. Let Ω be a bounded Lipschitz domain in Rn and let D be a constant coeffi-
cient, first-order differential operator with injective symbol and which satisfies D∗D = DD∗ =
(D∗D)c (where the superscript c indicates complex conjugation). Then
Eq
(Hp(Ω;D))= {u: Du= 0 in Ω, dist(·, ∂Ω)n−1p − nq u ∈ Lq(Ω)}, (1.31)
whenever n−1
n
< p < q  1.
Theorem 1.7 extends a celebrated result of P. Duren, B. Romberg and A. Shields originally
obtained in [12] when n = 2, the domain Ω is the unit disk in the plane, D := ∂ = ∂x + i∂y is
the Cauchy–Riemann operator, and q = 1, and according to which, the smallest Banach space
containing the classical Hardy space
{
F : ∂F (z) = 0 for |z| < 1 and sup
0<r<1
(
1
2π
2π∫ ∣∣F (reiθ )∣∣p dθ)1/p <∞} (1.32)
0
58 T. Jakab et al. / Journal of Functional Analysis 246 (2007) 50–112is, for each 12 <p < 1, the analytic Bergman space{
F : ∂F (z) = 0 for |z|< 1 and (1 − |z|)1/p−2F(z) ∈ L1({z: |z| < 1})}. (1.33)
The case of Hardy spaces in the upper-half space has been treated by A. Aleksandrov in [1]. In
fact, in Section 4.5 we give several other examples of operators often encountered in practice
for which the hypotheses of Theorem 1.7 hold. Among these is the Cauchy–Riemann operator
D :=∑j dzj ∂∂zj acting on (scalar-valued) functions of several complex variables. When Ω is
the unit ball in Cn, formula (1.31) has been proved by R. Coifman and R. Rochberg in [7] (cf. the
discussion on pp. 44–45 of that paper). Thus, Theorem 1.7 can also be viewed as an extension of
this work to more general domains and operators.
We conclude by recording a few notational conventions used in this paper. Even though we
shall work quite often with vector-valued distributions, our notation for the various function
spaces employed does not always emphasize the vector nature of the objects involved. For exam-
ple, we shall not distinguish between a vector space X and the direct sum of finitely many of its
copies X ⊕ · · · ⊕ X (the number of which should be clear from the context). Unless otherwise
stated, the letter C will denote positive, finite constants which may differ from one occurrence
to another. Writing C = C(x, y, . . .) indicates that C depends exclusively on x, y, . . . . As is cus-
tomary, A ≈ B abbreviates C1A B  C2A, uniformly with respect to the parameters entering
A and B . Finally, by Ck(Ω), k ∈ N∪{0,∞}, we denote the space of functions which are k times
continuously differentiable in Ω . In general, the subscript ‘zero’ is used to indicate compact
support; in particular, Ck0(Ω) denotes the subspace of functions in C
k(Ω) whose supports are
relatively compact in Ω .
2. Traces in Hardy spaces
2.1. Notation and preliminary results
2.1.1. Lipschitz domains
Given E ⊂ Rn, denote by Lip(E) the space of Lipschitz functions, i.e. ϕ : E → C with the
property that
‖ϕ‖Lip(E) := sup
{∣∣ϕ(x)∣∣: x ∈E}
+ sup{∣∣ϕ(x)− ϕ(y)∣∣/|x − y|: x, y ∈E, x = y}<∞. (2.1)
Going further, if α ∈ (0,1), we let Cα(E) stand for the space of bounded functions satisfying a
Hölder condition of order α, i.e. ϕ :E → C such that
‖ϕ‖Cα(E) := sup
{∣∣ϕ(x)∣∣: x ∈E}+ sup{ |ϕ(x)− ϕ(y)||x − y|α : x, y ∈E, x = y
}
<∞. (2.2)
An open set Ω ⊂ Rn is called a graph Lipschitz domain (or, equivalently, an unbounded
Lipschitz domain) if there exists a Lipschitz function ϕ :Rn−1 → R such that
Ω = {(x′, ϕ(x′)+ t): x′ ∈ Rn−1, t > 0}, (2.3)
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κ(Ω) > 1 and, at each boundary point x ∈ ∂Ω , define the (cone-like) non-tangential approach
region
Γ (x) := {y ∈Ω: |x − y|< κ dist(y, ∂Ω)}, x ∈ ∂Ω, (2.4)
and define the non-tangential maximal operator N acting on a measurable function u :Ω → C
by
(Nu)(x) := ‖u‖L∞(Γ (x)), x ∈ ∂Ω. (2.5)
If we wish to emphasize the dependence of Γ and N on κ , we shall simply write Γκ and Nκ
instead. It is well known that for each κ1, κ2 > 1 and p ∈ (0,∞) there exist C1,C2 > 0 such that
‖Nκ1u‖Lp(∂Ω)  C1‖Nκ2u‖Lp(∂Ω) C2‖Nκ1u‖Lp(∂Ω) (2.6)
for any measurable function u in Ω . See, e.g., [21] and [30, p. 62 ].
Call an open set Ω ⊂ Rn a bounded Lipschitz domain if there exists a finite open covering
{Oj }1jN of ∂Ω with the property that, for every j ∈ {1, . . . ,N}, Oj ∩Ω coincides with the
portion of Oj lying above Rj (graphϕj ), where ϕj :Rn−1 → R is a Lipschitz function and Rj
is a rigid motion of the Euclidean space Rn. Cf. [29, p. 189].
Call Z ⊂ Rn a coordinate cylinder if Z is an open, right circular doubly truncated cylinder
with center at xZ ∈ ∂Ω and which, in addition, has the following properties:
(i) If Rn = Rn−1 ×R is a rectangular coordinate system such that xZ corresponds to the origin
and the axis of Z is in the direction of en = (0, . . . ,0,1) ∈ Rn, then there exists a Lipschitz
function ϕ :Rn−1 → R such that xZ = (0′, ϕ(0′)) and
Ω ∩Z = {x = (x′, xn): ϕ(x′) < xn}∩Z,
∂Ω ∩Z = {x = (x′, xn): ϕ(x′)= xn}∩Z. (2.7)
(ii) If h and R are the height and the radius of Z, then h/R > 5
√
1 + ‖∇ϕ‖2
L∞(Rn−1).
(iii) If tZ denotes the concentric dilation of Z of factor t > 0, then (2.7) also holds with tZ in
place of Z for each 1 < t < 10
√
1 + ‖∇ϕ‖2
L∞(Rn−1).
In the sequel, we shall write occasionally Z = Z(x,h,R,ϕ) to indicate that the coordinate cylin-
der Z is centered at x, has height h, radius R, and that the Lipschitz function ϕ :Rn−1 → R
satisfies (2.7).
Given a bounded Lipschitz domain Ω ⊂ Rn, it is then possible to cover its boundary ∂Ω with
a finite number of coordinate cylinders {Zi(xZi , hi,Ri, ϕi)}1iN ; cf. the appendix in [35]. Call
this family an atlas for ∂Ω , and say that a quantity depends on the Lipschitz character of Ω if its
size is controlled in terms of N and the numbers Ri , hi , ‖∇ϕi‖L∞(Rn−1), for 1 i N .
In the context of a bounded Lipschitz domain Ω , we shall retain the definitions (2.4), (2.5)
of the non-tangential approach regions Γ (x) and of the non-tangential maximal operator N . In
particular, (2.6) holds in this case as well.
60 T. Jakab et al. / Journal of Functional Analysis 246 (2007) 50–112It is well know that, given a Lipschitz domain Ω (bounded or unbounded), there exists a
canonical surface measure dS on ∂Ω , with respect to which ν, the outward unit normal to Ω , is
defined a.e. on ∂Ω . We shall denote by S(E) the surface measure of a measurable set E ⊂ ∂Ω .
Also, throughout the paper, we shall let Lp(∂Ω), 0 < p ∞, stand for the Lebesgue space of
complex-valued, measurable functions which are pth power integrable with respect to dS on ∂Ω .
In the case of an unbounded Lipschitz domain Ω , a surface ball Q is defined as the intersection
of ∂Ω with an Euclidean ball Br(x) centered at x ∈ ∂Ω , and call x, r , respectively, the center and
the radius of Q. When Ω is a bounded Lipschitz domain, we shall call Q⊂ ∂Ω a (surface) ball if
there exists a coordinate cylinder Z = Z(xZ,h,R,ϕ) and x ∈Z∩∂Ω such that Q= Br(x)∩∂Ω
for some r ∈ (0,2R). Once again, we shall call x and r , respectively, the center and the radius
of Q.
2.1.2. Hardy spaces
We next recall the definition of atomic Hardy spaces on the boundary of a Lipschitz domain
Ω ⊂ Rn starting with the case in which Ω is a graph domain. In this context, given n−1
n
< p  1,
call an integrable function a : ∂Ω → C a p-atom if
∃Q⊂ ∂Ω surface ball, with suppa ⊂Q, ‖a‖L∞(∂Ω)  S(Q)−
1
p , (2.8)∫
∂Ω
a dS = 0. (2.9)
Then Hpat (∂Ω) is the subspace of (Lip0(∂Ω))∗ consisting of functionals f which can be repre-
sented in the form of a series f =∑j∈N λjaj , with convergence in sense of distributions, i.e., in
(Lip0(∂Ω))∗, where {λj }j∈N ∈ p(C) and where all aj ’s are p-atoms. Moreover, we set
‖f ‖Hpat (∂Ω) := inf
(∑
j∈N
|λj |p
)1/p
, (2.10)
where the infimum is taken over all such representations of f .
We adopt a similar point of view in the case when the Lipschitz domain Ω ⊂ Rn is bounded,
and define the local Hardy space hpat(∂Ω) ⊂ (Lip(∂Ω))∗, n−1n < p  1, as the p(C)-span of
local p-atoms. For a fixed constant μ = μ(∂Ω) > 0 sufficiently small, the latter are functions
a ∈ L1(∂Ω) such that (2.8) holds and either (2.9) holds, or S(Q) μ. It is then not difficult to
check that
h
p
at(∂Ω) =
{∑
j∈N
λjaj : aj as in (2.8), (2.9), {λj }j ∈ p
}
+Lq(∂Ω), q > 1. (2.11)
The space hpat(∂Ω) is a module over Cα(∂Ω) for any α ∈ ((n − 1)(p−1 − 1),1). This is
best understood by using a characterization of hpat(∂Ω) in terms of ions, defined as follows. If
p ∈ ( n−1
n
,1) and α ∈ (0,1), call b ∈ L∞(∂Ω) an (α,p)-ion provided there exists a surface ball
Q such that
suppb ⊆Q, ‖b‖L∞(∂Ω)  S(Q)−1/p,
∣∣∣∣ ∫ b dS∣∣∣∣ S(Q)α/(n−1). (2.12)
∂Ω
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h
p
at(∂Ω) =
{∑
j
λj bj : bj (α,p)-ion,
∑
j
|λj |p <∞
}
. (2.13)
The key observation now is that the product between an (α,p)-ion and a function in Cα(∂Ω),
α ∈ ((n − 1)(p−1 − 1),1), is, up to a fixed multiple, the sum between an (α,p)-ion and a q-
charge, i.e. a function from the unit ball in Lq(∂Ω), where q := (n − 1)/(n − 1 − α) > 1.
Concretely, if b is an (α,p)-ion supported in a surface ball centered at x∗ ∈ ∂Ω and of radius r ,
and if 0 = ϕ ∈ Cα(∂Ω) then
ϕb = (ϕ − ϕ(x∗))b + ϕ(x∗)b =: b1 + b2, (2.14)
where ‖b1‖Lq(∂Ω)  C sup{|ϕ(x) − ϕ(y)|/|x − y|α: x = y, x, y ∈ ∂Ω} and b2/‖ϕ‖L∞(∂Ω) is
an (α,p)-ion. In particular, the operator of multiplication with ϕ is bounded from hpat(∂Ω) into
itself.
Later on (cf. Section 4), we shall also need a more regular version of (2.11). Specifically, if Ω
is a bounded Lipschitz domain in Rn and n−1
n
< p  1, we define
h
1,p
at (∂Ω) :=
{
f =
∑
j∈N
λjaj : {λj }j ∈ p, aj is a regular p-atom
}
, (2.15)
‖f ‖
h
1,p
at (∂Ω)
:= inf
{(∑
j∈N
|λj |p
)1/p
: f =
∑
j∈N
λjaj , {λj }j ∈ p, aj regular p-atom
}
.
Above, a function a ∈ Lip(∂Ω) is called a regular p-atom if there exists a surface ball S of radius
r such that
suppa ⊆ S, ‖∇tana‖L∞(∂Ω)  r−
n−1
p , (2.16)
where ∇tan denotes the tangential gradient on ∂Ω .
An alternative characterization of (2.15) was given in [23]. To state it, consider the tangential
derivative operators
∂τjk := νj ∂k − νk∂j , 1 j, k  n, (2.17)
where ν1, . . . , νn are the components of the unit normal ν.
Proposition 2.1. Fix n−1
n
< p  1 and assume that Ω is a bounded Lipschitz domain in Rn.
Then, if 1
q
:= 1
p
− 1
n−1 ,
h
1,p
at (∂Ω)=
{
f ∈ Lq(∂Ω): ∂τjkf ∈ hpat(∂Ω) for j, k = 1, . . . , n
}
, (2.18)
and
‖f ‖
h
1,p
at (∂Ω)
≈ ‖f ‖Lq(∂Ω) +
n∑
j,k=1
‖∂τjkf ‖hpat(∂Ω), (2.19)
uniformly for f ∈ h1,pat (∂Ω).
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Let Ω be an open subset of Rn and consider a constant coefficient differential operator of
order m, i.e.
L :Cm
(
Ω,CN
)→ C0(Ω,CM), (2.20)
Lu :=
∑
|γ |m
Aγ ∂
γ u, Aγ ∈ CM×N. (2.21)
Then Lt , the transpose of L in (2.20), (2.21) is given by
Lt :Cm
(
Ω,CM
)→ C0(Ω,CN ), Ltv := ∑
|γ |m
(−1)|γ |Atγ ∂γ v, (2.22)
where At stands for the transpose of the matrix A, and if the superscript c denotes complex
conjugation then L∗, the adjoint of L, is given by L∗ := (Lt )c , where Lcu := [L(uc)]c . Going
further, recall that the principal symbol of (2.20), (2.21) is the mapping
σ(L; ·) :Rn → CM×N, σ (L; ξ) := im
∑
|γ |=m
ξγAγ . (2.23)
It follows that, for each ξ ∈ Rn and each differential operator L of order m,
σ
(
Lc; ξ)= (−1)mσ(L; ξ)c, σ (Lt ; ξ)= (−1)mσ(L; ξ)t ,
σ (L; ξ)∗ = σ(L∗; ξ), σ (L1L2; ξ)= σ(L1; ξ)σ (L2; ξ), (2.24)
whenever the compositions are meaningful.
Recall next that for a first-order differential operator
D :C1
(
Ω,CN
)→ C0(Ω,CM), (2.25)
D :=
n∑
j=1
Aj∂j , Aj ∈ CM×N, 1 j  n, (2.26)
the following integration by parts formula is valid (cf., e.g., [32]):∫
Ω
〈Du,v〉dx =
∫
Ω
〈u,D∗v〉dx −
∫
∂Ω
〈
iσ (D;ν)u, v〉dS, (2.27)
where Ω ⊂ Rn is a Lipschitz domain and the vector-valued functions u, v, are sufficiently well-
behaved near ∂Ω (so that, in particular, u|∂Ω and v|∂Ω are meaningful).
We continue to assume that D is a first-order differential operator as in (2.25), (2.26) and, for
a fixed matrix A ∈ CM×M (also occasionally identified with a zero-order differential operator),
introduce the second-order differential operator
L := −D∗AD, L :C2(Ω,CN )→ C0(Ω,CN ) (2.28)
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∂ν := iσ (D∗;ν)AD. (2.29)
A concrete example, illustrating the scope of this general discussion is as follows. For an
arbitrary natural number N (and with M := nN ), consider the gradient operator acting on vector
fields with N components, i.e.,
Du := (∂kuβ) 1kn
1βN
, (2.30)
the Jacobian matrix of u, and assume that
Av :=
(
n∑
k=1
N∑
β=1
a
αβ
jk v
kβ
)
1jn
1αN
. (2.31)
Then
D∗v = −
(
n∑
k=1
∂kv
kβ
)
1βN
(2.32)
so that, consequently,
Lu := −D∗ADu=
(
N∑
β=1
n∑
j,k=1
∂j
(
a
αβ
jk ∂ku
β
))
1αN
(2.33)
and
∂νu=
(
N∑
β=1
n∑
j,k=1
a
αβ
jk νj ∂ku
β
)
1αN
. (2.34)
Returning to the mainstream discussion, it follows from (2.27) that∫
Ω
〈u,Lv〉dx = −
∫
Ω
〈A∗Du,Dv〉dx +
∫
∂Ω
〈u, ∂νv〉dS. (2.35)
In particular, the following Green formula holds:
A=A∗ ⇒
∫
Ω
[〈Lu,v〉 − 〈u,Lv〉]dx = ∫
∂Ω
[〈∂νu, v〉 − 〈u, ∂νv〉]dS. (2.36)
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In the last part of this section, we turn our attention to Whitney-type decompositions of an
arbitrary open set. The proposition below is a slight refinement of [29, Theorem 1, p. 167].
Proposition 2.2. There exists an algorithm which associates to each open set Ω in Rn a collec-
tion of dyadic cubes W(Ω) satisfying the following conditions:
(i) the (interior of the) cubes in W(Ω) are mutually disjoint;
(ii) Ω =⋃Q∈W(Ω) Q;
(iii) diam(Q) dist(Q,Rn \Ω) 4 diam(Q) for all Q ∈W(Ω);
(iv) if Q1,Q2 ∈W(Ω) touch, then
1
4
diam(Q1) diam(Q2) 4 diam(Q1); (2.37)
(v) every Q ∈W(Ω) has at most 6n − 4n neighbors;
(vi) if Ω1 and Ω2 are two open sets in Rn with the property that Ω1 ⊆ Ω2, then for every
Q1 ∈W(Ω1) there exists Q2 ∈W(Ω2) such that Q1 ⊆Q2.
Proof. The only significant difference between Proposition 2.2 and Theorem 1 in [29, p. 167],
whose proof we shall adapt here, is that our algorithm yields a family of dyadic cubes which
satisfy property (vi). To set the stage, for a given open set Ω in Rn and integer k ∈ Z define
Ωk :=
{
x ∈Ω: cn2−k < dist
(
x,Rn \Ω) cn2−k+1}, (2.38)
where cn := 2√n. Let us also consider the standard mesh of dyadic cubes in Rn of side-length
2−k , denoted by Mk , and set
F(Ω) :=
⋃
k∈Z
{Q ∈Mk: Q∩Ωk = ∅}. (2.39)
As in [29], it follows that ⋃Q∈F(Ω) Q=Ω and
diam(Q) dist
(
Q,Rn \Ω) 4 diam(Q) for all Q ∈F(Ω). (2.40)
We next construct a new family of dyadic cubes in the following way. For each Q ∈ F(Ω)
fixed, we let Q̂ be the largest dyadic cube in Rn satisfying:
Q⊆ Q̂⊆Ω and diam( Q̂ ) dist(Q̂,Rn \Ω) 4 diam( Q̂ ). (2.41)
We claim that Q̂ is well defined and, indeed, unique.
In order to prove this claim, set FQ for the family of all dyadic cubes Q′ ⊂ Rn such that
Q⊆Q′ ⊆Ω and diam(Q′) dist(Q′,Rn \Ω) 4 diam(Q′). (2.42)
A few observations are in order here. First FQ = ∅, since Q ∈FQ.
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and (2.40), that
diam(Q′) dist
(
Q′,Rn \Ω) dist(Q,Rn \Ω) 4 diam(Q). (2.43)
Since, naturally, diam(Q)  diam(Q′), the estimate (2.43) further implies that for a fixed Q ∈
F(Ω) and any Q′ ∈FQ,
diam(Q) diam(Q′) 4 diam(Q). (2.44)
This shows that the cardinality of FQ is finite for each Q ∈ F(Ω). In particular, it makes sense
to talk about the cubes in FΩ of maximal side-length. There remains to show that there is only
one such maximal cube. Indeed, for any two such cubes one is contained into another (since they
are dyadic and they both contain Q) and, ultimately, must coincide, by maximality. This proves
that Q̂ ∈FQ is uniquely determined. In particular, for each Q ∈F(Ω) fixed, there exists a cube
Q̂ ∈FQ of maximal side-length.
The claim we make next is that
∀Q1,Q2 ∈F(Ω) ⇒ either Q̂1 and Q̂2 are disjoint, or Q̂1 = Q̂2. (2.45)
To prove this claim, assume that Q̂1 and Q̂2 are not disjoint. Hence, since Q̂1 and Q̂2 are dyadic
cubes, one is contained into the other, say Q̂1 ⊆ Q̂2. In this case, it follows that
Q̂2 ⊆Ω, Q1 ⊆ Q̂2 and diam(Q̂2) dist
(
Q̂2,R
n \Ω) 4 diam(Q̂2). (2.46)
By the maximality of Q̂1, from (2.46) we obtain that Q̂2 ⊆ Q̂1. In view of our initial assumption
this further implies that Q̂1 = Q̂2. This finishes the proof of our claim.
There remains to refine the familyF(Ω) in order to eliminate redundant cubes. To this end, we
introduce an equivalence relation on F(Ω) by calling Q1,Q2 ∈ F(Ω) equivalent if Q̂1 = Q̂2.
The Whitney family W(Ω) is then obtained by choosing the “hat” of a representative from each
equivalence class.
Much as in [29], it can then be shown that the class W(Ω) has the properties (i)–(v) listed
in Proposition 2.2, and all is left is to check property (vi), a task to which we now turn. Let Ω1
and Ω2 be two open sets in Rn such that Ω1 ⊆ Ω2. Pick Q1 ∈W(Ω1). Then Q1 is covered by
W(Ω2), hence there exists Q2 ∈W(Ω2) such that either Q2  Q1 or Q1 ⊆ Q2. Our goal is to
show that Q2  Q1 cannot happen. Reasoning by contradiction, assume that Q2  Q1. Then,
based on (2.41) for Q1 and Q2, one can easily show that
diam(Q1) dist
(
Q1,R
n \Ω2
)
 4 diam(Q1). (2.47)
By construction, we also have that Q2 = Q̂ for some Q ∈F(Ω2). Then
Q⊆ Q̂=Q2  Q1 ⊆Ω1 ⊆Ω2 (2.48)
entails
Q1 ⊆Ω2 and Q⊆Q1. (2.49)
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the set Ω2). By the maximality of Q̂=Q2, this further implies that Q1 ⊆Q2, which contradicts
our initial assumption that Q2  Q1. This shows that Q2 cannot be a proper subset of Q1 and,
hence Q1 ⊆Q2, as desired.
This finishes the proof of Proposition 2.2. 
2.2. The case of a graph domain
We continue to retain notation introduced so far. The following proposition is one of the
key preliminary results of this subsection. Its proof mimics that of M. Wilson in [36] with some
important alterations (necessary to accommodate a more general setting and to fill in some gaps).
Furthermore, our version highlights the bilinear character of the problem.
Proposition 2.3. Let Ω ⊂ Rn be a graph Lipschitz domain with outward unit normal ν, and
fix 0 < p < ∞, 1 < q ∞, n−1
n
< r  1, such that 1/p + 1/q = 1/r . Consider also a homoge-
neous, first-order differential operator D with constant, complex coefficients, and a second-order,
strongly elliptic, homogeneous, self-adjoint operator L with constant, real coefficients.
Next, assume that two continuous vector-valued functions F :Ω → CN and G :Ω → CM are
given for which
DF = 0, LF = 0 and D∗G= 0 in Ω, (2.50)
N (F ) ∈ Lp(∂Ω), N (G) ∈ Lq(∂Ω). (2.51)
Finally, with en := (0, . . . ,0,1) ∈ Rn, set
Fε(x) := F(x + εen), Gε(x) :=G(x + εen), x ∈Ω, ε > 0. (2.52)
Then 〈
σ(D;ν)Fε,Gε
〉 ∈Hrat(∂Ω) (2.53)
and there exists a finite constant C = C(∂Ω,n,p,q) > 0 such that∥∥〈σ(D;ν)Fε,Gε〉∥∥Hrat(∂Ω)  C∥∥N (F )∥∥Lp(∂Ω)∥∥N (G)∥∥Lq(∂Ω). (2.54)
Proof. Fix ε > 0 and for each k ∈ Z introduce the level set
Ek :=
{
x ∈ ∂Ω: (NFε)(x)(NGε)(x) > 2k/r
} (2.55)
(with the convention that 0 · ∞ = 0). Thus, Ek+1 ⊂ Ek for every k ∈ Z. Let Π : ∂Ω → Rn−1,
Π(x′, xn) = x′ if x = (x′, xn) ∈ ∂Ω , be the canonical projection onto the first n− 1 coordinates
and, if ϕ :Rn−1 → R is a Lipschitz function such that Ω = {(x′, ϕ(x′) + t): x′ ∈ Rn−1, t > 0},
introduce Φ :Rn−1 → Rn by setting Φ(x′) := (x′, ϕ(x′)). Since each Ek is an open subset of ∂Ω ,
it follows that Π(Ek) is an open subset of Rn−1. Decompose Π(Ek) as in Proposition 2.2 and
denote byW(Ek)= {Qkj }j the family of images of (n− 1)-dimensional Euclidean dyadic cubes
under the mapping Φ . By a slight abuse of language, we shall refer to the sets Qk as being dyadicj
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of cubes satisfies the following conditions:
(i) the (interior of the) cubes in W(Ek) are mutually disjoint;
(ii) Ek =⋃Qkj∈W(Ek)Qkj ;
(iii) there exist cj = cj (∂Ω) > 0, j = 1,2, such that for any Qkj1,Qkj2 ∈W(Ek)
∂Qkj1 ∩ ∂Qkj2 = ∅ ⇒ c1
(
Qkj1
)
 
(
Qkj2
)
 c2
(
Qkj1
)
, (2.56)
and such that
c1
(
Qkj
)
 dist
(
Qkj , ∂Ω \Ek
)
 c2
(
Qkj
)
for every Qkj ∈W(Ek); (2.57)
(iv) every Qkj ∈W(Ek) has at most 6n−1 − 4n−1 neighbors;
(v) for every Qk+1l ∈W(Ek+1) there exists Qkj ∈W(Ek) such that Qk+1l ⊆Qkj .
Let us also note that (2.57) entails(
x′, ϕ(x′)
) ∈Qkj ⇒ dist(x′,Rn−1 \Π(Ek))≈ (Qkj ), uniformly in x′. (2.58)
Our immediate goal is to construct a tent-like region above each set Ek (compare with [16,
p. 260]). To this end, fix a constant λ = λ(∂Ω) > 0, which will be specified later, and for each
k ∈ Z alter ϕ by defining a new function
ϕk(x
′) := ϕ(x′)+ λ dist(x′,Rn−1 \Π(Ek)), x′ ∈ Rn−1. (2.59)
For each j and each k ∈ Z we also introduce the Carleson-like box(
Qkj
)∗ := {(x′, ϕ(x′)+ t): (x′, ϕ(x′)) ∈Qkj , 0 < t < λdist(x′,Rn−1 \Π(Qkj ))}. (2.60)
We make the observation that ϕk is a Lipschitz function whose Lipschitz constant can be con-
trolled independently of k ∈ Z. This follows easily from a general fact to the effect that the
distance function to a closed subset of Rn−1 is a Lipschitz function, with Lipschitz constant  2.
See Fig. 1 illustrating this construction.
In what follows, we let ∂T (Qkj )
∗ stand for the top portion of ∂(Qkj )∗, i.e. the piece of
∂(Qkj )
∗ \ ∂Ω not contained in the boundary of any neighboring Carleson box (Qkl )∗, l = j .
More specifically,
∂T
(
Qkj
)∗ := {(x′, ϕk(x′)): (x′, ϕ(x′)) ∈Qkj}. (2.61)
Note that by design,
∂T
(
Qkj
)∗ ∩ ∂(Qkl )∗ = ∅ for j = l. (2.62)
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Next, for each x ∈ ∂Ω and for every k ∈ Z, we define
hk(x) :=
{− 1
S(Qkj )
∫
∂T (Qkj )
∗〈σ(D;ν)Fε,Gε〉dS if x ∈Qkj ,
〈σ(D;νx)Fε(x),Gε(x)〉 if x ∈ ∂Ω \Ek,
(2.63)
where, in the first line, ν is the outward unit normal to the domain (Qkj )∗.
The proof of (2.53), (2.54) proceeds in a series of steps, starting with
Step 1. There exists a finite positive constant C which depends only on ∂Ω such that
∣∣hk(x)∣∣ C2k/r for each x ∈ ∂Ω, (2.64)
for every k ∈ Z.
Proof. If x ∈ ∂Ω \Ek then (2.64) readily follows from the definition (2.55) of the level set Ek .
In the case when x ∈Ek , let j be such that x ∈Qkj . Then the desired conclusion is going to be a
consequence of (2.63), (2.55) and the observation that for each Y = (y′, ϕ(y′)+ t) ∈ ∂T (Qkj )∗ ⊂
Ω there exists z = (z′, ϕ(z′)) ∈ ∂Ω \Ek such that Y ∈ Γ (z) (introduced as in (2.4)). As regards
the latter observation, we now claim that taking z = (z′, ϕ(z′)) to be the point in ∂Ω \Ek closest
to y := (y′, ϕ(y′)) ∈ Qkj will do. To verify this claim, it suffices to check that there exists C > 0
such that
|y′ − z′|<C(ϕ(y′)+ t − ϕ(z′)). (2.65)
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dist
(
Qkj , ∂Ω \Ek
)= dist(y∗, ∂Ω \Ek). (2.66)
Since y, y∗ ∈Qkj , (2.66) and (2.57) then give
|y′ − z′| |y − z| = dist(y, ∂Ω \Ek)
 |y − y∗| + dist(y∗, ∂Ω \Ek)
 C
(
Qkj
)+ dist(Qkj , ∂Ω \Ek) C(Qkj ). (2.67)
On account of (2.67) and the fact that ϕ is Lipschitz, we may therefore write
C
(
t + ϕ(y′)− ϕ(z′)) C(t − ∣∣ϕ(y′)− ϕ(z′)∣∣)
 C
(
t −C‖∇ϕ‖L∞(Rn−1)
(
Qkj
))
 C
(
Qkj
)
 C|y′ − z′|, (2.68)
provided
t C
(
1 + ‖∇ϕ‖L∞(Rn−1)
)

(
Qkj
)
. (2.69)
Now, (y′, ϕ(y′) + t) belongs to ∂T (Qkj )∗ which in turn is contained in the graph of ϕk so that
(2.59) forces t = λdist(y′,Rn−1 \ Π(Qkj )). Thus, using (2.58) we see that (2.69) holds granted
that we require
λ C
(
1 + ‖∇ϕ‖L∞(Rn−1)
)
. (2.70)
Assuming that is the case, we get |Fε(Y )||Gε(Y )|  C(NFε)(z)(NGε)(z)  C2k/r , i.e.
|Fε(Y )||Gε(Y )| C2k/r for every Y ∈ ∂T (Qkj )∗. From this and (2.63), the estimate (2.64) easily
follows, completing the proof of Step 1.
Step 2. There exists C > 0 such that for each a ∈ (p,∞) and ε > 0,
∥∥N (Fε)∥∥La(∂Ω)  Cε(n−1)( 1a − 1p )∥∥N (F )∥∥Lp(∂Ω). (2.71)
Proof. In a first stage we shall show that there exists C > 0 such that∣∣F(x + ten)∣∣Ct(1−n)/p∥∥N (F )∥∥Lp(∂Ω), t > 0, x ∈ ∂Ω. (2.72)
Indeed, interior estimates for null-solutions of L imply
∣∣F(X)∣∣p  CpR−n ∫ ∣∣F(Y )∣∣p dY, X ∈Ω, 0 <R < dist(X, ∂Ω), (2.73)
|X−Y |<R
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Lemma 2 in [14, pp. 172, 173]. Thus, if 0 <p <∞, then for each t > 0 and each x ∈ ∂Ω ,
∣∣F(x + ten)∣∣p  Ct−n ∫
Bct (x+ten)
∣∣F(Y )∣∣p dY
 Ct1−n
∫
Bct (x)∩∂Ω
∣∣N (F )∣∣p dS  Ct1−n∥∥N (F )∥∥p
Lp(∂Ω)
, (2.74)
provided c > 0 is chosen small enough. This justifies (2.72).
In turn, (2.72) implies
sup
X∈Ω
∣∣Fε(X)∣∣= sup
x∈∂Ω
t>0
∣∣Fε(x + ten)∣∣= sup
x∈∂Ω
t>0
∣∣F (x + (t + ε)en)∣∣
 C(t + ε)(1−n)/p∥∥N (F )∥∥
Lp(∂Ω)
 Cε(1−n)/p
∥∥N (F )∥∥
Lp(∂Ω)
. (2.75)
Hence, ‖N (Fε)‖L∞(∂Ω)  Cε(1−n)/p‖N (F )‖Lp(∂Ω) and, further,∫
∂Ω
∣∣N (Fε)∣∣a dS = ∫
∂Ω
∣∣N (Fε)∣∣a−p∣∣N (Fε)∣∣p dS
 C
(
ε
1−n
p
)a−p∥∥N (F )∥∥a−p
Lp(∂Ω)
∥∥N (F )∥∥p
Lp(∂Ω)
= ε−(n−1)( ap−1)∥∥N (F )∥∥a
Lp(∂Ω)
. (2.76)
From this (2.71) follows, finishing the proof of Step 2.
Step 3. There exists τ ∈ (1, q) such that
N (Fε)N (Gε) ∈ Lτ (∂Ω) (2.77)
and, with χA denoting the characteristic function of the set A,
lim
k→+∞‖χEkhk‖Lτ (∂Ω) = 0. (2.78)
Proof. First, if 1 < τ < q is chosen sufficiently close to q such that a := τq/(q − τ) > p, then
Hölder’s inequality in concert with (2.71) and (2.51) gives
∫
∂Ω
[N (Fε)N (Gε)]τ dS  ( ∫
∂Ω
N (Fε)
τq
q−τ dS
) q−τ
q
( ∫
∂Ω
N (Gε)q dS
) τ
q

∥∥N (Fε)∥∥τ τq
q−τ
∥∥N (Gε)∥∥τLq(∂Ω)L (∂Ω)
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τ
q
− τ
p
)
∥∥N (F )∥∥τ
Lp(∂Ω)
∥∥N (G)∥∥τ
Lq(∂Ω)
<∞. (2.79)
Next, (2.64) implies that for each k ∈ Z∫
Ek
|hk|τ dS  C2τk/rS(Ek)C
∫
Ek
[N (Fε)N (Gε)]τ dS. (2.80)
Now, if E∞ :=⋂k∈Z Ek then E∞ = {x ∈ ∂Ω: (NFε)(x)(NGε)(x)= ∞}. In particular, E∞ has
surface measure zero thanks to (2.51). On account of this, (2.77) and since χEk → χE∞ pointwise
as k → +∞, Lebesgue’s Dominated Convergence Theorem proves that the rightmost integral in
(2.80) converges to zero as k → +∞. As a consequence, (2.78) follows and this concludes the
proof of Step 3.
Step 4. Retaining the same notation as before,
∞∑
k=−∞
χEk [hk+1 − hk] =
〈
σ(D;ν)Fε,Gε
〉 (2.81)
a.e. on ∂Ω and in the sense of (Lip0(∂Ω))∗.
Proof. Fix τ ∈ (1, q) and, as before, set E∞ :=⋂k∈Z Ek . If we now consider E0 :=⋃k∈Z Ek
then
∂Ω \E0 =
{
x ∈ ∂Ω: N (Fε)(x)N (Gε)(x) = 0
}
. (2.82)
Next, for each N1,N2 ∈ N fixed, we may write
N2∑
k=−N1
χEk [hk+1 − hk] =
N2∑
k=−N1
[χEk − χEk+1 ]hk+1
+ χEN2+1hN2+1 − χE−N1 h−N1 . (2.83)
By (2.78), there exists τ > 1 such that χEN2+1hN2+1 → 0 in Lτ (∂Ω) as N2 → +∞. Hence,
in particular, this convergence also takes place in (Lip0(∂Ω))∗. Also, by (2.64), we also have
χE−N1 h−N1 → 0 in (Lip0(∂Ω))∗ as N1 → +∞. As for the sum in the right-hand side of (2.83),
we use the definition of hk+1 in order to express it as
N2∑
k=−N1
χEk\Ek+1hk+1 =
〈
σ(D;ν)Fε,Gε
〉[χE−N1 − χEN2+1]. (2.84)
We next observe that
lim χE−N1 = χE0 = 1 − χ∂Ω\E0, lim χEN2+1 = χE∞ , (2.85)N1→∞ N2→∞
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right-hand side of (2.83) converges to 〈σ(D;ν)Fε,Gε〉 in Lτ (∂Ω) as N1,N2 → +∞, by (2.85),
(2.82), (2.77) and Lebesgue’s Dominated Convergence Theorem. All in all, (2.81) holds in the
sense of (Lip0(∂Ω))∗. Finally, that (2.81) is also valid pointwise almost everywhere on ∂Ω is
implicit in the above reasoning. This completes the proof of Step 4.
Going further, let
(
Qkj
)∗∗ := (Qkj )∗ \ ⋃
Qk+1l ⊂Qkj
(
Qk+1l
)∗ (2.86)
denote the portion of the Carleson box (Qkj )∗ lying above the graph of the function ϕk+1, and
observe that (
Qkj
)∗∗ is a bounded Lipschitz domain, (2.87)
since ϕk  ϕk+1 are Lipschitz functions (this is one aspect where working with “nonstandard”
Carleson boxes is beneficial).
Next, decompose the boundary of (Qkj )∗∗ into three disjoint pieces: the top portion (which
coincides with ∂T (Qkj )∗), the bottom portion and the vertical portion, i.e.
∂
(
Qkj
)∗∗ = ∂T (Qkj )∗ ∪ ∂B(Qkj )∗∗ ∪ ∂V (Qkj )∗∗, (2.88)
where
∂V
(
Qkj
)∗∗ := {y ∈ ∂(Qkj )∗ \ ∂Ω: y /∈ ∂T (Qkj )∗ and y /∈ ⋃
Qk+1l ⊂Qkj
∂
(
Qk+1l
)∗}
, (2.89)
and
∂B
(
Qkj
)∗∗ := ∂B1 (Qkj )∗∗ ∪ ∂B2 (Qkj )∗∗, where
∂B1
(
Qkj
)∗∗ := ⋃
Qk+1l ⊂Qkj
∂T
(
Qk+1l
)∗
, ∂B2
(
Qkj
)∗∗ :=Qkj \Ek+1 (2.90)
(see Fig. 2).
Step 5. For each j and each k ∈ Z, one has∫
Qkj
(hk+1 − hk) dS = −
∫
∂V (Qkj )
∗∗
〈
σ(D;ν)Fε,Gε
〉
dS, (2.91)
where ν denotes the outward unit normal to (Qk)∗∗.j
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Proof. Throughout this proof we let ν retain the above significance. To get started, we first
note that, thanks to definition (2.63),
∫
Qkj
hk dS = −
∫
∂T (Qkj )
∗
〈
σ(D;ν)Fε,Gε
〉
dS. (2.92)
Next, we write Ek+1 =⋃l Qk+1l and note that either Qk+1l and Qkj have disjoint interiors, or the
latter is contained in the former (by property (v) of the Whitney-type decomposition for Ek+1).
Thus, splitting Qkj into its part contained in Ek+1 and its complement, then using the definition
of ∂B(Qkj )
∗∗ and hk+1 (note that the orientation of ν in the latter is the opposite of the current
one), we obtain that
∫
Qkj
hk+1 dS =
∫
Qkj∩Ek+1
hk+1 dS +
∫
Qkj \Ek+1
hk+1 dS
=
∑
Qk+1l ⊂Qkj
∫
Qk+1l
hk+1 dS +
∫
Qkj \Ek+1
hk+1 dS
=
∫
∂B1 (Q
k
j )
∗∗
〈
σ(D;ν)Fε,Gε
〉
dS +
∫
∂B2 (Q
k
j )
∗∗
〈
σ(D;ν)Fε,Gε
〉
dS
=
∫
∂B(Qk)∗∗
〈
σ(D;ν)Fε,Gε
〉
dS. (2.93)j
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(cf. (2.87)) and the functions Fε , Gε which are well-behaved near the boundary of this domain.
In concert with DFε = 0 and D∗Gε = 0 in Ω , this implies that∫
∂
(
Qkj
)∗∗
〈
σ(D;ν)Fε,Gε
〉
dS = 0, (2.94)
and, further,
−
∫
∂V (Qkj )
∗∗
〈
σ(D;ν)Fε,Gε
〉
dS =
∫
∂B(Qkj )
∗∗
〈
σ(D;ν)Fε,Gε
〉
dS
+
∫
∂T (Qkj )
∗∗
〈
σ(D;ν)Fε,Gε
〉
dS. (2.95)
In view of this, (2.93) and (2.92), Step 5 is proved.
Step 6. For each j, l and each k ∈ Z,
∂V
(
Qkj
)∗∗ ∩ ∂(Qkl )∗ = ∂V (Qkl )∗∗ ∩ ∂(Qkj )∗. (2.96)
Proof. By symmetry, it suffices to show the left-to-right inclusion in (2.96), a task which we
now tackle. Since if j = l, or if Qkj and Qkl are not neighbors, there is nothing to prove, we may
assume that Qkj and Q
k
l are two disjoint, neighboring cubes. In particular, from (2.62),
∂T
(
Qkj
)∗
and ∂
(
Qkl
)∗
are disjoint. (2.97)
Furthermore, for an arbitrary point y ∈ ∂V (Qkj )∗∗ ∩ ∂(Qkl )∗, the following are true:
y ∈ ∂(Qkl )∗, (2.98)
(a) y ∈ ∂(Qkj )∗ and (b) y /∈ ∂Ω, (2.99)
(c) y /∈ ∂T (Qkj )∗ and (d) y /∈ ⋃
Qk+1s ⊂Qkj
∂
(
Qk+1s
)∗
. (2.100)
Note that (2.98) and part (b) of (2.99) imply that y ∈ ∂(Qkl )∗ \∂Ω . Part (a) of (2.99) further yields
y /∈ ∂T (Qkl )∗. Consequently, in order to show that y belongs to the right-hand side of (2.96), in
view of part (a) of (2.99), it remains to prove that
y /∈
⋃
Qk+1⊂Qk
∂
(
Qk+1r
)∗
. (2.101)r l
T. Jakab et al. / Journal of Functional Analysis 246 (2007) 50–112 75We reason by contradiction, assume that (2.101) does not hold. Then there exists a cube Qk+1r ⊂
Qkl such that y ∈ ∂(Qk+1r )∗. Since, by (2.98) and part (a) of (2.99), y ∈ ∂(Qkl )∗ ∩ ∂(Qkj )∗, we
may conclude that there exists a cube Qk+1s ⊂Qkj , such that y ∈ ∂(Qk+1s )∗. Therefore,
y ∈
⋃
Qk+1s ⊂Qkj
∂
(
Qk+1s
)∗
,
which contradicts part (d) of (2.100). This justifies (2.101) and finishes the proof of Step 6.
We next introduce the following functions. For x ∈ ∂Ω and j = l define
Akjl(x) :=
χQkj
(x)
S(Qkj )
∫
∂V (Qkj )
∗∗∩∂(Qkl )∗
〈
σ(D;ν)Fε,Gε
〉
dS, (2.102)
where ν is the outward unit normal to (Qkj )∗∗.
Step 7. There exists a finite positive constant c such that∣∣Akjl(x)∣∣ C2k/r for all x ∈ ∂Ω, (2.103)
for each k ∈ Z.
Proof. We first note that if x ∈ ∂Ω \Qkj , then there is nothing to prove, therefore we assume
that x ∈Qkj . Then there exists C = C(D) > 0 such that∣∣Akjl(x)∣∣ C
S(Qkj )
∫
∂V (Qkj )
∗∗∩∂(Qkl )∗
∣∣Fε(Y )∣∣∣∣Gε(Y )∣∣dSY . (2.104)
For an arbitrary point Y = (y′, ϕ(y′)+ t) ∈ ∂V (Qkj )∗∗ ∩ ∂(Qkl )∗ we now claim that
there exists z ∈ ∂Ω \Ek+1 such that Y ∈ Γ (z), (2.105)
where the cone-like region Γ (z) has been introduced in (2.4).
This is obvious when (y′, ϕ(y′)) ∈ Ek \ Ek+1 ( just take z = (y′, ϕ(y′))), whereas when
(y′, ϕ(y′)) ∈ Ek+1 one can reason much as in Step 1 (with k replaced by k + 1) to arrive
at the same conclusion. All in all, (2.105) holds and, as a consequence, |Fε(Y )||Gε(Y )| 
(NFε)(z)(NGε)(z)  C2(k+1)/r  C2k/r . From this and (2.104), the desired conclusion fol-
lows. This completes the proof of Step 7.
We next observe that for fixed k and j , the function Akjl is not identically zero only for a finite
number of l’s. Likewise, for fixed k and l, the function Aklj is not identically zero only for a finite
number of j ’s (at most 6n−1 − 4n−1, according to property (iv) of W(Ek)). Also, by Step 6, we
can pick a cube Qkjl ⊂ ∂Ω (not necessarily dyadic) such that
supp
(
Akjl +Aklj
)⊂Qkjl and S(Qkjl)≈ S(Qkj ) (≈ S(Qkl )). (2.106)
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∂Ω
[
Akjl +Aklj
]
dS = 0, ∀j, l, k, (2.107)
and ∫
Qkj
[
hk+1 − hk +
∑
l: l =j
Akjl
]
dS = 0, ∀j, k. (2.108)
Proof. By definition, the left-hand side of (2.107) can be rewritten in the form∫
∂V (Qkj )
∗∗∩∂(Qkl )∗
〈
σ(D;ν)Fε,Gε
〉
dS +
∫
∂V (Qkl )
∗∗∩∂(Qkj )∗
〈
σ(D;ν)Fε,Gε
〉
dS. (2.109)
Note that, by Step 6, the domains of integration in (2.109) are the same. This and the fact that, on
this common interface, the outward unit normals to (Qkj )∗∗ and (Q
k
l )
∗∗ have opposite directions
then yield (2.107).
To prove (2.108), we shall first consider the contribution from the sum in the left-hand side
of (2.108). Since the number of indices involved is finite (by property (iv) of the Whitney-type
decompositions of the level sets Ek discussed earlier), we may use the definition (2.102) in order
to write ∫
Qkj
∑
l: l =j
Akjl dS =
∫
∂V (Qkj )
∗∗∩[⋃l: l =j ∂(Qkl )∗]
〈
σ(D;ν)Fε,Gε
〉
dS
=
∫
∂V (Qkj )
∗∗
〈
σ(D;ν)Fε,Gε
〉
dS. (2.110)
The desired conclusion now follows from this and the result proved in Step 5, completing the
proof of Step 8.
Next, we introduce the atoms and the sequence of coefficients which will appear in the de-
composition of 〈σ(D;ν)Fε,Gε〉. Specifically, consider the following functions and scalars:
akj (x) :=
χQkj
(x)
M2k/rS(Qkj )1/r
[
hk+1(x)− hk(x)+
∑
l: l =j
Akjl(x)
]
, x ∈ ∂Ω, (2.111)
bkjl(x) := −
Akjl(x)+Aklj (x)
M2k/rS(Qkjl)1/r
, j < l, x ∈ ∂Ω, (2.112)
λkj :=M2k/rS
(
Qkj
)1/r
, (2.113)
μkjl :=M2k/rS
(
Qkjl
)1/r
, j < l, (2.114)
where M =M(∂Ω) > 0 is a finite constant to be determined below.
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∂Ω
akj dS = 0 and
∫
∂Ω
bkjl dS = 0. (2.115)
Furthermore, for a proper choice of M , depending exclusively on ∂Ω , there holds
∥∥akj∥∥L∞(∂Ω)  1S(Qkj )1/r ,
∥∥bkjl∥∥L∞(∂Ω)  1S(Qkjl)1/r . (2.116)
Proof. The vanishing moment conditions (2.115) are direct consequences of Step 8.
As regards the value of M , let us denote the constants in Steps 1 and 7 by C1 and C2, respec-
tively. Also, set C3 := [S(Qkjl)/S(Qkj )]1/r . Based on (2.111), (2.112), it is then straightforward
to check that M := C3[2C1 + (6n−1 − 4n−1)C2] + 2C2 will do. This completes the proof of
Step 9.
Step 10. There holds∑
k∈Z
∑
j
∣∣λkj ∣∣r +∑
k∈Z
∑
j,l: j<l
∣∣μkjl∣∣r  C∥∥N (F )∥∥rLp(∂Ω)∥∥N (G)∥∥rLq(∂Ω). (2.117)
Proof. On account of (2.113), (2.114), and the fact that S(Qkjl)≈ S(Qkj ), the left-hand side of
(2.117) does not exceed
C
∞∑
k=−∞
2k
∑
j
S
(
Qkj
)= C ∞∑
k=−∞
2kS(Ek)
= C
∞∑
k=−∞
2kS
({
x ∈ ∂Ω: (NFε)(x)(NGε)(x) > 2k/r
})
. (2.118)
Using a general result to the effect that
∫
∂Ω
∣∣f (x)∣∣r dSx C ∞∑
k=−∞
2kS
({
x ∈ ∂Ω: ∣∣f (x)∣∣> 2k/r}), (2.119)
along with Hölder’s inequality with the conjugate indices p/r and q/r , the rightmost sum in
(2.118) can be further majorized by
C
∫
∂Ω
∣∣(NFε)(x)(NGε)(x)∣∣r dSx  C∥∥N (F )∥∥rLp(∂Ω)∥∥N (G)∥∥rLq(∂Ω), (2.120)
finishing the proof of Step 10.
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k∈Z
∑
j
λkj a
k
j +
∑
k∈Z
∑
j,l: j<l
μkjlb
k
jl =
〈
σ(D;ν)Fε,Gε
〉
, (2.121)
where the series converges in (Lip0(∂Ω))∗.
Proof. For each k ∈ Z and each set of indices J introduce Ek,J :=⋃j∈J Qkj . Based on the
definitions in (2.111)–(2.114), for each N1,N2 ∈ N and each finite set of indices J we then have
N2∑
k=−N1
∑
j∈J
λkj a
k
j +
N2∑
k=−N1
∑
j∈J
∑
l: l>j
μkjlb
k
jl
=
N2∑
k=−N1
χEk,J [hk+1 − hk] +
N2∑
k=−N1
∑
j∈J
∑
l: l =j
Akjl −
N2∑
k=−N1
∑
j∈J
∑
l: l>j
[
Akjl +Aklj
]
=
N2∑
k=−N1
χEk,J [hk+1 − hk], (2.122)
since the two triple sums appearing in the middle line of (2.122) cancel out. Thus,
N2∑
k=−N1
∑
j
λkj a
k
j +
N2∑
k=−N1
∑
j,l: j<l
μkjlb
k
jl =
N2∑
k=−N1
χEk [hk+1 − hk], (2.123)
where the convergence in the sense of (Lip0(∂Ω))∗ of the series indexed by j and l is ensured by
(2.117). Now, the desired conclusion follows from Step 4 and this finishes the proof of Step 11.
At this stage, all is left is to notice that, by (2.111), (2.112), (2.115), (2.116) and (2.106),
the functions akj , b
k
jl are r-atoms on ∂Ω . Then (2.53), (2.54) follow from this and (2.117). This
completes the proof of Proposition 2.3. 
Corollary 2.4. Retain the same notation and assumptions as in Proposition 2.3 and, in addition,
suppose that
lim
ε→0+
∥∥N (Fε − F)∥∥Lp(∂Ω) = 0, lim
ε→0+
∥∥N (Gε −G)∥∥Lq(∂Ω) = 0. (2.124)
Then the limit 〈
σ(D;ν)F,G〉 := lim
ε→0+
〈
σ(D;ν)Fε,Gε
〉 (2.125)
exists in Hrat(∂Ω) and∥∥〈σ(D;ν)F,G〉∥∥
Hrat(∂Ω)
 C
∥∥N (F )∥∥
Lp(∂Ω)
∥∥N (G)∥∥
Lq(∂Ω)
(2.126)
for some finite constant C = C(∂Ω,n,p,q) > 0.
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 C
∥∥〈σ(D;ν)(Fε − Fε′),Gε〉∥∥Hrat(∂Ω) +C∥∥〈σ(D;ν)Fε′ , (Gε −Gε′)〉∥∥Hrat(∂Ω)
 C
∥∥N (Fε − Fε′)∥∥Lp(∂Ω)∥∥N (Gε)∥∥Lq(∂Ω)
+C∥∥N (Fε′)∥∥Lp(∂Ω)∥∥N (Gε −Gε′)∥∥Lq(∂Ω)
 C
∥∥N (G)∥∥
Lq(∂Ω)
(∥∥N (Fε − F)∥∥Lp(∂Ω) + ∥∥N (Fε′ − F)∥∥Lp(∂Ω))
+C∥∥N (F )∥∥
Lp(∂Ω)
(∥∥N (Gε −G)∥∥Lq(∂Ω) + ∥∥N (Gε′ −G)∥∥Lq(∂Ω)). (2.127)
Since every Cauchy sequence in Hrat(∂Ω) is convergent, the existence of the limit (2.125), as
well as the estimate (2.126), are easily derived from this and (2.124). 
Our next goal is to identify an important class of functions for which conditions such as
(2.124) are naturally satisfied.
Proposition 2.5. Assume that Ω is a graph Lipschitz domain in Rn and that
L=
n∑
j,k=1
Ajk∂j ∂k, Ajk ∈ RN×N, (2.128)
is a strongly elliptic, self-adjoint, second-order differential operator.
Then, if u ∈ C∞(Ω,CN) is such that Lu= 0 in Ω andN (u) ∈ Lp(∂Ω) for some 0 <p <∞,
it follows that
lim
ε→0+
∥∥N (uε − u)∥∥Lp(∂Ω) = 0, (2.129)
where, as before, uε denotes the translate of u by ε in the vertical direction.
Proof. To get started, we note from (2.6) that the condition (2.129) holds if there exists some
κ ′ > 0 such that
lim
ε→0+
∥∥Nκ ′(uε − u)∥∥Lp(∂Ω) = 0. (2.130)
We shall prove the existence of such a κ ′ by once again proceeding in a series of steps.
Step 1. Assume that for every sequence {εj }j∈N, of positive numbers, which converges to zero
there exists a subsequence {εjk }k∈N such that
lim
k→∞Nκ ′(uεjk − u)(x) = 0 for a.e. x ∈ ∂Ω. (2.131)
Then condition (2.130) holds as well.
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vergence Theorem and the above hypothesis give that for every sequence {εj }j∈N of positive
numbers, which converges to zero, there exists a subsequence {εjk }k∈N such that
lim
k→∞
∥∥Nκ ′(uεjk − u)∥∥Lp(∂Ω) = 0. (2.132)
It is then elementary to conclude from this that (2.130) holds. This concludes the proof of Step 1.
Next, for each t > 0 define the truncated cone-like regions
Γ tκ ′(x) :=
{
y ∈Ω: |x − y|< κ ′ dist(y, ∂Ω), |x − y|< t}, x ∈ ∂Ω, (2.133)
and the truncated non-tangential maximal operatorN t
κ ′ acting on a measurable function w :Ω →
CN by (N tκ ′w)(x) := ‖w‖L∞(Γ t
κ′ (x))
, x ∈ ∂Ω. (2.134)
Step 2. Assume that for each fixed t > 0 the following holds: for every sequence {εj }j∈N of
positive numbers, which converges to zero, there exists a subsequence {εjk }k∈N such that
lim
k→∞N
t
κ ′(uεjk − u)(x) = 0 for a.e. x ∈ ∂Ω. (2.135)
Then the hypotheses in Step 1 are verified.
Proof. Fix a sequence εj > 0, j ∈ N, with limj→∞ εj = 0 and pick a sequence of positive
numbers {tl}l∈N which converges to infinity. Next, for each l, let El ⊂ ∂Ω be a set of (surface)
measure zero and let Nl be a subset of N such that
lim
j∈Nl,j→∞
N tl
κ ′(uεj − u)(x) = 0, ∀x ∈ ∂Ω \El. (2.136)
Starting with N1 and inductively refining the subsequent sets of indices (each time, invoking the
current hypothesis), there is no loss of generality in assuming that
N1 ⊃N2 ⊃ · · ·Nl ⊃Nl+1 ⊃ · · · . (2.137)
List the elements of each set Nl , i.e. Nl = {nls}s∈N and consider the diagonal of this family of
nested sets, i.e. Δ := {nll}l∈N. Next, if E :=⋃l∈N El , for each x ∈ ∂Ω \ E and each r ∈ N, we
may write, based on (2.133), (2.134) and (2.72) (written for u),
lim sup
j∈Δ,j→∞
Nκ ′(uεj − u)(x) lim sup
j∈Δ,j→∞
N tr
κ ′ (uεj − u)(x)+Ct(1−n)/pr
 Ct(1−n)/pr , (2.138)
since, by design, limj∈Δ,j→∞N trκ ′ (uεj − u)(x) = 0. In particular, this proves that
lim supj∈Δ,j→∞Nκ ′(uεj − u)(x)  Ct(1−n)/pr and (2.135) follows by passing to the limit in r .
This finishes the proof of Step 2.
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Σk :=
{
x ∈ ∂Ω: (Nu)(x) k}, Ωk := ⋃
x∈Σk
Γ (x). (2.139)
Note that
the Lipschitz character of Ωk is bounded in k, (2.140)∣∣u(x)∣∣ k for each point x ∈Ωk, (2.141)
Ωk ⊂Ω, Σk = ∂Ωk ∩ ∂Ω and (2.142)
Σ1 ⊂Σ2 ⊂ · · · ⊂Σk ⊂Σk+1 ⊂ · · · ⊂ ∂Ω \E, (2.143)
where
E := ∂Ω \
⋃
k∈N
Σk =
{
x ∈ ∂Ω: (Nu)(x) = ∞} (2.144)
has zero surface measure since (Nu)(x) <∞ at a.e. x ∈ ∂Ω .
Step 3. With the above definitions and notation, there exists κ ′ > 1 such that the following holds
for each fixed t > 0 and k ∈ N: for every sequence {εj }j∈N of positive numbers, which converges
to zero, there exists a subsequence {εjr }r∈N and a set Ak ⊂ Σk of zero (surface) measure such
that
lim
r→∞N
t
κ ′(uεjr − u)(x) = 0 for each x ∈Σk \Ak. (2.145)
Proof. Fix t > 0, k ∈ N, and let ϕk :Rn−1 → R be the Lipschitz function whose graph is
precisely ∂Ωk , and let {Ql}l∈N be an enumeration of all the unit cubes in the lattice Zn−1. For
a fixed, sufficiently large constant λ > 1 (to be specified later), we then introduce the following
countable family of bounded Lipschitz domains
Dkl :=
{
x = (x′, xn): x′ ∈ λtQl, ϕk(x′) < xn < λt
}
, l ∈ N, (2.146)
where, in general, cQ denotes the concentric dilate of the cube Q by a factor of c > 0. Then the
Lipschitz character of Dkl is bounded in k, l, and, clearly,
∂Ωk =
⋃
l∈N
∂Dkl ∩ ∂Ωk. (2.147)
With κ > 1 fixed as in the definition of the non-tangential approach regions for Ω (cf. (2.4)),
let
Γ klκ (x) :=
{
y ∈Dkl : |x − y|< κ dist
(
y, ∂Dkl
)}
, x ∈ ∂Dlk, (2.148)(N klκ w)(x) := ‖w‖L∞(Γ kl (x)), x ∈ ∂Dkl . (2.149)κ
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homogeneous, self-adjoint differential operator L in each Lipschitz domain Dkl is well posed
(cf. [15,25]). Consequently, since Lu = 0 in Dkl and u ∈ L∞(Dkl ), we may conclude that the
non-tangential trace
u(x) := lim
y∈Γ klκ (x)
u(y) exists at a.e. x ∈ ∂Dkl ; (2.150)
cf. [25, Remark I, p. 35]. Consequently, since |u(x)|  k for x ∈ Ωk , Lebesgue’s Dominated
Convergence Theorem gives
‖uε − u‖L2(∂Dkl ) → 0 as ε → 0
+. (2.151)
From this and the a priori estimate associated with the aforementioned L2-Dirichlet problem,
which reads ∥∥N klκ (uε − u)∥∥L2(∂Dkl )  C‖uε − u‖L2(∂Dkl ), (2.152)
we may further conclude that∥∥N klκ (uε − u)∥∥L2(∂Dkl ) → 0 as ε → 0+. (2.153)
Thus, choosing the parameters λ and κ ′ large enough so that Γ t
κ ′(x) ⊆ Γ klκ (x) for each x ∈
Σk ∩ ∂Dkl , guarantees that∥∥N tκ ′(uε − u)∥∥L2(Σk∩∂Dkl ) → 0 as ε → 0+. (2.154)
In particular, for each l ∈ N, the following implication holds:
∀εj > 0, j ∈Nl, infinite subset of N, with lim
j∈Nl,j→∞
εj = 0
⇒ ∃Nl+1 ⊂Nl and ∃Bkl ⊂Σk of (surface) measure zero such that
lim
j∈Nl+1,j→∞
N tκ ′(uεj − u)(x) = 0, ∀x ∈
(
Σk ∩ ∂Dkl
) \Bkl . (2.155)
If we now set Ak :=⋃l∈N Bkl , then clearly Ak ⊂ Σk and has zero (surface) measure. Further-
more, the same type of diagonal selection argument as in Step 2 shows that (2.145) holds,
completing the proof of Step 3.
The endgame in the proof of Proposition 2.5 is now straightforward. Since the set E in (2.144)
has zero (surface) measure, Step 3 and the same type of diagonal selection argument as before
prove that the hypotheses in Step 2 are verified. This, in turn, implies that the hypotheses in
Step 1 are verified and, further, that (2.130) holds. 
We are now ready to present the
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of the limit in (1.9) as well as the estimate (1.10) are direct consequences of Proposition 2.3,
Corollary 2.4 and Proposition 2.5. 
2.3. The case of a bounded Lipschitz domain
In this subsection we shall prove a version of Theorem 1.1 for bounded Lipschitz domains
in Rn. One necessary adjustment is working in the context of local Hardy spaces hrat(∂Ω), intro-
duced in Section 2.1.2. Concretely, we have the following.
Theorem 2.6. Let Ω be a bounded Lipschitz domain in Rn, and fix 0 < p,q < ∞, n−1
n
< r  1
such that 1/p + 1/q = 1/r . Consider also a homogeneous, first-order differential operator D
with constant coefficients and two functions
F ∈ C1(Ω,CN ), G ∈ C1(Ω,CM), (2.156)
which are null-solutions of certain strongly elliptic, self-adjoint, second-order, homogeneous,
(real ) constant coefficient, differential operators in Ω , and such that
DF = 0 and D∗G= 0 in Ω, (2.157)
N (F ) ∈ Lp(∂Ω), N (G) ∈ Lq(∂Ω). (2.158)
Then there exist a finite constant C = C(∂Ω,n,p,q) > 0 and a function in hrat(∂Ω), denoted
by 〈σ(D;ν)F,G〉, for which∥∥〈σ(D;ν)F,G〉∥∥
hrat(∂Ω)
 C
∥∥N (F )∥∥
Lp(∂Ω)
∥∥N (G)∥∥
Lq(∂Ω)
(2.159)
and such that the following holds. Let Z be a coordinate cylinder for ∂Ω , with axis in the di-
rection of a unit vector (pointing into Ω) denoted by en, and pick a function ζ ∈ C∞0 (Rn) with
supp ζ ⊂ Z. Then
lim
ε→0+
∫
Z∩∂Ω
〈
σ(D;νx)F (x + εen),G(x + εen)
〉
ζ(x) dSx
=
∫
∂Ω
〈
σ(D;ν)F,G〉ζ dS, (2.160)
where the last integral above stands for the paring between functionals in hrat(∂Ω) and functions
in Lip(∂Ω).
Finally, in the case when G (F , respectively) is a constant function, one can allow the index q
(p, respectively) to take the value ∞.
Proof. Let ψ,η ∈ C∞0 (Rn) be such that suppψ ⊂ Z, suppη ⊂ 2Z and η ≡ 1 on Z. Choose
a coordinate system such that the axis of the cylinder Z, assumed to be of the form Z =
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main lying above the graph of the Lipschitz function ϕ, i.e., Ω˜ := {(x′, ϕ(x′) + t): x′ ∈ Rn−1,
t > 0} ⊂ Rn.
In this setting, we shall run the same eleven step program as in the proof of Proposition 2.3,
though for the functions (ψF)ε , (ηG)ε , in place of the original F and G, respectively. In the
process, it is useful to observe that even though, unlike F in Ω , the truncated function ψF is
no longer a null-solution of a second-order elliptic operator in Ω˜ , the following local analogue
of (2.71):
∥∥N ((ψF)ε)∥∥La(2Z∩∂Ω) C∥∥N (Fε)∥∥La(2Z∩∂Ω)
Cε(n−1)(
1
a
− 1
p
)
∥∥N (F )∥∥
Lp(4Z∩∂Ω) (2.161)
holds, much with the same proof. What this program eventually yields is that for each fixed ε > 0
there exist two families of functions, akj and b
k
jl , as well as two families of coefficients, λ
k
j , μ
k
jl ,
with the following properties:
〈
σ(D;ν)(ψF)ε, (ηG)ε
〉=∑
k,j
λkj a
k
j +
∑
k
∑
j,l: j<l
μkjlb
k
jl in
(
Lip0(∂Ω˜)
)∗
, (2.162)
∑
k,j
∣∣λkj ∣∣r +∑
k
∑
j,l: j<l
∣∣μkjl∣∣r  C∥∥N˜ ((ψF)ε)∥∥rLp(∂Ω˜)∥∥N˜ ((ηG)ε)∥∥rLq(∂Ω˜), (2.163)
where N˜ stands for the non-tangential maximal operator associated with Ω˜ , and for which there
exist surface balls Qkj ,Q
k
jl ⊂ ∂Ω˜ such that
suppakj ⊂Qkj , suppbkjl ⊂Qkjl and (2.164)∥∥akj∥∥L∞(∂Ω)  1S(Qkj )1/r ,
∥∥bkjl∥∥L∞(∂Ω)  1S(Qkjl)1/r . (2.165)
Finally, much as before ∫
∂Ω˜
bkjl dS = 0, ∀j, k, l, (2.166)
though such a property no longer holds for the akj ’s in the current scenario. This is ultimately due
to the fact that, this time, (ψF)ε and (ηG)ε are no longer annihilated by D and D∗, respectively.
Instead, for each j, k we now have (retaining notation similar to what was used in Section 2.2),
∫
∂Ω˜
akj dS =
1
M2k/rS(Qkj )1/r
∫
(Qk)∗∗
〈
D(ψεFε), ηεGε
〉
dx. (2.167)j
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∂Ω˜
akj dS
∣∣∣∣ C2k/rS(Qkj )1/r ·C2k/r · Voln
((
Qkj
)∗∗) C[S(Qkj )]n/(n−1)−1/r , (2.168)
where Voln stands for the n-dimensional Lebesgue measure. The bottom line is that, with α :=
n− (n− 1)/r > 0,
the akj ’s and b
k
jl’s are fixed multiples of (α, r)-ions on ∂Ω˜. (2.169)
The only potential problem in regarding these functions as ions on ∂Ω rather than ∂Ω˜ is the
location of their supports. As a remedy, we observe that in the context of (2.162) we can replace
akj and b
k
jl by ηa
k
j and ηb
k
jl , respectively. There remains to check that this truncation has, indeed,
the desired effect. To this end, it suffices to show that there exists C = C(Z) > 0 such that the
truncation ηa of an arbitrary (α, r)-ion supported in a surface ball Q on ∂Ω˜ satisfies
ηa ∈ hrat(∂Ω) and ‖ηa‖hrat(∂Ω)  C = C(∂Ω) <∞. (2.170)
Indeed, if Q is contained in 2Z ∩ ∂Ω then a itself can be viewed as an (α, r)-ion on ∂Ω and,
hence, by the discussion in Section 2.1.2, the assertions in (2.170) hold. If, on the other hand, Q
intersects both suppη and the complement of 2Z, then ηa can be viewed as a fixed multiple of a
q-charge on ∂Ω , where q := (1/r − 1/(n− 1))−1 > 1. Either way, (2.170) holds.
In summary, the above analysis proves that 〈σ(D;ν)(ψF)ε, (ηG)ε〉 belongs to hrat(∂Ω) and∥∥〈σ(D;ν)(ψF)ε, (ηG)ε〉∥∥hrat(∂Ω)
 C
∥∥N ((ψF)ε)∥∥Lp(2Z∩∂Ω)∥∥N ((ηG)ε)∥∥Lq(2Z∩∂Ω). (2.171)
Going further, the analogue of (2.124) in the present context is
lim
ε→0+
∥∥N (Fε − F)∥∥Lp(4Z∩∂Ω) = 0, lim
ε→0+
∥∥N (Gε −G)∥∥Lq(4Z∩∂Ω) = 0, (2.172)
from which one readily deduces that∥∥N ((ψF)ε − (ψF))∥∥Lp(3Z∩∂Ω),∥∥N ((ηG)ε − (ηG))∥∥Lq(3Z∩∂Ω) → 0
as ε → 0+. (2.173)
Much as in Corollary 2.4, estimates of the type (2.171), (2.173) eventually allow us to conclude
that 〈
σ(D;ν)(ψF),G〉 := lim
ε→0+
〈
σ(D;ν)(ψF)ε,Gε
〉
exists in hrat(∂Ω). (2.174)
Finally, let {Zk}1km be a finite, open cover of ∂Ω with coordinate cylinders (whose axes
are in the direction of some unit vectors ekn, 1 k m), and pick {ψk}1km, a smooth partition
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which ψ0 := 1 −∑mk=1 ψk vanishes near ∂Ω . We then set
〈
σ(D;ν)F,G〉 := m∑
k=1
〈
σ(D;ν)(ψkF ),G
〉
. (2.175)
In particular, (2.159) is a consequence of (2.175) and (2.171).
Next, we claim that the above definition is independent of the choice of the coordinate cylin-
ders {Zi}i and of the partition of unity subordinated to this cover. In order to prove this, we first
notice that (2.158) yields
|F | ∈ Lnp/(n−1)(Ω), |G| ∈ Lnq/(n−1)(Ω) (2.176)
(cf. [11, Lemma 6.1]) so that, further,
|F ||G| ∈ Lnr/(n−1)(Ω) ↪→ L1(Ω). (2.177)
In particular, if [A,B] :=AB −BA denotes the commutator of A and B , and if Mf denotes the
operator of multiplication by f , then (2.27) yields, for each ξ ∈ Lip(Ω),∫
∂Ω
〈
iσ (D;ν)F,G〉ξ dS
=
m∑
k=1
lim
ε→0+
∫
∂Ω
〈
iσ (D;ν)(ψkF )ε,Gε
〉
ξ dS
=
m∑
k=0
lim
ε→0+
∫
∂Ω
〈
iσ (D;νx)(ψkF )
(
x + εekn
)
,G
(
x + εekn
)〉
ξ(x) dSx
= −
m∑
k=0
lim
ε→0+
∫
Ω
〈
D
[
(ψkF )εξ
]
,Gε
〉
dx
= −
m∑
k=0
∫
Ω
〈[D,Mξψk ]F,G〉dx
= −
∫
Ω
〈[D,Mξ ]F,G〉dx, (2.178)
thanks to (2.177) and Lebesgue’s Dominated Convergence Theorem in the fourth equality. This
proves the claim made at the top of this paragraph.
Let us also note that, based on (2.178) and (2.174), it is not difficult to check that for any
function ξ ∈ C∞0 (Z)
ξ
〈
σ(D;ν)F,G〉= 〈σ(D;ν)(ξF ),G〉 in hrat(∂Ω). (2.179)
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lim
ε→0+
∫
∂Ω
〈
σ(D;νx)F (x + εen),G(x + εen)
〉
ζ(x) dSx
= lim
ε→0+
∫
∂Ω
〈
σ(D;ν)(ψF)ε,Gε
〉
ζ dS
=
∫
∂Ω
〈
σ(D;ν)(ψF),G〉ζ dS = ∫
∂Ω
〈
σ(D;ν)F,G〉ζ dS, (2.180)
where the first equality uses the fact that ψε ≡ 1 on supp ζ if ε > 0 is small, the second equality
relies on (2.174), and the third one follows from (2.179) and ψζ = ζ . This finishes the proof of
Theorem 2.6. 
Let us also point out that if r ∈ ( n−1
n
,1) and α := (n− 1)(1/r − 1) ∈ (0,1) then, as is implicit
in the above proof, (2.160) holds for each ζ ∈ Cα(Rn) with supp ζ ⊂ Z.
3. Compensated compactness
3.1. Differential form rudiments
Let V be a vector space of complex-valued functions defined in a certain subset of Rn. Then,
for 0 l  n, V ⊗
Rn stands for the vector space of all differential l-forms with coefficients
in V , i.e. u ∈ V ⊗
Rn if and only if
u=
∑
|I |=
′uI dxI , (3.1)
with uI ∈ V for all multi-indices I ∈ {1,2, . . . , n}. The length of I , |I |, is then l. We shall adopt
the convention that
∑′ indicates that the sum is performed only over strictly increasing multi-
indices I ; in particular, the above sum is over all ordered l-tuples of the form I = (i1, i2, . . . , i)
with 1 i1 < i2 < · · ·< i  n. Furthermore, dxI stands for dxi1 ∧ dxi2 ∧ · · · ∧ dxi . For u,w ∈
V⊗
Rn we introduce the scalar product 〈u,w〉 :=∑′|I |=uIwcI and set |u| := 〈u,u〉1/2. Also,
if V is actually normed, we endow V ⊗
Rn with the naturally induced norm.
Next, the Hodge ∗-operator is the unique mapping ∗ :V ⊗ 
Rn → V ⊗ 
n−Rn such that
u∧ (∗u)= |u|2 dx1 ∧ · · · ∧ dxn for all u ∈ V ⊗
Rn. The Hodge ∗-operator is an isomorphism
since, as is well known, ∗∗ = (−1)(n+1) on V ⊗
Rn.
In the sequel, we shall identify Vn with V ⊗ 
1Rn, i.e. we shall identify the vector field
a = (a1, a2, . . . , an) with the 1-form a = a1 dx1 + · · · + an dxn. In this fashion, the exterior
product a ∧ u is well defined whenever a ∈ Vn and u ∈ V ⊗ 
Rn. Also, a ∨ u will denote the
interior product of a and u. Component-wise, if u=∑′|I |=uI dxI , then
a ∧ u=
∑ ′ ( ∑′ n∑ εiIJ aiuI
)
dxJ , (3.2)|J |=+1 |I |= i=1
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a ∨ u=
∑ ′
|J |=−1
( ∑
|I |=
′
n∑
i=1
εiJI aiuI
)
dxJ , (3.3)
where, given two ordered arrays I and J , the Kronecker symbol εIJ is defined by
εIJ :=
{
0, if I and J do not coincide as sets,
signπ, where π is the permutation taking I onto J, otherwise. (3.4)
For future reference we collect the basic elementary properties of these operators in the following
lemma.
Lemma 3.1. For a, b ∈ Vn and u,w ∈ V ⊗
Rn, ω ∈ V ⊗
−1Rn, the following are true:
(i) a ∧ (a ∧ u)= 0 and a ∨ (a ∨ u)= 0;
(ii) ∗(a ∧ u)= (−1)a ∨ ∗u, ∗(a ∨ u)= (−1)+1a ∧ ∗u;
(iii) a ∧ (b ∨ u)+ b ∨ (a ∧ u)= 〈a, b〉u;
(iv) 〈a ∨ u,ω〉 = 〈u,a ∧ω〉.
Moreover, if a is normalized such that 〈a, a〉 = 1, then also:
(i) u= a ∧ (a ∨ u)+ a ∨ (a ∧ u);
(ii) |a ∧ (a ∨ u)| = |a ∨ u| and |a ∨ (a ∧ u)| = |a ∧ u|;
(iii) 〈u,w〉 = 〈a ∧ (a ∨ u), a ∧ (a ∨w)〉 + 〈a ∨ (a ∧ u), a ∨ (a ∧w)〉.
If actually V = V(O) is a vector space of distributions defined on a certain set O then, we
set V(O,
) := V(O)⊗
Rn. We next recall that the exterior differential operator d , acts on a
form u=∑|I |=′uI dxI by
du :=
∑
|I |=
′
n∑
i=1
∂iuI dxi ∧ dxI . (3.5)
Its formal transpose δ, the so called co-differential operator, is given by
δu := −
∑
|I |=
′ ∑ ′
|J |=−1
n∑
i=1
εiJI ∂iuI dx
J . (3.6)
In the next lemma, we recall the basic properties of these operators.
Lemma 3.2. The following identities are true:
(i) d2 = 0, δ2 = 0 and −(dδ + δd)=, the Laplacian in Rn.
(ii) δ = (−1)n(+1)+1 ∗ d∗ and ∗δ = (−1)d∗, δ∗ = (−1)+1 ∗ d on -forms.
Next, assume that Ω is a Lipschitz domain in Rn.
T. Jakab et al. / Journal of Functional Analysis 246 (2007) 50–112 89(iii) For u ∈ C1(Ω,
) and w ∈ C1(Ω,
+1) which are sufficiently well behaved,∫
Ω
〈du,w〉dx =
∫
Ω
〈u, δw〉dx +
∫
∂Ω
〈ν ∧ u,w〉dS. (3.7)
(iv) Similarly, for any two reasonable forms u ∈ C1(Ω,
+1) and w ∈ C1(Ω,
),∫
Ω
〈δu,w〉dx =
∫
Ω
〈u,dw〉dx −
∫
∂Ω
〈ν ∨ u,w〉dS. (3.8)
We shall also work with certain non-standard Sobolev spaces of differential forms on the
boundary a Lipschitz domain Ω in Rn. A differential form f defined a.e. on ∂Ω is called
tangential if ν ∨ f = 0 a.e. on ∂Ω , and normal if ν ∧ f = 0 a.e. on ∂Ω . The tangential com-
ponent of f , ftan, is given by ftan := ν ∨ (ν ∧ f ), whereas the normal component is given
by fnor := ν ∧ (ν ∨ f ). This terminology is suggested by the fact that f = ftan + fnor and
〈ftan, fnor〉 = 0.
A tangential differential form f ∈ L1(∂Ω,
) is said to have its boundary exterior derivative
in L1 if there exists an (− 1)-form δ∂f in L1(∂Ω,
−1) such that∫
∂Ω
〈dψ,f 〉dS =
∫
∂Ω
〈ψ,δ∂f 〉dS, (3.9)
for all ψ ∈ C∞(Rn,
−1).
Similarly, a normal differential form f ∈ L1(∂Ω,
) is said to have its boundary co-
derivative in L1 if there exists an (+ 1)-form d∂f in L1(∂Ω,
+1) such that∫
∂Ω
〈δψ,f 〉dS =
∫
∂Ω
〈ψ,d∂f 〉dS, (3.10)
for all ψ ∈ C∞(Rn,
+1). Clearly, δ∂δ∂ = 0 and d∂d∂ = 0. From definitions and Lemma 3.2 we
can prove the following.
Lemma 3.3. Let Ω be a bounded Lipschitz domain in Rn. If u ∈ C∞(Ω,
) is such that Nu,
N (δu) ∈ Lp(∂Ω) for some 1 <p <∞, and such that u, δu have non-tangential boundary traces
on ∂Ω , then
δ∂(ν ∨ u)= −ν ∨ (δu|∂Ω). (3.11)
Analogously, if Nu, N (du) ∈ Lp(∂Ω) and u,du have non-tangential boundary traces on ∂Ω ,
then
d∂(ν ∧ u)= −ν ∧ (du|∂Ω). (3.12)
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) denote the vector space of tangential -forms with coefficients from
Lp(∂Ω), and let Lpnor(∂Ω,
) stand for the vector space of normal -forms with coefficients
from Lp(∂Ω). We set
L
p,δ
tan
(
∂Ω,

) := {f ∈ Lptan(∂Ω,
): δ∂f ∈ Lptan(∂Ω,
−1)}, (3.13)
and
L
p,d
nor
(
∂Ω,

) := {f ∈ Lpnor(∂Ω,
): d∂f ∈ Lpnor(∂Ω,
+1)}. (3.14)
For each 1 <p <∞ these become Banach spaces when endowed with the norms
‖f ‖
L
p,δ
tan (∂Ω,

)
:= ‖f ‖Lp(∂Ω,
) + ‖δ∂f ‖Lp(∂Ω,
−1), (3.15)
and
‖f ‖
L
p,d
nor (∂Ω,

)
:= ‖f ‖Lp(∂Ω,
) + ‖d∂f ‖Lp(∂Ω,
+1), (3.16)
respectively. Two important closed subspaces of (3.13) and (3.14), respectively, are
L
p,0
tan
(
∂Ω,

) := {f ∈ Lp,δtan (∂Ω,
): δ∂f = 0}, (3.17)
and
L
p,0
nor
(
∂Ω,

) := {f ∈ Lp,dnor (∂Ω,
): d∂f = 0}. (3.18)
More details on these matters can be found in [25].
3.2. Compensated compactness on Lipschitz boundaries
In this subsection we shall prove a generalization of the classical Div–Curl Lemma of R. Coif-
man, P.-L. Lions, Y. Meyer and S. Semmes [9]; cf. Theorem 3.6. As a preliminary version, we
shall establish the following.
Theorem 3.4. For every graph Lipschitz domain Ω in Rn, there exist two indices p∗, q∗ such that
1 p∗ < 2 < q∗ ∞, 1/p∗ + 1/q∗ = 1, and which have the following significance. Whenever
0  n− 1 and p,q ∈ (p∗, q∗), n−1
n
< r  1 are such that 1/p + 1/q = 1/r , then
f ∈ Lp,0tan
(
∂Ω,

)
and g ∈ Lq,0nor
(
∂Ω,
+1
) ⇒ 〈ν ∧ f,g〉 ∈Hrat(∂Ω). (3.19)
The sense in which (3.19) should be interpreted is as follows. There exist a finite constant
C = C(∂Ω,p,q) > 0 and, for each f , g as above, a unique functional in Hrat(∂Ω), called
〈ν ∧ f,g〉, which satisfies∥∥〈ν ∧ f,g〉∥∥ r  C‖f ‖Lp(∂Ω,
)‖g‖Lq(∂Ω,
+1) (3.20)Hat(∂Ω)
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) and gj ∈ L2,0nor(∂Ω,
+1) converge to f in
L
p,0
tan (∂Ω,

) and to g in Lq,0nor(∂Ω,
+1), respectively, then the sequence of functions 〈ν ∧
fj , gj 〉 ∈ L1(∂Ω) converges to 〈ν ∧ f,g〉 in Hrat(∂Ω).
Proof. Let f , g be as in (3.19) and consider two sequences {fj }j , {gj }j , as in the statement of
the theorem. It suffices to show that the sequence 〈ν ∧ fj , gj 〉 is Cauchy in Hrat(∂Ω) and that
(3.20) holds with fj , gj in place of f and g, respectively.
To prove this, we recall that the work in [25] guarantees that there exist two indices 1 p∗ <
2 < q∗ ∞ with 1/p∗ + 1/q∗ = 1 (depending only on the Lipschitz character of Ω) such that
the boundary value problems⎧⎪⎨⎪⎩
duj = 0 in Ω,
δuj = 0 in Ω,
N (uj ) ∈ Lp(∂Ω),
ν ∨ uj = fj on ∂Ω,
and
⎧⎪⎨⎪⎩
dwj = 0 in Ω,
δwj = 0 in Ω,
N (wj ) ∈ Lq(∂Ω),
ν ∧wj = gj on ∂Ω
(3.21)
are uniquely solvable and the solutions uj , wj satisfy natural estimates provided p,q ∈ (p∗, q∗).
Assuming that this is the case and availing ourselves of Lemma 3.1, we compute
〈ν ∨ uj ,wj 〉 =
〈
ν ∨ uj , ν ∨ (ν ∧wj)
〉= 〈fj , ν ∨ gj 〉 = 〈ν ∧ fj , gj 〉. (3.22)
Since iσ (δ;ν)uj = ν ∨ uj and δuj = 0, dwj = 0, uj = 0, wj = 0, it follows from Theo-
rem 1.1 and the estimates naturally associated with the problems (3.21) that∥∥〈ν ∧ fj , gj 〉∥∥Hrat(∂Ω)  C∥∥N (uj )∥∥Lp(∂Ω)∥∥N (wj )∥∥Lq(∂Ω)
 C‖fj‖Lp(∂Ω,
)‖gj‖Lq(∂Ω,
+1). (3.23)
Furthermore, a similar reasoning based on the observation that uj − uk and wj −wk solve prob-
lems similar to (3.21) with data fj − fk and gj − gk , respectively, yields (with the dependence
on the exterior power bundle dropped):∥∥〈ν ∧ fj , gj 〉 − 〈ν ∧ fk, gk〉∥∥Hrat(∂Ω)
C
∥∥〈ν ∧ (fj − fk), gj 〉∥∥Hrat(∂Ω) +C∥∥〈ν ∧ fk, (gj − gk)〉∥∥Hrat(∂Ω)
C
∥∥N (uj − uk)∥∥Lp(∂Ω)∥∥N (wj )∥∥Lq(∂Ω) +C∥∥N (uk)∥∥Lp(∂Ω)∥∥N (wj −wk)∥∥Lq(∂Ω)
C‖fj − fk‖Lp(∂Ω)‖gj‖Lq(∂Ω) +C‖fk‖Lp(∂Ω)‖gj − gk‖Lq(∂Ω). (3.24)
This estimate, in turn, shows that the sequence 〈ν∧fj , gj 〉 is Cauchy in Hrat(∂Ω), and the desired
conclusion follows. 
Given a Lipschitz domain Ω in Rn, its boundary ∂Ω can be viewed naturally as a Lipschitz
submanifold of co-dimension one in Rn, which we assume to be equipped with the metric inher-
ited from the ambient Euclidean space; see [25, Appendix A] for a more detailed discussion in
this regard.
In particular, the tangent space Tx∂Ω at x ∈ ∂Ω is defined for almost every x, and we let
T ∂Ω be the associated tangent bundle. The global sections in its th exterior power, 
T ∂Ω ,
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T ∂Ω the
pointwise inner-product in 
T ∂Ω . Spaces such as Lp(∂Ω,
T ∂Ω), consisting of differential
forms of degree  which are intrinsic to the Lipschitz manifold ∂Ω and whose coefficients are in
Lp(∂Ω), 1 p ∞, are then well defined. Also, the intrinsic exterior differential operator d∂Ω
and its adjoint, δ∂Ω can be defined as unbounded operators in the Lp context. Again, we refer to
[25, Appendix A] for details.
Our immediate goal is to understand how differential forms in 
T ∂Ω are related to 
Rn-
valued functions defined on ∂Ω , and how the operators d∂Ω , δ∂Ω are related to d∂ and δ∂
(introduced in (3.10) and (3.9), respectively). To this end, we let Meas(∂Ω,
) stand for the
collection of measurable functions mapping ∂Ω into 
Rn, and denote by Meas(∂Ω,
T ∂Ω)
the collection of global, measurable sections in 
T ∂Ω .
Next, for each x ∈ ∂Ω we set πx for the orthogonal projection of Rn onto Tx∂Ω and introduce
π∗ : Meas
(
∂Ω,
T ∂Ω
)→ Meas(∂Ω,
) (3.25)
defined by
(π∗ω)(x)(X1, . . . ,X) := ω(x)(πxX1, . . . , πxX) (3.26)
for each ω ∈ Meas(∂Ω,
T ∂Ω), a.e. x ∈ ∂Ω and each X1, . . . ,X ∈ Rn. We also introduce the
lifting operator
j∗ : Meas
(
∂Ω,

)→ Meas(∂Ω,
T ∂Ω) (3.27)
defined at a.e. x ∈ ∂Ω by
(j∗ω)(x)(X1, . . . ,X) := ω(x)
(
ι(X1), . . . , ι(X)
)
, (3.28)
where ω ∈ Meas(∂Ω,
), X1, . . . ,X ∈ Tx∂Ω , and ι is the inclusion operator of Tx∂Ω into Rn.
The main properties of these operators are summarized in the next lemma, taken from [25].
Lemma 3.5. For each 0  n− 1 the following hold:
1. If ω ∈ Meas(∂Ω,
T ∂Ω) then j∗π∗ω = ω and π∗ω is a tangential form on ∂Ω .
2. If ω ∈ Meas(∂Ω,
) then ωtan = π∗j∗ω.
3. For any u ∈ Meas(∂Ω,
) and any w ∈ Meas(∂Ω,
T ∂Ω) we have
〈j∗u,w〉
T ∂Ω = 〈u,π∗w〉
Rn a.e. on ∂Ω. (3.29)
4. Let 1 < p < ∞, 0    n − 1, and assume that f ∈ Lp(∂Ω,
T ∂Ω) has δ∂Ωf ∈
Lp(∂Ω,
−1T ∂Ω). Then π∗f ∈ Lp,δtan (∂Ω,
) and
δ∂(π∗f )= π∗δ∂Ωf. (3.30)
5. Similarly, let 1 < q <∞, 0  n− 1, and assume that g ∈ Lq(∂Ω,
T ∂Ω) is such that
d∂Ωg ∈ Lq(∂Ω,
+1T ∂Ω). Then ν ∧ π∗g ∈ Lq,dnor (∂Ω,
+1) and
d∂(ν ∧ π∗g)= −ν ∧ π∗d∂Ωg. (3.31)
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Theorem 3.6. For each graph Lipschitz domain Ω in Rn there exist two indices p∗, q∗, such
that 1 p∗ < 2 < q∗ ∞ and which have the following significance. Consider 0 l  n − 1,
p,q ∈ (p∗, q∗) and n−1
n
< r  1 such that 1
p
+ 1
q
= 1
r
. Also, assume that f ∈ Lp(∂Ω,
T ∂Ω)
and g ∈ Lq(∂Ω,
T ∂Ω) are such that δ∂Ωf = 0 and d∂Ωg = 0. Then
〈f,g〉
T ∂Ω ∈Hrat(∂Ω), (3.32)
plus a natural estimate.
Proof. Let f˜ := π∗f and g˜ := ν ∧ π∗g so that, by Lemma 3.5, f˜ ∈ Lp,0tan (∂Ω,
) and g˜ ∈
L
q,0
nor(∂Ω,

+1). Going further, we may write
〈ν ∧ f˜ , g˜〉
+1Rn = 〈ν ∨ g˜, f˜ 〉
Rn = 〈π∗g,π∗f 〉
Rn
= 〈j∗π∗g,f 〉
T ∂Ω = 〈g,f 〉
T ∂Ω, (3.33)
and, hence, the desired conclusions in Theorem 3.6 follow from Theorem 3.4. 
Remark. Appropriate versions of Theorems 3.6 and 3.4 hold for bounded Lipschitz domains as
well. In this setting we may actually take p∗ = 1 and q∗ = ∞ if ∂Ω ∈ C1 (cf. [18]).
In the special case when Ω := Rn+1+ , the range of indices in Theorem 3.6 can be further
enlarged. Specifically, we have the following.
Proposition 3.7. Let 0 < p,q ∞ and n
n+1 < r  1 be such that
1
p
+ 1
q
= 1
r
. Assume that
0    n and that f ∈ Hp(Rn,
) and g ∈ Hq(Rn,
) are such that δf = 0 and dg = 0
(where d and δ are as in (3.5) and (3.6), respectively). Then
〈f,g〉
Rn ∈Hrat
(
Rn
)
, (3.34)
plus a natural estimate.
Proof. Of course, the case when 1 < p,q < ∞ is a direct consequence of Theorem 3.6. How-
ever, here we present an argument which can directly deal with the larger range 0 < p,q ∞.
To set the stage, define the single layer potential operator
Sh(x) :=
∫
n
E(x − y)h(y) dy, x ∈ Rn+1+ , (3.35)
R
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in Rn+1. The action of this operator on differential forms in Rn is then defined componentwise.
In particular, a direct calculation shows that
dxn+1 ∨ h= 0 ⇒
⎧⎪⎪⎪⎨⎪⎪⎪⎩
δRn+1Sh= S(δRnh),
dRn+1S(dxn+1 ∧ h)= −S(dxn+1 ∧ dRnh),
dxn+1 ∨ dRn+1Sh|Rn = 12h,
dxn+1 ∧ δRn+1S(dxn+1 ∧ h)|Rn = − 12 dxn+1 ∧ h,
(3.36)
where dRn+1 , δRn+1 are, respectively, the exterior derivative operator and its formal adjoint
in Rn+1 (see Lemma 3.2 and the proof of Lemma 5.1 in [18] for the last two identities).
Next, assume that p,q < ∞ and, for f and g as in the statement of the proposition, consider
the differential forms
u := 2dRn+1Sf in Rn+1+ , (3.37)
v := 2δRn+1S(dxn+1 ∧ g) in Rn+1+ . (3.38)
It follows that
u=v = 0 in Rn+1+ and Nu ∈ Lp
(
Rn
)
, N v ∈ Lq(Rn), (3.39)
by Calderón–Zygmund theory. Furthermore, using (3.36) we may write
δRn+1u= 2δRn+1dRn+1Sf = −2Sf − 2dRn+1δRn+1Sf
= −2Sf − 2dRn+1S(δRnf )= 0, (3.40)
and
dRn+1v = 2dRn+1δRn+1S(dxn+1 ∧ g)
= −2S(dxn+1 ∧ g)− 2δRn+1dRn+1S(dxn+1 ∧ g)
= −2S(dxn+1 ∧ g)+ 2δRn+1S(dxn+1 ∧ dRng)= 0. (3.41)
Finally, since the unit outward normal to Rn+1+ is ν = (0, . . . ,0,−1)≡ −dxn+1, we have〈
iσ (δRn+1;ν)u, v
〉= −〈dxn+1 ∨ u,v〉
= −〈dxn+1 ∨ u, dxn+1 ∨ (dxn+1 ∧ v)〉= 〈f,g〉. (3.42)
Thus, the desired conclusion follows from Theorem 1.1.
There remains to explain the alterations which are necessary to treat the case when, say,
p = ∞. In this case, instead of (3.37), we take
u(x, xn+1) := f (x), x ∈ Rn, xn+1 > 0, (3.43)
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(δRn+1u)(x, xn+1)= −dxn+1 ∨
(
∂n+1f (x)
)+ δRnf (x)= 0 in Rn+1+ . (3.44)
Strictly speaking, u may not be continuous in Rn+1+ but this can be remedied by first mollifying f ,
then passing to the limit in the final estimate. Also, while in the current setting the differential
form u may not have harmonic components, the equality limε→0+ ‖N (uε −u)‖L∞(Rn) = 0 holds
for obvious reasons. Thus, Corollary 2.4 applies and yields (3.34) by reasoning as in (3.42). 
Remark. The case = 1 of Proposition 3.7 is the classical Div–Curl Lemma (see the comments
made in Section 1), though we are able to include the end-point cases p = ∞ or q = ∞ as well.
In this regard, see [2] where several other limiting cases have been considered.
Proposition 3.7 can also be rephrased in a way which emphasizes the (n − )-differential
form ∗f in place of f . In this scenario, the hypotheses on f become f ∈ Lp(Rn,
n−), df = 0,
whereas the condition (3.34) becomes
f ∧ g ∈Hrat
(
Rn,
n
) :=Hrat(Rn)⊗
n. (3.45)
In this form, the case r = 1 appears without proof in [17, p. 207].
4. Traces in Besov spaces
4.1. Function spaces
In this subsection, we briefly elaborate on notation and terminology. We refer to, e.g., [28,
33] for definitions and basic properties of the Besov and Triebel–Lizorkin scales, Bp,qα (Rn),
F
p,q
α (R
n). Given a Lipschitz domain Ω ⊂ Rn and 0 <p,q ∞, α ∈ R, we set
Bp,qα (Ω) :=
{
u ∈D′(Ω): ∃v ∈ Bp,qα
(
Rn
)
with v|Ω = u
}
,
Fp,qα (Ω) :=
{
u ∈D′(Ω): ∃v ∈ Fp,qα
(
Rn
)
with v|Ω = u
}
. (4.1)
Here,D(Ω) denotes the collection of test functions in Ω (equipped with the usual inductive limit
topology), while D′(Ω) stands for the space of distributions in Ω .
For each a ∈ R we set (a)+ := max{a,0}. Let Ω be the unbounded region in Rn lying
above the graph of a Lipschitz function ϕ : Rn−1 → R. In this setting, for 0 < p,q  ∞,
(n − 1)( 1
p
− 1)+ < s < 1, we define Bp,qs (∂Ω) as the space of locally integrable functions f
for which the assignment Rn−1  x → f (x′, ϕ(x′)) belongs to Bp,qs (Rn−1). As for Besov spaces
with a negative amount of smoothness, we agree that
f ∈ Bp,qs−1(∂Ω) ⇐⇒ f
(·, ϕ(·))√1 + ∣∣∇ϕ(·)∣∣2 ∈ Bp,qs−1(Rn−1). (4.2)
These definitions then readily extend to the case of bounded Lipschitz domains in Rn via a
standard partition of unity argument.
The following trace result has been established in [23].
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0 <p,q ∞ and (n−1)( 1
p
−1)+ < s < 1. Then the restriction to the boundary, C0(Ω)  u →
u|∂Ω ∈ C0(∂Ω), extends to a linear, bounded operator
Tr :Bp,q
s+ 1
p
(Ω)→ Bp,qs (∂Ω), (4.3)
and
Tr :Fp,q
s+ 1
p
(Ω)→ Bp,ps (∂Ω) (4.4)
(in the latter case, it is understood that q = ∞ if p = ∞).
Proposition 4.2. Let Ω be a bounded Lipschitz domain in Rn and recall the tangential derivative
operators ∂τjk from (2.17). Then for each n−1n < p <∞, 0 < s < 1,
∂τjk :B
p,p
s (∂Ω) → Bp,ps−1(∂Ω), 1 j, k  n, (4.5)
are well-defined and bounded operators.
Proof. This is an immediate consequence of the atomic characterizations given in [23] for the
Besov spaces involved. 
Let Ω ⊂ Rn be Lipschitz and assume that L is a constant coefficient, elliptic differential
operator. For 0 <p <∞, α ∈ R, introduce the space
Hpα(Ω;L) :=
{
u ∈D′(Ω): Lu= 0 in Ω and ‖u‖
H
p
α(Ω;L) <∞
}
, (4.6)
where, with ρ(x) := dist(x, ∂Ω), x ∈ Rn, we set
‖u‖
H
p
α(Ω;L) :=
∥∥ρ〈α〉−α∣∣∇〈α〉u∣∣∥∥
Lp(Ω)
+
〈α−1〉∑
j=0
∥∥∇j u∥∥
Lp(Ω)
. (4.7)
In the sequel, 〈α〉 will denote the smallest nonnegative integer greater than or equal to α, and
∇j u will stand for the vector of all mixed-order partial derivatives of order j of the components
of u.
The following theorem has been proved in [23] extendending similar results from [19].
Theorem 4.3. If L is an elliptic, homogeneous, constant coefficient differential operator and Ω
is a bounded Lipschitz domain in Rn, then
Hpα(Ω;L)=
{
u ∈ Fp,qα (Ω): Lu= 0 in Ω
}
, (4.8)
Hpα(Ω;L)=
{
u ∈ Bp,pα (Ω): Lu= 0 in Ω
}
, (4.9)
for each α ∈ R and each 0 <p,q <∞.
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Let L be a second-order differential operator as in (2.28) which is assumed to be elliptic, and
let the distribution E ∈D′(Rn × Rn,CN×N) satisfy
LxE(x, y)= LtyE(x, y)= δx(y)IN×N, (4.10)
where δx is the Dirac distribution on Rn with mass at x, and IN×N is the N ×N identity matrix.
Set
Γ (x, y) := iσ (Dt ;νy)AcDcyE(x, y), Γ ∈D′(Rn × Rn,CN×N ). (4.11)
Loosely speaking, E(x,y) and Γ (x, y) play the roles of the Newtonian kernel and the Cauchy
kernel, respectively. It is then natural to introduce the Cauchy type integral operator
Cf (x) :=
∫
∂Ω
〈
Γ (x, y), f (y)
〉
dSy, x ∈Ω, (4.12)
where f : ∂Ω → CN is an arbitrary function. Another way of understanding the operator C, is to
observe that the first-order differential operator ∂ν is the conormal derivative of the operator L
corresponding to the factorization (2.28). Thus, on account of (4.11), C can be thought of as the
natural double layer potential operator associated with L in Ω . Let us also introduce the single
layer potential operator
Sf (x) :=
∫
∂Ω
〈
E(x,y), f (y)
〉
dSy, x ∈Ω. (4.13)
(Note that this is consistent with (3.35).) The following result has been proved in [23].
Proposition 4.4. Let L be an elliptic, homogeneous, constant coefficient differential operator
and let Ω be a bounded Lipschitz domain in Rn. Then
C :Bp,ps (∂Ω) → Hp
s+ 1
p
(Ω;L), S :Bp,ps−1(∂Ω) → Hps+ 1
p
(Ω;L), (4.14)
are bounded operators provided n−1
n
< p ∞ and (n− 1)( 1
p
− 1)+ < s < 1.
For later reference, let us record here a useful identity, generalizing the classical Green repre-
sentation formula for harmonic functions. Specifically, we have the following:
u ∈ C∞(Ω) and Lu= 0 in Ω ⇒ u= C(u|∂Ω)− S(∂νu) in Ω. (4.15)
In particular, if A = I (corresponding to L = −D∗D) and D∗L = LD∗ (which is the case if,
e.g., D∗D =DD∗), then (4.15) yields the Cauchy reproducing formula
u ∈ C∞(Ω) and Du= 0 in Ω
⇒ u= C(u|∂Ω)=D∗S
(
σ(D;ν)u) in Ω. (4.16)
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Let D be a first-order differential operator and set L := −D∗D. Our first result concerns the
boundary behavior of null-solutions of D which belong to the space Hp
s+ 1
p
(Ω;L), which has
been introduced in (4.6).
Proposition 4.5. Let Ω be a bounded Lipschitz domain in Rn, and assume that D is a (homo-
geneous) first-order differential operator with the property that its symbol σ(D; ξ) is one-to-one
for each ξ = 0. Finally, set L := −D∗D. Then the following implication holds
Du= 0 in Ω and u ∈ Hp
s+ 1
p
−1(Ω;L) ⇒ σ(D;ν)u ∈ B
p,p
s−1(∂Ω), (4.17)
together with natural estimates, whenever n−1
n
< p ∞ and (n− 1)( 1
p
− 1)+ < s < 1.
Proof. Suppose that D is a homogeneous, first-order differential operator as in (2.25), (2.26),
with Aj = (dαβj )α,β , 1  j  n. Also, assume that ϕ :Rn−1 → R is a Lipschitz function such
that ϕ(0)= 0 and, for some T ,R > 0,
ΣR :=
{(
x′, ϕ(x′)
)
: x′ ∈ Rn−1, |x′|<R}⊂ ∂Ω,
OR,T :=
{
x + ten: x ∈ΣR, 0 < t < 2T
}⊂Ω. (4.18)
For a function u= (uα)1αN such that Du= 0 in Ω we set
vα(x) := −
T∫
0
uα(x + ten) dt, 1 α N, x ∈OR,T/2, (4.19)
v := (vα)1αN in OR,T/2, (4.20)
where en = (0, . . . ,0,1) ∈ Rn. Then
(
∂nv
α
)
(x)= uα(x)− uα(x + T en), x ∈OR,T/2, 1 α N, (4.21)
Dv = 0 in OR,T/2. (4.22)
Next, we shall prove that, generally speaking,
u ∈ Hpθ (Ω), 0 <p <∞, θ >−1 ⇒ ‖v‖Hpθ+1(OR,T/2)  C‖u‖Hpθ (Ω). (4.23)
Indeed, since in the case we are considering 〈θ + 1〉 = 〈θ〉 + 1 and since there exists C =
C(∂Ω) > 0 such that dist(x, ∂OR,T/2)  C dist(x, ∂Ω) = Cρ(x), uniformly for x ∈ OR,T/2,
we may write
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OR,T/2
(
dist(x, ∂OR,T/2)〈θ+1〉−θ−1
∣∣∇〈θ+1〉v(x)∣∣)p dx
 C
∫
OR,T/2
ρ(x)(〈θ〉−θ)p
( T∫
0
∣∣(∇〈θ〉+1u)(x + ten)∣∣dt)p dx
 C
∫
x′∈Rn−1
|x′|<R
T∫
0
r(〈θ〉−θ)p
( T∫
0
∣∣(∇〈θ〉+1u)((x′, ϕ(x′)+ r + t))∣∣dt)p dr dx′
 C
∫
x′∈Rn−1
|x′|<R
2T∫
0
r(〈θ〉−θ)p
( 2T∫
r
(∇〈θ〉+1u)∗(x′, ϕ(x′)+ λ)dλ)p dr dx′ (4.24)
by changing variables, first,
OR,T/2  x =
(
x′, ϕ(x′)+ r) → (x′, r) ∈ {x′ ∈ Rn−1: |x′|<R}× (0, T ) (4.25)
and, second, λ := t + r ∈ (0,2T ). Above, (·)∗ denotes the maximal radial operator defined (for
a function w defined in OR,T ) as
w∗(x) :=
{
sup{t>0: x+ten∈OR,T } |w(x + ten)|, x ∈OR,T , if 0 <p < 1,
|w(x)|, x ∈OR,T , if 1 p <∞. (4.26)
The consideration of the radial maximal operator is only needed because while the ordinary
Hardy’s inequality may fail for 0 < p < 1, a version of it continues to hold in the Lp-setting
even when 0 < p  1 provided the function involved is non-increasing (which is certainly the
case for (∇〈θ〉+1u)∗, viewed as a one-variable function in the transversal direction).
More specifically, the following slight variation of a result proved in the appendix of [31]
holds. If T > 0, f : [0, T ] → [0,∞] is non-increasing, q ∈ R, μ>−1 and 0 <p <∞, then
T∫
0
rμ
( T∫
r
λqf (λ)dλ
)p
dr  C(p,q,μ)
T∫
0
λp(q+1)+μ
∣∣f (λ)∣∣p dλ. (4.27)
Invoking Hardy’s inequality (4.27) we can then further dominate the last expression in (4.24) by
C
∫
x′∈Rn−1
|x′|<R
2T∫
0
λ(〈θ〉−θ+1)p
∣∣(∇〈θ〉+1u)∗(x′, ϕ(x′)+ λ)∣∣p dλdx′
 C
∫
O
ρ(x)(〈θ〉−θ+1)p
∣∣(∇〈θ〉+1u)∗(x)∣∣p dx. (4.28)R,T
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a family of balls Bj = Brj (zj ), with zj ∈ Ω and ρ(zj ) ≈ rj , which cover Ω and such that their
concentric doubles have finite overlap. Analyzing the cases 0 <p  1 and 1 <p <∞ separately,
we arrive at the conclusion that∫
OR,T
ρ(x)(〈θ〉−θ+1)p
∣∣(∇〈θ〉+1u)∗(x)∣∣p dx

∑
j
∫
OR,T
ρ(x)(〈θ〉−θ+1)p
(
χBj∩OR,T
∣∣∇〈θ〉+1u∣∣p)∗(x) dx. (4.29)
Note that (χBj∩OR,T |∇〈θ〉+1u|p)∗ is supported in a set of measure  Crnj . Also, on that set,
ρ(x)(〈θ〉−θ+1)p  Cr(〈θ〉−θ+1)pj . Finally,∥∥(χBj∩OR,T ∣∣∇〈θ〉+1u∣∣p)∗∥∥L∞(OR,T )  ∥∥∇〈θ〉+1u∥∥pL∞(Bj). (4.30)
All in all, ∫
OR,T
ρ(x)(〈θ〉−θ+1)p
(
χBj∩OR,T
∣∣∇〈θ〉+1u∣∣p)∗(x) dx
Crn+(〈θ〉−θ+1)pj
∥∥∇〈θ〉+1u∥∥p
L∞(Bj)
Cr(〈θ〉−θ)pj
∫
B2rj (zj )
∣∣∇〈θ〉u(x)∣∣p dx, (4.31)
where the last inequality follows from interior estimates for ∇〈θ〉u (note that this is still a null-
solution of the constant coefficient elliptic operator D∗D). Since the family {B2rj (zj )}j has
finite overlap and ρ(x) ≈ rj for x ∈ B2rj (zj ), adding up inequalities of the form (4.31) in j and
recalling (4.29) leads to the conclusion that∫
OR,T
ρ(x)(〈θ〉−θ+1)p
(∣∣∇〈θ〉+1u∣∣∗(x))p dx  C ∫
Ω
ρ(x)(〈θ〉−θ)p
∣∣∇〈θ〉u(x)∣∣p dx. (4.32)
This readily implies (4.23).
To understand how one can define σ(D;ν)u for null-solutions of D consider first the case
when u ∈ C∞(Ω). In this situation, for α = 1, . . . ,N , we may write, based (4.21), (4.22), that
N∑
β=1
n∑
j=1
d
αβ
j νju
β =
N∑
β=1
n∑
j=1
d
αβ
j νj
(
∂nv
β + uβ(· + T en)
)
=
N∑ n∑
d
αβ
j (νj ∂n − νn∂j )vβ +
N∑ n∑
d
αβ
j νju
β(· + T en)
β=1 j=1 β=1 j=1
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N∑
β=1
n∑
j=1
d
αβ
j ∂τjnv
β +
N∑
β=1
n∑
j=1
d
αβ
j νju
β(· + T en), (4.33)
where in the second step we have used the fact that
N∑
β=1
n∑
j=1
d
αβ
j νn∂j v
β(x)= −νn
T∫
0
(Du)β(x + ten) dt = 0. (4.34)
After this preamble, given u ∈ Hp
s+ 1
p
−1(Ω;L) with Du= 0 in Ω , we can define
[
σ(D;ν)u]
α
∣∣
ΣR
:=
N∑
β=1
n∑
j=1
d
αβ
j ∂τjn
[
Trvβ
]∣∣
ΣR
+
N∑
β=1
n∑
j=1
d
αβ
j νju
β(· + T en)
∣∣
ΣR
(4.35)
for each α = 1, . . . ,N , where the vβ ’s are as in (4.19). Note that
∂τjk ◦ Tr :Fp,2s+ 1
p
(Ω) → Bp,ps−1(∂Ω), 1 j, k  n, (4.36)
are (by Theorem 4.1 and Proposition 4.2) well-defined and bounded operators, so the first sum
in (4.35) is meaningful. The second sum above is harmless (in fact, in L∞) since the uβ ’s are
evaluated away from ∂Ω . Then (4.35) can be used to define σ(D;ν)u globally on ∂Ω , by gluing
the various local definitions together using a smooth partition of unity. Now, for the operator thus
defined, (4.17) holds. 
Next, our goal is to prove a result similar in spirit for the conormal derivative operator.
Proposition 4.6. Let Ω be a bounded Lipschitz domain in Rn and assume that
Lu=
(
N∑
β=1
n∑
j,k=1
∂j
(
a
αβ
jk ∂ku
β
))
1αN
(4.37)
is a homogeneous, elliptic second-order differential operator. Then the operator (2.29), originally
acting on sufficiently smooth (say, C∞(Ω)) functions, extends to an operator
∂ν :H
p
s+ 1
p
(Ω;L)→ Bp,ps−1(∂Ω), (4.38)
which is well defined, linear and bounded if
n− 1
n
< p <∞ and (n− 1)
(
1
p
− 1
)
+
< s < 1.
Proof. Retain the notation introduced in the course of the proof of Proposition 4.5, and for an
arbitrary function u such that Lu= 0 in Ω set
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T∫
0
(
∂ju
α
)
(x + ten) dt, 1 j  n, 1 α N, x ∈OR,T/2, (4.39)
vj :=
(
vαj
)
1αN in Ω, 1 j  n, (4.40)
where en = (0, . . . ,0,1) ∈ Rn. Then the following identities can be easily checked:
∂kv
α
j = ∂j vαk in Ω for 1 j, k  n, 1 α N, (4.41)
vαn (x)= uα(x)− uα(x + T en) ∀x ∈OR,T/2, ∀α = 1, . . . ,N, (4.42)
Lvj = 0 in Ω for every j = 1, . . . , n. (4.43)
The analogue of (4.23) in the current context is
u ∈ Hpθ (Ω;L), 0 <p <∞, θ  0 ⇒
n∑
j=1
‖vj‖Hpθ (Ω;L)  C‖u‖Hpθ (Ω;L), (4.44)
and the above implication is established proceeding in a manner similar to the proof of (4.23).
After this preamble, we can introduce the operator ∂ν acting on u ∈ Hp
s+ 1
p
(Ω;L) by
(∂νu)α|ΣR :=
N∑
β=1
n∑
j,k=1
a
αβ
jk ∂τjn
[
Trvβk
]∣∣
ΣR
+
N∑
β=1
n∑
j,k=1
a
αβ
jk νj ∂nv
β
k (· + T en)
∣∣
ΣR
, (4.45)
where the vβj ’s are as in (4.39). By (4.36), the first sum in (4.45) is meaningful and belongs to
B
p,p
s−1(∂Ω)|ΣR , whereas the second one is in L∞(ΣR). Once again, we use a smooth partition of
unity in order to glue together these local descriptions of ∂νu, and the well-definiteness as well
as the boundedness of the operator (4.38) are clear from this definition.
There remains to show that its action is compatible with (2.29) in the case when u ∈ C∞(Ω),
i.e. that, in this situation, the formula (4.45) coincides with the definition of the conormal deriv-
ative given in (2.34). Indeed, for 1 α N , we may write, based on (4.41), (4.42), that
∑
β,j,k
a
αβ
jk νj ∂ku
β =
N∑
β=1
n∑
j,k=1
a
αβ
jk νj ∂nv
β
k +
N∑
β=1
n∑
j,k=1
a
αβ
jk νj ∂nv
β
k (· + T en)
=
N∑
β=1
n∑
j,k=1
a
αβ
jk (νj ∂n − νn∂j )vβk +
N∑
β=1
n∑
j,k=1
a
αβ
jk νj ∂nv
β
k (· + T en)
=
N∑ n∑
a
αβ
jk ∂τjnv
β
k +
N∑ n∑
a
αβ
jk νj ∂nv
β
k (· + T en), (4.46)β=1 j,k=1 β=1 j,k=1
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N∑
β=1
n∑
j,k=1
a
αβ
jk ∂j v
β
k (x)= −
T∫
0
(
N∑
β=1
n∑
j,k=1
a
αβ
jk ∂j ∂ku
β
)
(x + ten) dt = 0. (4.47)
This finishes the proof of Proposition 4.6. 
4.4. Envelopes of non-locally convex spaces
Let X be a quasi-normed space and, for each 0 < p  1, let BX,p be the absolutely p-convex
hull of the unit ball in X, i.e.,
BX,p :=
{
n∑
j=1
λjaj : aj ∈X, ‖aj‖X  1,
n∑
j=1
|λj |p  1, n ∈ N
}
. (4.48)
Set
‖|x|‖p := inf{λ > 0: x/λ ∈ BX,p}. (4.49)
Then, for each quasi-normed space X whose dual separates its points, we denote by Ep(X) the
p-envelope of X, defined as the completion of X in the quasi-norm ‖| · |‖p . The case p = 1
corresponds to taking the Banach envelope, i.e. the minimal enlargement of the space in question
to a Banach space; cf. [20,24] for a discussion.
Two results from [23] are going to be of importance for us here. The first one essentially
asserts that for a linear operator, being bounded, and being onto are stable properties under taking
envelopes.
Proposition 4.7. Let X, Y be two quasi-normed spaces and let T :X → Y be a bounded, linear
operator. Then, for each 0 < p  1, this extends to a bounded, linear operator T̂ :Ep(X) →
Ep(Y ). Furthermore, if T is onto, then so is T̂ .
Our second result from [23] explicitly identifies the envelopes of Besov and Hardy spaces on
boundaries of Lipschitz domains.
Theorem 4.8. Let Ω ⊂ Rn be a bounded Lipschitz domain, n−1
n
< p,q  p∗  1 and assume
(n− 1)( 1
p
− 1) < s < 1. Then
Ep∗
(
B
p,q
s−1(∂Ω)
)= Bp∗,p∗s∗−1 (∂Ω), where s∗ := s + (n− 1)( 1p∗ − 1p
)
, (4.50)
Ep∗
(
B
p,q
s (∂Ω)
)= Bp∗,p∗s∗ (∂Ω), where s∗ := s + (n− 1)( 1p∗ − 1p
)
, (4.51)
Ep∗
(
h
p
at(∂Ω)
)= Bp∗,p∗s∗ (∂Ω), where s∗ := (n− 1)( 1p∗ − 1p
)
, (4.52)
Ep∗
(
h
1,p
at (∂Ω)
)= Bp∗,p∗s∗ (∂Ω), where s∗ := 1 + (n− 1)( 1∗ − 1). (4.53)p p
104 T. Jakab et al. / Journal of Functional Analysis 246 (2007) 50–1124.5. Envelopes of Hardy, Bergman, and other related spaces
Let D be a homogeneous, first-order differential operator such that
σ(D; ξ) is invertible for ξ = 0, (4.54)
DD∗ =D∗D = (D∗D)c, (4.55)
where the superscript c denotes complex conjugation. Examples of operators satisfying (4.54),
(4.55) include the following.
• Recall d , δ from (3.5), (3.6) and consider the operator D := d + δ. Upon recalling that
d2 = δ2 = 0 and  = −dδ − δd , it follows that D = D∗ and D2 = −. Hence, D satisfies
(4.54), (4.55). A variant is to take D := (d, δ) and the same conclusion holds.
• Assume that
D :=
(
d δ
δ d
)
. (4.56)
Then D∗D =DD∗ = −I2×2, so that (4.54), (4.55) hold.
• A discussion similar in spirit applies to the case when R2n is identified with Cn and ∂ is
the Cauchy–Riemann operator acting on complex differential forms. As is well known, ∂2 =
(∂∗)2 = 0 and, this time,  := −∂∂∗ − ∂∗∂ = 12. Thus, if D := ∂ + ∂∗, then D∗ = D and
−D2 =, and we may once again conclude that (4.54), (4.55) hold. Other related operators
satisfying (4.54), (4.55) are D := (∂, ∂∗) and
D :=
(
∂ ∂∗
∂∗ ∂
)
. (4.57)
In the latter case, D∗D = DD∗ = −I2×2, so that (4.54), (4.55) hold for this operator. In
particular, the same conclusion applies to
Dc =
(
∂ ∂∗
∂∗ ∂
)
and D∗ =
(
∂∗ ∂
∂ ∂∗
)
.
• Consider a family {eα}1αn of skew-symmetric square matrices which anti-commute and
such that −e2α = I , the identity. If we now consider the associated Clifford–Dirac operator
D := ∑ eα∂α , then D∗ = D and −D2 = , the Laplacian (cf., e.g., [3]). That D is self-
adjoint is a consequence of the identity (1.26). Thus, (4.54), (4.55) hold once again.
• Retaining the same conventions as in the previous example and denoting the identity matrix
by e0, one can consider the generalized Cauchy–Riemann operator in Rn+1, i.e.
D := e0∂0 +
n∑
α=1
eα∂α. (4.58)
This time, we have D∗ = −e0∂0 +∑ eα∂α though, again, D∗D = DD∗ = −, the Lapla-
cian in Rn+1, so (4.54), (4.55) hold for D in (4.58).
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the embedding R4 ↪→ H, the skew field of quaternions. That is, if i, j, k are the standard
anti-commuting imaginary units in H, consider D := ∂x0 + i∂x1 + j∂x2 + k∂x3 , so that D∗ =−∂x0 + i∂x1 + j∂x2 + k∂x3 . It follows that D∗D =DD∗ = −, so D satisfies (4.54), (4.55).
In order to continue, for each 0 <p ∞, let us define the following Hardy type space:
Hp(Ω;D) := {u ∈ C1(Ω): Du= 0 in Ω and Nu ∈ Lp(∂Ω)}, (4.59)
where the non-tangential maximal function has been defined in (2.4), (2.5).
Proposition 4.9. Let Ω be a bounded Lipschitz domain in Rn, n−1
n
< p  1 and assume that
D is a homogeneous, first-order differential operator satisfying (4.54), (4.55). Then σ(D;ν)u ∈
h
p
at(∂Ω) and ∥∥σ(D;ν)u∥∥
h
p
at(∂Ω)
≈ ‖Nu‖Lp(∂Ω), (4.60)
uniformly for u ∈Hp(Ω;D).
In the proof of the above result, as well as for other purposes, the following lemma is going
to be useful.
Lemma 4.10. Let Ω ⊂ Rn be a bounded Lipschitz domain and fix n−1
n
< p  1. Then, if D is a
homogeneous, first-order differential operator as in (4.54), (4.55), the operator
D∗S :hpat(∂Ω) →Hp(Ω;D) (4.61)
is well defined, bounded and onto.
Proof. The well-definiteness and boundedness of the operator in (4.61) follow from (4.54),
(4.55) and standard Calderón–Zygmund theory. As for ontoness, we only have to recall Cauchy’s
reproducing formula (4.16) and invoke Proposition 4.9. 
Proof of Proposition 4.9. Fix an arbitrary u ∈ Hp(Ω;D). That σ(D;ν)u ∈ hpat(∂Ω) and
‖σ(D;ν)u‖hpat(∂Ω)  C‖Nu‖Lp(∂Ω) are direct consequences of Theorem 2.6. As for the op-
posite inequality, Cauchy’s reproducing formula (4.16) gives u = D∗S(σ (D;ν)u) in Ω , so that
‖Nu‖Lp(∂Ω)  C‖σ(D;ν)u‖hpat(∂Ω) by Lemma 4.10. 
In the last part of this section we shall work with certain spaces which resemble the classi-
cal analytic Besov and Bergman spaces from complex analysis. More specifically, for a given
constant coefficient, first-order differential operator D we consider
Bpα (Ω;D) :=
{
u: Du= 0 in Ω, ∥∥ρ〈α〉−α∣∣∇〈α〉u∣∣∥∥
Lp(Ω)
+
〈α−1〉∑
j=0
∥∥∇j u∥∥
Lp(Ω)
<∞
}
= {u ∈ Hpα(Ω;−D∗D): Du= 0}. (4.62)
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σ(D; ξ) injective ∀ξ = 0 ⇒ Bpα (Ω;D)=
{
u ∈ Bp,pα (Ω): Du= 0
}
, (4.63)
justifying the name “analytic Besov space.”
Another related space which is of interest for us here is the Bergman type space
Apα(Ω;D) :=
{
u: Du= 0 in Ω, ‖u‖Apα(Ω;D) :=
∥∥ρ−αu∥∥
Lp(Ω)
<∞}. (4.64)
The spaces (4.62), (4.64) fail to be locally convex when p < 1 and our goal is to explicitly
compute their envelopes. As a preamble, we recall the following identification result.
Proposition 4.11. Let Ω ⊆ Rn be a bounded Lipschitz domain and assume that D is a homoge-
neous, constant coefficient first-order differential operator with injective symbol. Then
Apα(Ω;D)= Bpα (Ω;D) if 0 <p <∞ and α < 1/p. (4.65)
Proof. It has been shown in [23] that for any constant coefficient, elliptic operator L (of ar-
bitrary order), {u: Lu = 0 in Ω and ‖ρ−αu‖Lp(Ω) < ∞} ↪→ Hpα(Ω;L) whenever α ∈ R
and 0 <p <∞. Furthermore, based on Hardy’s inequality, it can be shown that the opposite
inclusion is also valid if αp < 1. From these, (4.65) readily follows. 
Lemma 4.12. Suppose n−1
n
< p  1 and (n − 1)( 1
p
− 1) < s < 1, and fix a bounded Lipschitz
domain Ω in Rn. Also, let D be a homogeneous, constant coefficient, first-order differential
operator satisfying (4.54) and (4.55). Then the operator
D∗S :Bp,ps−1(∂Ω) → Bps+ 1
p−1
(Ω;D) (4.66)
is well defined, bounded and onto.
Proof. The fact that (4.66) is well defined and bounded is a consequence of Proposition 4.4,
whereas Cauchy’s reproducing formula (4.16) yields, in concert with (4.17), that this operator is
onto as well. 
We are now ready to state and prove the main results in this section, starting with the following
generalization of Proposition 4.4 in [7, p. 44].
Theorem 4.13. Let Ω be a bounded Lipschitz domain in Rn and D be a first-order, homogeneous,
constant coefficient differential operator satisfying (4.54), (4.55). Then
Eq
(Hp(Ω;D))=Aqn
q
− n−1
p
(Ω;D)= Bqn
q
− n−1
p
(Ω;D), (4.67)
whenever n−1 <p < q  1.
n
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this extends to
D∗S :Eq
(
h
p
at(∂Ω)
)→ Eq(Hp(Ω;D)), (4.68)
in an onto fashion. On the other hand, from the formula (4.52) we have that
Eq
(
h
p
at(∂Ω)
)= Bq,q
(n−1)( 1
q
− 1
p
)
(∂Ω).
Then the first equality in (4.67) follows from (4.66) and (4.65) while the second equality is a
direct consequence of Proposition 4.11. 
Our next result can be viewed as an extension of Proposition 4.2 in [7, p. 44].
Theorem 4.14. Let Ω ⊆ Rn be a bounded Lipschitz domain, n−1
n
< p < q  1 and n( 1
p
− 1) <
α < 1
p
. If D is a homogeneous, constant coefficient, first-order differential operator satisfying
(4.54) and (4.55), then
Eq
(Apα(Ω;D))=Aqα+n( 1
q
− 1
p
)
(Ω;D). (4.69)
Proof. Starting with (4.66) and invoking Proposition 4.7 together with (4.50), we obtain that the
operator D∗S extends in an onto fashion to
D∗S :Bq,q
s−1+(n−1)( 1
q
− 1
p
)
(∂Ω) → Eq
(Bp
s− 1
p
−1(Ω;D)
)
. (4.70)
Next, appealing again to (4.66) we have that the image of the operator D∗S in (4.70) is
Bq
s−1+(n−1)( 1
q
− 1
p
)+ 1
q
(Ω;D).
Then (4.69) follows from this, (4.70), and (4.65), by letting α := s + 1
p
− 1. 
Theorem 4.15. Let L be a second-order, elliptic, homogeneous, constant coefficient differential
operator and let Ω be a bounded Lipschitz domain in Rn. Then
Eq
(
H
p
s+ 1
p
(Ω;L))= Hq
s∗+ 1
p
(Ω;L), where s∗ := s + (n− 1)
(
1
q
− 1
p
)
, (4.71)
whenever n−1
n
< p < q  1 and (n− 1)( 1
p
− 1) < s < 1.
Proof. Assume that L is written in the form (2.33) and recall the layer potentials (4.12), (4.13).
Next, consider the operator
T :B
p,p
s (∂Ω)⊕Bp,ps−1(∂Ω) → Hps+ 1 (Ω;L), T (f,g) := Cf − Sg. (4.72)p
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To see this, let u ∈ Hp
s+ 1
p
(Ω;L) be arbitrary. The identity (4.9) in Theorem 4.3 then ensures that
u ∈ Bp,p
s+ 1
p
(Ω). Consequently, Tru ∈ Bp,ps (∂Ω) by (4.3) and ∂νu ∈ Bp,p1−s(∂Ω) by Proposition 4.6.
Green’s formula (4.15) then gives u= C(Tru)−S(∂νu)= T (Tru, ∂νu), which finishes the proof
of the surjectivity of T in (4.72).
Appealing next to Proposition 4.7 and Theorem 4.8, we see that the operator T extends in an
onto fashion to
T : Bq,qs∗ (∂Ω)⊕Bq,qs∗−1(∂Ω) → Eq
(
H
p
s+ 1
p
(Ω;L)), (4.73)
where we have set s∗ := s + (n − 1)( 1
q
− 1
p
). Since the operator T in (4.72) is surjective when
the indices p, s are replaced by q and s∗, respectively, we obtain that
T
(
B
q,q
s∗ (∂Ω)⊕Bq,qs∗−1(∂Ω)
)= Hq
s∗+ 1
p
(Ω;L).
Now (4.71) follows from this and (4.73). 
Theorem 4.16. Let L be a second-order, elliptic, homogeneous, differential operator with real,
constant coefficients, and let Ω be a bounded Lipschitz domain in Rn. Then, for any n−1
n
< p <
q  1 we have
Eq
({
u ∈ C∞(Ω): Lu= 0, N (∇u) ∈ Lp(∂Ω)})= Hq
s+ 1
q
(Ω;L), (4.74)
where s := 1 + (n− 1)( 1
q
− 1
p
).
Before presenting the proof of Theorem 4.16 we discuss a result which is useful not only in
the present setting but which also plays a key role in the context of PDE’s with data in Hardy
spaces.
Proposition 4.17. Let Ω be a bounded Lipschitz domain in Rn, and consider a second-order, el-
liptic, self-adjoint, homogeneous differential operator L, with real, constant coefficients, written
as in (2.33). In particular, its conormal derivative ∂ν is as in (2.34).
Then, for any u ∈ C∞(Ω) such that Lu = 0 in Ω and N (∇u) ∈ Lp(∂Ω) for some n−1
n
<
p  1, we have
Tru ∈ h1,pat (∂Ω), ∂νu ∈ hpat(∂Ω), (4.75)
and, if u satisfies the normalization u(xo)= 0 for some fixed xo ∈Ω , then∥∥N (∇u)∥∥
Lp(∂Ω)
≈ ‖Tru‖
h
1,p
at (∂Ω)
+ ‖∂νu‖hpat(∂Ω). (4.76)
Finally, a suitable version holds in the case of unbounded Lipschitz domains.
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(2.32). Next, set v :=ADu and note thatN (v) ∈ Lp(∂Ω) and D∗v = 0 in Ω . For every c ∈ RN ,
Theorem 2.6 then gives 〈σ(D∗;ν)v, c〉 ∈ hpat(∂Ω) plus an estimate, from which we deduce
∂νu ∈ hpat(∂Ω) and ‖∂νu‖hpat(∂Ω)  C
∥∥N (∇u)∥∥
Lp(∂Ω)
. (4.77)
Turning our attention to Tru, we first note the sequence of implications
N (∇u) ∈ Lp(∂Ω) ⇒ ∇u ∈ Lp∗(Ω) ⇒ u ∈ Fp∗,21 (Ω)
⇒ Tru ∈ Bp∗,p∗
1− 1
p∗
(∂Ω) ↪→ Lq(∂Ω), (4.78)
plus naturally accompanying estimates, if p∗ := np
n−1 and 1/q := 1/p − 1/(n − 1). In order to
implement the criterion of membership to h1,pat (∂Ω) described in Proposition 2.1, there remains
to show that
∂τjku ∈ hpat(∂Ω) ∀j, k ∈ {1, . . . , n}. (4.79)
Fix α ∈ {1, . . . ,N}, 1 j = k  n, and introduce the function
F := (0, . . . ,0,−∂kuα︸ ︷︷ ︸
j th slot
,0, . . . ,0, ∂juα︸︷︷︸
kth slot
,0, . . . ,0
)
:Ω → Rn. (4.80)
Then
NF ∈ Lp(∂Ω), divF = 0 in Ω,
iσ (div;ν)F = (νj ∂k − νk∂j )u= ∂τjku. (4.81)
Since the adjoint of the divergence operator is −∇ , which annihilates constants, Theorem 2.6
applies and yields (4.79) as soon as we check
lim
ε→0+
∥∥N (Fε − F)∥∥Lp(4Z∩∂Ω) = 0 (4.82)
for any coordinate cylinder Z for ∂Ω ; cf. (2.172). Now, L(∂ju)= 0 in Ω andN (∂ju) ∈ Lp(∂Ω),
so (a version of ) Proposition 2.5 ensures that (4.82) holds with ∂ju in place of F . Likewise,
(4.82) also holds with ∂ku in place of F . Thus, given the definition (4.80), we may finally con-
clude that (4.82) holds itself. This finishes the proof of (4.79). Hence, all in all,
Tru ∈ h1,pat (∂Ω) and ‖Tru‖h1,pat (∂Ω) C
∥∥N (∇u)∥∥
Lp(∂Ω)
(4.83)
which, in concert with (4.77), proves the right-to-left inequality in (4.76).
In order to prove the opposite inequality in (4.76), we shall employ Green’s formula (4.15)
which, in the present context, yields
∂ju= ∂jC(Tru)− ∂jS(∂νu), j = 1, . . . , n. (4.84)
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−iσ (D∗y;νy)ADy∂yj E(x, y)
= (−iσ (D∗y;νy)∂yj − νj (y)D∗y)ADyE(x, y)+ νj (y)D∗yADy[E(x,y)]
=:X1 +X2. (4.85)
Note that X2 = 0 since LyE(x, y) = δx(y)I and, in our case, x ∈ Ω while y ∈ ∂Ω . As for X1,
we note that if
D∗ =
(∑
k
b
αβ
k ∂k
)
α,β
,
then −iσ (D∗y;νy)∂yj − νj (y)D∗y can be written as(∑
k
b
αβ
k (νk(y)∂yj − νj (y)∂yk )
)
α,β
,
i.e. a linear combination of tangential operators of the form ∂τjk , acting in the variable y. In the
context of (4.84), the latter operators can, after integrating by parts, eventually be passed on to
Tru. The bottom line is that ∂ju can be expressed in terms of suitable singular integral operators
of Calderón–Zygmund type acting on distributions from hpat(∂Ω). From this representation, we
may then conclude that
∥∥N (∇u)∥∥
Lp(∂Ω)
 C
n∑
j,k=1
∥∥∂τjk [Tru]∥∥hpat(∂Ω) +C‖∂νu‖hpat(∂Ω). (4.86)
Then the left-to-right inequality in (4.76) is a simple consequence of this, (4.83) and Proposi-
tion 2.1. 
We are finally ready to present the
Proof of Theorem 4.16. Much as in the proof of Theorem 4.15 we consider the linear operator
T :h
1,p
at (∂Ω)⊕ hpat(∂Ω) →
{
u ∈ C∞(Ω): Lu= 0, N (∇u) ∈ Lp(∂Ω)}, (4.87)
given by
T (f,g) := Cf − Sg. (4.88)
Next, by (4.15), for any u ∈ C∞(Ω) with Lu = 0 and N (∇u) ∈ Lp(∂Ω), we have u =
C(Tru) − S(∂νu). Therefore, from Proposition 4.17 it follows that the operator T is surjective.
Using Proposition 4.7 and Theorem 4.8 we may then conclude that the operator T from (4.87),
(4.88) extends to a linear, bounded, surjective operator
T :B
q,q
s (∂Ω)⊕Bq,q (∂Ω) → Eq
({
u ∈ C∞(Ω): Lu= 0, N (∇u) ∈ Lp(∂Ω)}), (4.89)s−1
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q
− 1
p
). With this in hand, (4.74) follows from the fact that the operator
(4.72) is surjective. 
Remark. While Proposition 4.6 was used in the proof of Theorem 4.16, taking the latter for
granted allows for a conceptually natural proof of the former. Specifically, in light of Proposi-
tion 4.17, the operator (2.29) extends, in a linear and bounded fashion, to
∂ν :
{
u ∈ C∞(Ω): Lu= 0, N (∇u) ∈ Lp(∂Ω)}→ hpat(∂Ω), (4.90)
whenever n−1
n
< p  1. In particular, by taking the q-envelope of the spaces appearing in (4.90)
and by applying Proposition 4.7 and Theorem 4.16, we see that (4.38) holds.
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