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Abstract
In latent variable models the existence of one or more unobserved (latent) 
variables is posited to explain the associations between a set of observed 
(manifest) variables. These models are useful for analysing attitudinal survey data, 
where multiple items are used to capture complex constructs such as attitudes, 
which cannot be directly observed. In such research they are most commonly 
applied in the form of factor analyses based on linear regression models. 
However, these are inappropriate when observed items are categorical, which is 
often the case with attitudinal surveys. Latent trait and latent class models, based 
on logistic models, are then more suitable. In this thesis I demonstrate how they 
can be employed to address common challenges in attitudinal survey research.
The case study data illustrating these challenges are from the Eurobarometer 
survey on public perceptions of biotechnology, fielded in 2002 in fifteen European 
countries. Using these data I investigate the viability of cross-nationally 
comparable measures of three central constructs in studies of public perceptions of 
biotechnology: attitudes towards applications of biotechnology, knowledge of 
biology and genetics, and engagement with science and with biotechnology. The 
analyses aim to capture these complex constructs, taking account of ‘don’t know’ 
responses by including them as categories of nominal observed items, and 
exploring the comparability of measures of these constructs cross-nationally by 
assessing the similarity of measurement models between countries.
The results of these analyses are informative in three ways: substantively, adding 
to our knowledge of people’s representations of biotechnology; methodologically, 
increasing our understanding of how the survey items function; and practically, 
informing future questionnaire design. I also formulate a taxonomy of issues and 
choices in attitudinal survey research as a conceptual framework through which to 
discuss more broadly the potential value of latent trait and latent class models in 
survey research in social psychology.
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1 Introduction
In this thesis I investigate the viability of cross-nationally comparable measures of three 
constructs of central importance in studies of public perceptions of biotechnology: 
attitudes towards applications of biotechnology, knowledge of biology and genetics, and 
engagement with science and with biotechnology. These empirical studies are a vehicle 
through which to demonstrate and comment on the use of latent trait and latent class 
statistical models in analyses of social surveys, specifically those concerning attitudes 
and opinions. The case study topic, public perceptions of biotechnology, is an area of 
research that could profit greatly from the insights afforded by these models: 
substantively, adding to our knowledge of people’s representations of biotechnology; 
methodologically, increasing our understanding of how survey items function; and 
practically, informing the design of future questionnaires.
Latent trait and class models are types of latent variable models. These models have 
been highly developed by statisticians, but are often not used perspicaciously by social 
psychologists analysing attitudinal social surveys. Typically indeed, social 
psychologists try to capture attitudes and similar constructs in ways that are only weakly 
informed by a rich heritage of literature on methodologies for attitude measurement. 
There are a number of possible reasons for this. The key theoretical reason is that many 
social psychologists regard the classic methodologies as unattractive, since they are 
based on an individualistic and reductionist conception of attitudes. Latent variable 
models do not imply such a theoretical position -  neither inherently nor historically. 
Indeed, as freestanding statistical tools they have no necessary relationship with any 
single theoretical conception of the attitude. But they can be interpreted in a way which 
moves us a little closer to the ‘social’ than was allowed by the classic attitude 
measurement techniques.
Latent variable models provide a way of analysing a set of survey items in combination, 
and summarising the relationships between them. The rationale for doing this in 
attitudinal survey research begins from the established fact that responses to survey 
questions on attitudes, knowledge and other psychological constructs do not only return 
information about those constructs. They also contain information about idiosyncrasies 
of question wording, response options offered, and a range of other contextual
15
influences on the respondent (e.g. Schuman & Presser, 1981). These influences can 
distort single-item indicators of attitudes and the like. In cases where respondents have 
not considered the topic very deeply before being questioned and thus make a 
judgement on the spot, this distortion is likely to be exacerbated (Converse, 1964). 
Besides these technical problems, it is often the case that the constructs of interest are 
themselves too complex to be feasibly captured by single survey questions. For both of 
these reasons there is a wide consensus among researchers of attitudes (e.g. Eysenck, 
1954; McKennell, 1977) that when trying to learn what people think about an issue, 
more reliable and valid results are obtained by deriving an answer jointly from several 
questions than from taking a single item as frilly and straightforwardly informative.
Latent variable models begin with a set of items designed to capture a construct of 
interest -  for example, attitude towards genetically modified (GM) food. Finding that 
responses to these items are associated with each other, it is assumed that the 
associations are a function of some underlying, general variable characterising 
perceptions of GM food. This general variable cannot be observed directly: its 
existence is inferred from the associations found between the observed responses. It is 
therefore a hypothesised, latent variable, presumed to lie beneath the observed or 
manifest survey responses. This latent variable may be conceived of as continuous or 
discrete; if  discrete, its categories may be ordered or unordered. Discrete latent 
variables are described in terms of their categories or ‘classes’. Continuous latent 
variables are termed ‘traits’ or ‘factors’, depending on the conventional terminology of 
the particular model used: essentially, in factor analysis the observed variables are 
treated as continuous, and in latent trait analysis they are treated as categorical. 
Returning to the example then, the underlying variable can be thought of as defining a 
space which characterises perceptions of GM food. That space can be described either 
in terms of a number of mutually exclusive ideal types of attitudes (classes), or in terms 
of one or more dimensions of attitudes (traits or factors), which may be correlated with 
or independent of each other.
A latent variable model contains two parts. One part is the ‘measurement’ model, 
which describes the relationships between the latent variable(s) and the observed items. 
The other part is referred to in this thesis as the ‘structural’ model; this describes the 
distribution(s) of the latent variable(s), and if there is more than one latent variable, the 
relationship(s) between them. The measurement model is used to describe the content
16
of the latent space. Items strongly associated with a latent variable are central to its 
definition, while those that are weakly associated are more peripheral. The structural 
model is used to describe the shape of the latent space. For example, in a latent class 
model we would consider how many general types of attitude there are and what 
proportions of people could be said to adopt each one. In a latent trait model we 
consider whether attitudes are dispersed along a single continuum (say, positive to 
negative) or whether the latent space is multidimensional, and with what frequency 
people are found at various locations in the latent space.
The depiction of such a space returned by a latent variable model of cross-sectional 
survey data is the product of between-individual, rather than within-individual, 
analyses. It does not describe a single representation of a concept, shared identically in 
the minds of all respondents. Instead it is something closer to a collective 
representation -  that is, a representation resulting from the combined input data from all 
respondents. Albeit those of a strong social constructionist persuasion object to survey 
methods for other reasons, latent variable models may be applied in a less 
individualistic and more social spirit than is generally supposed. On theoretical grounds 
they might, then, be more popular with social psychologists than they currently are.
The models are also of considerable use to those who are less concerned with the 
theoretical side of social psychology and more with substantive research questions. 
They enable us to take account of some common features of attitudinal survey data 
which are not addressed in a very satisfactory way in standard survey analyses. The 
case study data used in this report, on public perceptions of biotechnology, illustrate 
these challenges well. In fact, the empirical studies are intended to be of interest not 
only to those working in the substantive research area of the Public Understanding of 
Science (PUS), but also, as examples, to those analysing other kinds of attitudinal 
survey data, especially cross-national data sets.
The case study data are from the Eurobarometer survey 58.0 on perceptions of 
biotechnology, administered in fifteen European Union countries in 2002, with random 
samples of around 1,000 respondents in each country (Gaskell, Allum, & Stares, 2003). 
Eurobarometer surveys on biotechnology have been fielded at three-yearly intervals 
since 1991, and the data from them have been widely used and quoted by many actors 
who have an involvement or interest in the PUS research field. PUS researchers
17
regularly combine information from sets of survey items to derive measures of 
constructs, both in order to report their distributions and to use them in analyses with 
other variables. The empirical chapters of this thesis are studies of three such constructs 
which are of central theoretical importance in PUS: types of positive and negative 
attitudes towards GM food and towards therapeutic cloning; levels of knowledge about 
genetics and biology; and types and levels of engagement with science and technology 
and with biotechnology.
The studies address two key features of the data which to date have received relatively 
little attention when analysed. The first of these key features is that response options to 
items in the Eurobarometer on biotechnology comprise a small number of discrete 
categories: either dichotomous items or polytomous Likert-type response scales (e.g. 
‘strongly agree’ to ‘strongly disagree’) with up to five response options. Factor analysis 
is statistically unsuitable for these data, since the normal linear factor model specifies a 
linear regression model for the relationship between the latent variable(s) and observed 
items. Latent trait and latent class models, however, specify a logistic rather than a 
linear model (binary or multinomial for binary or polytomous observed items, 
respectively), making them well suited to the task at hand. They are particularly useful 
when a high number of ‘don’t know’ (DK) responses are returned, as is the case with 
the Eurobarometer on biotechnology, and other surveys of unfamiliar topics. To use 
factor analysis in such a scenario typically means either ignoring these responses 
altogether, or recoding them as a middle category, which involves a somewhat heroic 
leap of interpretation. Latent trait and class models represent an improvement over 
factor analysis for analysing such data simply because they provide a way of modelling 
observed items as nominal: that is, with unordered categories. As such, there is no need 
to ignore DK responses in latent trait and class models. Rather than recode DK 
responses as middle response options, the analyses can be used specifically to discover 
whether, statistically speaking, they do in fact function as middle categories.
Latent trait models have already been employed in PUS research, specifically, by Jon 
Miller and colleagues for building scales of knowledge about science and biotechnology 
(e.g. Jon D. Miller, 1998; Jon. D. Miller & Kimmel, 2001; Jon D. Miller & Pardo,
2000). However, there remains an opportunity to build on their analyses in a number of 
ways, most notably by addressing directly the second important feature of the 
Eurobarometer data: its cross-national coverage. This second feature is much more
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evidently interesting and difficult than the first, from the perspective of a lay audience. 
It goes without saying that questionnaire items administered in several different 
languages and cultural contexts may carry varying meanings for respondents at these 
varying vantage points. Sensitive cross-national comparisons should therefore attend as 
carefully as possible to the question of whether they are comparisons of like with like. 
This must realistically be a question of to what extent rather than whether, since equally 
within languages and cultural settings, people bring their own frames of reference to 
bear on the surveys in which they participate. It is an empirical question at what point 
varying interpretations of questions become so diverse as to make comparisons 
meaningless and misleading.
This empirical question demands both qualitative and quantitative responses, and latent 
variable models can make a useful contribution to a quantitative response. Returning to 
our example, imagine that we pooled the data from fifteen European countries and, 
running a latent trait model, found a single dimension depicting attitudes towards GM 
food, which, using information from the measurement model, we interpreted as running 
from general positive attitudes at one end of the continuum to negative sentiments at the 
other end. The question then arises whether the same interpretation of the latent space 
is found if the models are run separately within each country -  for us this means, is the 
measurement model the same for every country? If it is, then statistically speaking we 
are dealing with approximately the same attitude continuum for every country, and we 
can plausibly make comparisons of the distributions of positive and negative attitudes 
between them. In technical terms, this means we fix the measurement model to be the 
same for each country, and allow the structural model to differ between them. If the 
measurement models are very different between countries, then the interpretation of the 
latent variable is likewise different, and this should serve as a warning against making 
simple comparisons between countries -  comparisons of unlike attitude traits. Although 
this is a straightforward analysis, it has not been used in any published studies of PUS 
data, to my knowledge. Of course other analyses and critiques, both quantitative and 
qualitative, have been published on the subject of comparative analyses in PUS, but 
none producing the particular insights that can be gained with latent variable models.
The empirical studies of three constructs each address these two features of the data: the 
categorical (mostly nominal) nature of the data, and the problem of cross-national 
comparisons. The analyses are used to glean as much information as possible about the
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ways in which the items fit together -  or do not fit together -  to represent the constructs 
we wish to model. The outcomes of the studies can be divided into three types: 
substantive, methodological and practical. The substantive findings should be of 
interest to the PUS community generally. The methodological insights into item 
functioning may be of interest to PUS survey analysts, and more broadly to others 
analysing attitudinal survey data. Finally, the practical implications are directed 
towards those designing future Eurobarometer surveys on biotechnology, and 
potentially to others fielding similar surveys on this topic. These implications concern 
the successes or difficulties found in using the items analysed in the studies to represent 
the constructs of interest.
Chapter 2 provides an outline of the substantive context for the case studies: the PUS 
research field and the task of gauging public perceptions of biotechnology using survey 
data. It explains the importance of obtaining accurate information on public opinion of 
this controversial technology, and describes three key challenges involved in analysing 
survey data on this topic: how to capture complex constructs, how to analyse ‘don’t 
know’ (DK) responses, and how to make valid cross-national comparisons. The main 
objections to the use of surveys for PUS research are also outlined. This chapter also 
introduces the three constructs on which the empirical studies are based: that is, positive 
and negative attitudes towards two applications of biotechnology, knowledge of biology 
and genetics, and engagement with science and with biotechnology. For each, a brief 
account is given of their significance for PUS, the ways in which they are usually 
measured using survey data, and the particular angle to be adopted in the corresponding 
empirical chapter.
Chapters 3 and 4 set out the theoretical tools for the empirical studies. Chapter 3 gives 
a brief sketch of the historical background of approaches to the concept of the attitude 
and its measurement, and presents a scheme or taxonomy of themes arising in 
attitudinal research, based on a review of relevant literature regarding measurement in 
social psychology. This forms a conceptual framework to aid the discussion of the 
latent variable models. In Chapter 4, latent trait and latent class models are introduced, 
with a formal statistical specification followed by a more conceptual discussion, using 
the taxonomy of themes from Chapter 3.
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The three empirical studies are presented in Chapters 5, 6 and 7. Chapter 5 focuses on 
models of positive and negative attitudes for two applications of biotechnology: GM 
food and therapeutic cloning. These biotechnologies, one agri-food and one medical, 
tend to elicit systematically different reactions from the public, so an informal 
comparison of models of attitudes towards them is of particular interest. The task for 
the chapter is to use latent class models to characterise types of support and opposition 
for these biotechnologies. Chapter 6 takes knowledge of biology and genetics as its 
theme, using latent trait models to investigate the properties of a scale of knowledge, 
with a particular interest in the insights gained by including DK responses as separate 
response categories. Chapter 7 investigates engagement, both with science and 
technology in general, and with biotechnology in particular. This construct is a newer 
topic of interest in PUS research and as such there is no clear steer from the literature on 
the best approach to modelling it, therefore both trait and class models are explored in 
this study.
The empirical studies thus comprise one study focusing on classes, one on traits, and 
one informally comparing the two. Each begins with a detailed examination of the 
British sample, using a selection of variants on the model in question to gain as much 
information as possible about patterns of association and item functioning in the data. 
The second half of each study extends the analyses to the full fifteen country samples, 
comparing measurement models between countries, and distributions of latent variables 
where appropriate. The final goal of each chapter is to find a well fitting representation 
of the construct being explored, for which the measurement model can be constrained 
sufficiently between countries to permit meaningful cross-national comparisons. 
Building on these models, Chapter 8 presents four simple loglinear analyses to explore 
the relationships between these measures and basic socio-demographic variables.
Chapter 9 reviews the empirical findings from the analyses, presenting them 
thematically in terms of substantive and methodological results, and practical 
implications for the design of future Eurobarometer surveys. It then offers some 
comments on the models used, including the performance of fit statistics and their use in 
model selection, and ways in which the analyses may be taken forward in future studies. 
The chapter concludes with a reflection on the potential value of these models in 
attitudinal survey research. The challenges involved in analysing these data are not 
specific to the Eurobarometer, nor to perceptions of biotechnology as a topic. Indeed
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the empirical studies are intended as examples that illustrate the use of latent trait and 
class models for attitudinal survey research more broadly: they provide us with usfeful 
diagnostic and substantive information about sets of survey items, and reconnect us with 
a rigorous approach to attitude measurement that has become uncommon in 
contemporary survey research in social psychology.
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2 The substantive context of public perceptions 
of biotechnology
This chapter sketches the substantive scene in which the case study analyses of the 
thesis are set. It begins by outlining why public perceptions of biotechnology are of 
interest at all and to whom, and continues with a brief description of the academic 
research area, Public Understanding of Science (PUS), in which studies of them are 
located. PUS is broad in scope, involving actors in a range of academic and non- 
academic fields, with a range of interests. But its core substance can be characterised in 
terms of a small number of key themes, which are assigned different emphases over 
time and between schools of thought within the field. Running across these varying 
interests is a continuing concern with surveys as research tools: their potential 
contributions to knowledge, and the drawbacks associated with their use. Such features 
are not peculiar to the substantive topic; they apply more generally to many applications 
of social survey research.
The three particular challenges for PUS surveys, introduced in Chapter 1, are elucidated 
further in Section 2.3: the task of capturing complex constructs, how to treat ‘don’t 
know’ responses in analyses when they are returned in high numbers, and how to 
conduct sensitive analyses of cross-national data. These are recurring themes in the 
empirical studies in this thesis, which are themselves framed around three constructs of 
key interest to PUS researchers: attitudes towards applications of biotechnology, 
knowledge of biology and genetics, and engagement both with science in general and 
with biotechnology in particular. Section 2.4 introduces these concepts, explaining how 
they have been operationalised in surveys to date, and how each empirical chapter will 
build on existing approaches to their measurement.
Before embarking on these studies it is apposite to address the main arguments 
opposing the use of surveys in PUS. In addition to commonly held and general 
reservations about the shortcomings of surveys as research tools, some vociferous anti­
survey stances are to be found within the field. Some PUS researchers would abandon 
them altogether -  and with them, the research questions which cannot feasibly be 
addressed with any other research method: that is, questions concerning the 
distributions of attitudes, beliefs, and other key psychological constructs, within and
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across populations. I take issue with the absolutism of this anti-survey school of 
thought in PUS, although I would not portray surveys as a panacea -  far from it. 
Surveys are not a suitable method for every research question. Where they are 
appropriate, they can always be developed and improved. There are notable calls in the 
published literature for more critical methodological attention to be given to the 
measurement of constructs and concepts for PUS with survey data. This thesis is a 
response to such calls.
2.1 The significance of biotechnology for the public, and of the
public for biotechnology
The most basic reason for studying public perceptions of biotechnology is that 
biotechnology has the potential to transform our lives, even the nature of life itself -  
while in its turn, the public potentially has the power to determine whether it will do so. 
The use of the singular term ‘biotechnology’ belies the diversity of its application, 
however. In agriculture and food production, the so-called ‘green’ biotechnologies, it 
includes genetic modification of crops for a range of purposes, such as increasing their 
resistance to pesticides, producing their own insecticides, improving their taste or 
increasing their shelf-life. Industrial, ‘white’ applications of biotechnology use living 
cells and enzymes for a range of purposes, replacing traditional chemical processes that 
were less efficient or that produced more waste. A prime example of white 
biotechnology is the use of plants as an alternative to conventional sources for the 
manufacture of plastics and fuels. Medical, ‘red’ applications include genetic 
interventions to fight diseases, cloning human organs for transplant, a range of 
pharmaceutical applications, including the production of medicines and the study of 
genetic influences on responses to them (known as pharmacogenetics), and a host of 
uses, both medical and non-medical, for human genetic data. It should be noted, for 
clarification, that in speaking of biotechnology in this thesis, I refer to what is 
sometimes termed ‘modem biotechnology’, that is, technologies involving 
modifications at the level of the gene, dating back to the discovery of recombinant DNA 
in the early 1970s. A few sources still use the term to refer also to any technology 
making use of biological systems in general (see Torgersen et al., 2002 for a brief 
outline of terminology), which would make for quite a different discussion.
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Just as biotechnologies can be classified by area of application, they can be grouped, 
informally, by the levels of controversy surrounding them. On one hand are a range of 
universally endorsed applications, such as using biotechnology to produce insulin to 
treat diabetes, or for purposes of environmental repair or bioremediation -  for example, 
to clean up oil slicks. On the other hand are a cluster of biotechnologies which spark 
considerable media attention and public debate. For example, medical applications 
involving the use of stem cells, or any described in terms of ‘cloning’ tend to be 
contentious, and agri-food applications have had a high political profile over the last 
decade. Indeed, levels of controversy vary not only between applications but also over 
time and between interested parties. In the early 1970s, when Cohen and Boyer’s 
development of recombinant DNA technology realised the potential of ‘genetic 
engineering’, as it was known then, debates about the safety and ethics of such a 
technology took place mainly amongst scientists and interested professionals. It was 
not government officials, nor civil society, nor the public, but scientists who in 1974 
called for a voluntary moratorium on the use of certain recombinant DNA experiments, 
pending an international conference to consider the implications and regulation of this 
new powerful technology (Berg et al., 1974). Although the proceedings of this 
conference, held at Asilomar 1975, were reported in the press, biotechnology retained a 
relatively low public profile for the next few years.
It was only in the late 1990s that public controversy burgeoned (Bauer & Gaskell,
2002). Two significant events served to ignite the debate. In 1996 a shipment of soya 
from the US arrived in Europe -  a cargo containing, for the first time, a fraction of 
genetically modified (GM) soya crops. Other GM products had recently been enjoying 
passable sales -  for example, Zeneca’s tomato puree, clearly labelled with its GM 
content, had been successfully sold in the UK. But the absence of labelling of the GM 
content in this soya catalysed an outburst of debate about the safety and desirability of 
GM products, and about the trustworthiness of food producers and regulators. The 
following year, scientists at the Roslin Institute in Edinburgh announced the birth of 
Dolly the sheep, cloned from an adult sheep cell, fuelling outcry over the potentially 
fantastical implications of human reproductive cloning.
These events marked a watershed in the development and reception of biotechnology 
among the public, especially in Europe (Grabner, Hampel, Lindsey, & Torgersen, 
2001). Partly as a result of public protests over the soya imports, the European Union
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(EU) adopted an unofficial moratorium on the approval of GM crops between 1998 and 
2004, in spite of its political consequences. The moratorium was ruled illegal by the 
World Trade Organisation in 2006, in response to a complaint from the US, Argentina 
and Canada, and a host of third party countries exporting GM crops. But Europeans 
have not been alone in their reservations about GM crops and food. Osgood (2001) 
charts the global scale of public and civil society reactions to the impacts of plant 
biotechnologies, across different economic and geographical contexts. In high income 
countries, salient objections centre around the perception of GM crops as artificial 
products, with the potential to spread into and contaminate their unspoilt, natural 
environs; the widely used term ‘Frankenfoods’ is redolent of the freakish, unanticipated 
consequences of human ambition run wild. In developing countries, salient objections 
are grounded in the immediate consequences of GM technologies on the success and 
development of agriculture, which itself is more immediately a matter of survival for 
many people. Multinational firms such as Monsanto promote the potential of GM 
technology for overcoming natural hazards to crop success. But their corporate 
concerns for protecting their investments are a cause for consternation. Under 
widespread pressure, Monsanto very publicly declared a halt on developing proposed 
‘terminator gene’ technology for preventing crops from reseeding (Shapiro, 1999), 
which would have the dual effect of protecting their investments, and perpetuating a 
relationship of dependence between farmers and seed producers.
Different concerns and emphases are present in debates surrounding medical 
applications of biotechnology. For example, ‘therapeutic cloning’, which will be 
addressed in the empirical chapter on attitudes in this thesis, involves using cloned 
embryonic stem cells as host cells from which tissues and organs can be grown for 
transplant. The principal controversy over the use of embryonic stem cells concerns the 
moral implications of destroying embryos in this process. Debates about this 
technology therefore contain a strong religious element, often mirroring arguments 
surrounding abortion. Correspondingly, the regulation of stem cell research varies 
cross-nationally, in a way that echoes the religious or cultural climate in the country. 
For example, in the UK, scientists may draw on stocks of unused embryos created in the 
course of in-vitro fertilisation processes, for use in stem cell research. In the US, by 
contrast, where objections based on religious principles are voiced loudly, sources of 
embryonic stem cells for federally funded research are strictly limited to a number of 
stem cell lines created before 2001. Internationally, regulation remains a site of
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difference and disagreement between governments. For example, the UN Declaration 
on Human Cloning (UN, 2005) is strongly supported by the US administration, but is 
rejected by UK on the grounds of its absolutism and concomitant prevention of progress 
in the field of medical biotechnology.
Perceptions of these technologies vary, then, between applications and between cultural 
contexts. In Europe, public opinion is generally held to be negative towards GM crops 
and food, but positive towards therapeutic cloning; in the US, the opposite pattern is 
found (Gaskell, Thompson, & Allum, 2002; National Science Board, 2004). In both 
applications of biotechnology, governments draw on public opinion data in the course 
of policy formation -  be it in the context of trade disputes, international treaties or the 
development of infrastructure for scientific research and for the science industry. It is 
not only politicians who make reference to public opinion: scientists in industry and 
academia; academics in other disciplines such as social scientists and political scientists; 
civil society and interest groups; and the mass media, all quote survey data on public 
perceptions to defend their positions and illustrate their arguments. The general 
influence of public opinion on the development and use of biotechnology is now widely 
recognised (Puhler, 2002), and the study of public perceptions of biotechnology is 
becoming an increasingly important exercise.
2.2 The Public Understanding of Science (PUS) research field
Studies of public perceptions of biotechnology fit within a much broader area of 
research commonly known as the Public Understanding of Science (PUS). It is quite a 
task to delineate the boundaries of this field, even at the most basic level -  not least 
because there is no absolute consensus on the definitions of the terms ‘public’, 
‘understanding’ and ‘science’ themselves (Gregory & Miller, 1998). Debates 
surrounding the meanings of these terms are complex, and it is not of great relevance for 
this thesis to rehearse them here, other than to qualify that for the most part, the 
acronym PUS is recognised as referring to science and technology as a broad category. 
Although some would stress that this thesis concerns PUST studies, with ‘Technology’ 
added at the end, PUS remains the more widely used short-hand term, and as such I will 
use the latter.
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To give a working definition of PUS -  blunt, but adequate for the purposes of this report 
- 1 would say that PUS research concerns the representations of science and technology 
created and held by the public, along with their knowledge of science and technology 
and their engagement with it, and the range of values they bring to bear in 
understanding and reacting to it, such as ethical and moral concerns, political 
convictions and religious values. Studies of the public’s perceptions of science and 
technology often focus on the relationships between particular perceptions and 
particular socio-demographic characteristics, such as age, sex, level of education, and a 
number of group-level social identities -  perhaps foremost, nationality. PUS is often 
concerned with the roles of actors in the field of science and technology; notably the 
academic scientific community, industrial science, politicians, interest groups and the 
mass media. The dynamics between these science actors, and between these and the 
public, form the framework for PUS activities. Indeed ‘activities’ may be a more apt 
word than ‘research’ to describe a field whose normative components are characterised 
by some as a ‘movement’ (e.g. Bauer, 2003).
PUS as a movement for the popularisation of science has a very long history (Bauer,
2003). The modem period of PUS is commonly thought of as spanning the last fifty 
years, approximately. For example, Miller (1992) identifies 1957 as the year marking 
the beginnings of significant work on PUS in the USA, in the form of the US National 
Association of Science Writers’ survey of attitudes towards science and technology 
(Withey, 1959). In Britain, PUS activity is said to have begun in earnest with the Royal 
Society’s 1985 report (Bodmer, 1985), and the subsequent formation of the (now 
disbanded) multi-agency Committee on the Public Understanding of Science, from 
members from the Royal Society, Royal Institution, and British Association for the 
Advancement of Science. In addition to these and many other national research 
programmes, cross-national studies have played a prominent role in the field, 
particularly those employing survey research. The European Commission sponsored 
Eurobarometer surveys began to address topics of science and technology as early as 
1977.
The field of PUS is highly politically charged, in two senses. Firstly is the sense in 
which it is directly affected by and directly impacts on the development and uptake of 
biotechnology. The fact that many historical accounts of PUS research select particular 
government reports or government-commissioned reports as milestones in its trajectory
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is testament to sense in which PUS is often Political, with a capital ‘P’ (e.g. S. Miller,
2001). But there is also the sense in which PUS is always political with a small ‘p ’, in 
that it is shaped to such a great extent by normative concerns and motivations. Bauer, 
Allum, & Miller (2007) describe three such dominant themes, corresponding to three 
phases which characterise the recent history of PUS.
From the 1960s to mid 1980s, they explain, the focus of attention in PUS was on 
‘Scientific Literacy’. Research efforts were directed towards assessing whether 
members of the public held sufficient knowledge of science to be able to engage in 
debates and decision-making in science policy. Knowledge of science was assessed by 
means of small sets of items in social surveys. According to the well known ‘deficit 
model’ of the public’s relationship with science, the layperson was presumed to be 
deficient in knowledge, and formal education was seen as the route by which this 
shortfall should be addressed, as a prerequisite for enabling science policy to be made 
on democratic terms.
A shift in focus occurred in the mid-1980s, and Bauer et al. identify this period, from 
1985 until the mid-1990s, as the heyday of ‘Public Understanding’. In this research 
programme a deficit on the part of the public was still perceived, but not so much in 
terms of knowledge as in terms of attitudes -  specifically, positive attitudes towards 
science and technology. Knowledge remained an important accompanying focus, 
however, based on the premise that increased knowledge about science should 
correspond to increased enthusiasm for it. But in research terms, the focus of attention 
shifted to measuring attitudes towards science and towards science actors, through a 
wide range of research tools, both quantitative and qualitative. The lasting influence of 
this theme in the research field is demonstrated by the fact that ‘PUS’ is still a widely 
recognised acronym which may be used to refer to almost any research or activities 
concerned with the relationship between the public and science.
The most recent phase in PUS, from the mid-1990s until the present day, is the project 
known as ‘Science and Society’. This new paradigm also centres on a deficit, but this 
time one which lies with science experts. Granted, the public may not be as positive 
about science or know as much about science as the scientific community would like. 
But perhaps the scientific community is likewise deficient in its understanding of the 
public, and perhaps it is therefore responsible to some extent for public alienation from
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science. In this phase of PUS, public engagement with science is key, and in many 
current initiatives, Bauer et al. (2007) note that social scientists are required to take on 
the role of ‘angels’ -  mediating and bolstering dialogue between scientists and the 
public. Favoured research methods in this phase have been largely based around 
participation projects and forms of action research, rather than traditional surveys.
The different directions and emphases of these three phases are not incommensurate; 
Bauer (2003) portrays them as representing not so much a linear path as a multi-way 
expansion of research questions and concerns. These questions and concerns share a 
common methodological problem: how to operationalise the concepts they seek to 
understand. First was the question of how to measure the public’s knowledge, then how 
to measure their attitudes, and finally how to measure their engagement with science 
(Bauer et al., 2007). This is of course a simplification of a diverse research field. 
Nevertheless, Bauer et al (2007) contend that among the many research needs, questions 
and obstacles in PUS is an enduring need for good survey indicators of key constructs. 
Three of these key constructs will be investigated in the empirical studies in this thesis. 
They will be outlined in some detail in Section 2.4, following the general introduction 
to social surveys in PUS, in the next section.
2.3 Social surveys in PUS research
Surveys have enjoyed a continuous and influential presence in PUS research since its 
early days (von Grote & Dierkes, 2000). Withey’s 1957 survey, for example, is a 
milestone often cited as marking the start of modem PUS research in the US (Jon D. 
Miller, 1983). Following this landmark study, surveys continued to be used in earnest 
from 1979 via the US National Science Board’s biennial Science Indicators survey. In 
the UK, significant survey research originated in a study by Durant and colleagues in 
the late 1980s (Durant, Evans, & Thomas, 1989), and continued with several surveys 
either partially or completely dedicated to PUS topics, including modules in the British 
Social Attitudes series, a survey sponsored by the Wellcome Tmst, and a number by 
government departments and government-commissioned bodies. These two examples 
are from a large number of countries in which surveys covering PUS topics have been 
fielded. For comprehensive reviews of surveys on public perceptions of biotechnology, 
see Hamstra (1998) and Sturgis and Allum (2006).
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From an early point in the use of national public opinion surveys, efforts have been 
made to replicate questions in different countries. For example, a small set of items 
relating to knowledge of science and technology have been used recurrently in many 
country-specific surveys (see Section 2.4.2). More systematic comparative surveys 
have become the dominant reference points for cross-national comparisons of public 
opinion. The European Commission’s Eurobarometer series provides the most 
significant contribution to this area of enquiry. These surveys are fielded at regular 
intervals in all EU countries, often repeating certain sets of survey items from wave to 
wave, providing a valuable source of trend data with a broad coverage of countries 
(Durant et al., 2000). Eurobarometer surveys have included modules on biotechnology 
in 1991, 1993, 1996, 1999, 2002 and 2005. My empirical studies use data from the 
2002 survey, fielded in the then fifteen member states, with samples of approximately 
1,000 per country, selected using multi-stage stratified random sampling.
Standard social surveys on perceptions of biotechnology which use methods of 
probability sampling are expensive to field, and yet remain somewhat under-analysed. 
Perhaps this is partly explained by fondness of the mass media for reporting headline 
percentages, rather than detailed analyses of the relationships between variables. 
Arguably, however, biotechnology surveys do not always lend themselves well to such 
opinion poll-style reporting. Three key features of these surveys make the application 
of careful multivariate analyses an important part of understanding the information they 
contain. These features reflect three significant challenges which are commonly 
encountered in survey research -  to a greater or lesser degree, depending on the subject 
matter and coverage of the survey. The following sections outline these challenges, 
particularly with the Eurobarometer in mind, since this is the focus for the empirical 
chapters.
2.3.1 Capturing complex constructs
The psychological constructs in which PUS researchers are interested are by definition 
not directly observable, and are often complex. In order to investigate attitudes towards 
GM food, for example, it would be inadvisable to simply pose the question, ‘what is 
your attitude towards GM food?’. Such a general question would be cognitively 
difficult for respondents, and would elicit a range of types and amounts of information 
from different people. The conventional and better approach is to prompt respondents
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by asking a number of specific, focused questions, and analysing answers to them in 
combination to reach a representation of the construct of interest. So in order to 
investigate attitudes towards GM food, we might ask respondents whether they think it 
is risky -  that is, ask them to evaluate an object (GM food) in terms of an attribute 
(riskiness). Or we might ask them about relevant behaviours -  for example, have they 
ever bought GM food? Or would they consider doing so, hypothetically? Having 
teased out more manageable, discrete elements of the construct with these specific 
questions, however, does not make the survey unproblematic. Individual items of this 
type can also be challenging for both respondents and survey analysts, albeit in different 
ways.
A key challenge of biotechnology as a survey topic is the fact that it is unfamiliar to the 
average respondent -  although some applications are more widely known than others, of 
course. For example, in the most recent Eurobarometer on biotechnology, fielded in 
2005, 20 per cent of the population of the 25 member states had not heard of GM food 
before, while 73 per cent had not heard of pharmacogenetics (Gaskell et al., 2006). 
Low levels of familiarity about a topic raise questions about the meaningfulness of 
people’s responses to survey items about it. However, such questions are not limited to 
surveys of unfamiliar subjects. In a sense, they are simply a special case of a more 
general and longstanding concern in survey research -  that of trying to understand the 
precise nature of the relationship between respondents’ perceptions and opinions, and 
their answers to questionnaire items.
Chapter 1 pointed out in simple terms the problem that the responses given to individual 
survey questions are the product of a host of influences, some internal and some 
external to the survey researcher’s focus of interest. Empirical research shows that on 
repeated asking (over time or in different experimental conditions), an individual’s 
responses to the same question can vary a good deal, especially if he or she does not 
already hold a firm conviction on the issue. Paul Lazarsfeld famously uncovered this 
effect in a panel survey of political opinions, in which a startling amount of oscillation 
between preferences at the individual level was concealed beneath stable distributions 
of opinions at the aggregate level (Lazarsfeld, Berelson, & Gaudet, 1948). His finding 
led- to a number of competing explanations of survey responses, most notably 
Converse’s (1964) ‘black-and-white’ model, which distinguishes between those 
respondents who hold fixed, ‘true’ opinions -  whose responses to questions change little
32
if  at all between panel waves -  and those whose responses vary, as if randomly, and 
which are termed ‘non-attitudes’. Converse’s model resonates well with the languages 
of psychometrics and educational testing, where the term ‘measurement error’ is used to 
describe responses which do not logically tally with the underlying ‘true’ abilities or 
attributes measured in tests.
The terms ‘non-attitude’ and ‘error’ may appear to the non-psychologist to entail 
unfortunate negative connotations. So it is important to note that ‘error’ essentially 
simply means departure from an expected pattern, and that ‘non-attitudes’ simply 
denote unstable response patterns -  neither of which should be classed as invalid 
responses. Converse stressed that people with few or no pre-considered views on a 
topic do not actually answer survey questions randomly. Rather, in fashioning their 
responses they draw on a range of ideas, beliefs and considerations available to them at 
the time -  something analogous to an ‘apperceptive mass’ (Converse, 2000). The 
precise way in which they draw on and process this information is itself the subject of a 
number of alternative theories.
Zaller and Feldman (1992), for example, suggest that a survey respondent forms his or 
her answer to a particular question at the moment of asking by averaging across a 
sample of ideas and considerations. These ideas may be diverse, or even logically 
speaking dissonant, and some ideas will be more salient than others. Saliency might be 
attributable to factors external to the questionnaire, such as media coverage of the 
survey topic (see Bauer, 2000 re the media in relation to biotechnology), or personal 
experiences. Some considerations might be salient as a result of factors internal to the 
questionnaire; perhaps powerful imagery or significant sub-text contained in question 
wording, or the framing effects of the order in which questions are posed. In PUS 
surveys, for example, Gaskell, Wright, and O'Muircheartaigh (1993) show how 
questions testing respondents’ knowledge of biotechnology affect responses to 
subsequent questions asking about their interest in the topic.
When data suggest that some considerations have been salient for respondents because 
of the characteristics of the survey instrument rather than the substantive topic, the over- 
sampling of such considerations is commonly termed a ‘response effect’. A wealth of 
literature documents this phenomenon (see e.g. Dillman, 2000). As well as the framing 
effects resulting from question ordering, response effects can be induced by the way in
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which a question is posed. For example, social desirability bias occurs when 
respondents answer a question so as to please the interviewer, or conform to social 
norms. Over-reporting perceived ‘good’ behaviours, such as taking exercise or eating 
healthy foods, is an example of this. Response effects can often be induced by the 
response options offered. For example, selecting from a list of options can involve 
vulnerability to memory biases (primacy and recency effects), and some responses per 
se can be more commonly chosen in certain types of respondents. For example, 
‘acquiescence bias’ is the tendency to give positive responses (to ‘agree’, or say ‘yes’, 
or ‘true’).
According to Zaller and Feldman’s theory, saliency is positively related to accessibility, 
with more recently considered issues being more accessible. Respondents who are 
more involved with the subject matter of the survey should then have easier access to 
considerations pertinent to it, and their sample of considerations should contain fewer 
contextual factors than those of respondents who are unfamiliar with the substantive 
topic. This implies that we should expect contextual factors, including response effects, 
to have a significant presence in survey data on unfamiliar topics such as biotechnology. 
However, it remains to be shown conclusively that response effects really occur more 
frequently in such a scenario. While some survey researchers find that selected types of 
response effect are related to issue involvement (Bishop, 1990), others investigating a 
range of response effects find no evidence of a relationship between the occurrence of 
these and respondents’ certainty, intensity of attitudes and the personal importance of 
the survey topic to them (Krosnick & Schuman, 1988). Response effects, then, should 
be a matter of concern for all social surveys -  not just those on unfamiliar topics.
2.3.2 ‘Don ’t know’ (DK) responses
Given that biotechnology is an unfamiliar topic, it is no surprise to learn that surveys 
about it tend to return high rates of DK responses. Recalling the earlier examples of 
GM food and pharmacogenetics from the 2005 Eurobarometer, when asked, ‘Do you 
think GM food should be encouraged?’ 16 per cent of respondents across the 25 EU 
member states responded ‘don’t know’. On being posed the same question in relation to 
pharmacogenetics, 33 per cent said they didn’t know.
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Albeit 33 per cent is a high DK response rate, as social surveys go, it is rather lower 
than the 73 per cent of respondents who said they had not heard of pharmacogenetics 
before taking part in the survey. Apparently a good proportion of these respondents 
have formed their judgements ad hoc, for the purposes of answering the survey 
question, rather than revealing stable, previously considered preferences. The 
willingness of respondents to make a spontaneous evaluation of an unfamiliar topic is a 
well known phenomenon. Gill (1947) found that 70 per cent of a sample of respondents 
could be persuaded to offer a non-DK response when asked their opinion on a fictitious 
‘Metallic Metals Act’.
The way in which a survey is administered can dramatically affect DK response rates: 
they can be increased when DK is explicitly offered as a response alternative, and can 
be reduced by pressing unsure respondents to say what their opinion would be if they 
had to choose, or had to give their best guess in response to a factual question. Advice 
from survey researchers is mixed as to whether to disallow, allow or encourage DK as 
an answer. There are a number of reasons for retaining it as a valid response option. 
Firstly, in the light of the preceding discussion of response variability and quality, it can 
be argued that forced responses are compromised in quality, or at the least, not worth 
the extra cost of obtaining them (Sturgis, Allum, Smith, & Woods, forthcoming).
Secondly, it might be contended that DK is meaningful response. On one hand, it could 
be seen as an important signal to the survey designer that an item does not work very 
well. For example, Coombs and Coombs (1976-1977) suggest that a DK response may 
be due to a mismatch between respondent and survey instrument, with the respondent 
being unable to map his or her true position on to one of the response options offered -  
perhaps because that position lies between or across several categories, or because the 
categories themselves are too vague, or because they are simply not relevant. On the 
other hand, a DK response might be interpreted as a substantively meaningful statement 
on the part of the respondent. For example, it may not denote lack of a suitable 
available answer so much as an explicit expression of self-doubt (Bauer & Joffe, 1996), 
specifically in relation to the topic in question, or generally in relation to oneself. In 
more extreme interpretations, DK responses may denote disengagement, apathy or 
alienation from the topic (Jodelet, 1996), or more radically, disengagement from the 
research instrument, regarded as a means of the colonisation of the life-world (Turner & 
Michael, 1996).
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To investigate the ‘meaning’ of DK responses in the Eurobarometer would require 
other, qualitative studies, and is not the focus of this thesis. The point of departure is 
that it is the policy of the designers of the Eurobarometer on biotechnology to allow DK 
responses, and that survey participants choose to give this response in relatively high 
numbers. The question for this thesis is how to treat them in analyses.
When there are very few DK responses, so few that we cannot confidently say anything 
useful about them (for example, in terms of associations with other variables), it is 
generally regarded as acceptable to exclude DK responses from analyses, even though 
one would probably be optimistic in thinking that they were randomly distributed. 
Respondents might be deleted listwise from analyses, or some method used to impute 
missing values, or the estimation method used for the analysis may be able to deal with 
missingness in some other way (see e.g. Full Information Maximum Likelihood in 
Chapter 4).
Where there are high rates of DK responses, however, discounting them is cause for 
greater concern. Listwise exclusion of respondents giving DK answers then results in a 
considerable loss of information, and quite probably the removal of a section of 
respondents who differ systematically from those who give substantive responses. 
Indeed, in an analysis of Eurobarometer data, Bauer (1996) found that DK responses to 
biotechnology items were more likely to be found amongst respondents who were older, 
less affluent, less highly educated, and who consumed less news media. So DK can in 
some instances be couched as a response effect, attributable jointly to the nature of the 
survey and the respondent, similarly to effects such as acquiescence bias.
An alternative, common approach to dealing with DK responses is to recode them for 
the purposes of analysis. For example, in the case of an ordinal Likert response scale 
with an odd number of categories, it is typical to interpret DK as a neutral response, and 
to recode it as a middle category. The motivation for doing this is strong if  the 
researcher wishes to analyse the variable as if it were measured at the ordinal or interval 
level. In the context of this thesis, a particular concern is the common practice of 
recoding or dropping DK responses in order to apply factor analysis to the data. Using 
factor analysis for ordinal data is a separate concern that will be discussed in Chapter 4. 
Putting to one side the model applied to the data, the practice of recoding DKs as 
middle response categories is rarely accompanied by any empirical justification.
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A simple way to improve survey analysis, where high DK rates are returned, is to treat 
DK as a separate category in a nominal variable. This is the approach adopted in the 
empirical studies in the thesis.
2.3.3 Cross-national comparisons
The challenge of cross-national comparisons is clearly not pertinent to all social survey 
research. However, it is undoubtedly increasing in importance, with recent years 
witnessing a considerable growth in the development of cross-national survey 
programmes. In the area of social and political attitudes, the European Commission’s 
Eurobarometer surveys have been fielded biannually since 1973 in all member states, 
with additional ‘flash’ Eurobarometers used on an ad hoc basis to gauge immediate 
public reactions to topical issues. In the context of an enlarging EU, the coverage of 
these surveys has been expanded, with barometers for central and eastern Europe, and 
candidate countries. The Eurobarometer has inspired similar programmes in other 
regions: the Latinobarometro, launched in 1995; the Afrobarometer, launched in 1999; 
the Asianbarometer, covering east Asian countries since 2001; and the Asiabarometer, 
fielding surveys in southern, southeast and central Asia since 2003. Other notable 
contributions to the study of social attitudes have been made by the European Values 
and World Values surveys, since 1981, and the International Social Survey Programme, 
since 1982, as well as more recently by the European Social Survey, first fielded in 
2002.
Cross-national studies of social attitudes may be approached from a broad range of 
theoretical perspectives. In social psychology such studies would more usually be 
described as cross-cw/tara/, with a corresponding de-emphasis on the political 
framework of the nation state. In more politically oriented academic disciplines, a great 
deal of literature has been devoted to the ‘comparative method’, and a number of 
classifications have been proposed to clarify the different concerns and emphases 
entailed in cross-national comparative studies. For example, Kohn (1987) distinguishes 
between those in which the nation is the object of the study; those in which the nation 
provides the context in which to understand some social phenomenon; those in which 
the nation is a unit of analysis in a larger scheme; and those in which the nation is a 
component of a transnational system. The types of analysis carried out using 
Eurobarometer and similar social survey data tend to fall under the second of these
37
types, with varying emphases given to the role of the country in explaining attitudes, 
values and institutions (Arts & Halman, 2002). In the standard Eurobarometer 
biotechnology reports, for example, the primary and immediate objective is to describe 
differences and similarities between countries in terms of their populations’ attitudes 
towards biotechnology. These patterns carry considerable political and economic 
significance, and are the subject of a great deal of interest from a wide range of science 
actors. In addition, however, a notable strand of comparative research in PUS is given 
to explaining such similarities and differences and their trends over time, in terms of 
transnational patterns linked to processes of industrialisation and secularisation (e.g. 
Durant et al., 2000), reminiscent of similarly broad theories of changes in social values 
(e.g. Inglehart, 1990).
Regardless of the particular theoretical orientation adopted, all analyses employing data 
from comparative survey programmes such as the Eurobarometer share the challenge of 
how to make valid comparisons between countries (see e.g. Harkness, van de Vijver, & 
Mohler, 2003). ‘Valid’ broadly means, in this context, comparing like with like -  that 
is, to what extent do items take on the same meanings in the countries on which they are 
being compared? Or more realistically, to what extent are meanings sufficiently similar 
across countries to enable comparisons to be made between them?
There are many simple ways in which item meaning can vary. If a survey is 
administered in a number of different languages, the comparability of translations is 
immediately called into question. The relationship between language and meaning is 
well known to be complex -  it is a theme with a long history in philosophy and 
psychology. Arguably some concepts simply do not translate between languages at all 
(Elder, 1976). Linguistic issues are commonly addressed by teams of researchers 
representing the different languages in which a questionnaire is administered, alongside 
thorough back-translation tests. But language is, of course, only one element of culture 
which can contribute to differences in item meaning.
‘Item bias’ is the broad term used to denote scenarios in which items apparently take on 
different meanings between groups of respondents. If the content of some items has 
varying cultural significance, construct bias can result when these items are combined 
into a composite measure. Indicators of political activism, for example, would be 
expected to vary markedly cross-nationally. In addition, however, the survey
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instrument itself may play a role in obscuring cross-national comparisons. For example, 
acquiescence bias is observed more often in respondents from certain cultural groups 
(Smith, 2003). Culturally specific response styles are given the general term ‘method 
bias’ by Van de Vijver and Leung (1997).
Identifying and allowing for cross-national differences in the relationship between the 
survey and the respondent -  be it in terms of item meaning or response style -  is the key 
challenge in cross-national survey research. There are many ways in which the task of 
identifying and dealing with these differences can be addressed. Traditionally, cross­
national survey research should draw heavily on supporting qualitative data on the 
cultures and languages involved in the survey. Another approach, not widely used in 
survey research to date, is to exploit the potential of statistical models for identifying 
items which ‘function’ in different ways between groups. The empirical studies in this 
thesis will employ statistical models precisely for this purpose. The details of these are 
reserved for Chapter 4, when the technical specifications of the models are presented.
2.4 Three social psychological constructs central to PUS research
The three constructs investigated in the empirical chapters correspond to the central 
variables of interest in the three phases of PUS research described by Bauer et al. 
(2007). My empirical work begins with the task of measuring general (positive and 
negative) attitudes towards biotechnology, specifically on two applications: GM food 
and therapeutic cloning. Recall that attitudes were the focus of interest in the Public 
Understanding paradigm. Next is the measurement of knowledge about biology and 
genetics, of central interest in the Science Literacy era, and still a somewhat contentious 
issue. The final construct explored is engagement with science and technology -  a key 
theme in the current Science in Society turn. The data for these analyses are all from 
the same survey wave, to allow some simple analyses of associations between the 
constructs, presented in Chapter 8.
There are many other phenomena which could have been chosen for this report -  for 
example, perceptions of risk are a significant ongoing theme in PUS; the role of 
religious, moral, and political values are increasingly of interest; and trust in science 
actors is arguably of equal importance to engagement in the Science and Society 
paradigm. The three constructs were chosen partly because of their clear substantive
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importance, and partly, given the available data, because they entail a balanced selection 
of methodological questions and concerns arising in PUS survey analyses, which can all 
be addressed effectively with latent trait and class models. The sections below describe, 
in non-technical terms, some of the ways in which each construct has been 
operationalised using survey data to date, drawing focus towards the most promising 
approaches suggested by the literature. These will be taken as the points of departure 
for each of the empirical chapters.
2.4.1 Positive and negative attitudes towards biotechnologies
The first construct of interest is very broad, and not surprisingly, over the years a 
plethora of questions have been posed to respondents on this subject. In their review of 
surveys, Sturgis and Allum (2006) list 817 different questions used to gauge attitudes 
towards the ‘red’ biotechnologies alone. These range from questions asking 
respondents to speculate on its future (will life be made better or worse by it, in the long 
term?), to behavioural questions (would you consume it?) to evaluative questions (do 
you approve of it?).
A useful initial distinction to make when discussing this topic is between those 
questions which ask for opinions of biotechnology in general, and those which ask 
about specific applications of biotechnology. For the former, a common approach, 
which has been used for example in the Eurobarometer since 1991, is to ask respondents 
whether each of a number of technologies will improve our lives in the foreseeable 
future, or make them worse, or make no difference either way. This ‘technological 
optimism’ measure provides an interesting indicator for comparisons with other 
technologies over time -  with biotechnology losing favour amongst the European public 
during the 1990s, hitting a nadir in 1999 but steadily recovering support subsequently 
(Gaskell et al., 2006). However, it makes no pretence to capture anything beyond 
respondents’ basic intuitions with reference to a very broad class of technologies, with 
which, as I noted above, the average respondent is rather unfamiliar.
An alternative approach to capturing general attitudes is to calculate a composite 
indicator from a set of questions covering a range of aspects of a selection of different 
technologies. With this strategy, it is the researcher who produces a single indicator of 
attitudes, by averaging over a range of considerations on behalf of the respondent. This
40
approach has been criticised quite heavily (see e.g. Pardo & Calvo, 2002), mainly for 
attempting to capture too heterogeneous a phenomenon in a single measure. The 
phenomenon is so diverse that any single scale will always be open to the charge of 
bias, due to the questions included in and excluded from the scale. General measures of 
this kind tend to be considered of limited use in application too: in analyses they 
generally do not exhibit good scaling properties, and have less predictive validity than 
measures capturing attitudes towards single applications of biotechnology (Evans & 
Durant, 1995).
It is not surprising that measures of general attitudes suffer from problems such as these. 
A good deal of PUS research demonstrates that people tend not to view every 
biotechnology in the same way, but discriminate quite sharply between them. A 
striking and recurring finding from the literature is that ‘red’ applications of 
biotechnology receive notably more support than ‘green’ applications amongst 
Europeans (e.g. Bauer, 2005). But it is not simply the case that people judge medical 
biotechnologies more favourably than plant biotechnologies; it is apparent that they also 
judge them differently. These different structures of attitudes towards different 
applications of biotechnology have become a longstanding interest in PUS.
To give an example, the role that perceptions of risk play in people’s evaluations of 
biotechnology has been a continuing conundrum. It has been widely assumed in the 
expert community that public aversion to GM food, for instance, is motivated by alarm 
regarding the possible hazards associated with it. Science communication programmes 
have therefore focused on allaying such fears. But research suggests that is it not so 
much the presence of risk as the absence of benefits that underlies people’s broadly 
negative reactions to GM food (Gaskell et al., 2004). Indeed, to take a contrast, 
therapeutic cloning tends to be perceived as risky, but broadly supported nonetheless -  
it is apparently worth the risk (Gaskell et al., 2003). So perceptions of high risk do not 
go straightforwardly hand in hand with negative overall attitudes. In fact it seems that 
the layperson’s approach to risk assessment is quite different from the cost-benefit 
calculus of the risk analyst. Some theorists reason that affective evaluations play a 
significant role in cuing assessments of the riskiness of a technology (Slovic, Finucane, 
Peters, & MacGregor, 2002). Others contend that it is more appropriate to conceive of 
risk perception simply as one of the many elements comprising a social attitude, rather 
than as phenomenon sui generis (Allum, 2002; Eiser, 2001). In this formulation, risk is
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amongst a number of potentially relevant considerations, in Zaller and Feldman’s 
terminology, which contribute to overall positive or negative evaluations of a 
technology. For some people risk might be a salient consideration, whilst for others, 
moral and ethical concerns may take a more prominent role in their evaluations. In this 
vein, Hviid Nielsen, Jelsoe, and Ohman (2002) distinguish between two classes of 
biotechnology sceptics, based on ‘modem green’ and ‘traditional blue’ resistance. The 
former reason against biotechnology by balancing risk against benefits in a utilitarian 
framework, while the latter’s opposition is framed around moral value judgements, 
including traditional worries about tampering with nature, and ‘playing God’.
Despite the focus on attitudes in the Public Understanding project of PUS, Pardo and 
Calvo (2002) note that the measurement of attitudes has been the subject of very little 
explicit critique -  barring the considerable critique from those who object to its 
measurement altogether (see Section 2.5 below). Their own methodological assessment 
of one of the widely used scales of general attitudes is very critical in tone. A more 
enthusiastic contribution is made by Pardo, Midden, and Miller (2002), who use a factor 
analysis to create a two-dimensional model from a set of items in the Eurobarometer 
which ask respondents to judge several biotechnologies individually on four criteria: to 
what extent they are risky, useful, and morally acceptable, and to what extent they 
should be encouraged, overall. In Pardo et al.’s model, which combines respondents’ 
assessments of six biotechnologies together, one dimension is given to judgements of 
risk, while the other criteria form a general scale of support and opposition.
The analysis of these items has been approached in an alternative way by Gaskell and 
colleagues, who use them to define typologies rather than scales of support and 
opposition. In these typologies, which they term ‘logics’ of support and opposition, 
they distinguish between ‘risk-tolerant’ and ‘risk-relaxed’ respondents. Creating a 
typology separately for each application of biotechnology, these items have been used 
to track and compare public perceptions of different biotechnologies since 1996 (see 
e.g. Gaskell et al., 2000; Gaskell et al., 2006).
These ‘logics’ of support and opposition have perhaps been used more consistently over 
recent years than any other composite measure of specific attitudes, and they exhibit 
good predictive validity in a number of analyses (Gaskell et al., 2006). They have not 
been subjected to any close methodological scrutiny, however. A careful re-analysis of
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these items would seem to be a particularly useful way to proceed with the project of 
finding a good measure of attitudes. This is not only because these particular items 
seem to be useful, but also because Pardo and Calvo (2002) specifically suggest, as a 
more general point, that searching for clusters rather than adhering to the convention of 
constructing scales, would be a fruitful approach to attitudes. Following their lead, the 
logics will form the point of departure for creating models of positive and negative 
attitudes, in Chapter 5. To carry forward the interesting distinction between red and 
green biotechnologies, judgements of therapeutic cloning and GM food will be 
modelled separately, and compared.
2.4.2 Knowledge o f  science in general, and o f  biology and genetics in 
particular
Knowledge of science and technology in general, and of knowledge of biotechnology in 
particular, have been central constructs in PUS from its early days; Withey’s 1957 
survey included items on knowledge of science, for example. The enduring question 
attached to this construct is its relationship with attitudes: specifically, is greater 
knowledge associated with more positive attitudes, as scientists assume must logically 
be the case?
The precise formulation of the construct ‘knowledge’, or ‘literacy’ as it is sometimes 
controversially called, has been the topic of considerable debate within the PUS 
community. This concept has been dismantled along functionalist lines to clarify what 
exactly it is that experts think the public ought to know about science. Shen (1975) is 
one of several researchers to propose a classification of different types of literacy, 
distinguishing between practical, cultural and civic scientific varieties. It is the last 
which is of most interest to science actors: this is the kind of knowledge required for 
understanding science reports in popular media, and hence for appreciating and 
potentially contributing to debates in the public sphere on scientific issues.
Deconstructing this concept, in turn, other researchers have proposed a distinction 
between different types of civic scientific literacy. In the US, Jon Miller theorises that 
civic scientific literacy comprises three key elements (Jon D. Miller, 1983). Firstly, it 
involves possessing a basic understanding of scientific terms, such as would enable one 
to understand science stories and issues reported in the media and other sources -  for
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example, knowing what a gene is and what it does. Secondly, it involves an 
understanding of the nature of scientific process, including for example the peer-review 
system and the logic of experimentation. Thirdly, it entails an appreciation of the 
societal- and individual-level impacts of science. In the UK, researchers have proposed 
a fourth element, contending that any understanding of scientific process is incomplete 
without an acknowledgement of the people taking part in that process. This fourth 
element of scientific literacy is thus an appreciation of science as a social institution: an 
awareness of its internal and external politics (Bauer, Durant, & Evans, 1994; Bauer, 
Petkova, & Boyadjieva, 2000).
Of these four elements, the first two have been more successfully, or at least more often, 
operationalised. Miller found that the third element -  appreciation of the impact of 
science -  was too culturally specific to be feasible for inclusion in cross-national survey 
analyses (Jon D. Miller, Pardo, & Niwa, 1997). Bauer’s study of the fourth -  
perceptions of the institution of science -  spanned such great cross-cultural differences 
in science institutions that for some items in his scales the correct answer was 
dependent on the country in which it was asked (Bauer et al., 2000). Such a feature 
would be counterintuitive to attitude measurement theorists, as well as to a lay audience 
reading reports employing such scales.
Of the first two elements, questions on the content of science have been much more 
widely used than questions on the process of science. And of the former, close-ended 
questions have been more widely used than open-ended questions. The latter, though 
informative, are rather more difficult and costly to field and analyse. A standard set of 
closed-ended items on science and technology has been developed and used by Jon 
Miller in the US (Jon D. Miller, 1998), and John Durant and colleagues in the UK 
(Durant et al., 1989). Known as the ‘Oxford scale’ in the UK, or the ‘science literacy 
scale’ in the US, this comprises a set of usually around ten statements which 
respondents are asked to identify as true or false. Such statements include, for example, 
‘The centre of the Earth is very hot’, and ‘All radioactivity is man-made’. The method 
by which the scale is constructed from these items varies, but the items are by far the 
most widely used in the literature (Pardo & Calvo, 2004).
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Miller’s approach to measuring knowledge with these variables is based around a binary 
distinction between the scientifically literate and illiterate. Having constructed a scale 
of knowledge, he converts it into a dichotomy by setting a threshold for the number of 
correct answers that would denote ‘literacy’. This critical threshold varies slightly 
according to the data at hand. For example, in Miller and Pardo’s (2000) comparative 
study of the EU, US, Canada and Japan, those in the first three regions who answered 
two thirds of items correctly were classed as being scientifically literate. For Japanese 
respondents the bar needed to be set slightly lower, due to the technical characteristics 
of the scale created from the items put to them. The threshold was reset at 60 per cent 
due to a break in the distribution of the data at this level. So the arbitrary threshold is 
derived sometimes externally and sometimes internally to the data. In other and more 
recent studies, notably those by Durant and his UK colleagues, the concept of literacy 
has been largely rejected in favour of the more neutral label ‘knowledge’. The relative 
comparison of possessing more or less knowledge is seen as less derogatory than the 
absolute judgement of being literate or illiterate. And a continuous measure is, speaking 
practically, convenient for correlation based analyses.
The Oxford scale, while widely used, has also been widely criticised. Most criticisms 
relate to the content of the items. In a similar vein to the critique of the general attitude 
scales, it is argued that ten or twelve items cannot possibly capture such a 
heterogeneous field of knowledge. This is a misinterpretation of the logic of the 
measure, which, following surveys of political knowledge, posits that a person’s 
comprehension of the few facts asked about in the survey is likely to be indicative of his 
or her general scientific knowledge (see e.g. Converse, 2000). The items are to be 
viewed as a sample of facts from a wider domain, rather than as a set of exhaustive facts 
which test all important elements of knowledge.
Further objections to the scale contend that the domain of knowledge from which the 
items are sampled is biased towards the kind of text-book knowledge learned in formal, 
Western education, and that it thus favours respondents who are closer to that education 
system: notably, younger and more privileged Western respondents (Peters, 2000). This 
seems to be borne out in Pardo and Calvo’s (2004) methodological analysis of the scale 
created by summing the number of correct answers to the Oxford items. They find that 
the scale has smaller variance (and hence lower reliability, in terms of Cronbach’s 
alpha) in more industrially advanced countries. The cross-cultural transferability of the
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scale is thus an open question -  where cultures might be defined within as well between 
countries (see e.g. Raza, Singh, & Dutt, 2002 for a further perspective on this issue).
To maintain consistency with the approach adopted for the analyses of attitudes, the 
empirical study of knowledge in this thesis will depart from the Oxford scale, which has 
already received a good deal of attention and critique. Although I will make brief 
reference to the Oxford scale, the focus will be on a set of items specifically concerning 
biotechnology. This scale follows the same format as the Oxford scale, but contains 
only statements relating to biology and genetics, such as ‘It is the mother’s genes that 
determine the sex of the child’, and ‘The cloning of organisms results in genetically 
identical offspring’. The full set of items will be presented in Chapter 6. A meta­
analysis by Allum et al. (forthcoming) suggests that this focused measure is more 
strongly related to attitudes towards biotechnology than is the Oxford scale, and 
therefore likely to yield interesting findings, especially in the final analyses of the 
relationships between the three constructs, presented in Chapter 8.
This biotechnology scale, which is used widely in the Eurobarometer, has not been the 
subject of very much methodological critique; certainly not of the kind published with 
reference to the Oxford scale. So an analysis of these items might be especially 
valuable for the designers of the Eurobarometer on biotechnology. A notable feature 
that these items share with the Oxford scale is a high rate of DK responses -  perhaps 
more consistently high across biotechnology items than is the case with the Oxford 
science items. So investigating possible interpretations of DK responses will constitute 
an important element of these analyses.
2.4.3 Engagement with science and technology, and with biotechnology
Engagement with science and technology broadly, or with biotechnology specifically, 
enters into the PUS arena in quite a different guise from the concepts of attitudes and 
knowledge. In the current Science and Society programme, the approach to engagement 
is not to measure it and then investigate the ways in which it is correlated with other 
variables, but to create it. Social researchers are recruited as ‘angels’ (Bauer et al., 
2007) to facilitate public consultations, rather than as onlookers to survey the scene of 
public opinion. In a sense, we might then say that it would be tautological to try to also 
measure engagement with survey data. However, arguably there remains a need for
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quantitative indicators of engagement. They may be used as a tool in the evaluation of 
such engagement programmes; Rowe, Horlick-Jones, Walls, and Pidgeon (2005) 
administered questionnaires to participants as part of their evaluation of the UK 
Government’s ‘GM Nation?’ public consultation exercise, and explicitly discuss the 
need for reliable and valid measures to use in their assessments. They may also be 
applied as a population-wide tool, for gauging the general climate for participation 
among the public (Bauer et al., 2007).
In contrast with the first two constructs, then, there is a notable absence of discussion 
and critique in PUS about indicators of engagement, both in terms of the form and of 
the content of such a measure. It is not the case, however, that it is entirely absent from 
quantitative analyses in PUS. A number of composite indicators can be cited in the 
literature which might be identified as more or less closely related to the idea of 
engagement.
Jon Miller, for example, writes about the ‘attentive public’ for science, or for 
biotechnology, drawing on a model from political science (Almond, 1950). He creates 
a three-category ordinal classification of levels of attentiveness. To be part of the 
attentive public for an issue is to be interested in it, to feel informed about it, and to seek 
or be exposed to information about it via various media sources. To be interested but to 
feel uninformed, and also practically speaking be uninformed, is to be part of the 
‘interested’ public. Those with any other combination of characteristics are classified as 
belonging to the unengaged class of the ‘residual’ public. Miller uses this typology in 
relation to science in general (e.g. Jon D. Miller & Pardo, 2000) and to biotechnology in 
particular (e.g. Jon. D. Miller & Kimmel, 2001). In the latter study, Miller and Kimmel 
also use an ordinal measure of ‘awareness’ of biotechnology, as a combination of two 
criteria: having heard of biotechnology before and having talked about it with others, 
occasionally or frequently. The resulting variable takes five categories, from having 
neither heard nor spoken about biotechnology before, to having both heard about it and 
spoken about it frequently with others.
In a later study, Pardo, Midden, and Miller (2002) define a typology of ‘informedness’ 
about biotechnology on the basis of a combination of binary criteria: awareness versus 
lack of awareness (i.e. having heard of biotechnology before, or being completely 
unfamiliar with the topic), and high versus low knowledge (i.e. above or below a certain
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threshold on a scale of knowledge of biotechnology). A slightly different angle is 
adopted in a study by Evans and Durant (1995) who define ‘interest in science’ as a 
combination of a number of items asking respondents for ratings of their level of 
interest and their consumption of science-related media.
Finally, in a latent class analysis of the latest Eurobarometer on biotechnology, fielded 
in 2005, Gaskell et al. (2006) create a measure specifically termed ‘engagement’ with 
biotechnology. They define four types of respondents: the ‘attentive’ public have high 
levels of awareness and knowledge about biotechnology; the ‘active’ are aware of 
biotechnology and are likely to have taken part in public meetings on the subject; 
‘spectators’ report lower levels of exposure to biotechnology; and the ‘unengaged’ give 
negative responses to all indicators of engagement.
Since the measurement of knowledge is a separate study in this report, it will not be 
included in analyses of the concept of engagement. Beyond this limitation, the analyses 
will only be confined according to the available variables in the survey. In the 2002 
Eurobarometer there are three sets of plausible items, posed at various points in the 
questionnaire. Details of these will be given in Chapter 7. In one set, respondents are 
asked to rate their levels of interest and informedness with regard to science and 
technology. The two other sets relate to biotechnology specifically, and ask about 
behaviours: some ask whether respondents have heard of or talked about biotechnology 
before (capturing the awareness dimension of the construct), while two ask respondents 
whether they would hypothetically be willing to engage with the topic, either through 
media consumption or more actively through participation in public meetings. So the 
items cover a range of facets of engagement: the general (science) and the particular 
(biotechnology), affect, past behaviours and potential willingness. The analyses will 
therefore be fundamentally exploratory in nature, adopting the simple objective of 
investigating the associations between them, and characterising types or levels of 
engagement accordingly. Without any firm guidance from the literature on whether 
types or scales would be more appropriate models for this construct, both latent class 
and latent trait models will be considered.
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2.5 Critiques of survey research in PUS
The abundance of survey data on biotechnology is not universally celebrated by PUS 
researchers -  in fact a number of high profile figures in the field have criticised survey 
research rather vociferously. Whilst some objections to its use are rehearsals of well 
known concerns regarding survey research in general, some hinge on a putative 
connection between survey methods and particular theoretical positions on the 
substantive subject matter. And while some critiques portray surveys as mildly 
deficient, some ascribe them an altogether more insidious character.
Milder objections to the use of surveys remind us of the drawbacks of imposing the 
rigid framework of a questionnaire on the data collection phase. Participants may 
express their opinions only through the standardised format of the survey structure; they 
have no power to steer the course of the survey interview, as would be possible in an 
unstructured interview or focus group meeting; and they must usually respond to 
questions by choosing one from a set of pre-specified answers. Thus, survey 
researchers miss the opportunity to gain new insights into the topic from their 
respondents -  the voice of the respondent is restricted, by design. However, survey 
researchers would argue that the disbenefits of this are counterbalanced by the resulting 
standardised and highly structured data set, which is amenable to much more powerful 
statistical analyses than are possible with the more heterogeneous and loosely structured 
information obtained using qualitative data collection techniques.
There is always a risk, not only of leaving important avenues of enquiry unexplored, but 
also of asking questions and offering response categories that lack relevance or meaning 
for respondents. One can try to insure against this during the questionnaire design 
phase by drawing on existing research on the topic, and by employing focus groups, 
cognitive interviews and pilot studies to develop and test questions. The use of such 
supporting materials is crucial to the success of a survey; the chances of it misfiring are 
all the higher if it is written in a vacuum. One of the greatest obstacles in survey 
research is precisely the fact that meanings can vary between researchers and 
respondents, as well as among respondents. We may then report results in way that 
does not fully resonate with respondents’ understandings. This is freely admitted 
among discerning survey researchers -  to the point where it goes without saying. 
Unfortunately the tacit nature of this scepticism means that critics often assume survey
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researchers have a heroic confidence in the interpretations they give to their data (see 
e.g. Wynne, 2001).
It is not unusual for such misperceptions to exist between colleagues adopting different 
methodologies in their shared research field. In PUS, however, the division between 
qualitative and quantitative research has sometimes been acrimonious, at one point 
manifesting itself in the UK as a real wall of silence between researchers working 
within the same research programme, with common funding (Bauer, 2003). 
Quantitative researchers often use the metaphor of a map to describe the characteristics 
of surveys (see e.g. Durant et al., 2000): they provide a broad but shallow overview of a 
landscape, highlighting particular features of interest in a standardised and largely 
predetermined way. Other, usually qualitative, research tools are vital for providing the 
local colour that brings the map to life, to enhance its interpretation. Many qualitative 
researchers dislike this description, insisting that surveys and qualitative methods are 
fundamentally opposed, epistemologically. From a strong social constructionist 
perspective, surveys construct and objectify the phenomena they are studying. In PUS 
surveys, it is contended, the meanings of the concepts of ‘science’, ‘the public’, and 
‘understanding’ are not open to scrutiny, but are treated as unproblematic objects 
defined by the survey designers. As surveys are increasingly presented as sources of 
facts about science and the public, they fulfil a function for politicians and scientists as 
‘ontological ordering devices’ (Jasanoff; 2000a, p.85). Specifically, they perpetuate an 
accepted image of an ignorant public, distanced from an omniscient science, with this 
distance bolstering the authority of science experts (Felt, 2000).
By contrast, qualitative methods are championed as a means of deconstructing such 
hegemonic representations and exposing their political nature; qualitative research 
reveals a questioning public, in a crisis of trust with science (Jasanoff, 2000a). At its 
most extreme, this account divides PUS into two camps, with survey researchers on the 
side of the scientists and politicos, and qualitative researchers on the side of the people. 
To polemicise the field so dramatically is bemusing to PUS survey researchers, for 
whom the categorical distinction that PUS ‘can be seen either as an objective 
phenomenon to be measured, monitored, and, if possible, manipulated, or as a social 
construct to be interpreted for the light it sheds on science-society relations in 
democratic societies’ (Jasanoff, 2000b, p.39, my italics) is itself a false objectification. 
The further claim that survey research has a necessary connection to the first
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perspective and qualitative research to the second (e.g. in Irwin & Wynne, 1996), is 
likewise perplexing to those who conduct surveys in good faith, in full recognition of 
the shortcomings of this method.
Positing an inextricable link between certain methods and certain knowledge interests is 
both unfounded and unhelpful, and obscures the valid and important critiques of 
substantive theories in PUS proposed by these qualitatively oriented researchers (Bauer 
et al., 2007). Sturgis and Allum (2004) explicitly demonstrate that theoretical debates 
need not be tethered to methodological disputes, by using survey data to test a 
hypothesis relating to the deficit model, inspired by PUS survey critics. These 
‘contextualists’, as they are termed by Sturgis and Allum, offer valuable critiques of 
PUS survey items that could contribute to survey design, if they were framed in a more 
positive way. For example, they criticise the content of science knowledge scales as 
being too close to the text book, and failing to cover types of science knowledge which 
are relevant for the layperson. Applying items with irrelevant content would result in an 
underestimation of the public’s level of scientific understanding (Irwin & Wynne, 
1996). In cross-national context, Peters (2000) has pointed out the possible bias of the 
Oxford items towards the Anglo-Saxon curriculum, as an artefact of the educational 
backgrounds of the questionnaire designers. Moreover, testing people’s knowledge in 
the format of the Oxford scale may not be appropriate at all for the modem information 
society, where the key skill is not knowing a collection of facts but knowing where to 
find them if one needs them, and appreciating their significance (Jasanoff, 2000b). 
Finally, Jasanoff reminds us of an essential critique which all researchers should keep in 
mind: the danger of verificationism: ‘Publics and their understanding, in short, are only 
imperfectly captured in studies designed to characterize them’ (Jasanoff, 2000a, p.88).
Whilst acknowledging the limitations of social surveys for PUS, it must be conceded 
that surveys are indispensable for answering certain research questions. In particular, 
there is no alternative to probability sample surveys for gauging distributions of public 
opinion within the population of a country, or in a range of countries. And it is difficult 
to imagine a scenario in which distributions of public opinion on biotechnology were 
not of significant interest and importance to a number of science actors. This is by no 
means to say that surveys are a panacea for PUS research. They have clear limitations, 
and other research methods, both quantitative and qualitative, are also needed to 
understand this complex field.
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Conclusion
In this chapter I have sought to explain why we should be interested in public 
perceptions of biotechnology, and why social surveys play an important, though not 
exhaustive, role in studying such opinions. There are specific challenges to address in 
biotechnology surveys; challenges that are not unique to PUS, but which are arguably 
especially problematic in this research field. Biotechnology is an unfamiliar topic, 
heightening concerns regarding how to capture complex constructs with survey data, in 
the light of existing knowledge about response variability, and the possible distortions 
of response effects. DK response rates are often high, so that discounting or recoding 
them in some way would be a cause for considerable concern. And finally, cross­
national comparisons need to be approached particularly cautiously with this relatively 
new and unfamiliar topic area; in multiple cultural settings we potentially multiply the 
range of meanings attributable to survey items. All of these challenges make good 
analyses of survey data difficult. Of course, some would abandon the survey project 
altogether in principle, but this would leave us without any way of gauging distributions 
of opinions, which are surely crucial for a consultative approach to science policy 
making.
A wealth of survey data already exist on this subject -  moreover, good quality data, 
from large probability samples in a range of countries and over a period of some years. 
They carry great potential for informative studies. However, their potential is currently 
not fully exploited, and there is scope for improvement in their analysis and possibly 
their future design. The Eurobarometer, which is the most comprehensive source in 
terms of coverage of time points and countries, is designed for a wide usership rather 
than for theoretically sharply focused hypothesis-testing. Published analyses of 
Eurobarometer data include sometimes single indicator and sometimes multiple 
indicator representations of the constructs that are central to PUS, and little attention has 
been given to the statistical properties of these measures, especially in the context of 
cross-national comparability. The few existing methodologically oriented analyses of 
measures in PUS surveys have tended to be critical. For example, Pardo and Calvo 
(2002) complain that many high profile PUS publications use ‘conceptually fuzzy scales 
and indicators that fall short of the standards generally applied in other areas of social- 
scientific research’ (ibid., p. 162).
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One of the aims of this thesis is to contribute to the establishment of robust measures of 
key constructs in PUS, as called for by Durant et al. (2000). I hope to demonstrate that 
latent variable models are a valuable tool for this purpose. They are of course of limited 
value in isolation; the development of good measures requires careful theoretical 
consideration from experts in the substantive discipline. As an interested non-expert in 
PUS, my contribution is by way of exploratory rather than confirmatory analyses, 
following Pardo and Calvo’s (2002) recommendation. Taking for each study a starting 
point suggested by the literature, my aim is to use latent trait and class models to glean 
as much useful information as possible from the data, which might be used to inform 
future PUS survey design and analysis.
The second aim of the thesis is to elucidate the value of latent trait and class models in 
attitudinal survey research generally, and to comment on their potential contribution to 
survey methods in social psychology. Latent variable models are one of many possible 
techniques we could use to scrutinise survey data and create summary variables, and 
social psychology is rich in scholarship on the subject of how to measure complex 
constructs such as attitudes, knowledge and engagement. In social psychology the 
measurement of these different constructs can be approached within the same broad 
framework commonly termed ‘attitude measurement’. The next chapter sets the 
practical challenge of creating measures of constructs for PUS in the theoretical context 
of attitude measurement in social psychology.
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3 The theoretical context of modelling attitudinal data
This chapter introduces the key themes in social psychology which inform the empirical 
studies in the thesis. It begins with the concept of the attitude, describing the range of 
social psychological perspectives historically taken on it, and the position adopted in 
this report. The diversity of interpretations given to this fundamental concept has 
substantial implications for the ways in which researchers have sought to capture it in 
empirical data, making the measurement of attitudes and related constructs an often 
controversial subject. To give an impression of the range of literature on this topic, 
documented in detail by many authors (cf. Eagly & Chaiken, 1993), a short introduction 
to classical approaches to attitude measurement follows. These approaches parallel 
debates in social psychological theories of measurement more generally; some central 
ideas from this broader field of enquiry are outlined to complete the overview of 
significant social psychological literatures for the thesis.
For a number of reasons these literatures appear to remain somewhat distant from 
contemporary attitudinal survey research. In an effort to bring them closer, the second 
half of the chapter presents a synthesis of relevant themes found in them, in the form of 
a taxonomy of issues and choices which arise in empirical attitudinal research. Some of 
these issues and choices go unnoticed in survey research because convention renders 
them invisible. But highlighting such issues enables us to understand the characteristics 
of particular research methods more clearly. The taxonomy therefore provides a 
conceptual framework which will inform the presentation of latent variable models and 
the discussion of the empirical studies later in the thesis.
3.1 Theoretical approaches to psychological constructs: attitudes, 
social representations, opinions and perceptions
In this report I use the term ‘attitudinal survey research’ to refer broadly to the study of 
what might be described, colloquially, as finding out what people think and feel about a 
given topic. This includes what they know about it, how they feel about, and any 
relevant aspects of their past or potential future behaviour in relation to it. This 
inclusive approach to a range of psychological constructs is consistent with the 
theoretical frame of reference of ‘social representations’ (Moscovici, 1961), which will
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be elucidated later in this section. It is also, pragmatically speaking, appropriate, since 
the measurement models developed by early psychologists (described in Section 3.2) 
are collectively known as ‘attitude measurement’ techniques, although they were often 
applied to other psychological constructs.
I also use the terms ‘attitudes’, ‘social representations’ and ‘opinions’ interchangeably 
throughout the thesis, to refer to elements of ‘what people think and feel’ about a topic. 
This runs counter to the popular contention among European social psychologists that 
each term entails an inextricable link to a different theoretical position; most notably, 
attitude to an individualistic perspective and social representation to an constructivist 
outlook. But a number of authors have documented the changing theorisations of the 
concept of the attitude in social psychology, challenging such narrow classifications of 
terminology. For example, in the first significant publication on attitudes, Thomas and 
Znaniecki’s (1918-1920) studies of the Polish Peasant, attitudes were theorised as 
individual-level reflections of group-level values. Values in turn were orientations 
carrying a common meaning for some social group. So the original conception of the 
attitude was clearly social, even sociological (Jaspars & Fraser, 1984).
Subsequent studies and scholars who came to dominate the field in the mid-twentieth 
century turned the concept towards the individual level. Doise, Clemence, and Lorenzi- 
Cioldi (1993) attribute this particularly to the seminal works on attitude measurement 
by Thurstone, Guttman and Likert, which redirected attention away from orientations 
shared between individuals and towards differences observed between them. Gordon 
Allport’s well-known definition of an attitude as a ‘mental and neural state of readiness’ 
in relation to some object or issue embodies the conception of attitudes as within- 
individual phenomena (G. W. Allport, 1935, p.8). From this point in the discipline the 
model of the attitude was variously dissected and integrated into elaborated schemes of 
related constructs. For example, Rosenberg and Hovland formalised the separation of 
cognitive, affective and behavioural components of the attitude (Rosenberg & Hovland, 
1960). Ajzen and Fishbein extracted the behavioural component from the model to 
develop theories of attitude-behaviour relations, bringing in associated constructs such 
as beliefs, evaluations and intentions (e.g. Ajzen, 1991; Ajzen & Fishbein, 1980). Other 
theorists modelled attitudes and related constructs in systems of consistency (Festinger, 
1957), congruence (C. E. Osgood & Tannenbaum, 1955) and balance (Heider, 1958), to 
name just a few examples. The subtext of classical attitude research is that attitudes
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have an ontological status as solid at the individual level as that of Durkheim’s social 
facts at the collective level.
Critics of these individualistic theories adopt the alternative term ‘social representation’ 
and emphasise their distance from mechanistic models of the attitude. They oppose the 
classical reification of the concepts of the individual, the attitude and the attitude object. 
The alternative social representation perspective begins from some of Durkheim’s ideas, 
but takes a different direction. Durkheim spoke of ‘collective representations’ as 
values, ideas and norms found at the group level and constituting the relatively stable 
conceptual framework within which people understand their social surroundings. In a 
contemporary twist Moscovici (1961) exchanged the term ‘collective’ for ‘social’ to 
create a concept of more fluid representations reflecting the dynamism of late 
modernity; representations that are shared but continually constructed and reconstructed 
through social interaction, and continually open to contestation and change. Social 
representations are not single ideas or values, but systems of values, ideas and practices 
(Moscovici, 1973) which provide the individual as a member of a group with sets of 
organising principles for understanding and communicating within that world. Thus the 
term ‘social representation’ comes to be associated with a social constructionist 
epistemology.
The term ‘opinion’ tends to be associated more closely with the classic concept of the 
attitude than with the freer concept of social representations. Conventionally they are 
held to share with attitudes the property of being directed specifically towards some 
well-defined object, and less stable than the more general and deeply held beliefs and 
values. When opinions from a broad population are sought, the term ‘public opinion’ is 
used, and another realm of research and literature is invoked. A topic of interest across 
a range of social sciences, it is most strongly rooted in political science, and as such 
entails connotations of normative ideals: from its utilitarian role as an indicator of what 
is desired by the greatest number to democratic principles of communication and debate 
in the public sphere. This long tradition of political thought gave way to empiricism 
around the beginning of the twentieth century (Lazarsfeld, 1957), and it is perhaps from 
this point that the range of meanings ascribed to the term multiplied. In a paper in the 
first issue of Public Opinion Quarterly, Floyd Allport (1937) aptly describes the many 
connotations and misuses of the term even at that time -  in common parlance, in 
journalism and in social scientific research.
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Whilst acknowledging Allport’s fine example of clarifying terminology, I do not adhere 
to any tight definitions of attitudes, opinions, public opinions, etc. in this thesis. Where 
I do use these terms, their common sense meanings are implied. The intention is not 
then to invoke cognitivist notions of the attitude or political notions of public opinion. 
The less loaded term ‘perception’ is often used as an alternative, in a spirit of neutrality. 
However, where I use the language of social representations in the report, it is to allude 
informally to this theoretical framework, since it has many characteristics which 
recommend it over traditional attitude theories for PUS research (Farr, 1993). 
Biotechnology is an unfamiliar subject for the average person; as such, it does not 
constitute an unproblematic attitude object as is required in the classical models of the 
attitude. In social representations theory, however, the process by which unfamiliar 
topics are assimilated and integrated into the social world is a central focus, so there is a 
specific vocabulary for explaining the reception of biotechnology among people over 
time.
This emphasis on representation as process is strong in the theory -  and while providing 
potentially valuable contributions to PUS research, also provides fuel for the anti-survey 
school within the field, in addition to their objections to surveys outlined in Chapter 2. 
The methodological critique of existing PUS surveys from a social representations 
viewpoint is that they are limited to providing only snap-shots of perceptions and no 
insights into processes of representation, such as might be achieved with qualitative 
data.
That said, surveys have been championed by some researchers of social representations 
for their value in exploring representations as structures (Doise et al., 1993), which is of 
central interest in this thesis. A key contribution of social representations for PUS 
research is to eschew on theoretical grounds a distinction between knowledge and 
affect. The social process of taking an attitude towards an object implies having some 
knowledge of it, whilst gaining knowledge about that object involves adopting an 
attitude or position in relation to it. Through such positioning, aspects of attitudes and 
knowledge are strongly related to social identities. Identities are mostly spoken of in 
the plural, because it is assumed that each person possesses a range of social identities, 
each of which could be linked to a different representation with regard to the same 
object -  biotechnology, for example. These varying social identities enable apparently 
logically dissonant representations to coexist; a phenomenon termed ‘cognitive
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polyphasia’ (Moscovici, 1961). Again, these elements of a social representations 
approach on the one hand give fuel to the contextualist critiques of survey research in 
PUS, which object to using responses to out-of-context survey questions as indicators of 
properly fluid concepts.
Speaking of social identities requires us to speak of groups. Here also, social 
representations theory provides useful theoretical contributions for survey research in 
PUS. A group can be defined by a shared representation, and a representation can be 
defined by the group that holds it. This logical circularity has been censured by some 
(Potter & Litton, 1985), but I would contend, following Gaskell (1994), that it opens up 
a valuable conceptual path in survey research, freeing researchers from the straitjacket 
of only defining groups for comparison a priori, in terms of socio-demographic 
characteristics. The more flexible and creative definition of groups allows room for 
fuzzy boundaries and overlaps between groups and representations. Abric (1993) 
proposes that the structure of a social representation comprises a core of shared 
meanings and a periphery of variation between people -  an particularly appealing idea 
for researching perceptions of an unfamiliar topic such as biotechnology.
Whilst the theory and language of social representations greatly facilitate the task of 
talking about people’s perceptions of biotechnology, it is not the only theory that could 
be used. Likewise, Chapter 4 will recall Doise et al.’s (1993) insightful accounts of the 
resonance between latent variable models and social representations research, but it 
must be noted that this social psychological framework has no necessary or tight 
connection to the data or statistical models used in this thesis. For this reason I use the 
language of social representations along with more commonplace terms such as attitude, 
perception and opinion, to avoid giving the impression that the models privilege one 
social psychological perspective over another. As the next sections illustrate, models 
and methods in attitudinal research are not uncontroversial, so some care needs to be 
taken to avoid attaching a social psychological theory too closely to a statistical model, 
where such a close link is actually unwarranted.
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3.2 Classical attitude measurement
The traditional attitude study is quantitative, using numbers, in more or less formal 
ways, to represent patterns of responses. This approach is rooted in the work of 
nineteenth century psychophysicists, notably Weber and Fechner (see e.g. Michell, 
1999, for a review), who derived mathematical formulae to depict the relationship 
between actual and perceived magnitudes of differences between pairs of physical 
stimuli. The formulae they derived produced the first clearly delineable units of 
analysis for studying perceptions. The project of quantifying psychological attributes 
then became the dominant drive in the discipline until relatively recently. Danziger 
(1979) describes the ‘positivist repudiation of Wundt’ at the turn of the twentieth 
century, which kitsched Wundt’s distinction between experimental Physiologische 
Psychologie and Volkerpsychologie, the latter of which Wundt argued was not suitable 
for quantitative investigation. Michell (2003) claims that this ‘quantitative imperative’ 
remains a strong impulse today, while others (e.g. Farr, 1996) would qualify such a 
diagnosis, distinguishing between two broad streams of research in modem social 
psychology. On one side of the Atlantic is the North American tradition, home to the 
traditional models of the attitude and heavily quantitative and experimental, whilst on 
the other is a European tradition which is more qualitative and interpretative, and home 
to approaches such as that of social representations.
The classic methods of attitude research developed in this North American tradition. 
The quantitative approach par excellence was Louis Thurstone’s application of 
psychophysical methods to perceptions of social rather than physical stimuli. In his law 
of comparative judgement (Thurstone, 1927a) he reasoned that any judgement between 
two stimuli implies the constmction of an individual judgement for each stimulus 
separately, i.e. a basis by which to make a comparison. To take Thurstone’s example, if 
a person is asked to decide which of two types of crime -  say, arson and burglary -  is 
the more serious, the process of making the judgement will implicitly involve placing 
each crime somewhere on a scale of seriousness. If he is asked to do this several times, 
or to compare each crime with another type, or if other people are asked to make similar 
judgements, then the place at which each crime is positioned on the scale will vary -  it 
will have a distribution (for his purposes, a normal distribution). The aim of scaling for 
Thurstone was to reconstruct the scale of seriousness of crimes from these distributions, 
i.e. to determine the order the items take, from least to most serious, and the relative
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distance between each one: perhaps some crimes share very similar levels of 
seriousness, whilst others are more strongly differentiable. The reconstruction (i.e. 
estimation) could take various forms, depending on which method of data collection 
was used, which other details of the model were fixed, and what kinds of assumptions 
were made. The method of paired comparisons (Thurstone, 1927b) employed a group 
of judges to compare pairs of stimuli; a less labour-intensive method was that of equal- 
appearing intervals (Thurstone & Chave, 1929) where judges would rate items on a 
scale rather than make comparisons; the method of successive intervals (Saffir, 1937), 
combined features of these two.
Rensis Likert is another of the founders of scale construction, though known less for his 
scaling technique per se (Likert, 1932), and more for his item response format: the five- 
or seven-point response categories -  for example, from ‘strongly agree’ to ‘strongly 
disagree’ -  widely used today. Likert himself placed great emphasis on constructing 
robust scales by checking their unidimensionality and scrutinising the discrimination 
power of the items used for them. His method employed judges to rate a number of 
items with reference to some concept, followed by a careful item analysis with a 
number of goals. Firstly, the analysis would identify items around the neutral, central 
point of the scale, to be discarded from the question set, since these would not provide 
any means of discriminating between subjects’ viewpoints. Correlation analyses, 
anticipating Cronbach’s (1951) coefficient alpha, and comparisons of average scale 
scores of judges positioned at high and low points on the posited scale, were used to 
select items with maximum discrimination power. So item discrimination was crucial, 
rather than the position of items on a scale (in contrast to Thurstone’s approach).
The third distinctive approach to attitude measurement was Louis Guttman’s strictly 
cumulative scale, modelled on dominance relations rather than the proximity relations 
used in Thurstone’s and Likert’s methods (cf. Coombs, 1964, elaborated in Section
3.4.4 in this chapter). Guttman’s scalogram model is specified such that when items are 
rank ordered, then for example answering ‘yes’ to item 5, or dominating item 5, implies 
having answered ‘yes’ to items 1, 2, 3 and 4. Accordingly, if we know a respondent’s 
scale score, we should be able to say exactly to which items he responded positively and 
negatively. In this sense it is ‘interlocking’, placing both items and respondents on a 
continuum. Guttman’s theory was, strictly speaking, deterministic, but in practice some 
room was allowed for error, with a reproducibility coefficient calculated to denote the
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extent to which a respondent’s entire response profile was reproducible from his scale 
score, on average. One of the first examples of this scale was seen in the American 
Soldier studies (Stouffer et al., 1950), in a scale of the frequency with which US 
soldiers experienced physical symptoms of fear. The process of constructing the scale 
showed that, for example, if  a soldier reported having experienced a severe symptom of 
fear whilst under fire, such as vomiting, then he would also have reported having 
experienced all the less severe symptoms -  feeling sick at the stomach, shaking or 
trembling, etc.
To glance ahead to Chapter 4 -  paralleling these studies in attitude measurement, latent 
variable models were being developed, although initially not with attitude research in 
mind. For example, in the context of rather controversial intelligence studies Thurstone 
introduced exploratory factor analysis in its modem form (Thurstone, 1935) following 
Spearman’s (1904) original exposition of this idea (see also Gould, 1981/1996). Lord 
and Novick (1968) and Rasch (1960) introduced key Item Response Theory (IRT) 
models, in the context of educational testing. Lazarsfeld and Henry (1968) introduced 
the idea of latent class models, but these were taken up more in sociology than in 
psychology.
3.3 Measurement theory in social psychology
The broad literature on measuring social psychological phenomena can be read against 
the background of a much older discussion reaching beyond social psychology, 
regarding what exactly it is that constitutes measurement itself. Definitions of 
measurement are numerous -  from the vague: ‘the assignment of numerals to objects or 
events according to rules’ (Stevens, 1946, p.677), to the more precise: ‘the attempt to 
discover real numerical relations (ratios) between things (magnitudes of attributes)’ 
(Michell, 1999, p. 17), and the abstract: ‘process by which ... infinitely varied 
observations are reduced to compact descriptions or models that are presumed to 
represent meaningful regularities in the entities that are observed’ (Judd & McClelland, 
1998, p. 181). The common thread running through them, however, is a conviction in 
the importance of measurement as part of the process of understanding a phenomenon. 
Again, memorable quotations abound on this point; for example, ‘Whatever exists at all 
exists in some amount. To know it thoroughly involves knowing its quantity as well as 
its quality’ (Thorndike, 1918, p. 16).
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The difficulty surrounding the use of numbers as a means of understanding phenomena 
hinges around the question, ‘what do the numbers mean?’. A fine introduction to this 
problem is given in a short paper by Lord (1953), in which he tells the story of a 
professor who calculates means and variances of sets of numbers on football shirts, 
despite the numbers being purely labels and having no intrinsic meaning with regard to 
the football players wearing them. Lord’s point is that making use of properties of the 
numerical world is inappropriate when there is really no link between these and the 
properties of the empirical reality they are taken to represent. As Hand (2004) clarifies, 
it is perfectly sensible mathematically to compute the mean of the shirt numbers 
assigned to a football team (‘since the numbers don’t remember where they came from, 
they always behave just the same way, regardless’, Lord, 1953, p.751), but this mean 
tells us nothing about the reality it is representing.
Adherents to the ‘representational’ measurement approach argue that the use of 
numbers requires a formal and tested link between the phenomenon studied and the 
numbers used to represent it. This approach owes its formal development to theorists 
such Helmholtz, Holder and Russell, working at the turn of the twentieth century (Hand, 
2004). It is best known to psychologists via Foundations o f  Measurement (Krantz, 
Luce, Suppes, & Tversky, 1971), which sets out two key elements in any 
representational measurement: an empirical relational system (ERS) and a numerical 
relational system (NRS). An ERS is a subject of study or observation which consists of 
objects or elements and specified relations between them, involving one or more 
attributes of interest. Deriving a measurement of an ERS amounts to finding a NRS that 
maps on to the ERS. In practice, finding a complete mapping is unlikely (Stevens, 
1959), but it should in principle be homomorphic -  that is, essentially structure- 
preserving. The set of possible NRSs we might use to represent an ERS are related to 
each other in terms of admissible transformations, a concept well known by 
psychologists in the form of Stevens’ classification of levels of measurement: nominal, 
ordinal, interval, and ratio. Conjoint analysis (Luce & Tukey, 1964) is the prototypical 
method based on the idea of representational measurement, in which additive scales are 
derived from order relationships between objects on a set of attributes.
In ‘pragmatic’ measurement, by contrast, the link between the ERS and NRS is looser. 
In Hand’s classification, the essential feature of pragmatic measurement is the attention 
given to practical convenience and utility in the resulting variables -  to adjustments and
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modifications made to the variables that have nothing to do with the ERS in question 
(Hand, 2004). Whilst representational measurement should involve the minimum 
possible element of creativity, pragmatic measurement can, at its extreme, constitute a 
procedure for defining variables. In this sense it echoes an operationalist perspective 
(Bridgman, 1927) in which an attribute of interest is defined by the operations by which 
it is measured. It is not vital here to go into details of the difference between 
pragmatism and operationalism in measurement, or between pragmatic measurement 
and other terms used by other authors to denote similar approaches, such as ‘index 
measurement’ (Dawes, 1972) and ‘psychometric measurement’ (Judd & McClelland, 
1998). For the discussion here the important distinction is between representational and 
pragmatic approaches. The former implies demonstrating a tight link between an ERS 
and its corresponding NRS, while the latter implies a looser connection, and a 
measurement strategy governed significantly by the practical requirements of the 
researcher. These are ideal types of course, and most measurement exercises will 
involve elements of both approaches (Hand, 2004).
In contemporary quantitative psychological research, some still regard representational 
measurement as the only proper way to carry out empirical research. For measurement 
theorists such as Michell (1999) and Barrett (2002), strict representational measurement 
of concepts (using conjoint analysis and related methods) must be established before 
they are used in any quantitative analyses of substantive research questions. Very few 
researchers using attitudinal survey data adhere to a representational line such as this. 
They are much more likely to adopt a looser conceptualisation of measurement, and a 
pragmatic approach. A further alternative but unfortunately common position regarding 
measurement is to ignore the concerns about measurement entirely. All three 
perspectives are open to criticism from those engaged in more interpretative approaches 
to social psychology. Broadly speaking the first is seen as unrealistic, the second as 
undisciplined and the third as irresponsible. It is partly as a result of trying to find my 
own position amongst these disparate outlooks that the taxonomy presented here 
emerged. Its purpose is described in the next section.
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3.4 A taxonomy of choices in researching attitudes
The taxonomy is presented in Figure 3.1. The elements of the scheme are headings 
representing sets of questions or choices, with links drawn between them where there 
seems to be a strong logical, theoretical or methodological connection. The intention is 
that from this framework, any piece of work could be described in terms of each of the 
themes. As Dawes and Smith (1985) note, researching attitudes is all about choices. In 
some cases, making these choices involves selecting from a number of clear, distinct 
and discrete possibilities. In others, it involves trying to untangle a number of 
interconnecting and ambiguous issues. In others still, practically speaking it involves 
very little, if any, reflection on the possible choices. Dawes and Smith (1985) further 
comment that often researchers are oblivious to the fact that choices exist, because 
certain phenomena have been studied or measured in the same way for so long that 
conventional wisdom has rendered the choices invisible. Gigerenzer (1991) goes 
further to suggest that even theories themselves may derive from the dominant research 
tools of the day. The more transparently we can understand our methods, then, the 
better. The intended purpose of the taxonomy is to make explicit the main choices or 
issues involved in attitudinal research -  choices which represent both constraints and 
opportunities. Explicitly considering the constraints and opportunities implied by 
different approaches to empirical research could provide a valuable way of deciding on 
a research design for a substantive research question, or on the best way to continue 
researching from a particular point within an existing research project. The scheme will 
be used in this way in the discussions in Chapter 9.
The taxonomy, while having been developed initially with attitude research in mind, 
seems to have a broader application to social research than just to attitudinal surveys. In 
the description below I attempt to demonstrate this by giving a few examples from 
qualitatively as well as quantitatively oriented research.
The sub-sections provide explanations for the headings given in Figure 3.1. The order 
in which the headings appear in the diagram reflects in a very approximate way the 
logical order in which a survey researcher planning a project might encounter these 
questions. However, the location of the items is not intended to be strongly symbolic -  
the figure exists mainly to lend some narrative and ease of comprehension to the text. 
In the diagram, the three headings at the top -  the substantive research question,
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theoretical framework and research method -  are those that would usually define a 
research project. These three headings need very little explanation as they are largely 
self-evident to any researcher, and have been documented widely and in great detail in a 
host of research methods text books -  so they are discussed only briefly.
The headings forming a vertical line underneath are slightly more involved. These are 
the main questions that would usually follow the specification of a research project, and 
define the research method(s) to be employed in it: that is, what data to collect, how to 
analyse them and how to validate the findings they suggest. The literature on 
measurement can add some insights to the common sense interpretation of these themes. 
Finally the three headings to either side of the main vertical line are additional 
considerations, the importance of which will vary from project to project. These are of 
particular interest for the empirical studies in the thesis, in the ways that they touch on 
measurement issues, and the challenges to survey research outlined in Chapter 2. They 
will be discussed in more technical detail in Chapter 4.
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Figure 3.1 A taxonomy of choices in researching attitudes
Substantive research topic J  <----------------- ► Substantive theoretical framework
Research method / tool
Generalisability Observations and data
Levels o f analysis
Ways of representing (analysing 
and reporting)_____________
Relationship between researched 
and researcher / research instrument
Validation
3.4.1 Substantive research topic
Most research begins with a concrete question of some sort. It may be fairly broad (for 
example, ‘What is the nature of public opinion on biotechnology in the UK?’) or very 
specific (for example, ‘Do higher levels of scientific knowledge among UK females 
correspond to greater levels of concern about the risks entailed in therapeutic cloning?’). 
It may entail explanation, prediction, and/or description. It also sets out the parameters 
of the project, specifying some phenomenon and some population of interest. An 
example of the former might be attitudes or beliefs concerning a given topic, and an 
example of the latter might be the general public in one country, an interest group 
around an issue, female single mothers in full time work, etc. So there is a ‘what’ and a 
‘who’. These two elements may be distinct, and may define the boundaries of a project 
from the outset. In some studies, however, they may be theoretically and empirically
66
intertwined. In such scenarios it may be a research objective per se to reach a 
description or understanding of these two elements. One polemical stream of PUS 
research, for example, seeks to deconstruct and problematise the notions of public, 
understanding, and science, claiming that existing objectifications of these concepts 
serve to hold the locus of control in the scientific sphere, at a distance from non­
scientists (Felt, 2000).
3.4.2 Substantive theoretical framework
Arguably, any social research project involves an element of substantive theory. In 
social psychology, for example, a study might be built specifically around Fishbein and 
Ajzen’s (1972) model of attitudes and behaviour, or Tajfel’s (1981) social identity 
theory, or Moscovici’s (1984) theory of social representations. By contrast, and 
especially in social research conducted in a non-academic setting, there may be 
ostensibly no theoretical element to a research project. However, from a certain 
perspective it might be contended that even then, some substantive theoretical 
framework would be present, even if only tacitly. This point comes easily to social 
psychologists, in the sense that social researchers are at a fundamental level simply 
people studying people. As such, they draw on the knowledge they possess about the 
social world, and the resulting scripts, schemas and heuristics which make navigating a 
path through everyday life possible (Garfinkel, 1967; Schank & Abelson, 1977; Tversky 
& Kahneman, 1981). This applies as much to them and as it does to their research 
subjects -  and to the interaction of both parties during the research process. A strong 
version of this argument would then be to claim that it is specifically social 
psychological theory which is omnipresent in social research. Pressing this argument is 
not important or necessary here -  the point is made only to illustrate the idea that any 
research project could be positioned somewhere on a continuum of implicit to explicit 
adoption of one or more substantive theories, social psychological or otherwise.
Where a theory is actively employed, it may play a central or peripheral role in a 
project. In some scenarios, data may be collected specifically to test aspects of a theory, 
or to explore a phenomenon through the perspective of a theoretical orientation. In 
others, there may be only a loose fit between theory and data, where the theory chosen 
lends itself to interpretation of data but is not the only theory that could be used. The 
latter scenario applies to the empirical studies in this thesis, as to many similar studies
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in social psychology. My theoretical orientation to the interpretation of the data belongs 
to a social representations approach, but the data could alternatively be given an 
interpretation that fits with the classic model of the attitude, for example.
3.4.3 Research method or tool
By a research tool I mean a survey, or set of interviews, or piece of participant 
observation, to name a few possibilities. In the context of the wealth of literature 
already existing on the subject of research design and research methods (see e.g. de 
Vaus, 2006), this theme needs little elaboration here -  suffice it to say that the choice of 
research method should be closely linked to the substantive research question, and 
involves broadly two choices: how to select participants or research subjects, and what 
mode of data collection to use. In terms of selecting participants, the possibilities 
range from a complete enumeration, through the various types of probability and non­
probability sampling (see e.g. Kish, 1965). These possibilities are cross-cut by the 
willingness of the people being studied; a census, in principle, requires universal 
participation whereas in ethnography and action research the researcher may have little 
control over who becomes a research subject.
In terms of data collection mode, the choices are numerous, and again, closely linked to 
the substantive aims of the research. To return to the example of distributions of 
opinions on a popular topic, the standard approach would be to administer a 
questionnaire. In exploring emerging currents of opinion on a little-known topic, focus 
groups would be well indicated. In ethnography and action research, multiple data 
collection modes would usually be needed, and a high degree of flexibility and 
spontaneity on the part of the researcher.
The great range of possible methods varies, for example, in terms of the extent to which 
each entails personal contact with subjects (internet surveys being remote, in-depth 
interviews often relying heavily on personal rapport), intervention (covert observation 
contrasted with action research), and formality of structure (experiments in contrast to 
participant observation). It is common and often commendable for more than one 
method to be drawn upon in a single research project. For example, this thesis concerns 
large-scale random-sampling survey research, but the data used form part of a multi­
strand research project on Life Sciences in European Society (see e.g. Wagner & Hayes,
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2005, p.347) including mass media monitoring and policy analysis. Exactly how to 
integrate data from ‘mixed methods’ is another question altogether, and the subject of a 
significant new concerted effort in social research (Tashakkori & Creswell, 2007).
3.4.4 Observations and data
In making a distinction between observations and data I draw on Coombs (1964). 
‘Observations’ thus refers to information collected in a research project, in its rawest 
possible form: a tape recording and interviewer notes from an interview for example; 
unabridged survey responses; field notes and recollections of a participant observer -  
broadly, the immediate outcome of applying a research method. ‘Data’ comprise such 
information in the format in which they are analysed.
In his Theory o f  Data (1964), Coombs defines data as ‘relations between points in 
space’ (ibid., p.l). He goes on to propose a classification of types of data based on three 
binary distinctions. The first specifies whether the data comprise pairs of points or pairs 
of dyads. The former might result from asking questionnaire respondents to give 
answers to a set of items one by one. This is the norm in social surveys. Pairs of dyads 
are less commonly used in social surveys, and more commonly used in market research; 
these are produced by some comparison task, such as asking respondents to compare 
pairs of products. Coombs’ second distinction specifies whether in the data there are 
one or two sets of points. To take again the examples mentioned, giving responses to 
items one by one implies two sets of points (respondents and items), while carrying out 
a paired comparisons task results in data from one set of points (items compared with 
items). These two distinctions result in a four-way classification of basic kinds of data. 
‘Single stimulus’ data depict relations between pairs of points from different sets -  this 
is the type of data most commonly produced from social surveys, as mentioned above. 
‘Preferential choice’ data describe points from different sets, but in terms of relations 
between pairs of dyads. An example of this might be taken from market research, 
where respondents are asked to choose their favourite from pairs of stimuli. ‘Stimulus 
comparison’ data result from one set of points (e.g. items only) and the relations 
between pairs of points -  an example of this might be the data derived from the 
development phase of a Likert scale. Lastly, ‘similarities’ data are derived from one set 
of points, and the relations between pairs of dyads, such as those produced from a 
paired comparisons exercise.
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Each of these four classes of data may be further subdivided according to Coombs’ third 
distinction: whether the relations between points or dyads are those of proximity or 
order. To take again the example of the single stimulus data analysed in this thesis, the 
attitudinal items appearing in Chapter 5, with Likert-type ‘definitely agree’ to 
‘definitely disagree’ response categories in relation to statements such as ‘GM food is 
useful for society’, produce proximity relations. That is, respondents choose the 
category that most closely represents their opinion, with no information about the 
direction of the proximity contained in the response. Thus, for a person answering ‘tend 
to agree’, we have no way of knowing if his or her true position is a little more positive 
or a little more negative than the position implied by that answer. By contrast, the 
knowledge items analysed in Chapter 6 represent order relations, or dominance relations 
in the language of Guttman. A respondent theoretically needs to possess a certain 
amount of knowledge to answer a question correctly; answering correctly implies 
possessing knowledge at or above a critical threshold, which enables the respondent to 
‘dominate’ the item.
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Coombs’ classification appears to have had limited uptake amongst quantitative 
researchers of attitudes and opinions. One reason for this may be that the generality of 
the scheme is lost on a survey research field that mainly generates single stimulus data. 
However, it is possible to translate data forms, as Coombs shows. Single stimulus data 
of the kind in the Eurobarometer can be transformed into other types of data, and indeed 
often are, as a part of standard analyses. For example, a correlation matrix of responses 
to a set of continuous items, or a contingency table of responses to a set of categorical 
items, are both types of similarities data. These might be reported as they are, or used 
as inputs in various multivariate analyses, notably including latent variable models. 
Generally, latent trait and class models used in this thesis begin from contingency 
tables, and factor analysis from a correlation or covariance matrix.
Coombs’ point that one set of observations can be converted into different types of data 
not only increases its attractiveness for survey research but also raises the valuable 
insight that data are not straightforwardly given, as their name would imply, but involve 
an element of creativity on the part of the researcher. Whereas in some studies there is 
little or no appreciable distinction to be made between observations and data (for 
example where a set of survey responses are the very ones used as input in an analysis), 
in others, the data production process is more elaborate. For example in an interview,
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from the immediate observations of the actual dialogue between interviewer and 
interviewee, normally a tape recording is produced; from this a transcription is made; a 
coding frame is then applied to the transcription and the frequencies and patterns of 
codes are analysed to reach an interpretation of the conversation. In this process the 
data undergo several phases of transformation as part of the analysis itself: creation and 
analysis of data are combined, particularly in the coding stage.
3.4.5 Ways o f  representing (analysing and reporting)
There are two senses to this theme: how to represent data to oneself as a researcher, i.e. 
how to analyse; and how to represent findings to an audience. Sometimes these will be 
synonymous, while sometimes they will constitute two distinct steps in a research 
project. Deciding how to present the results of a complex quantitative analysis to a lay 
audience, for example, can involve some difficult choices about which information is 
included and excluded, whether results can be summarised graphically, etc.
Depending on the piece of research, concerns under this heading may be technical or 
conceptual to varying degrees. On the conceptual level, the issue is straightforwardly, 
what is the nature of the representation we are creating? Perhaps it consists entirely of 
prose, with various narrative and rhetorical characteristics. Perhaps it involves images -  
such as illustrative photographs, or diagrams. In social anthropology there is a 
conventional way to depict kinship structures diagrammatically, for example. If it 
involves numbers, then it raises the variety of possibilities outlined in Sections 3.2 and 
3.3 of this chapter, along with the technical issues and debates surrounding them.
Some examples of different possibilities illustrate the many conceptual choices involved 
in numerical representations of data. Guttman’s scalogram model implies a depiction of 
the response process as an order relationship between respondent and stimuli such that 
respondents answering ‘yes’ to a certain stimulus are said to dominate that item. The 
resulting scale orders items along a line according to the degree to which they possess 
the attribute they are measuring. When the test is administered to a sample, the 
respondents are likewise ordered along this same line. The scale is only ordinal: 
distances between items or between respondents cannot be determined. The distances 
between elements may however have meaning; this is the aim in Thurstone’s equal- 
appearing intervals, for example, and in conjoint analysis. By contrast, even the
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concept of relative location may have no place in the representation of the items, such as 
in the typology of logics of support and opposition for biotechnology, which is purely a 
classification of different types of opinions. So the spatial representation possible 
echoes S.S. Stevens’ (1946) classification of levels of measurement. Elements of these 
may be combined in any one analysis. For example, hierarchical cluster analysis 
involves grouping items or respondents (a nominal summary variable), and combining 
sub-groups at different stages of aggregation (order) to form larger groups (new nominal 
summary variables), making for a dual process of both grouping and ordering.
The choice of which numerical representation to use to describe a set of data entails the 
issues and debates introduced briefly in Section 3.3. In most social science analyses the 
mapping between the ERS and NRS is weak, and pragmatically chosen, and invokes a 
range of means for assessing the degree to which the choice of NRS is reasonable, 
within the bounds of conventional social science thinking. The debate over the proper 
way to model categorical observed items in latent variable models (explained in detail 
in Chapter 4) also falls under this heading. The telling critiques by Pardo and Calvo 
(2002) cited in Chapter 2 are a good example of this issue as applied to quantitative 
research in PUS. These might all be reframed as issues of validation -  see Section 
3.4.9.
3.4.6 Generalisability
There are two elements within this theme: generalisability of substantive findings -  to a 
broader population; and generalisability of the research instrument employed -  to other 
research subjects, perhaps even to those from a different conceptual population. To 
illustrate the first, we might for example build a statistical model from a sample of data, 
and from it make an inference of the findings to the broader population from which the 
sample was drawn. By contrast, the research may be a description solely of the people 
studied, and no generalisation made. So there is a formal distinction between studies 
that make use of inferential statistics and those that do not -  but also between these are 
many shades of grey, which are the subject of a rich literature (e.g. Campbell & Stanley, 
1963; Chambers & Skinner, 2003).
Within the second element, the generalisability of the research instrument, a distinction 
can be made between the dominant classical and contemporary approaches to attitudinal
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research. Attitude measurement literature in the classical vein, as described in Section 
3.2, means developing an attitude scale by asking a set of judges to respond to a large 
pool of items, by selecting from this pool the collection of items that best represents the 
concept of interest in the way required, and for fine-tuning the scale according to 
particular theoretical and technical specifications. The tool is only administered to the 
sample of interest when it has been shown to possess certain characteristics -  for 
example, equal-appearing intervals between items (Thurstone & Chave, 1929), or a 
strictly cumulative relationship between items (Stouffer et al., 1950). These carefully 
developed scales are then taken to be fit for re-use with other samples, that is they are 
taken to be transferable to other groups of subjects, even in other research projects.
This approach is still widely applied in certain fields of psychology, such as in clinical 
psychology, which employs a range of established psychiatric rating scales. In 
attitudinal survey research, by contrast, it is rare to invest so much time in scale 
preparation, often due to resource constraints. A more common procedure for 
constructing scales is to do so post hoc from the target sample, using statistical models 
such as latent trait or factor analysis models. The nearest to checking the 
generalisability of the research instrument is then the pilot test, which is undertaken 
with varying degrees of thoroughness. At a minimum, cognitive interviewing should be 
carried out for interview topic guides and questionnaires purely to check the 
intelligibility of questions used. More thorough pretesting involves, for example, 
piloting a questionnaire on a small sample and running some detailed analyses of 
questionnaire items to assess item functioning. Again, in attitudinal survey research this 
is not a common luxury, but it is hoped that the latent variable models applied to 
Eurobarometer data in this thesis will be seen as useful tools in scale development.
One of the key challenges in PUS surveys is the comparability of items and scales 
cross-nationally. The analyses in the empirical chapters of this thesis provide a 
contribution to assessing the transferability of composite indicators across countries. 
These analyses are limited to assessing whether items ‘function’ similarly in relation to 
the construct being modelled -  as described in Chapter 2, this is a purely quantitative 
assessment of the ‘generalisability’ of the measures, and in itself an incomplete 
assessment of the transferability of the measures. More details of the quantitative 
strategy adopted will be given in the next chapter (Section 4.1.8).
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3.4.7 Levels o f  analysis
One or more levels of analysis may be involved in any research method. For example, 
experimental psychology studies will tend to be framed at the level of the individual, 
focusing on intra-individual processes. In more interpretative social psychology, by 
tradition the focus is on the individual in his or her social context; sometimes the 
individual-group relationship and sometimes the inter-individual relationship. For 
sociologists the group level of interest is society, so that the focus is on societal-level 
processes and the relationship between the individual and society.
In a conceptual sense the level or levels of analysis are not always clearly articulated in 
a research project, and sometimes there is disagreement between academics regarding 
the actual and preferable level of analysis. Survey research is often criticised by 
qualitatively inclined social psychologists for extricating respondents from their social 
contexts, and extracting information from them in an artificial setting, which cannot 
capture the complexities of their experiences with the substantive topic. Survey 
researchers might respond that this is not their intention at all, and that the survey 
research process should be considered as a number of communication acts between the 
researcher and subject (Dillman, 2000).
The connection between individual-level and group-level findings is particularly 
interesting and elusive in social psychological research. An example cited by Doise et 
al. (1993) illustrates the conundrum. In a study of political values, Kerlinger (1984) 
applies a factor analysis to regular between-subjects survey data, and derives from it 
dimensions of conservatism and liberalism. These dimensions undoubtedly describe 
patterns of associations at the group level. But he finds, further, that regardless of their 
own political convictions, when asked to recall items, respondents do this more 
successfully for those items strongly linked to the conservatism and liberalism factors 
than those items weakly linked to them. These items, which define the factor structure, 
resonate more strongly with respondents than the peripheral items. He comments, ‘One 
cannot help but wonder ... whether a certain attitude factor structure found from the 
responses of many individuals has some sort of representation in the cognitions of 
individuals’ (ibid., p.229). He reasons that the process of taking one’s particular 
position in relation to issues or objects involves taking stock of the positions of other 
people. That is, it must invoke processes of social identity (Tajfel, 1981), and 
effectively a ‘symbolic interiorisation’ of group-wide representations.
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This seems a plausible theory in the case of a well-known topic such as political 
persuasion, but it would be heroic to assume that it would stand up to empirical scrutiny 
universally, and especially in the case of an unfamiliar topic (such as biotechnology). It 
implies that the individual has a broad knowledge of significant others, both out-group 
and in-group members. Where this is not present, and bearing in mind the 
systematically different ways in which people perceive in- versus out-group members, 
the chances of this process in aggregate leading to common representations seem slim. 
To clarify the distinction between representations at different levels of analysis, Gaskell 
(2001) invokes Harre’s (1984) distinction between ‘distributed’ and ‘collective’ 
representations. Whereas in distributed representations every individual holds the same 
representation, in collective representations every person holds part of a representation, 
but as a whole it is only realised collectively1. This is a very useful conceptual 
distinction which is often lost or glossed over in attitudinal survey research. Some 
further comments on it will be made in the next chapter (Section 4.2.3).
3.4.8 Relationship between the researched and the researcher/research 
instrument
This theme refers in a general sense to what happens during the research process, and 
the extent to which it is a prominent issue for the researcher. At one end of the 
continuum, for example, attitudinal survey research using Eurobarometer-type data 
relies on the assumption that respondents have a common understanding of the survey 
items and choose their answers using basically the same response process. In the 
language of Harre, this amounts to assuming distributed representations of meaning and 
processes of responding to questionnaires. Where this is not justified, it is a problem, 
and raises concerns about the quality of the data. Qualitative ways of investigating 
these concerns include cognitive interviewing. Quantitative approaches include survey 
experiments and quasi-experiments; for example, since 1991 the Eurobarometer on 
biotechnology has used a split ballot to ask about expectations of biotechnology. In one 
half of the survey, respondents are asked about ‘biotechnology’, and in the other half 
they are asked about the alternative term ‘genetic engineering’. To varying degrees 
across countries, responses to the term ‘biotechnology’ remain more optimistic, on 
average, than to the traditionally negatively loaded term ‘genetic engineering’ (Gaskell 
et al., 2006). As I have mentioned already, varying meanings of words constitute one of
1 Thus Harry’s and Durkheim’s collective representations are not quite the same phenomena.
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the greatest obstacles in survey research, and this obstacle is only enlarged in 
comparative research, where different languages complicate matters further. In this 
sense, the theme of the relationship between the researched and the research instrument 
is often closely connected to the theme of generalisability. Qualitative ways of 
addressing these joint concerns include careful back-translation of questionnaires. A 
quantitative contribution which is not commonly used but which will be employed in 
the empirical chapters in this thesis, is to compare the statistical behaviour of sets of 
items between countries.
It is not just survey researchers who worry about possible biases induced in data by the 
presence and nature of the research instrument; this is a universal concern in social 
research (see e.g. Rosnow & Rosenthal, 1997). More obtrusive examples include the 
well known Hawthorne effect. But the relationship between the researched and the 
researcher is not always purely a technical nuisance, obscuring substantive findings. In 
action research, ethnography and other participatory research exercises, the relationship 
between researched and researcher is a defining feature of the project, and brings with it 
a number of different concerns with more strongly political and ethical emphases -  
issues such as accountability, privacy, and the avoidance of harm. Ethical concerns 
more broadly are a fundamentally important element of this theme.
3.4.9 Validation
Essentially this comprises efforts to reassure the audience as well as the researcher of 
the credibility of the research project and findings. A great deal of social science 
literature is devoted to the concept of validity. Here I highlight just a few relevant 
points for this thesis. The first is to note that most of the existing literature concerns 
validation for quantitative studies, particularly in the sense of how confidently the 
results of analyses and models can be read -  for example, does an experiment provide 
convincing evidence of a causal relationship between X and Y? A number of 
classifications of different types of validity have been proposed within this frame of 
reference (e.g. Shadish, Cook, & Campbell, 2002), alongside more general discussions 
of the broader concept of validity in the context of social research (Gaskell & Bauer, 
2000).
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In this thesis, validation is concerned with the narrowly focused issue of the validity of 
the measures created of the three PUS constructs. This relates to the idea of ‘construct’ 
validity, in the sense of Shadish et al. (2002): that is, the extent to which the observed 
items represent the more general construct or concept that they are intended to capture. 
This term ‘construct validity’ is itself used in a number of different ways in the 
literature, depending on the theoretical position taken on measurement; thus, the theme 
is closely tied to the theme of ways of representing. Dawes and Smith (1985) for 
example note that those devoted to representational measurement define a valid measure 
as one fulfilling certain axioms of quantity. In pragmatic measurement, validation is 
couched in terms of demonstrating convincing patterns of associations with external 
measures, of the same or of other constructs. Judd and McClelland (1998), for example, 
using the term ‘construct validity’ in a different sense from Shadish et al., define it as 
comprising convergent validity (specifically: is the measurement associated with other 
constructs according to theoretical expectations?), discriminant validity (does the 
measurement capture the construct of interest and only that? -  that is, are the required 
patterns of independence with other variables observed?), and reliability (does the 
research instrument work in a consistent way between subjects?).
Contrasting with the multitude of possible techniques for assessing validity in 
quantitative research, validation in qualitatively-oriented research is a much less 
formally developed field. In fact a significant body of thought within qualitative 
research rejects the notion of formal validation procedures as redolent of the inherent 
positivism they dislike in quantitative research. Gaskell and Bauer (2000) contend that 
qualitative research requires its own quality criteria, functionally equivalent to but not 
straightforwardly lifted from quantitative methods. They see these quality criteria as 
necessary for public accountability, making an interesting connection to the theme of 
the relationship between the researcher and the researched.
In some studies validation is an ongoing issue, arising early in a research project via 
questions about the quality and properties of measurement instruments used. In others 
it is a more post-hoc exercise, undertaken as an appendix to the administration of the 
research method and analysis of data. Shadish et al. (2002) make the useful point that 
the concept of validity implies a dichotomy: valid versus invalid -  although in practice, 
validity is not an attribute whose existence can be demonstrated indisputably.
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Conclusion
This chapter has given a brief overview of some relevant themes from the sizeable 
literatures in social psychology concerning attitudes and related constructs and their 
measurement. It began with an explanation for the catholic approach to terminology 
adopted in the thesis -  the neutral spirit in which the terms attitudes, perceptions, 
opinions, etc. will be used, and the generality of the term ‘attitude measurement’. It 
went on to convey, via a selection of examples, an impression of the wealth of literature 
on attitude measurement in social psychology, to stress that in addressing the 
methodological challenges of the thesis, I by no means start from a blank slate.
In an effort to organise the useful elements from this literature, the taxonomy of choices 
in attitudinal research was designed to draw out some key themes to help structure the 
discussions of the empirical findings from the case study data. The content of this 
chapter has remained general, abstract and conceptual. The next chapter introduces the 
particular statistical models that will be used in the empirical studies, beginning with 
technical, specific details, and followed by a conceptual discussion framed around the 
headings from the taxonomy in this chapter.
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4 Latent trait and latent class models 
in attitudinal survey research
This chapter introduces the statistical models that are the methodological focus of the 
thesis. Latent variable models are many and diverse (cf. Bollen, 1989; Skrondal & 
Rabe-Hesketh, 2004; van der Linden & Hambleton, 1997), and the chapter thus covers 
only those actually employed in the empirical studies, although some references are 
made to related models where relevant. Section 4.1 contains the technical details of the 
models, taking as its point of departure the widely used normal linear factor model, and 
noting the difference between this and the models used in the thesis, which specify 
logistic models for the relationships between latent and manifest variables. The specific 
models applied in the empirical studies are then presented in turn: models for 
continuous latent traits, latent classes, and discrete latent traits. These are given for 
nominal observed variables, followed by a short description of the models for ordinal 
observed variables, which make a brief appearance in Chapter 7.
Having outlined the basic models, more precise details are given about the way in which 
the cross-national analyses are approached, clarifying the types of restrictions which 
may be applied to parameters of their measurement models. The essential features of 
the estimation method are outlined next, followed by an explanation of the diagnostic 
statistics employed for model selection purposes. The final two parts of Section 4.1 
outline the calculation of two pieces of further output: posterior scores and class 
allocations derived from the models selected, and weighted estimates of the 
distribution(s) of latent variable(s), using sampling weights.
Section 4.2 is a conceptual discussion of the latent variable models applied in the 
empirical studies. It uses the taxonomy of the previous chapter to highlight a selection 
of features of the models which are of special interest. Some of these relate to 
attitudinal survey research generally, and some to the particular challenges of survey 
research in PUS which were outlined in Chapters 1 and 2. In the terminology of 
Chapter 3, latent variable models comprise a family of ways of representing data, so 
Section 4.2.1 begins by discussing the considerations involved in choosing between 
different types of latent variables to represent a set of items. Recalling the range of 
philosophical stances towards measurement that were sketched in Chapter 3, such a
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choice is quite open if one adopts a pragmatic approach to measurement, but restricted 
if one adopts a representational approach. The means of validation for a finally selected 
model are also quite different depending on whether one adheres to a representational or 
a pragmatic approach to measurement, though they rely heavily on the same or similar 
fit statistics. These issues are somewhat reflective and would not often be contemplated 
in the context of practical survey research, where the typical survey researcher will by 
default operate within a pragmatic frame of reference.
Section 4.2.2 takes a more practical turn, clarifying the ways in which latent trait and 
class models will be used in this thesis as tools to address the particular methodological 
challenges posed by PUS surveys. It is helpful to reframe these challenges in the 
terminology of the taxonomy. The problem of capturing complex constructs, and the 
question of how to analyse DK responses, can be thought of as questions regarding the 
relationship between the researched and the research instrument. The task of making 
valid comparisons between countries is a question of the generalisability of measures of 
constructs. The chapter concludes, in Section 4.2.3, by reflecting more broadly on the 
place of latent variable models within the field of social psychology, and on their 
current and potential use in attitudinal survey research.
4.1 Statistical specification for the latent trait and latent class
models used in the thesis
Latent trait and latent class models may be thought of most simply as regression models 
with multiple observed response variables and a smaller number of unobserved 
explanatory variables. These models are variants on the General Linear Latent Variable 
Model (GLLVM) (Bartholomew & Knott, 1999), and as such are essentially generalised 
linear models (e.g. Dobson, 2002) but with latent rather than observed explanatory 
variables. The GLLVM, in turn, is part of the more general family of Generalised 
Linear Latent and Mixed Models (GLLAMMs) (Rabe-Hesketh, Skrondal, & Pickles, 
2004). The connections between different types of latent variable models, and between 
latent variable and other models, are clarified in texts such as Bartholomew and Knott 
(1999) and Skrondal and Rabe-Hesketh (2004). I refer the reader to these sources for 
full details of the models introduced in this chapter; just the essential details of relevant 
models are presented in the sections below. This presentation relies heavily on the 
unified treatment of latent variable models given in Bartholomew and Knott (1999), and
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on the technical manual for the Latent GOLD software (Vermunt & Magidson, 2005), 
which is used to estimate most of the models in the thesis. I follow Bartholomew and 
Knott particularly closely in their style of notation. It should be emphasised that 
although this may look a little different from some treatments of the subject, there is 
nothing theoretically ‘alternative’ in the models used in this thesis -  they are the 
standard latent trait and latent class models.
4.1.1 Variables
The following conventional notation is used to denote the types of variables involved in 
the models:
Xj (j=l,...,q) are q latent variables (denoted alternatively by the vector x), 
yi (i=l,...,p) arep  observed or manifest variables (or vector^), and 
Zk (k=l,.. .,r) are r observed covariates; for our purposes group (country) variables. 
Observed and latent variables may be categorical or continuous; the various kinds of 
latent variable model are defined according to whether latent and observed variables are 
the former or the latter. The basic classification of types of models is shown in Table 
4.1. Here the term ‘categorical’ includes models for binary variables, and for nominal 
and ordinal polytomous variables, whether observed or latent. The earliest latent 
variable model, factor analysis, which is still the most widely used model in attitudinal 
survey research, was conceived for scenarios where both the latent and the manifest 
variables were continuous. Subsequently, however, models have been developed for all 
other possible combinations, including models for mixtures of different levels of 
measurement -  for example, latent trait models where some observed variables are 
discrete and some are continuous (see e.g. ch.7 of Bartholomew & Knott, 1999).
Table 4.1 Types of latent variable model
M anifest variables
Continuous C ategorical
L aten t variables C ontinuous Factor analysis Latent trait analysis
x j C ategorical Latent profile analysis Latent class analysis
Adapted from Bartholomew and Knott (1999, p.3)
The focus of this thesis is on latent trait and class models, since all of the observed 
variables in the three empirical studies are categorical. Just as with regression models, 
when the response variables are categorical a linear link function between observed and
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latent variables is not appropriate, and an alternative must be used. We can, for 
example -  as in this thesis -  model the logarithm of the odds of responses falling in 
particular categories -  equivalent to binary logistic regression for binary response 
variables, or multinomial logistic regression for nominal response variables. This key 
point is often paid scant attention in survey analysis, and one will often see factor 
analysis used for analysing categorical observed variables. The next section explains 
more fully why this is problematic, providing a point of departure from which to 
describe the trait and class models used in the thesis.
4.1.2 The normal linear factor model
The normal linear factor model (see e.g. Bartholomew, Steele, Moustaki, & Galbraith, 
2002; Bollen, 1989) is the best known of the latent variable models, and is easily and 
often implemented with standard software packages such as SPSS. Using the notation 
introduced above, i.e. for y t continuous response variables, and with up to q latent 
variables denoted by Xj and error terms by e, the model is given as:
y i =  CCiO+ Y u a i j X j  + e i (1)
y=i
where ato is the intercept or constant, and each a tJ gives the loading for item i on latent
variable j .  Usually (though this assumption can be relaxed) these latent variables or 
factors are assumed to be independent of each other. A core assumption of the model is 
that the observed items are conditionally independent, given the latent variable(s) -  that 
is, that the explanatory variables account for all the association between them. The 
explanatory variables xi,..xq are assumed to follow a multivariate normal distribution, as 
are the error terms. These imply that the response variables yi,..yt are also multivariate 
normal.
The model presented here is known as the exploratory factor analysis model; here, 
loadings are free to vary between items, and between factors, if  there is more than one 
factor. It is possible, in a simple modification to the model, to place restrictions on the 
loadings -  in practice, this means most commonly that in a multiple factor model, 
certain items are allowed to load only on certain factors. This confirmatory factor 
analysis model may in turn be extended, so that particular relationships between the 
latent variables can be specified and tested: structural equation models (Bollen, 1989;
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Joreskog, 1973) typically involve modelling the relationships between several latent 
variables, alongside covariates.
Normal linear factor models, both exploratory and confirmatory, are often used for 
items with Likert-type responses, e.g. from ‘strongly agree’ to ‘strongly disagree’, and 
sometimes even for binary observed items. This approach is analogous to using a linear 
regression model to model categorical response variables, and is well known to be 
problematic. For example, with binary observed variables, modelling the expected 
values of y t (the left hand side of equation (1)) amounts to modelling the probability of 
responding in one category rather than another, given certain values on Xj. Any 
probability, by definition, must fall between 0 and 1. Yet if the relationship between the 
yi and Xj is modelled as linear -  if the right hand side of the equation is not restricted in 
any way -  it is quite possible that values on the left hand side of the equation could fall 
outside these boundaries. Such values would be logically meaningless. This problem 
can easily be resolved, however, by using a non-linear link function between the y t and 
Xj, and abandoning the assumption of normality for y h This is the approach adopted in 
latent trait and class models. Since the observed variables analysed in this thesis are 
categorical, the normal linear factor model is not used at all in this thesis2.
A variant on the normal linear factor model is available for ordinal and binary observed 
items. The Lisrel model (Joreskog & Sorbom, 1996) employs the ‘underlying variable 
approach’, which begins by using a pre-processor programme to construct from the data 
a pseudo-correlation matrix. Hypothesising that the categorical variables correspond to 
categorised versions of continuous variables, it uses the proportions in the various 
categories to define thresholds along these hypothesised continua. Correlations between 
these hypothetical continuous variables are then calculated. This Lisrel model is not 
employed at all in this thesis for a number of reasons, chief amongst them being that 
most of the observed items in the analysis are nominal, and for those few items that are 
ostensibly ordinal, the ordering of categories is an issue to be tested empirically rather 
than assumed .
2 It is not the focus o f the thesis to consider the extent to which factor analysis may or may not return the 
same substantive interpretation of a set o f items; such comparisons are arguably best achieved using 
simulation studies, and a formal statistical approach, in contrast to the applied spirit o f this thesis.
3 For comparisons o f the Lisrel model with other models for ordinal observed items the reader is referred 
to Jhreskog & Moustaki (2001).
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4.1.3 Latent trait models fo r binary and nominal observed variables
In these models the problem of using a linear response function to link the observed and 
latent variables is solved by using a logit function, as given in the GLLVM:
1
logit nix) = ai0 + ^ a nxj (2)
7=1
where nix) is the probability of a particular response for item i, given a value or set of 
values on the latent variable(s). Where these latent variables are continuous, they are 
usually referred to as latent traits. These latent variables are usually assumed to have 
standard normal distributions, as in (1).
The formula given in (2) implies binary manifest variables. In the empirical chapters in 
this thesis, however, models for binary items are only presented fleetingly; the main 
focus is on models for nominal polytomous variables. To rewrite the model for 
polytomous items, if we say that observed variable i has ct>2 categories, then denoting
the categories by s (s takes the values 0, L ..c~ l, with 0 as the reference category), the
model for polytomous variables can be written as:
q
log {nis{x) / ni0(x)} = am  + Yua m xj (3)
7=1
where nis(x) = P ty  = £|jc) is the probability of responding in category s (=l,2...c—l ) to 
item i, given a value or set of values on the latent trait(s), nto{x) is the probability of 
responding in the reference category to that item, and x  denotes the vector of values for 
the q latent variables.
Latent trait models, in their various forms, are known collectively as Item Response 
Theory, or IRT, models (van der Linden & Hambleton, 1997). These have been 
developed in the field of educational testing, where the focus of interest is usually on 
modelling single traits representing knowledge, ability, and similar attributes. The well 
known model given in (2) is attributed to Bimbaum (1968), and this and the model in 
(3) can be referred to as two-parameter logistic (2-PL) models, in IRT terminology. In 
standard terminology, the model defined in (2) describes a binary logistic regression 
model, and in (3), a multinomial logistic regression model.
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4.1.4 Interpretation o f  latent trait parameter estimates
Latent trait models are interpreted by way of two key sets of parameter estimates that 
describe the relationship between the observed and latent variables. Firstly, the 
loadings ay give, for polytomous items, the effect of the latent variable on the log odds 
of responding in category s rather than the reference category for an item. Higher 
values indicate greater discrimination power for category s in relation to its reference 
category. The relative values of the discrimination parameters for different categories 
of an item can be informative; for example, we would expect the categories of a Likert 
item to be ordered, so that if ‘strongly disagree’ were the reference category, the 
coefficients would be steadily increasing (decreasing), with the highest (lowest) 
coefficient given to ‘strongly agree’. If this is not the case, it would indicate that the 
item should be interpreted as nominal rather than ordinal, in relation to the latent trait. 
Some response categories may be more discriminating than others, in relation to a 
reference category; if some are not significantly different from each other, it may 
suggest that in future waves of the survey these categories may be collapsed, or that 
different response categories should be used. In the simpler case with binary items, 
there is only one discrimination parameter per item, so they can be used more 
straightforwardly as indicators of the discrimination power of items rather than 
categories of items.
Items exhibiting high discrimination power are particularly useful for the survey analyst 
as tools for differentiating between respondents in terms of the latent variable; those 
items with low discrimination power can be thought of as not doing much ‘work’ in this 
regard. As such, when using latent variables to model a psychological construct, and 
with an eye on future survey design, one can identify items with high discrimination 
power as those to repeat in future surveys, and those with low discrimination power as 
candidates for deletion or modification.
Alongside discrimination parameters, the model specifies constants or intercepts a to. 
Whereas these are not of great interest in the linear factor model, in latent trait models 
they have heuristic value when expressed as difficulty parameters for the items. The 
difficulty of a particular response is defined as the probability of giving that response 
for the median individual on a trait. Fixing the values of all the latent traits to 0 (when 
the traits are normally distributed, this is the median individual), the probability for an
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individual of responding in category s to item i can be calculated from the following 
equation:
(°) = exP[“ ,o CO] /  Z  exp[“ (0 ('■)] • (5)
r=0
Difficulty is an intuitive concept for items assessing knowledge of a topic, but can be 
equally interesting when analysing attitudinal items. In the latter case, the common 
sense meaning of ‘difficulty’ does not map so easily onto the interpretation of the 
difficulty parameter -  but the following example illustrates the way in which it can be 
understood. On a scale of high to low engagement with biotechnology, a difficult item 
might be to agree that ‘I would be prepared to take part in public hearings on the 
subject’; the average individual on the trait would be unlikely to agree to this. An easier 
item might be to agree that ‘I have heard of biotechnology before’; the average 
individual may be very likely to agree to this. For clarity and convenience of 
presentation, and because of the general usage of the term ‘difficulty’ for this parameter 
in the IRT literature, I will use it throughout the thesis, both for items capturing 
knowledge as well as those capturing attitudes and other affective attributes. 
Identifying easy and difficult items can be a key part of forming a description of a latent 
variable. It can also inform future survey design -  for example, if nearly everyone is 
likely to agree that they have heard of biotechnology before, whilst this may be an 
interesting and important finding in its own right, the utility of the item in a scale of 
engagement is rather limited. For purposes of scale construction, then, it may be 
dropped from future surveys, or at least, dropped from the scale in future.
The combined information from item loadings and intercepts can be represented 
graphically, by calculating a selection of fitted probabilities of item responses for a 
range of values for a latent trait xj (fixing the other traits at some values, if there is more 
than one trait). To do this for the polytomous latent trait model for example, from 
equation (3) we use:
n„(x) = e x p { a j s )  + |] e x p ( a ,0(r) + (6)
j = 1 r=0 7=1
for selected values of Xy, where a ij denotes the parameter estimate (and a i0 (0) = a l} (0)
= 0). From such fitted probabilities we can draw Item Characteristic Curves (ICCs) or 
trace lines, which show at a glance the changing probabilities of choosing each of the 
response categories at any point along the latent trait. ‘At any point’ can be sensibly
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limited to values of approximately +/- 3 when the latent trait(s) are assumed to be 
standard normal. ICCs show for each item its discrimination power, via the steepness 
of the slopes of its response curves (the steeper the slope, the greater the 
discrimination), and its difficulty, by way of the location of the curve in the plot (the 
higher on the latent trait, the greater the difficulty).
There are two variants on the 2-PL model which it is useful to mention briefly, for 
comparison purposes -  one with fewer parameters and one with more. The one- 
parameter logistic (1-PL) model is often used in educational testing. In this model, 
discrimination parameters are assumed to be the same for every item, and only the 
difficulty parameter is estimated separately for each. This is a random effects version of 
the well known Rasch model (Rasch, 1960). By contrast, sometimes an extra parameter 
is added (the 3-PL model: Bimbaum, 1968). This raises the height of the lower 
asymptote of the logistic response curve, and is commonly introduced as a ‘guessing’ 
parameter, in scenarios where it is deemed that the probability of a correct or positive 
response from those at the lowest end of the trait should be increased. Notably, a 3-PL 
model is used in Jon Miller’s models of biotechnology knowledge items. I do not use a 
3-PL model in this thesis -  reasons for this will be outlined at the start of Chapter 6, 
where I give a brief discussion of Miller’s analyses and motivation for the models used 
in the chapter.
A last key detail in the interpretation of latent trait models is the facility to rotate the 
solution, where there are two or more traits -  as is routinely used in exploratory factor 
analyses (Bartholomew & Knott, 1999). Where the traits or factors are assumed to 
follow standard normal distributions, the likelihood of the model is not changed by 
rotation, so it simply provides a different angle of interpretation on the same model. For 
example in a two-trait model, if for each item we plot its loadings on two axes, it is easy 
to imagine rotating those axes clockwise or anticlockwise to reach a clearer picture of 
which items load on the different axes. The points in the plot do not move in relation to 
each other, just the directions of the axes. Rotation may be orthogonal, if the latent 
variables are constrained to be independent of each other, or ‘oblique’, if they are 
allowed to be correlated. In this thesis, where continuous multi-trait models are 
presented, the solutions are rotated to aid interpretation, with oblique rotation applied 
throughout, since there is no theoretical reason to enforce independence between the 
latent variables. Another way of aiding the interpretation of a trait model is to apply
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restrictions to the model specification, in the manner of a confirmatory factor analysis -  
for example, setting some item loadings to zero. This approach can be particularly 
useful in discrete trait models, to which rotation cannot be applied because the model 
entails no assumptions of a multivariate normal distribution for the latent variable(s) 
(see Section 4.1.6).
4.1.5 Latent class models fo r nominal observed variables
The latent class model (Lazarsfeld & Henry, 1968) is basically the same as the latent 
trait model but with one categorical latent variable x with, say, j  unordered categories. 
The model is of similar form to (2) but with explanatory variables X2, ..., Xj which are 
dummy variables for categories 2, ..., j . The latent variable is thus nominal, unless 
further restrictions are imposed on the model. The model yields intercepts and slope 
estimates as with a trait model, but in interpreting a latent class model it is common to 
focus on the combined implications of these, that is on the estimates of the conditional 
probabilities 7ris(j) of giving particular responses to particular items, given membership 
of a particular class. For example, we might be interested in how the probability of 
‘definitely agreeing’ that GM food is morally acceptable changes according to the latent 
class allocation of a respondent. Just as the ‘meaning’ of latent traits can be interpreted 
by reference to notably high or low loadings for the items, the content of the classes can 
be described by inspecting these conditional probabilities and looking for patterns -  in 
simplest terms looking for high probabilities of giving particular responses in different 
classes. Having reached descriptions of the latent classes in a model, we might be 
interested in the overall proportions of respondents expected to belong to each of them. 
This information is contained in the estimated prior probabilities of belonging to class j, 
denoted by rjj = P(x=y).
4.1.6 Discrete latent trait models
Discrete latent trait models (Heinen, 1996) fall somewhere between latent class and 
continuous latent trait models. Those described here and presented in later chapters are 
implemented in Latent GOLD (Vermunt & Magidson, 2005). Discrete latent trait 
models can be thought of, in a rough way, as latent class models in which the latent 
variable is ordinal, or as latent trait models where the trait is categorical rather than 
continuous -  though in each case, with an important qualification. Whereas in latent
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class models we model a single nominal categorical latent variable, in Latent GOLD we 
can model more than one ordinal latent variable. Specifically, each trait has two or 
more ordered levels, which are coded at equal intervals between 0 and 1; these codes are 
used as numerical scores in the measurement part of the model. No assumptions are 
made about the distribution(s) of the latent variable(s); rather, the probabilities of its 
levels are now parameters to be estimated as part of the model. In the case of two- or 
more trait models, the traits can be constrained to be independent of each other, or 
allowed to be correlated.
A discrete trait model can be thought of then as a class model with certain constraints 
on its parameters. For example, a model with three discrete traits, each with two levels, 
is straightforwardly a restricted version of an eight-class latent class model (Vermunt & 
Magidson, 2005). Thus a discrete trait model makes it possible to investigate the 
dimensionality of a set of items in a way that a class model does not. Restrictions along 
the lines of confirmatory factor analysis can also be tested with discrete trait models -  
such as fixing loadings of some items on some trait(s) to zero.
The more levels specified for the trait(s), the closer it becomes, conceptually, to a 
continuous trait model. A continuous trait model, in fact, is not quite continuous in 
practical computational terms in any case, since the problematic nature of the 
integration required to estimate the model necessitates the use of techniques such as 
numerical integration methods -  in Latent GOLD, using the Gauss-Hermite quadrature. 
That is, when the model is estimated, the trait is approximated by a number of points 
along the continuum, weighted so that the trait approximates a normal distribution. In 
practice then, a ten-level discrete trait model is quite similar to a continuous trait model 
in which ten quadrature points are used for its estimation. The key difference between 
the two models in this case is that whereas in a continuous trait model the trait is 
assumed to be normally distributed, in a discrete trait model no particular form is 
imposed on the prior distribution of the latent variable. So a continuous trait model 
contains a number of quadrature points whose weights depend on the normal 
distribution, whereas in a discrete trait model, the comparable quantities are parameters 
to be estimated -  that is, probabilities for each of the levels of the latent variable(s). 
Thus one particular benefit of a discrete latent trait model is that it allows us to explore, 
in a somewhat less restricted way, how a latent variable is distributed.
89
4.1.7 Latent trait and class models fo r ordinal observed variables
In most models presented in this thesis the observed variables are treated as nominal, 
that is where the model in question returns for each item an intercept and slope 
parameter for each response category in relation to the reference category. If the 
response categories behave ordinally in relation to each other, then the item parameter 
estimates would be ordered correspondingly. We can enforce ordinality on an item’s 
categories by using a model for ordinal responses. The most common of these is the 
proportional odds model. In Latent GOLD, however, the model employed for ordinal 
responses is the adjacent category logit model, or in IRT terminology, the partial credit 
model. This is written as
<7
log {7CjS(x)/nl0(x)} = ai0(s) + Y Js a ij xj (7)
j =i
where s = Of,...c~l  are used as equal-interval numerical scores for the response 
categories. This also implies
q
log {nitS+1(x) / nis{x)} = [ai0(s+l) -  ai(j(s)] + Y , a vxj (8)
7=1
for all s = 0,l,...c,—2. Note that this measurement model can be specified for discrete 
trait and class models, as well as for continuous trait models.
4.1.8 Measurement models, structural models and multiple group models
Each of the models described above can be thought of as consisting of two parts (as 
outlined in Chapter 1): a measurement model, and a structural model. The measurement 
model comprises the intercept and slope parameters for the items, while the structural 
model comprises the (joint) distribution(s) of the latent variable(s). It is important to 
note that I adopt a broader definition for ‘structural model’ than is common in the 
literature on latent variable models. In the statistical literature, structural models are 
typically taken to refer to relationships between latent variables which are specified by 
means of structural equation models. I use the term ‘structural model’ to refer generally 
to the joint distribution of a set of latent variables; and for simplicity and convenience of 
presentation, I extend this definition to include the distribution of a single latent 
variable. It is unconventional to use the term in the contexts of exploratory and 
confirmatory latent variable models; I do so, however, in an explicit effort to make the 
account of latent variable models as clear and simple as possible for the non-statistical 
reader.
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In the analyses used in the empirical chapters the measurement model is generally more 
interesting and important to the success of the analysis than the structural model, since 
the focus of the thesis is on deriving the best possible measures of three types of 
constructs. The distribution(s) of the latent variable(s) will be something to inspect with 
interest, but only after a good measurement model has been found.
The simplest kinds of restrictions on the measurement models are those in the spirit of a 
confirmatory factor analysis. For example, in a multiple-trait model, selected item 
loadings can be set to zero, so that certain items load only on certain traits. Some 
restrictions of this kind will be used with discrete trait models in Chapter 7. The slope 
and difficulty parameters can also be restricted to values other than 0; in a continuous 
single trait model, setting the slope coefficients to be equal for all items amounts to a 
random effects Rasch model (the 1-PL model introduced in Section 4.1.4). In latent 
class models, item parameters can be constrained in order to fit, for example, 
probabilistic Guttman-type models. In Guttman models (described in Chapter 3), 
defined for j  binary items, we have j+1 classes, with the items and classes ordered in a 
certain way. At one extreme, the typical response profile is to answer negatively to all 
items. In the adjacent class, the typical response profile is to answer only the easiest 
item correctly (or positively, if attitudinal items are being modelled); in the next class, 
respondents are predicted to answer the two easiest items correctly; in the next, the three 
easiest items -  and so on, until the final class, in which every item prompts a positive 
response. Some models of this kind are presented in Chapter 5. They are fitted using 
the LEM programme, which allows item parameters for latent class models to be 
restricted to certain values, to equality, or to zero, making a range of Guttman-type 
models possible. For example, the basic probabilistic version of the Guttman model is 
attributed to Charles Proctor (1970), in which the conditional response probabilities, 
patterned in the appropriate way, are equal between both classes and items. The Equal 
Item Specific Error Rates model (or EISER model: Lazarsfeld & Henry, 1968), is less 
restricted, allowing these to vary between items but not classes. A number of further 
variants on these models can easily be specified by restricting parameter estimates in 
this way (Van den Wittenboer, Hox, & de Leeuw, 2000).
It is also possible to impose restrictions on the structural part(s) of a model. Structural 
models are explored only in a minor way in this thesis; the focus is on the measurement 
models. However, a few small-scale analyses of relationships between latent variables
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appear in the thesis. In Chapter 7 for example, there is some interest in testing whether 
associations exist between traits in a discrete trait model. The subject of Chapter 8 is in 
a sense about structural models, in that it comprises an analysis of the relationships 
between the three PUS constructs, and selected socio-demographic variables. However, 
this analysis does not follow a structural equation modelling approach; it is rather a 
loglinear model using the posterior scores and class allocations from the PUS constructs 
(see Section 4.1.11).
The most important use of model restrictions in the thesis is for multiple group analyses, 
where the aim is to derive latent variable models of constructs that are comparable, 
statistically speaking, between country samples. These involve, firstly, a structural 
model, for the latent variable(s) given country. It would be possible to restrict the 
distribution of the latent variable(s) to be the same for each country, but in cross­
national analyses it is more usual that this is specifically a parameter of interest -  for 
example, PUS researchers would be interested in how the distribution of knowledge 
varies from country to country. More elaborate specifications for structural models are 
the province of structural equation models, which are not used in this thesis.
It is the measurement part of the model -  the part that defines the meaning of the latent 
variable -  that is most usefully modified for the purposes of the cross-national analyses 
in my empirical studies, by allowing item response intercepts, or intercepts and slopes 
together, to vary by country. Figure 4.1 illustrates the two types of relaxations of 
parameters that are considered in this thesis. In latent trait models, freeing the 
intercept(s) or difficulty parameter(s) for an item amounts to including in the model 
direct effects of country on response probabilities for that item. This would allow us for 
example to specify that, all other things equal, a Danish respondent is more likely to 
answer a certain knowledge item correctly than is a Portuguese respondent. Freeing the 
slope or discrimination parameter(s) for an item as well as its intercept(s) would mean 
allowing an interaction between country, trait and response probabilities for that item. 
In the example of the knowledge items, this could mean for example that a knowledge 
item was highly discriminating in Portugal, but less so in Denmark. Freeing the slope 
parameter has the effect, then, of allowing the relationship between an item and its 
latent variable to vary by country -  it implies that the item has a different interpretation 
for the attribute in question, between countries. In a model with more than one latent 
trait, these effects can be fixed and freed on one or more of the traits. This analysis
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broadly follows what in educational testing is termed ‘differential item functioning’ 
(DIF) analysis, employed to identify items which have significantly different slope 
and/or intercepts for different groups (Holland & Wainer, 1993).
The same principle applies to latent class models, and makes most sense when these are 
expressed as logistic regression models. Allowing the intercept(s) for an item to vary 
by country means modelling direct effects between country and response probabilities 
for the item. So, for example, an Austrian respondent might be more likely than a 
Swedish respondent to agree that GM food is risky -  regardless of latent class 
membership. Freeing both the intercept(s) and slope(s) for an item would mean 
allowing an interaction between country, latent variable and response probabilities. 
This would allow the effect of country on response probabilities to differ across classes. 
In a similar way to the latent trait model, the interaction term would allow the 
interpretation of the item in relation to the latent variable to vary from country to 
country.
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Figure 4.1 Two modifications to the measurement model of a latent variable 
with a covariate (group variable)
a. D ire c t e ffec t be tw een  item  3 an d  g ro u p
Latent variable Group
Observed item 2 Observed item 3Observ ed item 1
b. In te ra c tio n  b e tw een  item  3, la te n t v a r ia b le  an d  g ro u p
Latent variable
Observed item 2Observ ed item 1 Observed item 3
4.1.9 Estimation
Estimation for all models is via Maximum Likelihood estimation (or more precisely, 
Bayesian estimation with vague prior distributions -  see discussion below). In this 
thesis, almost all latent trait and class models are fitted using the programme Latent 
GOLD, version 4.0 (Vermunt & Magidson, 2005). The exceptions are Guttman-type 
class models presented in Chapter 5, and one type of discrete trait model in Chapter 6, 
which are fitted using the programme LEM (Vermunt, 1997). Other programmes which 
might be used to fit latent class and/or latent trait models include GLLAMM (Rabe- 
Hesketh, Pickles, & Skrondal, 2004), Mplus (Muthen & Muthen, 1998), SAS PROC 
LCA (Lanza, Collins, Lemmon, & Schafer, in press), BILOG-MG and MULTILOG- 
MG (du Toit, 2003).
Estimation for latent variable models is a fairly difficult computational task, and 
especially in complex models there is a possibility that iterations will converge to a
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local rather than a global maximum of the likelihood function. With older programmes 
this usually meant that a number of runs of the same model should be attempted from 
different starting values, to increase one’s chances of finding the best model, with the 
greatest likelihood. Latent GOLD by default begins model estimation with ten sets of 
random starting values, and chooses the best of these from which to calculate model 
parameter estimates. An informal investigation undertaken early on in the empirical 
analyses for the thesis suggested that this default of ten sets seems to be sufficient for 
the algorithm to converge to the same solution on repeated runs. To be cautious, 
however, and since some of the models considered are relatively complex, 100 starting 
sets are used for all models estimated in Latent GOLD that are presented in the 
empirical studies.
Some additional features of the estimation settings used in Latent GOLD should be 
mentioned here (see Vermunt & Magidson, 2005 for further details of these). The first 
is that by default Latent GOLD specifies a prior distribution for the latent and 
conditional response probabilities -  ‘Bayes constants’ in Latent GOLD terminology -  to 
avoid boundary solutions, that is estimated probabilities of 0 or 1. The default values in 
Latent GOLD for these priors have been applied; these are quite weak priors, so the 
estimates from models using these differ little from Maximum Likelihood estimates.
It is possible in Latent GOLD to specify the number of quadrature points used in 
estimating continuous latent traits, and the number of levels in discrete traits. For 
continuous trait models, bearing in mind that too few quadrature points is likely to 
affect the results of the model (Lesaffre & Spiessens, 2001), twenty quadrature points 
are used for each continuous trait, unless otherwise stated. For discrete trait models, 
when using the models to approximate continuous latent variables and in the absence of 
any notable guidance in the literature, some preliminary analyses on the models in 
Chapter 6 indicated that beyond five levels, the model did not seem to change -  
parameter estimates would be very similar for a model with six levels compared with a 
model with seven levels, for example. Beyond eight levels, the estimation appeared to 
become more problematic, both in terms of failing to converge on a solution after a 
reasonable number of iterations, and especially with multiple traits, increasing 
estimation time considerably. The default number of levels used for discrete trait 
models in the thesis is seven, again, unless otherwise stated.
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4.1.10 Diagnostics and model choice
Model selection is a notoriously difficult topic, with no consensus in the literature on 
the best way to approach it. In this thesis I select models with reference to various fit 
statistics, and with due consideration to the interpretability of a model. I present a 
selection of the many diagnostics provided in Latent GOLD, alongside two newer and 
less widely used statistics. I pay greater attention to the latter, and will comment in 
Chapter 9 on how they appear to work in the range of models presented.
The statistics from Latent GOLD are standard and widely used, and I refer the reader to 
Vermunt and Magidson (2005) for details of their formulae. The following figures are 
presented in each table of fit statistics in the empirical chapters:
■ The likelihood ratio chi-squared statistic (the deviance, or L )
■ The number of degrees of freedom of the model (d.f.)4
■ The bootstrap p-value for L2 under the null hypothesis that the model generated
the observed data. This is obtained by generating 500 samples of the same size 
from the fitted model, using the estimated values for its parameters. The p-value 
is the proportion of these samples whose deviance is greater than the deviance 
for the original sample.
■ The Bayesian Information Criterion (BIC) = L -  log (N) d.f., where N denotes 
the sample size
■ Akaike’s Information Criterion (AIC) = L2 -  2 d.f.
■ Likelihood ratio comparison tests of nested models are sometimes used, in the
standard way; the results of these are reported in the text where they are 
relevant.
The bootstrap p-value is recommended over the asymptotic p-value when there are large 
numbers of small expected frequencies in the data (i.e. frequencies less than 5), since 
under these conditions the L may not follow a chi-squared distribution. Most of the 
models presented in this thesis are based on sparse contingency tables; the bootstrap p- 
value therefore provides a solution to this problem. However, it does not offer a 
solution to the fact that as a test of goodness of fit, the deviance is also sensitive to
4 In Latent GOLD, where the number of cells in the full contingency table is smaller than N, the degrees 
o f  freedom are calculated in the usual way, as (number o f cells in the table -  number o f parameters). 
Where this is not the case, degrees o f freedom are given as (N -  number o f parameters).
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sample size. Evidence from the analyses carried out (see especially Chapter 5 when this 
is encountered for the first time) is that samples of circa 1,000 cases per country are too 
large for L to be useful for this purpose.
BIC and AIC are commonly used for large samples as alternative, ‘penalised’ model 
selection criteria (Kuha, 2004). For each, the lower the figure, the better the model. 
Although they seem to be increasingly relied on for choosing between alternative 
models, it is known that they are not unproblematic, even for non-latent variable models 
(e.g. Kuha, 2004; Weakliem, 1999). It is sometimes found that one appears too high, 
and the other too low, according to an external criterion, for example. Each is based on 
a different criterion of model selection and as such behaves slightly differently -  for 
example, BIC tends to favour smaller models.
We are still lacking a means of assessing absolute model fit -  so for this purpose some 
alternative fit statistics are provided5. The first is the statistic which will be most 
heavily used in the empirical chapters to make decisions on model selection. This is 
based on an approach suggested in Bartholomew et al. (2002) drawing on Bartholomew 
and Knott (1999) and Joreskog and Moustaki (2001), that is to look for large 
standardised marginal residuals as indicators of poor fit. Specifically, for responses to 
each pair of items, we create a two-way marginal table, by collapsing over responses to 
the other variables, and then compare O, the observed frequency in a single cell of such 
a table, with E, the expected frequency for that same cell. The residual for each cell is 
calculated as (O-E) /E. If the residual is assumed to have a chi-squared distribution 
with one degree of freedom, then as a rule of thumb we can take standardised residuals 
greater than four to be a sign of poor fit (Bartholomew et al., 2002). The greater the 
number of large residuals, the worse the model. However, since the number of two-way 
margins varies from model to model, it is helpful to calibrate this criterion accordingly, 
and consider the proportion rather than the raw sum of all two-way margins in a model 
that are unacceptably large. The final diagnostic is therefore the percentage of two-way 
standardised marginal residuals that are greater than four. Some comments will be 
made in Chapter 9 on what seems like a plausible rule of thumb for a percentage that 
indicates a well fitting model. One of the benefits of the marginal residuals is that as 
well as the overall percentage figure, used to assess global model fit, high residuals can
5 These and a number o f additional calculations on the fitted models -  including rotation o f continuous 
trait solutions, and drawing ICCs for discrete and continuous trait models -  are calculated using functions 
kindly written by Dr Jouni Kuha in S-Plus software.
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be used to identify local fit, or lack of fit -  for example, to identify for which items a 
model fits poorly. Three-way margins may also be calculated, along the same lines as 
above. In this thesis they are used to assess the fit of cross-national models: 
specifically, country by item by item tables, that is two-way margins as described 
above, conditional on country.
Finally, a variant on the calculation of residuals is presented, based on Joreskog and 
Moustaki (2001). In this approach we sum the two-way marginal residuals for pairs of 
items, for all categories of those items. So, where m denotes the number of response 
categories for an item, for items i and j  we calculate the sum, Sy, of all two-way 
standardised marginal residuals in the table. To take into account differing rates
of m, we convert this into a common metric using Sy/(mi*mj). Then to reach a single 
figure to summarise the information for a model, we repeat this for all combinations of 
pairs of items, and take the mean of all the Sy/(mj*mj) as our final measure of goodness 
of fit. In the tables of fit statistics in the empirical chapters this is presented under the 
heading ‘Joreskog and Moustaki index’. For a single two-way table, values greater than 
four for Si/(rrij*mj) are suggested as denoting a poorly fitting model (Joreskog & 
Moustaki, 2001); this seems to be too generous a rule of thumb for the mean of several 
of them. In the models presented, a value of 1 or above on the Joreskog and Moustaki 
index tends to indicate a very poorly fitting model.
4.1.11 Posterior scores
In the way of posterior analysis, we are interested in the properties of the distribution of 
Xj given all of the y h and group variables (covariates) z*, if included. For continuous 
traits, the posterior mean of each trait is informative. For discrete traits, as outlined 
earlier, the distribution(s) of the trait(s) are interesting. These can be represented by the 
posterior probabilities of the levels of the trait(s). They can also be represented by the 
posterior mean(s) of the trait(s), obtained from the sums of the scores (between 0 and 1) 
o f the levels, weighted by their respective probabilities. Such scores are known as 
empirical Bayes (EB) or expected a posteriori (EAP) predictors (Skrondal & Rabe- 
Hesketh, 2004; Vermunt & Magidson, 2005). In trait models of all descriptions, the 
posterior scores are generically termed ‘factor scores’. For the latent class model, we 
use the estimates of conditional and prior probabilities to obtain estimated probabilities 
for membership of each class, given response profiles. The analogous quantity to factor
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scores is then, for each response profile, the class to which it is most likely to belong, 
that is for which the posterior probability is highest. In this report I call these ‘class 
allocations’; in statistical literature they are often termed empirical Bayes modal (EBM) 
or modal a posteriori (MAP) predictors (Skrondal & Rabe-Hesketh, 2004; Vermunt & 
Magidson, 2005). This posterior analysis provides a tool for further research questions 
-  for example, factor scores or class allocations can then be used in regression analyses, 
as predictors of other variables, or we might test for differences in factor scores between 
different socio-demographic groups. In this thesis, the posterior scores and allocations 
from the three empirical studies will be used in an analysis in Chapter 8, to explore in a 
simple way the associations between them. Further comments on this approach, relative 
to alternative ways of analysing the associations between latent variables, are reserved 
for Chapter 8.
4.1.12 Sample weights
As mentioned above, in the analyses in the empirical chapters the structural models are 
of secondary interest, relative to the measurement models. However, this is not to say 
that the distributions of the latent variable(s) capturing the PUS constructs are not of 
interest at all -  they are in fact rather important in the context of PUS research. For the 
final joint cross-national latent class models presented at the ends of Chapters 5 and 7, 
the estimated prior probabilities of membership in each class is given for each country, 
applying the basic case-level weights provided in the original survey data set, and for 
the fifteen EU countries together, weighted according to their relative population sizes.
The weighting is carried out using the two-step procedure which is available in Latent 
GOLD and recommended by the authors of the programme (see Vermunt & Magidson, 
2005, for details). This entails running the selected model initially without any weights, 
taking from this the measurement model parameter estimates and fixing them at these 
values in a second, weighted run of the model. The second run therefore uses the 
weights to adjust the country effects and the class sizes, but without affecting the 
parameter estimates in the measurement model. This allows us to retain the advantage 
that the unweighted analysis is likely to give more stable parameter estimates for the 
response variables.
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The distribution of the final discrete trait model presented in Chapter 6 is not weighted 
in this way, due to computational difficulties. Although the overall EU distribution of 
the trait can be adjusted according to country population sizes, the case-level weights 
cannot be taken into account. However, on the basis of the very slight effects of the 
weights in Chapter 5 and 7, this is likely to make very little difference to the results 
presented, in this case.
Having outlined the essential features of the models to be used in the empirical studies, 
the next section takes a conceptual rather than a technical turn, using the taxonomy from 
Chapter 3 to highlight some key points which are of particular interest and importance 
to attitudinal survey research. Comments on other latent variable models are reserved 
for Chapter 9, at which point, in the light of the findings from the empirical studies, we 
can widen the discussion to mention some of the many more advanced latent variable 
models that might be used in future analyses.
4.2 Conceptual issues in latent trait and latent class models
Latent variable models are ways of representing data. As such, they are strongly linked 
to the theme of observations and data, since they require a particular kind of data as 
their input: a correlation or covariance matrix, or table of associations, according to the 
level of measurement of the observed variables, and for posterior scores or class 
allocations, a matrix of individual-by-variable data -  that is, the format of a standard 
survey data set. Section 4.1 described only the models employed in this thesis, and 
therefore did not cover the many more elaborate data structures that can be analysed 
with recent innovations in latent variable modelling (see e.g. Skrondal & Rabe-Hesketh, 
2004); they need not be the usual single stimulus data (in Coombs’ terminology) from 
cross-sectional surveys. Moreover, there is no inevitable link between latent variable 
models and any particular type of research method or tool; they are often used for 
analysing survey data but any research tool could be used, in principle, as long as the 
appropriate type of data were obtained from it.
The following sections discuss some other themes of the taxonomy in a little more 
detail. First are two themes -  ways of representing, and validation -  which are issues 
for latent variable models -  and more or less contentious, depending on one’s 
viewpoint. Next are two themes which represent the challenges in survey research
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outlined in Chapter 2, which we can address directly using latent variable models -  that 
is, the relationship between the research subject and the research instrument, and the 
question of generalisability of the measures we create, specifically their comparability 
between countries. Lastly, two themes are relevant for reflecting on the role of latent 
variable models in social psychology more broadly: the interpretation of the models, if 
framed carefully at the appropriate level of analysis, recommends them to a less 
individualistic and more social psychology. The current limited use of latent trait and 
class models, it is suggested, may be partly explained by the historical connections 
between certain models and certain branches of the social sciences -  that is, certain 
theoretical frameworks.
4.2.1 Choosing a model: ways o f  representing data and validating models
Latent variable models imply a particular representation of a set of survey data: a 
depiction of individuals in a space -  with the nature of that space determined by the 
precise specification of the measurement and structural parts of the model. A number of 
choices are involved in model specification. For the measurement model, there is firstly 
the straightforward choice of link function between latent and observed variables, 
depending on the level of measurement adopted for the observed variables. The 
measurement model also includes the definition of any special relationships between 
observed and latent variables -  for example, restricting certain item loadings to zero, in 
a confirmatory factor analysis, or constraining parameters to other values -  for example, 
to equality in a Rasch model.
Decisions about the structural model concern the number of latent variables and their 
level of measurement, and if more than one, the relationship(s) between them. The 
choice of level of measurement of the latent variable(s) is worth a special mention 
specifically, for the reason that choices along these lines are statistically speaking rather 
more arbitrary than might be supposed. Besides the basic comments in Section 4.1.6 on 
the similarity between continuous and discrete trait models, Bartholomew and Knott 
(1999) demonstrate that latent trait and class models may be empirically nearly 
indistinguishable, and Heinen (1996) makes a similar case for latent class and discrete 
latent trait models. On an applied level, further, Bartholomew and Knott (1999) 
comment that the choice of the prior distribution for a latent variable makes little 
difference in practice to its parameter estimates.
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In the light of this, the choice of the form of the latent variable may seem facile. 
Indeed, Borsboom, Mellenbergh and van Heerden (2003) contend that this may be true 
if one takes a constructivist stance towards the ontology of the latent variable. In such a 
case, the representation of the latent space may be chosen according to criteria of 
practical convenience. Such criteria may concern, for example, the intuitive clarity of 
interpretation offered by different models, or the political correctness of connotations of 
one model over another (cf. Miller’s class-analogous model of scientific literacy, versus 
Durant’s trait-type model of degrees of scientific knowledge). At their most pragmatic, 
the models may be used simply as a way of deriving scores to summarise a set of items. 
The survey researcher then has more license in such a choice than he or she might 
otherwise realise. By contrast, if one adopts a realist position with respect to the status 
of the latent variable, then the choice of the latent variable will be determined by a 
different set of external criteria. Borsboom et al. (2003) argue that this is the only right 
way to go about fitting a latent variable model; to hold a conviction that it exists as a 
social or psychological phenomenon, which is causally linked to its observed indicators.
The position taken regarding the ontology of the latent variable, and the relative 
emphasis given to a representational versus a pragmatic measurement methodology, 
have considerable consequences for how its validation is addressed. There are two 
senses to the theme of validation here. On one hand is the straightforward fact that 
latent variable models come equipped with a number of statistics for assessing model 
fit. As outlined in Section 4.1.10, assessing model fit in terms of these statistics is far 
from simple, since each works in a slightly different way. Nevertheless, assessing 
model fit can be a valuable part of investigating the structure of a set of items.
Statistics for assessing model fit operate within the framework of the model. They do 
not, by themselves, provide answers to questions about the meaningfulness or 
credibility of a model in relation to external criteria -  that is, validity in its broader 
sense. However, they are often used as tools for assessing validity in this way, and 
sometimes from very different standpoints in relation to measurement theory. For 
example, proponents of a strict representational approach to measurement such as 
Michell (1990) and Barrett (2002) contend that validation in latent variable models 
should lie in a phase of instrument construction. Before latent variables are used in 
further analyses -  be this in the form of structural equation models or using posterior 
scores in other analyses -  latent traits should be modelled individually, using Rasch
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models to demonstrate that they possess ‘quantitative’ properties. The fit of a precisely 
specified measurement model is crucial to their definition of validity.
By contrast, Hayduk (see e.g. Ferguson, 2003), a notable author in the field of structural 
equation modelling, takes a cross-reference approach to validation. For him, the 
validity of any one latent variable is defined by the way it is connected to other 
variables, latent and/or manifest. The structural model is crucial to \alidity here. So 
for Hayduk validation is to be found in the success of a structural equation model, with 
success defined in terms of strict tests of global model fit, which support expected 
substantive relationships between elements of the model.
For the kinds of analyses demonstrated in this thesis, I would take a less rigid line than 
either of these perspectives and lean towards a pragmatic approach towards selecting 
models, not least because in terms of what is feasible with Eurobarometer-type social 
survey data, the requirements of Barrett on the one hand or Hayduk on the other will 
usually be impossibly difficult to satisfy. Global goodness of fit tests are sensitive to 
sample size (see Section 4.1.10), so difficult to satisfy with large samples. Hayduk’s 
standards could be made reachable by applying more pragmatic criteria to these 
goodness of fit tests, or by applying additional, or alternative, criteria. However, it is 
worth noting the cautionary note that some statisticians would attach to structural 
equation models generally, however well fitting, since they involve estimating so many 
unknown quantities at once (Bartholomew & Knott, 1999).
At the other extreme, meeting Barrett’s conditions would require more resources than 
are usually available for social surveys on public opinion. Although rigorous scale 
construction is regularly undertaken in educational testing, in some branches of market 
research and in clinical psychology, realistically in social surveys we are pleased to use 
the parameter estimates of imperfect scales to teach us about the substantive topic we 
are investigating (van de Vijver & Leung, 1997). For example, differential 
discrimination parameters in a set of knowledge items might be predominantly a 
nuisance to a test constructor in the field of education, but informative and intriguing to 
an attitude theorist. Taking an exploratory rather than confirmatory approach to finding 
a measurement model can be very useful in survey analyses -  indeed, this approach is 
explicitly adopted in the empirical chapters.
103
4.2.2 Methodological challenges in PUS surveys: relationship between 
research subject and research instrument, and generalisability
In Chapters 1 and 2 I noted that responses to single survey items are the outcome of a 
number of factors. Some of these are interesting -  for example, the attitude we are 
trying to capture. Some, however, are a nuisance -  for example, response effects caused 
by the survey instrument, response effects unique to the individual, and other factors 
which might be collectively termed ‘measurement error’, which manifest themselves, 
for example, in response instability. The consensus among attitude researchers is that 
the best way of capturing a construct of interest is to combine responses from several 
items on the topic, in order to try to distil from data the information really desired 
regarding the construct. In Chapter 3 I described some classic approaches to attitude 
scaling. Having now been introduced to latent variable models, it is fitting to point out 
that many latent variable models are actually probabilistic versions of classic attitude 
scaling techniques. They represent a fundamental improvement on the scaling models 
of Thurstone, Guttman and Likert because these were deterministic: theoretically 
speaking, they could not accommodate any response profiles which deviated from the 
theorised scale structure. In practice of course, deviations were tolerated, if they 
constituted a sufficiently low proportion of responses. But probabilistic attitude scaling 
models are vastly more flexible and arguably more theoretically credible since they 
explicitly incoiporate the idea of measurement error. In this aspect alone they make a 
significant step in addressing one of the many issues we worry about in surveys 
regarding the relationship between the research subject and the research instrument.
Latent trait and class models can be used for directly investigating response effects, 
which are an important element of this theme. Response styles are perhaps most 
effectively studied via survey experiments, but even in purely observational data latent 
trait and class models can be used to reveal possible response styles. This may give a 
steer on the interpretation of a set of items. In Chapter 7, for example, latent variable 
models will be used to see whether Likert-type items whose response categories are 
logically ordinal actually behave as such, just by comparing the fit and interpretation of 
models for nominal observed items and models for ordinal observed items. A simple 
comparison of this type can be informative not only for other survey analysts using 
these items, but also for survey designers considering modifications to items and 
response categories for future surveys.
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Latent trait and class models can also be used to begin to understand DK responses, 
which are a key concern in PUS surveys. As noted in Chapter 2, a full understanding of 
DK responses of course requires qualitative data from cognitive interviews and the like, 
but in the meantime we can gain valuable information from the survey data themselves 
with the use of latent variable models. For example, in a latent trait model, items 
containing a DK option can be treated as nominal, and the trace lines of DK responses 
compared with those of the other response categories -  to see whether, for example, DK 
falls at the end of a continuum, whether it is closer to one response alternative than 
another, and in particular, whether it functions as a middle response category. On a 
more basic level, simply by including DK as a valid response category in a model rather 
than recoding or deleting it, such an analysis represents an improvement over much 
standard survey research practice.
In this thesis latent variable models will also be used explicitly to address the challenge 
of cross-national comparisons in PUS surveys. This is a question of generalisability, in 
Chapter 3’s terms: to what extent does a particular latent variable representation of a 
construct hold in other country samples? Latent variable models are in fact often used 
in cross-national analyses, but the common approach to their use is to pool the data 
from all countries -  that is, treat the data as if they were sampled from a common 
population -  and simply run the analysis for the total data set. The comparison part of 
the analysis comes later, when posterior scores or class allocations are contrasted 
between country samples. A better approach, which will be adopted in the empirical 
studies, is to explicitly investigate the question of whether the same latent variable 
representation of a construct is found in different country samples. As outlined in 
Section 4.1.8, before making comparisons between countries on a construct such as 
‘knowledge’, we need to find out whether ‘knowledge’ has the same interpretation in 
every country. This can be done by evaluating the comparability of the measurement 
models of the construct ‘knowledge’. As noted in Chapter 2, statistical models cannot 
tell us anything definitive about the meaning of a construct, as such; qualitative research 
is needed to answer questions on the full interpretation of a construct derived in a latent 
variable model. Nevertheless, statistical analyses can tell us whether in different 
samples the items tend to behave in the same way and tend to be associated in the same 
way, which must be the first important step in sensitive comparative analyses.
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The tools used for this kind of analysis come from and are used in a very sophisticated 
way in the field of educational testing. There, the problem is usually to find out 
whether binary items (correct versus incorrect) on a single trait of ‘ability’ are more 
difficult for one group of students than another, controlling for level of ability; say we 
want to compare male and female students, or students from two or three different 
ethnic backgrounds. Usually it is assumed that the slope parameters are equal for the 
groups to be compared, and that only the locations of the curves may vary. It is 
sometimes the case that multiple choice items are being analysed, and that the analyst is 
interested in whether different groups of students tend to systematically choose one 
particular incorrect answer (or ‘distractor’) over another. Thissen, Steinberg, and 
Wainer (1993) use the term Differential Alternative Functioning (DAF) for scenarios 
where we are interested in the trace lines of more than one category of polytomous 
items.
In attitudinal survey analysis we are usually faced with a scenario of investigating DAF 
rather than DIF. Indeed the scenario is more complex in a variety of ways for social 
survey analyses. Not only are the items often polytomous, but in comparative analyses 
there are usually many more than a few groups -  in this thesis, for example, there are 
fifteen countries. And it is often the case that a single dimension is not sufficient to 
represent the variation in the data. So we have some potentially powerful tools, but a 
difficult setting in which to use them. In the empirical chapters, in fact, DAF analyses 
are put into effect more successfully with latent class models, than with trait models, 
representing quite a departure from DIF analyses in educational testing, where the latent 
variable of interest is typically a single continuous trait.
4.2.3 Latent variable models in social psychology: comments on levels o f  
analysis and links to substantive theoretical frameworks
The ways in which latent variable models allow us to interpret data have much to 
recommend them to social psychological research, especially research into attitudes and 
related constructs. Doise, Clemence, and Lorenzi-Cioldi (1993) point out that factor 
analysis (and equally, we might add, latent trait analysis) reconnects attitudinal research 
with Thomas and Znaniecki’s focus on the individual-social relationship. For example, 
patterns of loadings given in factor or trait models are often described as structures of 
knowledge and affect, shared at the group level. Factor scores then represent the
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varying positions of individuals within those common structures, or in relation to 
common reference points. In this sense, latent variable models are well suited to 
analyses of social representations, which Doise et al. define as ‘organising principles of 
variations in positions of different individuals’ (ibid., p.5).
The precision with which Doise et al. distinguish between individual and group levels 
of analysis is refreshing. In both academic and non-academic attitudinal survey 
research one will often find reports of between-subjects models interpreted by recourse 
to within-subjects explanations, most commonly in that dimensions from factor analyses 
of cross-sectional survey data are often described as if they comprised mental 
representations within individuals. To take an example from PUS, in a study of 
attitudes towards science and technology, Miller and Pardo (2000) identify two factors 
from a set of confirmatory factor analyses: one representing the promise of science and 
the other representing reservations about science. These factors emerge from between- 
individuals analyses, and yet the authors make the common linguistic slip of claiming 
that the ‘two schemas, the promise of science and technology and reservations about the 
impact of science and technology, operate simultaneously in the minds o f  most 
individuals in modem industrial societies’ (ibid., p. 125, my italics). As discussed in 
Section 3.4.7 in the previous chapter, such a claim does not follow directly from this 
model. Miller and Pardo interpret their model as if it describes a distributed 
representation, in Harre’s (1984) terminology -  that is, assuming that each individual 
holds this representation. In fact the analysis they have carried out works on the basis 
of between-subjects patterns of responses, and depicts something closer to a collective 
representation, that is, a picture of perceptions formed by combining information from a 
congregation of individual response patterns.
As such, the representation denoted by the model exists more at the group level than the 
individual level. It may well also exist as a distributed representation, but this remains 
an open, empirical question. As Borsboom, Mellenbergh, and van Heerden (2003) 
rightly say, it is not that psychological processes cannot be linked to latent variables, 
but this link needs to be tested rather than assumed. If a latent structure is found to 
‘work’ at the both the individual and the group level, it can be said to be locally 
homogeneous, that is, the same for each individual. The misreporting of models along 
these lines actually does them a disservice, in a sense: it is precisely the individualistic
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tone of reporting that makes them unpalatable to the very interpretivist-minded social 
psychologists.
A more evidently problematic issue in the use of latent variable models in social 
psychology is the choice of particular form of latent variable model, given the level of 
measurement of the observed items. Common sense dictates that very few variables 
used in social psychological models are really continuous; many items using Likert 
response categories are logically speaking ordinal. This should lead researchers to 
choose latent trait and class models over factor analysis, for the reasons set out in 
Section 4.1.2 above -  but factor analysis, and exploratory factor analysis in particular, 
remains the dominant tool, especially in survey analyses.
There are many plausible explanations for this. It might be attributable to institutional 
memory; to historical ties between certain models and certain substantive research 
questions, and particular research fields or theoretical frameworks. Latent trait models 
were developed not in social psychology but in the context of educational testing (e.g. 
Lord & Novick, 1968). Paul Lazarsfeld, who gave us latent class models (e.g. 
Lazarsfeld & Henry, 1968), was known as a sociologist, even though much of his 
research falls within the territory of social psychology. It is not surprising to learn, 
then, that factor analysis, the latent variable model of choice in social psychology, is 
largely attributable to Louis Thurstone (1931). The factor analysis model that we use 
today was in fact developed as a response to Spearman’s (1904) work, in the context of 
intelligence testing. Thurstone’s multiple factor analysis suggested that the construct of 
intelligence could be broken down into seven primary mental abilities or ‘vectors of 
mind’ (1935, 1947) rather than the one general ‘g’ which Spearman proposed. So factor 
analysis was conceived in a politically contentious context, where the implications of 
these models impacted directly on the life chances of the many people to whom IQ tests 
were administered (Gould, 1981/1996).
The slow uptake of latent trait and class models might also be partly attributable, more 
mundanely, to college and university training. In the same way that students are taught 
linear regression before logistic regression, factor analysis is simply more widely taught 
than latent trait and latent class analyses. Then, on a practical level, factor analysis is 
available in user-friendly general computer programmes such as SPSS. Perhaps the 
situation will change as more accessible programmes for latent trait and class models
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become available -  in that sense, Latent GOLD follows in the footsteps of Lisrel and 
Amos, which made structural equation models more accessible for those with an 
aversion to programming language. Likewise, perhaps reducing reliance on bespoke 
programmes for these models will increase their availability for researchers who would 
use these models only occasionally -  GLLAMM in Stata is one example of a package 
for latent variable models in general statistical software.
Conclusion
This chapter has introduced the statistical models which are the methodological focus of 
the thesis. It outlined the technical details of the models to be employed in the 
following empirical chapters, noting why the commonly applied linear factor model is 
not appropriate for the data to be analysed, and how the latent trait and class models to 
be used can be fitted and interpreted, and evaluated for goodness of fit.
The second section of the chapter drew on the themes from the taxonomy of Chapter 3 
to highlight some interesting features of the models in conceptual rather than technical 
terms. It raised the point that the choice of type of latent variable is statistically 
speaking quite arbitrary, and that the validation of any latent variable model is a 
contentious point, with different schools of thought insisting on fulfilling different 
criteria of validation. There is therefore certainly no gold standard for applying these 
models. The approach adopted in this thesis is decidedly pragmatic, both in principle 
and also simply because of the nature of the data and aims of the analyses.
This thesis, indeed, is very practically oriented. One of its purposes is to demonstrate 
how the models can be used to address the key challenges in PUS surveys: namely how 
to capture complex constructs in the best way, accounting for response variability and 
trying to identify response effects; how to include DK responses in models as ‘valid’ 
response categories; and how to explore the comparability of measures across countries. 
The models recommend themselves not only to these particular challenges, however, 
but also to the analysis of attitudinal data more broadly. I noted with regret that the 
results of these models are often interpreted in an unclear way with regard to their level 
of analysis. Reported more accurately, they resonate with a less individualistic and 
more social conception of attitudes, and provide a potential means of reconnecting 
current quantitative attitudinal research with its more socially oriented origins. Latent
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variable models are flexible and valuable tools which, in social psychology, are 
currently rarely used to their full potential. I hope that the empirical studies in the next 
chapters deliver convincing examples of how they might be employed well in analyses 
of PUS survey data.
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5 Modelling choices: beyond positive and 
negative attitudes
This chapter begins the empirical work of the thesis with a study of perceptions of two 
applications of biotechnology: GM food and therapeutic cloning. It appeals to what 
Bauer and colleagues term the ‘Public Understanding’ stream in PUS research (Bauer et 
al., 2007), for which attitudes towards biotechnology are the central concern. The focus 
in this chapter is on evaluations of specific applications of biotechnology rather than on 
biotechnology in general. The former tend to be more interesting and useful in PUS 
research, not only because of the varying average levels of support and opposition 
observed for different biotechnologies, but also because of varying types of support and 
opposition observed.
The literature cited briefly in Chapter 2 (e.g. Gaskell et al., 2006) demonstrates that 
underlying the single pithy ‘for’ or ‘against’ verdict on each different application of 
biotechnology is a range of patterns of opinion. Besides the general sense that 
Europeans are on average supportive of medical biotechnologies and unenthusiastic 
about green biotechnologies, there is a good deal more to say about the contents of these 
judgements. For example, approval seems to be linked to a perception of low risk in 
agri-food and industrial biotechnologies, whilst there is a higher threshold for risk 
tolerance in medical applications. These patterns are set against the qualification that 
survey questions on these topics tend to return high rates of ‘don’t know’ (DK) 
responses, perhaps because the topic is unfamiliar or difficult for many respondents. 
Nuances such as these serve as a particular warning against placing too much 
confidence in single indicator measures of opinions, such as, ‘public opinion...is four to 
one against [GM maize]’ (Deane, 2004), which are used often by the press, and with 
considerable impact.
The analyses in this chapter are therefore framed around the task of characterising and 
classifying types of opinion for an example of a red biotechnology (therapeutic cloning) 
and an example of a green biotechnology (GM food). The items analysed ask 
respondents for their views on four criteria of support and opposition for these 
technologies. The first part of the chapter concentrates on the British sample data from 
the 2002 Eurobarometer, excluding Northern Ireland, in which the survey was
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separately administered. The second part of the chapter broadens the models to the full 
European data set. Specifically, for the selected items, the following questions are 
addressed:
1. How many types of support and opposition can we sensibly speak of in the British 
sample? How are they characterised? Are there notable differences in these 
characterisations for GM food compared with therapeutic cloning? What do these 
analyses reveal in particular about the relationship of perceptions of risk to other 
criteria of support and opposition? What can we make of DK responses in these 
item sets?
2. To what extent do similar patterns hold in other country samples? What 
comparisons, if any, can be drawn between countries using these survey items?
3. With a view to future Eurobarometer surveys, can we make any recommendations, 
specific or general, for the design of items capturing evaluations of biotechnologies?
5.1 Data
As I have mentioned in previous chapters, the data in all empirical chapters in this 
report are taken from the Eurobarometer 58.0 administered in 2002. The set of items 
analysed here are part of the split ballot design of the survey. Half of the sample were 
asked for their opinions on GM foods and half on therapeutic cloning, defined 
respectively in the questionnaire as follows:
■ Using modem biotechnology in the production of foods, for example to make them 
higher in protein, keep longer or improve the taste. (Split ballot A)
■ Cloning human cells or tissues to replace a patient’s diseased cells that are not 
functioning properly, for example, in Parkinson's disease or forms of diabetes or 
heart disease. (Split ballot B)
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For each application respondents were asked the following questions6:
■ Could you please tell me whether you definitely agree, tend to agree, tend to 
disagree or definitely disagree that this application is useful for society?
■ And to what extent to you agree that this application is a risk [risky] for society?
■ And to what extent do you agree that this application is morally acceptable?
■ And to what extent do you agree that this application should be encouraged?
Responses are therefore on a four-point Likert scale, with the added possibility of 
giving a DK response. The phrases given in bold type will be used throughout the 
chapter to refer in abbreviated terms to these variables.
Table 5.1 presents the distributions of responses in the British data, and shows the much 
greater degree of overall support for therapeutic cloning than for GM food, following 
the well established pattern of greater support for medical than for agri-food 
applications of biotechnology, despite the similar proportions of judgements of riskiness 
for both applications. Note the high proportions of DK responses: between 14 and 20 
per cent for these items.
6 Each application was part o f a set o f three biotechnologies presented to respondents along with the same
accompanying questions on support and opposition. The other applications were:
Split ballot A:
■ Using genetic testing to detect diseases we might have inherited from our parents such as cystic 
fibrosis, mucoviscidosis, thalassaemia.
■ Introducing human genes into animals to produce organs for human transplants, such as into pigs for 
human heart transplants (xenotransplantation).
Split ballot B:
■ Taking genes from plant species and transferring them into crop plants, to make them more resistant 
to insect pests.
■ Using genetically modified organisms to produce enzymes as additives to soaps and detergents that 
are less damaging to the environment.
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Table 5.1 Distribution of responses to questions regarding GM food and
therapeutic cloning, British (GB) sample
I te m /r e s p o n s e  c a t e g o r y Useful
%
Risky
r e s p o n s e s 7
Morally acceptable
Should be 
encouraged
GM  food
Definitely agree 21 23 14 13
Tend to agree 31 28 29 24
Tend to disagree 18 19 22 21
Definitely disagree 15 12 16 22
Don't know (DK) 16 19 19 20
Total 100 100 100 100
n=508
T herapeutic cloning
Definitely agree 45 24 16 23
Tend to agree 28 32 39 34
Tend to disagree 8 18 19 15
Definitely disagree 5 11 10 11
Don't know (DK) 14 14 16 17
Total 100 100 100 100
IIC
5.2 Logics of support and opposition
The analyses in this chapter build on the idea of ‘logics’ of support and opposition, as 
outlined in Chapter 2 (Gaskell et al., 2003). Generally, across the range of applications 
asked about in the survey, three response patterns are most common, which can be 
labelled ‘support’, ‘risk-tolerant support’, and ‘opposition’. Proportions in these groups 
are listed in the top half of Table 5.2. The classification discounts the difference 
between definitely and tending to agree and disagree (i.e. collapses the variables into 
yes/no/DK). The prevalence of these three groups seems fairly stable over time and 
between countries, and they carry a good deal of face and predictive validity (Gaskell et 
al., 2006), so they provide a sound starting point for the chapter. The table shows the 
relatively similar proportions of supporters for the two applications in 2002, with a far 
greater number of risk-tolerant supporters for therapeutic cloning, and smaller number 
of opponents, in contrast with GM food. Echoing similar findings from a range of PUS 
studies, this suggests that the element of risk in therapeutic cloning seems to be deemed 
acceptable, given its potential benefits, whereas GM food, when judged to be risky, is 
considered not worth the risk.
7 Proportions calculated applying the basic weight in the data set which corrects for over- or under­
sampling in particular sampling strata. Totals do not always sum to 100 per cent due to rounding.
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Table 5.2 Logics of support and opposition, GB
Useful? Risky? Morally Should be % GB 
acceptable? encouraged? sample GM
food
% GB 
sample 
cloning
Supporters Yes No Yes Yes 12 18
Risk-tolerant supporters Yes Yes Yes Yes 14 29
Opponents No Yes No No 16 5
Sub-total 42 52
Other logic (no DK) 32 27
DK (1 or more) 25 22
Total 100 100
n 508 506
The difficulty with this classification is illustrated in the lower half of the table. 
Approximately half of the sample escape this typology for each application, which is a 
particular disadvantage if these group allocations are to be used in analyses with other 
variables. Around 30 per cent of respondents offer a different combination of responses 
from the three most popular groupings of substantive answers. Added to this, a 
substantial proportion of respondents answer DK to one or more items. In standard 
survey analyses these respondents would be deleted listwise from the classification of 
support and opposition. In the case of GM foods, 25 per cent of respondents give one or 
more DK answer, and approximately half of these are all-DK response profiles. For 
therapeutic cloning, 22 per cent give one or more DK response, with again 
approximately half of these being all-DK response profiles.
Overall in the British sample, for both applications 43 different response patterns are 
observed in terms of the collapsed variables with categories agree/disagree/DK. 
Acknowledging the intensifies (the distinction between definitely and tending to agree 
and disagree) makes for 151 response patterns observed in the case of GM food and 132 
for therapeutic cloning. So there is a considerable amount of variation in the data -  
although not nearly as much as there could be; given four items and five response 
categories for each, there are 625 different possible response profiles. With just over 
500 respondents for each application, perhaps we should even be surprised at the 
relative homogeneity in the data. Either way, with many of those response profiles at 
present unclassified, a probabilistic approach to their analysis is a natural way to build 
on Gaskell et al.’s typology of logics, and latent class models constitute an ideal tool 
here.
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5.3 Models considered in this chapter
The focus of this chapter is on latent class models, where the latent variable is nominal, 
and with all observed items treated as nominal, in order to accommodate DK responses. 
Section 5.4 focuses on the British sample. As a first step, unconstrained latent class 
models are fitted to enable us to decide, firstly, how many different groupings of 
responses are needed to adequately represent all the variation in the data, and secondly, 
how these groups might be characterised. It will be interesting, for example, to see if 
the three logics of support and opposition identified by previous research emerge 
cleanly from the data when analysed in their full complexity, including DK responses 
and intensifies -  and if any other notable patterns come to light.
The remainder of Section 5.4 is given to a selection of variants on these models, to 
investigate some particular questions about the structure of the data. It begins with a 
brief investigation into DK responses. This involves removing from the analyses those 
respondents who say DK to all items, and re-fitting the unconstrained latent class 
models. With the weight of the ‘all-DK’ responses removed, it becomes possible to 
suggest which type of sentiment tends to belong to those respondents who give partial- 
DK answers, who are hidden amongst the other classes in the previous models. This 
very simple analysis tells us a little more about these ‘sometimes-DK’ respondents. 
Another comparison exercise is used to investigate responses to the risk item, which is a 
further special point of interest for these data. In this case the composition of classes for 
GM food in the full British data in 2002 are compared with those fitted to the same 
questions fielded in the 2005 Eurobarometer. Lastly, thinking about the relationship of 
the four items to each other, a small selection of Guttman-type models are fitted to the 
2002 data, for both GM food and therapeutic cloning (excluding DK responses), to 
investigate the notion of latent classes ordered from positive to negative attitude, and 
items ordered from easy to difficult.
Section 5.5 proceeds with a consideration of the second research question: how to 
expand the models to other country samples. Here the focus is on the original, 
unconstrained latent class models, since these provide the most general and inclusive 
representation of responses. The first concern is whether the measurement parts of the 
models (the conditional probabilities for responses given class membership) can be 
constrained to be equal among country samples. If the answer to this question is
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negative, it makes further comparisons between countries difficult or potentially 
meaningless. As a starting point, equality between measurement models from the 
separately sampled Britain and Northern Ireland, and East and West Germany are 
assessed. These studies enable us to judge whether we can sensibly take Germany and 
the UK to be country units in subsequent analyses, although they consist of two samples 
each, separately administered. The same principle of comparison is then applied to the 
group of fifteen EU countries. An initial qualitative assessment of the similarities and 
differences between their measurement models is followed by a formal statistical 
evaluation. The final models of the chapter enable comparisons to be made among 
countries while at the same time taking into account the key variations found between 
them. The allocations of respondents to classes derived from these models will be used 
as response variables in Chapter 8.
5.4 Results of latent class analyses of British data
5.4.1 Unconstrained latent class models, fu ll data sets
Using the full information in the sample, five-class solutions seem to be the most useful, 
judging on grounds of substantive interpretation and fit statistics; in particular, BIC and 
residuals suggest five classes as the most parsimonious well fitting model (see fit 
statistics in Table 5.3). Table 5.4 gives, for responses to questions on GM food, the 
probabilities of the various responses for each item, conditional on class membership. 
Notably high8 probabilities are highlighted in grey. For example, conditional on 
membership in the first class in the table (looking at the first column of figures), a 
respondent has a 0.83 probability of definitely agreeing that GM food is useful, a 0.31 
probability of agreeing that it is risky, a 0.86 chance of agreeing that it is morally 
acceptable and a 0.87 chance of agreeing that it should be encouraged. Given such a 
pattern of likely responses for people in this class we could characterise it as one of 
strong or definite support. This suggested label is included at the top of the column of 
figures, alongside other suggested labels for the remaining classes. The last row of the 
table gives the (unweighted) estimated prior probabilities of belonging in each class.
8 In general, for all latent class models presented in the thesis, conditional probabilities o f 0.4 or greater 
are highlighted in grey. This arbitrary rule o f thumb derives from observations during analyses that 
where one conditional response for an item is greater than 0.4, other responses tend to have low 
probabilities o f occurring. Generally though, conditional probabilities have been inspected quite closely, 
and in cases where there is no one response that is notably larger than all the others, but two or three with 
similar probabilities o f occurring, these are outlined in black. ‘Similar’ is defined as within or up to 0.10 
(to 2 d.p.) from the probability o f the most likely response for an item, given a class.
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For example, this model estimates that 13 per cent of the British public would belong to 
the definite support class9.
Table 5.3 Fit statistics, unconstrained latent class models, GB, full sample
Model L2 d.f. p (bootstrap) AIC
% 2-way 
standardised Joreskog & 
marginal Moustaki 
BIC residuals >4 index
G M  food, full GB sam ple
2 classes 1,239 475 <0.001 289 -1,720 37.3 9.32
3 classes 758 458 <0.001 -158 -2,096 17.3 3.92
4 classes 497 441 <0.001 -385 -2,250 8.0 1.31
5 classes 352 424 <0.001 -496 -2,289 0.7 0.32
6 classes 314 407 <0.001 -500 -2,221 0.0 0.25
7 classes 286 390 <0.001 -494 -2,144 0.0 0.19
T herapeutic  cloning, full 'GB sample
2 classes 1,038 473 <0.001 92 -1,908 39.3 6.57
3 classes 654 456 <0.001 -258 -2,185 20.0 2.86
4 classes 457 439 <0.001 -421 -2,276 7.3 1.28
5 classes 316 422 <0.001 -528 -2,312 0.7 0.33
6 classes 272 405 <0.001 -538 -2,250 0.7 0.29
7 classes 238 388 0.004 -538 -2,178 0.0 0.24
Inspecting the patterns of conditional probabilities across classes and especially 
focusing on utility, moral acceptability and overall encouragement, we can identify 
groups from definite support, through moderate support and opposition to definite 
opposition, and a class where DK is the most likely response for each question. A 
striking feature of the results is the indeterminacy of responses to the risk item, for all 
but the strongest opposition and the DK groups. For the two classes of support and for 
moderate opposition, probabilities for the risk item are not clearly defined. So a clean 
distinction between support and risk-tolerant support does not emerge in an obvious 
way from the full data. Positions on risk in relation to other judgements carry too much 
variation to make responses to this item good indicators of more general attitudes; 
whereas we could quite confidently guess a respondent’s class just from his answer to 
any one of the other three questions, we could not do the same with the risk item.
9 These are unweighted probabilities, as indicated in the table. In the final models presented in the 
chapter, the models were refitted with these statistics adjusted, as described in Chapter 4 (Section 4.1.12). 
In practice these weights make very little difference to the estimated prior probabilities, and no difference 
to the measurement models, so the estimates are left unweighted for the interim models.
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Table 5.4 Conditional and prior probabilities, 5-class latent class model for GM
fo o d , G B , fu ll sa m p le
Definite Definite
support Support Opposition opposition DK
Item Response category n ^  (D n is{2) n is(3) n is(5)
DK 0.00 0.00 0.01 0.03 0.79
Definitely disagree 0.00 0.02 0.07 § 0.67 0.03
Useful Tend to disagree 0.02 0.07 0.61 0.13 0.02
Tend to agree 0.14 0.69 0.25 0.09 0.14
Definitely agree 0.83 0.22 0.04 0.08 0.02
DK 0.06 0.07 0.01 0 .03 | 0.81
Definitely disagree 0.25 0.10 0.07 0.25 0.02
Risky Tend to disagree 0.21 0.28 0.31 0.05 0.00
Tend to agree 0.31 0.38 0.39 0.12 0.10
Definitely agree 0.16 0.18 0.23 0.55 0.07
DK 0.00 0.00 0.03 0.00 0.95
Definitely disagree 
Morally ^
acceptable Tend to d.sagree 
Tend to agree
0.05 0.01 0.01 0.82 0.00
0.00 0.13 0.79 0.11 0.03
0.09 0.80 0.14 0.06 0.00
Definitely agree 0.86 0.05 0.03 0.00 0.02
DK 0.02 0.05 0.00 0.01 0.92
Definitely disagree 
Should be ^
encouraged Tend to disagree 
Tend to agree
0.00 0.04 0.14 0.99 0.02
0.03 0.13 0.81 0.00 0.01
0.08 0.73 0.05 0.00 0.03
Definitely agree 0.87 0.06 0.00 0.00 0.02
V j (unweighted) 0.13 0.29 0.21 0.19 0.19
Kev
ft (y )  = estimated conditional probability o f response in category s for item /,
given membership of class j  
ft = estimated prior probability of membership in class j
For therapeutic cloning, a five-class model also fits well. Conditional and prior 
probabilities are given in Table 5.5. As for the GM food solution, we see a clear DK 
class, and responses for moral acceptability and overall encouragement are again easily 
divisible into definite and moderate support and opposition. Again risk seems relatively 
independent of the other items, but with those in the moderate support and strong 
opposition groups likely to agree that therapeutic cloning is risky. A noteworthy point 
of difference from GM food is the greater tendency in general to consider therapeutic 
cloning useful. Those in the moderate support class are as likely to definitely agree as 
to tend to agree that it is useful, and those in the moderate opposition group are most 
likely to tend to agree that it is useful. Overall the proportions of respondents estimated 
to fall into the two opposition classes for therapeutic cloning are much smaller than for 
GM food: 16 per cent and 10 per cent for moderate and definite opposition groups for
therapeutic cloning, compared to 21 per cent and 19 per cent for corresponding classes 
for GM food.
Table 5.5 Conditional and prior probabilities, 5-class latent class model for
therapeutic cloning, GB, full sample
Definite Definite
support Support Opposition opposition DK
Item Response category Xt s V) 7Tis(2) n  is(3) n  is(4) n  is(5)
DK 0.00 0.01 0.00 0.10 0.86
Definitely disagree 0.01 0.01 0.00 0.49 0.00
Useful Tend to disagree 0.01 0.04 0.34 0.12 0.00
Tend to agree 0.00 0.47 0.49 0.14 0.12
Definitely agree 0.98 0.47 0.17 0.15 0.02
DK 0.06 0.02 0.04 o .o o | 0.79
Definitely disagree 0.20 0.06 0.14 0.29 0.00
Risky Tend to disagree 0.20 0.26 0.25 0.00 0.01
Tend to agree 0.25 0.51 0.28 0.12 0.13
Definitely agree 0.29 0.16 0.30 0.59 0.07
DK 0.01 0.03 0.05 0.04 | 0.98
Morally
acceptable
Definitely disagree 0.02 0.01 0.07 0.78 0.00
Tend to disagree 0.06 0.10 0.77 0.14 0.00
Tend to agree 0.25 0.83 0.09 0.00 0.01
Definitely agree 0.66 0.03 0.03 0.03 0.01
DK 0.00 0.04 0.10 0.00 1.00
Should be 
encouraged
Definitely disagree 0.00 0.00 0.07 0.91 0.00
Tend to disagree 
Tend to agree
0.01
0.12
0 -0 5 0 1  0.81 
0.82 0.01
0.06
0.03
0.00
0.00
Definitely agree 0.86 0.08 0.01 0.00 0.00
n j (unweighted) 0.22 0.38 0.16 0.10 0.14
5.4.2 Unconstrained models, investigating D K  responses
Earlier I noted that of those respondents giving one or more DK answer, about half gave 
a full set of four DKs, with the other half giving a mixture of DK and non-DK answers. 
Little more can be said in this analysis about the all-DK respondents, but it would be 
interesting to try to find out a little more about those who do not always say DK. In the 
next two models, the all-DK responses (63 respondents for GM food and 53 for cloning) 
are excluded from the analyses, and unconstrained latent class models re-run on the new 
data sets. Table 5.6 shows that once again, five classes are needed to adequately 
represent the variation in the data, both for GM food and for therapeutic cloning.
120
Table 5.6 Fit statistics, unconstrained latent class models, GB, all-DK
responses removed
Model L2 d.f. p (bootstrap) AIC BIC
% 2-way 
standardised 
marginal 
residuals >4
Joreskog & 
Moustaki 
index
G M  food, all-DKs rem oved
2 classes 908 412 <0.001 84 -1,604 26.0 6.18
3 classes 614 395 <0.001 -176 -1,795 20.0 2.50
4 classes 471 378 <0.001 -285 -1,834 8.0 1.43
5 classes 334 361 <0.001 -388 -1,868 1.3 0.31
6 classes 305 344 <0.001 -383 -1,793 1.3 0.30
7 classes 274 327 0.002 -380 -1,720 0.7 0.21
T herapeutic  cloning, all-DKs removed
2 classes 740 420 <0.001 -100 -1,828 29.3 4.02
3 classes 545 403 <0.001 -261 -1,920 16.0 2.49
4 classes 390 386 <0.001 -382 -1,971 5.3 1.06
5 classes 294 369 0.002 -444 -1,962 0.0 0.27
6 classes 254 352 0.006 -450 -1,899 0.0 0.30
7 classes 231 335 0.160 -439 -1,818 0.7 0.19
Table 5.7 shows that with a five-class solution, approximately the same four classes are 
obtained as with GM food previously. It is just the last column, previously dominated 
by all-DK responses, which now looks a little different. Here it can be seen that 
alongside DK responses to moral acceptability and overall encouragement, responses 
for risk and utility are beginning to tend towards agreement. A remarkably similar 
pattern is found for therapeutic cloning (details presented in Table 5.8), but with a 
stronger leaning in the DK class towards agreeing that the application is useful and 
risky -  these are the most likely responses, though they are perhaps not decisively high.
This distinction between two types of DK respondents seems to be an informative one -  
and, to anticipate Section 5.5, it will reappear in the multiple group analyses in the form 
of six-class models, in which two classes are given to two different types of DK 
response sets. These new DK classes suggest that for those who sometimes give a DK 
response, judgements of moral acceptability and overall encouragement are more 
difficult processes than judgements of utility and risk. The increased propensity for the 
unsure to consider applications useful is not surprising, given that this has already been 
observed as a general tendency among respondents. We would not necessarily have 
expected to see this change in the functioning of the risk item, however, given the 
variation it exhibits in the other classes -  variation that we might suggest corresponds to 
uncertainty, at the group level.
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Table 5.7 Conditional and prior probabilities, 5-class latent class model for
GM food, GB, all-DK responses excluded
Definite Definite
support Support Opposition opposition DK
Item Response category f t  is ( 1 ) f t i l 2 ) f t  , s ( 3 ) f t  , ( 4 ) ft , s ( 5 )
DK 0.00 0.00 0.01 0.03 0.33
Definitely disagree 0.00 0.02 0.07 0.67 0.08
Useful Tend to disagree 0.02 0.07 0.60 0.13 0.12
Tend to agree 0.14 0.69 0.27 0.09 0.38
Definitely agree 0.84 0.22 0.05 0.08 0.08
DK 0.06 0.07 0.00 0 .03 | 0.40
Definitely disagree 0.25 0.10 0.07 0.25 0.06
Risky Tend to disagree 0.22 0.28 0.32 0.05 0.00
Tend to agree 0.31 0.38 0.38 0.13 0.31
Definitely agree 0.16 0.17 0.23 0.55 0.23
DK 0.00 0.00 0.01 0.00 0.78
Morally Definitely disagree 
acceptable Tend to disagree 
Tend to agree
0.05 0.01 0.01 0.82 0.00
0.00 0.12 0.80 0.12 0.13
0.09. 0.81 0.15 0.06 0.00
Definitely agree 0.86 0.05 0.03 0.00 0.08
DK 0.01 0.04 0.00 o .o i | 0.67
S h n ,.M  hP Definitely disagree 0.00 0.04 0.11 0.99 0.12onouia oe — . ,  ... Tend to disagree encouraged _  , b 
Tend to agree
0.03 0.12 p oo 0.00 0.05
0.08 0.74 0.06 0.00 0.10
Definitely agree 0.87 0.06 0.00 0.00 0.07
V j  (unweighted) 0.15 0.32 0.23 0.21 0.08
Table 5.8 Conditional and prior probabilities, 5-class latent class model for
therapeutic cloning, GB, all-DK responses excluded
Definite Definite
support Support Opposition opposition DK
Item Response category ft is 0 ) ft is(2) f t  is(3) f t  is(4) f t  „ (5 )
DK 0.00 0.01 0.00 0.10 0.26
Definitely disagree 
Useful Tend to disagree
0.01
0.01
0.01
0.04
0.00 0.49 
0.32 0.12
0.03
0.10
Tend to agree 0.00 0.46 0.49 0.13 0.48
Definitely agree 0.98 0.48 0.19 0.15 0.12
DK 0.06 0.02 0.03 0.00 0.16
Definitely disagree 0.20 0.06 0.14 0.29 0.03
Risky Tend to disagree 0.20 0.26 0.24 0.00 0.10
Tend to agree 0.25 0.51 0.27 0.12 0.46
Definitely agree 0.29 0.15 0.33 0.59 0.24
DK 0.01 0.02 0.01 0.041■ M U
Morally Definitely disagree 
acceptable Tend to disagree 
Tend to agree
0.02 0.01 0.05 0.79 0.06
0.06 o .i oi 0.81 0.13 0.07
0.24 0.84 0.10 0.00 0.17
Definitely agree 0.67 0.04 0.03 0.03 0.03
DK 0.00 0.01 0.02 0.00 0.97
Should be Definitely disagree
, Tend to disagree encouraged ^ ®
Tend to agree
0.00 0.00 0.08 0.90 0.00
0.01 0.05; 0.88 0.06 0.01
0.12| 0.85 0.01 0.04 0.02
Definitely agree 0.86 0.09 0.01 0.00 0.00
TJj (unweighted) 0.25 0.41 0.17 0.11 0.07
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5.4.3 Investigating risk: comparing 2002 and 2005 survey waves
Qualitative analyses would be needed to fully understand how respondents interpret and 
answer the question about risk, and what accounts for the varied patterns of responses to 
it. However, a little more information can be gleaned from the data with one last model 
and change of data. In the 2005 Eurobarometer the logics items were asked in relation 
to GM food (unfortunately not to therapeutic cloning), but with a different ordering of 
items. In the 2005 wave, the respondents were first asked whether GM food was 
morally acceptable, then whether it was useful, then whether it was risky, and finally 
whether it should be encouraged. Could it be that judgements on risk are more uniform 
within classes when it is preceded by two rather than one anchoring criteria?
Table 5.9 juxtaposes conditional probabilities for models run separately for samples 
from the 2002 and 2005 waves, with items ordered according to the 2002 wave. Note 
that these models are run for the full samples, i.e. with all-DK responses returned to the 
data set. A quick glance indicates that the overall patterns of probabilities remain 
consistent between the two time points, with the main differences found in the risk item. 
Respondents in the two support classes in 2005 are marginally less likely than their 
predecessors in the 2002 survey to say that GM food is risky, while those in the 
opposition classes in 2005 are notably more likely to judge GM food as risky than those 
belonging to these groups in 2002. It could be said that support and opposition are 
becoming more clearly defined by risk in 2005, or that risk has become more closely 
aligned with the other three items. However, whether this is a result of item ordering or 
of the passage of time is a matter that cannot be determined from these data alone.
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Table 5.9 Conditional probabilities, 5-class latent class models for GM food,
GB, 2002 and 2005 waves
Definite
support Support Opposition
Definite
opposition DK
Item Response category
2002 2005
f t  ,11) f t  is(l)
2002 2005
f t  iS(2) f t  IS(2)
2002 2005
f t  il3) f t  is(3)
2002 2005
f t  ,s(4) f t  ,s{4)
2002 2005
f t  ,s(5) n  ,s(5)
DK 0.00 0.00 0.00 0.01 0.01 0.04 0.03 0.09 0.79 0.86
Definitely disagree 0.00 0.00 0.02 0.00 0.07 0.02 0.67 0.71 0.03 0.00
Useful Tend to disagree 0.02 0.00 0.07 0.04 0.61 0.72 0.13 0.13 0.02 0.00
Tend to agree 0.14 0.04 0.69 0.86 0.25 0.23 0.09 0.07 0.14 0.14
Definitely agree 0.83 0.96 0.22 0.09 0.04 0.00 0.08 0.00 0.02 0.00
DK 0.06 0.16 0.07 0.13 0.01 0.03 0.03 0.04 0.81 0.82
Definitely disagree 0.25 0.15 0.10 0.03 0.07 0.00 0.25 0.10 0.02 0.00
Risky Tend to disagree 0.2lj 0.29 0.28 0.43 0.31 0.08 0.05 0.01 0.00 0.00
Tend to agree 0.31 0.21 0.38 0.40 0.39 0.73 0.12 0.06 0.10 0.17
Definitely agree 0.16 0.19 0.18 0.02 0.23 0.17 0.55 0.78 0.07 0.01
DK 0.00 0.02 0.00 0.01 0.03 0.02 0.00 0.05 0.95 0.83
Morally
acceptable
Definitely disagree 0.05 0.03 0.01 0.03 0.01 0.06 0.82 0.72 0.00 0.05
Tend to disagree 0.00 0.02 0.13 0.07 0.79 0.77 0.11 0.18 0.03 0.12
Tend to agree 0.09 0.01 0.80 0.87 0.14 0.15 0.06 0.04 0.00 0.00
Definitely agree 0.86 0.93 0.05 0.03 0.03 0.00 0.00 0.01 0.02 0.01
DK 0.02 0.02 0.05 0.12 0.00 0.02 0.01 0.00 0.92 0.89
Should be 
encouraged
Definitely disagree 0.00 0.03 0.04 0.03 0.14 0.19 0.99 0.98 0.02 0.02
Tend to disagree 0.03 0.14 0.13 0.25 0.81 0.79 0.00 0.02 0.01 0.06
Tend to agree 0.08 0.26 0.73 0.56 0.05 0.00 0.00 0.00 0.03 0.03
Definitely agree 0.87 0.54 0.06 0.04 0.00 0.00 0.00 0.00 0.02 0.00
Table 5.10 Fit statistics, GB samples from 2002 and 2005 waves, GB, GM food10
% 2-way 
standardised
p marginal residuals Joreskog &
Model L2 d.f. (b'strap) AIC BIC >4 Moustaki index
All 2002 2005 All 2002 2005
Measurement model equal 881 945 <0.001 -1,009 -5,678 1.1 9.3 7.3 0.56 1.40 1.44
Use free to differ between 822 925 <0.001 -1,028 -5,598 1.6 6.0 8.0 0.56 1.21 1.21
waves
Risk free to differ between 778 925 <0.001 -1,072 -5,641 0.0 4.0 0.7 0.35 0.82 0.79
waves
Moral acceptability free to 839 925 <0.001 -1,011 -5,581 1.1 8.0 6.7 0.52 1.24 1.22
differ between waves
Encouragement free to 835 925 <0.001 -1,015 -5,585 1.6 11.3 10.7 0.53 1.29 1.33
differ between waves
Risk and use free to differ 721 905 <0.001 -1,089 -5,560 0.0 0.7 0.7 0.30 0.60 0.58
between waves
Risk, use and 677 885 <0.001 -1,093 -5,465 0.0 0.0 0.0 0.20 0.37 0.40
encouragement free to 
differ between waves
Measurement model 650 865 <0.001 -1,080 -5,353 0.5 0.7 0.0 0.23 0.32 0.33
unconstrained
10 The residuals statistics in this table are given first for the 2002 and 2005 waves considered together 
(‘All’), then separately, conditional on each wave in turn.
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For a formal statistical comparison of the two five-class models, Table 5.10 gives fit 
statistics from a set of analyses where data from the two waves have been analysed 
together, with selected constraints applied to their measurement models. Likelihood 
ratio tests comparing models with single item-by-wave-by-class interactions with the 
fully constrained model are all significant at p<0.05, meaning that according to this test, 
every item functions differently in 2005 compared to 2002. Clearly, though, freeing the 
risk item results in the most dramatic improvement in fit, judging by all fit diagnostics 
in the table. So it seems that risk is the least stable item between waves.
5.4.4 Ordering the classes in subsamples without D K responses
I have already mentioned that the relatively low conditional probabilities for the risk 
item, dispersed among response categories, might be taken to mean that it is weakly 
associated with the other three items. Another interpretation is to say that it represents a 
difficult item. Utility for example might be thought of as the easiest item, implying that 
agreeing that an application is useful would be a necessary but not a sufficient condition 
for agreeing that it should be encouraged. I explore this idea here with a brief 
consideration of some Guttman-type models.
In Guttman models items and classes are ordered simultaneously; at one end of the scale 
is the class where respondents give a negative answer to all items, and at the other end 
is the class where all items receive a positive response. In between, the items and 
classes are ordered so that in the second class in the scale respondents give a positive 
answer to only the easiest item, in the next they respond positively to the easiest and the 
next most difficult, and so on.
As noted in Chapter 4, the original Guttman model is deterministic: that is, probabilities 
for the response patterns defining the Guttman scale are constrained to be 1, and 
probabilities for responses that do not fit the pattern, 0. In practice, however, usually 
some responses will deviate from the Guttman pattern; these are counted as ‘errors’, and 
the proportion of these responses, for each item conditional on level of the scale, as an 
‘error rate’. Allowing response probabilities to take values other than 1 and 0, in other 
words allowing error rates to be different from 0, therefore amounts to modelling a 
probabilistic Guttman scale. As described in Chapter 4 (Section 4.1.8), these can be 
specified as restricted latent class models. For example, in the simplest of these,
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proposed by Proctor (1970), error rates are constrained to be equal across all items and 
all classes. Lazarsfeld and Henry (1968) proposed a more relaxed version of this, which 
allows error rates to vary between items.
Unfortunately Guttman-type models are only defined for dichotomous responses11, so 
this means excluding all DK responses listwise from this set of analyses and collapsing 
responses over the intensifiers ‘definitely’ and ‘tend to’. Despite this disadvantage the 
results are interesting enough to warrant this small diversion from the main path of the 
chapter.
The first step in the analysis is to determine the order of difficulty of the items. Judging 
from the frequencies of responses, collapsing over the intensifiers and excluding DK, 
utility is the most readily granted for both applications (61 per cent for GM food, 84 per 
cent for therapeutic cloning). For GM food the next easiest item is moral acceptability, 
with 52 per cent agreement, followed by 46 per cent agreeing to its general 
encouragement. With therapeutic cloning there is little to separate these two items, with 
66 and 69 per cent agreement respectively. Lastly, regarding risk -  considering not­
risky rather than risky, so that the four items take the same direction on the scale -  this 
item is the most difficult, with 38 per cent agreement for GM food and 35 per cent 
agreement for therapeutic cloning.
Table 5.11 gives fit statistics for a just a few illustrative, probabilistic versions of 
Guttman models. The Proctor model fits poorly for both applications, but freeing the 
error term for not-risky results in very well-fitting models. These are significantly better 
fitting according to likelihood ratio comparison tests (p<0.01), and clearly well-fitting in 
terms of marginal residuals and non-significant overall deviances (L ). Any further 
relaxations of model constraints therefore seem unnecessary. For illustration, 
Lazarsfeld and Henry’s (1968) model, allowing error rates to vary between items, is 
also presented. This returns a significant improvement in deviance for GM food 
(p<0.01) but not for therapeutic cloning (p=0.58).
11 More elaborate unfolding models for polytomous items are not attempted since the spirit o f this section 
is just to offer a brief example o f different ways of modelling the latent space.
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Table 5.11 Fit statistics, Guttman-type models, GB
Model L2 d.f. P AIC BIC
% 2-way 
standardised JOreskog & 
marginal Moustaki 
residuals >4 index
GM  food
Proctor model (equal error rates 81 10 <0.001 61 21 33.3 6.74
across items and classes)
Proctor model but with item- 11 9 0.25 -7 -42 0.0 0.28
specific error for risk
Item-specific error rates for each 2 7 0.96 -12 -40 0.0 0.01
item
T herapeutic cloning
Proctor model (equal error rates 77 10 <0.001 57 17 37.5 5.23
across items and classes)
Proctor model but with item- 8 9 0.51 -10 -46 0.0 0.18
specific error for risk
Item-specific error rates for each 7 7 0.42 -7 -35 0.0 0.12
item
Tables 5.12 and 5.13 show the conditional probabilities for the two modified Proctor 
models. Note that the ordering of item difficulty is different for therapeutic cloning 
than for GM food, although in practice, using the item ordering useful, moral, 
encourage, not-risky for therapeutic cloning makes only a slight difference to its fit. In 
both models the error rate for the risk item is quite high -  around a third -  mirroring its 
unpredictable behaviour in the unconstrained classes. Note also that the bulk of 
respondents, for both applications, are predicted to fall into the first two or last classes 
corresponding to Gaskell et al.’s classification of support, risk-tolerant support and 
opposition. Finally, echoing the findings from the first models of the chapter, for 
therapeutic cloning in particular a substantial proportion of respondents belong to the 
fourth class, where though respondents say that the application is useful they 
nevertheless answer negatively to the other three items.
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Table 5.12 Conditional probabilities, Proctor model with item-specific error for 
risk, GM food, GB
Most
positive
Most
negative
Item Category n ls( l) X is(2) ft M ft is(4) ft i s ( 5 )
'Easiest'to Usefij| 
agree
Agree 0 .9 2 0 .9 2 0 .9 2 0 .9 2 0.08
Disagree 0.08 0.08 0.08 0.08 0 .9 2
Morally Agree 0 .9 2 0 .9 2 0 .9 2 0.08 0.08
acceptable Disagree 0.08 0.08 0.08 - 0 .9 2 0 .9 2
Should be Agree 0 .9 2 0 .9 2 0.08 0.08 0.08
encouraged Disagree 0.08 0.08- 0 .9 2 0 .9 2 0 .9 2
Most 'difficult' N t • . Agree 0 .6 7 0.33 0.33 0.33 0.33IN 01 riSKy
to agree Disagree 0 .3 3 | 0 .6 7 0 .6 7 0 .6 7 0 .6 7
/V
V j (unweighted) 0.15 0.30 0.03 0.10 0.42
Table 5.13 Conditional probabilities, Proctor model with item-specific error for
risk, therapeutic cloning, GB
Most
positive
Most
negative
Item Category ft ,s (1) ft i ^ 2 ) ft *(3) ft is(4) ft ,j(5)
I Icpfiil Agree 0 .9 5 0 .9 5 0 .9 5 0 .9 5  0.05
'Easiest' to agree Disagree 0.05 0.05 0.05 0.05 | 0 .9 5
Should be Agree 0 .9 5 0 .9 5 0 .9 5 005 0.05
encouraged Disagree 0.05 0.05 0.05 T 0 .9 5 0 .9 5
Morally Agree 0 .9 5 0 .9 5 0.05 0.05 0.05
acceptable Disagree 0.05 0.05 | 0 .9 5 0 .9 5 0 .9 5
Most 'difficult' to Not risky Agree 0 .6 6 0.34 0.34 0.34 0.34
agree Disagree 0.348 0 .6 6 0 .6 6 0 .6 6 0 .6 6/V
V j (unweighted) 0.08 0.60 0.04 0.15 0.13
Before moving to the comparative analyses it would be useful to summarise the findings 
from the British data. Five-class models provide well fitting representations of 
responses to both GM food and therapeutic cloning. In both cases, these comprise 
classes that can be labelled from definite support, through moderate support and 
opposition to definite opposition, and a class where DK is the most likely response for 
each question. By and large, the classes are defined according to whether the 
biotechnologies are seen useful, morally acceptable and to be encouraged overall. 
Responses to these items mostly mirror each other, such that knowing a respondent’s 
answer to one of these items, we could fairly confidently predict that he or she gave the 
same answer to the other two (we would be more confident of this for GM food than for 
therapeutic cloning). The risk item is an exception to this pattern, and for both GM 
food and therapeutic cloning behaves relatively independent of the other items. It is 
only in the definite opposition class that the most likely response for risk is clearly
128
defined as definitely agree, and in the DK class, DK. So a distinction between risk- 
tolerant and risk-relaxed support does not emerge cleanly from the unconstrained 
models.
Although very similar, judgements of GM food and therapeutic cloning do not follow 
identical patterns in the British sample. For therapeutic cloning there is not such a close 
alignment of responses to utility with those for moral acceptability and overall 
encouragement. In all but the definite opposition and DK classes, respondents are most 
likely to view therapeutic cloning as useful. The proportions predicted to fall into the 
five classes are also a little different for GM food compared with therapeutic cloning, 
reflecting the well known trend of more support for red than for green applications of 
biotechnology.
Three short deviations from these main models add further shades of light to our 
interpretations of responses. Amongst those who give some but not all DK responses, a 
trend is evident for both biotechnologies towards agreeing that they are useful and risky. 
Whereas we might already expect to see this tendency towards acknowledging the 
utility of these applications, it is interesting that a trend towards a positive response can 
be observed for risk, given its indeterminacy across main support and opposition 
classes. Comparing the five class model for GM food with its equivalent from a more 
recent Eurobarometer survey, there is tentative evidence that amongst the population in 
general, responses to risk at the group level are becoming less unpredictable, and more 
closely aligned with the other three criteria of support. This inference comes with a 
caveat, however, that the changed pattern may be attributable to differences in question 
order in the two survey waves. An alternative way of thinking about the risk item is to 
say that it is not so much independent of the other items as just a more difficult item. 
Proctor models show that for both GM food and therapeutic cloning, the criteria of 
support can be ordered as if higher and higher hurdles on the scale of support, with the 
highest hurdle being to say that the application is not risky. That said, in order for the 
models to fit, the error rate attached to the risk item has to be freed, in which case it is in 
the order of one third. So although this ordering of criteria makes sense statistically, it 
only does so when the heterogeneity of responses to the risk item is part of the model.
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5.5 Extending latent class analyses to other country samples
The second research question of the chapter is considered here: that is, how far can the 
summary variables derived in Section 5.4 be said to apply to other country samples, and 
how can fair comparisons be made between countries on the basis of them? Sample 
sizes for the countries in the 2002 Eurobarometer data set are given in Table 5.14. In 
this section, in order to reach the most inclusive possible representation of European 
opinions, I focus on the unconstrained latent class models for the full data sets, 
including DK responses and intensifiers.
Extending the analyses to other groups implies comparisons of the two different parts of 
these models, as set out in Chapter 4 (Section 4.1.8). We first need to study the 
measurement model, as denoted by the conditional probabilities -  that is, the 
relationship between the items and the latent variable. If we can find a common 
measurement model across all groups (for us, countries) in the data, it gives us license 
to make comparisons between countries in terms of the structural model, here the prior 
probabilities -  that is, the distribution of the latent variable.
Table 5.14 Sample sizes for multiple group analyses
Split ballot
A B
(GM food) (therapeutic cloning) Total
Austria 529 479 1,008
Belgium 520 554 1,074
Denmark 505 495 1,000
Finland 506 494 1,000
France 484 520 1,004
Germany 1,028 1,017 2,045
( E a s t 5 0 8 5 0 1 1 ,0 0 9 )
( W e s t 5 2 0 5 1 6 1 ,0 3 6 )
Greece 498 503 1,001
Ireland 494 505 999
Italy 493 499 992
Luxembourg 295 304 599
Netherlands 482 516 998
Portugal 497 503 1,000
Spain 502 498 1,000
Sweden 500 500 1,000
UK 659 661 1,320
( G r e a t  B r i ta in 5 0 8 5 0 6 1 ,0 1 4 )
(N o r th e r n  I r e la n d 1 5 1 1 5 5 3 0 6 )
Total 7,992 8,048 16,040
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5.5.1 Investigating the comparability o f  measurement models between 
subsamples o f  the UK and Germany
As an introduction to the procedure used in the multiple group analyses, this section 
considers the preliminary question of whether it is statistically speaking valid to merge 
the two separately sampled regions of the UK (Britain and Northern Ireland) and 
Germany (East and West). Although there should be no serious concerns, in common 
sense terms, about merging them, since for each pair the questionnaire is in the same 
language and arguably the cultural settings are very similar, the fact of their being 
sampled separately suggests it would be prudent to check that their measurement 
models are equivalent rather than taking this for granted.
Table 5.15 gives fit statistics for models combining data from these two sets of samples. 
For Britain and Northern Ireland the most constrained models are the best fitting 
according to AIC and BIC, and are satisfactory in terms of numbers of marginal 
residuals. The model allowing conditional probabilities for risk to differ between 
samples is included for information, since informal inspection of the unconstrained 
models suggests that the greatest difference between them falls here. However, 
likelihood ratio comparison tests indicate no significant difference even between the 
unconstrained and completely constrained models (p=0.11 for GM food and p=0.10 for 
therapeutic cloning), so it is acceptable, according to this test, to treat the measurement 
models as equal and to pool the data from these two samples into one UK sample.
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Table 5.15 Fit statistics from testing measurement models between Great
Britain and Northern Ireland, and between East and West Germany
Model L2 d.f.
P
(b'strap) AIC BIC
%  2-way 
standardised 
marginal 
residuals >4
Joreskog & 
Moustaki index
UK, G M  food All GB NI All GB NI
Measurement model equal 600 571 <0.001 -542 -3,106 0.5 0.0 1.3 0.27 0.36 0.84
R is k  free to differ between 572 551 <0.001 -530 -3,004 0.5 0.0 0.7 0.23 0.33 0.56
samples
Measurement model 504 491 <0.001 -478 -2,683 0.0 0.7 0.0 0.17 0.32 0.23
unconstrained
UK, therapeu tic  cloning
Measurement model equal 569 573 <0.001 -577 -3,152 0.0 0.7 2.0 0.30 0.52 0.79
R is k  free to differ between 539 553 <0.001 -567 -3,052 0.0 0.0 2.7 0.28 0.46 0.62
samples
Measurement model 472 493 <0.001 -514 -2,730 0.0 0.7 0.0 0.19 0.33 0.28
unconstrained
G erm any, G M  food All 1West East All West East
Measurement model equal 688 940 <0.001 -1,192 -5,831 0.5 2.0 2.7 0.36 0.75 0.90
U s e  free to differ between 639 920 <0.001 -1,201 -5,741 0.5 0.0 2.7 0.32 0.54 0.71
samples
R is k  free to differ between 657 920 <0.001 -1,183 -5,723 0.5 2.7 1.3 0.32 0.61 0.71
samples
M o r a l  a c c e p t a b i l i t y  free to 662 920 <0.001 -1,178 -5,719 0.5 2.0 1.3 0.35 0.65 0.77
differ between samples
E n c o u r a g e  free to differ 668 920 <0.001 -1,172 -5,713 0.5 1.3 3.3 0.34 0.69 0.82
between samples
Measurement model 562 860 <0.001 -1,158 -5,403 0.0 0.0 0.0 0.23 0.28 0.31
unconstrained
G erm any, therapeu tic  cloning
Measurement model equal 709 929 <0.001 -1,149 -5,724 2.1 2.0 6.0 0.50 0.82 0.94
U s e  free to differ between 686 909 <0.001 -1,132 -5,609 2.1 2.0 2.7 0.43 0.65 0.82
samples
R is k  free to differ between 675 909 <0.001 -1,143 -5,620 1.6 1.3 2.7 0.40 0.58 0.71
samples
M o r a l  a c c e p ta b i l i t y  free to 689 909 <0.001 -1,129 -5,605 2.6 1.3 3.3 0.49 0.75 0.95
differ between samples
E n c o u r a g e  free to differ 674 909 <0.001 -1,144 -5,620 1.6 0.7 5.3 0.48 0.71 0.86
between samples
Measurement model 599 849 <0.001 -1,099 -5,280 0.5 0.0 2.7 0.29 0.29 0.49
unconstrained
With Germany, the story is slightly more complicated. The greatest difference is found 
in responses regarding GM food and its usefulness. Although the likelihood ratio 
statistic is significant (p<0.001) for the difference between the unconstrained model and 
the model where use is free, Table 5.16 shows that the conditional probabilities for the 
latter are very similar between East and West Germany. AIC selects this model as the 
best fit, but BIC identifies the most constrained model as the best, and the marginal 
residuals suggest that the most constrained model fits well. It seems reasonable then to
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pool data from East and West Germany for GM food, and to argue that the likelihood 
ratio test is too sensitive for practical purposes here -  perhaps due to sample size (with 
around 360 more German than UK respondents). On these grounds, results for 
therapeutic cloning suggest that combining samples from East and West Germany is 
satisfactory: p=0.015 for the difference in deviance between the most constrained and 
the unconstrained model; both AIC and BIC select the most constrained model as the 
best; and this choice is supported by low marginal residuals.
Table 5.16 Conditional probabilities for East and West Germany GM food, 
with conditional probabilities free to vary for utility but fixed equal
for other items
Definite Definite
support Support Opposition opposition DK
Item Response category x U l ) 7Z is(2) 6  ls(3) TC is(5)
DK 0.00 0.02 0.04 0.01 0.74
Definitely disagree 0.00 0.00 0.07 0.79 0.03
Useful (West) Tend to disagree 0.02 0.12 0.72 0.19 0.00
Tend to agree 0.17 0.73 0.17 0.01 0.18
Definitely agree 0.81 0.13 0.00 0.00 0.05
DK 0.00 0.00 0.04 0.091 0.87
Definitely disagree 0.00 0.00 o.oof 0.69 0.00
Useful (East) Tend to disagree 0.08 0.02 0.76 0.18 0.03
Tend to agree 0.04 0.81 0.16 0.01 0.08
Definitely agree 0.88 0.17 0.04 0.02 0.03
DK 0.03 0.08 0.02 0 .0 3 | 0.87
Definitely disagree 0.18 0.03 0.01 0.10 0.01
Risky Tend to disagree 0.35 0.39 0.17 0.02 0.01
Tend to agree 0.24 0.38 0.61 0.22 0.05
Definitely agree 0.21 0.12 0.20j 0.63 0.05
DK 0.00 0.03 0.09 o .o o i 0.90
Morally
acceptable
Definitely disagree 0.00 0.00 0.03 0.78 0.01
Tend to disagree 0.01 0.06 0.76 0.20 0.00
Tend to agree 0.23 0.81 0.11 0.01 0.08
Definitely agree 0.76 0.10 0.00 0.00 0.00
DK 0.02 0.06 0.07 0 .0 2 | 0.99
Should be 
encouraged
Definitely disagree 0.01 0.01 0.14? 0.96 0.00
Tend to disagree 0.02 0.10 0.78 0.02 0.00
Tend to agree 0.08 0.81 0.00 0.00 0.00
Definitely agree 0.87 0.03 0.00 0.00 0.01
(unweighted) fjj West Germany 
East Germany
0.13
0.09
0.31
0.38
0.19
0.23
0.19
0.18
0.19
0.11
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5.5.2 Qualitative comparisons o f  measurement models in country-by-country 
analyses
I now embark on the multiple group analysis proper. Here it would be far less
surprising to see different combinations of latent classes between samples, given their
correspondingly different cultural contexts, and perhaps most obviously, language
differences. Before testing the comparability of measurement models for the full fifteen
samples, an informal qualitative evaluation was carried out by running separate models
for each country and each type of biotechnology. Table 5.17 summarises the patterns of
conditional probabilities found across countries for GM food, and Table 5.18 for
therapeutic cloning. Here *++’ indicates that ‘definitely agree’ is the most likely
response for a class, *+’ corresponds to ‘agree’, etc., and *?’ for DK. Where
probabilities are close for two or more responses (e.g. ‘+ /-’), they are listed in order
10from most to least likely .
For GM food, patterns of responses across classes are notably different in qualitative 
terms only for the risk item -  particularly within the classes of definite support and 
moderate opposition. In Table 5.17 under risky the countries are ordered approximately 
from the smallest to the greatest likelihood, combined across classes, of agreeing that 
GM food is risky. Thus in the countries at the end of the list (Austria, Italy, Ireland and 
Luxembourg), respondents are likely to say that GM food is risky across all classes 
except the DK class, while at the upper end, in Greece, Sweden and Germany, those in 
the strong support class are most likely to disagree that it is risky. Only in Finland is the 
pattern of responses to risk is exactly aligned with the other items.
12 Again, ‘close’ is defined by a difference o f 0.10 (when rounded to two decimal places) or less from the 
most likely response.
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Table 5.17 Qualitative summaries of highest conditional probabilities from
unconstrained 5-class models, GM food, 15 countries
Definite
support Support Opposition
Definite
opposition DK
Useful
All countries + + + ?
Risky
Finland + + + ?
Greece, Sweden — + + + + ?
Denmark + + /+ + + + ?
Germany - - / + + + + 9
UK - - / + + + + + ?
France - - / + + + /+ + + + ?
Belgium - / + + / + / — + + / + + / - + + ?
Spain + / + + / - / - - + + + + ?
Netherlands + + /— /+ + + + + ?
Portugal + + / - / - - / + + + + + ?
Austria + + + - + + ?
Italy + + /+ + + + + ?
Ireland + + + + + + + ?
Luxembourg + + + /+ + -H- -H- ?
M orally acceptable
All except those listed below + + + 9
Netherlands + + + + / - --- ?
Spain + + + —/ + --- ?
Should be encouraged
All countries + + + ?
For therapeutic cloning, alongside differences on risk, a range of patterns are observed 
for utility. In Table 5.18 countries are ordered in this section from most to least 
positive. In the majority of countries all but the strongest opponents agree that it is 
useful (or say DK, if in a DK class). The rough comparisons suggest that in Europe- 
wide models for GM food and therapeutic cloning we might reasonably expect to be 
able to constrain the measurement models for moral acceptability and encouragement 
between countries, but need to be cautious with regard to risk and possibly to utility.
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Table 5.18 Qualitative summaries of highest conditional probabilities from
unconstrained 5-class models, therapeutic cloning, 15 countries
Definite Definite
support Support Opposition opposition DK
Useful
Denmark ++ ++ ++/+ — ?
Belgium, UK ++ +/-H- + - - ?
Spain ++ +/++ +/- + ?
Luxembourg ++ + ++ — / - ?
Ireland ++ + +/++ — ?
Finland, France ++ + + —   ^ . ?
Austria, Italy, Netherlands ++ + + /- — ?
Portugal ++ + - - - / + ?
Greece ++ ++ - — ?
Germany, Portugal, Sweden ++ + - — ?
Risky
Finland — - + ++ ?
Germany - + /- + ++ ?
Italy - /+ + + + /- /+ + - - /+ + ?
Greece - - / - /+ + + - /+ + ++ ?
Austria - - / + / + + + - /+ ++ ?
Sweden - - / + + + ++ ?
UK ++/+/— /— + +/++/- ++ ?
Spain + /- - /+ + +/++ ++ ?
Denmark +/— + ++ ++ ?
Luxembourg ++ + -/++ + + ?
Belgium +/++ + ++ + + ?
Netherlands + +/+ + + ++ ?
Portugal ++ + + ++ ?
France, Ireland ++ + ++ ++ ?
M orally acceptable
All except those listed below ++ + - - - ?
Spain ++ + + - - ?
Ireland ++ + - /? — 9
Greece ++ + — ?
Should be encouraged
All except those listed below ++ + - — ?
Luxembourg ++ + + — ?
Ireland ++ + ? /- — ?
5.5.3 Joint models with fixed effects to describe attitudes across fifteen EU  
countries
Table 5.19 gives fit statistics for a selection of models. The first specifies that not only 
is the measurement model the same for every country, but so is the distribution of the 
latent variable (i.e. the probabilities of the latent classes). Clearly it fits very poorly for 
both GM food and therapeutic cloning. A model where the measurement model 
remains fully constrained but the distribution of the latent variable is free between 
countries is also a poor fit -  at least, certainly prohibitively poor for therapeutic cloning,
though not so bad for GM food. Generally it is more difficult to achieve a well fitting 
model for therapeutic cloning than for GM food.
As a strategy for finding a satisfactory joint model for each biotechnology, the 
exploratory analyses of the previous section indicate that direct and interaction effects 
between country and item should be tested for risk and for utility. For clarity, Figure 
5.1 illustrates the difference between the two models conceptually, with the example of 
risk as the item whose parameters are freed (see also Section 4.1.8). The direct effects 
model allows the probabilities of particular responses to risk to vary between countries, 
but in the same way for each class. The interaction model allows the country effects on 
response probabilities to vary between classes.
Besides considering direct and interaction effects for two items, freeing any more 
parameters for purposes of fit would really be undesirable. Although it would seem 
reasonable that a cross-country model would require some movement in one item, with 
any more relaxations of parameters it would be difficult to speak of a latent variable 
with a common interpretation between countries. An alternative modification to try to 
improve model fit is to increase the number of latent classes; six-class models are 
therefore also tested, and their fits presented below.
For most measurement models, AIC BIC and residuals favour six- over five-class 
models. The following discussion therefore focuses on the former. It is clear from the 
residuals that some sort of relaxation of the parameters for risk results in the best fitting 
models, for both GM food and therapeutic cloning. Relaxing parameters for utility does 
little to improve fit for therapeutic cloning, and for GM food although it results in some 
improvement in fit, the effect is by no means as marked as that resulting from freeing 
risk. To select the final models, then, it is simply a matter of choosing between direct 
and interaction effects for risk.
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Figure 5.1 Direct effects and interactions for the logics items
a. Direct effect between country and risk
Morally acceptable Encouraged
Latent variable
b. Interaction between country, risk and latent variable
Useful
Latent variable
Risky
Country
EncouragedMorally acceptable
In choosing between these models, we need to give the diagnostics for marginal 
residuals some close inspection. Although the overall figures indicate little difference 
between direct and interaction effects, when broken down by country (see Tables A .l- 
A.4 in the Appendix to the thesis), they reveal a great improvement in fit for most 
countries when moving from direct to interaction effects. For example, in the six-class 
model for therapeutic cloning with direct effects between country and risk, the 
percentage of two-way marginal residuals ranges from 4.0 in Spain to 28.7 in Germany, 
with a mean across countries of 11.1. With the interaction effect these are reduced to 
2.7 for Spain and 18.0 for Germany, with an average across countries of 6.4. In the six- 
class model for GM food with direct effects between country and risk, the percentage of 
two-way marginal residuals ranges from 1.3 in the UK to 24.0 in Germany, with an 
average across countries of 8.2. With the interaction effect these are reduced to between
0.0 for Luxembourg and 15.3 for Germany, with an average across countries of 5.2. For 
GM food, the same six-class model with risk freed is deemed to be the best fit here. 
The sixth class is not absolutely crucial to model fit, but is retained for convenience of 
comparisons with therapeutic cloning, to anticipate the analyses to come in Chapter 8.
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Table 5.19 Fit statistics, testing measurement models between 15 countries
Model L2 d.f.
P
(b'strap) AIC BIC
% 2-way 
standardised J6reskog& 
marginal Moustaki 
residuals >4 index
GM  food, 5 classes
Country independent o f latent 
variable and indicators
8,364 7,908 <0.001 -7,452 -62,699 39.3 5.22
Measurement model equal 7,396 7,852 <0.001 -8,308 -63,164 7.6 1.13
Direct country effect for r i s k 7,042 7,796 <0.001 -8,550 -63,014 2.7 0.77
Interaction between country, latent 6,535 7,572 <0.001 -8,609 -61,509 2.4 0.78
variable and r i s k
Direct country effect for u t i l i t y 7,140 7,796 <0.001 -8,452 -62,916 6.4 1.02
Interaction between country, latent 6,815 7,572 <0.001 -8,329 -61,228 6.4 1.05
variable and u t i l i t y
Measurement model free to differ 4,950 6,732 <0.001 -8,514 -55,545 1.1 0.5
between countries
GM  food, 6 classes
Country independent o f latent 
variable and indicators
8,013 7,891 <0.001 -7,769 -62,898 38.7 5.03
Measurement model equal 6,924 7,821 <0.001 -8,718 -63,357 6.0 0.91
Direct country effect for r i s k 6,578 7,765 <0.001 -8,952 -63,200 1.3 0.57
Interaction between country, latent 6,050 7,485 <0.001 -8,920 -61,212 1.3 0.58
variable and r i s k
Direct country effect for u t i l i t y 6,651 7,765 <0.001 -8,879 -63,127 6.2 0.82
Interaction between country, latent 6,330 7,485 <0.001 -8,640 -60,931 5.3 0.82
variable and u t i l i t y
Measurement model free to differ 4,393 6,477 <0.001 -8,561 -53,811 0.2 0.32
between countries
Therapeutic cloning, 5 classes
Country independent o f latent 
variable and indicators
8,589 7,964 <0.001 -7,339 -63,032 34.9 5.39
Measurement model equal 7,806 7,908 <0.001 -8,010 -63,312 14.9 2.03
Direct country effect for r i s k 7,200 7,852 <0.001 -8,504 -63,415 7.8 1.40
Interaction between country, latent 6,580 7,628 <0.001 -8,676 -62,020 7.8 1.37
variable and r i s k
Direct country effect for u t i l i ty 7,494 7,852 <0.001 -8,210 -63,121 12.2 1.83
Interaction between country, latent 7,110 7,628 <0.001 -8,146 -61,490 13.1 1.81
variable and u t i l i t y
Measurement model free to differ 4,820 6,788 <0.001 -8,756 -56,225 3.6 0.91
between countries
Therapeutic cloning, 6 classes
Country independent o f latent 
variable and indicators
8,089 7,947 <0.001 -7,805 -63,380 33.1 4.98
Measurement model equal 7,140 7,877 <0.001 -8,614 -63,699 12.7 1.57
Direct country effect for r i s k 6,533 7,821 <0.001 -9,109 -63,803 5.6 0.88
Interaction between country, latent 5,887 7,541 <0.001 -9,195 -61,931 5.8 0.89
variable and r i s k
Direct country effect for u t i l i t y 6,880 7,821 <0.001 -8,762 -63,456 10.4 1.41
Interaction between country, latent 6,477 7,541 <0.001 -8,605 -61,340 10.7 1.40
variable and u t i l i t y
Measurement model free to differ 4,150 6,533 <0.001 -8,916 -54,603 1.6 0.52
between countries
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Tables 5.20 and 5.21 summarise the measurement model for GM food. The first table 
gives the conditional probabilities for utility, moral acceptability and encouragement, 
which are fixed to be the same for each country. The contribution of the final class is to 
allow for respondents who say DK to the last two items but tend to agree that GM food 
is useful, echoing the analysis of the British ‘sometimes-DK’ respondents earlier in the 
chapter. The second table summarises differences between countries for risk, just as in 
the qualitative analysis. There is little change here from the comparable table in the 
initial five-class qualitative analysis, aside from a new distinction between countries 
where the partly unsure say that GM food is risky (Austria, Denmark, France, Ireland, 
Portugal, Spain, and the UK) and those where the partly unsure say DK.
Tables 5.22 and 5.23 give the corresponding information for therapeutic cloning. Here, 
compared with responses to GM food, those in the second DK class are more likely, on 
balance, to agree or definitely agree to the utility item -  reflecting this general tendency 
in the population. Once again the qualitative summary of responses to the risk item 
distinguish those countries where the propensity to agree that therapeutic cloning is 
risky extends to those in the partly-unsure class -  in France, Germany, Ireland, Italy, 
Netherlands, Portugal, Spain, and the UK.
As a last note on the selection of these models over the direct effects models, it seems 
that the selection of one over the other has little effect in terms of the substantive 
interpretation of the classes. For example, the differences between the fitted 
probabilities in the six-class GM food models with direct and interaction effects for risk 
are mainly found in two classes. In the DK (2) class, people in some countries are more 
likely in one model than the other to agree that GM food is risky. There is also some 
difference in interpretation for risk in the definite support class, but not a clear 
difference -  in both models this class represents the most mixed and least interpretable 
collection of responses to risk. So the differences between the two models are rather 
subtle. It is not the case that the direct effects model drastically misrepresents responses 
to risk in certain countries -  rather the difference is in the detail of the second DK class, 
and in the definite support class, in which responses to risk are very indeterminate in 
any case. This highlights again that statistical fit and substantive interpretation do not 
always go hand in hand; it is not the case here that the slightly better-fitting interaction 
effect model offers a much clearer interpretation than the direct effects model -  indeed
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in terms of substantive output, it is difficult to pinpoint exactly what value it adds 
compared to the direct effects model.
Table 5.20 GM food: conditional probabilities for three items where
measurement model is equal across countries, 15 countries
Definite
support
Definite 
Support Opposition opposition DK DK (2)
Item Response category £ * ( / ) n , s(2) ft is(3) ft is(4) ft is(5) ft M
Useful
DK
Definitely disagree 
Tend to disagree 
Tend to agree 
Definitely agree
0.00
0.01
0.02
0.01
0.01
0 0 7 |
0.02
0.09
0.64
0.02
0.82
0.10
0.03
0.03
0.98
0.01
0.00
0.24
0.08
0.15
0.11 0.72 0.21
0.04
0.00 0.35
0.86 0.19 0.01 0.19
Morally
acceptable
DK
Definitely disagree
0.01
0.02
0.01
0.01
0.03
0.08
0.03
0.83
0.99
0.00
0.53
0.07
Tend to disagree 
Tend to agree 
Definitely agree
0.03
0.14
0.09r 0.71 0.08
0.04
0.02
0.00
0.00
0.00
0.11
0.20
0.10
0.81 0.16
0.020.80 0.09
DK 0.01 0.03 0.03 0.01 0.99 0.71
S h o u ld  h p
Definitely disagree 0.01 0.02 0.20: V 0.96 0.00 0.05J11UU1U uv
encouraged Tend to disagree 0.02 0.09: 0.72 0.02 0.00 0.08
Tend to agree 0.12 0.81 0.03 0.00 0.00 0.13
Definitely agree 0.83 0.05 0.01 0.01 0.00 0.03
Table 5.21 GM food: qualitative summary of highest conditional probability
for the risk itemi, 15 countries
Definite Definite
support Support Oppositioni opposition DK DK (2)
Finland — — + + + ? ?
Greece — +/ + /+ + + + 9 ?
Sweden — + + ++ ? ?
Denmark — /- + + ++ ? ++/?
Germany - -/+ + ++ ? ?
France — /+ + + /+ + + + ? + +
UK — /+ + + + + ? ? /+
Netherlands _ _ / + + / + + + -H- ? ?
Belgium —/+ + /+ /— + + / + + / - + + ? ?
Portugal + + / _ / _ _ / + + + / - + + ? +/++
Spain +/++/_/— + ++/+ ++ ? +/?
Italy ++/+ + + ++ ? ?
Austria ++/+ + - ++ ? ++
Luxembourg ++ +/++ ++ ++ > ? ?
Ireland ++ + ++/+ ++ ? ++/?/+
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Table 5.22 Therapeutic cloning: conditional probabilities for three items where
measurement model is equal across countries, 15 countries
Definite Definite
support Support Opposition opposition DK DK (2)
Item Response category 6 is U) n is(2) n  w(3) ft d j ) n  w(5) n  M
DK 0.00 0.00 0.03 0 .04 | 0.98 0.13
Definitely disagree 0.01 0.00 0.04 0.62 0.00 0.04
Useful Tend to disagree 0.01 0.02 0.41 0.16 0.00 0.05
Tend to agree 0.05 0.61 0.39 0.10 0.00 0.39
Definitely agree 0.93 0.37 0.13 0.08 0.01 0.39
DK 0.01 0.02 0.02 0.02 1.00 0.51
Definitely disagree 
Morally , 
acceptable Tend to disagree 
Tend to agree
0.02 0.01 0.10 0.85 0.00 0.12
0.03 0.11 0.69 0.09 0.00 0.15
0.19 0.83 0.17 0.01 0.00 0.15
Definitely agree 0.75 0.04 0.01 0.04 0.00 0.06
DK 0.01 0.02 0.05 0.01 1.00 0.62
Definitely disagree 
Should be _  , 
encouraged Tend to disagree 
Tend to agree
0.00 0.01 0.10 0.91 0.00 0.02
0.01 0.03 0.77 0.05 0.00 0.05
0.07 0.88 0.07 0.01 0.00 0.24
Definitely agree 0.91 0.07 0.01 0.02 0.00 0.07
Table 5.23 Therapeutic cloning: summary of highest conditional probabilities
for the risk item, 15 countries
Definite
support Support Opposition
Definite
opposition DK DK(2)
Finland — - + ++ ? ?
Germany - —/+ + -H- ? +
Greece — / - / + / + + + -/++ ++ ? ?
Italy -/++/+ + - / + / + + ----- ? ++/?
Sweden — /+ + + ++ ? 9
Austria +/— /++ + + / - + + ? ?
Spain + /— + + / - + + ? + + /+ /?
Denmark + /— + + + + + ? ?
UK + / + + / - / — + + + /+ -H- ? +
Belgium +/++ + ++ ++ ? ?
Netherlands ++/+ + + ++ ? +/?
Portugal ++ + /- + ++ ? ++/?/+
Ireland ++ + + ++ ? ++
Luxembourg ++ + ++ ++ ? ?
France ++ + ++ ++ ? ?/++/+
Finally, Table 5.24 gives for GM food and therapeutic cloning the estimated 
percentages of respondents belonging to each latent class within country. These are 
recalculated from the final models using the sampling weights to adjust for over- or 
under-sampling in different population strata (as described in Section 4.1.12). The last 
columns in the table give percentages of respondents in definite and moderate support 
together, likewise for the two opposition classes and for the two DK classes. Countries
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are listed in order of the proportions of respondents in the support classes, from most to 
least supportive overall.
Table 5.24 Weighted percentages of respondents per class, GM food and
therapeutic cloning, 15 countries
%  w ith in Def. Def. TOTAL: TOTAL: TOTAL:
c o u n tr y support Support Oppos’n oppos’n DK DK (2) SUPPORT OPPOSITION DK
GM  food
Spain 18 30 23 13 12 5 47 36 17
Germany 20 25 11 12 18 14 45 23 32
Portugal 14 26 24 16 14 6 40 40 20
Netherlands 13 24 17 12 22 11 37 29 33
Denmark 11 27 30 14 11 7 37 44 18
Sweden 12 23 23 23 16 3 35 46 19
Belgium 16 19 19 34 4 8 35 53 12
Luxembourg 9 25 10 15 39 2 34 25 41
Austria 13 21 26 19 17 4 34 45 21
Ireland 16 16 8 14 37 9 31 22 46
UK 10 19 24 32 11 4 29 55 15
France 12 12 18 31 16 11 24 49 27
Italy 7 16 20 39 13 3 24 59 17
Greece 6 12 27 24 28 3 18 51 31
Finland 10 5 18 37 23 7 15 55 30
Europe total 12 21 22 20 18 7 33 42 25
(pop. weighted)
T herapeutic cloning
Denmark 39 26 13 9 5 8 65 22 13
Sweden 33 31 11 9 13 4 63 20 16
Luxembourg 33 29 6 6 20 6 62 13 26
Belgium 29 31 13 9 11 7 60 21 19
Finland 25 34 15 10 8 8 59 25 16
Spain 32 26 7 4 17 14 57 11 32
UK 22 33 17 8 12 8 56 25 19
Italy 23 32 16 6 11 11 56 23 22
Portugal 25 29 10 6 19 10 55 16 29
France 26 29 9 13 14 9 54 22 23
Germany 18 32 21 15 7 8 50 35 15
Austria 21 23 22 14 13 7 44 36 20
Netherlands 16 26 6 10 40 2 42 16 42
Greece 25 14 11 16 10 23 39 27 33
Ireland 20 17 5 9 37 11 37 14 48
Europe total 24 30 14 10 13 9 53 24 22
(pop. weighted)
A few features of the table are worth pointing out. Firstly, it is easy to see that the 
figures in the total support and total opposition columns echo the well known pattern of 
more support for medical than for agri-food applications of biotechnology. In all 
countries except Germany, greater proportions of supporters are found for therapeutic 
cloning than GM food, and vice versa for proportions of opponents. For therapeutic
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cloning, in every country there are more supporters than opponents. For GM food the 
pattern is reversed for the majority of countries, and it is just in Germany, Ireland, 
Luxembourg, Spain and the Netherlands that we find more supporters than opponents. 
The overall range of total supporters across countries is roughly the same for GM food 
and therapeutic cloning (32 and 28 per cent ranges respectively). By contrast, negative 
perceptions are more widely spread between countries for GM food (37 per cent range) 
than for therapeutic cloning (25 per cent). The range of respondents falling into the DK 
classes is roughly the same for both applications, and notably large (35 and 36 per cent). 
Ireland, Luxembourg and the Netherlands are conspicuous in their high numbers of DK 
respondents. This has a considerable impact on the comparisons of opinions between 
countries. For example, for both biotechnologies Ireland has a high ratio of supporters 
to opponents, but its large numbers of DK respondents cause it to appear quite low 
down the list of supporters of GM food, and at the bottom of the table for therapeutic 
cloning.
Summary
The models in this chapter have resulted in a number of substantive, methodological 
and practical findings. The substantive findings concern the distributions and 
compositions of the latent variables -  that is, the content of the models. The 
methodological findings, broadly stated, relate to item functioning. The practical 
implications of the models include both findings concerning technical issues 
encountered in fitting those models, and practical recommendations for future survey 
design and administration. These three kinds of results are ideal types; most findings 
contain elements of all three themes. For example, the findings regarding the risk item 
could be thought of as a methodological matter of item functioning; or as a 
substantively interesting finding about the relationship of risk perceptions to other 
criteria of support for biotechnology; and they might suggest on a practical level that 
risk as a topic should be investigated in more detail in future surveys.
The summary of findings in this and in the following empirical chapters will focus on 
the results from the cross-national analyses, with the results from analysing the British 
sample adding further possible insights to these main patterns.
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Across the fifteen European countries analysed:
■ For both GM food and therapeutic cloning, three of the criteria of support -  utility, 
moral acceptability and overall encouragement -  are broadly positively associated 
with each other. The other criteria put to respondents -  the riskiness of the 
biotechnologies -  is rather weakly and in a broad sense negatively associated with 
the other items.
■ For both GM food and therapeutic cloning, we can adequately represent the 
variation in responses to these items in six classes.
■ For GM food, four of these classes form a common sense ordering, from definite 
opposition to definite support, defined in terms of responses to the three criteria of 
utility, moral acceptability and overall encouragement, where a particular response 
to one of these items (say ‘tend to agree’) will be a good predictor of the same 
response on the other two.
■ Four very similar classes are found for therapeutic cloning. The main difference 
between the patterns of responses for therapeutic cloning and GM food is that in the 
former, those in the moderate opposition class are almost as likely to agree as to 
disagree that the biotechnology is useful.
■ The other two classes are given to DK responses; one in which DK is the most 
likely answer to every question, and one in which the utility of the biotechnology 
(whether GM food or therapeutic cloning) is likely to be acknowledged.
■ The behaviour of the risk item varies between countries -  indeed, the fit of a 
Europe-wide model hinges on freeing this parameter between countries. However, 
this variation is not completely without pattern:
■ In most countries, those in the opposition classes are likely to agree (to varying 
degrees -  usually most definitely in the definite opposition class) that the 
biotechnology in question is risky.
■ In most countries, those in the moderate support class are also likely to agree 
that the biotechnology in question is risky.
■ The greatest variation between countries in responses to risk are found in the
definite support class. In some countries, agreement is most likely, in others
disagreement, and in others still, there is no clearly identifiable most likely
response.
■ In all countries, those in the first DK class are likely to give a DK response also
to the risk item.
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■ Responses to risk in the second DK class are mixed, with DK the most likely 
response in some countries and agreement the most likely response in others.
■ Europe-wide, the balance of favour rests with therapeutic cloning rather than with 
GM food. Whereas a third of Europeans are estimated to support GM food 
(moderately or definitely), more than half are estimated to support therapeutic 
cloning. In all countries except Germany, there are greater proportions of supporters 
for therapeutic cloning than for GM food, and vice versa for proportions of 
opponents.
■ For therapeutic cloning, in every country there are more supporters than 
opponents.
■ For GM food the pattern is reversed for the majority of countries, and it is just in 
Germany, Ireland, Luxembourg, Spain and the Netherlands that we find more 
supporters than opponents.
■ Considering Europe overall, approximately similar numbers of people are predicted 
to fall into a DK class for GM food and therapeutic cloning. We could perhaps 
interpret this as about equal levels of ambivalence for the two biotechnologies. 
However, this averages over considerable amounts of variation between countries in 
the proportions of respondents belonging to the DK classes. This must make a 
considerable impact on between-country comparisons of levels of support for 
biotechnology.
Some addition insights from the British sample are the following:
■ There is tentative evidence that the relationship of the risk item to the other three 
might be evolving. Comparisons between British responses regarding GM food in 
2002 and 2005 show that supporters in the more recent wave are less likely to 
disagree that GM food is risky, and opponents more likely to say it is risky. So 
responses to risk in 2005 seem to become more closely aligned with the other 
criteria of support. However, it remains to be discovered whether this represents a 
genuine shift in distribution of opinions an artefact of different question ordering in 
2005.
■ If DK responses are eliminated from the data set, the items can be ordered in 
Guttman-type models. This model implies that the four criteria follow an order of 
difficulty, in which saying that an application is not risky is the tallest order on the 
scale of support.
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Lastly, two technical insights arising from the analyses in this chapter concern the 
difficulty in selecting one model from a range of possible models:
■ In testing the equivalence of measurement models between just two countries, 
conditional probabilities that look very similar can nevertheless be significantly 
different from each other in likelihood ratio comparison tests. Comparing model 
deviances may often be too sensitive for practical purposes in comparative analyses 
with standard sample sizes of circa 1,000.
■ By contrast, statistics of global model fit may often be too blunt for practical 
purposes in such analyses. In the models in focus here, diagnostics relating to 
marginal residuals appeared to be equivalent for direct effects and interaction 
models, but calculating them conditional on country revealed the latter models to be 
great improvements on the former.
The logics items seem to work very well together, on balance, and prompt perhaps only 
one immediate recommendation for future surveys. This regards the very different rates 
of DK responses between countries. The analyses in this chapter can only reveal and 
not explain such differences. It is very important to know whether they reflect 
genuinely differential rates of not-knowing amongst countries, or whether they reflect 
differences in fieldwork practices between the survey companies used to administer the 
questionnaire. If they are attributable to the former, this is a very interesting result, 
which could be contextualised with non-survey data. If they are due to the latter, this is 
at the least a nuisance and at the most a serious distortion effect on comparative results. 
In future survey waves, standardising fieldwork practices between countries should be a 
high priority.
A less pressing recommendation relates to the risk item. It will be interesting to see 
how the role of risk changes over time, and it would be useful in a future survey wave to 
use the split ballot to check whether the ordering of the items (use, risk, moral 
acceptability and encouragement in 2002; use, moral acceptability, risk, encouragement 
in 2005) has an effect on response profiles. It would of course also be interesting to add 
more criteria of support and opposition to the item sets, to add more detail to the 
interpretations offered in this chapter.
The next chapter focuses on a set of knowledge items, for which scaling rather than 
classifying is the task at hand. The ongoing questions concerning how to analyse and
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interpret DK responses and how to compare models between countries remain a central 
interest. In taking a scaling approach, however, attention turns from class models to 
trait models, and to the particular insights they offer into item difficulty and 
discrimination, and the dimensionality of the latent space used to represent responses.
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6 Knowledge of biology and genetics: 
comparability in scaling
The measurement of scientific knowledge has attracted a great deal of attention in the 
area of PUS research. As outlined in Chapter 2, debates on this subject focus primarily 
around the content of knowledge or literacy scales -  that is, what sorts of facts it might 
be reasonable to expect or wish members of the public to know about science and 
technology. Different facts, it is argued, may be more or less useful and difficult for 
scientists compared with laypeople. Such variations may apply, by a similar token, 
between different groups of survey respondents. This has implications both for survey 
designers, who prescribe the content of knowledge items, and survey analysts, who seek 
to make fair and useful comparisons between sets of respondents.
The analyses in this chapter focus on the insights that careful analyses of survey data 
can bring to this project. Survey analysts cannot advise survey designers on the content 
of survey items from a substantive theoretical or normative point of view. However, 
they can contribute to the construction of useful measures of knowledge, by describing 
the statistical behaviour of the items when they have been put to respondents. In this 
chapter an example of such a contribution is presented, in the form of the following 
research questions:
1. How can we characterise the behaviour of the set of ‘knowledge’ survey items 
analysed in relation to each other? Specifically, do they differ, and if so, how, in 
terms of their difficulty, and the degree to which they enable us to discriminate 
amongst respondents of different knowledge levels? Are any response effects found 
in the data? Is there any meaningful distinction to be made between substantively 
incorrect and ‘don’t know’ (DK) responses?
2. How the variable ‘knowledge’ best be represented with the data? To what extent is 
a simple sum-score of correct responses an adequate or meaningful measurement of 
knowledge level? Do different models lead to very different knowledge scores for 
respondents?
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3. How can fair and valid comparisons of levels of knowledge be made between 
respondents in different countries?
4. With a view to future Eurobarometer surveys, what recommendations can be made 
for the design of this item battery?
6.1 Data
The data, as in Chapter 5, are initially those referring to the British respondents from the 
2002 Eurobarometer, later broadening the analyses to respondents from other European 
countries. The items for analysis are a set of ten statements about biology and genetics 
which respondents are asked to identify as true or false. A DK response is also 
permitted. This knowledge ‘quiz’ has been included in Eurobarometer survey waves 
dating back to 1991, and is a widely used source of information about biotechnology 
knowledge levels across Europe.
Table 6.1 gives frequencies for responses to the ten quiz items for British respondents. 
To address possible issues of response effects such as acquiescence bias, for some 
questions, ‘true’ is the correct answer, while for some questions ‘false’ is correct (DK is 
not correct for any item). In the table, grey highlighting indicates the correct response. 
The statements labelled ktom3, kmod3 and kbig3 are known by the survey designers as 
‘image’ items, on the grounds that believing them to be true not only denotes incorrect 
knowledge, but also connotes susceptibility to menacing images of biotechnology. 
Ktom3 contains ideas of difference, kmod3 ideas of contagion, and kbig3 conveys 
images of monsters.
The variation in responses to the items is clear from the table; some items appear easier 
than others, and some provoke more equivocation than others. For example, with one 
exception (ktrgen3) the ‘true=correct’ items yield more correct answers than those for 
which ‘false=correct’. In all countries in the Eurobarometer 58.0, these knowledge 
items feature very high rates of DK responses. In the British data, in fact, DK rates 
exceed substantively incorrect responses for every item. This fact alone makes them 
worthy of some attention -  quite apart from the theoretical points of interest in DK 
responses outlined in earlier chapters.
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Table 6.1 Distribution of responses to knowledge questions, British (GB) 
sample
No. Label Statement % responses13
TRUE FALSE DK
1 kbac3 There are bacteria which live from waste water. 88 3 9
2 ktom3 Ordinary tomatoes do not contain genes, while genetically 
modified tomatoes do.
34 40
3 kclo3 The cloning o f living things produces genetically identical 
copies.
72 11 17
4 kmod3 By eating a genetically modified fruit, a person’s genes 
could also become modified.
15 54 31
5 kmot3 It is the mother’s genes that determine whether a child is a 
girl.
18 57 24
6 kyea3 Yeast for brewing beer consists of living organisms. 80 6 14
7 kprg3 It is possible to find out in the first few months of pregnancy 
whether a child will have Down’s Syndrome.
84 6 9
8 kbig3 Genetically modified animals are always bigger than 
ordinary ones.
26~ 37 37
9 kchim3 More than half of human genes are identical to those of a 
chimpanzee.
56 13 31
10 ktrgen3 It is not possible to transfer animal genes into plants. 28 29 43
n=1014
6.2 Scales o f  know ledge a b o u t biology an d  genetics
Recalling Chapter 2, this format of true/false/DK responses applied to set of statements 
is the predominant approach to measuring knowledge in PUS surveys. Usually the total 
number of correct responses is then taken as a respondent’s knowledge score. In some 
instances this is converted into a dichotomy describing whether a respondent reaches a 
certain threshold, usually determined a priori -  commonly the line is drawn where two- 
thirds or three-quarters of answers given are correct. Typologies of knowledge are 
never seen in the literature; where knowledge is specified as a categorical variable, it is 
this binary split of a previously continuous variable. So the reference point for this 
chapter is firmly in scales of knowledge, rather than in classifications.
The simple sum-score approach is potentially problematic in a number of ways. There 
is first of all the principled objection to the model’s inability to allow for any
13 Weighted frequencies, applying the basic sampling weight in the data set. Totals do not always sum to 
100 per cent due to rounding.
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measurement error. In contrast to the classification of logics, it may not be obvious to 
the layperson that this is a shortcoming, since with this scale we do not have the 
difficulty that the model leaves some response profiles unclassifiable. A problem which 
is more intuitively accessible for the non-statistician is that a simple sum-score means 
weighting every item equally in the scale, so that the same amount of credit is awarded 
for very difficult items as it is for very easy items. Of course, we could calculate a 
weighted sum-score -  but we would need some prescriptive (i.e. normative, a priori) 
guidelines to use to decide how to assign weights.
Latent trait models both take into account measurement error and provide information 
about the relative weights that should be assigned to items in deriving scores from them. 
They also provide a means of exploring the data in more depth. In technical terms, we 
can inspect estimated difficulty and discrimination parameters with a view to future 
survey design. Those items that have low discrimination power, and those that are very 
easy, do little work for us in characterising respondents, and may be candidates for 
deletion from future survey waves. We can also use trait models to ascertain whether 
the items fit together to form a single scale, or whether they represent a 
multidimensional space. Latent variable models have indeed been used in the existing 
literature for this purpose -  for example Miller (1998) uses factor analysis to identify a 
two-dimensional model of a set of knowledge items, with one factor representing 
‘construct knowledge’ and the other denoting ‘process knowledge’.
Miller’s various analyses of these items -  both the Oxford scale, and Eurobarometer- 
style questions focusing on biotechnology-related facts -  constitute the most advanced 
approach in the PUS literature, to my knowledge. He takes binary items (where there 
are DK responses these are recoded as ‘incorrect’), uses a preliminary factor analysis to 
identify items that form a unidimensional scale, then applies a three-parameter logistic 
model to these items, using the programme BILOG-MG (Zimowski, Muraki, Mislevy, 
& Bock, 1996). He uses this programme for both single and multiple group analyses -  
see for example Miller and Kimmel (2001) for analyses of literacy within the US, and 
Miller, Pardo and Niwa (1997) and Miller and Pardo (2000) for comparative studies of 
the EU, US, Japan and Canada. In the latter case he uses the ‘non-equivalent groups 
equating’ function in BILOG-MG to construct a common scale for groups which do not 
share a complete set of items. In this model, the item parameters are assumed to be 
equal across groups. A preliminary DIF analysis can be carried out with the
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programme, which tests whether the difficulty parameters can be assumed to be equal 
across groups (there is no facility for testing discrimination parameters in the same 
way). It is not clear if Miller carries out any DIF analysis, however.
The models used in this chapter differ from Miller’s in two ways. Firstly, they use a 
two- rather than three-parameter logistic model. This is motivated by two concerns. 
The first is that a third, ‘guessing’ parameter is only weakly identified (Skrondal & 
Rabe-Hesketh, 2004; Thissen & Wainer, 1982). Thissen and Wainer (1982) 
demonstrate that the inclusion of a third parameter makes the estimated difficulty 
parameter unstable, and unfeasibly large sample sizes are required to obtain accurate 
estimates for it -  the more so the easier the item. The second concern is a hunch that 
there is a more complex response style in the Eurobarometer items than guessing 
between two options. Recall from the previous section the high rates of DK responses, 
and the observation that the ‘true=correct’ items are answered correctly much more 
often than the ‘false=correct’ items. The data may therefore contain a mixture of 
acquiescence bias, propensity to guess, and propensity to profess ignorance -  in 
addition to the knowledge we are trying to capture. As a lull exploratory analysis of the 
data, we might gain some insights into possible response effects by retaining the 
distinction between DK and an incorrect response. It is unlikely then that a single 
dimension will be sufficient to represent the data -  but it remains to be seen.
The second departure from Miller’s approach concerns the multiple group analysis. 
Unfortunately it is not possible to conduct a full DIF analysis, as explained in Chapter 4, 
but we can add to the insights from Miller’s comparative model by at least testing for 
measurement model equivalence between EU member states: in Miller’s comparative 
analyses, Europe is treated as if one country. Other papers employing simpler analyses 
of the knowledge items between EU countries suggest that knowledge scales might be 
quite differently composed within Europe (e.g. Pardo & Calvo, 2004; Peters, 2000).
6.3 Models considered in this chapter
The analyses in this chapter are exclusively of trait rather than class models, in keeping 
with the theoretical perspectives outlined previously, and acknowledging the political 
objections sometimes raised against the concept of knowledge as a binary variable. The 
first section of the chapter focuses on the British sample. Analyses begin with the
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simplest models for binary responses: correct versus incorrect. Three models are briefly 
compared: a Rasch model (i.e. the latent trait model which is most similar to a simple 
sum-score), and one-trait and two-trait models with unconstrained loadings. Further 
comments on these are reserved for a later point in the chapter, where a fuller 
comparison of these and subsequent models is given.
Since DK responses are of particular interest, the remainder of the analyses are for 
nominal items, that is reinstating the distinction between incorrect and DK answers. 
Multidimensional trait models are used to investigate the idea that response effects may 
be captured in a trait, as an alternative to adding a guessing parameter to the model. A 
little time is spent on exploratory analyses using continuous trait models, and item 
characteristic curves (ICCs) for a two-trait model are shown to give an initial 
interpretation of differential item discrimination and difficulty. This addresses the first 
research question of the chapter. Having identified a trait that might reasonably be 
labelled ‘knowledge’, a further modification is made to the model by moving to discrete 
traits. As described in Chapter 4, in discrete trait models there is no normality 
restriction on the prior distribution of the latent variable. At this point, then, a 
comparison is made of the distributions of knowledge scores assigned to British 
respondents from a selection of models encountered in the earlier analyses. This 
addresses the second research question of the chapter.
In Section 6.5, attention turns to the third research question: comparative analyses 
between country samples. It proves difficult to find a well fitting joint model across the 
fifteen countries in the data set. Two sets of analyses are presented: the first focuses on 
trait models for polytomous items, and the second for binary items, abandoning the 
distinction between DK and substantively incorrect responses. The distributions of 
factor scores from these are compared, alongside simpler scales which might commonly 
be made from the data. Neither of the two sets of analyses produce very well fitting 
models, however. A third study is therefore included for comparison purposes, using a 
different data set, to investigate informally the extent to which altering the content of 
the items might improve the chances of finding a good model. In the 2005 
Eurobarometer on PUS, a set of items were used from the ‘Oxford’ scale of knowledge, 
about science in general, rather than biology and genetics in particular. A small set of 
discrete trait models for polytomous items are used for these data, and a joint model 
successfully fitted for the same fifteen countries as in the 2002 data set.
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6.4 Results of latent trait analyses of British data
6.4,1 Continuous latent trait models fo r binary items
Table 6.2 presents fit statistics for a selection of trait models. Those for binary 
responses offer, as expected, limited enlightenment. It is notable that a Rasch model, 
which constrains all discrimination parameters to be equal, fits the data quite poorly. 
Improvements in fit are gained from allowing loadings to vary between items, and 
further, from increasing the number of traits to two, although this second trait does not 
seem to be needed, and is perhaps overfitting. A two-trait model serves to draw a 
distinction between those items for which ‘true’ is correct and those for which ‘false’ is 
correct; broadly speaking, on one trait we find steep ICCs for the former and virtually 
flat ICCs for the latter, and vice versa on the other trait. It is interesting that this 
difference in item functioning between these two types of items appears, and it provides 
extra motivation for reinstating the distinction between DK and incorrect responses, to 
further investigate possible responses styles.
Table 6.2 Fit statistics: continuous latent trait models for binary items, GB
Model L2 d.f. p (bootstrap) AIC BIC
%  2-way 
standardised 
marginal 
residuals >4
JOreskog & 
Moustaki 
index
Rasch 834 1,003 <0.001 -1,172 -6,108 7.8 1.02
1 trait,
unconstrained loadings 785 994 <0.001 -1,203 -6,095 2.8 0.65
2 independent traits, 
unconstrained loadings 705 984 0.296 -1,263 -6,106 0.0 0.17
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6.4.2 Continuous latent trait models fo r polytomous items, recognising DK  
responses
The fit of the models for three-category nominal items improves steadily as more traits 
are added (see Table 6.3). The first trait to emerge contrasts DK responses at one end of 
the trait with correct responses at the other; probabilities of giving the incorrect 
substantive response remain low at all points on the trait. Two traits seem to allow the 
separation of knowledge from response effects -  this is clearly seen when the solution is 
obliquely rotated. A third trait has no clear interpretation, however. Since fit statistics 
-  particularly inspection of marginal residuals -  indicate that two traits give an 
acceptable fit, this is the model presented in more detail below.
Table 6.3 Fit statistics, continuous latent trait models for 3-category nominal
items, GB
Model L2 d.f. p (bootstrap) AIC BIC
% 2-way 
standardised 
marginal 
residuals >4
Joreskog & 
Moustaki 
index
1 trait 3,382 974 <0.001 1,434 -3,360 6.4 0.96
2 traits 3,263 954 0.002 1,355 -3,340 2.7 0.61
3 traits14 3,176 934 0.026 1,308 -3,289 0.7 0.35
The two traits emerging from the second model are practically uncorrelated: with 
oblique rotation, their correlation is just -0.07. Figure 6.1 shows ICCs for each rotated 
trait, between values of -3 and +3 (since the latent variables are assumed in the model 
to be normally distributed, this interval covers a sensible range), in each case with the 
value of the other trait fixed at 0. In these, the five ‘true=correct’ items (items kbac3, 
kclo3, kyea3, kprg3 and kchim3) are collected together in the left-hand column, and the 
‘false=correct’ items (ktom3, kmod3, kmot3, kbig3 and ktrgen3) on the right-hand side. 
Broadly speaking, we can see in them a ‘DK’ trait (Figure 6.1(a)) and a ‘knowledge’ 
trait (Figure 6.1(b)).
Taking Figure 6.1(a) first, we can see that for every item, as we move towards the 
higher end of the trait, the probability of giving a DK response increases, until at values 
of 2 or more, on every item the most likely response is DK. So respondents with the 
highest score on this trait are those that give a full set of DK responses. Moving in the
14 Estimated with 10 nodes per trait, due to computational burden.
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other direction, from the higher end towards the middle and lower section of the trait, 
correct responses become more likely -  for all items, respondents at around the median 
and below, to scores of -3, are most likely to give the correct response, be it ‘true’ or 
‘false’. However, for the true=correct items and for kmot3, we can see the trace lines 
for the correct response begin to turn downwards at the lower end of the trait; this is 
most visible for kclo3 and kchim3, for which we can see that respondents with a score 
of -3  on the trait have a lower probability of giving a correct answer to these items than 
respondents with a score of -2. Extending the curves below -3, into the realms of very 
unusual scores, the very lowest scores theoretically possible on the trait correspond to 
the response ‘false’, for all but the item kmot3. So it seems reasonable to suggest that 
this trait captures information about confidence of response.
The knowledge trait is far more interesting, for our purposes. Fixing the value of the 
DK trait at 0, high scores on the knowledge trait are associated with giving correct 
substantive responses, ‘true’ or ‘false’ according to the item. Probabilities of correct 
responses are very high at two or three standard deviations above the mid-point of the 
trait for all but the two items kchim3 and ktrgen3. For ktrgen3 the slope for the correct 
response rises only very slowly, while for kchim3 the probability of a correct response 
never rises above 0.7 at any point on the trait -  in fact, the slope coefficient for the 
incorrect response ‘false’ is larger than for the correct response ‘true’, which means that 
in the theoretical model, in which the trait extends higher than +3, this item loads in the 
wrong direction. Within the expected range of the latent trait, it would not disrupt the 
scoring on the trait, but it is a good example of the effect of an item which loads the 
wrong way. According to the model, someone with a very high score on the trait would 
be more likely to answer this item incorrectly than correctly. This is clearly inconsistent 
with a trait meaningfully representing knowledge.
Within the expected range of the trait, kchim3 causes no problems, but it is fair to say 
that it gives little information about a respondent’s level of knowledge; respondents 
with scores of -3  and +3 are almost equally likely to give answer this correctly, with the 
odds slightly but only slightly in favour of a correct response. The other ‘true=correct’ 
items are equally ineffective for discriminating between respondents, with 
overwhelmingly high probabilities of responding correctly for most respondents. The 
very shallow ICCs for these items lie in stark contrast to the steep curves obtained for 
four of the ‘false=correct’ items (ktom3, kmod3, kmot3 and kbig3). These are therefore
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the items which allow us to differentiate most sharply between respondents in terms of 
knowledge levels. This pattern is consistent with knowledge scales from other 
biotechnology surveys (e.g. Pardo & Calvo, 2004).
Figure 6.1 Item characteristic curves from obliquely rotated, 2-trait continuous 
trait models for 3-category nominal items, GB 
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6.4.3 Discrete latent trait models for polytomous items
Having identified a trait that might be labelled ‘knowledge’, it is expedient (for the 
reasons outlined in Chapter 4) to move on to discrete trait models. Rotation of discrete 
traits is not possible; nevertheless, the substantive interpretation of traits from these 
models is practically identical to those from continuous trait models, as long as an 
adequate number of levels of discrete traits is specified (7 levels per trait are used 
throughout the thesis, as explained in Chapter 4, Section 4.1.6). A two-trait model for 
the ten knowledge items fits well (L2 = 3.224; d.f. = 941; p(bootstrap) = 0.002; 2.7 per 
cent of standardised marginal residuals > 4; Joreskog & Moustaki index = 0.58). Figure
6.2 presents the ICCs for the ‘knowledge’ trait for this model (the set of ICCs for the 
other trait is very similar to Figure 6.1(a), and is not presented here). The main 
differences between the curves for the continuous and discrete trait models lie with the 
strongly discriminating ‘false=correct’ items. The discrete trait model locates the points 
of intersection between curves where ‘false’ becomes the most likely response, further 
towards the lower end of the trait than is the case with the continuous trait model. This 
suggests that the posterior scores from the two models will follow somewhat different 
distributions.
A note of caution accompanies this model. Although the shapes of the trace lines for 
the ‘knowledge’ trait appear to define the scale logically -  so that the highest level of 
the trait is occupied by those who answer every item correctly -  the signs of the true and 
false slopes for kclo3 and kchim3 are in the wrong order: the probability of giving the 
incorrect response (for both items, ‘false’) increases as the level of the trait increases. 
This can be seen more easily in the parameter estimates, which are in the Appendix to 
this report (Table A.5). The slope estimates for ‘true’ and ‘false’ responses on these 
two items are actually not significantly different from each other (at p<0.05). However, 
the implication of the model for the calculation of posterior scores for the trait is that a 
person answering all other items correctly but incorrectly saying ‘false’ to these two 
items would be assigned a slightly higher score than a person answering all items 
correctly. Under this model, the former has a score of 0.943 and the latter, 0.917.
The next step in fitting a model to the British data would be to drop the problematic 
items from the scale, in order to find a model in which the slope coefficients are aligned 
in the directions which fit logically with a scale defining high knowledge at one end.
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This exercise is in fact quite problematic. Removing items from the scale noticeably 
destabilises the items remaining -  most notably, the ‘true=correct’ items, making it 
difficult to find a model in which the slope coefficients take the required signs. Within 
the scope of the several models that I attempted, I could not find one which represented 
any improvement over the ten item scale, especially in terms of producing factor scores 
that were logically ordered according to numbers of correct answers. So the ten item 
trait remains the final model for this section on the British sample, but with a caveat 
attached to it.
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Figure 6.2 Item characteristic curves for the ‘knowledge’ trait from a 2-trait 
discrete trait model for 3-category nominal items, GB
q
T m e-
False
DK "ooo'
<0
o '
6
o6
0.0 0.2 0.4 0.6 0.8 1.0
o
True-
False
DK '■o'
tod
d
CMd
od
0.0 0.2 0.4 0.6 0.8 1.0
F alse ................
Discrete trail
False
Discrete trail
: UtM
Discrete trait , Z
T rue--------
F a lse ........---
o
ooo'
u>o
o'
CMo'
o
o '
0.0 0.2 0.4 0.6 0.8 1.0
True---------------
F a lse ................
o '
D K --------------
CO
o o '
5
2 ^
o '
CN
O
O
o
0.4 0.6
 Discrete trail 2
DK
0.4 0.6
Discrete trait 2
Discrete trait
False
0.4 0.6
Discrete trait 2
162
6.4.4 Comparing scores from a selection of models
At this point it is useful to compare the distribution of scores from a selection of models 
considered so far in this chapter. Taking the simple sum-score as the point of departure, 
Table 6.4 shows that the single trait model for binary items produces, not surprisingly, 
very similar scores (r = 0.98). When DK and ‘incorrect’ are retained as separate 
response categories, the knowledge traits modelled are notably more highly correlated 
with a sum-score of the strongly discriminating ‘false=correct’ items than with the sum- 
score of all ten items (0.93 versus 0.85 for a continuous trait, and 0.87 versus 0.77 for a 
discrete trait). This is not surprising, given that in these models the ICCs for the 
‘true=correct’ items are very shallow, and it is the ‘false=correct’ items that enable us to 
discriminate among respondents with different levels of knowledge.
Table 6.4 Linear correlations between knowledge scores from a selection of 
models, GB
Binary items (correct/incorrect), single scale
Scores from 'knowledge' 
trait in 2-trait models for 
polytomous items
Pearson's correlation 
coefficient (r)
Sum-score of 
10 items
Sum-score o f 
'false=correct' 
items
Factor score 
from 1-trait 
continuous trait 
model
Continuous 
trait model 
with oblique 
rotation
Discrete trait 
model
Sum-score o f 10 items 1.00
Sum-score o f 
'false=correct' items
0.85 1.00
Factor score from 1-trait 
continuous trait model
0.98 0.87 1.00
Continuous trait model 
with oblique rotation
0.85 0.93 0.90 1.00
Discrete trait model 0.77 0.87 0.83 0.89 1.00
The relatively high correlation of 0.77 between the simplest sum-score and the discrete
knowledge trait score prompts the question of exactly how the two models differ, and
whether there is any advantage or extra insight into the data gained by using one rather
than the other. The set of histograms in Figure 6.3 illustrate the implications of each
scoring system. In all but the discrete trait model, knowledge appears as approximately
normally distributed among respondents. This is to be expected from the continuous
trait models, due to the assumption of normality of the latent variable inherent in the
models. To some extent it is not surprising for the sum-scores, since with guessing
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alone, a respondent would be likely to answer some of the items correctly. Strikingly 
however, in the discrete trait model, the distribution of knowledge scores is bimodal. 
Thus quite a different depiction of knowledge emerges from this model. Given the 
anomaly of its posterior scores, it would be unwise to make very bold claims about the 
distribution of the trait in this model. Nevertheless, with due caution, it is very 
interesting for researchers in PUS. Durant et al. (2000) propose a ‘normalisation 
hypothesis’ which states that as a society progresses along the path of industrialisation, 
knowledge of science will become more even in its distribution among the population. 
The inference is that in Britain, an advanced industrialised nation, we would expect to 
see the kind of distribution of knowledge scores produced by the continuous trait model 
or any of the sum-scores, rather than the distribution suggested by the discrete trait 
model.
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Figure 6.3 Histograms comparing distributions of knowledge scores from a 
selection of models, GB
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Before moving on to the multiple group analyses, a summary of the results from the 
British data might be useful. Very little time was spent on models of binary items -  a 
one-trait continuous trait model fits these very well, on the condition that the item 
discrimination coefficients are free to vary between items. It is rather more interesting, 
however, to retain the distinction between DK and a substantively incorrect response, 
and for these polytomous items, two traits are needed to adequately represent the
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variation in the data. One trait seems to be defined by DK responses, while the other 
can be labelled as a measure of knowledge. In this knowledge trait, there is a broad 
distinction to be made between those items for which ‘false’ is the correct response, and 
those for which ‘true’ is correct. In the former, the trace lines for the correct response 
have steep slopes, whereas for the latter the curves are much flatter. So the 
‘false=correct’ items are much more highly discriminating than the ‘true-correct’ items. 
This is found consistently, whether the model is for continuous or discrete traits. In the 
discrete trait model in fact, the instability of the slopes for the ‘true=correct’ items, 
wavering just above and below 0, creates some problems for calculating posterior 
scores. Overall, though, discrete and continuous traits return the same general story 
regarding the measurement model for knowledge. However, they return quite different 
stories regarding the structural model: posterior scores from a continuous trait model are 
approximately normally distributed, whereas scores from a discrete trait modal have a 
bimodal distribution.
6.5 Extending discrete latent trait analyses to other country samples
In this section I consider the third research question of the chapter: how to derive a 
measure of knowledge that enables fair comparisons between countries. The approach 
adopted is the same as that for the previous chapter: to take the final model from the last 
section (in this case, two discrete traits for polytomous items) as a starting point, and 
begin with brief two-group analyses of measurement models to assess whether it is 
feasible to combine regional samples for Germany and the UK. Following this, a 
qualitative comparison of country-by-country trait models is used to gauge informally 
whether it can reasonably be claimed that the same two traits are found in each sample. 
From this point, formal tests of the equality of measurement models between countries 
are conducted, in the same vein as Chapter 5. All models in this section are discrete 
rather than continuous trait models.
In order to manage the reader’s expectations for the rest of the chapter I should state 
here that a joint model which is both well fitting and substantively meaningful has not 
been found, with the data at hand. The analyses in this section shed light on the 
particular difficulties entailed in finding such a model, and thus suggest other avenues 
to explore in future. Additional brief sets of analyses are offered as points of 
comparison for the polytomous biotechnology knowledge items. In the first, the items
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are modelled as binary rather than polytomous, reasoning that removing the distinction 
between the two types of incorrect responses may ease the task of modelling the items 
cross-nationally. This does not appear to be the case, however. The distributions of 
posterior scores from a selection of different models, and correlations between them are 
then presented as a further means of comparing the various possible measures of 
knowledge of biology and genetics. In the final section of the chapter, a different data 
set is used: the 2005 Eurobarometer on the Public Understanding of Science, which 
contains thirteen items from the so-called ‘Oxford’ scale described in Chapter 2 
(Section 2.4.2). This has been more widely used in PUS, and is designed to assess 
knowledge about science in general, rather than specifically about biology and genetics. 
For this set of items, a satisfactory joint model is achieved.
6,5.1 Finding the best joint model fo r  polytomous items
Table 6.5 gives fit statistics for two-trait models for the UK and Germany, with 
measurement models fixed to equality between Great Britain and Northern Ireland, and 
between East and West Germany. The fits of these models are notably poorer than their 
equivalents in Chapter 5. Although for the models overall, the proportions of large 
standardised marginal residuals are not high, in Northern Ireland and in West Germany, 
they are more than 10 per cent. Inspecting the ICCs for the separate regions, informally, 
the high residuals do not seem to be attributable to any particular items in the case of 
Germany, whereas in the UK, the ‘false=correcf items seem to be the site of the 
greatest differences between the two regions. A number of strategies might be 
attempted in order to improve the fit of these models: increasing the number of traits, 
dropping some items, or allowing some item parameters to vary between groups. These 
are strategies which need to be followed to find a joint model for the other countries in 
the data set. To anticipate: some items will be dropped from the scale in the course of 
finding a joint EU-wide model. When the number of items is reduced, marginal 
residuals suggest that combining Great Britain with Northern Ireland, and East with 
West Germany, is acceptable15.
15 In two-trait models for the five items retained in the final model in this section, percentages o f large 
two-way marginal residuals are: UK = 0.8 (GB = 2.2, NI = 1.1); Germany = 0.8 (West = 4.4, East = 5.6).
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Table 6.5 Fit statistics from testing measurement models between Great
Britain and Northern Ireland, and between East and West Germany
Model
P
L2 d.f. (b'strap) AIC BIC
% 2-way 
standardised 
marginal residuals 
>4
JOreskog & 
Moustaki index
All GB NI All GB NI
UK, measurement model 
equal
4,892 1,245 <0.001 2,402 -4,054 3.2 4.2 11.6 0.76 0.85 1.86
All West East All West East
Germany, measurement 
model equal
8,604 1,970 <0.001 4,664 -6,414 6.0 10.4 7.2 1.11 1.38 1.27
Moving on to the explore a joint model of knowledge items for the fifteen countries, 
separate country-by-country analyses suggest that two-trait models are a feasible 
starting point. Using all ten items in the set, two traits fit well for all country samples: 
the percentage of large two-way standardised marginal residuals ranges from 0.2 in 
Finland to 7.2 in Germany, with an average of 2.4 per cent across the fifteen countries. 
In all countries, one trait can be reasonably labelled ‘knowledge’, while the 
interpretation of the other trait varies a little more between samples -  of the range of 
interpretations, the most common is a response effect trait, with DK responses at one 
end, and ‘false’ at the other.
Focusing on the ‘knowledge’ trait, Table 6.6 gives a qualitative summary of the few 
items and few countries for which slope coefficients deviate from the pattern to be 
expected in a trait capturing knowledge. It reflects the model of the British data, in that 
many of the ‘true=correct’ items lack discrimination power in some countries, and in a 
number of cases, whilst the overall probability of a correct response is highest at the 
highest point of the trait, the slope for the incorrect response is increasing -  implying 
the problems with factor scores encountered in the British data. However, these are not 
such a serious problem compared with the last item, ktrgen3, for which in five 
countries, at the ‘high knowledge’ end of the trait the probability of giving the incorrect 
response is greater than the probability of giving the correct response. In these cases it 
is very clear from the ICCs that the item does not fit logically with the others in the 
scale. From this point it is dropped from the item set. Repeating these exploratory 
analyses with nine items leaves the qualitative summary of them in Table 6.6 essentially 
unchanged.
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Table 6.6 Qualitative summaries of unusual ICCs on ‘knowledge’ traits, from
2-trait models, 15 countries
kbac3
‘True
kclo3
=correct’ items 
kyea3 kprg3 kchim3 ktom3
‘False=correct’ items 
kmod3 kmot3 kbig3 ktrgen3
Austria
Belgium d d, c-, i+
Denmark c-, i+ i+ I, c-, i+
Finland c-, i+ i+
France c-, i+ c-, i+ c-, i+ c-, i+
Germany c-, i+ c-, i+ c-, i+ i+ I, i+
Greece i+ i+
Ireland i+ i+ c-, i+
Italy c-, i+ c-, i+ c-, i+ c-, i+
Luxembourg d d d, i+ I,d
Netherlands d d d d I,d
Portugal i+ I  i+
Spain c-, i+ c-, i+ c-, i+ I, i+
Sweden d d
UK d d i+ d
Key
d Low discrimination: very flat ICCs
c- Slope for correct response decreasing slightly with higher levels o f ‘knowledge’
i+ Slope for incorrect response increasing slightly with higher levels o f ‘knowledge’
I ‘Incorrect’ most likely response at top end o f trait
regular font Slight effect
bold font Strong effect: more seriously problematic
From the ICCs it is clear that some items have greater discrimination power than others. 
In a joint trait model, the relative discrimination of the items would be fixed to be the 
same between countries. As a brief preliminary analysis for such a joint model, an 
indicative analysis was carried out, focusing on item discrimination power, defined as 
the discrimination parameters of correct in comparison with incorrect responses -  that 
is, ignoring the slope estimates for DK responses, for the moment. If the discrimination 
parameters of certain pairs of items were in a significantly different order in different 
countries -  say, if ktom3 were more highly discriminating than kbac3 in some countries, 
but less highly discriminating than kbac3 in others -  it would be a clear sign that finding 
a well fitting joint model would be difficult. In fact, only two pairs of items (kbac3 with 
kyea3 and ktom3) appear to have significantly different relative discrimination powers, 
and then, only between Portugal and Spain, for the first pair, and Portugal versus Spain 
and Denmark, for the second.16 This gives grounds for optimism that a cross-country
16 This analysis was carried out with S-Plus software, using 95 per cent confidence intervals around the 
differences between slope estimates, and applying the Bonferroni correction to allow for multiple 
comparisons.
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model of knowledge, with fixed measurement models between countries, might be 
feasible.
Unfortunately, it seems that the differences in ICCs between countries are nevertheless 
too large for a joint trait model, with the same measurement model for each country, to 
fit well. Table 6.7 gives fit statistics for a selection of models. In the joint version of 
the two-trait models for nine items, 42 per cent of standardised two-way marginal 
residuals are large. The number of large residuals is notably high for four items: ktom3, 
kyea3, kbig3 and kchim3, in terms of two-way item-by-item margins and country-by- 
item margins, and three-way item-by-item margins. Dropping these from the scale 
almost halves the proportion of high residuals, but the rate is still 26.3 per cent. 
Increasing the number of traits also helps model fit: a three-trait model with these four 
problematic items removed reduces the proportion of high residuals to 15.9 per cent. 
By the standards of Chapter 5 however, this is still a poorly fitting model.
Table 6.7 Fit statistics for 2- and 3-trait models, with measurement models
constrained to be equal across 15 countries
Model L2
P
d.f. (b'strap) AIC BIC
% 2-way 
standard’d 
marginal 
residuals >4
JOreskog
&
Moustaki
index
2 traits, 9 items 
(no k t r g e n 3 )
45,188 15,945 <0.001 13,298 -109,205 41.8 8.14
2 traits, 5 items
( k b a c 3 ,  k c lo 3 ,  k p r g 3 ,  k m o d 3 ,
k m o t3 )
4,820 3,559 <0.001 -2,298 -29,641 26.3 3.19
3 traits, 9 items 
(no k tr g e n 3 )
43,001 15,905 - 17 11,191 -111,005 24.8 2.84
3 traits, 5 items
( k b a c 3 , k c lo 3 ,  k p r g 3 ,  k m o d 3 ,
k m o t3 )
4,256 3,527 -2,798 -29,896 15.9 1.64
Since the objective for this model is to derive a measurement of knowledge, there 
should be no compromise to the model by allowing a second trait, which fills the role of 
accounting for response styles, to differ between groups. That is, a feasible joint model 
might be one with a fixed trait representing ‘knowledge’, and a country-specific trait for 
response effects. Such a model can be fitted with LEM. However, for this set of items,
17 The two 3 trait models were very burdensome in terms o f time: more than three days for the 9 item 
model. Since the calculation o f bootstrap p-values generally takes much longer than the estimation time 
for the model for which they are sought, it was practically speaking unfeasible to calculate them here.
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it does not provide a solution. Both with nine items, and with a reduced set of five 
items (chosen by means of inspecting large two-way and three-way marginal residuals, 
as above), the fixed trait cannot be interpreted as ‘knowledge’; it seems to be closer to a 
response effect, with DK and one end and ‘false’ at the other, regardless of whether this 
is the correct response. Albeit these models represent a great improvement in fit (13.2 
per cent large two-way residuals for the nine-item model for example), they do not 
return a viable representation of ‘knowledge’.
A number of useful observations from these analyses illustrate the instability of the 
measurement of knowledge using these items. In the models estimated in Latent 
GOLD, with equal measurement models between countries for all traits, it was found 
that different numbers and combinations of items produced quite different solutions -  
echoing the findings from the two-trait model of British data in Section 6.4.3. Some 
combinations of items failed to return a trait successfully representing correct 
‘knowledge’ at one end, even when the model contained three traits. So although these 
items are intended to constitute a sample from a wide universe of knowledge items, the 
interpretation of the construct ‘knowledge’ seems to depend, more than is desirable, on 
the combination of items contributing to it.
This instability is also observed in the models fitted using LEM, in which the 
measurement model was free to vary between groups on one of the two traits. LEM 
does not include a facility to work through multiple sets of starting values, so to mimic 
this function, I ran each of the models mentioned above (with nine and five items) 50 
times, selecting in each case the model with the lowest deviance as the final model. For 
both sets of items, nearly 50 different deviances were returned, indicating many local 
maxima for these models. For the initial model with nine items, I informally inspected 
the patterns of slope estimates for the fixed trait of these 50 models, to ascertain to what 
extent these different models returned traits with substantively different interpretations. 
Approximately a third of the fifty returned a trait that might be called ‘knowledge’; the 
other two thirds returned something which might be called a response style trait; most 
often with DK response at one end and ‘false’ responses (regardless of the correct 
response) at the other.
From these analyses, then, it seems that finding a viable joint model for these items is a 
difficult task. The models attempted here either fit badly or do not identify a trait that
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could feasibly be interpreted as ‘knowledge’, and seem to be numerically unstable. Out 
of the models presented in this section, the three-trait model with five items is the best 
representation of ‘knowledge’, cross-nationally. The ICCs for the ‘knowledge’ trait 
from this model are presented in Figure 6.4 (ICCs for the other two traits are in the 
Appendix, Figure A .l). Note that for this trait low scores denote high levels of 
knowledge. I take the factor scores from this model for the analyses in Chapter 8 (with 
scores reversed, so that high scores denote high levels of knowledge).
Figure 6.4 Item characteristic curves from 3-trait discrete trait models for 3- 
category nominal items, with measurement models equal for all 
traits, for 15 countries, ‘knowledge’trait
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Table 6.8 shows the distribution of levels of knowledge according to this trait (reversed 
from the original model so that high levels of the trait denote high levels of knowledge). 
Specifically it shows the percentage of the population estimated to belong at each of the 
seven levels of the trait, by country, and for the fifteen countries together, weighted by 
their respective populations. Countries are ordered from highest to lowest mean 
knowledge score. The distribution of the trait among countries is consistent with 
expectations from the PUS literature: high levels of knowledge are found among the
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Northern European countries, and with some exceptions, lower levels among those in 
the South. Overall, Europeans score quite highly on this scale, with very few people 
falling into the lower three levels of the trait, and with an EU wide average level of 
0 .68 .
Table 6.8 Percentages of respondents in each level of the final joint model of
18biotechnology knowledge items
%  w ith in  c o u n tr y Low knowledge
L e v e l
High knowledge
Mean
knowledge
Sweden 0 0 0 1 10 47 36 0.85
Denmark 0 0 0 16 15 45 23 0.79
Netherlands 0 0 0 17 15 44 22 0.78
UK 1 0 1 22 17 42 18 0.75
Finland 1 0 1 30 19 36 12 0.70
France 2 0 1 30 19 36 12 0.70
Luxembourg 2 0 1 31 19 35 11 0.69
Italy 4 1 1 34 19 32 9 0.66
Germany 4 1 2 36 19 30 9 0.65
Ireland 5 1 2 36 18 30 9 0.65
Spain 5 1 2 37 19 29 8 0.64
Belgium 6 1 2 38 18 28 8 0.63
Greece 8 1 2 43 18 23 5 0.59
Austria 11 2 3 46 17 19 4 0.55
Portugal 18 2 3 45 15 15 3 0.49
Europe total 
(pop. weighted)
4 1 1 32 18 33 12 0.68
6.5,2 Finding the best joint model fo r  binary items
Following the lack of success in finding a well fitting joint model for the polytomous 
items, this section presents a short study modelling the binary versions of these items. 
This is of interest for two reasons: firstly, insofar as it might indicate whether the 
difficulties with the models above are reduced when the distinction between DK and 
substantively incorrect response is dropped; and secondly, because in the PUS literature 
it is far more usual to model the binary versions.
18 Unweighted percentages, due to computation problems, as noted in Chapter 4, Section 4.1.12.
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Table 6.9 Fit statistics for 1- and 2-trait models of binary items
Model L2
P
d.f. (b'strap) AIC BIC
% 2-way 
standardised 
marginal 
residuals >4
Joreskog
&
Moustaki
index
Continuous tra it, pooled data : no country covariate
1 trait, 10 items19 3,135 1003 <0.001 1,129 -6,579 27.8 276.58
D iscrete tra its , m easurem ent model equal between countries
1 trait, 10 items 16,213 15,305 <0.001 -14,397 -131,983 43.1 5.95
2 traits, 10 items 14,449 15,274 <0.001 -16,099 -133,447 25.4 2.83
1 trait, 5 items 1,459 435 <0.001 589 -2,753 26.3 2.92
{ k b a c , k c lo ,  k to m , k tr g e n , k m o t)
2 traits, 5 items 1,021 409 <0.001 203 -2,939 14.2 1.09
{ k b a c , k c lo , k to m , k tr g e n , k m o t)
Table 6.9 gives fit statistics for a selection of models. The first represents what would 
probably be the most common approach to modelling these cross-national data: that is, 
to run a one-trait continuous trait model on the pooled data from all countries, leaving 
the grouping variable out of the model altogether. Such a model fits quite poorly (27.8 
per cent large two-way marginal residuals).
Moving on to discrete trait models, country-by-country analyses suggest that one trait is 
sufficient to represent the data: percentages of large two-way marginal residuals range 
from 0 in five countries, to 3.9 in Spain, and with an average of 2.10, and all items take 
loadings of the same sign. The country-by-country models may be qualitatively similar, 
but their parameters are different enough to make a joint model, fixing the measurement 
model between countries, fit very poorly (43.1 per cent large two-way marginal 
residuals). As above, both deleting problematic items from the scale, and increasing the 
number of traits, improves fit dramatically. With five items, 26.3 per cent of two-way 
marginal residuals are large. Notably, a somewhat different set of items are retained 
here in comparison with the model for polytomous items -  in particular, trgen is 
included in the scale. A two-trait model for this set of items improves the fit further, but 
with flat response curves for three of the five items, it is of questionable value, and 
might be interpreted as a case of over-fitting. The one-trait model for five items is 
therefore arguably the preferred model from this section. ICCs for it are shown in 
Figure 6.5. It is interesting that correct responses to the item trgen are predicted to 
belong to only those at the very top of the scale.
19 As this model was fitted to the pooled data set, without the country variable anywhere in the model, its 
fit statistics are not directly comparable to the other models described in the table.
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Figure 6.5 Item characteristic curves from a 1-trait discrete trait model for 
binary items, with measurement models equal for 15 countries
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6.5.3 Comparing scores fro m  a selection o f  models
Despite the relatively poor fit of the two joint models of biotechnology items -  or 
perhaps, because of this -  it is instructive to review the scoring implications of the 
various different possible models of knowledge. Table 6.10 shows the correlations 
between a selection of models: firstly, a simple sum-score of the ten items, followed the 
factor score from a continuous trait model for the ten (binary) items, and the factor score 
from the best discrete trait model that could be found for a reduced set of five items. 
The last row of the table is given to the score from the final three-trait model for 
polytomous items; this is the most interesting, for our purposes. The final knowledge 
score is quite highly correlated with all of these alternative measures, with correlation 
coefficients approaching 0.8. The particular items included in each of these scales has 
some bearing on their correlations, of course. For example, the final discrete trait model 
score has a correlation of 0.79 with a sum-score of ten items, and of 0.93 with a sum- 
score of the same five items in the scale. Slightly stronger linear relationships are 
observed among the models for binary items, compared with the final model for 
polytomous items. Nevertheless, the relatively high correlations between all scores is 
encouraging.
175
Table 6.10 Linear correlations between knowledge scores from a selection of 
models, data from 15 countries, weighted by respective populations
Pearson's correlation 
coefficient (r)
Binary items (correct/incorrect), single scale
Sum-score Factor score from Factor score from 
of 1 continuous trait, 1 discrete trait, 5 
10 items 10 items, pooled items, country 
data covariate
3 discrete traits 
model, 5 items, 
country covariate, 
knowledge factor 
score
Sum-score o f 10 items 1
Factor score from 1 continuous 
trait, 10 items, pooled data
0.99 1
Factor score from 1 discrete 
trait, 5 items, country covariate
0.83 0.84 1
3 discrete traits model, 5 items, 
country covariate, knowledge 
factor score
0.79 0.78 0.77 1
Lastly, the distributions of these scores are presented in Figure 6.6. The first two -  the 
simple sum-score of ten items, and the factor score from a continuous trait model -  
return distributions that are approximately normal. The discrete trait models produced 
negatively skewed distributions of scores, whether the data are modelled as binary or 
polytomous. This is to some extent attributable to the items in the scales: sum-scores 
for the five items in each case are slightly negatively skewed.
176
Figure 6.6 Histograms comparing distributions of knowledge scores from a 
selection of models, data from 15 countries, weighted by respective 
populations
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6.5.4 A  point o f  reference: the Oxford scale o f  knowledge o f  science and  
technology
Speculating on possible causes of the problems encountered in the sections above, the 
content of the items might be something to consider. Since in different models it was 
different items which caused the problems with fit, it seems not to be the case that odd 
question wording in a few places is to blame. A number of practical suggestions for the 
design of future knowledge items will be made at the end of this chapter, and in more 
depth in Chapter 9 (Section 9.4.2).
In the meantime, an informative comparison is to consider the same types of models for 
a different set o f knowledge items. The Oxford scale, as described in Chapter 2, 
comprises a set of items of the same format as the biotechnology items, but relating to
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science in general, rather than focusing specifically on biotechnology. These items have 
been widely used in PUS research, and were posed in the 2005 Eurobarometer on 
biotechnology. Table 6.11 sets out the thirteen items from the 2005 Eurobarometer, 
with response distributions aggregated for the fifteen countries analysed in this thesis.
Table 6.11 Distribution of responses to Oxford scale questions on knowledge of 
science: 2005 PUS Eurobarometer, 15 countries
No. Label Statement % responses 
TRUE FALSE
,20
DK
1 sun The Sun goes around the Earth. 31 65 4
2 hot The centre of the Earth is very hot. 87 6 6
3 oxygen The oxygen we breathe comes from plants. 80 15 4
4 milk Radioactive milk can be made safe by boiling it. 10 75 16
5 electrons Electrons are smaller than atoms. 45 30 25
6 plates The continents on which we live have been 
moving for millions of years and will continue to 
move in the future.
88 5 7
7 mother It is the mother’s genes that decide whether the 
baby is a boy or a girl.
20 65 15
8 dinosaurs The earliest humans lived at the same time as the 
dinosaurs.
22 67 11
9 antibiotics Antibiotics kill viruses as well as bacteria. 40 49 11
10 lasers Lasers work by focusing sound waves. 26 47 27
11 radioactivity All radioactivity is man-made. 27 60 13
12 animals Human beings, as we know them today, 
developed from earlier species o f animals.
72 19 9
13 month
n=15518
It takes one month for the Earth to go around the 
Sun.
19 65 16
The analyses here are somewhat truncated, since they are, as in the previous section, 
intended to provide just a brief comparison with the biotechnology items. Modelling 
items as polytomous, and running two-trait discrete trait models, as in Section 6.5.1, 
country-by-country analyses identify a few items as problematic in terms of the signs of 
their loadings on a country’s ‘knowledge’ trait. Deleting some items from the scale is
20 Weighted frequencies, weighting each country’s contribution to the total according to their respective 
population sizes. Totals do not always sum to 100 per cent due to rounding.
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therefore a necessary step in finding a joint model. In order to make such a joint model 
as broadly comparable as possible with its biotechnology scale counterpart, nine items 
are retained.
Table 6.12 Fit statistics for 1- and 2-trait models of polytomous Oxford items, 
with measurement models constrained to be equal across 15 
countries
% 2-way Joreskog 
standard’d & 
marginal Moustaki
____________Model_______________L2 d.f. p (b'strap) AIC BIC residuals >4 index
2 tra its ; m easurem ent models equal between countries for both tra its
9 items 35,391 15,423 <0.001 4,545 -113,437 28.1 2.91
(no su n , o x y g e n , a n im a ls ,  
m o n th )
6 items 11,295 10,843 <0.001 -10,391 -93,337 27.4 2.72
(no su n , o x y g e n , a n im a ls ,  m o n th ,  
h o t, e le c tr o n s ,  p l a t e s )
2 tra its ; equal m easurem ent model for 'knowledge' tra it; for 'response style' tra it, interaction 
between country , tra it  and all observed items
9 items 31,295 14,904 not 1,487 -112,525 4.1 1.24
(no su n , o x y g e n , a n im a ls , available
m o n th )_______________________________________ in LEM_________________________________________
Table 6.12 shows that a two-trait model for these nine items, with equal measurement 
models between countries on both traits, fits poorly -  although notably, not as poorly as 
the two-trait nine-item model for the biotechnology items (cf. 28.1 per cent large two- 
way marginal residuals for the former, versus 41.8 per cent for the latter). Reducing the 
number of items in the scale does very little to reduce the proportion of large two-way 
marginal residuals. However, relaxing the measurement model results in a great 
improvement in fit. The last model presented in the table is similar in form to that 
attempted for the biotechnology items: that is, allowing both slopes and intercepts to 
vary between countries on one trait, while constraining slopes to be equal across 
countries (with intercepts free to vary between countries) on the other. In this model 
only 4.1 per cent of two-way marginal residuals are large. Furthermore, the fixed trait 
can feasibly be interpreted as representing low to high knowledge. Figure 6.7 shows 
ICCs for this model, for UK respondents -  that is, with the fixed, Europe-wide slopes 
but UK-specific intercepts.
A few observations are worth noting here. Firstly, the slopes for correct responses are 
relatively steep, for all items -  compared with those in the biotechnology set (cf. Figure
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6.4). Secondly, it is not the case that all of the ‘false=correcf items are more difficult 
than the ‘true=correct’ items. The first three items in the diagram, in the left hand 
column, are those for which ‘true’ is the correct response. The second, ‘Electrons are 
smaller than atoms’, is a relatively difficult item, whose difficulty is not attributable to 
response style. These are two attractive features of the item set -  features that would be 
very desirable in the biotechnology items.
Figure 6.7 Item characteristic curves from final Oxford scale model, curves for 
UK
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Summary
The analyses in this chapter have revealed a number of interesting findings, although 
these are coupled with a number of significant concerns. While the knowledge items in 
the Eurobarometer form relatively good within-country scales of knowledge, there are 
considerable obstacles to deriving a well fitting joint cross-national measure. To 
summarise the findings from the cross-national analyses of the biotechnology items:
■ Treating the ten knowledge items as polytomous, that is retaining the distinction 
between DK and a substantively incorrect response, within each country sample in 
the data set a discrete trait model with two traits fits the ten knowledge items well.
■ In all countries, one of the traits can be interpreted as capturing knowledge.
■ In almost all countries, the other seems to capture the tendency to give DK 
responses, implying strongly that there is a meaningful distinction to be made 
between DK and substantively incorrect responses.
■ On the knowledge traits, a few items are problematic in some countries:
■ For some of the ‘true=correcf items, the slopes for the incorrect responses are 
increasing towards the high knowledge end of the scale, which could make 
factor scores inconsistent with a sum-score at the very end of the trait.
■ In five countries the substantively incorrect response for item ktrgen3 is most 
likely at the high knowledge end of the trait.
■ In some countries, those items for which ‘false’ is the correct response are more 
strongly discriminating than those for which ‘true’ is correct.
■ These patterns of differential item functioning are not radically different from 
country to country. Between countries there appears to be a broadly similar 
ordering of items on the knowledge trait in terms of discrimination of the response 
‘false’ in relation to the reference category ‘true’. So we do not find significant 
difference in the relationship between correct and substantively incorrect responses, 
item to item.
■ Despite the broad similarities in the interpretation of the trait model between 
countries, a joint model constraining all parts of the measurement model to be equal 
between them, fits very poorly.
■ Some improvement to the model can be made by deleting particularly problematic 
items from the scale.
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■ However, doing so reveals the unstable nature of the solution: the successful 
identification of a ‘knowledge’ trait depends on the items included in the model.
■ A further improvement to the model can be made by increasing the number of traits 
to three.
■ In a three-trait model, using five items, we can identify one trait as representing 
‘knowledge’, while the other two could be said to pick up different response effects.
■ Allowing the measurement model to vary between countries for one of two traits 
does not result in a satisfactory model. Although freeing parameters improves the 
fit greatly, the fixed trait cannot be interpreted as representing high to low 
knowledge.
■ Setting aside the distinction between DK and substantively incorrect responses, it is 
not noticeably easier to find a joint model for binary items. Again, deleting some 
items from the scale improves model fit.
■ Comparing the scores from a selection of models of these items suggests that the 
different representations do not differ drastically. All are relatively highly linearly 
correlated with each other (0.77 or above). The distributions of these scores do vary 
in shape, however, according to the model used. Europe-wide, a simple sum-score 
of correct responses and a single continuous trait for binary items produce 
approximately normally distributed scores. By contrast, two discrete trait models 
(one for binary items and one for polytomous items) return factor scores with 
negatively skewed distributions.
■ In this last model -  the final model for the biotechnology items in this chapter, the 
distributions of scores vary somewhat between countries. With some exceptions, 
Northern European countries achieve high average scores, and those in the South, 
lower scores. For example, the mean knowledge level is 0.85 in Sweden, and 0.49 
in Portugal.
Supporting findings from the analyses of British data are as follows:
■ The differential discrimination powers of the items should not be ignored:
■ A Rasch model, treating the ten items as binary (correct/incorrect) and 
constraining their slope parameters to be equal, does not fit the data well.
■ Since the Rasch model is the closest probabilistic model to a simple sumscore, 
we can infer from it that the latter does not provide the best possible 
representation of the data.
182
■ For these items, a two parameter logistic model (allowing the slope parameters to 
differ by item) does fit the data.
■ However, estimated slope coefficients for some of the ‘true=correcf items are 
unstable, since they are essentially flat. This presents problems for calculating 
posterior scores, as described above.
■ The distribution of posterior factor scores on the knowledge trait is markedly 
affected by the choice of trait model. With a continuous trait model, the distribution 
of scores is approximately normal -  similar to the distribution of a simple sum-score 
of correct responses. However, with a discrete trait model, the distribution of scores 
is bimodal, with strikingly large proportions of people at the very highest and very 
lowest ends of the trait.
Having not found a very well fitting joint model for the biotechnology items, an 
additional, brief set of analyses were carried out on a set of items from the Oxford scale 
of knowledge about science in general, fielded in the 2005 PUS Eurobarometer. 
Considering a joint model of nine items, for the fifteen European countries:
■ Two-trait models, with slope parameters fixed to equality between countries, do not 
fit the data well. Reducing the number of items in the scale to six only marginally 
improves the fit (in terms of proportion of large two-way marginal residuals).
■ Allowing the measurement model to vary between countries on one trait results in a 
very well fitting model, in which the trait that is fixed between countries can be 
interpreted as defining low to high knowledge.
In terms of ways to proceed with the biotechnology items, further exploratory analyses 
might be informative. For example, Pardo and Calvo’s (2004) analyses of the Oxford 
items suggested that the properties of a sum-score of them varied between different 
socio-demographic groups. Drawing on this, we might expect the scale to work 
differently amongst those with, say, higher and lower levels of education. If a well 
fitting cross-national model could be found within those strata, it would be informative 
as to where and how the joint model does not work. A similar approach could be taken 
using clusters of countries; perhaps, for example, a well fitting model could be found 
within North Europe and South Europe.
A more dramatic recommendation would be to modify the items in future surveys. Item 
characteristics suggest that the strue=correcf items in particular give cause for concern.
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In some cases they are not very strongly discriminating, and therefore not of great value 
to the scale, whilst in others their flat curves actually cause problems in terms of 
posterior scores. An experimental approach would be required to determine with 
certainty whether these items are problematic because of their easy content (many 
people know the correct answer), or because they are hostage to ‘acquiescence bias’ 
(many people in doubt will default to a positive response). Such an experiment would 
seem a valuable first step in improving the scale, if these items are indeed obscured by 
response effects, since nuisance factors only make the task of finding a good cross­
national scale of knowledge more challenging. A fuller discussion of this point, and 
some suggestions for future surveys, are made in Chapter 9.
The next chapter explores quite a different set of items. Whereas knowledge is a 
concept that has been of central interest in PUS for a number of years, and whose 
measurement has sparked a great deal of debate and engendered a strong convention in 
survey research, engagement with science is relatively speaking a more recent interest. 
The measurement of engagement with science has received much less formal and direct 
theoretical attention -  it is not even clear whether a typology of engagement or a scale 
of engagement is indicated. So the next chapter adopts a more exploratory approach to 
examining the relationships between a more diverse range of items.
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7 Engagement with science and biotechnology: 
a matter of degree or of kind?
The theme of this chapter is one of central importance to the current Science and 
Society turn in PUS research (Bauer et al., 2007): engagement with science and with 
biotechnology. In this scheme, members of the non-expert audience are freed of 
accusations of deficit of knowledge or deficit of positive attitudes, and the onus is 
placed on the science community to build relations of trust and cooperation with them. 
Within this perspective, public engagement with science and technology is a key 
indicator of the fertility of the climate for consultation. By many accounts, the publics 
of surveyed countries are not well furnished with knowledge of science (Jon D. Miller, 
2004), and biotechnology in particular is an unfamiliar topic for them (Gaskell et al., 
2003). As such, engagement with science and technology is a lifeline for the success of 
the Science and Society project. Without enthusiasm for reading, hearing and talking 
about the subject matter, be it in formal or informal settings, the public’s capacity for 
meaningful participation in science-making can only remain limited.
In contrast with studies of attitudes towards and knowledge about science and 
technology, there has been relatively little discussion, and virtually no debate, about the 
best way of capturing the concept of engagement using survey data. This is no accident 
-  Science and Society is associated with the use of action research and the rejection of 
survey methods. However, many researchers involved practically in public consultation 
exercises such as the UK’s GMNation? explicitly state the need for good survey data, 
both as components of these projects (Pidgeon et al., 2005) and as quality indicators in 
evaluations of them (Rowe et al., 2005). Surveys are therefore not obsolete in this new 
research wave, far from it -  paradoxically they have a role to play in assessing the 
success of the shift away from outmoded science literacy and PUS approaches. 
However, given that these prior approaches have tended to be denounced via criticisms 
of the survey methods typically employed in them, Bauer et al. (2007) point out that 
there is a real risk of duplicating work in future research by ignoring the existing 
literature on science indicators in surveys -  a ‘reinvention of the wheel, but this time for 
a different car’ (ibid., p.86).
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In developing measurements of engagement with science, then, we do have recourse to 
the general lessons learned in the literature on other science indicators. In many ways, 
the same types of obstacles might be expected in this case as in capturing positive and 
negative attitudes, for example. So the task in this chapter is not very different from 
those already encountered. An appreciable difference, however, lies in the lack of a 
dominant baseline or conventional model from which to begin. Existing literature 
showcases a variety of possible approaches, employing different collections of variables 
to model concepts that are arguably either components of engagement or synonyms for 
it. Some of these were described in Chapter 2 (Section 2.4.3). They include ‘interest’ 
(Evans & Durant, 1995), ‘informedness’ (Pardo et al., 2002) and ‘attentiveness’ (Jon D. 
Miller & Pardo, 2000). Gaskell et al. (2006) use the broadest range of items to 
construct a typology of ‘modes of engagement’, including knowledge of biotechnology 
as a constituent feature of this model.
So the general research question of this chapter is how to capture the concept of 
engagement using the 2002 Eurobarometer survey data. In other words, the task is to 
investigate the associations between the items that in common sense terms relate to 
engagement, and more specifically, to find the best latent variable model to represent 
the data. Judgements of the ‘best’ representation will be made on the grounds of fit 
statistics and the interpretation of parameter estimates, with a little more emphasis on 
the former, given the methodological focus of the thesis. The following working 
research questions can be derived from this objective:
1. How are the various items relating to engagement associated with each other? Do 
any important response effects or styles emerge when they are analysed together? 
How can summary measures of responses to these items be created, and how might 
they be characterised? Is a classification of types of engagement meaningful? Can 
engagement be represented using one or more latent traits?
2. As a corollary to the findings from these explorations, how can fair and valid 
comparisons of engagement be made between respondents in different countries?
3. With a view to future Eurobarometer surveys, what recommendations can be made
. for the design of items capturing the concept of engagement with science and
technology, and/or with biotechnology?
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7.1 Data
Again the data are taken from the 2002 Eurobarometer, using the British sample for 
initial analyses. In contrast to the previous two chapters, here there are three sets of 
relevant items, taken from different parts of the questionnaire. Table 7.1 gives 
frequencies for eight questions designed to capture elements of engagement. The first 
four correspond to cognitive and affective aspects of engagement with science and 
technology in a broad sense: how interested and how knowledgeable respondents feel 
about the topic (hereafter referred to as the ‘science’ items). The remaining items are 
different in two respects: they focus specifically on biotechnology, and ask about 
behavioural elements of engagement rather than on cognition or affect (hereafter they 
will be referred to as the ‘biotechnology’ items). Two items ask only about hypothetical 
behaviours: would respondents, in principle, be willing to participate in a public forum 
or use the media to find out about biotechnology? The last two items ask for reports of 
actual behaviours -  whether respondents have ever talked about biotechnology, and 
whether they have been exposed to coverage of biotechnology in various media forms.
The frequency distributions for these items show a relatively even spread of responses 
among the first four questions. In contrast with the data considered in previous 
chapters, these contain very few ‘don’t know’ (DK) responses; at most, 2.5 per cent 
(only four per cent of response profiles for these four items include one or more DK 
response). Because of the very low rates of DK responses for these four items, in the 
analyses in this chapter they will be treated as missing, and Full Information Maximum 
Likelihood estimation used, which avoids listwise deletion of response profiles
• 91containing DK responses for these items .
The next two questions provoke much more equivocation, especially on taking part in 
public hearings and discussions, where 13 per cent will not be drawn, and 59 per cent of 
respondents would tend to decline to participate. Such a lack of enthusiasm for 
discussing biotechnology in a formal setting echoes low levels of experience of 
discussing it in any setting; nearly two thirds of respondents have never talked about 
biotechnology with anyone. Vocal engagement may be a tall order, then. However, 
nearly two thirds of respondents say they would be happy to engage with biotechnology
21 In all models containing these items, the number o f large marginal residuals, and the Joreskog & 
Moustaki index, are calculated only for full, non-DK response profiles. That is, when calculating these 
statistics for the two-way tables in the data, those containing a DK response (e.g. a DK response for one 
item and a non-DK response for the other item) are not included in the final summary fit statistic.
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in a more passive way, by reading articles or watching television programmes on the 
topic. This is not already a widespread habit, however; half of the sample have not, in 
the last three months at least, heard or read about biotechnology in the mass media. 
Where they have done so, it is most commonly on television or in newspapers.
Table 7.1 Distribution of responses to engagement questions, British (GB)
sample
L a b e l  S ta te m e n t  
S c i e n c e  i t e m s
%  r e s p o n s e s 22
Most o f the Some o f 
time the time
Hardly 
any o f 
the time
scint I am interested in science and technology. 26 36 37
scinf I feel well informed about science and technology. 17 37 46
scund I understand science stories in the news. 28 40 31
scconf I become confused when I hear conflicting views on 28 42 30
science and technology.
n=1002;994;1001;991
B io te c h n o lo 2v  i t e m s
Tend to Tend to Don't
agree disagree know
discuss I would be prepared to take part in public 28 59 13
discussions or hearings about biotechnology.
readtv I would take time to read articles or watch television 67 25 8
programmes on the advantages and disadvantages of
biotechnology.
n=1014
Yes, only
Yes, Yes, once or No,
frequently occasionally twice never
talkbr Before today have you ever talked 4 19 13 65
about modem biotechnology with
anyone?
11=1012
Before this interview, over the last three months, have you heard or read anything about
issues involving modem biotechnology?
heardbio No. 50
npaper Yes, in newspapers. 27
radio Yes, on the radio. 9
mags Yes, in magazines. 9
televis Yes, on television. 35
W W W Yes, on the internet. 3
forgot Yes, does not remember where [ s p o n ta n e o u s ] . 2
n=1014
22 Weighted frequencies, applying the basic sampling weight in the data set. Totals do not always sum to 
100 per cent due to rounding.
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7.2 Types and levels of engagement
The choices and difficulties involved in analysing these data are a combination of those 
noted for the attitude items and the knowledge items. Here, however, the task of 
modelling the items might be expected to be more challenging. In technical terms there 
are two primary potential complications. Firstly, there are many items, similarly to the 
knowledge quiz. Finding a joint cross-national model generally becomes more difficult 
as the number of items in the set increases. And whereas the knowledge questions are 
taken as a sample of items from a broader universe of possible questions, making it 
feasible to drop certain items from a scale if they are shown to function irregularly, here 
the set of items more obviously represent different elements of engagement -  how one 
feels, how one behaves, what one would in principle be willing to do. Excluding items 
from the set here carries greater consequences for the substantive representation of 
engagement that can be achieved with the data. Secondly, the collection of items are 
not from a single battery, but dispersed among other items in the questionnaire, and 
with quite an assortment of response formats. Given the response effects found in the 
previous two studies of sets of very similar items, greater problems might be anticipated 
in reconciling patterns of associations blurred by a variety of response effects.
In substantive terms, it is not obvious in this case which type of model would be 
preferable. Common sense suggests that is reasonable to think of some people as more 
engaged than others, implying a single dimension of engagement. Constructing a scale 
from these items, however, is not a simple business. For example, how should the 
media items be treated? Assigning scores (equal or otherwise) for every type of media 
in which a respondent has heard about technology results not in a scale of degree of 
exposure to biotechnology in the media, but in some sort of scale of multi-media-ness. 
It is not clear what substantive interpretation such a scale would have; moreover it is 
highly likely that it would represent a conflation of general media consumption levels 
and those specific to biotechnology -  and we know that the former are strongly related 
to socio-demographic factors (Sturgis & Allum, 2006). If responses are combined into 
a dichotomised version (any versus none) however, the more finely grained information 
provided in them is lost. Whilst some forms of media are not commonly used by some 
respondent types (e.g. internet use is negatively associated with age), some forms of 
media are widely consumed across all demographic profiles (for example, television) -
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so it might be useful to retain some form of distinction between common and less 
common media types.
A scale can be created in many ways. It entails questions of the relative weights to 
assign to different items, and in this case, to categories within items -  thus the problems 
with weighting discussed in Chapter 6 are amplified here. Following a conventional 
sum-score approach, typically, scores of 0, 1 and 2 might be given to the three response 
categories in the science items, scores of 0-3 for the item talkbr, 0 and 1 for discuss and 
readtv (but how then to score DK?) and a point for every media item. Or the scores 
could be rescaled, to each have a range of 0-1. Without some careful item analysis, 
such as with latent trait models, deciding how to weight items remains a problematic 
exercise.
In a scaling approach, higher scores on the scale could signify a number of 
combinations of responses; relatively high scores could be allocated both to those who 
are emotionally engaged (interested, informed and the like) but not widely exposed to 
biotechnology in the media, as well as to those who are emotionally detached but who 
have heard about biotechnology before. If it is useful to make a distinction between 
these two cases, then a two-trait model, separating emotional engagement from media 
exposure, might be indicated. Or a typology of responses might give a useful 
representation of the data. We might begin with something analogous to that used for 
the attitude items, identifying and labelling the most frequent response profiles. And 
again, the problems with then including less common response profiles into the 
classification arise, as with the logics items.
Any researcher may have good reasons, developed from substantive theories, for 
choosing to model degrees of engagement or kinds of engagement -  indeed, examples 
of both formats are seen in the existing literature for the engagement-related constructs 
cited earlier in this chapter (and in Chapter 2). It is not within the remit of this thesis to 
make a judgement between the two on substantive grounds, but to provide evidence 
regarding the statistical behaviour of the items, which might contribute to the choice of 
model. Both class and trait models will be used in this chapter, and their results 
compared.
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7.3 Models considered in this chapter
Taking a cautious approach, the analyses relating to the first research question begin by 
separating the science items from the biotechnology items. In each set, and treating all 
variables as nominal, latent class models -  the least restrictive of the models used in the 
thesis -  will be employed to identify basic patterns in response profiles. From this 
point, tighter structures can be tested on the data with discrete latent trait models. These 
will be used to investigate dimensionality and any response effects in the items, and to 
ascertain whether those items with ostensibly ordinal response categories behave as 
such when modelled together. A brief comparison of the best-fitting trait versus class 
models will then be given, including a comparison of the posterior scores and class 
allocations derived from them -  these are, in a sense, the practical implications of the 
models for the survey analyst wishing to derive a composite indicator of engagement.
Having taken these sets separately, the question is whether and (if so) in what way they 
fit together. Does a distinction between engagement with science and technology 
versus engagement with biotechnology -  and/or affective versus behavioural 
engagement -  suggest itself? Trait and class models will be used to investigate this 
possibility. Scores and class allocations from a trait and a class model will be 
presented, once again, as part of a comparison of the two final representations of these 
combined data.
The second research question, focusing on country comparisons, is approached in the 
same vein as in Chapters 5 and 6, though more similarly to the former than the latter. It 
is surprisingly difficult to find a well fitting joint model for the engagement items. As 
such, trait models are not presented; rather, the focus is on class models. Likewise, 
combining the science and biotechnology items increases the difficulty of finding a well 
fitting joint model, so these two aspects of engagement are taken separately. For each 
set of items, then, I return to the class models found for the British data, and run these 
country-by-country, making qualitative comparisons of their measurement models. 
Building on these, joint models are fitted, where the measurement models can be 
constrained to be equal across country samples, enabling fair comparisons to be made 
between them.
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7.4 Results of latent trait and latent class analyses of British data
7.4.1 Affective and cognitive elements o f  engagement with science and 
technology
Table 7.2 gives fit statistics for a selection of class and trait models.- Beginning by 
considering the least constrained models, that is treating the observed and latent 
variables as nominal, just three latent classes are required to return an acceptable fit to 
the data.
Table 7.2 Fit statistics for models of science items, GB
Model L2 d.f.
P
(b'strap) AIC
% 2-way 
standardised Joreskog & 
marginal Moustaki 
BIC residuals >4 index
Class models for nom inal items
2 classes 558 195 <0.001 168 -792 48.1 8.7
3 classes 202 186 <0.001 -170 -1,086 1.9 0.4
4 classes 151 177 0.012 -203 -1,074 0.0 0.1
Class models fo r o rd inal items
2 classes 588 199 <0.001 190 -789 57.4 9.7
3 classes 305 194 <0.001 -83 -1,038 24.1 3.6
4 classes 246 189 <0.001 -132 -1,063 14.8 1.8
5 classes 214 184 <0.001 -154 -1,059 11.1 1.5
Discrete tra it  models for ordinal items
1 discrete trait 303 194 <0.001 -85 -1,040 24.1 3.6
2 correlated discrete traits 204 183 <0.001 -162 -1,063 1.9 0.8
Discrete tra it  models for nom inal items
1 discrete trait (7 levels) 273 190 <0.001 -107 -1,042 27.8 3.0
1 discrete trait (20 levels) 269 177 <0.001 -85 -956 25.9 2.9
2 correlated discrete traits (2 levels each) 163 185 0.024 -207 -1,117 0.0 0.2
2 correlated discrete traits (7 levels each) 144 175 0.104 -206 -1,068 0.0 0.1
Conditional and prior probabilities for this three-class model are presented in Table 7.3. 
It classifies responses cleanly into a class for low engagement (with respondents here 
most likely to be interested, informed and understand science stories in the news ‘hardly 
any of the time’, and become confused by conflicting views on science ‘most of the 
time’), a class where the middle, ‘some of the time’ response, is the most likely for 
every question, and a class defined by high levels of engagement (being interested, 
informed and understanding science stories ‘most of the time’, and becoming confused 
‘hardly any of the time’). A four-class model provides a further distinction, though not 
a very clear one, between the middle responses and low engagement classes: in this 
extra class, respondents are likely to answer ‘hardly any of the time’ to the first two
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questions, and ‘some of the time’ to the second two -  although responses for these two 
items are not very clearly defined.
Table 7.3 Conditional and prior probabilities, 3-class latent class model for 
science items, GB
High Middle Low
engagement responses engagement
Item Response category X ,s ( l ) 7 til2 ) ft „(3)
I am interested in science and 
technology
Hardly any of the time 0.01 0.14 0.86 ji
Some of the time 0.11 0.72 0.13
Most of the time 0.88 0.14 0.02
I feel well informed about 
science and technology
Hardly any of the time 0.04 0.24 0.95
Some of the time 0.29 0.71 0.04
Most of the time 0.66 0.05 0.01
I understand science stories in 
the news
Hardly any of the time 0.00 0.12 0.73
Some of the time 0.13 0.72 0.22
Most of the time 0.86 0.16 0.05
I become confused when I hear Hardly any of the time 0.57 0.21 0.24
conflicting views on science Some of the time 0.29 0.63 0.26
and technology Most of the time 0.14 0.16 0.51
(unweighted) 0.22 0.41 0.37
Key
f t (y )  = estimated conditional probability of response in category s for item given
membership of class j  
fj = estimated prior probability of membership in class j
It seems therefore that interest in science and technology tends to go hand in hand with 
confidence in one’s grasp of the subject. However, two further observations should be 
noted. Firstly, the pattern is stronger for the first three items in the set, and weaker in 
relation to the last item. The more irregular functioning of the last item might be 
attributed to a variety of factors. In terms of the mechanics of the survey response 
process, it may be slightly more cognitively challenging simply by virtue of having a 
negative connotation, in contrast with the other items. In terms of substantive content, it 
may be logically linked to levels of engagement in a number of ways, making for some 
degree of heterogeneity in its meaning among respondents. For example, the statement 
is a non sequitur for respondents who are unexposed to conflicting views on science 
(making responses for this group error-prone), while exposed-but-detached respondents 
might hear conflicting views on science but remain nonchalant regarding their 
incompatibility, i.e. some of these unengaged respondents might answer in a way which 
we would take to denote high levels of engagement with the topic. By the same token, 
some highly engaged respondents may be more apt to become confused by conflicting
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views on science and technology; it may even be this confusion that motivates them to 
become better informed on the subject.
The second observation from this model is that the data do not seem to behave 
ordinally. The latent variable is nominal, and although in common sense terms the 
middle class might be thought of as falling between the other two, no ordering of 
classes is imposed in the statistical model -  the middle class is not located between the 
other two, statistically speaking. Using discrete trait models as a means of testing the 
ordinality of the latent variable, it is clear that response profiles cannot be represented 
accurately on a single scale, regardless of the number of categories given to the scale. 
Increasing the number of classes (see the example of 20 levels on a discrete latent trait, 
in Table 7.2) does little to improve fit if only one ordinal latent variable is used. By 
contrast, a two-trait discrete trait model with only two levels per trait, yielding a cross­
classification of four classes, fits the data very well. (In this model the four classes have 
the same interpretation as those in a four-class unrestricted latent class model, with 
high, middle and low classes, and one describing low-mid engagement.) Likewise, it is 
difficult to find a well fitting class model when the observed items are treated as 
ordinal. A three-class model for nominal observed items fits well, but when they are 
treated as ordinal, even five classes fail to provide a well fitting representation of the 
data.
This hint at the non-ordinality of the observed items is more directly elucidated with 
latent trait models. Using discrete latent trait models (with the default of seven levels 
per trait as an approximation to a continuous variable), regardless of whether the items 
are modelled as ordinal or nominal, single-trait models fit poorly, but two-trait models 
fit well. In the model for ordinal items, one trait could be interpreted as representing 
‘engagement’, with large positive loadings for the first three items and a negative 
loading for the last. On the other trait all items take positive loadings (decreasing in 
size from the first to the fourth); this might be interpreted as a response effect trait, with 
those at the top end of the trait answering ‘most of the time’ to all items.
The model for nominal variables offers a different interpretation for a response effect 
trait, illustrated in the item characteristic curves (ICCs) given in Figure 7.1. The first 
trait (items in the column on the left hand side of the figure) represents low, running 
through medium, to high engagement. The second could be taken as depicting a
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response style, but this time with ‘some of the time’ responses at the top end of the trait, 
and a mixture of the responses broadly corresponding to low engagement at the lower 
end. It may be that this second trait captures some kind of undecided element in 
responses; we might speculate that it fills a similar function to a DK response. So trait 
models both for nominal and for ordinal observed items suggest a response effect in the 
data. In both, two traits are needed to obtain satisfactory model fit, and in both, the 
second trait could be interpreted as representing a response style; however, the nature of 
the response style differs according to the model.
Figure 7.1 Item characteristic curves from an exploratory 2-trait discrete trait 
model for science items, GB
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It seems then that there is a multidimensional structure in the data which cannot be 
ignored, but which can speak equally well via a two-trait model (two ordered latent 
variables) or a three-class model (one nominal latent variable) -  though they each carry 
different emphases. Comparing scores from the trait model for nominal observed items 
with class allocations from the class model (see the box plot in Figure 7.2), those in the 
high and low engagement classes take positions at the high and low ends of the 
engagement trait, with little variation. Those falling into the ‘middle responses’ latent 
class are distributed along the remaining range of the variable, with a median score 
around the centre of the trait. So the trait model provides finer distinctions along a 
dimension of engagement among those giving one or more ‘some of the time’ responses 
-  and explicitly models the tendency to give this answer, as a separate dimension of 
response patterns. In choosing between class and trait models we must decide whether 
it is important to tease this tendency apart from a purer scale of engagement. It might 
be contended that we should not create a scale of engagement at all -  that we should 
instead model types. In such a representation, ‘some of the time means’ simply some of 
the time, and no judgement need be made about the location of a set of such answers 
relative to other response profiles.
Figure 7.2 Comparison of engagement scores from trait model with class 
allocations from a 3-class model; science items, GB
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7.4.2 Behavioural elements o f  engagement with biotechnology
As a result of initial analyses, some items in this set are simplified. Amongst the types 
of media where respondents may have heard about biotechnology, those with very low 
frequencies {radio, magazines, the internet, respondent does not remember where) are 
combined into an other media variable. A binary version of the question ‘Before today, 
have you ever talked about biotechnology with anyone?’ is used (‘no’ versus ‘yes’) 
rather than its full four-category version. All variables in this section are nominal: 
mostly binary, but with the two items on willingness to engage containing the third, DK, 
category. Fit statistics for a selection of models are given in Table 7.4.
Table 7.4 Fit statistics for models of biotechnology items, GB
% 2-way 
standardised Joreskog & 
marginal Moustaki
Model L2 d.f. p (bootstrap) AIC BIC residuals >4 index
Class models fo r nom inal items
2 classes 247 126 <0.001 -5 -625 7.4 1.10
3 classes 183 117 <0.001 -51 -626 3.7 0.49
4 classes 136 108 <0.001 -80 -612 1.2 0.30
5 classes 100 99 0.144 -98 -586 0.0 0.15
Discrete tra it  models for nom inal items
1 discrete trait 221 121 <0.001 -21 -616 7.4 0.96
2 discrete traits, confirmatory model 134 110 0.026 -86 -627 1.2 0.28
( m o d e l  s h o w n  in  F ig u r e  7 .3 )
Beginning again with latent class models, although a three-class solution fits well, a 
four-class model returns a clearer interpretation. The conditional probabilities for it, 
presented in Table 7.5, identify a high engagement class, in which respondents are 
likely to have talked about biotechnology before, and likely to agree, in principle, to 
take part in public hearings on the topic and to take time to read articles or watch 
television programmes about it. By way of exposure to biotechnology via the media, 
they are likely to have heard about it on television, with even chances of having read 
about it in newspapers, but slightly less than even chances of having heard about it in 
other media. Next is a moderately engaged class, similar to the first but in which 
respondents are unlikely to want to take part in public discussions on the subject. Those 
in the low engagement class are likely to answer negatively to all questions, except 
regarding willingness to read an article or watch a programme about biotechnology, 
which they are marginally likely to be willing to do. Finally a DK class represents those
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with profiles representing low engagement in terms of talking and hearing about 
biotechnology, and DK responses for the hypothetical participation questions.
Table 7.5 Conditional and prior probabilities, 4-class latent class model for 
biotechnology items, GB
Low, plus
High Mid Low DK
Item Response category ft is 0 ) Xis(2) ft is(3) ft is(4)
Before today, ever talked about No 0.32 0.34 :r 0.97 0.92
modern biotech? Yes 0.68 0.66 0.03 0.08
DKWould take part in discussions or , 
hearings. Tend to disagree
Tend to agree
0.15 0.01 0.06L 0.83
0 .0 6 1 0.99 0.78 0.15
0.79 0.01 0.16 0.02
DKWould watch TV programme or ,
read articles. Tend to disagree
Tend to agree
0.00 0.05 0.061 0.53
0.04 0 . 2 l | 0.43 0.01
0.96 0.74 0.50 0.46
Over last 3 months, have heard or read about biotech via..
Television N° 0.37 0.381 0.94 0.82i i
Yes 0.63 0.62 0.07 0.18
Newspapers
Yes
0.50 0.51 0.95 0.94
0.50 0.49 0.05 0.06
Other media (radio, magazines, No 0.57 0.75 0.98 0.94
internet, forget where) Yes 0.43 0.25 0.02 0.06
(unweighted) 0.26 0.22 0.44 0.08
As with the science items, latent trait models can be used to look for an ordered latent 
space. A one-trait model does not fit prohibitively poorly -  but two traits improve the 
fit considerably. The contribution of the two-dimensional model is to provide a 
response effect trait for the two items with DK responses (parameter estimates for other 
items on this trait are not significant at the 5 per cent level). Figure 7.3 shows ICCs for 
a more parsimonious, confirmatory version of this model, in which just these two items 
load on the second trait, teasing the response effect apart from the main engagement 
trait. On the main engagement trait we can see that the media items can be ordered in 
terms of difficulty, though the difference between them is only slight. The trace lines 
for positive and negative responses intersect at the point where both are equally likely; 
at higher positions on the trait a positive response is more likely than a negative 
response. This intersection is at a slightly higher point on the trait for miscmedia 
compared with npaper, and npaper compared with televis. So some types of media 
exposure to biotechnology are associated with slightly higher levels of engagement, but 
only slightly higher levels. This is reflected in the conditional probabilities in the class 
model -  for example, overall every respondent is more likely to give a negative than a
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positive response to miscmedia, but relatively, those in the high engagement group have 
a greater chance of saying that they have heard or read about biotechnology in these 
other media forms. The distinction between the types of media is retained in these 
models to illustrate the small differences, but combining the media types together 
results in no great loss of information. For example replacing the three media items
O'Xwith one, a four-class latent class model fits well , and records whether respondents 
have heard or read about biotechnology in any media. A very similar pattern of 
response is then found to that in Table 7.5, with those in the high and mid classes likely 
to say they have heard about biotechnology from some source, and those in the low and 
low-plus-DK classes likely to say they have not heard or read about it from any source.
23 L2 = 28, d.f. = 8, p (bootstrap) < 0.001, AIC = 12, BIC = -27; no two-way standardised marginal 
residuals greater than 4; Joreskog & Moustaki index = 0.13. Conditional probabilities are described in the 
text but not presented here since this example is given just as an illustration.
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Figure 7.3 Item characteristic curves from a confirmatory 2-trait discrete trait 
model for biotechnology items, GB
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Comparing the posterior class allocations and scores from the class and trait models 
respectively, Figure 7.4 suggests that the class model distinguishes between certain 
response profiles in a way that the trait model does not. For example, the distinction 
between the high and mid engagement groups in the class model is based solely on 
responses to the item I would be prepared to take part in discussions or public hearings, 
and as such (and noting from Figure 7.3 that the trace lines for this item are not very 
steep), the distributions of trait scores in the high and mid classes of engagement with 
biotechnology are very similar. Likewise, median trait scores for those in the two low 
engagement classes are approximately equal, though in the DK class there is a greater 
variance of scores, with relatively more respondents positioned at higher levels of the 
trait. By contrast, around the centre of the trait, at scores of 0.5 or so, we find whiskers 
and outlying scores for all the classes, and boxes for none of them -  that is, the class 
allocation for a person with a score of 0.5 on the trait is not clearly defined. So the class 
and trait models entail slightly different emphases in scoring; the class model 
distinguish more finely between respondents at the ends of the continuum but not in the 
middle, and vice versa with the trait model.
Figure 7.4 Comparison of engagement scores from trait model with class 
allocations from a 4-class model; biotechnology items, GB
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7.4.3 A combined indicator o f  engagement with science and technology and 
with biotechnology
Beginning with class models, taking forward the three- and four-class models from 
Sections 7.4.1 and 7.4.2, up to twelve classes might be needed to achieve adequate fit. 
In fact, anything from four classes upwards would be acceptable in terms of fit statistics 
(see Table 7.6). Being able to combine the items together into such a small number of 
classes suggests a relatively strong association between the two sets of items.
Table 7.6 Fit statistics for selected models for all engagement items, GB
%  2-way Joreskog
standardised &
p marginal Moustaki
Model L2 d.f. (b’strap) AIC BIC residuals >4 index
U nrestricted class models
2 classes 3,374 981 <0.001 1,412 -3,416 21.5 2.95
3 classes 2,984 964 <0.001 1,056 -3,689 9.9 1.74
4 classes 2,788 947 <0.001 894 -3,767 2.6 0.71
5 classes 2,670 930 <0.001 810 -3,768 2.0 0.59
6 classes 2,579 913 0.016 753 -3,741 2.0 0.45
7 classes 2,519 896 0.006 727 -3,683 1.7 0.31
Discrete tra it  models: initial basic models tested
1 discrete trait 3,022 976 <0.001 1,070 -3,734 14.2 1.96
2 discrete traits, exploratory: 2,719 953 0.004 813 -3,877 6.3 0.84
all items loading on each trait; 
correlated traits
2 discrete traits, confirmatory: 2,773 969 <0.001 835 -3,934 7.3 1.0
science items loading on one 
trait, biotech loading on 
second trait; correlated traits
2 discrete traits, confirmatory: 2,960 963 <0.001 1,034 -3,706 12.3 1.68
all items loading on one trait, 
d is c u s s  and r e a d t v  loading on 
second trait; correlated traits
3 discrete tra its  confirm atory: science items loading on first and second tra its , biotech items
loading on th ird  tra it
All factors uncorrelated 2,915 956 <0.001 1,003 -3,702 34.0 5.35
Correlation between science- 2,914 955 <0.001 1,004 -3,696 34.0 5.33
substantive and science- 
response-style traits
Correlation between two 2,648 955 0.018 738 -3,963 2.3 0.63
substantive traits 
Correlation between two 2,635 954 0.028 727 -3,968 2.3 0.64
substantive traits, and 
between science-substantive 
and science-response-style 
traits
All factors correlated 2,631 953 0.036 725 -3,965 2.3 0.61
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In order to explore the nature of this association fully, I present below not the four-class 
model but the seven-class model. Although seven classes are not necessary to achieve 
statistically good fit, they return the clearest interpretation of classes. Moreover, a 
seven class solution includes a class where the DK responses for discuss and readtv are 
well defined. This is particularly useful, given the ongoing concern with DK responses 
in the thesis.
The conditional probabilities for this model are given in Table 7.7. It identifies three 
sets of classes based on responses to the science items: high, mid and low engagement 
with science, and within those sets, classes of high and low engagement with 
biotechnology. This suggests that there is a two-dimensional structure to the data. 
Moreover, there seems to be an association between these two dimensions. For 
example, in the two classes of high science engagement, a distinction can be made 
between those who would and would not take part in public discussions on 
biotechnology (corresponding to high and low engagement with biotechnology). In the 
low science set however, respondents in neither high nor low biotechnology 
engagement classes would be willing to take part in such discussions. In the third low 
science class, this item is most likely to elicit a DK response. This last class, accounting 
for only a small group of respondents, contains the clearest profile of the unengaged, 
where respondents are almost certain to answer ‘hardly any of the time’ to the first three 
science items. Taking another illustrative contrast, respondents in both high science 
classes would be most likely willing to watch a television programme or read an article 
about biotechnology, as would those in both mid science engagement classes -  but in 
the low science engagement set, likely replies are variable, with ‘yes’, ‘no’ and DK 
corresponding to high, low and DK groups respectively.
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Table 7.7 Conditional and prior probabilities, 7-class latent class model, GB
Science class type: High H igh- Mid Low + Low Low -
Biotech class type: High Low High Low H>gh Low DK
Item Response category ft is (1 TC jS(2) n  is(3) n  is(4) n  is(5) TC is(6) n  «(7)
I am interested in science 
and technology
Hardly any of the time 0.00 0.04 0.03 0.21 0.55 0.89 1.00
Some of the time 0.06 0.23 0.69 0.74 0.41 0.08 0.00
Most of the time 0.94 0.73 0.28 0.05 0.04 0.03 0.00
I feel well informed about 
science and technology
Hardly any of the time 0.04 0.04 0.10 0.33 0.82 0.91 0.99
Some o f the time 0.19 0.40 0.84 0.67 0.14 0.08 0.01
Most of the time 0.77 0.56 0.06 0.00 0.04 0.01 0.00
I understand science 
stories in the news
Hardly any of the time 0.00 0.02 0.00 0.19 0.44 0.75 ■  loo
Some of the time 0.02 0.33 0.70 0.72 0.50 0.16 0.00
Most of the time 0.98 0.65 0.29 0.09 0.05 0.08 0.00
I become confused when I Hardly any of the time 0.72 0.41 0.28 0.10 0.24 0.23 0.30
hear conflicting views on Some of the time 0.17 0.42 0.60 0.71 0.53 0.12 0.21
science and technology Most of the time 0.10 0.17 0.12 0.19 0.23 0.65 0.49
Before today, ever talked No 0.13 0.75 0.261 0.98 0.47 0.94 0.98
about modem biotech? Yes 0.87 0.25 0.74 0.02 0.53 0.06 0.02
Would take part in 
discussions or hearings
DK 0.06 0.09 0.11 0.16 0.14 0.00 0.60
Tend to disagree 0.33 0.62 0.3 8| 0.67 0.61 0.88 0.36
Tend to agree 0.61 0.29 0.51 0.17 0.25 0.12 0.04
Would watch TV DK 0.00 0.05 0.03 0.12 0.03 0.04 0.47
programme or read Tend to disagree 0.10 0.15 0.03 0.32 0.20 0.54 0.28
articles Tend to agree 0.90 0.80 0.94 0.56 0.77 0.42 0.24
Over last 3 months, have heard or read about biotech via...
Television No 0.33
0.74 0.35" 0.93 0.39 0.88 1.00
Yes 0.67 0.26 0.65 0.07 0.61 0.12 0.00
Newspapers No 0.37 0.77 0.47
0.94 0.61 0.97 0.98
Yes 0.63 0.23 0.53 0.06 0.40 0.03 0.02
Other media (radio, No 0.37 0.92 0.66 0.97 0.76 0.98 0.95
internet, mags, forget) Yes 0.63 0.08 0.34 0.03 0.24 0.02 0.05
A
Vj (unweighted) 0.10 0.12 0.17 0.18 0.16 0.20 0.07
Once again, the relationship between the science and biotechnology dimensions of 
engagement can be explored more directly with latent trait models. Fit statistics in 
Table 7.6 give striking support to the story emerging from response patterns in the latent 
class model: the data do not fit a unidimensional scale, and the two dimensions needed 
to represent them are correlated with one another.
Looking first at the initial two-trait models, in an exploratory model, both traits seem to 
represent low to high engagement, with loadings clearly separating science from 
biotechnology items (the former have high loadings in the expected direction on one 
trait and low loadings on the other, and vice versa). Fixing these two sets of items to 
load only on separate traits increases the proportion of high two-way marginal residuals 
only slightly. However, forcing them to load only on a single dimension (the last model
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in this set, with the other trait reserved to represent DK responses to discuss and readtv) 
reduces model fit markedly. The data do not therefore fit a single dimension well.
The best model, judged by a combination of fit, parsimony and substantive 
interpretation, includes one trait each for the science and biotechnology items, alongside 
an extra trait to take account of the ‘middle response’ effect of the science items. The 
response effect trait for the two biotechnology items with DK responses can be dropped 
here, since it makes little contribution to model fit. Fit statistics in the last section of 
Table 7.6 demonstrate clearly that the crucially important correlation in the model is 
that between the substantive science and biotechnology traits. Including this correlation 
reduces the percentage of high two-way marginal residuals from 34 to 2.3. The 
correlation between the substantive and response effect science traits does not reduce 
the proportion of high residuals, and as such is not vital to the model. However, it 
results in a significant reduction in L (p<0.001), whereas the remaining correlation, 
between the biotechnology trait and the response effect trait, is clearly not needed 
(p=0.048 for the comparison of the last two models in the table).
The final trait model for this section is therefore the one which allows the two 
dimensions of engagement with science to be correlated, and the two substantive 
engagement traits to be correlated. The measurement model for this reflects very closely 
the separate models illustrated in Figures 7.1 and 7.3, so further details of them are not 
presented here. Considering briefly the distributions of factor scores for the science 
and biotechnology engagement traits, each is not far from normally distributed, though 
for engagement with science there are three slight peaks, at the ends and in the middle 
of the scale, reflecting the large proportion of respondents who give the same answer to 
the first three items. The scores from these traits are highly correlated with one another, 
as to be expected from the model fitting exercise (Pearson’s r = 0.81). It is useful to 
note that the scores from this combined model are highly correlated (approximately 0.95 
in both cases) with their counterpart scores from the separate models of science and 
biotechnology, implying that these are quite stable solutions, not dramatically affected 
by their correlation with each other.
The analysis of data from the British sample therefore suggests that both kinds (classes) 
and degrees (traits) can be used to represent the data in a statistically satisfactory way. 
Firstly, there is a reasonably clear distinction between affective engagement with
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science and technology generally, and behavioural engagement with biotechnology in 
particular. These kinds of engagement are not independent of one another, however, but 
positively associated. Within the type of science engagement we can model degrees of 
engagement, but in doing so we need to take into account the two-dimensional structure 
of the data; the item categories are not straightforwardly ordinal in relation to each 
other. Within the type of biotechnology engagement, items more or less 
straightforwardly form a unidimensional scale from low to high engagement. In terms 
of statistical fit, these two types of engagement can be modelled together equally well 
either with traits or with classes.
7.5 Extending latent class analyses to other country samples
As noted in Section 7.3, it is difficult to find a well fitting joint model for these data. 
Initial exploratory analyses suggested that a latent trait model is not feasible for the 
cross-national data, and that combining science and biotechnology items into one model 
is likewise problematic for the full data set. In this section I therefore present a 
selection of latent class models, fitted separately to the science and biotechnology items. 
So the starting point for Section 7.5.1 is the model reached for science engagement 
items with British data; that is a three-class model. Following a brief comparison of 
measurement models for Great Britain and Northern Ireland, and East and West 
Germany, to check that it is acceptable to combine these into the UK and Germany, the 
analyses proper begin with qualitative comparisons of country-by-country three-class 
models. From these a number of steps are taken to reach a joint model. Section 7.5.2 
follows a similar process for the biotechnology items. So the outcomes of the chapter 
are two cross-national models, one for affective engagement with science and 
technology, and one for behavioural engagement with biotechnology.
7.5.1 Affective and cognitive elements o f  engagement with science and 
technology
Beginning with the three-class model reached for the British data, a first simple analysis 
suggests that it is acceptable to combine Great Britain and Northern Ireland into one UK 
sample, and likewise to combine the two separately sampled regions of Germany into 
one group. The very low numbers of large marginal residuals in the models with fully 
constrained measurement models (Table 7.8) obviate the need for formal comparisons
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of fit with less restricted models. A note to accompany Table 7.8 which is useful to 
keep in mind for the joint model is that this chapter’s models contain, on the whole, far 
fewer two-way margins than those in Chapters 5 and 6. We may thus need to 
recalibrate the idea of what counts as ‘many’ large residuals. For example, conditional 
on region there are 63 two-way margins for these science items, compared to 150 for the 
logics items in Chapter 5 -  so the stated 4.8 per cent large residuals in Great Britain and 
Northern Ireland correspond to just three residuals in each case. These involve a variety 
of questions and responses, that is they do not seem to identify any one particularly 
problematic item. For example, the joint model underestimates the number of Britons 
and overestimates the number of Northern Irish who say they are interested in science 
and technology ‘most of the time’ but feel informed only ‘some of the time’, and does 
likewise for those who say they understand science stories in the news ‘most of the 
time’ but feel informed only ‘some of the time’.
Table 7.8 Fit statistics from testing measurement models between Great 
Britain and Northern Ireland, and between East and West Germany
Model L2
P
d.f. (b'strap) AIC BIC
%  2-way 
standardised 
marginal 
residuals >4
Joreskog & 
Moustaki index
UK, measurement model equal 397 348 <0.001 -299-2,103
All GB NI 
4.5 4.8 4.8
All GB NI 
0.42 0.74 1.42
Germany, measurement model equal 522 465 <0.001 -408-3,022
All West East 
2.2 0.0 1.6
All West East 
0.50 0.61 0.67
Three-class models fit well in most countries in the data set, echoing the analyses of the 
British data24. Inspecting the measurement models in these country-by-country analyses 
suggests that the last item, which for the British sample notably fitted less well with the 
other items, is problematic generally. Table 7.9 presents a qualitative summary of the 
most likely responses in each class, for each country. This shows clearly that the first 
three items mirror each other consistently across countries, with a very few exceptions, 
whereas the last item brings with it considerable variation. It is not just between 
countries that this item produces such heterogeneity of responses: within countries, 
conditional probabilities are generally much lower than for the other items. Indeed, 
even the most likely responses listed in the table are not very clearly defined. In the 
light of the comments from Section 7.4.1 on the multiple possible interpretations of this
24 The percentage o f standardised marginal residuals > 4 is on average 4.1 across countries, with a range 
of 0.0 in Portugal to 11.1 in Finland.
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question, it seems sensible to discard it at this stage. With the remaining three items, 
three-class solutions fit very well country-by-country25, and qualitative inspections of 
most likely responses reveal exactly the same patterns as in the top half of Table 7.9.
Table 7.9 Qualitative summaries of highest conditional probabilities from 
unconstrained 3-class models, 15 countries
I te m s  a n d  c o u n tr ie s C la s s e s  a n d  r e s p o n s e s
High engagement Middle responses Low engagement
Interested
All countries except... Most Some Hardly
Greece Most Some/Most Hardly
Inform ed
All countries except... Most Some Hardly
Finland Most/Some Some Hardly
U nderstand
All countries except... Most Some Hardly
Denmark Most Some Hardly/Some
Sweden Most Some Some/Hardly
Become confused
Ireland, Netherlands, UK Hardly Some Most
Denmark, Sweden Hardly Some Most/Some
Germany Hardly Some Some/Most
Finland Hardly Some Some/Hardly
Luxembourg Hardly Some Hardly/Some
Austria Hardly/Some Some Some/Most/Hardly
Greece, Portugal Some/Hardly Some Most
Italy Some Some Most
Spain Some Some Most/Some/Hardly
Belgium Some Some Hardly/Most
France Some/Most Some Hardly/Most
Key
Most Most o f the time
Some Some o f the time
Hardly Hardly any o f the time
From this analysis, it is surprising that a joint three-class model, with measurement 
model constrained to be equal across countries, fits so poorly (Table 7.10). It seems 
that there is no single culprit item responsible for this, more a matter of the differences 
between countries in the relative magnitudes of the conditional probabilities for the 
three classes. The model does fit notably better in some countries than others, which
25 For every country, no standardised marginal residuals > 4.
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might suggest that some clusters of countries share more similar measurement models 
in this regard. However, an informal inspection does not reveal any clear groupings.
As an alternative way of investigating this idea, I ran some class models country-by- 
country, for just those respondents who do not give one of the three common sets of 
answers, to try to identify any patterns in these uncommon response profiles. These 
comprise approximately half of the sample in each country (ranging from 48 per cent in 
Ireland to 64 per cent in Greece and Finland). The analyses do not help, however, in 
suggesting groups of countries with similar sets of response profiles. With three-class 
models, amongst the fifteen countries seven different types of class emerge, and with 
four-class models, ten different types. Amongst these classes, some countries seem to 
share a similar set of classes, but these tend to be only pairs or trios of countries. 
Moreover these apparent groupings are quite unstable, and alter in composition when 
the models are changed from three-class to four-class. These analyses suggest that it is 
not a systematic divergence in patterns in the data that accounts for the lack of fit of a 
three-class joint model. So there is no motivation to attempt to divide the data set into 
smaller sets of countries within which to fit models. An alternative, and for comparison 
purposes better strategy is to continue with the full fifteen country data set, and simply 
increase the number of classes.
A seven-class solution is selected as a final model for these items, on the basis of fit 
statistics and interpretability. A six-class model, though apparently well fitting 
according to Table 7.10, does not return a very clear interpretation, and in fact gives 
cause for some concern in terms of numbers of large two-way marginal residuals. 
Although overall only 1.9 per cent of two-way residuals for this model are large, 
conditional on country, rates are still very high in some instances; ranging from 3.7 in 
Austria to 29.6 per cent in Finland, with an average of 11.3 per cent among the fifteen 
countries. In a seven-class model, by contrast, they range from 0 in France, Portugal 
and Sweden, to 14.8 per cent in Belgium and Italy, but with an average across countries 
of just 5.9 per cent (see Tables A.6 and A.7 in the Appendix for full details). The 
patterns of conditional response probabilities are quite clear from this model, whereas 
an eighth class only serves to duplicate one of the classes from it. Seven classes are 
therefore retained.
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Table 7.10 Fit statistics for models of science items, with measurement models 
constrained to be equal across 15 countries
% 2-way 
standardised 
marginal Joreskog &
Model L2 d.f. p (b'strap) AIC BIC residuals >4 Moustaki index
3 classes 2,240 756 <0.001 728 -5,080 22.2 2.20
4 classes 1,844 735 <0.001 374 -5,273 16.0 1.50
5 classes 1,464 714 <0.001 36 -5,450 8.0 1.00
6 classes 1,210 693 <0.001 -176 -5,500 1.9 0.56
7 classes 1,041 672 <0.001 -303 -5,466 0.0 0.28
A seven-class model returns an intuitively appealing set of classes. In between the 
primary classes of high, mid and low engagement (the first, middle and last columns in 
the table, labelled accordingly) there are two sets of two extra classes. So amongst 
those who say they are interested in science and technology ‘most of the time’, we can 
identify those who say that they however feel informed only ‘some of the time’ (High-), 
and those who further say that they understand science stories in the news only ‘some of 
the time’ (Mid +). From the opposite end of the table, amongst those who say they feel 
informed about science and technology ‘hardly any of the time, there are those who say 
they nevertheless understand science stories in the news ‘some of the time’ (Low +) and 
those who say they are interested only ‘some of the time’ (Mid -). So the classes can be 
thought of as grouped into three sets (Mostly, Sometimes and Hardly) on the basis of 
the most usual response. For example, those classes under the heading ‘Sometimes’ all 
imply a ‘some of the time’ response for two out of three items (albeit that this is only 
marginally true for the group Mid - , and a different researcher might wish to classify it 
as a ‘Hardly’ class).
Table 7.11 Conditional probabilities, final 7-class model for science engagement
Mostly 
High High -
Sometimes 
Mid + Mid M id -
Hardly 
Low + Low
Item Response category n  iS ( /) n  is(2) ft is(3) n  is(4) TC is(5) n is(6) 7T,(7)
I am interested in Hardly any of the time 0.01 0.02 0.00 0.10 0.00 0.58 0.91
science and Some of the time 0.09 0.44 0.13 0.85 0.80 0.42 0.09
technology Most of the time 0.90 0.54 0.87 0.06 0.19 0.00 0.00
I feel well informed Hardly any of the time 0.02 0.05 0.06 o.oo | 0.71 0.98 0.95
about science and Some of the time 0.07| 0.95 0.81 HH 0.29 0.01 0.04
technology Most of the time 0.90 0.00 0.14 0.04 0.00 0.01 0.01
I understand science 
stories in the news
Hardly any of the time 0.01 0.02 0.03 0.06 |
$o
0.02 0.90
Some of the time 0.15 0.381 0.66 0.80 0.49 MU 0.08
Most of the time 0.84 0.60 0.31 0.14 0.04 0.14 0.02
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Table 7.12 reports the percentages of respondents in each of the classes, by country and 
overall (recalculated from the final models using the sampling weights, as described in 
Section 4.1.12). The last three columns combine proportions into the three aggregated 
groups Mostly, Sometimes and Hardly, and countries are ordered according to the total 
proportions in the first of these, i.e. the two high engagement classes. This shows that 
rates of engagement with science tend to be higher in Scandinavian countries, and lower 
in southern European countries. The distribution amongst the three levels is interesting. 
Whereas with the logics items we found between countries roughly the same patterns of 
relative proportions in different classes (for example, consistently more opponents than 
supporters for GM food), with science engagement there is much more heterogeneity 
across countries. Whereas across the fifteen countries overall approximately a third of 
the population are located at each level of engagement, these proportions vary markedly 
from country to country. For example, more than half of Swedes are predicted to be 
highly engaged, and only a quarter low engaged, whereas only 9 per cent of Portuguese 
are predicted to fall into the high engagement class, and the rest divided evenly between 
mid and low engagement. Looking a little more closely at these proportions, the 
detailed seven-column part of the table possibly suggests one of the reasons for the* 
difficulty in achieving a well-fitting joint model with a smaller number of classes. For 
some countries, no people are predicted to belong to certain classes -  for example, no 
one in Luxembourg or Portugal is predicted to fall into the class High - , and likewise no 
one in the Netherlands and Germany is predicted to belong to the class Mid +.
Table 7.12 Weighted percentages of respondents in science engagement classes
%  w ith in Mostly Sometimes Hardly TOTAL: TOTAL: TOTAL:
c o u n tr y High H ig h - Mid + Mid M id - Low + Low MOSTLY S'TIMES HARDLY
Sweden 25 33 3 8 5 16 10 58 16 26
Netherlands 19 30 0 7 8 16 20 49 15 36
Italy 17 24 6 25 5 9 14 41 36 23
Denmark 29 11 2 29 0 14 15 41 31 29
Germany 22 17 0 26 2 16 17 39 28 33
Austria 21 7 5 26 5 13 23 28 36 36
Luxembourg 25 0 21 20 7 8 19 25 48 26
UK 18 7 3 23 6 13 30 25 32 43
Finland 11 10 14 13 19 15 18 20 46 34
France 15 2 17 23 17 5 21 17 57 26
Belgium 12 5 9 27 5 10 32 16 41 42
Spain 11 4 5 29 12 9 30 16 46 38
Greece 11 1 36 18 20 0 14 13 73 14
Ireland 9 1 7 25 6 14 39 10 38 52
Portugal 9 0 12 19 14 5 41 9 45 46
Europe total 17 
(pop. weighted)
12 7 24 8 11 22 29 38 33
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7.5.2 Behavioural elements of engagement with biotechnology
Recalling the potential difficulties in interpreting the different media items, and in 
anticipation of difficulties in cross-national model fit, this section uses the combined 
media item: having heard about biotechnology from any media source, versus not 
having heard about it from any source. So there are four nominal variables to analyse. 
Beginning with the four classes suggested by Section 7.4.2, Table 7.13 shows the results 
of a brief analysis which suggests that for these four class models it is acceptable to 
combine Great Britain and Northern Ireland into one UK sample, and likewise to 
combine the two separately sampled regions of Germany into one group. In this 
analysis there are just 37 two-way margins conditional on country, meaning that only 
two residuals are large for Northern Ireland and one each for West and East Germany.
Table 7.13 Fit statistics from 4-class models, testing measurement models 
between Great Britain and Northern Ireland, and between East and 
West Germany
Model L2
P
d.f. (b'strap) AIC BIC
% 2-way 
standardised 
marginal 
residuals >4
Joreskog & 
Moustaki index
UK, measurement model equal 85 40 <0.001 5 -202
All GB NI 
0.0 0.0 5.4
All GB NI 
0.24 0.34 0.95
Germany, measurement model equal 112 40 <0.001 32 -193
All West East 
1.8 2.7 2.7
All West East 
0.50 0.66 0.87
Proceeding with the exploratory analyses, four-class models fit well within each of the 
fifteen countries . However, the composition of these classes varies somewhat. The 
qualitative summary of them given in Table 7.14 implies that fitting a cross-national 
model to these data will not be a straightforward matter. Although for each type of 
engagement there is a core of at least six countries which share broadly the same pattern 
of likely responses, there is a good deal of variation around these cores -  moreover, the 
core group of countries changes in composition from class to class. Not every class 
group is found in every country, and in certain countries some types of classes are found 
twice. For example, there are two high engagement classes and no mid/mixed 
engagement class in Belgium, Finland and the UK. Likewise there are two low 
engagement classes and no mid/mixed engagement class in Ireland and Italy, and there 
are no DK classes in France or Spain. Although admittedly these claims rest on the
26 The percentage o f standardised marginal residuals > 4 is on average 1.1 across countries, with 0 in ten 
countries, up to 5.4 in Spain.
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judgement of the researcher in grouping responses patterns qualitatively, even a few 
changes to the classification would not change the overall verdict of considerable 
heterogeneity in measurement models between countries. Looking across the rows of 
the table, and looking down the columns of the table, it is not easy to pinpoint any 
particular source of this heterogeneity -  it does not seem to be the case that one 
particular item or some particular countries are notably different than the others. So the 
analysis does not indicate that it would necessarily be helpful to test any particular 
interaction of item and latent variable; neither does it suggest any clusters of countries. 
It does clearly suggest, however, that a joint four-class model with measurement models 
constrained to be equal across countries will fit poorly.
Table 7.14 Qualitative summaries of conditional probabilities from
unconstrained 4-class models, 15 countries
C la s s e s  a n d  c o u n tr ie s
Have talked 
about 
biotech 
(ever)
I te m s  a n d  r e s p o n s e s
Have heard o f Would take 
biotech in part in a 
media (in last discussion or 
three months) hearing
Would read 
an article / 
watch a 
programme
High engagem ent
Austria, Belgium, Denmark, Finland, France, Yes Yes Yes Yes
Germany, Greece, Ireland, Luxembourg, 
Netherlands, UK
Belgium, Italy, Portugal, Spain, Sweden, UK Yes Yes No Yes
Finland No Yes Yes Yes
Low engagem ent
Austria, Belgium, Finland, France, Germany, No No No No
Greece, Ireland, Italy, Portugal, Spain 
Denmark, Netherlands, UK No No No Yes/No
France, Ireland, Sweden No No No Yes
Luxembourg No No Yes/No Yes
Luxembourg No/Yes Yes No No
M id/mixed engagem ent
Austria, Denmark, Germany, Greece, Portugal, No No Yes Yes
Sweden
Italy No Yes No Yes
France Yes Yes No No
Netherlands Yes/No Yes No Yes/No
DK
Austria, Belgium, Finland, Ireland, Italy, No No DK DK
Portugal, Spain, UK 
Germany, Netherlands No Yes DK DK
Spain Yes Yes DK DK
Denmark Yes No/Yes DK/No DK
Greece No No DK Yes
Luxembourg No Yes/No DK Yes
Sweden Yes Yes/No No Yes/DK
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Table 7.15 demonstrates that this is indeed the case. In the absence of any evidence 
from the qualitative analysis to suggest relaxing particular item parameters, increasing 
the number of classes is taken as a first step towards improving model fit. A six-class 
model returns a clearly interpretable measurement model, and as such is to be preferred 
over a seven-class model which, though better fitting statistically, contains two classes 
which are hard to define. In the six-class model, no item-by-item two-way marginal 
residuals are large, but conditional on country the average percentage of large residuals 
is 19.6, ranging from 0 in the Netherlands to 40.5 in Sweden (more information is given 
in the Appendix, Tables A.8 and A.9). From this point, since model fit is still quite 
poor, but increasing the number of classes does not seem to be fruitful, it is worth 
revisiting the idea of testing for any notable improvements in model fit gained by 
freeing item parameters. In the absence of a steer from the qualitative analyses, each 
item is tested in turn. The greatest gain is achieved by allowing an interaction between 
the latent variable and one of the hypothetical behaviour questions, and all fit statistics 
suggest that freeing readtv brings a slight improvement in model fit over freeing 
discuss. In this final model, two-way marginal residuals are low overall, and 
conditional on country they range from 0 in Finland, Ireland, the Netherlands and 
Portugal, to 21.6 per cent in Denmark, with an average across countries of 5.8 per cent.
Table 7.15 Fit statistics for models of biotechnology items, with measurement
models constrained to be equal across 15 countries
Model L2 d.f. p (b'strap) AIC BIC
% 2-way 
standardised 
marginal 
residuals >4
Joreskog & 
Moustaki 
index
M easurem ent model equal between countries
4 classes 2,455 456 <0.001 1,543 -1,960 27.3 3.47
5 classes 1,649 435 <0.001 779 -2,563 18.2 1.40
6 classes 1,288 414 <0.001 460 -2,721 13.9 1.00
7 classes 1,032 393 <0.001 246 -2,773 7.5 0.62
6 classes, investigating interactions
Interaction between t a lk b io  866 
and latent variable
330 <0.001 206 -2,329 6.4 0.44
Interaction between h e a r d b io  
and latent variable
899 330 <0.001 239 -2,296 6.4 0.48
Interaction between d is c u s s  and 
latent variable
635 246 <0.001 143 -1,747 4.8 0.57
Interaction between r e a d tv  
and latent variable
584 246 <0.001 92 -1,798 4.3 0.41
214
Table 7.16 gives patterns of conditional probabilities for the three items where the 
measurement model is constrained to be equal between countries. This shows that the 
two binary items asking respondents whether they have heard and talked about 
biotechnology mirror each other very closely. Within the two levels of these items we 
can clearly identify groups in each of the three possible response categories for the third 
item, expressing willingness to take part in a public discussion on the topic; agreeing 
and disagreeing, and responding DK.
Table 7.16 Final 6-class model for engagement with biotechnology, conditional 
probabilities for three items where measurement model is equal 
across countries
High report, High report, High report, Low report, Low report, Low report,
high
willingness
low
willingness
DK
willingness
high
willingness
low
willingness
DK
willingness
Item Response f t  is U ) f t  i s ( 2 ) f t  i s ( 3 ) f t  M f t  ts(5) f t  M
Ever talked about No 0.18 0.40 0.28 0 . 7 1 0 . 9 8 0 . 9 3
biotech? Yes 0 . 8 2 0 . 6 0 0 . 7 2 0.29 0.02 0.07
Heard about biotech No 0.03 0.23 0.12 0 . 8 9 0 . 9 4 0 . 9 2
in last 3 months? Yes 0 . 9 7 0 . 7 7 0 . 8 8 0.11 0.06 0.08
Would take part in DK 0.01 0.00? 0 . 9 4 0.06 0.03 0 . 9 6
discussions or Disagree 0.261 0 . 9 6 0.06 0.33i 0 . 9 3 0.04
hearings. Agree 0 . 7 3 0.04 0.00 0 . 6 1 0.04 0.01
Table 7.17 presents a qualitative summary to show how responses to the other
‘willingness question’, that is willingness to read articles or watch television
programmes on biotechnology, varies between countries. In the table, following the
format used in Chapter 5, ‘+’ indicates the response ‘tend to agree’, denotes ‘tend to
disagree’ and *?’ is used where DK is the most likely response. Countries are ordered
approximately according to the numbers of classes in which positive responses are
expected, from the greatest number of positive classes to the least. Following a few
unusually positive countries at the top of the table we can see a set -  Belgium,
Denmark, Ireland, Italy, the Netherlands and the UK -  which follow the same pattern
(this in fact is the profile that emerges from the six-class model where the measurement
model is fixed to be equal between countries). According to this pattern, those in the
Tow report’ classes tend to make the same judgement on reading articles as on taking
part in public discussions, while those in the ‘high report’ classes respond positively to
this item, regardless of whether they would be willing to take part in discussions. It
seems then that agreeing to take part in discussions on biotechnology is a more
demanding item, or represents a higher bar in terms of levels of engagement, than
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reading articles and watching programmes on the topic. In the three countries at the top 
of the table, even those who have not heard or talked about the subject before and who 
would be unwilling to participate in discussion on it would still be willing to read about 
it, in principle. By contrast, in a few countries -  those towards the bottom of the table -  
even in the high report classes, low willingness to discuss biotechnology goes hand in 
hand with low willingness to consume media on the subject.
Table 7.17 Final 6-class model for engagement with biotechnology, qualitative 
summary of highest conditional probabilities for fifteen countries, 
for the item ‘I would be prepared to read an article or watch a
television programme about biotechnology’
High report, 
high 
willingness
High report, 
low 
willingness
High report, 
DK 
willingness
Low report, 
high 
willingness
Low report, 
low 
willingness
Low report, 
DK 
willingness
Sweden + + + + + /- ?
Luxembourg + + + + + /- ? / -
France + + /- + + - /+ ?/+
Belgium + + + + - ?
Denmark + + + + — ?
Ireland + + + + — ?
Italy + + + + - ?
Netherlands + + + + - ?
UK + + + + — ?
Greece + — + -/+ +/?
Austria + + /- + + - ?
Finland + - /+ + + - ?
Germany + - + + - ?
Portugal + -/+ ?/+ + - ?
Spain + + /- ? + - ?
Finally, Table 7.18 presents the proportions predicted to belong to each class (again, 
recalculated using sample weights, as outlined in Section 4.1.12). Countries are ordered 
according to proportions in the class representing the highest level of engagement. It is 
perhaps heartening for those working in the field of science communication that overall 
in the fifteen countries listed, more than half of the population is predicted to have heard 
and talked about biotechnology before, with nearly a third also willing in principle to 
take part in discussions on biotechnology and read articles or watch programmes about 
it. This enthusiasm varies by country, however. Whereas nearly half of the French 
belong to this keen group, only 13 per cent of Spaniards could be identified in the same 
way. In Spain, more than a third of the population is predicted to give a full negative 
set of responses, reporting not to have been exposed to biotechnology before and being 
unwilling to participate in learning or talking about it.
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The ordering of countries approximately reflects that for engagement with science, 
though with a few exceptions -  for example, Sweden appears somewhere in the middle 
of the list, on account of the fact that a high proportion of otherwise engaged 
respondents would prefer not to take part in public discussions on biotechnology (42 per 
cent belong to this high report, low willingness class, and just 23 per cent to the highest 
engagement class). The two DK classes are much more sparsely populated in this set of 
items than in the logics of Chapter 5. A few countries, however, are notable in the 
much higher proportions of respondents found in them -  for example, Italy, the 
Netherlands and Germany in the ‘high report’ class, and Ireland and Portugal in the 
Tow report’ class. It might be recalled that Ireland and the Netherlands had notably 
high rates of DK responses in the logics analyses too, begging the question of whether 
these high rates represent genuinely different levels of certainty in these countries, or 
fieldwork company styles.
Table 7.18 Weighted percentages of respondents in biotechnology engagement
classes
High report, High report, High report, Low report, Low report, Low report,
high low DK high low DK
%  w ith in  c o u n tr y willingness willingness willingness willingness willingness willingness
France 48 18 6 11 14 3
Luxembourg 42 22 4 20 10 2
Germany 41 16 12 19 8 3
Finland 40 26 5 15 11 3
Denmark 40 19 6 24 10 1
Netherlands 26 35 10 7 17 3
Austria 24 15 7 38 9 7
UK 23 20 5 13 32 7
Sweden 23 42 7 14 12 2
Ireland 23 15 6 18 26 12
Belgium 22 26 6 9 28 9
Italy 22 36 16 7 15 4
Greece 21 2 1 40 29 5
Portugal 16 14 4 31 24 12
Spain 13 30 8 5 36 7
Europe total 
(pop. weighted)
30 23 9 14 19 5
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Summary
The analyses in this chapter raise a number of findings and questions about the data. 
Once again, it seems prohibitively difficult to fit a joint model to all items and all 
countries. This should not be cause for such great concern as in the previous chapter, 
since the items available for the analyses are broad in content as well as varied in format 
-  it would perhaps be a little over-optimistic to expect to find a joint model for them. 
However, retaining the distinction between affective and cognitive engagement with 
science in general, and behavioural engagement with biotechnology in particular, it is 
possible to find well fitting class models, though not well fitting trait models (within the 
constraints of the trait models we are able to fit with the available software).
Considering first of all the items asking respondents about their affective engagement 
with science and technology in general, across the fifteen European countries analysed, 
the following has been found:
■ Country-by-country, three classes adequately summarise the various response 
profiles in answer to three questions: whether one is interested in science and 
technology, feels informed about it, and understands science stories in the news.
■ A fourth item -  whether one becomes confused on hearing conflicting views on 
science -  behaves irregularly in all countries, statistically speaking. A number of 
interpretations could be attributed to this item, which itself is not substantively 
important (in the way that the risk item was important to the logics analyses) -  so for 
the purposes of developing a summary indicator of engagement with the other items, 
it is expedient to drop the item.
■ The three classes can be described as denoting low, mid and high levels of 
engagement, corresponding to responses ‘hardly any of the time’, ‘some of the 
time’, and ‘most of the time’. In the majority of cases, a respondent will give the 
same answer to each of these three questions.
■ Although within each country, three-class models fit well, for a joint cross-national 
model with measurement models constrained to be equal between countries, seven 
classes are required to obtain a meaningful, well fitting model. Recalling that I 
added just one class to the logics items to ensure a really well fitting model, the 
addition of four classes to the science items seems to indicate that there is more 
variation in the detail of the response probabilities with these items compared with 
the logics items.
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■ The seven-class cross-national solution identifies the three dominant classes (low, 
mid and high engagement), plus two which could be positioned in common sense 
terms between low and mid engagement, and two which could be positioned 
between mid and high engagement.
■ In the fifteen countries as a whole, just under a third of the population might be 
described as highly engaged, just over a third as mid-level engaged, and a third as 
not very engaged. These proportions vary considerably from country to country, 
though with an element of expected patterns -  for example, in many of the northern 
European countries we would predict seeing more highly engaged people than 
unengaged people; the opposite is the case in many southern European countries.
For the items assessing behavioural engagement with biotechnology, across the fifteen
European countries analysed:
■ A six-class model of engagement fits well across the fifteen countries, if parameters 
for the item I  would be prepared to read articles or watch television programmes 
about biotechnology are allowed to vary between countries.
■ In these six classes, the criteria of having talked about biotechnology before, and 
having heard or seen or read about it in some form of media in the three months 
preceding the survey, mirror each other closely. Three classes are given to those 
who say ‘yes’ to both, and three classes to those who say ‘no’ to both.
■ Within the two levels of having heard of and talked about biotechnology, there are 
three levels of response to the question I  would be prepared to take part in public 
discussions or hearings on the topic: positive, negative and DK responses. So the 
classes can be labelled sensibly in terms of high or low reported engagement (having 
talked or heard), and high, low or DK willingness to engage (to take part in 
discussions).
■ The other question on hypothetical engagement, that is willingness to read an article 
or watch a programme about biotechnology, is connected to the model in a slightly 
more complex way. The dominant pattern among the fifteen countries is that across 
all the high report engagement classes, people are likely to agree to this item. 
Across the low report engagement classes, responses to I  would read or watch 
mostly mirror responses to I  would discuss. This trend is seen in six of the fifteen 
countries. In some other countries (for example, Sweden, France), there is a slightly 
higher chance of even those in the low report classes giving a positive response to 
this item. By contrast, in some countries (e.g. Portugal, Spain), responses in the
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high report classes are more closely aligned with responses to the question of 
willingness to participate in public discussions.
■ More than half of the population of the fifteen EU countries is predicted to have 
high reported levels of engagement with biotechnology, in terms of having heard of 
and spoken about it before. 30 per cent have high reported levels of engagement and 
high levels of willingness to engage (that is, to participate in public discussions and 
read articles or watch programmes on the topic). Only 19 per cent are predicted to 
have low levels of reported engagement and low levels of willingness.
■ Proportions of highly and less engaged people vary, country-by-country. For 
example, in France, we would expect to see 48 per cent of the population in the 
highest engagement class and 14 per cent in the lowest class. In Spain we would 
find almost the reverse: 13 per cent in the highest engagement class and 36 per cent 
in the lowest class.
Some additional findings arose from the more detailed analyses of the British sample:
■ For models of the science items, the observed variables do not behave ordinally. It 
seems that there is a response effect, which manifests itself as an extra dimension, 
associated with the response ‘some of the time’.
■ A single ordered latent variable is not adequate for representing the science items. 
The non-ordinality of the latent variable ‘engagement with science’ can be addressed 
adequately (statistically speaking) by either a nominal class model, or a two-trait 
model.
■ Turning to engagement with biotechnology, a similar allowance needs to be made 
for the ‘willingness’ items, which contain a number of DK responses. We either 
need two traits to represent these engagement items (one of which is a DK trait for 
the willingness items), or a class model in which a class is given to DK responses.
■ Different types of media exposure to biotechnology are associated with different 
degrees of engagement. For example, we would expect only those at the top end of 
an engagement trait to have read about biotechnology on the internet or heard about 
it on the radio. Informally inspecting the ICCs of these items, however, indicates 
that these differences are fairly small.
■ For engagement with science and/or biotechnology -  that is, whether modelled 
separately or together -  it is possible to find equally well fitting class and trait 
models. While differing slightly in the emphasis they give to distinctions between
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certain response patterns, the posterior class allocations and trait scores from broadly 
agree.
■ Class and trait models that combine the science and biotechnology engagement 
items both suggest that affective engagement with science, and behavioural 
engagement with biotechnology, can be thought of as distinct though closely related 
constructs.
In answer to the question, ‘a matter of degree or of kind?’, we might still wish to say 
‘both’. However, kinds seem to win over degrees in these analyses. Although it makes 
intuitive sense to speak of levels of engagement, a number of different types emerge in 
the data, making it a difficult task to model degrees, especially cross-nationally. We 
have, for example, a number of kinds of response formats, a number of possible 
response effects, and we are attempting to find models for items with a number of types 
of content: affective and cognitive, reported behaviours and hypothetical willingness, 
sometimes in relation to science and technology in general, and sometimes to 
biotechnology in particular. It is not surprising then that achievable joint models are 
those that define kinds rather than degrees. Although the classes from these models can 
be ordered in common sense terms, they cannot be ordered statistically, via a one-trait 
latent trait model, without a considerable cost to model fit.
To offer a contribution towards the last research question, that is making 
recommendations for future survey design, two simple points could be made. The first 
is simply to stress that the item I  become confused when I  hear conflicting views on 
science and technology does not seem to be an efficient use of a survey item, and should 
be a candidate for deletion from future survey waves. The second suggestion comes 
from the point made above that it is difficult to derive a measure of engagement when 
there is so much ‘going on’ in the data. A useful initial way to take these items forward 
into the next wave might therefore be to write a battery of ten or more questions, with 
the same or similar question and response formats. In PUS the distinction between 
generalised and specific attitudes and knowledge is a matter of ongoing interest (see e.g. 
Allum et al., forthcoming), but with the 2002 data set it is impossible to say whether 
there is a genuine separation between engagement with science and engagement with 
biotechnology, because the difference in item content is accompanied by a difference in 
item format.
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These three chapters have demonstrated that when focusing on a single country sample 
it is easy to find relatively well fitting and clearly interpretable models of the constructs 
of logics of support and opposition for GM food and therapeutic cloning, knowledge of 
biology and genetics, and engagement with science and with biotechnology. These 
models not only provide useful information about the content of the constructs, but also 
provide valuable information about item functioning, which can feed into future survey 
design. When moving to cross-national models, however, it is not at all an easy task to 
find models that fit well when the measurement models are constrained to be equal 
between countries. I reached acceptable models for logics of support and opposition, 
and for engagement, but was not so successful in modelling knowledge cross-nationally. 
Before discussing the findings and methodological implications of these studies, the 
next brief chapter draws them together. Taking the scores and class allocations derived 
from the final models in these chapters, it presents in four simple loglinear models to 
assess the relationships between them.
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8 Associations between attitudes, knowledge and 
engagement
In this chapter I draw together the final measures of attitudes, knowledge and 
engagement produced in Chapters 5, 6, and 7, in a brief analysis of the associations 
between them. Specifically, I take the factor scores and class allocations from these 
models, and treat them as observed variables in regression modelling. The first part of 
the chapter is given to the results from the analyses of the British data, and the second 
part to the Europe-wide measures. Recalling that the attitude items for GM food and 
therapeutic cloning were part of the split ballot design of the survey and each posed to 
half of the sample, this makes for four analyses. Each contains the measures for 
attitudes, knowledge and engagement, plus three socio-demographic variables of central 
interest in PUS: gender, age and level of education.
The focus of the empirical analyses in this thesis has been on the measurement models 
for the three PUS constructs, rather than on the structural models of relationships 
between the constructs. The purpose of this chapter is to give just a brief and simple 
illustration of possible joint analyses of these measures and their associations with 
socio-demographic variables. A more comprehensive analysis, and more 
comprehensive treatment of this task, is a topic for future studies. A short, general 
discussion of the ways in which cross-national analyses might be carried forward will 
follow in the next chapter (see Section 9.6).
For the present, it is important to note the relative advantages and disadvantages of 
analysing the associations between posterior scores in order to investigate the 
relationships between latent variables. This method is known as the ‘three-step 
approach’ (Bolck, Croon, & Hagenaars, 2004), with the steps comprising: firstly, 
estimating separate measurement models for the latent constructs; secondly, deriving 
factor scores or class allocations from these measurement models; and thirdly, treating 
these scores as observed variables in regression or other analyses, with other 
explanatory variables, as appropriate. This is sometimes termed the ‘two-step 
approach’ in fact, combining the first two steps. The alternative, ‘one-step’ approach 
involves structural equation models (e.g. Bollen, 1989; Joreskog, 1973), that is,
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estimating both measurement models for the constructs, and the relationships between 
the constructs (plus other explanatory variables), simultaneously. Structural equation 
models (as described in Chapter 4, Section 4.1.2) involve linear models; the type of 
structural equation model required for this chapter would involve categorical latent 
variables, and logistic models for the measurement parts of the model.
The three-step approach is not without shortcomings (cf. Croon, 2002; Skrondal & 
Laake, 2001). There are many methods for computing scores, and thus as many 
different resulting representations of latent variables. The particular method used may 
therefore produce biased scores, effectively measuring the values of the latent variables 
with error. Analyses of associations between such measures may then themselves be 
biased. Typically, for example, such analyses may suggest weaker associations between 
the constructs than actually exist (Bolck et al., 2004). For a discussion of some of the 
issues associated with the empirical Bayes scores used in this thesis (cf. Chapter 4, 
Section 4.1.11), the reader is referred to Skrondal and Rabe-Hesketh (2004).
Bearing in mind these caveats, the three-step method is arguably more suitable than the 
one-step approach for the analyses in this chapter. Although the one-step approach has 
the advantage of producing unbiased estimates of the structural model, this is true only 
when the model is correctly specified. This method therefore requires a good deal of 
faith in the truth of the model; some would say, faith of heroic proportions 
(Bartholomew & Knott, 1999). For exploratory analyses of the kinds presented here, a 
three-step approach is more suitable simply because it is more cautious (Bolck et al., 
2004). Practically speaking, indeed, although software for linear structural equation 
models is accessible, it is not currently available for structural models with logistic 
measurement models.
For these analyses, then, I use the scores from the relevant models in Chapters 5-7: one 
continuous and three or four categorical measures (for the British and the cross-national 
data sets, respectively). The joint distribution of these measures can be specified as 
conditional Gaussian (Edwards, 1995); that is, as the joint multinomial distribution of 
the categorical variables, combined with a normal distribution for the continuous 
variable, given the categorical variables. Specifying a model for these constructs, given 
the three socio-demographic explanatory variables (all of which are categorical), 
involves estimating the model in two parts, using standard regression models. A
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loglinear model is used for the relationships among the categorical variables, with the 
margin between the three socio-demographic variables saturated. A regular linear 
regression is used for the continuous variable (knowledge), given the categorical PUS 
measures and the socio-demographic variables.
In the tables below I show, for the loglinear parts of the models, odds ratios for pairs of 
variables, between pairs of adjacent categories on these variables. Recalling that the 
latent class models involve nominal, not ordinal latent variables, it should be stressed 
that for the purposes of calculating the odds ratios I have arranged the categories into 
pairs purely on the basis of a common sense interpretation of the classes, not on any 
formal ordering between them. For the linear part, the usual coefficients from the linear 
model are presented, that is the effects of the explanatory variables on the predicted 
knowledge score.
8.1 British data
The analyses of the British data, undertaken in the first part of each empirical chapter, 
have resulted in the creation of one measure for each of the constructs of interest, using 
the methods described in Chapter 4 (Section 4.1.11). From Chapter 5, there are latent 
class models to summarise types of attitudes towards GM food and therapeutic cloning. 
For each application, five classes can be defined as: definite opposition, opposition, 
support, definite support and DK. From Chapter 6, one of the two traits from a discrete 
trait model can be used to represent knowledge of biology and genetics. Finally, from 
Chapter 7 there is a six-class model to represent affective engagement with science and 
behavioural engagement with biotechnology. The six classes for this model range from 
Tow science, low biotechnology’ to ‘high science, high biotechnology’.
The models presented below were arrived at through a simple process of model 
selection. For the loglinear models, I began from all two-way interactions, plus the 
necessary three-way interaction between the three socio-demographic variables (age, 
education and gender), using likelihood ratio comparison tests for backward 
elimination. In each case, adding the three-way interaction implied by the remaining 
two-way terms did not result in any significant improvement in the model fit. For the 
linear models, standard tests were used to assess the significance of main effects only.
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8.1.1 GMfood
For GM food, the final model, in extended Goodman notation (Agresti & Finlay, 
1997)27, is:
[Age*Ed*Gen][Ed*Eng][Gen*Eng][Ed*Know][Age*Know][Eng*Know][Eng*Att].
That is, the model contains the following two-way associations involving the PUS 
variables:
■ level of education and engagement
■ gender and engagement
■ education level and knowledge
■ age and knowledge
■ engagement and knowledge
■ engagement and attitude.
It thus excludes a number of two-way associations, that is:
■ engagement and age
■ knowledge and gender
■ attitude and knowledge
■ attitude and engagement
■ attitude and all socio-demographic variables in the model.
Tables 8.1 and 8.2 summarise the implications of this model. Table 8.1 gives odds 
ratios for adjacent categories for the three categorical response variables obtained from 
the loglinear part of the model. Moving from left to right in the table, the ratios 
compare being in a ‘higher’ engagement class with being in a ‘lower’ one. So it can be 
seen, for example, that men tend to be more engaged with science and biotechnology 
than women: odds ratios in most cells for gender are greater than 1.
The relationship between education level and engagement is little more complex, with a 
suggestion that it is behavioural engagement with biotechnology rather than affective 
engagement with science that is more strongly affected by education. For example, the 
odds on a person with high (versus low) education belonging in the Mid science/High
27 In addition to Goodman notation for the loglinear part o f the model, this shows explanatory variables 
included in the linear model for knowledge as two-way interactions involving knowledge.
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biotechnology group rather than the Mid science/Low biotechnology group are 2.84. 
By contrast, the odds on a person with high (versus low) education belonging in the Mid 
science/Low biotechnology group rather than the Low+ science/High biotechnology 
group are 0.68. Similarly, the odds on a current student versus someone with high 
education belonging in the Mid science/High biotechnology group rather than the Mid 
science/Low biotechnology group are 0.28, and of belonging in the Mid science/Low 
biotechnology group rather than the Low+ science/High biotechnology group, 2.70. 
This general patterns of odds ratios alternating above and below 1 suggests that 
education seems to be positively associated with behavioural engagement with 
biotechnology. Unfortunately it is not possible to say whether it is the element of 
biotechnology rather than science, or of behaviour rather than affect, which is 
responsible for this pattern. The increased awareness of biotechnology found in those 
with higher levels of education has been found in other studies (e.g. Jon. D. Miller & 
Kimmel, 2001); this is often theorised to be part and parcel of a more general awareness 
of public issues (e.g. Gaskell et al., 2006).
Patterns of association between engagement and attitudes towards GM food are not as 
clearly defined. A few prominent ratios from this part of the table are worth noting, 
however. Firstly, the odds ratios of belonging in the DK attitude class versus the 
Definite opposition class alternate above and below 1 with high and low biotechnology 
classes, respectively. So higher levels of behavioural engagement with biotechnology 
are more likely to go together with a strongly opposing than an ambivalent position 
towards GM food. Secondly, it is not straightforwardly the case that higher levels of 
engagement are associated with more positive attitudes towards GM food. A trend 
towards definite rather than moderate support is seen in the upper classes of 
engagement, but elsewhere in this section of the table, the pattern is mixed.
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Table 8.1 Odds ratios involving engagement with science and biotechnology
with significantly associated variables, GB, GM food subsample
Item Category
Engagem ent w ith science and biotechnology
L-s/DKb L+s/Hb Ms/Lb Ms/Hb H-s/Lb Hs/Hb 
vs. vs. vs. vs. vs. vs. 
Ls/Lb L-s/DKb L+s/Hb Ms/Lb Ms/Hb H-s/Lb
Gender Male vs. female 1.04 1.33 1.18 0.86 1.93 1.33
Education 
(age at which 
completed)
20+ years old
vs. Up to 19 years old
Still studying (young) 
vs. 20+ years old
0.00
*
*
*
0.68
2.70
2.84
0.28
1.13
2.00
4.00
0.25
Def. opposition vs. DK 0.43 6.68 0.29 1.78 0.78 1.50
Attitude 
towards GM Opposition vs. Def. Oppos’n 0.57 1.82 1.45 1.08 1.78 0.92
food Support vs. Opposition 1.49 0.47 1.43 0.61 1.29 0.84
Def. support vs. Support 0.50 1.55 0.67 1.28 1.33 3.21
* Expected frequency o f 0 for L-s/DKb for high education group.
Key
Ls/Lb Low science, low biotechnology
L-s/DKb Low - science, DK biotechnology
L+s/Hb Low+ science, high biotechnology
Ms/Lb Mid science, low biotechnology
Ms/Hb Mid science, high biotechnology
H-s/Lb H igh- science, low biotechnology
Hs/Hb High science, high biotechnology
Table 8.2 presents the parameter estimates from the linear part of the model, relating to 
the associations between knowledge and the other variables. Just those variables that 
are significantly related to knowledge have been retained in the model. The table shows 
that higher levels of knowledge are associated with belonging in higher engagement 
groups. Education level is also associated with level of knowledge: specifically, those 
who studied until they were 20 years of age, or older, are predicted to have significantly 
higher levels of knowledge about biology and genetics than those with lower levels of 
education -  including those who are still at school or college. Higher levels of 
knowledge are also associated with younger respondents: those in the 55+ age group 
have significantly lower levels of knowledge than the youngest respondents.
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Table 8.2 Parameter estimates from linear regression of knowledge on
significantly associated variables, GB, GM food subsample
Item
Knowledge of biology and genetics
Category Estimate Std. error P
Intercept 0.278 0.036 <0.001
Low science, low biotech (ref.) 
Low- science, DK biotech -0.078 0.071 0.271
Engagement with Low+ science, high biotech -0.002 0.045 0.958
science & Mid science, low biotech 0.033 0.042 0.439
biotechnology Mid science, high biotech 0.151 0.044 0.001
High- science, low biotech 0.175 0.050 0.001
High science, high biotech 0.346 0.054 <0.001
Education (age at 
which completed)
Up to 19 years old (ref.) 
20+ years old 0.091 0.043 0.032
Still studying (15-19 years old) 0.018 0.063 0.779
Age
15-34 (ref.) 
35-54 -0.064 0.035 0.065
55+ -0.074 0.035 0.036
8.1.2 Therapeutic cloning
For therapeutic cloning, the final model is:
[Age*Ed*Gen][Ed*Eng][Age*Eng][Age*Know][Eng*Att][Eng*Know][Know*Att].
That is, it contains two-way associations between:
■ level of education and engagement
■ age and engagement
■ age and knowledge
■ engagement and attitude
■ engagement and knowledge
■ attitude and knowledge.
It therefore excludes the following two-way associations:
■ engagement and gender
■ knowledge and gender
■ knowledge and level of education
■ attitude and gender
■ attitude and education
■ attitude and age.
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Noticeably, the associations included in the models for therapeutic cloning and GM 
food are not quite the same. Both models include associations between age and 
knowledge, education and engagement, and engagement and attitude. Both exclude 
associations between knowledge and gender, and between attitude and age. However, 
there is some variation around this common core -  and not only in terms of associations 
involving attitudes towards applications of biotechnology. For example, in the GM 
food subsample the association between engagement and gender is significant, but it is 
excluded from the model for the therapeutic cloning subsample. These differences 
could be due to random variation between the two subsamples, but might alternatively 
be explained by substantive considerations, given the presence of essentially different 
attitude variables in the two models. It is beyond the remit of this chapter to explore 
these differences further, but they should be noted for future comparisons of attitudes 
towards different applications of biotechnology.
Table 8.3 shows odds ratios for variables involved in significant two-way associations 
in the loglinear part of the model for therapeutic cloning. Interestingly, a similar pattern 
of odds ratios, alternating above and below 1, is found for the middle versus younger 
age group; the implication is that those in the 35-54 years of age group are more likely 
to have high levels of behavioural engagement with biotechnology. This pattern is also 
found with level of education -  similarly to GM food, but more clearly in this case. 
Finally, again, associations between engagement and attitude are more complex. A 
similar pattern of odds ratios is found for strong opposition versus DK classes, but 
otherwise, the patterns are somewhat more mixed.
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Table 8.3 Odds ratios involving engagement with science and biotechnology
with significantly associated variables, GB, therapeutic cloning
subsample
Engagem ent w ith science and biotechnology
L-s/DKb L+s/Hb Ms/Lb Ms/Hb H-s/Lb Hs/Hb
vs. vs. vs. vs. vs. vs.
Item Category Ls/Lb L-s/DKb L+s/Hb Ms/Lb Ms/Hb H-s/Lb
Age 35-54 vs. 15-34 0.46 4.06 0.64 1.44 0.91 1.10
55+ vs. 35-54 2.55 0.38 0.85 1.36 1.01 0.53
Education 
(age at which 
completed)
20+ years old
vs. Up to 19 years old
Still studying (young) 
vs. 20+ years old
0.52
6.00
5.00
0.25
0.52
1.00
4.31
0.67
0.24
4.50
11.00
0.00
Attitude Def. opposition vs. DK 0.47 2.78 0.63 1.44 0.73 7.33
towards Opposition vs. Def. Oppos’n 1.67 1.18 0.99 0.88 1.27 0.54
therapeutic Support vs. Opposition 0.56 0.91 1.96 1.49 0.31 1.56
cloning Def. support vs. Support 0.50 3.67 0.80 0.71 4.44 0.60
Key
Ls/Lb Low science, low biotechnology
L-s/DKb Low - science, DK biotechnology
L+s/Hb Low+ science, high biotechnology
Ms/Lb Mid science, low biotechnology
Ms/Hb Mid science, high biotechnology
H-s/Lb H igh- science, low biotechnology
Hs/Hb High science, high biotechnology
Table 8.4 summarises the relationships between knowledge and significantly associated 
variables. For therapeutic cloning, in contrast to GM food, attitude is significantly 
associated with knowledge, although rather weakly. Those in the two extreme classes, 
‘definite opposition’ and ‘definite support’, have significantly different levels of 
knowledge, but there is very little difference to speak of with regard to the other classes. 
It is noteworthy, however, that the direction of the relationship is in line with 
conventional expectations: that is, the strong supporters are predicted to have higher 
levels of knowledge than the strong opponents of therapeutic cloning. Engagement is 
broadly speaking positively associated with knowledge, with those in the higher classes 
predicted to have significantly higher levels of knowledge that those in the lowest 
classes. And lastly, age is roughly negatively associated with knowledge, as before, 
with those in the 55+ age group significantly likely to achieve a lower score on the 
knowledge scale than those in the 15-34 age group.
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Table 8.4 Parameter estimates from linear regression of knowledge on
significantly associated variables, GB, therapeutic cloning subsample
Item
Knowledge of biology and  genetics
Category Estimate Std. error P
Intercept 0.254 0.051 <0.001
Attitude towards 
therapeutic cloning
Definite opposition (ref.) 
DK
Opposition
Support
Definite support
0.085
0.042
0.031
0.146
0.056
0.054
0.048
0.051
0.128
0.444
0.521
0.005
Low science, low biotech (ref.) 
Low- science, DK biotech -0.140 0.057 0.015
Engagement with Low+ science, high biotech 0.046 0.045 0.316
science & Mid science, low biotech -0.011 0.043 0.794
biotechnology Mid science, high biotech 0.197 0.044 <0.001
High- science, low biotech 0.081 0.049 0.100
High science, high biotech 0.316 0.050 <0.001
Age
15-34 (ref.) 
35-54 -0.049 0.033 0.136
55+ -0.150 0.032 <0.001
8.2 European data
The joint cross-national models from Chapters 5, 6 and 7 give us two measures of 
engagement from latent class analyses (a seven-class model for biotechnology and a six- 
class model for science), along with factor scores for knowledge of biology and 
genetics, and class allocations from six-class models for attitudes towards GM food and 
therapeutic cloning.
The classes for GM food and therapeutic cloning are as before, but with the addition of 
a second class for DK responses, named ‘DK (2)’. As before, the classes defining 
engagement are slightly more complex. Affective engagement with science is defined 
by seven classes which can be ordered from Tow’ to ‘high’. Behavioural engagement 
with biotechnology is defined in six classes, ranging from Tow report, low willingness’ 
to ‘high report, high willingness’. Once again a key is provided with the relevant tables 
to explain the shortened labels used.
The models were approached in the same way as those for the British data. The
loglinear parts of the model began with backward elimination from all two-way
interactions (plus the necessary three-way interaction between the socio-demographic
variables). For both GM food and therapeutic cloning, just one two-way interaction was
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found not to be significant: the association between gender and engagement with 
biotechnology. Since the purpose of this chapter is to give an overall impression of the 
patterns in the data rather than a detailed account of all the associations between the 
variables, the loglinear models presented below are these simple versions: with all but 
one two-way interaction included. Further analysis suggested that a number of three- 
way interactions were also significant28, but to report them here would raise the level of 
complexity of this chapter beyond its intended spirit.
8.2.1 GM food
Table 8.5 shows, firstly, that in the fifteen European countries as a whole, higher levels 
of engagement with science are mostly found in men rather than in women. The 
relationship between age and engagement is less clear, with even odds in three of the 
twelve comparisons in the table. Those in the middle age group are on the whole more 
likely to be found in the middle engagement classes (‘mid’ and ‘mid+’) compared with 
the young and the old. And engagement appears to be broadly positively associated 
with level of education.
Table 8.5 Odds ratios involving engagement with science with significantly 
associated variables, 15 countries, GM food subsample
Engagem ent w ith science
Low+ M id- Mid Mid+ H igh- High
vs. vs. vs. vs. vs. vs.
Item Category Low Low+ M id- Mid Mid+ H igh-
Gender Male vs. female 0.81 1.00 2.00 2.00 0.50 2.00
Age 35-54 vs. 15-34 1.00 0.75 1.22 1.64 0.50 1.00
55+ vs. 35-54 0.75 1.33 0.59 0.85 1.00 1.00
Education 
(age at which 
completed)
20+ years old
vs. Up to 19 years old
Still studying (young) 
vs. 20+ years old
1.17
1.50
1.50
0.33
1.33
1.33
3.00
0.75
0.31
1.11
1.35
2.19
In Table 8.6 we can see that those in the middle, 35-54 years age group, generally 
speaking belong to classes of higher engagement with biotechnology than younger and
28 Specifically, where Bio = biotechnology engagement, Sci = science engagement and Att = attitude 
(towards GM food or therapeutic cloning, as appropriate):
■ For GM food, the following model was reached from adding significant three-way way interactions 
(four-way interactions implied were not tested): [Age*Ed*Gen] [Bio*Att*Ed] [Att*Ed*Sci] 
[Att*Gen*Sci] [Ed*Gen*Sci] [Age*Att*Sci] [Bio*Ed*Sci] [Bio*Age].
■ For therapeutic cloning, the same approach results in the following model: [Age*Ed*Gen] 
[Ed*Gen*Sci] [Age*Bio*Sci] [Bio*Att*Sci] [Bio*Ed*Sci] [Age*Att] [Ed*Att] [Gen*Att]
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older people. Higher levels of education are clearly associated with higher levels of 
engagement with biotechnology. There also seems to be, roughly speaking, a positive 
relationship between engagement with biotechnology and with science. This holds 
amongst most comparisons of pairs of adjacent categories, but with notable exceptions 
for comparisons between the highest three categories of science engagement.
Table 8.6 Odds ratios involving engagement with biotechnology with
significantly associated variables, 15 countries, GM food subsample
Item Category
Lr/DKw
vs.
Lr/Lw
Engagem ent with biotechnology
Lr/Hw Hr/DKw Hr/Lw 
vs. vs. vs. 
Lr/DKw Lr/Hw Hr/DKw
Hr/Hw
vs.
Hr/Lw
Age 35-54 vs. 15-34 0.91 1.17 1.22 0.81 1.24
55+ vs. 35-54 0.99 0.84 0.88 1.27 0.84
Education 
(age at which
20+ years old
vs. Up to 19 years old
1.15 1.61 1.04 1.12 1.49
completed) Still studying (young) 
vs. 20+ years old
0.75 0.53 0.83 1.07 0.84
Low+ vs. Low 1.55 1.78 1.38 1.04 1.29
M id - vs. Low+ 0.44 1.13 0.50 1.62 0.93
Engagement Mid vs. M id- 1.56 1.14 2.13 0.44 1.82
with science Mid+ vs. Mid 1.29 1.75 0.24 2.62 1.44
H igh- vs. Mid+ 0.50 0.80 10.00 0.50 0.42
High vs. H igh- 1.00 1.50 0.33 1.00 2.00
Key
Lr/Lw Low report, low willingness
Lr/DKw Low report, DK willingness
Lr/Hw Low report, high willingness
Hr/DKw High report, DK willingness
Hr/Lw High report, low willingness
Hr/Hw High report, high willingness
\
Table 8.7 presents odds ratios involving attitude towards GM food. It supports, first of 
all, the conventional wisdom that greater support is found among men than women. 
Women are, in their turn, more likely to be found in one of the DK classes than are men. 
Another general finding supported by the data is the negative association between age 
and attitude -  that is, with the younger expressing more enthusiasm for GM food than 
the older. In terms of associations with education level, those who are still studying are 
more likely than the highly educated to give a statement of strong (versus moderate) 
support for GM food. However, students and those with relatively low levels of 
education are much more likely to belong to a DK class than to give a statement of 
strong opposition to GM food.
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Looking to engagement with science and engagement with biotechnology, two points 
are worth noting. Firstly, and not surprisingly, those with lower levels of engagement 
are more likely than their more engaged peers to have ambivalent attitudes towards GM 
food. Secondly, the association between engagement with biotechnology and attitude 
towards GM food is notably weaker (with many odds ratios in the last three columns of 
the table close to 1) than between science engagement and attitude. In the latter case, 
however, the nature of the association is unclear.
Table 8.7 Odds ratios involving attitude towards GM food with significantly
associated variables, 15 countries
Item Category
DK
vs.
DK(2)
A ttitude tow ards G M  food
Def.oppos'n Opposition Support 
vs. vs. vs.
DK Def.oppos'n Opposition
Def. support 
vs. 
Support
Gender Male vs. female 0.98 0.83 1.13 1.16 1.02
Age 35-54 vs. 15-34 1.08 1.14 0.87 0.87 1.07
5 5 + vs. 35-54 0.96 0.89 0.88 1.12 0.88
Education 
(age at which
20+ years old
vs. Up to 19 years old
0.96 1.30 1.12 0.94 1.07
completed) Still studying (young) 
vs. 20+ years old
1.29 0.39 1.50 0.89 1.50
Low+ vs. Low 0.68 1.48 1.17 1.03 0.78
Mid- vs. Low+ 1.50 1.00 0.70 1.17 1.22
Engagement Mid vs. Mid- 0.63 1.06 1.52 0.83 1.06
with science Mid+ vs. Mid 1.59 1.42 0.75 0.94 1.42
High- vs. Mid+ 0.67 0.50 2.00 1.00 0.75
High vs. High- 0.75 2.67 0.50 1.50 1.33
Lr/DKw vs. Lr/Lw 0.75 2.43 0.80 0.92 1.02
Engagement Lr/Hw vs. Lr/DKw 0.79 1.79 1.08 0.80 1.05
with Hr/DKw vs. Lr/Hw 0.72 0.65 1.02 1.20 1.00
biotechnology Hr/Lw vs. Hr/DKw 1.16 1.46 1.04 0.94 1.11
Hr/Hw vs. Hr/Lw 0.89 1.43 0.94 1.09 0.88
Table 8.8 presents the significant parameter estimates for the linear part of the model, 
describing the relationship between knowledge and other variables. Broadly speaking, a 
positive view on GM food is associated with higher levels of knowledge, a negative 
view with lower levels of knowledge, and an ambivalent attitude with the lowest levels. 
Engagement is related to knowledge in a less clear way. Those in the higher science 
engagement classes would be predicted to have higher levels of knowledge than those in 
the lowest class, but there is no monotonic relationship between engagement class and 
knowledge level. For engagement with biotechnology, the notable distinction is 
between high and low reports of engagement: those who have heard of biotechnology
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before are likely to have higher levels of knowledge. Unusually, the model predicts 
men to take slightly lower scores on the knowledge scale than women. This pattern is 
counter to standard findings, and would require careful investigation in future studies. 
Those with higher levels of education are predicted to score more highly on the 
knowledge scale than both those who left education at a younger age, and those who are 
still studying. This suggests that it is not proximity to the text book which favours 
respondents in this measure, as has sometimes been implied in the PUS literature. 
Finally, the older respondents are less likely than the other two groups to take high 
scores on the knowledge scale.
Table 8.8 Parameter estimates from linear regression of knowledge on 
significantly associated variables, 15 countries, GM food subsample
Item
Knowledge of biology and genetics
Category Estimate Std. error P
Intercept 0.658 0.006 <0.001
Gender Female (ref.) 
Male -0.014 0.003 <0.001
Education 
(age at which
Up to 19 years old (ref.) 
20+ years old 0.048 0.004 <0.001
completed) Still studying (15-19 years old) -0.006 0.008 0.464
Age
15-34 (ref.) 
35-54 -0.001 0.004 0.818
55+ -0.046 0.004 <0.001
Definite opposition (ref.) 
DK(2) -0.034 0.015 0.020
Attitude towards DK -0.022 0.005 <0.001
GM food Opposition 0.001 0.005 0.867
Support 0.016 0.005 0.001
Definite support 0.014 0.006 0.017
Low (ref.) 
Low + 0.090 0.006 <0.001
Engagement with
M id- 0.040 0.007 <0.001
Mid 0.056 0.005 <0.001science
Mid + 0.043 0.007 <0.001
H igh- 0.125 0.006 <0.001
High + 0.094 0.006 <0.001
Low report, low willingness (ref.) 
Low report, DK willingness -0.069 0.008 <0.001
Engagement with Low report, high willingness 0.007 0.006 0.246
biotechnology High report, DK willingness 0.032 0.007 <0.001
High report, low willingness 0.054 0.005 <0.001
High report, high willingness 0.038 0.005 <0.001
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8.2.2 Therapeutic cloning
Table 8.9 shows again a broad trend of higher engagement with science among men 
than among women, and a weak pattern of association between age and engagement. 
Once again, those who completed their education after the age of nineteen are generally 
more likely to be in higher engagement classes than those who finished their education 
before this age.
Table 8.9 Odds ratios involving engagement with science with significantly
associated variables, 15 countries, therapeutic cloning subsample
Engagem ent w ith science
Low+ Mid- Mid Mid+ High- High
vs. vs. vs. vs. vs. vs.
Item Category Low Low+ Mid- Mid Mid+ High-
Gender Male vs. female 1.08 1.67 0.92 1.09 1.00 2.00
Age 35-54 vs. 15-34 0.92 1.19 0.85 0.71 1.00 1.00
55+ vs. 35-54 0.84 0.93 0.83 1.50 0.67 2.00
Education 
(age at which 
completed)
20+ years old
vs. Up to 19 years old
Still studying (young) 
vs. 20+ years old
2.16
0.63
0.83
1.00
1.25
1.20
1.20
0.83
2.00
1.36
1.00
0.73
Table 8.10 shows again, but in a less clear way than before, the pattern of those in the 
middle, 35-54 years age group tending to belong to classes of higher engagement with 
biotechnology than younger and older people. The trend of higher levels of education 
associated with higher levels of engagement is much more clearly visible. And once 
again the broadly positive relationship between engagement with biotechnology and 
with science can be seen, but again not in a clear way.
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Table 8.10 Odds ratios involving engagement with biotechnology with
significantly associated variables, 15 countries, therapeutic cloning
subsample
Item Category
Lr/DKw
vs.
Lr/Lw
Engagem ent w ith biotechnology
Lr/Hw Hr/DKw Hr/Lw 
vs. vs. vs. 
Lr/DKw Lr/Hw Hr/DKw
Hr/Hw
vs.
Hr/Lw
Age 35-54 vs. 15-34 0.96 1.23 0.93 1.13 1.10
55+ vs. 35-54 1.09 0.76 0.90 1.06 0.94
Education 
(age at which
20+ years old
vs. Up to 19 years old
1.12 1.55 1.30 1.07 1.29
completed) Still studying (young) 
vs. 20+ years old
0.74 0.75 0.90 0.83 0.94
Low+ vs. Low 1.58 1.71 1.17 1.27 1.16
Mid- vs. Low+ 1.08 1.22 0.55 1.05 1.30
Engagement Mid vs. Mid- 0.49 1.21 2.26 0.48 1.57
with science Mid+ vs. Mid 1.54 1.50 0.65 0.87 2.14
High- vs. Mid+ 0.80 0.75 3.33 1.40 0.27
High vs. High- 1.00 2.00 0.50 0.86 2.80
Key
Lr/Lw • Low report, low willingness
Lr/DKw Low report, DK willingness
Lr/Hw Low report, high willingness
Hr/DKw High report, DK willingness
Hr/Lw High report, low willingness
Hr/Hw High report, high willingness
Table 8.11 shows, in a similar way to the comparable table for GM food, that men are 
more likely than women to favour this biotechnology, and less likely to respond in an 
ambivalent way to these items. There is also some evidence of a negative association 
between age and attitude. There is weak evidence of a positive association between 
education level and attitude, again with the greater propensity among those with lower 
levels of achieved education (students, and those who finished their studies before the 
age of twenty) to be ambivalent rather than definitely opposed to therapeutic cloning.
In terms of engagement, for therapeutic cloning the weaker relationship seems to be 
with science engagement, rather than with biotechnology engagement (in contrast to the 
pattern for GM food); many more ratios close to 1 are found in the former section of the 
table than the latter. Those with higher levels of engagement with biotechnology tend 
to -  on the whole -  adopt more positive views of therapeutic cloning.
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Table 8.11 Odds ratios involving attitude towards therapeutic cloning with
significantly associated variables, 15 countries
Item Category
DK
vs.
DK(2)
A ttitude tow ards therapeutic  cloning
Def.oppos'n Opposition Support 
vs. vs. vs.
DK Def.oppos'n Opposition
Def.support
vs.
Support
Gender Male vs. female 1.07 0.88 1.04 1.12 1.06
Age
35-54 vs. 15-34 0.83 1.13 0.93 1.08 0.97
55+ vs. 35-54 1.31 1.00 0.81 0.87 1.15
Education 
(age at which
20+ years old
vs. Up to 19 years old
0.84 1.11 0.96 1.13 1.14
completed) Still studying (young) 
vs. 20+ years old
1.25 0.50 1.25 1.16 0.92
Low+ vs. Low 1.01 1.39 1.12 1.00 0.98
Mid- vs. Low+ 0.76 0.73 1.29 1.17 1.00
Engagement Mid vs. Mid- 0.82 1.38 0.96 0.89 1.04
with science Mid+ vs. Mid 1.00 0.67 1.38 0.72 1.69
High- vs. Mid+ 1.67 1.20 1.00 1.00 0.67
High vs. High- 0.80 1.25 1.00 1.00 1.50
Lr/DKw vs. Lr/Lw 0.44 2.08 1.11 0.89 1.45
Engagement Lr/Hw vs. Lr/DKw 0.82 1.84 1.10 0.83 1.05
with Hr/DKw vs. Lr/Hw 0.88 0.65 1.28 1.15 0.72
biotechnology Hr/Lw vs. Hr/DKw 1.58 1.27 0.67 1.21 1.12
Hr/Hw vs. Hr/Lw 0.48 2.22 0.88 1.03 1.19
Table 8.12 echoes the comparable table for GM food. Generally, the highest levels of 
knowledge are found among the most supportive, and the lowest levels of knowledge 
among the ambivalent. Higher engagement with science broadly corresponds to higher 
knowledge, and those who report having heard about biotechnology before are also 
more likely to score highly on the knowledge quiz. Once again the significant 
difference in knowledge for different levels of education lies between those who 
completed their studies before and after the age of twenty, and in terms of age, the 
significant difference is between the 55+ year olds, and the youngest respondents.
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Table 8.12 Parameter estimates from linear regression of knowledge on
significantly associated variables, 15 countries, therapeutic cloning
subsample
Item
Knowledge of biology and genetics
Category Estimate Std. error P
Intercept 0.665 0.008 <0.001
Gender Female (ref.) 
Male -0.017 0.003 <0.001
Education 
(age at which
Up to 19 years old (ref.) 
20+ years old 0.048 0.004 <0.001
completed) Still studying (15-19 years old) 0.009 0.008 0.276
Age
15-34 (ref.) 
35-54 -0.004 0.004 0.306
55+ -0.040 0.004 <0.001
Definite opposition (re f) 
DK(2) -0.057 0.019 0.002
Attitude towards DK -0.015 0.007 0.029
therapeutic cloning Opposition -0.003 0.007 0.720
Support 0.026 0.006 <0.001
Definite support 0.036 0.006 <0.001
Low (ref.) 
Low + 0.078 0.006 <0.001
Engagement with 
science
M id - 0.007 0.008 0.379
Mid 0.040 0.005 <0.001
Mid + 0.040 0.007 <0.001
H igh- 0.116 0.007 <0.001
High + 0.073 0.006 <0.001
Low report, low willingness (ref.) 
Low report, DK willingness -0.100 • 0.008 <0.001
Engagement with Low report, high willingness -0.014 0.006 0.013
biotechnology High report, DK willingness 0.014 0.007 0.071
High report, low willingness 0.041 0.005 <0.001
High report, high willingness 0.032 0.005 <0.001
Summary
The models presented in this chapter are intended to give just an impression of the ways 
in which the results from analyses in Chapters 5, 6 and 7 could be carried forward to 
explore the relationships between the PUS constructs and other background variables. 
With the caveat that the models are highly simplified versions of a complex reality, a 
number of interesting two-way associations have been found.
Notably, in the British data, for both GM food and therapeutic cloning subsamples:
■ Positive associations are seen between education and behavioural engagement with 
biotechnology, and between engagement and knowledge.
■ A negative association is found between age and level of knowledge.
■ Although there are significant associations between engagement and attitude, the
nature of the associations is rather complex -  it is not possible to straightforwardly 
say that the two variables are positively associated.
In addition, for the GM food subsample:
■ Men are significantly more engaged with science and biotechnology than women.
■ Education level is positively related to knowledge level.
And for the therapeutic cloning subsample:
■ Those aged 35-54 years old are likely to be more engaged with science and 
biotechnology than those aged 15-34 years.
■ Those with higher levels of knowledge are marginally more likely than those with 
low levels of knowledge to adopt positive attitudes towards therapeutic cloning.
In the full fifteen country data sets, all two-way associations were found to be
significant, except the association between gender and engagement with biotechnology.
Among these associations, very similar patterns can be observed for both the GM food
subsample and the therapeutic cloning subsample. These are as follows:
■ Men are more likely than women to be found in higher science engagement classes. 
They are also more likely to have positive attitudes towards biotechnology (be it 
GM food or therapeutic cloning). Counter to conventional wisdom, the models also 
predict that men are likely to have lower levels of knowledge than women regarding 
biology and genetics.
■ Education level is positively- associated with engagement, both with science and 
with biotechnology. Those with higher levels of education are also likely to score 
more highly in terms of knowledge than those who left education before the age of 
twenty, and than those who are still studying. There is tentative evidence of a weak 
positive relationship between education and attitude towards therapeutic cloning. 
The relationship between education and attitude towards GM food is less clear, 
however.
■ Those in the 55+ age group are likely to have lower levels of knowledge than those 
in the two younger age groups. The relationship between age and engagement is a 
little complex, but there is a suggestion that those in the middle, 35-54 year old age 
group, are likely to be more highly engaged with biotechnology. Age is negatively
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related to attitudes: that is, younger people are more likely to have positive views on 
GM food and therapeutic cloning.
■ There is a weak positive relationship between knowledge and attitude towards 
biotechnology (either GM food or therapeutic cloning). Generally, those with the 
highest levels of knowledge are likely to take the most positive views, those with 
lower levels negative views, and those with the lowest levels of knowledge are most 
likely to be ambivalent.
■ The relationship between the two kinds of engagement is not clear. Broadly 
speaking it appears to be positive, though not straightforwardly so.
■ Engagement is broadly speaking positively associated with knowledge. This 
relationship is not monotonic -  so although this holds quite clearly for the 
comparison between very high and very low levels of engagement, for the 
categories in between the pattern is less clear. Engagement and attitudes towards 
biotechnology are also somewhat complex, and differ a little for the two 
applications of biotechnology. Attitudes towards GM food are only weakly 
associated with biotechnology engagement; they are more strongly associated with 
science engagement, although the nature of the association is not clear. By contrast, 
attitudes towards therapeutic cloning are only weakly associated with science 
engagement, and more strongly with biotechnology engagement -  here, in a fairly 
clear positive way.
Having explored briefly the associations between the measures created in Chapters 5, 6 
and 7, the final chapter comprises a summary of the substantive and methodological 
findings from those studies, and their practical implications for the design of future 
biotechnology surveys. This is set within a general discussion of the value of latent trait 
and latent class models for attitudinal survey research in social psychology.
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9 Summary and discussion
This chapter provides a summary of the main findings from the empirical studies, and a 
discussion of their implications, in the light of the aims of the thesis. It begins with a 
reminder of the rationale for illustrating the use of latent trait and latent class models, 
describing briefly the challenges in survey analysis which they are well suited to meet, 
and recalling the research questions around which the empirical studies were framed. 
The results of the empirical studies are then presented thematically. First, the 
substantive findings are summarised, that is, in terminology of the taxonomy of Chapter 
3, the representations of the constructs given by the models used. Next the 
methodological findings are presented, that is, the particularities of item functioning, 
elucidating two key themes from the taxonomy: generalisability, and the relationship 
between the research subjects and the research instrument. Thirdly, the implications of 
the analyses for future Eurobarometer survey design are described, in the form of 
practical recommendations and suggestions for new or modified items, or new 
observations and data. Some technical results follow, in the form of notes on the 
performance of the different fit statistics used for model selection. This relates to the 
theme of validation from the taxonomy.
Having thus looked back on the results of the empirical studies, the last two sections 
look forward, to possible future analyses. It is outside the remit of the thesis to make 
broad recommendations regarding which other variables or constructs need to be taken 
into consideration in PUS studies, but it is appropriate to comment methodologically on 
cross-national analyses more broadly, which have been a significant theme in the thesis. 
These comments relate not only to the issue of generalisability, but also touch briefly on 
the possibility of varying the levels of analysis used. The closing section reflects more 
generally on the added value that latent trait and class models can bring to analyses of 
attitudinal survey data, connecting the models to the theoretical framework of social 
psychology, and survey research methods.
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9.1 Recalling the rationale and aims of the thesis
Chapter 1 began with the longstanding problem in survey research that when we ask 
respondents a question, their answers are a reflection of a host of factors, some of which 
are interesting to us, and some of which are a nuisance, possibly distorting the 
information we really seek. To derive an indicator of a construct of interest, such as 
attitudes towards GM food, it is better not to rely on a single item as fully informative, 
but to combine the information from a set of items which relate to that construct, and 
create a composite indicator. There are many ways in which this might be done; indeed, 
attitude measurement was one of the primary pursuits in social psychology during the 
mid-twentieth century, producing many sophisticated methods for this purpose. The 
approaches of the classic attitude measurement theorists Thurstone, Guttman and Likert 
were described in Chapter 3 for illustration, alongside a brief outline of relevant 
contributions to this topic from measurement theory in social psychology more broadly. 
Latent variable models are one approach we might take. These models are well known 
to social psychologists in the form of factor analysis, but less well known in the form of 
latent trait and latent class models.
As a set of statistical models, a latent variable approach has no strong or necessary 
connection to any single social psychological theory, nor to any single conceptual or 
theoretical specification of the attitude. This is important to note, since it is the echo of 
the dominant positivist and individualistic model of the attitude that makes the idea of 
attitude measurement via survey methodology so unattractive to more interpretatively 
minded psychologists. Survey research undoubtedly has limitations as a means of 
capturing complex, context-dependent and socially constructed concepts such as 
attitudes and opinions. Nevertheless, I hope to have shown that within their specified 
remit, that is to provide a broad and shallow map of the basic distributions of these 
constructs, they are not as completely individualistic in nature as one might suppose. 
Unfortunately, it is common to find the results of latent variable models reported in a 
way in which the level of analysis is unclear, or misleading; where a set of dimensions 
or classes which arise from between-subjects analyses are described as if they represent 
within-subjects representations. But latent variable models do not necessarily reflect a 
single representation of a concept, shared identically in the minds of all respondents. 
Instead they are something closer to a collective representation (Harre, 1984) -  that is, a 
representation that results from the combined input data from all respondents. Although
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that representation is restricted to include the variables and responses that are preset by 
the survey designers, I would nevertheless contend that latent variable models afford us 
a depiction of perceptions which is closer to a social representations approach 
(Moscovici, 1961) than many of the classic attitude measurement models allow.
If this is agreed, a useful consequence follows. Whereas the classic models of the 
attitude made sharp conceptual distinctions between affect, cognition and behaviour, 
often depicting the relations between them in diagrammatic form, with social 
representations there is a far less rigid distinction between these elements of a 
representation. Social representations are systems of values, ideas and practices 
(Moscovici, 1973); representations are formed through behaviours; knowledge and 
affect are inextricably linked. This implies that in analyses we need not demarcate 
affect, cognition and behaviour items too distinctly. However, we do need to bear in 
mind that survey methodologists identify particular measurement problems associated 
with particular types of question, such as errors in recalling past behaviours, and errors 
of social desirability bias in committing to future behaviours. In surveys requiring very 
accurate reports of behaviours, this might be a particular concern -  for example, in a 
political poll it might be important to gauge accurately whether respondents voted in the 
past, and will vote in the future. However, in an opinion survey on a more abstract 
topic such as perceptions of biotechnology, it might be said that the accuracy of 
responses is less at issue, and that questions on behaviours are intended more as general 
reflections on people’s dispositions towards an object or issue. By this token, in the 
empirical studies in this thesis there was no conceptual need to distinguish rigidly 
between questions of cognition, affect and behaviour -  they could all be included 
together in a latent variable model.
Chapter 4 described the primary technical details of latent variable models, and their 
particular value in the analysis of the Eurobarometer case study data. As probabilistic 
models, they immediately represent an improvement over the classic deterministic 
attitude measurement scales, addressing the first general feature of survey data -  that is, 
response variability which can be termed ‘measurement error’. As logit models, the 
latent trait and latent class models considered here represent an improvement over factor 
analysis when we are analysing nominal observed items, as is mostly the case with 
Eurobarometer surveys. By virtue of being suitable for nominal data, they again 
immediately make the inclusion of DK responses a simple matter. There is no need to
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ignore or recode DK responses, as would be necessary in order to use factor analysis. 
This is a particular benefit for Eurobarometer data, where DK answers are returned in 
high numbers. Finally, latent variable models can be used for sensitive cross-national 
analyses, allowing the comparison of measurement models between country samples, to 
gauge the extent to which the constructs analysed can be given the same interpretation 
between countries, rather than simply assuming such and treating the data as if Europe 
were a single population. The models thus address the key challenges in the data which, 
in the language of the taxonomy, can be described as issues of the relationship between 
the subject and the instrument, the form of data to be analysed, and the problem of 
determining the generalisability of the measures created from the data.
The empirical studies were designed so as to highlight a range of types of models, while 
also addressing some key concerns in PUS. Thus, scales of attitudes have been 
criticised in the PUS literature, and the suggestion made that looking for types of 
attitudes might be fruitful. In the first empirical chapter, therefore, I used latent class 
models to analyse a set of items for which an alternative means of classifying types of 
attitudes has already been found to work well. For knowledge, the PUS community 
(particularly this side of the Atlantic) favours continuous measures over typologies. I 
therefore focused on latent trait models for the second empirical chapter, but applying 
these models to items on biotechnology rather than the more heavily used and analysed 
items on science broadly. For engagement, the literature offers no clear steer on the 
best way to proceed. Both types and scales have been developed by other analysts, 
containing various combinations of items. So in the third empirical chapter I adopted an 
exploratory approach, using trait and class models in parallel for the British data, and on 
the basis of feasibility studies, I proceeded with class models in the multiple group 
analyses.
In all studies I have made a concerted effort to include and interpret DK responses. 
This contrasts with most previous analyses of these items, in which DK responses have 
tended to be ignored; typically unclassified in the attitudinal items, and recoded as 
‘incorrect’ in analyses of the knowledge items. I did this simply by treating items that 
had any more than a negligible number of DK responses in them as nominal. I have 
also made a concerted effort to choose the best level of measurement for the observed 
variables. In the study of the construct ‘engagement’, one set of items (affective 
engagement with science and technology) had ostensibly ordinal response categories. I
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used the models to investigate the ordinality of the variables, rather than assuming it. 
Lastly, the studies of the three PUS constructs each involved the challenge of cross­
national comparisons. Initial two-group studies were used to ascertain whether it was 
feasible to combine the separately sampled Great Britain and Northern Ireland into one 
UK unit, and likewise the two separately sampled regions of Germany. The task was 
then to find a well fitting representation whose measurement model could be 
sufficiently constrained between countries, in order to produce a comparable cross­
national measure of the construct being studied.
Although each empirical study addressed a slightly different set of specific concerns 
(traits or classes, DK responses or ordinal responses, etc.), three general research 
questions or tasks were common to all three studies. Each began with a set of items 
chosen to represent a construct. The ultimate objective of each study was to find a well 
fitting model of those items, where the measurement model could be constrained to be 
equal, or as near as possible to equal, between the fifteen countries in the data set. This 
process was informed by a set of detailed preliminary analyses of the British sample. 
The analyses were informative, substantively, as to how the construct could be depicted, 
and methodologically, how the items functioned in relation to one another. The latter is 
essentially a rephrasing of the former, since the picture built of a construct depends on 
the ways in which the constituent items function together in a model. But conceptually, 
it helps to make a distinction between substantive and methodological interpretations of 
the models. So the first general research task could be described as concerning the 
substantive description of the content and structure of the models reached to represent 
attitudes, knowledge and engagement, within the constraints of the representations 
allowed by latent trait and class models.
The second general research question concerned the ways in which the constituent items 
function in relation to each other. This involved, for example, possible response styles 
(a facet of the relationship between the research subject and the research instrument), 
the ordinality or otherwise of variables, and the extra challenge of cross-national 
comparability (i.e. generalisability).
Arising from this, the third research question was practical in nature, asking what 
implications could be drawn from the analyses to inform future survey design for these 
sets of items. This involved, for example, the identification of items that did not fit well
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with the others in a set, and suggestions for ways to try to reduce response effects -  that 
is, suggestions for new observations and data to reduce the impact of the relationship 
between the research subject and research instrument on the representations of the 
constructs sought. So the analyses have resulted in findings that could be located at 
three levels: the substantive and methodological interpretations arising from the 
analyses, and their practical survey design implications. The first relates to the theme of 
ways of representing; the second to generalisability and the relationship between the 
research subjects and survey instrument; and the third, as a result of these findings, to 
suggestions for new observations and data.
The empirical studies in this thesis have been presented not only as a vehicle through 
which to demonstrate the value of latent trait and class models in survey research, but 
also as freestanding studies, as a contribution to PUS research. The substantive and 
practical findings are most relevant to PUS researchers: the former in a general sense, 
and the latter specifically for those writing future PUS surveys, particularly of the 
Eurobarometer type. The methodological results should be of interest more broadly to 
those analysing attitude surveys. So there are three ideal-type audiences for these three 
sets of results. The highlights from these results are given in the next section. Within 
each of these sets they are presented first for attitudes, then knowledge, then 
engagement. The substantive results section also includes a summary of the patterns 
found in the loglinear analyses in Chapter 8. There is some overlap in the contents of 
the different sections, since many of the results have substantive, methodological and 
practical implications. Hopefully, however, the different terminology and emphasis 
given in each section are illuminating.
9.2 Substantive results: representations of the three constructs
The results reported below are shortened and simplified summaries of those described 
in the chapters to which they refer. They focus on the final, cross-national models of 
the constructs, rather than on the detailed analyses of the British data from the first 
halves of the studies. The results from this section are freestanding, and the intention is 
that they can be read and easily understood by a reader unfamiliar with statistics. This 
is done with two motivations: firstly, to highlight the substantive findings per se, since 
the focus of the thesis so far has been much more on the methodological implications
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of the analyses conducted; and secondly, to demonstrate and hopefully convince the 
reader that the models used need not be unpalatable to a lay audience.
9.2.1 Attitudes
In this set of items respondents were asked for their opinions on a number of specific 
applications of biotechnology.- Results are presented here for two applications, defined 
in the questionnaire as follows:
■ Genetically modified (GM) food: using modem biotechnology in the production of 
foods, for example to make them higher in protein, keep longer or improve the taste.
■ Therapeutic cloning: cloning human cells or tissues to replace a patient’s diseased 
cells that are not functioning properly, for example, in Parkinson's disease or forms 
of diabetes or heart disease.
Half of the respondents were asked about GM food, and half about therapeutic cloning. 
In each case, they were asked specifically to consider to what extent they thought it was 
useful fo r  society, risky for society, morally acceptable, and to what extent it should be 
encouraged. They were asked to choose from one of the following response categories: 
‘definitely agree’, ‘tend to agree’, ‘tend to disagree’, ‘definitely disagree’, and ‘don’t 
know’ (DK).
Latent class models can be used to identify patterns in people’s responses to these items. 
Specifically, they can be used to find clusters of typical sets of answers, which can be 
taken as exemplars of the different types of reactions to GM food and therapeutic 
cloning amongst Europeans. For both GM food and therapeutic cloning, six general 
types of attitudes can be identified across the fifteen EU countries. These types are 
summarised in Table 9.1. Each type, or class, is represented by a column, with a label 
at the top of the column to describe it. Under the label, the most likely response or 
responses are given, for each of the criteria: utility, moral acceptability, risk and 
encouragement. The figure at the bottom of each column gives the percentage of 
Europeans estimated to belong to each class.
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For both GM food and therapeutic cloning, the model is such that patterns of responses 
to the criteria utility, moral acceptability and encouragement are the same, country by 
country. To take the first application, GM food, for example: those in the ‘definite 
support’ class for GM food are likely to definitely agree that it is useful, morally 
acceptable and that it should be encouraged. However, responses to the risk item vary 
from country to country. In fact, in this most positive class, they vary so much that it is 
difficult to say what the trend is, across Europe. In the next, ‘support’ class, the typical 
response to this item is to ‘tend to agree’. That is, the ‘support’ class consists of those 
who ‘tend to agree’ to every item. These would be termed ‘risk-tolerant’ supporters by 
some (e.g. Gaskell et al., 2003). Those in the opposition classes are also likely to agree 
that GM food is risky, while contending that it is not useful, nor morally acceptable, nor 
that it should be encouraged. Beyond these four classes which range from the most to 
the least supportive, there are two classes of equivocators. In the first of these, 
respondents are likely to give a DK response to all items, while in the second class, 
respondents are likely to say DK to questions of moral acceptability and overall 
encouragement, but agree that GM food is useful, while in some countries also agreeing 
that it is risky.
The patterns of responses defining the classes are very similar for GM food and 
therapeutic cloning. There are two key differences between the two halves of Table 9.1, 
which are highlighted in bold type for clarity. The first is in the patterns themselves. In 
the ‘opposition’ classes, respondents tend to disagree that GM food is useful, whereas in 
the case of therapeutic cloning they are split between agreement and disagreement. In 
the second DK class also, there is a tendency towards stronger agreement that 
therapeutic cloning is useful. So overall, there is a greater acknowledgement of the 
utility of therapeutic cloning, even among its opponents, compared to GM food. The 
second key difference shown in the table is in the proportions of supporters and 
opponents for the two technologies, across Europe. Whilst there are similar proportions 
of ‘DK’ respondents for each application, there is notably more support for therapeutic 
cloning than for GM food. 24 per cent of Europeans are classed as strong supporters of 
therapeutic cloning, whereas only 12 per cent are classed in the same way with 
reference to GM food. By contrast, 20 per cent are definite opponents of GM food, but 
only 10 per cent with regard to therapeutic cloning.
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There are some interesting country-by-country similarities and differences. Europe- 
wide, opinion tends to favour therapeutic cloning more than GM food. Comparing the 
absolute percentages, in all countries except Germany, there are more supporters for 
therapeutic cloning than for GM food, and more opponents for GM food than 
therapeutic cloning. This pattern holds, despite the fact that numbers in the DK classes 
vary quite considerably between countries. Taking each application separately, for 
therapeutic cloning, in every country there are more supporters than opponents. For 
GM food, in the majority of countries we find more opponents than supporters -  except 
in Germany, Ireland, Luxembourg, Spain and the Netherlands, where we find more 
supporters than opponents.
Table 9.1 Classifications of attitudes towards GM food and therapeutic cloning
Definite
support Support Opposition
Definite
opposition DK DK (2)
GM  food
Useful Definitely
agree
Tend to 
agree
Tend to disagree Definitely
disagree
DK Tend to agree
Morally
acceptable
Definitely
agree
Tend to 
agree
Tend to disagree Definitely
disagree
DK DK
Should be 
encouraged
Definitely
agree
Tend to 
agree
Tend to disagree Definitely
disagree
DK DK
Risky mixed mostly Tend 
to agree
mostly tend 
to/definitely agree
Definitely
agree
DK mostly DK, tend 
to /definitely agree
% Europeans 12 21 22 20 18 7
(pop, weighted)_____________
T herapeutic cloning
Useful Definitely
agree
Tend to 
agree
Tend to disagree/ 
tend to agree
Definitely
disagree
DK Definitely/tend to 
agree
Morally
acceptable
Definitely
agree
Tend to 
agree
Tend to disagree Definitely
disagree
DK DK
Should be 
encouraged
Definitely
agree
Tend to 
agree
Tend to disagree Definitely
disagree
DK DK
Risky mixed mostly Tend 
to agree
mostly tend 
to/definitely agree
Definitely
agree
DK mostly DK, tend 
to/definitely agree
% Europeans 
(pop. weighted)
24 30 14 10 13 9
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9.2.2 Knowledge
A longstanding question for those interested in public perceptions of biotechnology is 
the relationship between knowledge about the topic and enthusiasm for its applications. 
Is it the case that to know biotechnology is to love it? Surveys asking people for their 
opinions on biotechnology therefore often include a number of questions aiming to 
assess their level of knowledge on the subject. The Eurobarometer has, for many years, 
posed a set of ten questions to respondents. These are, more specifically, a set of 
statements relating to biology and genetics. Respondents are asked to say whether they 
think each one is true or false, or whether they don’t know. For some of the statements, 
‘true’ is the correct answer, while for some ‘false’ is correct. The focus for this section 
is on responses to five of the ten statements. These are presented in Table 9.2, which 
shows the statements, and the percentages of respondents across the fifteen European 
countries who gave each of the three possible responses, to each one. For each item, the 
percentage highlighted in grey indicates those people who gave the correct answer. So, 
for example, 84 per cent of respondents correctly said it is true that ‘there are bacteria 
which live from waste water’.
Table 9.2 Europe-wide distributions of responses to knowledge items used in
final scale
% responses True False DK
There are bacteria which live from waste water. 84 3 12
The cloning of living things produces genetically identical 
copies.
66 16 18
It is possible to find out in the first few months of pregnancy 
whether a child will have Down’s Syndrome.
79 7 14
By eating a genetically modified fruit, a person’s genes could 
also become modified.
20 49 31
It is the mother’s genes that determine whether a child is a girl. 23 53 24
On average, people answered these questions well. Those statements for which ‘true’ is 
the correct response were answered correctly more often than those for which ‘false’ is 
correct. This raises some worries about a possible response style or bias in the data, 
specifically the tendency to give a positive response to a survey item (in this case, to say 
‘true’ rather than ‘false’), especially when in doubt. Indeed, the table suggests that self­
doubt may be a common sentiment among Europeans: for all items, high proportions of
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respondents give DK answers -  as much as 31 per cent for the statement on genetically 
modified fruit.
We can combine responses to these items to make a scale of knowledge of biology and 
genetics. A simple way of doing this would be to add up for each respondent the 
number of items answered correctly. There are two disadvantages to this, however. 
Firstly, it usually means assigning equal weights to all items in the scale, even though 
some may be easily answered by many people, and some may require a higher level of 
knowledge. Secondly, it usually does not allow the possibility of distinguishing 
between a substantively incorrect response and a DK response. It may sometimes be 
useful to do this, especially if we wish to investigate possible ‘response effects’ in the 
data: two other potential response styles are a propensity to guess, and the opposite -  
the tendency to say DK if one is at all unsure.
Latent trait models can be used to create a scale of an attribute such as knowledge, 
while taking these points into consideration. The model best representing these data 
consists of three dimensions, or traits. Two of these take account of the response styles 
mentioned above: the tendency to say ‘true’ to every question, regardless of the content, 
or to say ‘DK’ to every question. One dimension can be labelled ‘knowledge’, for 
which people at the top end of the scale answer every item correctly, and those at the 
lowest point answer incorrectly, with either a DK or a substantively incorrect response. 
For our purposes we are interested just in this dimension.
The scale of knowledge defined by this dimension is like a continuous scale, but due to 
technical details of the model, split into seven sections or levels, where 1 is the lowest 
level and 7 is the highest. The distribution of knowledge across Europe according to 
this scale is depicted in Figure 9.1. The histogram shows the percentages of 
respondents at each of these levels. Most Europeans, it appears, have quite high levels 
of knowledge according to the five items modelled, with the vast majority of people 
placed at the mid point or higher on the scale.
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Figure 9.1 Distribution of cross-national knowledge scale
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9.2.3 Engagement
The public’s engagement with biology is a topic of increasing interest for scientists and 
science policy-makers. Involving the public in decision-making on the future of 
biotechnology is predicated upon a public that is interested in and aware of the topic. 
But ‘engagement’ is an abstract concept, and there is no consensus as to how best to 
capture it with survey questions. The analyses reported in this section take the same 
form as in Section 9.2.1. That is, latent class models are used to try to reach a 
classification of types of engagement.
The data for this section are relatively diverse, consisting of a number of questions that 
respondents were asked at different points in the questionnaire. Some relate specifically 
to biotechnology, while others ask about science and technology more broadly; some 
ask respondents how they feel (that is, affective elements of engagement), while some 
ask about their behaviours -  what they have done in the past and what they would be 
willing to do. These questions are split into two groups for the purpose of analysis. So 
two models are presented: one for affective engagement with science and technology in 
general, and one for behavioural engagement with biotechnology in particular.
Table 9.3 shows the groups identified for affective engagement with science and 
technology across Europe. They can be arranged in a logical order (though it is 
important to note that in terms of the statistical model used, the classes are not ordered). 
Again, the groups -  seven groups this time -  are listed in columns. The three questions
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used to form this typology are listed in the left hand column, with the most likely 
response to each question for each class in the corresponding cell. So, for example, the 
most highly engaged respondents will tend to say that they are interested in science and 
technology, feel well informed on the topic and understand science stories in the news, 
most of the time. 17 per cent of Europeans can be describe in this way. In the ‘Mid’ 
class, people will say ‘some of the time’ to each of these questions. 24 per cent of 
Europeans are placed in this middle category. And in the lowest engagement class, 
occupied by 22 per cent of Europeans, feelings of interest, informedness, and 
understanding of media science reports are likely to be experienced ‘hardly any of the 
time’. These are the main types of engagement, which account for more than half of 
respondents. The remaining respondents are distributed amongst the other classes, 
giving different combinations of responses, as described in the table.
Table 9.3 Classifications of types of affective engagement with science and 
technology
High H ig h - Mid + Mid M id - Low + Low
I am interested in Most of Most o f Most o f Some of Some o f Hardly any Hardly any
science and the time the time the time the time the time of the o f the
technology time time
I feel well informed Most of Some of Some o f Some of Hardly any Hardly any Hardly any
about science and the time the time the time the time of the o f the o f the
technology time time time
I understand science Most of Most of Some o f Some o f Hardly Some of Hardly any
stories in the news the time the time the time die time any/some the time o f the
o f the time time
% Europeans 17 12 7 24 8 11 22
(pop. weighted)
Table 9.4 shows the results of a similar analysis for items capturing behavioural 
engagement with biotechnology. Here, six classes are identified across Europe. The 
first two, which ask if respondents have ever talked about biotechnology, or if they have 
heard or read about it (on television, in newspapers and magazines, on the radio, or the 
internet, or via some other media source), mirror each other very closely. So if a 
respondent has heard about biotechnology in the last three months, he or she is very 
likely to have talked about the topic before. We define people as ‘high report’ when 
they say ‘yes’ to both of these questions, and ‘low report’ when they say ‘no’. 
Respondents were also asked whether they would be prepared to take part in discussions 
or public hearings on biotechnology. Their responses can be defined as high, low or
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DK willingness depending on whether they answered ‘yes’, ‘no’, or ‘DK’, respectively, 
and all three responses are observed both for those who report having heard of and 
talked about biotechnology before and those who report not having done so.
So for example, those in the first class, in the first column in the table, are likely to have 
both heard of and talked about biotechnology already, and are likely to say they would 
be prepared to participate in public hearings. This class is labelled ‘high report, high 
willingness’. There is a final question, however, for which responses vary a little 
between countries. This asks whether respondents would be willing to watch a 
television programme or read an article on the subject of biotechnology. Broadly, this 
seems to be a less demanding request than the idea of attending a public hearing. So in 
all of the ‘high report’ classes, the response to this question is likely to be ‘yes’, in most 
countries. In the ‘low report’ classes, people are likely to feel similarly about both 
passive and active forms of engagement with the topic.
Across Europe, nearly a third (30 per cent) are predicted to fall into the highest 
engagement class, with 23 per cent giving positive responses on all counts except the 
idea of taking part in a public discussion. 19 per cent of Europeans are expected to be 
broadly negative on the subject of engagement. The indication of a highly engaged 
Europe may be encouraging, or concerning, depending on one’s perspective. Scientists 
and science policy makers would welcome the idea that people are aware of 
biotechnology and are in principle willing to engage further with it. But survey 
methodologists would warn against the possibility that ‘social desirability bias’ might 
creep into survey responses -  that is, the tendency for respondents to sometimes give 
the answers that they think they should give, rather than the answers that accurately 
reflect their position. This is another example of a response effect, which is always a 
concern in survey research. On a positive note, however, it may be that where 
respondents were previously unfamiliar with the topic, the process of taking part in the 
survey genuinely increases their interest in it.
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Table 9.4 Classifications of types of behavioural engagement with
biotechnology
High report, High report, High report, Low report, 
high low DK high 
willingness willingness willingness willingness
Low report, 
low 
willingness
Low report, 
DK 
willingness
Ever talked about 
biotech?
Yes Yes Yes No No No
Heard about biotech in 
last 3 months?
Yes Yes Yes No No No
Would take part in 
discussions or hearings?
Yes No DK Yes No DK
Would watch
programme/read
article?
Yes mostly Yes mostly Yes Yes mostly No mostly DK
% Europeans 
(pop. weighted)
30 23 9 14 19 5
9.2.4 Relationships between the three constructs
Having explored the three concepts of attitudes, knowledge and engagement, the 
question arises, are they related with one another? And if so, in what way? Some 
simple analyses were conducted to explore the relationships between these variables, 
and between these and three socio-demographic variables: gender, age, and level of 
education. These analyses were carried out for all fifteen European countries at once, so 
the results below should be taken to be Europe-wide.
The results of these analyses can be summarised as follows:
■ Men are more likely than women to be found in higher science engagement classes, 
although there is no appreciable difference between the sexes in terms of 
engagement with biotechnology. Men are more likely to have positive attitudes 
towards biotechnology (be it GM food or therapeutic cloning). The analyses also 
suggest men tend to have lower levels of knowledge than women regarding biology 
and genetics. This is a surprising finding, and runs counter to the patterns that are 
usually found in analyses of public perceptions of biotechnology. As such, it should 
be taken with a degree of caution: further research should be undertaken to clarify it.
■ Those with higher levels of education are likely to be more highly engaged, both 
with science and with biotechnology, than those with low levels of education. They 
are also more likely to have higher levels of knowledge about biology and genetics 
than those with less education (including those who are still studying). There is
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tentative evidence that high levels of education are linked with more positive 
attitudes towards biotechnology, but the relationship is not very clear.
■ Younger people are likely to have higher levels of knowledge about biology and 
genetics than older people: those above the age of 55 years, in particular, are likely 
to have lower levels of knowledge than the young and middle aged. Middle aged 
people (between 35 and 54 years old) are likely to be more engaged with 
biotechnology than both older and younger people. The young stand out as being 
notably more positive towards biotechnology, be it GM food or therapeutic cloning.
■ As people’s knowledge of biology and genetics increases, so their attitude towards 
biotechnology becomes slightly more positive. It should be noted, though, that we 
cannot tell from the analysis whether it is knowledge that leads to positive attitudes, 
or a positive disposition which motivates one to learn more about biotechnology. 
Probably, a little of both occur. Those with higher levels of knowledge also tend to 
be more engaged with science and with biotechnology.
■ The relationship between engagement and attitudes towards biotechnology is 
somewhat complex. There is reasonable evidence that higher levels of engagement 
with biotechnology go along with positive attitudes towards therapeutic cloning. 
But the link between engagement and attitudes towards GM food is less clear.
9.3 Methodological findings: patterns reflecting the relationship
between the respondent and the survey instrument, and the 
generalisability of representations
Just the principal findings from the empirical studies are recapitulated in this section. 
Greater emphasis is given to the joint models than to the results from the British data, 
and to the sets of items which for which it was more challenging to find a joint cross- 
national model. The summaries below involve some repetition of the results described 
in Section 9.2, in that it is informative to describe substantive relationships between 
variables in terms of item functioning. Some characteristics of item functioning might 
be explained as response effects, or other potentially problematic relationships between 
the respondent and the survey instrument. These make the task of finding good and 
generalisable models of constructs more difficult, and as such, they are taken forward 
into Section 9.4, as points of attention for those designing future waves of the 
Eurobarometer.
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9.3.1 Attitudes
Latent class analyses show, for both GM food and therapeutic cloning, strong positive 
associations between three criteria of support and opposition: utility, moral acceptability 
and encouragement. The fourth criterion, risk, is weakly and broadly speaking 
negatively associated with the other items.
Using class rather than trait models seems to be a helpful feature of this analysis. In a 
contrasting approach, Pardo et al. (2002) ran a factor analysis of sets of logics items 
from the 1996 Eurobarometer, and found a two-factor model of attitudes towards 
biotechnologies, with risk items loading on one dimension, and all other criteria on the 
first factor. Whilst one interpretation of the latent class models from Chapter 5 might 
be simply to say that risk is independent of the other items, this seems an unnecessarily 
simplistic line to adopt. A latent class model shows clearly, in a way that a trait model 
cannot, where risk does and does not align with the other items. For example, responses 
to the risk item are very unpredictable for those in the ‘definite support’ class, but well 
defined in other classes. Responses are only well defined up to a point, however: there 
is generally speaking a good deal of heterogeneity in responses to this item, both within 
and between countries. For each application of biotechnology, in order to achieve a 
well fitting joint model of attitudes, parameters for this item must be freed between 
countries. The implication is that the relationship of perceptions of risk to the 
classification of types of attitude varies between countries.
Another helpful feature of the latent class models for the logics items is the possibility 
of including DK responses, rather than excluding them from the classification of types 
of attitudes. While a notable proportion of respondents give a full set of DK answers to 
the four attitude questions, an equally notable proportion give a mixture of DK and 
substantive answers. It is interesting to see in which direction these latter respondents 
lean, and on which questions they tend to reserve judgement. Where these people give 
DK responses, it tends to be more often on the criteria of moral acceptability and overall 
support than on utility and risk. The final joint models for the fifteen countries each 
contain a ‘DK (2)’ class, in which the typical respondent is unsure whether the 
biotechnology in question is morally acceptable, unsure whether it should be 
encouraged overall, but likely to agree that it is useful, and in about half of the countries 
surveyed, also agree that it is risky.
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9.3.2 Knowledge
The task of creating a scale of knowledge has resulted only in partial success. There 
seems to be too much variation between countries to entertain a model in which 
difficulty and discrimination parameters of items can be constrained to be equal across 
Europe. The analyses have produced some useful insights, however, and may be a 
valuable stepping-stone towards a more satisfactory future model.
Firstly, it appears that it is useful to retain the distinction between DK and substantively 
incorrect responses. Recalling that it is inadvisable to add guessing parameters to trait 
models, particularly when some observed items are easy (Thissen & Wainer, 1982), 
allowing a second trait seems to be a good way of accounting for response effects in the 
data. Within each country, a two-trait model for the ten items treated as polytomous 
variables fits well. It returns one trait which can be interpreted as representing 
‘knowledge’ (more or less well, depending on the country), while the other varies a 
little more between countries, but which can usually be interpreted as representing 
response effects.
The representations of knowledge in these trait models are not perfect. For a number of 
items, particularly those for which ‘true’ is the correct response, the trace line for the 
incorrect response curves slightly upwards towards the high end of the scale. This 
creates problems when factor scores are derived from the trait, giving the 
counterintuitive result that those respondents who answer all questions correctly may 
not be positioned at the very highest point on the scale. This instability in slope 
parameters is often due to the fact that the ‘true’ and ‘false’ curves in these items are 
very shallow, that is, they have low discrimination power.
A further notable characteristic of the ‘true=correct’ items is that they are, broadly 
speaking, easier to answer correctly than the ‘false=correct’ items. It is rather important 
to ascertain the reason for this. It could be that they simply happen to be easier in the 
common sense meaning of the term -  that is, that they test facts which are genuinely 
widely known. It could also, however, be that the high rates of correct answers are a 
result of acquiescence bias, i.e. in this case a response tendency towards saying ‘true’. 
My analyses suggest tentatively that the latter may be the case. In many of the trait 
models, within countries and in joint models, the non-knowledge trait(s) could often be
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interpreted as representing response style, often with DK at one end and ‘false’ at the 
other, i.e. the least confident to the most confident responses.
The magnitude of discrimination of ‘true’ versus ‘false’ responses varies between items 
and between countries. This variation is not so strong that pairs of items are in a 
significantly different order of discrimination, from country to country. However, 
clearly the magnitudes of these parameters are too diverse to yield a well fitting joint 
model where these are constrained to be equal between groups. Dropping some items 
from the set of ten, and increasing the number of traits, improves fit, but only when 
undertaken in quite dramatic proportions. The final joint model for the knowledge 
items uses three traits to represent five items. With a small number of items, a three- 
trait solution is quite unstable; deriving a model in which one trait can be interpreted as 
representing ‘knowledge’ depends more than is desirable on the particular combination 
of items in the model. The results of the models estimated in LEM add further evidence 
to this point. The model fitted specified one trait with equal discrimination parameters 
between countries and one allowing them to differ between groups. In fifty runs of this 
model, nearly fifty different deviances were returned. In the best fitting model, the 
fixed trait could be interpreted as response style rather than ‘knowledge’, with all DK 
responses most likely at one end of the trait, and all ‘false’ at the other end.
Analyses of the British data suggest that the distributional assumptions on the latent 
variable make a substantial difference to the allocation of posterior scores. In the 
continuous trait model fitted to the ten items in the set, factor scores form a nearly 
normal distribution, following the assumption of a normally distributed latent variable 
inherent in the model. However, using a discrete trait model, factor scores are 
distributed bimodally. This carries important implications for PUS, which has 
witnessed a number of theoretical predictions regarding the distribution of knowledge in 
more and less advanced industrial nations. However, the instability of the models of 
knowledge makes it premature to begin noting the shapes of the distribution of 
knowledge in different countries. In the joint cross-national model, indeed, the 
distribution of knowledge is negatively skewed.
Some practical suggestions for the scale will be made in Section 9.4.2. Here, however, 
it may be useful to reflect on the methodological objectives for a measurement of 
knowledge of biology and genetics. Sturgis and Allum (2006) pragmatically note that
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the success or otherwise of a measure must be decided according to the purpose for 
which it is needed. For these items, the within-country trait models of knowledge 
provide well fitting models of knowledge, with intuitive interpretations. Some of the 
slope estimates would create small anomalies in the factor scores derived from them, 
however -  so they are not unproblematic. Nevertheless, these problems are slight, and 
the chances for resolving them are great, in comparison to the much more difficult task 
of finding a well fitting and meaningful cross-national model for the data.
It is worth pointing out specifically the challenge for a cross-national model. 
Borrowing from item response theory (IRT) used in the context of educational testing, a 
well fitting comparable model means fixing both discrimination and difficulty 
parameters to be equal across samples of the populations of all fifteen countries, for ten 
or fewer items. In the usual scenario of IRT, the challenge is to find a unidimensional 
scale from a much larger pool of items, to measure knowledge of a subject defined by a 
preset syllabus, administered to students of the same age who have been taught that 
syllabus in the preceding year. With the biotechnology items, there are only ten 
questions, administered to random samples covering all ages and all educational 
backgrounds of entire national populations. On these terms, it might be fair to say that 
we should more surprised to find a model for the data at all, than dismayed that the final 
model for these items fits poorly. A joint latent trait model of these items may be too 
much to ask of such a diverse population and broad field of knowledge.
This is far from a call to abandon the measurement of scientific knowledge. For within- 
country analyses, the existing two-trait models already deliver a good deal of useful 
information about the items. For cross-country comparisons, given the importance of 
knowledge to the PUS research field, more efforts to improve the scale would be 
valuable. Methodological critiques of biotechnology and science knowledge scales 
emphasise this. Pardo and Calvo (2004) point out that the weak association often found 
between measures of knowledge and attitudes might be partly attributable to the quality 
of the scales used. In their meta-analysis of the relationship between knowledge and 
attitudes, Allum et al. (forthcoming) find the greatest variance in their model 
attributable to the measures used, and very little to cross-national differences. This in 
particular provides motivation to work towards a better fitting cross-national measure.
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9.3.3 Engagement
This summary should be prefaced with a reminder of the heterogeneity of the items in 
the study of engagement. Some items refer to science and technology in general, and 
some to biotechnology in particular; some ask respondents for affective judgements; 
some for reports of past behaviours; some for statements of willingness regarding 
potential future behaviours. Moreover, the items are dispersed throughout the 
questionnaire, rather than posed in a single battery, as the case with the logics and 
knowledge items. And many of them refer to less abstract concepts than opinions and 
knowledge. For example, the question asking if the respondent has heard about 
biotechnology on the internet is rather difficult to compare between countries where 
internet access is itself unevenly distributed. The culture for or against public meetings 
also varies markedly between European countries, making comparisons of the question 
Would you attend a public hearing on biotechnology? difficult too. A cross-national 
model could not be found to fit all of these items together, but well fitting joint models 
were found separately for those that refer to science and technology, and for those that 
refer to biotechnology.
Considering first the items relating to affective engagement with science and 
technology, the analyses began with four items, but the fourth, I  become confused when 
I  hear conflicting views on science and technology, was quickly dropped. It was found 
to be broadly negatively associated with the other items in the set, but in quite different 
ways from country to country. The other three items, however, are quite positively 
strongly associated. In fact, country-by-country, three-class models fit well, and for 
each country, are characterised by the same three typical patterns of responses: these are 
simply response profiles where the same reply is given to each item. However, the 
magnitudes of the conditional probabilities are clearly sufficiently different between 
countries to make a three-class model too restrictive. Constraining the measurement 
model to be equal across countries, at least five classes are needed to achieve good 
model fit, but even here, the interpretation of the extra classes is not clear. The addition 
of more classes sharpens the interpretation of the solution; seven classes give the 
clearest patterns of response types. So the final model contains approximately half of 
respondents in the three main classes (giving the same response to every question), with 
two classes in between the extremes and the middle class; in this latter class respondents 
answer ‘some of the time’ to every item.
263
It is important to note that although the classes can be ordered in common sense terms, 
this does not mean that they are ordered statistically. The latent variable is nominal 
here. Indeed, imposing any ordinality on the latent variable makes it much more 
difficult to achieve model fit. A discrete trait model does not fit the data. Likewise, 
although the response categories of the observed items are, in common sense terms, 
ordinal (‘hardly any of the time’, ‘some of the time’, ‘most of the time’), analyses of the 
British sample data suggest that they do not behave ordinally, statistically speaking. For 
the British sample, trait and class models for ordinal observed items do not fit the data 
well. Modelling the items as nominal, a two-trait model fits the British data, where on 
the first trait the parameters follow a logical order (‘some of the time’ in between 
‘hardly any’ and ‘most of the time’), but on the second trait, the middle response ‘some 
of the time’ has the highest loading. So the second trait could be interpreted as 
reflecting a tendency to give a middle response. This interpretation of a second trait 
does not hold for all countries, however; in preparation for the multiple group analyses, 
two trait models were run country-by-country (but not reported in Chapter 7, since they 
did not lead to a good joint trait model), revealing that the interpretation of the second 
trait varies a good deal.
In the items regarding behavioural engagement with biotechnology, different 
methodological concerns arise. For the cross-national analysis there are two pairs of 
items. The first pair ask if respondents have talked about or heard of biotechnology 
previously. There is a strong positive association between responses to these items. 
The second pair of items ask if respondents would be prepared to take part in a public 
discussion on biotechnology, or to take the time to watch a programme or read an article 
about it. Responses to these items are positively associated with each other, but with an 
interaction effect: conditioning on negative responses to the talked/heard items, they 
mirror each other closely, but conditioning on positive responses to the talked/heard 
items, they are not as strongly associated. This is a function of a general tendency for 
people to be more willing to engage in a passive way (reading an article) than an active 
way (taking part in a discussion). An additional qualification to make to the connection 
of the passive-participation item with the other three is that patterns of responses vary 
significantly from country to country; it is necessary to free the parameters for this item 
in order to achieve a well fitting model.
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Once again, a well fitting joint model requires more classes than well fitting country- 
specific models. Within countries, four classes are sufficient to represent the variation 
in the data. But the composition of these classes vary widely -  unlike the very similar 
patterns found country-by-country for the science items. It is not at all surprising, then, 
that it is necessary to expand the number of classes to accommodate such variation.
9.4 Practical comments, recommendations and suggestions for
future Eurobarometer surveys on biotechnology: new
observations and data
The recommendations and suggestions given below, based on the objective of creating 
robust measures of constructs from the Eurobarometer data, are tentative ideas. It is 
worth repeating here the praise that Durant and colleagues (2000) give to the 
Eurobarometers, noting that they are without rival in their coverage over time and 
between countries. Finding good measures which could be generalised to previous data 
sets could be an asset to analyses of these data. It is also worth recalling that in their 
meta-analysis of the relationship between knowledge and attitudes, Allum et al. 
(forthcoming) find that a large proportion of variance in their model is explained by the 
different measures used. Deriving standardised measures for these key constructs 
would therefore seem to be a valuable enterprise.
9.4.1 Attitudes
The logics are perhaps the most successful of all the items analysed in this report. Since 
they have been included in the survey since 1996, it would be valuable to retain them in 
future survey waves, in order to track aggregate changes in attitudes over time. Of the 
four items, risk is notably unusual in its behaviour; responses to the other three items 
are strongly associated, but with risk, patterns of responses are much more varied, 
within as well as between countries. No specific recommendations for particular 
questions to pose in future follow immediately from the analyses in this report. But I 
would make a more general recommendation: simply to ask more questions about risk 
in future surveys, in order to try to understand the variation in responses more fully. 
The content of such questions is, however, a matter for theorists in PUS and in public 
perceptions of risk.
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The ordering of the criteria might be given some attention: an investigation of 2005 
British data for GM food suggested that perhaps responses to risk are becoming more 
closely aligned with the other items. However, this cannot be confidently ascertained, 
since the question order was different in 2005: in this more recent wave, respondents 
were asked in order whether they thought the biotechnologies were morally acceptable, 
useful, risky, and to be encouraged. In 2002 by contrast, respondents were asked first if 
they thought the biotechnology in question was useful, then risky, then morally 
acceptable, and to be encouraged. If resources allowed, it would be helpful to use the 
split ballot to test for question order effect.
A matter of greater concern in these items is the different aggregate DK response rates 
between countries. For therapeutic cloning, for example, proportions of respondents in 
the two DK classes range from 13 per cent in Denmark to 48 per cent in the 
Netherlands. It would be very useful to know whether this reflects genuine differences 
in rates of not-knowing between countries, or whether it is a function of survey 
company fieldwork procedures. Between the 1999 and 2002 waves of this survey some 
notable changes in DK rates can be observed in some countries. For example, in answer 
to the question, To what extent do you think GM food should be encouraged?, between 
1999 and 2002 DK rates fell from 44 to 16 per cent in Luxembourg, and rose from 7 to 
42 per cent in the Netherlands. If fieldwork procedures are responsible for these trends, 
it invokes an urgent call for efforts to standardise administration procedures between 
countries and over time.
9.4.2 Knowledge
Considering first of all the internal workings of the scale within countries, the most 
striking feature of the knowledge items is that many of them are relatively easy, and 
therefore not diagnostic, as the majority of respondents answer them correctly. 
However, it may not be that the items straightforwardly test facts that are very widely 
known -  the high rates of correct answers may be attributable to response effects such 
as guessing, or acquiescence bias. Indeed, those items for which ‘true’ is the correct 
response are easier (that is, more people answer them correctly) than those for which 
‘false’ is correct. The biotechnology items and the Oxford items are very similar in this 
regard. In their methodological analysis of the latter, Pardo and Calvo (2004) suggest 
that the scale could be improved by adding or substituting more difficult items in the
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set. They specifically recommend using more ‘false=correct’ items to increase the 
difficulty level of the test. They also suggest offering a four-point Likert answer scale, 
to allow respondents to differentiate between whether they think each statement is 
‘definitely’ or ‘probably’ true or false, to alleviate guessing or other response effects. 
However, I would take a different approach. Response styles such as acquiescence bias 
and guessing are known to be more likely among certain demographics, including 
cultural groups (Smith, 2003). Increasing the number of ‘false=correct’ items might 
therefore lead the scale to favour a particular type of respondent, making it even more 
open to charges of bias.
It would undoubtedly be useful to try to increase the number of difficult items, but I 
would suggest this would be more effective if it could be ensured that it was the content 
of the item, not the required response, which was difficult. So it would be advantageous 
if these more difficult questions were mixed, with some requiring ‘true’ and some 
‘false’ as correct responses. The four-point Likert response scale may to some extent 
reduce the possible effects of guessing and acquiescence bias, but I think a more likely 
successful strategy might be to remove the true versus false dichotomy from the 
exercise altogether, instead asking respondents to choose between the two. Many of the 
original Oxford and biotechnology knowledge scale items could easily be reformulated 
in this style. For example, It is the mother’s genes that determine the sex o f  the child 
would become a task of choosing between the statements It is the mother’s genes., and 
It is the fa ther’s genes... Multiple choice items might also be considered. For example, 
the statement, Ordinary tomatoes do not contain genes, while genetically modified ones 
do, could be reformulated as a question, such as:
Which o f  the following contains genes?
A. Human beings
B. Fruits and vegetables
C. GM fruits and vegetables
D. Aa n d B
E. B and C
F. All of the above.
Ideally the order of the first three response options would also be rotated. Multiple 
choice questions might be more complex to analyse, and more costly to field, but should 
be seriously considered as a possible way of alleviating the response effects in the data.
267
Changing the item format altogether is a relatively drastic move: new items may always 
work less well than established ones, and new items prevent the analysis of trends over 
time. A more moderate strategy would be to add more difficult items to the existing set 
for the next survey, and evaluate the effectiveness of this before considering changing 
the question format altogether in future waves. Adding items seems to carry a smaller 
risk of failure, although due consideration needs to be given to respondent fatigue and 
the relative importance of this construct versus the other topics that need to be covered 
in the questionnaire. The matter requires a strategic decision by the survey designers. 
If a model could be found to fit items in the current format, then this may be the best 
solution to creating a measure of knowledge. However, such a model would be likely to 
contain more than one trait, to account for response effects, and might not be as intuitive 
to a lay audience as a unidimensional knowledge scale.
9.4.3 Engagement
Considering first the items relating to affective engagement with science and 
technology, the fourth, I  become confused when I  hear conflicting views on science and 
technology should be a candidate for deletion from future survey waves. Country-by- 
country, it is found to function in different ways relative to the other items in the set, 
and it generally has low discrimination power. In Chapter 7 I commented that this item 
could be interpreted in a variety of ways. For example, the response ‘hardly any of the 
time’ would be applicable to those who were highly engaged with science and 
technology and familiar with the topic, as well as to those who were very much 
unengaged, so that they never heard such conflicting views to begin with. So 
interpreting responses to this item seems a difficult exercise.
Another idea for the science items is to consider increasing the number of response 
categories, from three to four or five. This would be a slightly risky strategy, 
jeopardising the possibility of tracking trends over time. But it may be that the lack of 
fit of the joint three-class model relates to measurement error among those respondents 
who do not give one of the three main types of response; perhaps for these people, the 
available response categories divide up the response continuum too coarsely. Before 
acting on this, it may be useful to conduct a preliminary analysis of the 2005 
Eurobarometer. In this survey some similar items are posed, but with four response 
categories: ‘never’, ‘rarely’, ‘sometimes’ and ‘often’. If a joint model is easier to fit
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with these items, it may be an indication that a change in response scale should be 
considered. A thorough future study could make use of the split ballot to investigate 
three- versus four-point response scales. This would be useful, certainly in the British 
data, for investigating the apparent response effect of answering in the middle response 
category. If such answers are in some cases satisficing responses, then four points may 
remove or attenuate this effect. It may also affect DK response rates of course, which in 
the current data set are negligible.
There is no obvious or particular problem with the biotechnology items. The only 
suggestion I have to improve them is the more general suggestion for all of the 
engagement items; that is to reduce the number of ‘things going on’ in the data: the 
different elements of engagement covered, in different parts of the questionnaire. 
Increasing the number of questions posed, and putting them together in one set, with 
similar response formats, might make it easier to begin untangling the different 
elements in the data. It might be useful, for example, to explore further whether there is 
really a meaningful distinction to be made between engagement with science generally, 
and biotechnology specifically -  simply by asking the same questions of each of these, 
directly.
9.5 The performance of selected fit statistics: validation
Validation has been addressed almost exclusively in terms of model fit in this thesis 
(barring a cursory consideration of construct validity, in its narrow sense, in Chapter 8). 
With this specific focus, a number of observations can be made regarding the success of 
statistics used for model selection.
Taking each in turn, the bootstrap p-values for model deviances are on the whole very 
small (<0.001) for the models presented in the empirical chapters. Although the 
bootstrap p-value overcomes the problems with calculating asymptotic p-values from 
sparse tables, it cannot help with the sensitivity of the statistic to large sample sizes. 
The Eurobarometer sample sizes are not very large, but it seems that they are 
sufficiently so to make tests of statistical significance too sensitive for practical 
purposes. Models which would achieve large p-values would probably be too complex 
to be useful, or even interpretable. Likelihood ratio comparison tests of nested models
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are also sensitive, often indicating significant differences between models which seem 
remarkably similar in interpretation.
The penalised statistics AIC and BIC have produced no new insights. 
Characteristically, BIC tends to favour smaller models, and AIC larger models. It is 
rare in the empirical studies that they indicate the same best model from a set, and they 
seem to bear fairly little relation to the statistics summarising marginal residuals.
For model selection I have relied most heavily on the two new statistics summarising 
proportions of large standardised marginal residuals from two-way tables. These appear 
to have worked very well. Three qualifications might be suggested for their use in 
future. The first is simply to point out that in models with very few parameters, one 
might wish to set a slightly lower standard to denote good fit in the ‘percentage of two- 
way standardised marginal residuals >4’, since the conversion to percentages upweights 
the result (this was commented on in Chapter 7). The second is that the Joreskog & 
Moustaki index is effectively calibrated on a slightly different scale to the ‘percentage 
of large marginal residuals’. Joreskog and Moustaki (2001) suggest a critical value of 4 
for indicating problematic model fit, for single two-way tables. For the mean of many 
of these values, I generally took values less than 1 to denote good fit. So as a rule of 
thumb, 1 might be taken as an approximate criterion for this statistic. The third point 
relates specifically to the cross-national analyses, and the use of the ‘percentage of large 
marginal residuals’ statistic. I often found that this figure could be quite small for the 
model overall, while concealing large values conditional on country. So in multiple 
group analyses, it would be wise to consider fit statistics both overall, and conditional 
on group. For the latter, a useful way of comparing models could be to take the mean of 
the percentages across countries.
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9.6 Cross-national comparisons: comments on generalisability and 
levels of analysis
Cross-national comparisons are of key interest in PUS. In this thesis I have focused on 
how to derive measures that enable comparisons to be drawn between countries, without 
any particular reference to the use to which they might be put to test substantive theories 
in PUS. In fact, societal-level theories appear relatively often in the literature. Indeed, 
on a fundamental level, historical epochs are defined by the status of science, and its 
relationship with the general population. In contemporary PUS studies, societal-level 
theories mostly refer to the effects of industrialisation on the general climate of support 
for science and technology. Industrialisation, so the theory goes, at first brings with it 
increased enthusiasm for the promise of science and its contribution to improved quality 
of life. In stages of late industrialisation, or post-industrialisation, the negative 
consequences of science and technology begin to be recognised, and science may be 
viewed with more scepticism overall, or the public may be more discerning regarding 
different manifestations of science and technology. So we expect to see broadly 
positive attitudes towards all biotechnologies metamorphosing into more polarised 
attitudes, specific to certain technologies, as countries develop economically. In terms 
of changes in knowledge, the ‘normalisation hypothesis’ would lead us to suppose that 
as a country develops economically, the concomitant increases in overall quality of life 
means that higher levels of education are more widely available, so that knowledge of 
science becomes more evenly diffused. This implies that the shape of the distribution of 
knowledge changes over time, from bimodal (specialised) to unimodal (more evenly 
distributed).
We are not yet in a position to test either of these theories thoroughly. This is not only
because the final model reached for knowledge in Chapter 6 is poorly fitting. These
theories, about change over time, require a new effort to find models to cover several
survey waves, fixing measurement models to be equal across time points, as well as
between countries. It may well be a tall order to find such a stable model for a new and
dynamic topic such as biotechnology. Nevertheless, such an approach should be
preferred over the currently common method of using single cross-sectional data sets to
test these theories, and taking less advanced, or more recently industrialised countries,
as a window on history. Such an approach is methodologically questionable. The
problem with inferring that less industrialised countries are equivalent to more
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industrialised countries in former years is analogous to cross-tabulating age with 
attitudes at the individual level, and neglecting to test for cohort effects. It is, moreover, 
normatively problematic, and politically sensitive. For both reasons, it would be very 
useful to develop robust measures that can be carried through several survey waves. 
This alone is motivation for trying to first find a way of fitting a good model to the 
knowledge items in their current format, before resorting to wholesale changes of item 
content and structure.
This approach is itself not without shortcomings, however. The cross-national measures 
presented in the empirical chapters are fixed effects models: in the structural part of the 
model, parameters are estimated individually for each country. They thus do not yield 
themselves to the multilevel models which would be ideal for testing the 
industrialisation hypothesis, or similar societal-level theories. The fixed effects of 
countries with regard to attitudinal constructs explain all of the country-level variance, 
preventing us from entering other country-level variables such as national income, 
dominant religion, etc., into such a model. The measures I have created in the empirical 
studies are therefore not a good solution for testing societal-level theories.
Random effects models might therefore be considered for future analyses. These would 
involve additional considerations. For example, the data requirements for such a model 
would be greater: fifteen units may be too few for a multilevel model, but perhaps more 
recent Eurobarometers, with 25 or more country samples, might make this approach 
feasible. A random effects model would also involve imposing some additional 
distributional assumptions on the structural parts of the models. This may not 
necessarily be disadvantageous -  in fact, it may be the logical next step in the 
development of these analyses, following the fixed effects models presented in this 
report. Where the accuracy and fit of the measurement models between countries is a 
particular worry, or a direct research question, a fixed effects model is clearly indicated. 
Having explored this research question, a random effects model might be attempted 
next. Software already exists for this purpose (Rabe-Hesketh, Pickles et al., 2004).
Having suggested using more involved statistical models, it is important to reiterate the 
caveat on cross-national analyses stated in Chapters 1 and 2. In the empirical studies I 
hope to have improved on standard cross-national analyses of survey data which 
imagine that respondents are from the same population, and which assume that
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constructs such as attitudes and knowledge have the same interpretation in every 
country. The empirical studies have aimed to answer the question of whether this is a 
fair assumption, rather than take it for granted. But they have only addressed this 
question on a statistical level, and it would be stretching their credentials to claim that 
they are fully sensitive cross-national analyses. For such purposes qualitative data 
should be considered, and perhaps more formalised mixed methods approaches. The 
purely quantitative studies in this thesis have yet to be validated in this way. Having 
established measures of constructs which are statistically speaking comparable between 
countries, it is the task of PUS researchers to comment on the extent to which their 
substantive interpretation is comparable.
Countries are not the only units between which comparisons might be made. Indeed, 
the analyses in this thesis are open to the charge of methodological nationalism (Beck, 
2003) -  that is, the tendency in the social sciences to unquestioningly adopt the nation 
state as a natural unit of analysis. There are other notable points of comparison in the 
literature, both below and above the national level. Some are socio-demographic -  for 
example, in their methodological analysis of the Oxford scale of scientific knowledge, 
Pardo and Calvo (2004) analyse its metric properties not only between countries but 
also for groups of different ages and different levels of education. Some are attitudinal 
-  Hviid Nielsen, Jelsoe, and Ohman (2002) compare logics of resistance towards 
biotechnology, characterising ‘blue’ resistance based on traditional arguments and 
values, moral and ethical concerns, and ‘green’ resistance based on a cost-benefit 
analysis of uses versus risks. A common comparison is also to compare regions: 
southern versus northern European countries, for example; or as in Miller’s analyses, 
Europe versus North America, versus Japan.
There are a number of reasons for explicitly exploring cross-national comparisons 
within Europe. One is substantive, and simply relates to the fact that for many science 
actors it is important to know how the climate of opinion varies from one polity to 
another. PUS research is strongly tied to a political context in which the nation state is 
an unignorable unit of analysis. Methodologically, motivations for cross-national 
comparisons include concerns over systematically varying meanings corresponding to 
the different languages in which the surveys are administered, as well as systematically 
varying measurement errors due to survey administration, which is organised on a 
country-by-country basis. But country comparisons are not the only contrasts that could
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be made. Theory might suggest others, and empirical results might suggest still others. 
Had I divided the EU sample into age bands rather than countries in Chapter 5, for 
example, I may not have found similar measurement models for logics of support and 
opposition between groups. Indeed, in their meta-analysis of the relationship between 
knowledge and attitudes, Allum et al. (forthcoming) find very little variance of the 
model attributable to country differences. This is not to say that cross-national 
comparisons are not important. Rather, successfully finding joint cross-country models 
of these constructs might give us licence to be a little more confident and creative in 
making contrasts between groups other than countries. And this could mean going 
altogether beyond comparisons of taxonomic groups, defined by socio-demographic 
variables, and exploring ‘natural groups’, defined by the attitudes, values or 
representations people share (Gaskell, 1994) -  perhaps those defined by the latent class 
models in this report would be a good starting point for such analyses.
9.7 The value of these models in attitudinal survey research
For many years, the attitude was the defining concept in social psychology, and 
measuring it was the main methodological pursuit. Chapter 3 gave a brief account of 
some of the careful, rigorous techniques developed for this purpose by Thurstone, 
Guttman, and Likert -  methods which represent only a portion of the great intellectual 
output in this field. Based, as they were, on an individualistic philosophy, they lost 
favour with a significant section of the social psychology community. These more 
interpretivist-minded psychologists developed important critiques of the individualism 
of the classic model of the attitude and the limitations of quantitative research. The 
discipline has thus diversified, and the ‘quantitative imperative’ (Michell, 2003), that is 
the insistence that the only valid research is quantitative research, has lots its hegemony. 
This can only be for the good; quantitative research methods cannot answer all social 
research questions, and in Chapter 2 I described plainly some of the limitations of 
survey research. However, there remain some research questions that we can only 
answer with probability sample surveys -  specifically, those that ask about the 
distributions of public opinions and perceptions. Even then, surveys should be used in 
conjunction with other, qualitative methods, to help us ask meaningful questions and 
interpret them sensitively, to obtain the best possible answers to those questions. But 
the survey is a crucial tool in this process, and although it is by no means a perfect 
research instrument, there is always scope for improving it. However, many of the
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measures used in today’s social surveys are designed and tested in a somewhat ad hoc 
way, with resource constraints keeping them far removed from the rigour of Thurstone, 
Guttman and Likert.
In this contemporary context of the need for survey data which meets the information 
requirements of many users, and which can be produced in a limited time frame, I hope 
to have given some examples of how the use of latent trait and class models can aid and 
improve that task. These models can provide extensive, detailed information about the 
associations between a set of items, with a more collective than individualistic angle of 
interpretation. They can help uncover response effects in the data, identify items that do 
not work well for our purposes, and thus inform modifications to future survey design, 
with consequent efficiency gains. They also constitute a valuable, sensitive tool for 
assessing the cross-national comparability of the measures created to represent key 
psychological constructs.
Latent variable models can therefore be a very useful part of, or tool in, social research. 
They are far from a panacea, and the more critically they can be used, the better. It is 
unfortunate that the methodology of attitude measurement has become such a specialist 
area of expertise in contemporary survey research. Too often, critiques of survey 
methods take the form of a wholesale rejection of the method rather than any 
constructive proposals for its improvement. Perhaps the nature of the subject matter 
goes some way towards explaining the motivation for this. In the context of developing 
factor analysis for the measurement of IQ, and IRT models for educational testing, very 
real social consequences followed, and continue to follow, from the measures created: 
performance in school tests directly impacts on a student’s life chances. With attitudes 
and related constructs, the consequences of mismeasurement are less clear, and less 
immediate. However, drawing attention back to the first section of Chapter 2, public 
opinion can be of real consequence in relation to some topics. This is surely true in the 
case of biotechnology; a subject which does not easily lend itself to opinion polls asking 
referendum-style questions. Notwithstanding the limitations of survey research, it 
seems fair to say that there will always be a need for sensitive and rigorous methods to 
capture attitudes and related constructs with survey data, and always, therefore, a 
motivation for improving such methods.
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G M  food, 5 classes
Country independent o f  latent 23.3 16.7 24.7 34.7 26.0 41.3 30.7 34.7 23.3 18.0 28.0 21.3 34.0 15.3 20.0
variable and indicators
Measurement model equal 12.7 9.3 14.7 20.0 8.7 26.0 15.3 8.7 15.3 8.7 16.0 8.0 12.0 10.0 6.0
Direct country effect for r i s k 10.0 10.0 13.3 12.7 6.0 24.0 10.0 10.0 12.0 4.0 12.0 8.0 8.7 5.3 3.3
Interaction between country, 4.7 2.7 10.0 6.0 4.7 13.3 6.0 5.3 10.0 0.0 4.7 5.3 5.3 4.7 5.3
latent variable and r i s k
Direct country effect for 12.7 10.7 10.0 16.0 7.3 24.7 11.3 8.0 14.0 8.7 12.0 8.0 9.3 10.7 5.3
u t i l i t y
Interaction between country, 9.3 10.0 8.7 15.3 6.0 20.0 10.7 8.0 11.3 10.7 13.3 5.3 7.3 11.3 4.0
latent variable and u t i l i t y
Measurement model free to 0.0 0.0 0.7 0.0 0.7 0.7 0.0 1.3 0.0 0.0 0.0 0.0 0.7 0.7 0.7
differ between countries
G M  food, 6 classes
Country independent o f  latent 24.7 17.3 24.0 35.3 26.0 42.7 30.0 36.0 27.3 20.7 27.3 23.3 34.7 12.7 20.0
variable and indicators
Measurement model equal 10.0 10.0 12.0 17.3 7.3 28.7 14.0 11.3 12.0 8.7 8.0 7.3 6.0 10.7 4.7
Direct country effect for r i s k 8.7 9.3 10.7 12.7 3.3 24.0 10.0 12.0 8.7 4.0 3.3 7.3 2.7 5.3 1.3
Interaction between country, 4.7 2.7 9.3 6.0 4.0 15.3 6.7 7.3 7.3 0.0 2.0 5.3 1.3 4.7 1.3
latent variable and r i s k
Direct country effect for 11.3 9.3 8.0 15.3 7.3 26.0 14.7 10.0 8.7 9.3 6.7 6.0 3.3 9.3 3.3
u t i l i t y
Interaction between country, 8.0 9.3 5.3 14.7 8.0 22.7 10.0 8.7 8.0 9.3 6.7 5.3 4.0 8.7 2.7
latent variable and u t i l i t y
Measurement model free to 0.0 0.0 0.7 0.0 0.7 0.7 0.0 0.7 0.0 0.7 0.0 0.0 1.3 0.0 0.7
differ between countries •
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Table A.2 Standardised residuals conditional on country for logics items,
therapeutic cloning
% 2-way standardised marginal residuals >4, conditional on country
£? «»
£3 >> O  §  — ,
Model____________3 & & S i 8 S £ 2 3 2 & £ r & %
T herapeutic cloning, 5 classes
Country independent o f latent 25 21 29 29 14 42 33 34 15 15 33 21 29 27 17
variable and indicators
Measurement model equal 14.7 12.7 20.0 20.7 12.7 30.7 26.7 9.3 13.3 14.0 22.7 16.0 12.0 22.7 11.3
Direct country effect for r i s k  13.3 6.7 16.0 16.7 7.3 31.3 22.0 6.7 9.3 10.7 16.7 13.3 8.7 12.7 6.7
Interaction between country, 11.3 1.3 10.7 3.3 2.0 18.7 20.7 3.3 6.0 5.3 11.3 8.0 6.0 6.7 5.3
latent variable and r i s k
Direct c o u n try ^ f l^ fo r  12.7 14.7 12.0 1 8 .7 1 7 .1 2 7 3 2 0 .0  9 .3 T i7 3 "T 4 "(T ^7 6 1 ^
u t i l i t y
Interaction between country, 10.0 13.3 12.0 18.7 12.0 20.7 16.0 8.7 8.7 11.3 17.3 10.0 10.0 18.7 7.3
latent variable and u t i l i t y
Measurement model free to 0.0 0.0 0.0 0.7 0.7 2.0 0.7 6.0 0.7 0.7 0.0 0.0 0.0 0.7 0.0
differ between countries
T herapeutic cloning, 6 classes
Country independent o f  latent 27.3 20.0 26.7 29.3 14.7 48.7 34.7 34.0 19.3 15.3 32.7 20.7 28.0 23.3 16.7 
variable and indicators
Measurement model equal 12.7 13.3 18.7 21.3 12.7 33.3 20.0 8.7 14.0 16.0 14.0 16.7 10.7 16.7 10.7
Direct country effect for r i s k  12.7 7.3 14.0 16.0 6.7 28.7 15.3 8.0 8.7 9.3 6.7 14.0 4.0 9.3 6.0
Interaction between country, 10.7 2.0 10.0 3.3 2.1 18.0 11.3 3.3 5.3 4.7 4.7 8.7 2.7 4.7 4.7
latent variable and r i s k
D ir e c tc o u n h ^ e ^ c F ^  T T X m T T oTTT8To 10.0 24.0 17.3 ~8.7 10.7 16.0 14.7 1 2 7 7 7 3  7 6 7  6.7
u t i l i t y
Interaction between country, 6.0 14.0 11.3 19.3 10.0 19.3 11.3 7.3 9.3 12.7 12.7 10.7 9.3 13.3 6.0
latent variable and u t i l i t y
Measurement modei free to 0.0 0.0 0.0 0.0 0.7 0.0 0.0 0.0 1.3 0.7 0.0 0.7 0.7 0.0 0.0
differ between countries
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Table A.3 Joreskog & Moustaki index conditional on country for logics items, 
GM food
Joreskog & Moustaki index, conditional on country
Model A
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GM  food, 5 classes
Country independent o f  latent 3.68 2.00 6.06 6.30 3.75 7.33 7.16 7.28 3.11 4.01 7.31 2.60 4.48 2.06 2.00
variable and indicators
Measurement model equal 1.93 1.76 2.33 3.37 1.49 2.91 2.30 1.62 2.21 1.80 1.83 1.42 1.82 1.66 1.06
Direct country effect for r i s k 1.62 1.40 2.14 1.81 1.17 2.29 2.07 1.49 1.88 1.10 1.46 1.41 1.41 1.24 0.81
Interaction between country, 1.05 0.91 1.89 0.99 0.98 1.55 1.65 0.98 1.36 0.57 0.99 1.04 1.20 0.97 0.73
latent variable and r i s k
Direct country effect for 1.89 1.49 1.52 3.16 1.39 2.77 1.62 1.52 2.04 1.69 1.68 1.28 1.45 1.53 0.96
u ti l i ty
Interaction between country, 1.56 1.42 1.24 3.07 1.26 2.43 1.54 1.32 1.70 1.65 1.49 1.06 1.28 1.32 0.94
latent variable and u t i l i t y
Measurement model free to 0.28 0.23 0.34 0.33 0.30 0.37 0.25 0.43 0.26 0.26 0.25 0.28 0.39 0.37 0.27
differ between countries
GM  food, 6 classes
Country independent o f  latent 3.60 2.00 6.05 6.25 3.61 7.57 7.16 7.11 3.46 3.97 7.00 2.80 4.64 2.02 1.97
variable and indicators
Measurement model equal 1.82 1.74 2.09 3.25 1.26 3.01 2.36 1.63 1.80 1.78 1.21 1.29 1.34 1.51 0.99
Direct country effect for r i s k
Interaction between country, 
latent variable and r i s k
1.52 1.39 1.91 1.79 0.92 2.39 2.14 1.47 1.54 1.06 0.79 1.30 0.95 1.11 0.74 
1.04 0.81 1.67 1.00 0.84 1.66 1.69 0.97 1.38 0.55 0.61 0.99 0.72 0.82 0.63
Direct country effect for 
u ti l i ty
Interaction between country, 
latent variable and u t i l i t y
1.79 1.43 1.32 3.05 1.21 2.81 1.70 1.51 
1.52 1.34 1.12 2.92 1.16 2.50 1.50 1.31
1.46 1.72 1.13 1.09 1.15 1.37 0.89 
1.34 1.65 1.06 1.00 1.08 1.30 0.84
Measurement model free to 0.23 0.26 0.28 0.30 0.25 0.30 0.20 0.33 0.24 0.28 0.24 0.23 0.29 0.27 0.23 
differ between countries
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Table A.4 Joreskog & Moustaki index conditional on country for logics items,
therapeutic cloning
Joreskog & Moustaki index, conditional on country
Model A
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T herapeutic cloning, 5 classes
Country independent o f  latent 3.86 2.29 5.27 6.75 2.50 9.98 5.91 9.97 2.09 2.95 11.24 2.40 3.13 3.91 2.34
variable and indicators
Measurement model equal 2.14 1.82 2.56 5.48 2.13 4.54 4.44 1.62 1.77 2.41 2.92 2.03 1.71 3.00 1.60
Direct country effect for r i s k 1.95 1.36 1.96 2.29 1.15 3.43 3.88 1.30 1.52 1.72 2.11 1.81 1.46 1.63 1.29
Interaction between country, 1.68 0.84 1.64 1.07 0.73 2.47 3.82 0.75 0.89 1.23 1.44 1.17 1.14 1.04 0.98
latent variable and r i s k
Direct country effect for 1.94 1.80 1.64 4.93 2.06 3.79 3.14 1.58 1.60 2.37 2.66 1.84 1.46 2.83 1.28
u ti l i ty
Interaction between country, 1.50 1.69 1.53 4.89 2.03 3.18 2.48 1.48 1.39 1.95 2.27 1.71 1.36 2.65 1.16
latent variable and u t i l i t y
Measurement model free to 
differ between countries
0.46 0.36 0.31 0.37 0.39 0.49 0.55 0.90 0.45 0.42 0.24 0.38 0.40 0.34 0.29
T herapeutic cloning, 6 classes
Country independent o f  latent 3.86 2.32 5.30 6.68 2.56 10.00 6.07 9.51 2.27 2.95 10.67 2.43 3.12 3.79 2.33 
variable and indicators
Measurement model equal 2.10 1.81 2.58 5.26 2.15 4.33 2.87 1.57 1.77 2.42 2.03 2.07 1.42 2.52 1.55
Direct country effect for r i s k 1.94 1.32 1.98 2.19 1.17 3.23 2.40 1.29 1.49 1.84 1.18 1.84 1.15 1.23 1.24
Interaction between country, 
latent variable and r i s k
1.72 0.76 1.60 0.99 0.72 2.29 2.14 0.74 0.89 1.30 0.93 1.22 0.83 0.86 0.92
Direct country effect for 
u t i l i ty
Interaction between country, 
latent variable and u t i l i ty
1.87 1.79 1.64 4.71 2.07 
1.39 1.70 1.49 4.68 2.01
3.59 2.45 1.51 1.52 3.05 
3.02 2.10 1.40 1.41 1.93
2.00 1.86 1.24 2.47 1.18 
1.81 1.70 1.16 2.38 1.08
Measurement model free to 
differ between countries
0.43 0.35 0.28 0.30 0.28 0.34 0.35 0.25 0.38 0.30 0.18 0.29 0.40 0.26 0.23
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Table A.5 Parameter estimates for a discrete latent trait model of knowledge
items for British data; 10 polytomous items, 2 traits
Item Category
In tercept
Estimate Standard error
D K  tra it
Estimate Standard error
‘Knowledge’ tra it
Estimate Standard error
kbac3
True
False
DK
0
-2.27
-6.81
0.62
1.02
0
-2.28
7.79
1.09
1.30
0
-0.17
-1.60
0.66
0.79
True 0 0 0
ktom3 False -1.76 0.60 2.47 0.97 2.24 0.54
DK -4.30 1.18 9.15 1.79 -1.04 0.66
True 0 0 0
kclo3 False -0.72 0.42 -2.66 0.73 0.13 0.40
DK -5.53 1.03 7.66 1.41 -5.09 2.70
True 0 0 0
kmod3 False -0.85 0.77 2.71 1.27 2.93 0.85
DK -4.12 0.94 9.04 1.42 -0.98 1.13
True 0 0 0
kmot3 False -0.40 0.43 2.70 0.76 0.96 0.41
DK -4.09 0.86 8.15 1.24 -0.56 0.62
True 0 0 0
kyea3 False -0.98 0.51 -3.44 0.94 -0.41 0.60
DK -6.08 1.14 7.88 1.60 -2.23 0.82
True 0 0 0
kprg3 False -1.55 0.48 -1.81 0.83 -0.49 0.53
DK -6.20 0.90 6.62 1.15 -0.17 0.51
True 0 0 0
kbig3 False -2.02 0.70 2.63 1.10 2.81 0.74
DK -4.39 1.03 8.82 1.49 -0.53 0.74
True 0 0 0
kchim3 False -1.36 0.42 -0.68 0.75 0.40 0.34
DK -5.32 1.03 8.83 1.46 -1.13 0.49
True 0 0 0
ktrgen3 False -0.15 0.36 -0.30 0.65 0.72 0.29
DK -4.25 1.17 8.85 1.71 -0.68 0.46
280
Figure A.l Item characteristic curves for the two ‘non-knowledge’ traits in the 
final 3-trait model of ‘knowledge’, with measurement models equal 
for all traits, 15 countries 
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Table A.6 Standardised residuals conditional on country for engagement with 
science and technology
%  2-way standardised marginal residuals >4, conditional on country
f>> 203  _ § Is ** ™ ?? *2 'g 15 Si §
Model_________ < f f l Q f a & O Q £ | | g _ 3 __2__&__% &__s.
M easurem ent model free to differ between countries
4 items ( s c in t ,  s c in f ,  s c u n d , 1.9 5.6 1.9 11.1 3.7 5.6 1.9 5.6 3.7 1.9 7.4 0.0 1.9 3.7 5.6
s c o n f ) , 3 classes 
3 items ( s c in t ,  s c in f ,  s c u n d ) , 3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
classes
3 items, m easurem ent model
3 classes
equal between countries 
19 33.3 37.0 40.7 37.0 51.9 55.6 25.9 29.6 18.5 48.1 29.6 25.9 66.7 22.2
4 classes 14.8 18.5 25.9 33.3 25.9 37.0 40.7 22.2 33.3 7.4 44.4 29.6 18.5 59.3 11.1
5 classes 14.8 14.8 11.1 25.9 22.2 11.1 22.2 14.8 29.6 7.4 33.3 11.1 18.5 33.3 18.5
6 classes 3.7 18.5 3.7 29.6 11.1 14.8 22.2 11.1 14.8 7.4 7.4 3.7 3.7 7.4 11.1
7 classes 7.4 14.8 3.7 7.4 0.0 3.7 3.7 11.1 14.8 3.7 7.4 0.0 3.7 0.0 7.4
8 classes 14.8 0.0 0.0 0.0 0.0 0.0 3.7 7.4 0.0 0.0 0.0 3.7 0.0 0.0 7.4
Table A.7 Joreskog & Moustaki index conditional on country for engagement 
with science and technology
JOreskog & Moustaki index, conditional on country
S* «»
M >» © 1
•I 1 1 1 8 1 S ' S  |  i  » -  |
EJ 0) 4> .5  2  w >-< D a  3  . Q> Q P . ^  *
_____________________________________ < ! c q Q u h U h O  O  ^  i±h i—}____________ V)____co__ S _
M easurem ent model free to differ between countries
4 items ( s c in t ,  s c in f ,  so u n d ,, 0.45 0.52 0.59 1.00 0.42 0.82 0.44 0.71 0.66 0.41 1.15 0.25 0.48 0.77 0.55
s c o n f ), 3 classes
3 items ( s c in t ,  s c in f , s c u n d ) , 0.09 0.09 0.11 0.21 0.08 0.35 0.14 0.22 0.33 0.07 0.13 0.04 0.08 0.24 0.05
3 classes
3 items, m easurem ent model equal between countries
3 classes 2.47 3.19 5.22 6.64 4.14 7.88 18.39 3.12 2.99 2.27 6.50 4.28 2.96 8.35 2.51
4 classes 1.80 2.91 3.92 5.88 3.61 5.13 5.42 2.65 2.91 1.59 6.45 3.68 2.02 7.82 1.41
5 classes 1.55 2.28 1.74 2.89 2.23 1.51 2.44 2.64 2.83 1.63 5.24 1.13 1.89 5.02 2.10
6 classes 1.04 2.11 1.152.54 1.41 1.41 2.30 1.92 1.60 1.23 1.31 0.51 1.27 1.20 1.35
7 classes 1.08 1.61 0.84 1.12 0.59 0.68 0.68 1.44 1.50 0.61 0.82 0.43 1.01 1.14 1.19
8 classes 0.48 1.22 0.55 1.01 0.63 0.75 0.76 1.18 0.72 0.53 0.60 0.53 1.05 0.82 1.03
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Table A.8 Standardised residuals conditional on country for engagement with
biotechnology
% 2-way standardised marginal residuals >4, conditional on country
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M easurem ent model free to differ between countries
4 classes 0.0 0.0 0.0 0.0 2.7 2.7 0.0 0.0 2.7 0.0 0.0 0.0 5.4 0.0 2.7
M easurem ent model equal between countries
4 classes 35.1 27.0 54.1 24.3 29.7 45.9 45.9 27.0 35.1 29.7 24.3 24.3 45.9 59.5 40.5
5 classes 32.4 24.3 37.8 18.9 18.9 32.4 13.5 13.5 21.6 24.3 5.4 27.0 32.4 43.2 35.1
6 classes 37.8 13.5 35.1 10.8 18.9 18.9 2.7 8.1 2.7 18.9 0.0 16.2 37.8 40.5 32.4
7 classes 27.0 13.5 32.4 0.0 18.9 5.4 0.0 8.1 10.8 21.6 0.0 0.0 18.9 21.6 13.5
6 classes, investigating interactions
Interaction between t a lk b io  and 35.1 5.4 5.4 10.8 5.4 10.8 0.0 10.8 0.0 5.4 0.0 10.8 27.0 35.1 8.1
latent variable
Interaction between h e a r d b io  40.5 8.1 5.4 2.7 8.1 5.4 0.0 8.1 5.4 8.1 5.4 16.2 29.7 29.7 13.5
and latent variable
Interaction between d is c u s s  and 8.1 10.8 21.6 0.0 8.1 8.1 2.7 0.0 8.1 10.8 0.0 5.4 5.4 2.7 13.5
latent variable
Interaction between r e a d t v  2.7 5.4 21.6 0.0 5.4 5.4 2.7 0.0 2.7 13.5 0.0 0.0 2.7 18.9 5.4
and latent variable
5? CO
£ T J0 u 13
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3 0 0.
l - l A C /3
Table A.9 Joreskog & Moustaki index conditional on country for engagement 
with biotechnology
JOreskog & Moustaki index, conditional on country
p  ^ >>
 ^  ^ I § s § j  ^  ^ i
________________________________________________ ^ C Q Q U H f a O O H ^ H H i —1 2  ____ C/2____
M easurem ent model free to differ between countries
4 classes 0.10 0.18 0.15 0.38 0.22 0.60 0.06 0.17 1.60 0.12 0.07 0.24 0.41 0.04 1.90
M easurem ent model equal between countries
4 classes 5.61 3.69 7.96 2.99 3.83 6.20 6.46 3.59 8.41 3.84 2.72 3.44 6.37 12.31 4.54
5 classes 6.41 3.20 6.57 2.41 2.76 3.79 1.81 2.06 5.90 3.28 0.78 2.81 3.93 8.73 3.90
6 classes 6.92 2.42 6.09 1.54 2.72 2.16 0.93 1.22 1.81 2.51 0.69 1.98 4.31 9.15 3.79
7 classes 4.73 2.37 5.97 0.72 2.67 1.07 0.87 0.95 2.14 2.42 0.60 0.68 1.94 2.76 2.70
6 classes, investigating interactions
Interaction between t a lk b io  and 4.20 0.61 0.70 1.22 0.69 1.27 0.51 1.22 0.54 0.48 0.48 1.65 2.36 5.99 1.49
latent variable
Interaction between h e a r d b io  and 5.82 1.01 0.76 0.92 0.90 0.74 0.26 1.10 0.77 0.54 0.77 2.25 2.59 4.60 1.58
latent variable
Interaction between d is c u s s  and 2.53 1.56 4.97 0.17 1.90 1.22 0.57 0.35 1.91 1.51 0.39 0.57 0.95 1.83 2.29
latent variable
Interaction between r e a d t v  and latent 0.96 1.31 5.25 0.25 1.18 0.77 0.58 0.22 1.44 1.80 0.17 0.40 0.62 2.75 1.70
variable
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