Squares in Polynomial Product Sequences by Spiegelhalter, Paul & Vandehey, Joseph
ar
X
iv
:1
10
7.
17
30
v1
  [
ma
th.
NT
]  
8 J
ul 
20
11
Squares in polynomial product sequences
Paul Spiegelhaltera,1, Joseph Vandeheya,2,∗
aDepartment of Mathematics, 250 Altgeld Hall, 1409 W Green St., Urbana, IL, 61801
Abstract
Let F (n) be a polynomial of degree at least 2 with integer coefficients. We
consider the products Nx =
∏
1≤n≤x F (n) and show that Nx should only rarely
be a perfect power. In particular, the number of x ≤ X for which Nx is a
perfect power is O(Xc) for some explicit c < 1. For certain F (n) we also prove
that for only finitely many x will Nx be squarefull and, in the case of monic
irreducible quadratic F (n), provide an explicit bound on the largest x for which
Nx is squarefull.
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1. Introduction
Several papers have recently been published concerning how often
Nx =
∏
n≤x
F (n)
can be a perfect square, given an irreducible polynomial F (n) with integer
coefficients. Cilleruelo proved in [1] that if F (n) = n2 + 1 then Nx is a perfect
square only when x = 3. Fang, using Cilleruelo’s method, proved in [2] that if
F (n) = 4n2 +1 or F (n) = 2n(n− 1)+ 1 then Nx is never a perfect square, and
Gu¨rel and O¨zgu¨r Kis¸isel proved in [3] that if F (n) = n3 + 1 then Nx is never
squarefull. Conjectures regarding these products were initially put forth in [4],
as they related to studying arithmetical properties of the arctangent function.
Cilleruelo, et al., in [5], later showed that if F (n) is an irreducible polynomial
of degree at least 2, then the number of times Nx/d is a perfect square for x in
the interval [M,M +N ] is
≪ N11/12 (logN)1/3
uniformly over all positive square-free integers d and all positive integers M .
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In this paper, we examine how often Nx =
∏
n≤x F (n) will be a perfect
power or squarefull for more general F (n).
If F (n) is an irreducible monic quadratic, then we can provide an explicit
bound on the largest x for which Nx can be squarefull.
We will also show that if F (n) can be factored into linear and quadratic terms
and given some conditions on the leading coefficient of the linear terms and
discriminant of the quadratic terms, then Nx will be squarefull for only finitely
many x. These conditions are general enough to cover some large collections of
polynomials F (n), such as all F (n) that are the product of two or three distinct
irreducible quadratics. However, these proofs are not strong enough to provide
explicit bounds.
More generally, we can show that if F (n) is not of the form sG(n)p where
s is a rational number and G(n) ∈ Z[n], then Nx is a perfect pth power for at
most O(Xcp) of the x < X for some explicit cp < 1.
In this paper, all polynomials denoted by lower-case letters are assumed to
be irreducible over the rationals and have integer coefficients. We denote the
discriminant of a quadratic polynomial fi(n) by Di. Also, we assume x ≥ 1 is
integer-valued.
2. The case F (n) = n2 + D
We wish to find an upper bound on those x > 0 for which
Nx :=
∏
n≤x
(
n2 +D
)
is squarefull. Here, D is a positive integer. In particular, we will show that the
bound eC·D works, where C is a constant that is effectively computable. We
start with the following proposition.
Proposition 2.1. If a and q are coprime natural numbers and z a positive real
number, then
S(z; q, a) :=
∣∣∣∣∣∣∣∣
∑
p≤z
p≡a(q)
log p
p
− 1
φ(q)
log z
∣∣∣∣∣∣∣∣
= O(1),
where the constant implied by the Big-Oh expression can be effectively computed
and is independent of a and q.
Proof. Here we use a method of proof similar to that employed by Pomerance
in [6].
Suppose that z ≥ eq2/3 . Define
θ(z; q, a) :=
∑
p≤z
p≡a(q)
log p.
2
Now,
∑
p≤z
p≡a(q)
log p
p
=
1
z
θ(z; q, a)− 1
2
θ(z; q, a) +
∫ z
2
θ(t; q, a)
t2
dt
≤ 1
z
θ(z; q, a) +

∫ q
2
+
∫ eq1/2
q
+
∫ eq2/3
eq
1/2
+
∫ z
eq
2/3

 θ(t; q, a)
t2
dt.
To bound the first term, we use the bound θ(z) ≤ 2z log 2. This follows from
the inequality
∏
p≤n p ≤ 4n (see for example [7]). Hence
1
z
θ(z; q, a) ≤ 1
z
θ(z) ≤ 2 log 2.
For the first of the four integrals, we note that each of
∑
p≤q
p≡a(q)
log p
p
and
1
q
∑
p≤q
p≡a(q)
log p
is bounded by 1, so by partial summation∫ q
2
θ(t; q, a)
t2
dt ≤ 3.
Since θ(z; a, q) ≤ (1 + z/q) log z ≤ 2z log zq when z ≥ q,
∫ eq1/2
q
θ(t; q, a)
t2
dt ≤
∫ eq1/2
q
2 log t
qt
dt ≤ 1.
Now, the Brun-Titchmarsh theorem in the form of Montgomery and Vaughan
(see [8]) gives us that
π(z; q, a) ≤ 2z
φ(q) log(z/q)
for z > q. So for z > eq
1/2
,
θ(z; a, q) ≤ 2z
φ(q)
(
1
1− log qlog z
)
≤ 8z
φ(q)
,
using elementary calculus. Hence
∫ eq2/3
eq
1/2
θ(t; q, a)
t2
dt ≤ 8
φ(q)
∫ eq2/3
eq
1/2
dt
t
≤ 8q
2/3
φ(q)
.
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If z ≥ eq2/3 then by the prime number theorem for arithmetic progressions (see
[9] p. 123), ∣∣∣∣θ(z; q, a)− zφ(q)
∣∣∣∣ ≤ Aze−c(log z)1/8
where A and c are positive absolute constants. Then since∫ z
eq
2/3
1
φ(q)t
dt =
1
φ(q)
log z − q
2/3
φ(q)
,
and since Ae−c(log z)
1/8 ≤ A′(log z)2 for some A′ depending on A and c, we have∣∣∣∣
∫ z
eq
2/3
θ(t; q, a)
t2
dt− 1
φ(q)
log z
∣∣∣∣ ≤ q2/3φ(q) +
∫ z
eq
2/3
Ae−c(log t)
1/2
t
dt
≤ q
2/3
φ(q)
+
∫ z
eq
2/3
A′
t log2 t
dt
≤ q
2/3
φ(q)
+
A′
q2/3
Thus
S(x; q; a) =
∣∣∣∣∣∣∣∣
∑
p≤z
p≡a(q)
log p
p
− 1
φ(q)
log z
∣∣∣∣∣∣∣∣
≤ 4 + 2 log 2 + 9q
2/3
φ(q)
+
A′
φ(q)
.
Since q2/3/φ(q) can be effectively bounded, this completes the proof of the
proposition for z > eq
2/3
. For smaller values of z, one can simply truncate the
expansion of ∑
p≤z
p≡a(q)
log p
p
as a sum of integrals at the appropriate place to obtain a similar bound. ✷
Remark 1. Using the Brun-Titchmarsh estimate we can show that
1
z
θ(z; q, a) =
log p(q; a)
p(q; a)
+O
(
log q
q
)
where p(q; a) denotes the first prime p ≡ a (mod q) and that, after a suitable
adjustment to the bounds of integration, the remaining terms are O(q−1/3).
One obtains the result
S(z; q, a) =
log p(q; a)
p(q; a)
+O(q−1/3)
for x > eq
2/3
, where the implied constant is independent of a and q.
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We have that if E is a set of residue classes mod q, then∣∣∣∣∣∣∣∣
∑
p≤x
p∈E
(
log p
p− 1 −
log p
p
)∣∣∣∣∣∣∣∣
≤ 1.
Thus as a corollary to Proposition 2.1 we have that for some constant C0∑
p≤x
p∈E
log p
p− 1 ≤
|E|
φ(q)
log x+ |E|C0 (1)
Proposition 2.2. The number Nx satisfies
logNx ≥ 2x logx− 2x.
Proof. Note that ex ≥ xxx! by Taylor series, so x! ≥
(
x
e
)x
, hence∑
n≤x
logn ≥ x log x− x.
Then since log(x2 +D) ≥ 2 logx, we have
logNx ≥ 2
∑
n≤x
logn ≥ 2x log x− 2x.
✷
Proposition 2.3. There is a prime factor px of Nx satisfying px >
1
72x log x for
all x larger than C1e
C2D = exp{(85 ((4C0 + 8)D + 2)}, where C0 is the constant
defined in (1).
Proof. Let k = 172 . For a given x, let αp be defined for each prime p so that
Nx =
∏
p p
αp . Now, p|Nx only when p|D, or when p ∤ D and −D is a quadratic
residue mod p. The latter occurs only for a particular set S of residue classes
mod 4D with 2 |S| = φ(4D). Hence
Nx =
∏
p|D
pαp
∏
p∈S
pαp
where by a slight abuse of notation we take p ∈ S to mean p (mod 4D) ∈ S.
Now, if p ∤ D, then each interval of length pj contains at most 2 solutions of
n2 +D ≡ 0 (mod pj). So
αp ≤
∑
j≤ log(x
2+D)
log p
2⌈x/pj⌉ (2)
≤ 2x
∑
j≤ log(x
2+D)
log p
1
pj
+ 2
log(x2 +D)
log p
≤ 2x
p− 1 + 2
log(x2 +D)
log p
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On the other hand, if p|D, we write D = pe0D′, with p ∤ D′. Then as a result of
Huxley (see [10]) we have that n2+D ≡ 0 (mod pj) has at most 2pe0 solutions.
By an argument similar to that in (2) we have
αp ≤ 2p
e0x
p− 1 + 2p
e0
log(x2 +D)
log p
. (3)
If the claim in the proposition does not hold, then there is an x > C1e
C2D such
that
Nx =
∏
p≤kx log x
p|D
pαp
∏
p≤kx log x
p∈S
pαp .
To estimate logNx with Nx in this form, we use Chebyshev’s inequality π(x) <
2 xlog x as given in [11]. Also, note that for x in the prescribed range
log(x2 +D) ≤ 3 log x. (4)
Since k > x−1/3 we have log(kx log x) ≥ 23 log x, so
π(kx log x) log(x2 +D) ≤ 6 kx log
2 x
log(kx log x)
≤ 1
8
x log x. (5)
Now, certainly we have that kx log x > D for x > C1e
C2D, so by (3) and (4)
∑
p≤kx log x
p|D
αp log p ≤ 2x
∑
p|D
pe0
log p
p− 1 + 2
∑
p|D
pe0
log(x2 +D)
log p
≤ 2x
∑
p|D
pe0 + 2 log(x2 +D)
∑
p|D
pe0
≤ 2x
∏
p|D
pe0 + 2 (3 logx)
∏
p|D
pe0
≤ 8Dx.
Now, if x is in the prescribed range then log x ≤ x1/8, so by (2), (5) and (1)
we have
∑
p≤kx log x
p∈S
αp log p ≤ 2x
∑
p≤kx log x
p∈S
log p
p− 1 + 2 log(x
2 +D)
∑
p≤kx log x
p∈S
1
≤ 2x
( |S|
φ(4D)
log(kx log x) + |S|C0
)
+ 2π(kx log x) log(x2 +D)
≤ x log(kx9/8) + φ(4D)C0x+ 1
4
x log x
≤ 11
8
x log x+ 4C0Dx.
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So
logNx =
∑
p≤kx log x
p|D
αp log p+
∑
p≤kx log x
p∈S
αp log p
≤ 11
8
x log x+ 4C0Dx+ 8Dx
Thus by Proposition 2.1 we have
5
8
x log x ≤ (4C0D + 8D + 2)x
hence x ≤ e8((4C0+8)D+2)/5. This is a contradiction to our earlier assumtion
that x > C1e
C2D. ✷
Theorem 2.4. For any x larger than C1e
C2D the number Nx is not squarefull.
Proof. If Nx is squarefull and p|Nx, then either p2|n2 +D for some positive
integer n ≤ x or p|n2 + D and p|m2 + D for some distinct positive integers
n,m ≤ x. In the first case, we have
p ≤
√
x2 +D ≤ x+D ≤ 2x
since x > D. In the second case, we have that p divides n2−m2 = (n−m)(n+m),
so p ≤ 2x. If x is in the range given in the theorem, then
2x < kx log x < px
for some px dividing Nx, a contradiction. ✷
Remark 2. If we take F (n) to be any irreducible monic quadratic, we can apply
the above technique to |Nx| to obtain similar results. Write F (n) = (n−α)2+D;
there is a constant Cf < 0 such that
log
∣∣∣∣1− 2αn + α
2 +D
n2
∣∣∣∣ > Cf .
Modifying Proposition 2.2 we get
log |Nx| ≥ 2
∑
n≤x
logn+ Cfx
≥ 2x log x− 2x+ Cfx.
The rest of the proof of Theorem 2.4 holds with only slight modification. One
obtains the result that Nx is not squarefull for any x larger than exp{ 85 (2−Cf+
4C0D + 8D)}.
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3. Products of quadratics
The main result of this section relies on the following theorem, proved in
two separate cases by Duke, Friedlander, and Iwaniec in [12] and To´th in [13].
Theorem 3.1. If f(n) be an irreducible quadratic polynomial with integer co-
efficients, and 0 ≤ α < β ≤ 1, then
Kx = #
{
(p, v)|0 ≤ v < p ≤ x, f(v) ≡ 0 (mod p), α ≤ v
p
< β
}
∼ (β − α)π(x)
where v ∈ Z, p prime, and the asymptotic relation holds as x→∞.
We begin by presenting two lemmas derived from this result, which we will
often refer to as the DFIT result, after its various authors.
Lemma 3.2. Let f(n) = n2 + bn + c be a monic quadratic polynomial, and
let ǫ > 0. Then there exists δ = δ(ǫ) and x0 such that for all x > x0, at
least (12 − ǫ)(π(2x)− π((2− δ)x)) of the primes between (2− δ)x and 2x divide
Nx =
∏
n≤x f(n) exactly one time.
Proof. In particular we will choose δ such that 1/2 + ǫ/2 > 1/(2− δ).
We first note that for all sufficiently large x, (2− δ)2x2 > f(x), so any prime
p ∈ [(2− δ)x, 2x] can only divide any given f(n) at most one time. Thus the
number of times p divides Nx equals the number of n ≤ x for which f(n) ≡ 0
(mod p).
We rewrite this last condition as(
n+
b
2
)2
≡ b
2 − 4c
4
(mod p)
and then write b/2 in reduced terms as B/A and first handle the case where
A = 1.
Then if we use the interval(
1
2− δ +
ǫ
4
, 1− ǫ
4
)
and the polynomial f(n) = (2n)2 − (b2 − 4c) in the DFIT result, we see that
the number of pairs (v, p), for which 0 ≤ v < p, (2− δ)x < p < 2x, p|f(v) and
v
p
∈
(
1
2− δ +
ǫ
4
, 1− ǫ
4
)
,
tends asymptotically to δ(1 − ǫ2 − 12−δ ) xlog x , as K2x ∼ 2(1 − ǫ2 − 12−δ ) xlog x and
K(2−δ)x ∼ (2− δ)(1 − ǫ2 − 12−δ ) xlog x .
If f(v) ≡ 0(mod p), then v2 ≡ (b2 − 4c)/4. If we set n = v −B, this gives
us a solution to f(n) ≡ 0(mod p). We can pick x to be large enough so that
B/p < ǫ/20. So,
n
p
∈
(
1
2− δ +
ǫ
5
, 1− ǫ
5
)
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with 0 < n < p. This implies that
n > p
(
1
2− δ +
ǫ
5
)
> (2− δ)x
(
1
2− δ +
ǫ
5
)
> x+
ǫ
5
.
So this particular p can only divide Nx at most once.
Moreover, each pair (v, p) corresponds in a one to one ratio with pairs (p−
v, p), with 0 ≤ p− v < p, (2− δ)x < p < 2x, p|f(p− v) and
v
p
∈
(
1
2− δ +
ǫ
4
, 1− ǫ
4
)
,
which is the same thing as
p− v
p
∈
(
ǫ
4
, 1− 1
2− δ −
ǫ
4
)
.
Again setting n = p− v −B and extending the bounds to allow
n
p
∈
(
ǫ
5
, 1− 1
2− δ −
ǫ
5
)
,
we can see that
n < p(1− 1
2− δ −
ǫ
5
) < 2x(1− 1
2− δ −
ǫ
5
) < x,
so that this p must divide Nx at least once, and hence, by the last paragraph,
exactly once.
As there are asymptotically δ xlog x primes in the interval (2− δ)x to 2x, and
our choice of δ implies
1− ǫ
2
− 1
2− δ >
1
2
− ǫ,
we have proved the lemma in this case.
For the case A = 2, we need to consider how B/A acts modulo p. For all odd
primes, 1/2 ≡ (p+1)/2. Since p is odd, (p+1)/2 is an integer so this represents
a solution to 1/2 (mod p). Therefore B/2 ≡ B(p + 1)/2. If we call this latter
integer k, 0 ≤ k < p, then note that k/p tends towards 1/2 as p grows since B
is a fixed odd number.
From here, the proof of the second case proceeds identically to that of the
first case, except that we use the interval(
1
2− δ −
1
2
+
ǫ
4
,
1
2
− ǫ
4
)
in the DFIT result and set n = v − k or n = p− v − k as appropriate. ✷
Remark 3. Clearly the previous proof also works if f(n) = an2 + bn + c,
where a|b or 2a|b. In general though, the b/2a term is only well-behaved over
primes of a specific congruence class, and the DFIT result does not address the
equidistribution of v/p for primes p of a specific congruence class, so we do not
yet know how to extend the above lemma.
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Lemma 3.3. Let f(n) be an irreducible monic quadratic polynomial with integer
coefficients, and 2 < a < b. Then for all sufficiently large x, there exists a prime
p, ax < p < bx, such that p|∏n≤x f(n).
Proof. Consider pairs (p, v) for which p divides f(v), with ax ≤ p ≤ bx,
and 0 ≤ v/p ≤ 1/b. By DFIT, the number of such pairs is asymptotically
(1− a/b)x/ logx. In particular, there is always such a pair once x is sufficiently
large. But for this pair, we have v ≤ p/b ≤ x, so that p divides f(v), which
itself divides
∏
n≤x f(n). ✷
Cilleruelo, in his proof, used the fact that if Nx is a perfect square, then
all primes dividing it must be less than 2x, so the previous lemma provides an
alternative proof that
∏
n≤x(n
2 + 1) is not infinitely often a square. We can
generalize this idea a little further with the help of the following lemmas.
Lemma 3.4. If f1(n) = a1n
2 + b1n+ c1 and f2(n) = a2n
2 + b2n+ c2 are two
distinct quadratic polynomials such that D1D2 is a square, then the largest prime
p that can divide both Nx =
∏
n≤x f1(n) and Mx =
∏
n≤x f2(n) is bounded by
cx for some positive constant c and sufficiently large x
Proof. We can rewrite f1(n) = a1(n+(b1/2a1))
2−(b21−4a1c1)/4a1 and f2(n) =
a2(n+ (b2/2a2))
2 − (b22 − 4a2c2)/4a2. Thus writing d =
√
D1D2, we have that
4a1D2f1(n)− 4a2D1f2(m)
= 4a21D2
(
n+
b1
2a1
)2
− 4a22D1
(
m+
b2
2a2
)2
=
1
D1
(
D1D2
(
2a1
(
n+
b1
2a1
))2
−
(
2a2D1
(
m+
b2
2a2
))2)
=
1
D1
(d (2a1n+ b1)−D1 (2a2m+ b2)) (d (2a1n+ b1) +D1 (2a2m+ b2)) .
So if p|f1(n) and p|f2(m), then p must divide the second or third factor of the
above equation. Since n,m ≤ x by assumption, this implies that p must be less
than |d(2a1x+ b1)|+ |D1(2a2x+ b2)| < (2|a1d| + 2|a2D1| + 1)x for sufficiently
large x. ✷
Lemma 3.5. If f(n) = n2 + bn+ c is a quadratic polynomial and for a prime
p, p2|∏n≤x f(n), then p < (2 + |b|+ |c|)x.
Proof. If p2|f(n) for some n ≤ x, then p2 ≤ n2 + bn + c ≤ x2 + |b|x + |c| <
(1 + |b|+ |c|)x2, which implies that p ≤ x
√
1 + |b|+ |c|.
If p|f(n) and p|f(m) for some n,m ≤ x, then p|n2+ bn+ c−m2− bm− c =
(n−m)(n+m)+ b(n−m) = (n−m)(n+m+ b). Since p is prime, this implies
p|(n−m) or p|(n+m+ b). Either way this implies that p < (2 + |b|)x. So the
lemma holds. ✷
Thus we have the following result using our variant method of Cilleruelo.
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Theorem 3.6. Let fi(n), 1 ≤ i ≤ I, be some sequence of monic irreducible
polynomials. If D1Di is a perfect square for all 1 ≤ i ≤ I, then
Nx =
∏
n≤x
I∏
i=1
fi(n)
cannot be squarefull for infinitely many x.
Proof. First, suppose Nx is squarefull, so for all primes p such that p divides
Nx, p
2|Nx.
If I = 1 then by the previous lemma, there exists some constant c indepen-
dent of our choice of x, for which p < cx for all primes dividing Nx.
If I > 1, then for each prime p|Nx, either for some i, p2|
∏
n≤x fi(n), or else
for some i and i′, p|∏n≤x fi(n) and p|∏n≤x fi′(n). Regardless of which case
we fall into, the previous two lemmas tell us that there exists some constant c,
dependent only on the fi’s for which p < cx for all sufficiently large x.
But again, Lemma 3.3 shows that
∏
n≤x f1(n) will eventually be divisible by
at least one prime in the range cx to (c + 1)x. Thus our assumption that Nx
could be squarefull for any of these large x must be false. ✷
We can replace the condition that requires D1Di to be a perfect square
through the use of the following lemma.
Lemma 3.7. If fi(n), 1 ≤ i ≤ I, is some sequence of distinct irreducible
polynomials, with
Jf := 1 +
∑
∅ 6=J⊂{1,2,3,...,I}∏
j∈J Djsquare
(−1)|J\{1}| > 0,
then there exists some residue class k modulo
∏I
i=1Di, such that all sufficiently
large primes congruent to k (mod
∏I
i=1Di) cannot divide any term of the form
fi(n) for 1 < i ≤ I, but will divide some term of the form f1(n).
Proof. Once again, a given prime p will divide fi(n) = ain
2 + bin+ ci if
(n+
bi
2ai
)2 +
4aici − b2i
4a2i
≡ 0 (mod p),
which makes sense provided p is larger than ai.
Thus p will divide fi(n) for some n if and only if Di is a quadratic residue
modulo p. To estimate the number of primes up to z, which can divide f1(n)
for some n but can never divide fi(m) for i 6= 1, we use the formula
∑
D<p≤z

1 +
(
D1
p
)
2
∏
2≤i≤I
(−1)
−1 +
(
Di
p
)
2

 .
Here, D is some constant larger than all the Di. But this sum equals
(−1)|I|−1 1
2I
∑
D<p≤z
∑
J⊂{1,2,3,...,I}
(−1)|I|−|J\{1}|−1
(∏
j∈J Dj
p
)
=
1
2I
∑
J⊂{1,2,3,...,I}
∑
D<p≤z
(−1)|J\{1}|
(∏
j∈J Dj
p
)
If
∏
j∈J Dj is a square, then
∑
D<p≤z
(∏
j∈J Dj
p
)
will be asymptotic to π(z). Otherwise, the sum will be o(π(z)) (in fact, it is
O(1)). Thus the sum above equals
π(z)
2I

1 +
∑
∅ 6=J⊂{1,2,3,...,I}∏
j∈J Djsquare
(−1)|J\{1}| + o(1)


which will represent a non-trivial proportion of the primes provided Jf > 0. ✷
We can now combine this with Lemma 3.2, assuming f1 is monic. If we pick
ǫ < 1/φ(D), then Lemma 3.2 says that for all sufficiently large x there exists
a prime congruent to k (mod
∏I
i=1Di) that must divide
∏
n≤x f1(n) exactly
once. And since it cannot divide fi(n) for 1 < i ≤ I, we have proved the
following theorem.
Theorem 3.8. Suppose that we have a set of I distinct irreducible quadratic
polynomials fi(n) = ain
2 + bin + ci with f1 monic. Furthermore, suppose that
Jf > 0
Then for sufficiently large x the number
Nx =
∏
n≤x
f1(n)
is not squarefull. Moreover, Nx cannot be made a squarefull by multiplying Nx
with terms of the form fi(n) with i 6= 1, n ∈ N>0.
Corollary 3.9. Suppose that we have a set of I distinct irreducible quadratic
polynomials fi with f1 monic. Furthermore, suppose that Jf > 0.
Then the number
Nx =
∏
n≤x
I∏
i=1
fi(n)
cannot be infinitely often a squarefull.
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While the conditions of the previous theorems have been somewhat complex,
we can combine them to prove the following - much simpler - theorem.
Corollary 3.10. Suppose we have k distinct monic quadratic polynomials fi.
Then
Nx =
∏
n≤x
∏
1≤i≤k
fi(n)
cannot be infinitely often squarefull if k = 2 or 3.
Proof. If any Di is a perfect square, then fi is reducible, so none of the Di
can be a perfect square.
In the case k = 2, we therefore have only two cases to consider: either D1D2
is a perfect square or it is not.
If D1D2 is a perfect square, then we apply Theorem 3.6.
If D1D2 is not a perfect square, then we apply Theorem 3.9 as Jf = 1 in
this case.
In the case k = 3 we again have multiple sub-cases.
First, if no product of D1, D2, D3 is ever a square, we may again apply
Theorem 3.9 as Jf = 1 in this case.
Suppose that exactly one product of two of the discriminants is a square,
and that the product of all three is not. By reindexing we can let D2D3 be the
square. Then we again apply Theorem 3.9 as Jf = 2 in this case.
Note that it is impossible to have just two products of two discriminants
being square, as if D1D2 and D1D3 are square, then so is (D1D2)(D1D3)/D
2
1 =
D2D3.
So suppose that all three products of two of the discriminants is a square,
and that the product of all three is not. Here we can apply Theorem 3.6.
Suppose that the only square can be formed by multiplying all three dis-
criminants together, i.e. D1D2D3 is a square, then we apply Theorem 3.9 as
Jf = 2 in this case.
Finally assume that some product of two discriminants and the product of all
three discriminants are squares, say D1D2 and D1D2D3 are both squares. Then
(D1D2D3)/(D1D2) = D3 must also be a square contrary to the irreducibility
of f3. ✷
These techniques are not sufficient to generalize to higher k. In particular
there are two problem cases with k = 4, the case where D1D2D3D4 is the only
square and the case where D1D2D3D4, D1D2, and D3D4 are the only squares.
Remark 4. Suppose F (n) is the product of distinct irreducible quadratic poly-
nomials fi. Roughly, we expect that the large primes factors of
∏
n≤x fi(n)
should be rather sparse and should not overlap much with the large prime fac-
tors of
∏
n≤x fj(n).
By interpreting the DFIT result - incorrectly - as a statement of probability,
one can refine this heuristic argument to estimate that the squarefree part of
Nx should tend towards N
1/2+o(1)
x as x tends to infinity. We cannot yet prove
such a statement, and so leave it here as a conjecture.
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4. Quadratic and Linear Terms
Now suppose we wish to extend our results still farther, to consider products
of the form
Nx =
∏
n≤x
(
I∏
i=1
fi(n)
)(
K∏
k=1
gk(n)
)
where the fi are quadratic and the gk are linear. Under what conditions for the
fi, gk will Nx again be only finitely often a square?
We will assume, as we did with the fi, that gk(n) 6= 0 for any n ≥ 1.
If the fi satisfy the conditions of Corollary 3.9 and gi(n) = n + bi for all
i then the conclusion still holds, as under these conditions only a finite num-
ber (independent of x) of primes larger than x could divide any of the terms∏
n≤x gk(n).
Theorem 4.1. Suppose that we have a set of I distinct quadratic polynomials
fi(n) with f1 monic such that Jf > 0. Suppose we also have a set of K distinct
linear polynomials gk(n) = akn + bk, where each ak ≥ 2 is relatively prime to
each Di and to every other ak ≥ 2
Then the number
Nx =
∏
n≤x
(
I∏
i=1
fi(n)
)(
K∏
i=1
gi(n)
)
cannot be infinitely often a squarefull.
Proof. A prime p > (2 − δ)x divides the term gk(n) when the following con-
gruence holds
akn+ bk ≡ 0(modp)
n ≡ −bk
ak
(modp)
We can solve this explicitly since n ≤ x < p implies that n will equal
(kp− bi)/ai where k is the smallest positive integer for which jp− bi is divisible
by ai. However, we need n ≤ x, while p > (2− δ)x so this means that we would
need to have
j(2 − δ)x− bi
ai
<
jp− bi
ai
≤ x
j − bi
(2 − δ)x <
ai
(2− δ)
Since j is discrete, we can pick x large enough so that the term bi2x < 1/5
and pick δ small enough so that |ai/(2− δ)− ai/2| < 1/5 as well. Then we get
j ≤ ai
2
+
2
5
or, in other words, that only half of the congruence classes modulo ai can contain
primes larger than (2 − δ)x which divide ∏n≤x gi(n).
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By Lemma 13, there must be a congruence class k′ (mod
∏
Di) for which
primes congruent to k′ (mod
∏
Di) can, and eventually will, divide
∏
n≤x f1(n)
but will never divide any other
∏
n≤x fi(n). Provided ai is relatively prime to∏
Di the associated congruence classes modulo ai coming from 0 ≤ j ≤ ai2
cannot cover the congruence class k′ (mod
∏
Di) completely. So there exists
some congruence class modulo aiD such that all sufficiently large primes in that
congruence class eventually must divide
∏
n≤x f1(n) as x grows, but which will
never divide
∏
n≤x gk(n).
Since aj 6= ai is relatively prime to ai
∏
Di we can repeat this process, and
continue repeating through all of the ak’s until we have found a congruence class
k′′ (mod
∏
ak
∏
Di) such that all sufficiently large primes in that congruence
class will eventually divide
∏
n≤x f1(n) but cannot divide Nx/
∏
n≤x f1(n).
Then, as in the proof of Theorem 3.8, for sufficiently large x, some of these
primes can only divide Nx precisely one time, and thus Nx cannot be squarefull.
✷
Remark 5. We can, without difficulty, allow two linear terms with the same
leading coefficient, say an+b, an+b′ provided a is prime (and as before relatively
prime to all other ak’s) and b 6= −b′ (mod a). This last condition will ensure
that there is still some congruence class modulo a, such that primes from that
congruence class can never divide
∏
n≤x(an+ b)(an+ b
′).
Using slightly different techniques, we can prove the following theorem.
Theorem 4.2. Let fi(n), i ∈ {1, 2, . . . , I}, be distinct quadratic polynomials,
and gk(n) = akn + bk, k ∈ {1, 2, . . . ,K}, be distinct linear polynomials with
non-zero, relatively prime coefficients, such that
1.
J ′f := 1 +
∑
∅ 6=J⊂{1,2,3,...,I},
∏
j∈J Djsquare
(−1)|J| 6= 0
2. a1 is positive and a1 ≥ |ak| for all 1 < k ≤ K.
3. a1 is relatively prime to
∏
i≤I Di
4. For all k such that a1 = |ak|, we have that b1 6= bk (mod a1).
Then
Nx =
∏
n≤x
(
I∏
i=1
fi(n)
)(
K∏
k=1
gk(n)
)
can only be a perfect square finitely many times.
Proof. Let us write g1(n) = an+ b. Clearly all primes congruent to b modulo
a less than ax + b but larger than a + b divide
∏
n≤x g1(n). Moreover, each
prime of this congruence class that exists between (a− 12 )x and ax+ b divides∏
n≤x g1(n) exactly once for sufficiently large x. To see this, suppose p is a prime
congruent to b (mod a) in the range ((a− 12 )x, ax + b), and let n′ = (p− b)/a.
Then clearly the first time g1(n) is divisible by p is when n = n
′. The next
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time it happens is when n = n′ + p > p ≥ (a− 12 )x > x which means p divides∏
n≤x g1(n) exactly one time.
In fact, these primes can only divide
∏
n≤x
(∏K
k=1 gk(n)
)
once for large
enough x. Every gk with |ak| < a1 can only contribute primes smaller than
(a − 12 )x. By assumption, every gk with the same leading coefficient as g1
is of the form an + b′ where b′ 6= b (mod a). Thus the first time a prime
p > (a − 12 )x congruent to b (mod a) divides gk(n) is at the earliest when
n = (2p− b′)/a > ((2a− 1)x− b′)/a > x once x is large enough.
So in order for Nx to be a square, each of the primes congruent to b (mod a)
in the range ((a− 12 )x, ax+ b) must divide
∏
n≤x
(∏I
i=1 fi(n)
)
. However, by a
similar argument to Lemma , the proportion of the primes that can never divide
any of these terms is ∣∣∣∣∣∣
∑
D<p≤z
∏
1≤i≤I
(−1)
−1 +
(
Di
p
)
2
∣∣∣∣∣∣ ,
which will be asymptotic to a non-zero proportion of π(z) whenever J ′f 6= 0.
These correspond to a proportion of residue classes modulo
∏
i≤I Di. Since a
is relatively prime to
∏
i≤I Di, there must exist residue classes modulo a
∏
i≤I Di
such that they reduce to b (mod a) and yet primes in these residue classes can
never divide
∏
n≤x
(∏I
i=1 fi(n)
)
. Now, if we pick x to be large enough, then
there must exist a prime congruent to b modulo a in the region ((a−1/2)x, ax+
b), which cannot divide
∏
n≤x
(∏I
i=1 fi(n)
)
yet must divide
∏
n≤x
(∏K
k=1 gk(n)
)
precisely once.
Thus Nx cannot be infinitely often a square. ✷
5. More general F(n)
In the case of still more general F (n) we cannot yet obtain any theorems
which say that Nx will only be finitely often a square or finitely often squarefull,
yet we can obtain a small density result.
Here, given a function F (n) ∈ Z[n], let dF be the positive integer such that
there is some element of the Galois group of F which fixes precisely dF roots
of F (n) and any element which fixes less than dF roots of F (n) will fix none of
the roots. dF exists since the Galois group contains the trivial element which
will fix all the roots of F , which also implies that dF ≤ degF .
We denote the size of the Galois group of F by gF .
Theorem 5.1. Suppose F (n) ∈ Z[n] is not of the form s(G(n))p for some
rational number s and some polynomial G(n) ∈ Z[n]. Then
#{x ≤ X |Nxis a perfect pth power} = O
(
X log (dF+1)/ log ⌈p/dF ⌉
)
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and, more generally,
#{x ≤ X |Nxis a perfect pth power} = O
(
X24/25
)
We note that this generalizes the results of Cilleruelo, et al., in [5].
To begin, we need the following lemma.
Lemma 5.2. There exists a sequence of primes q1, q2, q3, . . ., such that
⌈p/d⌉qi
(
1− gF log qi
qi
)
≤ qi+1 ≤ ⌈p/dF ⌉qi
and F (n) has dF roots modulo qi.
Proof. If f(n) is some irreducible polynomial, then the way that f factors
when taken modulo some prime p is determined completely by the way the
Frobenius automorphism acts on the roots of f . Taken modulo p, the Frobenius
automorphism maps the set of roots of f bijectively onto the roots of f . If it
maps an element onto itself, this corresponds to a linear factor of f modulo p.
If it maps one element onto a second element, and the second element back onto
the first (i.e. a 2-cycle), then this corresponds to a quadratic factor of f modulo
p, and so on.
Thus if the cycle structure of the Frobenius automorphism acting on the
roots of f is (m1,m2, . . . ,mr), then
f(n) ≡
r∏
i=1
gi(n) (mod p)
where deg gi = mi and each gi is irreducible modulo p.
A similar result holds even if our function is reducible. In particular, let
F (n) =
∏
fi(n)
ei for distinct irreducibles fi. We can still consider the Galois
group of F as the compositum of all the Galois groups of the fi’s; this is also
the splitting field for F . The Frobenius automorphism for a given prime p is
again an element of the Galois group of F and it will map roots of F bijectively
onto roots of F , and will actually map roots of fi bijectively onto roots of fi.
Thus if the cycle structure of the Frobenius automorphism acting on the roots
of F is (m1,m2, . . . ,mr), then
F (n) ≡
r∏
i=1
gi(n) (mod p)
where deg gi = mi and each gi is irreducible modulo p.
In particular, this tells us that F (n) has d roots modulo p precisely when
the Frobenius automorphism fixes exactly d of the roots of F (n).
The Chebotarev Density theorem (see [14], page 143) says that there exists
a natural density of primes p for which the cycle structure of the Frobenius
Automorphism of p acting on the roots of F is (m1,m2, . . . ,mr). In particular
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this density is the number of elements of the Galois group which produce this
cycle structure when they act on the roots of F divided by the total number of
elements in the Galois group.
Since we know, by definition, that there exists some element of the Galois
group that fixes precisely dF roots of F , there must be a positive density c of
primes p for which F has precisely dF roots modulo p.
Thus, if we let ǫ(X) = gF logX/X and let πdF (X) denote the number of
primes less than X for which F has dF roots, then
πdF (X)− πdF (X(1− ǫ(X)))
∼ c X
logX
− cX(1− ǫ(X))
logX
= cǫ(X)
X
logX
= cgF ≥ 1
since c ≥ 1/gF .
Thus we can find a prime qi+1 which is between ⌈p/dF ⌉qi(1 − gF log qi/qi)
and ⌈p/d⌉qi and for which F has dF roots modulo qi+1, provided we start this
sequence with a sufficiently large prime q1. ✷
Here, if F (n) = sf1(n)
e1 · · · fk(n)ek for some s ∈ Q and for distinct irre-
ducible polynomials fi, we let sdisc(F ) denote the discriminant of
∏k
i=1 fi(n).
Recall that if F (n) has k roots modulo p, then it also has k roots modulo pi
provided p does not divide sdisc(F ). This is true because if p does not divide the
discriminant of fi then the roots of fi modulo p are distinct, and we can then
apply Hensel’s lemma to see that these roots extend to distinct roots modulo
pi.
Now consider any of the primes qi. Let ai(x) represent the number of times
qi divides Nx.
By our construction of the qi, we know that F (n) has dF roots modulo qi.
Thus, ai(x+ qi)− ai(x) ≥ dF .
At the same time we know that F (n) has dF roots modulo q
2
i , so ai(x+ j +
1)− ai(x+ j) > 1 for at most dF values of j, with 0 ≤ j ≤ q2i − 1.
Let us further assume that if p|ai(x), then x belongs to an interval of length
qi on which ai is constant, and suppose these intervals are distinct; this will
overestimate how often p|ai(x) but still give us our big-Oh bounds. Now, we
will estimate how close two successive intervals can be on average. Let I1, I2
be the two intervals in question, with I1 = [x1, x1 + qi − 1] and I2 = [x2, x2 +
qi − 1]. If for all x1 ≤ x < x2, we have that ai(x + 1) − ai(x) ≤ 1, so then
for all x1 ≤ x ≤ x2 − qi + 1 we have that ai(x + qi) − ai(x) = dF . Thus
ai(x2) − ai(x1) ≤ dF ⌈(x2 − x1)/qi⌉ and at the same time ai(x2) − ai(x1) = p.
Thus, x2 − x1 ≥ ⌊p/dF ⌋qi.
However, we also know that over an interval of x’s of length q2i , ai will jump
by more than one exactly dF times. Thus it is possible that we could have two
sub-intervals I1 = [x1, x1+ qi−1] and I2 = [x2, x2+ qi−1] of the type discussed
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in the previous paragraph with x2 = x1 + qi, but this could only occur at most
dF times over the full interval. Each other pair of successive intervals must be
separated as in the previous paragraph.
Thus we see that if we have an interval of length qi+1, which is slightly smaller
than ⌈p/dF ⌉qi, then it can contain at most dF + 1 sub-intervals of length qi of
values of x for which p|ai(x); consequently, if X > qi+1 at most
2X
(dF + 1)qi
qi+1
of the numbers x up to X , will have Nx be a perfect p
th power. (Here the 2 is
a fudge factor since X will likely not be a multiple of qi+1.)
If we look at an interval of length qi+2 then it can contain at most dF + 1
intervals of length qi+1 of values of x for which p|ai+1(x), which themselves can
contain at most dF + 1 intervals of length qi of values of x for which p|ai(x);
consequently, at most
2X
(dF + 1)qi
qi+1
(dF + 1)qi+1
qi+2
of the numbers x up to X , if X > qi+2, will have Nx be a perfect p
th power.
And so on.
Now suppose qi ≤ X < qi+1 then we have that there are at most
2X
(
dF + 1
⌈p/d⌉
)i−1
(1 − ǫ(q1))−1(1− ǫ(q2))−1 · · · (1 − ǫ(qi−1))−1
x less than X for which Nx is a perfect p
th power.
Note that i− 1 > log⌈p/dF ⌉ (X/q1), so(
df + 1
⌈p/dF ⌉
)i−1
<
(
dF + 1
⌈p/dF ⌉
)log⌈p/dF ⌉ (X/q1)
= exp
(
logX − log q1
log ⌈p/dF ⌉ log
dF + 1
⌈p/dF ⌉
)
= X(log (dF+1)/ log ⌈p/dF ⌉−1)
(⌈p/dF ⌉
dF + 1
)log q1/ log ⌈p/dF ⌉
Furthermore, note that
ǫ(qi) =
gF log qi
qi
= O
(
gF log (q1⌈p/dF ⌉i−1)
(q1⌊p/dF ⌋i−1)
)
= O
(
i
⌊p/dF ⌋(i−1)
)
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Thus
(1− ǫ(q1))−1(1− ǫ(q2))−1 · · · (1− ǫ(qi−1))−1
≤ exp
(
i−1∑
n=1
ǫ(qi)
)
= exp
(
O
(
∞∑
n=1
n
⌊p/dF ⌋n−1
))
= exp

O


(
∞∑
n=1
1
⌊p/dF ⌋n−1
)2

 = exp

O


(
1
1− 1⌊p/dF ⌋
)2


which is clearly bounded.
Together these estimates prove the first part of Theorem 5.1; however this
result is only interesting when p2 > dF , for smaller p we will use a variation of
the Tura´n sieve (following the method of [15]).
For the Tura´n sieve, let A be an arbitrary finite set, P be some set of primes,
and to each prime p ∈ P associate a set Ap ⊂ A, and let Ap,q = Ap ∩Aq. Now
suppose
#Ap = δpX +Rp
and
#Ap,q = δpδqX +Rp,q
where X = #A, then we have the following result.
Theorem 5.3. With all notation as in the previous paragraph, let
U(z) =
∑
p∈P
p≤z
δp
then
#

A \ ⋃
p∈P
Ap

 ≤ X
U(z)
+
2
U(z)
∑
p∈P
p≤z
|Rp|+ 1
U(z)2
∑
p,q∈P
p,q≤z
|Rp,q|
We also need the following result. Here we use the shorthand Fk(n) :=
F (n)F (n+ 1) · · ·F (n+ k).
Lemma 5.4. Suppose F (n) ∈ Z[n] is not of the form sG(n)p for some s ∈ Q
and G(n) ∈ Z[n]. Then for any prime q which does not divide sdisc(F ) and is
larger than deg (F )k, we have that Fk(n) taken modulo q is not equivalent to
sG(n)p for any G(n) ∈ Zq[n], s ∈ Zq.
Proof. If q ∤ sdisc(F ), then the factors of fi modulo q must be distinct from
the factors of fj modulo q if i 6= j, and the factors of fi modulo q are themselves
distinct from each other. Thus if not every fi divides F (n) with a p-multiple
multiplicity, then not every irreducible modulo q divides F (n) with a p-multiple
multiplicity.
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Moreover, g(n) is irreducible (over Z or Zq) if and only if g(n + 1) is also
irreducible, and g(n)m|F (n) if and only if g(n+ 1)m|F (n + 1). If g(n) = nl +
al−1n
l−1 + · · · + a0 then g(n + i) = nl + (il + al−1)nl−1 + · · · so these will be
distinct modulo q if il 6= 0 (mod q).
Now, consider Fk(n) and suppose that all irreducibles divide Fk(n) with a
p-multiple multiplicity when we reduce Fk(n) modulo q. By the work above we
know that there exists some irreducible over Zq[n], let us call it g1(n), that does
not divide F (n) with a p-multiple multiplicity, but it does divide Fk(n) with
a p-multiple multiplicity, therefore there must be some other irreducible g2(n)
such that g2(n)|F (n) and g2(n + i) ≡ g1(n) (mod q) with 1 ≤ i ≤ k; however,
we can assume that g2(n) does not divide F (n) a multiple of p times, so we can
find a g3, g4, . . . in this fashion. However, F (n) has finite degree, so this sequence
of gi’s must eventually repeat itself. Suppose, without loss of generality, that
g1(n) = gj(n) with j minimal, then we have that g1(n+ i) ≡ gj(n) (mod q) for
j−1 ≤ i ≤ k(j−1). By the previous paragraph, that implies i ≡ 0 (mod q) but
i > 0 and i ≤ k(j− 1) < deg (F )k, since F can have at most deg (F ) irreducible
factors. So since q > deg (F )k, Fk(n) cannot be of the form sG(n)
p for any
G(n) ∈ Zq[n], s ∈ Zq, as desired. ✷
In our case, let
A = {n ≤ X},
and for each prime q ∤ sdisc(Fk), let
Aq = {n ≤ X |Fk(n)is not a perfect pth power modulo q}.
Note that sdisc(Fk) = sdisc(F ), since disc(fi(n)) = disc(fi(n+ 1)).
By [16], page 94, we have that∣∣∣∣∣∣
∑
a mod q
χp (Fk(a))
∣∣∣∣∣∣ ≤ (degFk − 1)
√
q
if χp is a non-trivial multiplicative character of order p and Fk has some root
modulo q whose multiplicity is not a p-multiple. By the previous lemma, this
latter requirement is satisfied.
Let Sk denote the number of nmodulo q for which Fk(n) is p
th power modulo
q, then supposing there exist non-trivial characters, we have
|pSk − q| =
∣∣∣∣∣∣
∑
χp 6=1
∑
a (mod q)
χp
(
Fk(a)
q
)∣∣∣∣∣∣
≤ (p− 1)(degFk − 1)√q
Thus Sk = q/p+O((deg Fk)
√
q).
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Thus
#Aq =
(
X
q
+O(1)
)(
q(p− 1)
p
+O((deg Fk)
√
q)
)
=
X(p− 1)
p
+O
(
degFk
X√
q
+ q degFk
)
and similarly, given distinct primes q1, q2 we have
#Aq1,q2 =
(
X
q1q2
+O(1)
)(
q1q2(p− 1)2
p2
+O((deg Fk)
2(
√
q1q2 +
√
q2q1))
)
=
X(p− 1)2
p2
+O
(
(degFk
2)
(
X√
q1
+
X√
q2
+ q1q2
))
For our set of primes P we want the set of all primes q between z and 2z,
such that q does not divide sdisc(Fk) and q ≡ 1 (mod p) (so that there will
exist non-trivial characters). We will determine z later.
Then by the Tura´n sieve, the number of n ≤ X for which Fk(n) is a perfect
pth power is
≪ X log z
z
+ (degFk)
X√
z
+ (degFk)z + (degFk)
2 X√
z
+ (degFk)
2z2
and the implied constant is independent of our choice for k.
We now use the following lemma to see how frequently Nx, Nx+k can be
both a pth power, with k small.
Lemma 5.5. Let S(X) be some subset of the natural numbers {1, 2, . . . , X},
and suppose |S(X)| > X/K(X) for some function K(X) < X.
Let S(X)k denote those s ∈ S(X) such that s+k ∈ S(X) and s+i ∈ X\S(X)
for 1 ≤ i < k.
Then there exists some integer k ≤ K(X) such that |S(X)k| ≥ 2X/K(X)3.
Proof. Suppose to the contrary that for all k ≤ K(X) there are less than
2X/K(X)3 elements in S(X)k. Let us consider the most number of elements
that could be in S(X) under these conditions. In particular we want to have
as small a gap between successive elements as possible. So let us assume that
for all k ≤ K(X) there are at most 2X/K(X)3− 1 distinct s ∈ S(X) for which
s + k ∈ S(X) and s + i ∈ X \ S(X) for 1 ≤ i < k. The number of integers in
the union ⋃
k≤K(X)
⋃
s∈S(X)k
{s, s+ 1, . . . , s+ k − 1}
is then at most
K(X)(K(X) + 1)
2
⌈ 2X
K(X)3
− 1⌉) = X(K(X) + 1)
K(X)2
− K(X)(K(X) + 1)
2
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Then let us also suppose, in order to maximize the number of elements in
S(X), that for each remaining s ∈ S(X), the first element in S(X) after s is
s+K(X) + 1.
Thus the total number of elements in S(X) is, at most,
K(X)
(
2X
K(X)3
− 1
)
+ (X − X(K(X) + 1)
K(X)2
+
K(X)(K(X) + 1)
2
)
1
K(X) + 1
+ 1
=
2X
K(X)2
−K(X) + X
K(X) + 1
− X
K(X)2
+
K(X)
2
+ 1
=
X
K(X)2
− K(X)
2
+
X
K(X) + 1
+ 1
which is smaller than X/K(X), since
X
K(X)
− X
K(X) + 1
=
X
K(X)
(
1− 1
1 + 1K(X)
)
=
X
K(X)
(
1
K(X)
− 1
K(X)2
+ · · ·
)
<
X
K(X)2
✷
Now we consider F (n) again. Suppose that Nx is a perfect p
th power for
at least X/K(x) of the x ≤ X . Then the lemma above implies that there
must be some k < K(X) for which there are at least 2X/K(X)3 of the x ≤ X
such that Nx, Nx+k are both perfect p
th powers and there are no such powers
between them. Since Nx, Nx+k are both perfect p
th powers, so must Fk(x) =
F (x+ 1)F (x+ 2) . . . F (x+ k) be a perfect pth power.
According to the above work Fk(n) is a perfect p
th power
≪ X log z
z
+ (degFk)
X√
z
+ (degFk)z + (degFk)
2 X√
z
+ (degFk)
2z2
times which is
≪F X log z
z
+ k
X√
z
+ kz + k2
X√
z
+ k2z2
≪F K(X)2 X√
z
+K(X)2z2
but by assumption Fk(n) is a perfect p
th power at least 2X/K(X)3 times.
Putting these together we see that K(X) must satisfy
X ≪ K(X)5 X√
z
+K(X)5z2
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for any choice of z.
Setting z = X2/5 we see that K(X) cannot have smaller magnitude than
X1/25.
Thus we have proved the second part of Theorem 5.1.
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