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Introduction 
 
Multimedia in mobile networks at today is the going-future, so it’s easy to understand the 
importance of developing new services that could be easy to use and useful. The scope of this thesis 
is to develop and optimize the streaming of audio-video contents on the UMTS network and at the 
same time to evaluate the user-experience. Developing streaming is very important for two principal 
reasons: first of all because when we ‘stream’ we don’t use memory on the Umts-device, with the 
exception of the one needed from the ‘buffering’ operation, in fact memory on umts phone is very 
limited; the second reason is short-time start-up, the only time needed to play content is the one 
needed to ‘buffer’, while at this time we have to download the entire clip and play it only when 
have downloaded the whole of it. What have we done? Our work can be divided in some principal 
parts:  
• Choose a set of categories of audio-video contents that are the most representative (i.e. 
News, Musical, Sport-Action, Sport-Slow-Motion) 
• Choose the encoding parameters in function of bandwidth, display size, frame-per-second, 
audio bps and video bps; 
• Choose a people sample (25-years Category); 
• Encode clips with two platforms (PacketVideo, Helix); 
• Easy selection of contents through web-based Html interface 
• Show these clips (in ideal-channel conditions) to a group of people and let them vote each 
clip; 
• Simulate a real UMTS network using Shunra\Storm Appliance (packet loss, latency, BER) 
Introduction 
ii   
• Show again these clips (in various traffic conditions) to a group of people and let them vote 
each clip; 
• Evaluate results using MoS. 
This thesis has been written in such a way to give the reader a systematic approach to the problem 
and so we start explaining how UMTS network works and what UserExperience is in chapter 1, 
then we analyze the two streaming platforms in chapter 2. Chapter 3 and 4 are to be intended like a 
survey on QoS in Umts Networks and Mpeg-4 standard. The core of this work is well-explained in 
chapter 5, results and conclusions in chapter 6.  
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1 
UMTS & User Experience 
In this chapter we’ll introduce the features of mobile 3rd generation mobile networks, describe the 
architecture of the access network and of the core network. At the same we’ll introduce the idea of  
USER-EXPERIENCE that is fundamental for understanding the interaction between users and 
technology . 
New features of mobile terminals are to be analyzed with groups of final users and reference 
profiles, to which we can lead back the effects of the loss on quality communication or on the 
multimedia service quality and performance that people are able to express. This in fact is done for 
create and test a method for the diagnosis of usability problem that mainly influence the use of last 
generation mobile telephony. 
In particular we propose an interaction model applied to two users category: “Business” and “25 
years Entertainment”.  
For these reasons of method and concept, the research design couldn’t be separated  from the 
involvement of these two category of users. The impossibility to have a large experimental group of 
users, has imposed us to use friendly users in-house (Siemens). We have to keep in mind that this 
experiment is done in a controlled environment, where real-life situations couldn’t be faithfully 
reproduced but only approximated. 
‘Mobile phones when used for their original purpose are great, – you can turn them off if you don’t 
want to be disturbed, or leave them on if you need to be contacted – the  problem is combining 
mobiles with the Internet. To this conclusion come up the whole of the students of usability and the 
experimenters of the last generation mobile industries, while business goes through the research of 
solutions compatible with extreme miniaturization and with the actual network infrastructure. So 
usability assumes a fundamental role in determining product’s and service’s happening factors. 
Similarly to the analogies existed in the past between Desktop and Web, today emerge between 
Web (navigation and interaction) and the idea of how new wideband mobile devices should work. 
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In fact if we observe how is organized the information through the User Interface first in a PC and 
then on the WEB it’s clear that: 
• Desktop uses a tipic “desktop metaphor” to reproduce (in a graphic form) file, folder, sheet, 
binder; 
• Web uses a “page metaphor”, some elements of the previous concept and the innovative 
concept of hypertext. 
In the case of the web, the system is absolutely more complex and the interaction is very different 
from the previous; the information is more complex, and so it is organized and categorized for favor 
navigation and browsing. In a browser moreover many and various applications could be executed, 
each one with a own informative system probably not standardized. 
 
1.1. UMTS Overview  
Universal Mobile Telecommunications System (UMTS) is envisioned as the successor to Global 
System for Mobile Communications (GSM). UMTS signals the move into the third generation (3G) 
of mobile networks. UMTS also addresses the growing demand of mobile and Internet applications 
for new capacity in the overcrowded mobile communications sky. The new network increases 
transmission speed to 2 Mbps per mobile user and establishes a global roaming standard.  
UMTS, also referred to as wideband code division multiple access (W–CDMA), is one of the most 
significant advances in the evolution of telecommunications into 3G networks. UMTS allows many 
more applications to be introduced to a worldwide base of users and provides a vital link between 
today’s multiple GSM systems and the ultimate single worldwide standard for all mobile 
telecommunications, International Mobile Telecommunications–2000 (IMT–2000).  
This tutorial explores the history of mobile communications leading to the proposal of UMTS. The 
tutorial then explains the architecture of UMTS and the protocols, interfaces, and technologies that 
go along with it. Finally, this tutorial looks at UMTS measurement and testing where tutorial 
participants will find real-world situations with practical suggestions for measurement approaches. 
1.2. Evolution of Mobile Communications  
Early Stages: 1G to 3G 
Electromagnetic waves were first discovered as a communications medium at the end of the 19th 
century. The first systems offering mobile telephone service (car phone) were introduced in the late 
1940s in the United States and in the early 1950s in Europe. Those early single cell systems were 
severely constrained by restricted mobility, low capacity, limited service, and poor speech quality. 
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The equipment was heavy, bulky, expensive, and susceptible to interference. Because of those 
limitations, less than one million subscribers were registered worldwide by the early 1980s.  
First Generation (1G): Analog Cellular  
The introduction of cellular systems in the late 1970s and early 1980s represented a quantum leap in 
mobile communication (especially in capacity and mobility). Semiconductor technology and 
microprocessors made smaller, lighter weight, and more sophisticated mobile systems a practical 
reality for many more users. These 1G cellular systems still transmit only analog voice information. 
The most prominent 1G systems are Advanced Mobile Phone System (AMPS), Nordic Mobile 
Telephone (NMT), and Total Access Communication System (TACS). With the 1G introduction, 
the mobile market showed annual growth rates of 30 to 50 percent, rising to nearly 20 million 
subscribers by 1990.  
Second Generation (2G): Multiple Digital Systems  
The development of 2G cellular systems was driven by the need to improve transmission quality, 
system capacity, and coverage. Further advances in semiconductor technology and microwave 
devices brought digital transmission to mobile communications. Speech transmission still 
dominates the airways, but the demands for fax, short message, and data transmissions are growing 
rapidly. Supplementary services such as fraud prevention and encrypting of user data have become 
standard features that are comparable to those in fixed networks. 2G cellular systems include GSM, 
Digital AMPS (D-AMPS), code division multiple access (CDMA), and Personal Digital 
Communication (PDC). Today, multiple 1G and 2G standards are used in worldwide mobile 
communications. Different standards serve different applications with different levels of mobility, 
capability, and service area (paging systems, cordless telephone, wireless local loop, private mobile 
radio, cellular systems, and mobile satellite systems). Many standards are used only in one country 
or region, and most are incompatible. GSM is the most successful family of cellular standards 
(GSM900, GSM–railway [GSM–R], GSM1800, GSM1900, and GSM400), supporting some 250 
million of the world’s 450 million cellular subscribers with international roaming in approximately 
140 countries and 400 networks.  
2G to 3G: GSM Evolution  
Phase 1 of the standardization of GSM900 was completed by the European Telecommunications 
Standards Institute (ETSI) in 1990 and included all necessary definitions for the GSM network 
operations. Several tele-services and bearer services have been defined (including data transmission 
up to 9.6 kbps), but only some very basic supplementary services were offered. As a result, GSM 
standards were enhanced in Phase 2 (1995) to incorporate a large variety of supplementary services 
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that were comparable to digital fixed network integrated services digital network (ISDN) standards. 
In 1996, ETSI decided to further enhance GSM in annual Phase 2+ releases that incorporate 3G 
capabilities.  
GSM Phase 2+ releases have introduced important 3G features such as intelligent network (IN) 
services with customized application for mobile enhanced logic (CAMEL), enhanced speech 
compression/decompression (CODEC), enhanced full rate (EFR), and adaptive multirate (AMR), 
high–data rate services and new transmission principles with high-speed circuit-switched data 
(HSCSD), general packet radio service (GPRS), and enhanced data rates for GSM evolution 
(EDGE). UMTS is a 3G GSM successor standard that is downward-compatible with GSM, using 
the GSM Phase 2+ enhanced core network.  
 
Figure 0. Evolution 
 
 
IMT–2000 
The main characteristics of 3G systems, known collectively as IMT–2000, are a single family of 
compatible standards that have the following characteristics:  
• Used worldwide  
• Used for all mobile applications  
• Support both packet-switched (PS) and circuit-switched (CS) data transmission  
• Offer high data rates up to 2 Mbps (depending on mobility/velocity)  
• Offer high spectrum efficiency 
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Figure 1. Multiple Standards for Different Applications and Countries  
 
 
 
IMT–2000 is a set of requirements defined by the International Telecommunications Union (ITU). 
As previously mentioned, IMT stands for International Mobile Telecommunications, and “2000” 
represents both the scheduled year for initial trial systems and the frequency range of 2000 MHz 
(WARC’92: 1885–2025 MHz and 2110–2200 MHz). All 3G standards have been developed by 
regional standards developing organizations (SDOs). In total, proposals for 17 different IMT–2000 
standards were submitted by regional SDOs to ITU in 1998—11 proposals for terrestrial systems 
and 6 for mobile satellite systems (MSSs). Evaluation of the proposals was completed at the end of 
1998, and negotiations to build a consensus among differing views were completed in mid 1999. 
All 17 proposals have been accepted by ITU as IMT–2000 standards. The specification for the 
Radio Transmission Technology (RTT) was released at the end of 1999.  
The most important IMT–2000 proposals are the UMTS (W-CDMA) as the successor to GSM, 
CDMA2000 as the interim standard ’95 (IS–95) successor, and time division–synchronous CDMA 
(TD–SCDMA) (universal wireless communication–136 [UWC–136]/EDGE) as TDMA–based 
enhancements to D–AMPS/GSM—all of which are leading previous standards toward the ultimate 
goal of IMT–2000.  
UMTS allows many more applications to be introduced to a worldwide base of users and provides a 
vital link between today’s multiple GSM systems and IMT–2000. The new network also addresses 
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the growing demand of mobile and Internet applications for new capacity in the overcrowded 
mobile communications sky. UMTS increases transmission speed to 2 Mbps per mobile user and 
establishes a global roaming standard.  
UMTS is being developed by Third-Generation Partnership Project (3GPP), a joint venture of 
several SDOs—ETSI (Europe), Association of Radio Industries and Business/Telecommunication 
Technology Committee (ARIB/TTC) (Japan), American National Standards Institute (ANSI) T-1 
(USA), telecommunications technology association (TTA) (South Korea), and Chinese Wireless 
Telecommunication Standard (CWTS) (China). To reach global acceptance, 3GPP is introducing 
UMTS in phases and annual releases. The first release (UMTS Rel. ’99), introduced in December of 
1999, defines enhancements and transitions for existing GSM networks. For the second phase 
(UMTS Rel. ’00), similar transitions are being proposed as enhancements for IS–95 (with 
CDMA2000) and TDMA (with TD–CDMA and EDGE).  
The most significant change in Rel. ’99 is the new UMTS terrestrial radio access (UTRA), a W–
CDMA radio interface for land-based communications. UTRA supports time division duplex 
(TDD) and frequency division duplex (FDD). The TDD mode is optimized for public micro and 
pico cells and unlicensed cordless applications. The FDD mode is optimized for wide-area 
coverage, i.e., public macro and micro cells. Both modes offer flexible and dynamic data rates up to 
2 Mbps. Another newly defined UTRA mode, multicarrier (MC), is expected to establish 
compatibility between UMTS and CDMA2000.  
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Figure 2. Evolutionary Concept 
 
 
1.3. User Experience for Mobile Multimedia Services: Methodology and Tools  
 
The term User Experience refers to a concept that places the end-user at the focal point of the 
development. 
Understanding the user means, understanding the user needs, environments and expectations, what 
they want to do and achieve. 
Evaluation the User Experience is very important: 
• to identify new efficient services  that are able to meet the user expectations 
• to optimize the  existing service   
• to measure satisfaction of users with  ITC system, that is one of the most important factors for 
their success or failure. 
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The aim of user-oriented development is to develop system and services which correspond to user 
needs, there are two models that we can use: 
1.3.1. The Technology Acceptance Model (TAM) 
To test, predict, and explain user acceptance of technology. 
Built on the system usage intention and behaviour as a function of perceived: 
• Usefulness 
• Easy to use 
The first is the user’s perception for the extent to which the system will improve the user’s 
workplace performance while the second depicts the user perception of the amount of effort 
required to utilize the system or the extent to which a user believes that utilizing a particular system 
would be free for effort 
1.3.2. The Compass Acceptance Model 
It is especially designed for the analysis and evaluation of the user acceptance for mobile services 
and helps to define a balanced set of individually measurable acceptance criteria for the analysis 
and evaluation of the user experience, it uses a meta structure, that consists of the complementary 
and orthogonal categories : 
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“Questionnaire based usability testing”  
Now let’s turn to talk and learn something about ‘usability’: 
 
 
 
As we can see from the figure above, it’s clear that usability depends mainly from two factors : 
‘Quality In use’ and ‘Easy to use’, that are strictly interconnected and overmost strictly dependant 
each other. For ‘Quality In use’ we mean ‘using the product in its environment, while for ‘easy to 
use’ we mean ‘characteristic of the products itself’ and ‘user interface’. Usability in multimedia 
systems can be measured using these parameters : 
• Efficiency 
• Affect 
• Helpfulness 
 
Perceived  
Usefulness 
 
Perceived  
Easy of Use 
 
 
Perceived  
Mobility 
 
 
Perceived  
Costs 
 
Benefit Effort 
Innovative  
product 
General 
 Conditions 
 of Services 
Easy to Use Quality in Use 
Usability 
influence 
Depends on 
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• Control 
• Learnability 
• Global 
Quality perceived by users is factored into a number of dimensions; users put different weight on 
quality dimension , depending on the task they want to carry out and also according to individual 
preferences and prior experience, the weight given to different quality dimension varies with the 
application, the user group , and the context of use. Moreover quality perception could be 
influenced by : 
• Objective quality that depends on the network parameters and end system; 
• Perception of quality that depends on human physiological characteristic, e.g. concentration; 
• Annoyance of quality that depends on expectations, context of use and type of application. 
For the evaluation of the user acceptance of a specific mobile service, it is necessary to identify a 
user group, which will be the target of the service. Segmentation is the process of dividing the users 
into groups, which display similar characteristics. 
Obviously there is the need for a segmentation criteria, and there are some: 
 Demographic segmentation, the users can be divided into: 
 Age 
 Gender 
 Other variabiles 
 Behavioural segmentation, is based on how people can use the service. It can be made  by 
analyzing: 
 benefits provided by the service (ubiquity, speed, ease of use, other);  
 occasion or situation (when it could be used) 
 usage rate. 
 Psychographic segmentation, is an alternative segmentation model which aims to develop 
more accurate profiles of target segment. It can be described by: 
 lifestyle (interests, opinion an beliefs)  
 social class ( profession) 
 personality characteristic 
The classification of users can be more useful for the analysis, if it is made in terms of life style 
management rather than business/consumer market segmentation, as shown in the figure below. 
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At a specific behaviour-situation a specific need can be highlighted and so the services, which are 
able to meet them, can be defined. 
So the evaluation of the User Acceptance of an analyzed service must be made in function of these 
specific behaviour situations. 
 
The mobile device and services are valuated at:   
• Functional level 
• Functional and symbolic  levels 
 
 
 
Now that we have all the things needed we can express: 
 
Usability 
Easy to use Usefulness  
Relationship with 
context 
Costs Benefits 
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Uselfulness: 
The match between the users needs and functionality can be expressed as: 
• Helpfulness : the degree at which the service helps the users to do a certain usual task 
• Efficiency: Performance in accomplishment of the task 
• Entertainment Affect: Degree of excitement and user satisfaction with the service 
• Flexibility: Degree to which the users are able to change the feature of service to match their 
personal need and update the device.    
Easy to use: 
Degree at which the user consider easy the management or use of service. Ability to utilize 
functionality in practice: 
• Learnability: The characteristic of system to be easy to learn and have an intuitive interface.  
• Control: Degree to which the users feel they , and not the product, are setting the pace 
• Error Management: The capacity of the system to enable users to make few error during the 
use of system, when they do make errors, can easily recover from them and guarantee that  
catastrophic errors do not occur. 
 
 
 
Relationship with context:  
  
  
Usefulness & 
Quality in Use 
The match between the users 
needs and functionality  
Easy to use 
Ability to utilize 
functionality in 
practice 
Perceived Global Benefit  Perceived Global  
Costs  
monetary costs and non-
monetary costs such as the 
guarantee to preserve privacy 
 
 
 
Usability  
 
 
Relationship 
with context 
Benefit Effort 
Affective evaluation and 
related with social and 
organizational 
consequence when 
utilizing a sevice 
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Benefits: 
• Connectivity: The degree of perception of Mobility/Always-on, and in certain way the sense 
of ubiquitous 
• Community: The level and Kind of relationships with the others 
Costs:  
• Privacy 
• Security in transfer data 
• Monetary Costs 
It’s fundamental to find a way to make an ‘Unambiguous model to interpret the data’. 
So we need tools to help the data interpretation, in fact the result of an analysis and evaluation can 
be visualized by a spider chart for detailed analysis. For a better visualization of the results, each 
scale can be subdivided in fulfilled, neutral and not fulfilled areas as in the figure below. 
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So the process model could be made in this way: 
 
 
 
and then: 
 
 
The mobile device and services are valuated by Young People at:   
• Functional level 
• Functional and symbolic  levels 
Social network 
Family tie 
Usual friends 
other persons 
“mobile phone and its 
services are an artefacts that 
mediate between young 
people and their social 
networks” 
 Segmentation  
Test 
Group 
 
Service 
Scenario 
 Indicators 
Indicators/User 
Matrix 
service/ 
objective 
user 
group 
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Let we see for example the indicators for easy to use and usefulness four young generation:  
Easy to use :Degree at which the user consider easy the management or use of service.  Ability to 
utilize functionality in practice 
Indicators Items or attributes 
Easy to start the service (without preliminar training period)  
Intuitive interface 
Easy to learn how to use the system functionalities. 
Easy to become skilful the service 
Learning 
Semplicity of interface 
Easy to make the system do exactly what you want (pen, 
comprehen.) 
Clear and understandable interaction with the service 
Easy to enter  and exit the service application 
Easy and intuitive parameter setting 
Control 
Easy menu navigation 
The service ability to drive you to make fewer errors than possible 
Easy to cancel selection done by mistake 
Error  
Management 
Easy to reset any service parameter  
 
Test group 
Indicators 
 Metho- 
dology  
test  
 
 Model to 
interpret 
the data 
Result 
“indicators/users  
matrix” 
completed 
Objective 
Service 
Device 
Evaluation 
of 
User 
Experience 
“indicators/users  
matrix” 
Test group 
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While usefulness is the degree of involvement that is the degree of interaction with the other, the 
capability to interact with one or more persons and eventually with a data base: 
Indicators Items or attributes 
helpfulness of service 
Helpfulness to have intensive relationship  
Helpfulness to have new more social relations  
Helpfulness to improve the quality of relationship 
Helpfulness to adopt novel and imaginative forms of  
expression 
Helpfulness to organize  your days 
helpfulness 
Saving time 
Using the service enhances the involvement of interaction 
Video quality  
Audio quality  
Global quality of service 
The response time  
The time needed to back to main page 
Efficiency 
Not ambiguous and efficienct interface 
Easy to update the service (for example by download)   
Flexibility to be able to do the same selection from 
 different places of menu 
Flexibile and easy to personalize communication  
Parameters 
Flexibile and easy to personalize menu organization 
Flexibility 
Flexibile and easy to personalize the audio and the 
 graphic interface 
Involvement  and satisfaction in the intercation with the 
 service 
Fun to use 
Entertainment 
  & Affect 
Using the service not only when useful, but also for 
 entertaining 
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Pleasant   interface (color and design)  
Satisfaction to personalize the service 
The service describe in some way your personality 
 
And then the relationship with the context: the sense to be a part of group, and so the degree at 
which the service improve this feeling, enabling the user to enter in a group and preserve the sense 
of belonging to it. 
BENEFITS: 
Indicators Items or attributes 
Confidence to be contacted always and anywhrere  with 
 the service 
Confidence to be able to contact anyone anywhere with 
 this service 
Perception to be always in contact with the desidered 
 persons 
Connectivity 
Service ability to maintain a constant quality during usage 
Entertainment and satisfaction to share more experience 
 with the others 
Using the service  enhances the quality of sharing  
Using the service enables to be part of a group 
Using the service improves your precense within a group 
Using the service enhances the possibility to know new 
 people 
Community 
Using the service improves your feelings of independence 
 (for example from family) 
COSTS: 
Indicators Items or attributes 
Security transfer 
 Data 
Confidence to transfer contents by service 
Privacy The service guarantees your privacy 
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How the service avoids the sense of control in your  
life  
Satisfactory cost base configuration 
Satisfactory number of monetary cost profile 
Satisfactory   monetary cost of service 
Monetary costs 
Costs transparency 
 
Now that we have the whole we need we can work in this way: 
 
 
The ‘Process model to evaluate the user experience’ is very important because it implies the 
methodology of test and the making of a correct questionnaire. 
1.4. UTRA? - UMTS ?etwork Architecture 
UMTS (Rel. ’99) incorporates enhanced GSM Phase 2+ Core Networks with GPRS and CAMEL. 
This enables network operators to enjoy the improved cost-efficiency of UMTS while protecting 
their 2G investments and reducing the risks of implementation.  
In UMTS release 1 (Rel. '99), a new radio access network UMTS terrestrial radio access network 
(UTRAN) is introduced. UTRAN, the UMTS radio access network (RAN), is connected via the Iu 
to the GSM Phase 2+ core network (CN). The Iu is the UTRAN interface between the radio 
network controller (RNC) and CN; the UTRAN interface between RNC and the packet-switched 
domain of the CN (Iu–PS) is used for PS data and the UTRAN interface between RNC and the 
circuit-switched domain of the CN (Iu–CS) is used for CS data.  
Process model to 
evaluation the User 
Experience 
user 
behaviour 
model 
Define 
service 
Improve 
service 
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"GSM–only" mobile stations (MSs) will be connected to the network via the GSM air (radio) 
interface (Um). UMTS/GSM dual-mode user equipment (UE) will be connected to the network via 
UMTS air (radio) interface (Uu) at very high data rates (up to almost 2 Mbps). Outside the UMTS 
service area, UMTS/GSM UE will be connected to the network at reduced data rates via the Um.  
Maximum data rates are 115 kbps for CS data by HSCSD, 171 kbps for PS data by GPRS, and 553 
kbps by EDGE. Handover between UMTS and GSM is supported, and handover between UMTS 
and other 3G systems (e.g., multicarrier CDMA [MC–CDMA]) will be supported to achieve true 
worldwide access.  
 
Figure 3. Transmission Rate  
 
The public land mobile network (PLMN) described in UMTS Rel. ’99 incorporates three major 
categories of network elements:  
• GSM Phase 1/2 core network elements: mobile services switching center (MSC), visitor 
location register (VLR), home location register (HLR), authentication center (AC), and 
equipment identity register (EIR)  
• GSM Phase 2+ enhancements: GPRS (serving GPRS support node [SGSN] and gateway 
GPRS support node [GGSN]) and CAMEL (CAMEL service environment [CSE])  
• UMTS specific modifications and enhancements, particularly UTRAN 
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?etwork Elements from GSM Phase 1/2 
The GSM Phase 1/2 PLMN consists of three subsystems: the base station subsystem (BSS), the 
network and switching subsystem (NSS), and the operations support system (OSS). The BSS 
consists of the functional units: base station controller (BSC), base transceiver station (BTS) and 
transcoder and rate adapter unit (TRAU). The NSS consists of the functional units: MSC, VLR, 
HLR, EIR, and the AC. The MSC provides functions such as switching, signaling, paging, and 
inter–MSC handover. The OSS consists of operation and maintenance centers (OMCs), which are 
used for remote and centralized operation, administration, and maintenance (OAM) tasks.  
Figure 4. UMTS Phase 1 )etwork  
 
?etwork Elements from GSM Phase 2+ 
GPRS  
The most important evolutionary step of GSM toward UMTS is GPRS. GPRS introduces PS into 
the GSM CN and allows direct access to packet data networks (PDNs). This enables high–data rate 
PS transmission well beyond the 64 kbps limit of ISDN through the GSM CN, a necessity for 
UMTS data transmission rates of up to 2 Mbps. GPRS prepares and optimizes the CN for high–data 
rate PS transmission, as does UMTS with UTRAN over the RAN. Thus, GPRS is a prerequisite for 
the UMTS introduction.  
Two functional units extend the GSM NSS architecture for GPRS PS services: the GGSN and the 
SGSN. The GGSN has functions comparable to a gateway MSC (GMSC). The SGSN resides at the 
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same hierarchical level as a visited MSC (VMSC)/VLR and therefore performs comparable 
functions such as routing and mobility management.  
CAMEL  
CAMEL enables worldwide access to operator-specific IN applications such as prepaid, call 
screening, and supervision. CAMEL is the primary GSM Phase 2+ enhancement for the 
introduction of the UMTS virtual home environment (VHE) concept. VHE is a platform for flexible 
service definition (collection of service creation tools) that enables the operator to modify or 
enhance existing services and/or define new services. Furthermore, VHE enables worldwide access 
to these operator-specific services in every GSM and UMTS PLMN and introduces location-based 
services (by interaction with GSM/UMTS mobility management). A CSE and a new common 
control signaling system 7 (SS7) (CCS7) protocol, the CAMEL application part (CAP), are required 
on the CN to introduce CAMEL.  
?etwork Elements from UMTS Phase 1 
As mentioned above, UMTS differs from GSM Phase 2+ mostly in the new principles for air 
interface transmission (W–CDMA instead of time division multiple access [TDMA]/frequency 
division multiple access [FDMA]). Therefore, a new RAN called UTRAN must be introduced with 
UMTS. Only minor modifications, such as allocation of the transcoder (TC) function for speech 
compression to the CN, are needed in the CN to accommodate the change. The TC function is used 
together with an interworking function (IWF) for protocol conversion between the A and the Iu–CS 
interfaces.  
UTRA?  
The UMTS standard can be seen as an extension of existing networks. Two new network elements 
are introduced in UTRAN, RNC, and Node B. UTRAN is subdivided into individual radio network 
systems (RNSs), where each RNS is controlled by an RNC. The RNC is connected to a set of Node 
B elements, each of which can serve one or several cells.  
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Figure 5. UMTS Phase 1: UTRA)  
 
Existing network elements, such as MSC, SGSN, and HLR, can be extended to adopt the UMTS 
requirements, but RNC, Node B, and the handsets must be completely new designs. RNC will 
become the replacement for BSC, and Node B fulfills nearly the same functionality as BTS. GSM 
and GPRS networks will be extended, and new services will be integrated into an overall network 
that contains both existing interfaces such as A, Gb, and Abis, and new interfaces that include Iu, 
UTRAN interface between Node B and RNC (Iub), and UTRAN interface between two RNCs (Iur). 
UMTS defines four new open interfaces:  
• Uu: UE to Node B (UTRA, the UMTS W–CDMA air interface  
• Iu: RNC to GSM Phase 2+ CN interface (MSC/VLR or SGSN)  
o Iu-CS for circuit-switched data  
o Iu-PS for packet-switched data 
• Iub: RNC to Node B interface  
• Iur: RNC to RNC interface, not comparable to any interface in GSM 
The Iu, Iub, and Iur interfaces are based on ATM transmission principles.  
The RNC enables autonomous radio resource management (RRM) by UTRAN. It performs the 
same functions as the GSM BSC, providing central control for the RNS elements (RNC and Node 
Bs).  
The RNC handles protocol exchanges between Iu, Iur, and Iub interfaces and is responsible for 
centralized operation and maintenance (O&M) of the entire RNS with access to the OSS. Because 
the interfaces are ATM–based, the RNC switches ATM cells between them. The user’s circuit-
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switched and packet-switched data coming from Iu–CS and Iu–PS interfaces are multiplexed 
together for multimedia transmission via Iur, Iub, and Uu interfaces to and from the UE.  
The RNC uses the Iur interface, which has no equivalent in GSM BSS, to autonomously handle 100 
percent of the RRM, eliminating that burden from the CN. Serving control functions such as 
admission, RRC connection to the UE, congestion and handover/macro diversity are managed 
entirely by a single serving RNC (SRNC).  
If another RNC is involved in the active connection through an inter–RNC soft handover, it is 
declared a drift RNC (DRNC). The DRNC is only responsible for the allocation of code resources. 
A reallocation of the SRNC functionality to the former DRNC is possible (serving radio network 
subsystem [SRNS] relocation). The term controlling RNC (CRNC) is used to define the RNC that 
controls the logical resources of its UTRAN access points.  
Figure 6. R)C Functions  
 
?ode B  
Node B is the physical unit for radio transmission/reception with cells. Depending on sectoring 
(omni/sector cells), one or more cells may be served by a Node B. A single Node B can support 
both FDD and TDD modes, and it can be co-located with a GSM BTS to reduce implementation 
costs. Node B connects with the UE via the W–CDMA Uu radio interface and with the RNC via the 
Iub asynchronous transfer mode (ATM)–based interface. Node B is the ATM termination point.  
The main task of Node B is the conversion of data to and from the Uu radio interface, including 
forward error correction (FEC), rate adaptation, W–CDMA spreading/despreading, and quadrature 
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phase shift keying (QPSK) modulation on the air interface. It measures quality and strength of the 
connection and determines the frame error rate (FER), transmitting these data to the RNC as a 
measurement report for handover and macro diversity combining. The Node B is also responsible 
for the FDD softer handover. This micro diversity combining is carried out independently, 
eliminating the need for additional transmission capacity in the Iub.  
The Node B also participates in power control, as it enables the UE to adjust its power using 
downlink (DL) transmission power control (TPC) commands via the inner-loop power control on 
the basis of uplink (UL) TPC information. The predefined values for inner-loop power control are 
derived from the RNC via outer-loop power control.  
 
Figure 7. )ode B Overview  
 
 
 
 
 
 
 
 
 
 
 
 
Chapter 1                                                                                                      Umts & User Experience 
        Page 25 di 152 
 
 
 
1.5. UMTS User Equipment (UE)  
The UMTS UE is based on the same principles as the GSM MS—the separation between mobile 
equipment (ME) and the UMTS subscriber identity module (SIM) card (USIM). Figure 8 shows the 
user equipment functions. The UE is the counterpart to the various network elements in many 
functions and procedures.  
Figure 8. UE Functions  
 
1.6. UMTS Interfaces  
Many new protocols have been developed for the four new interfaces specified in UMTS: Uu, Iub, 
Iur, and Iu. This tutorial is organized by the protocols and shows their usage in the interfaces. That 
means protocols will be described individually. Only the references to the interfaces are indicated. 
Interface specific explanations of the protocols are, however, not included. Before we review the 
individual interface protocols, we introduce the UMTS general protocol model.  
General Protocol Model [3G TS 25.401] 
UTRAN interface consists of a set of horizontal and vertical layers (see Figure 9). The UTRAN 
requirements are addressed in the horizontal radio network layer across different types of control 
and user planes. Control planes are used to control a link or a connection; user planes are used to 
transparently transmit user data from the higher layers. Standard transmission issues, which are 
independent of UTRAN requirements, are applied in the horizontal transport network layer.  
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Figure 9. UTRA) Interface—General Protocol Model  
 
Five major protocol blocks are shown in Figure 9:  
• Signaling bearers are used to transmit higher layers’ signaling and control information. They 
are set up by O&M activities.  
• Data bearers are the frame protocols used to transport user data (data streams). The transport 
network–control plane (TN–CP) sets them up.  
• Application protocols are used to provide UMTS–specific signaling and control within 
UTRAN, such as to set up bearers in the radio network layer.  
• Data streams contain the user data that is transparently transmitted between the network 
elements. User data is comprised of the subscriber’s personal data and mobility management 
information that are exchanged between the peer entities MSC and UE.  
• Access link control application part (ALCAP) protocol layers are provided in the TN–CP. 
They react to the radio network layer’s demands to set up, maintain, and release data 
bearers. The primary objective of introducing the TN–CP was to totally separate the 
selection of the data bearer technology from the control plane (where the UTRAN–specific 
application protocols are located). The TN–CP is present in the Iu–CS, Iur, and Iub 
interfaces. In the remaining interfaces where there is no ALCAP signaling, preconfigured 
data bearers are activated. 
Application Protocols 
Application protocols are Layer-3 protocols that are defined to perform UTRAN–specific signaling 
and control. A complete UTRAN and UE control plane protocol architecture is illustrated in Figure 
10. UTRAN–specific control protocols exist in each of the four interfaces.  
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Figure 10. Iu RA)AP Protocol Architecture  
 
Figure 11. Application Protocols  
 
Iu: Radio Access ?etwork Application Part (RA?AP) [3G TS 25.413]  
This protocol layer provides UTRAN–specific signaling and control over the Iu (see Figure 11). 
The following is a subset of the RANAP functions:  
• Overall radio access bearer (RAB) management, which includes the RAB’s setup, 
maintenance, and release  
• Management of Iu connections  
• Transport of nonaccess stratum (NAS) information between the UE and the CN; for 
example, NAS contains the mobility management signaling and broadcast information.  
• Exchanging UE location information between the RNC and CN  
• Paging requests from the CN to the UE  
• Overload and general error situation handling 
Iur: Radio ?etwork Sublayer Application Part (R?SAP) [3G TS 25.423]  
UTRAN–specific signaling and control over this interface contains the following:  
• Management of radio links, physical links, and common transport channel resources  
• Paging  
• SRNC relocation  
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• Measurements of dedicated resources 
Figure 12. Iur R)SAP Protocol Architecture  
 
 
Iub: ?ode B Application Part (?BAP) [3G TS 25.433]  
UTRAN specific signaling and control in the Iub includes the following (see Figure 13):  
• Management of common channels, common resources, and radio links  
• Configuration management, such as cell configuration management  
• Measurement handling and control  
• Synchronization (TDD)  
• Reporting of error situations 
Uu: Radio Resource Control (RRC) [3G TS 25.331]  
This layer handles the control plane signaling over the Uu between the UE and the UTRAN (see 
also Figure 13). Some of the functions offered by the RRC include the following:  
• Broadcasting information  
• Management of connections between the UE and the UTRAN, which include their 
establishment, maintenance, and release  
• Management of the radio bearers, which include their establishment, maintenance, release, 
and the corresponding connection mobility  
• Ciphering control  
• Outer loop power control  
• Message integrity protection  
• Timing advance in the TDD mode  
• UE measurement report evaluation  
• Paging and notifying 
(Note: The RRCs also perform local inter-layer control services, which are not discussed in this 
document.)  
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Two modes of operation are defined for the UE—the idle mode and the dedicated mode. In the idle 
mode the peer entity of the UE’s RRC is at the Node B, while in the dedicated mode it is at the 
SRNC. The dedicated mode is shown in Figure 10.  
Higher-layer protocols to perform signaling and control tasks are found on top of the RRC. The 
mobility management (MM) and call control (CC) are defined in the existing GSM specifications. 
Even though MM and CC occur between the UE and the CN and are therefore not part of UTRAN 
specific signaling (see Figure 15), they demand basic support from the transfer service, which is 
offered by duplication avoidance (see 3G TS 23.110). This layer is responsible for in-sequence 
transfer and priority handling of messages. It belongs to UTRAN, even though its peer entities are 
located in the UE and CN.  
Figure 13. Uu and Iub RRC Protocol Architecture 
 
1.6.1. Transport ?etwork Layer: Specific Layer-3 Signaling and Control   Protocols 
Two types of layer-3 signaling protocols are found in the transport network layer:  
1. Iu, Iur: Signaling Connection Control Part (SCCP) [ITU-T Q.711–Q. 716] This provides 
connectionless and connection-oriented services. On a connection-oriented link, it separates 
each mobile unit and is responsible for the establishment of a connection-oriented link for 
each and every one of them.  
2. Iu–CS, Iur, Iub: ALCAP [ITU–T Q.2630.1, Q.2150.1, and Q.2150.2]. Layer-3 signaling is 
needed to set up the bearers to transmit data via the user plane. This function is the 
responsibility of the ALCAP, which is applied to dynamically establish, maintain, release, 
and control ATM adaptation layer (AAL)–2 connections. ALCAP also has the ability to link 
the connection control to another higher layer control protocol. This and additional 
capabilities were specified in ITU–T Q.2630.1. Because of the protocol layer specified in 
Q.2630.1, a converter is needed to correspond with underlying sublayers of the protocol 
stack. These converters are called (generically) signaling transport converter (STC). Two 
converters are defined and applied in UTRAN:  
o Iu–CS, Iur: AAL–2 STC on message transfer part (MTP) level 3 (broadband) for 
Q.2140 (MTP3b) [Q.2150.1]  
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o Iub: AAL–2 STC on service-specific connection-oriented protocol (SSCOP) 
[Q.2150.2] 
Transport ?etwork Layer Specific Transmission Technologies 
Now that we have a circuit-switched and packet-switched domain in the CN and a growing market 
for packet-switched network solutions, a new RAN must be open to both types of traffic in the long 
run. That network must also transmit the Layer-3 signaling and control information. ATM was 
selected as the Layer-2 technology, but higher-layer protocols used in the transport network layer 
demonstrate the UMTS openness to a pure IP solution.  
Iu, Iur, Iub: ATM [ITU-T I.361]  
Broadband communication will play an important role with UMTS. Not only voice but also 
multimedia applications such as videoconferencing, exploring the Internet, and document sharing 
are anticipated. We need a data link technology that can handle both circuit-switched and packet-
switched traffic as well as isochronous and asynchronous traffic. In UMTS (Release ’99), ATM was 
selected to perform this task.  
An ATM network is composed of ATM nodes and links. The user data is organized and transmitted 
in each link with a stream of ATM cells. AALs are defined to enable different types of services with 
corresponding traffic behavior. Two of these are applied in UTRAN:  
1. Iu–CS, Iur, Iub: AAL–2—With AAL–2, isochronous connections with variable bit rate 
and minimal delay in a connection-oriented mode are supported. This layer was designed to 
provide real-time service with variable data rates, such as video. Except for the Iu–PS 
interface, AAL–2 is always used to carry the user data streams.  
2. Iu–PS, Iur, Iub: AAL–5 —With AAL–5, isochronous connections with variable bit rate in 
a connection-oriented mode are supported. This layer is used for Internet protocol (IP) local-
area network (LAN) emulation, and signaling. In UTRAN, AAL–5 is used to carry the 
packet-switched user traffic in the Iu–PS-interface and the signaling and control data 
throughout.  
In order to carry signaling and control data, the AAL–5 has to be enhanced. Here, UTRAN offers 
both a classical ATM solution and an IP–based approach:  
1. Signaling AAL and MTP3b—To make signaling AAL (SAAL) available in place of the 
AAL–5 service-specific convergence sublayer (SSCS), the SSCOP, which provides a 
reliable data transfer service, and the service-specific coordination function (SSCF), which 
acts as coordination unit, are defined.  
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2. Iu, Iur, Iub: SSCOP—The SSCOP is located on top of the AAL. It is a common 
connection-oriented protocol that provides a reliable data transfer between peer entities. Its 
capabilities include the transfer of higher-layer data with sequence integrity, flow control, 
connection maintenance in case of a longer data transfer break, error correction by protocol 
control information, error correction by retransmission, error reporting to layer management, 
status report, and more. 
Two versions of the SSCF are defined: one for signaling at the user-to-network interface (UNI), and 
one for signaling at the network to node interface (NNI):  
1. Iub: SSCF for at the U?I (SSCF) [ITU–T Q.2130]—The SSCF–UNI receives Layer-3 
signaling and maps it to the SSCOP and visa versa. The SSCF–UNI performs coordination 
between the higher and lower layers. Within UTRAN, it is applied in Iub with the NBAP 
and ALCAP on top of the SSCF–UNI.  
2. Iu, Iur: SSCF at the ??I (SSCF-??I) [ITU–T Q.2140]—The SSCF-NNI receives the 
SS7 signaling of a Layer 3 and maps it to the SSCOP, and visa versa. The SSCF-NNI 
performs coordination between the higher and the lower layers. Within UTRAN, MTP3b 
has the higher Layer 3, which requires service from the SSCOP-NNI. 
Figure 14. Iu–PS Protocol Architecture  
 
Originally the SS7 protocol layer, SCCP relies on the services offered by MTP, so the Layer-3 part 
of the MTP must face the SCCP layer:  
• Iu, Iur: MTP3b [ITU–T Q.2210]—Signaling links must be controlled in level 3 for: message 
routing, discrimination and distribution (for point-to-point link only), signaling link 
management, load sharing, etc. The specific functions and messages for these are defined by the 
MTP3b, which requires the SSCF–NNI to provide its service. 
The Layer-3 signaling and control data can also be handled by an enhanced IP stack using a 
tunneling function (see Figure 12). Tunneling is also applied for packet-switched user data over the 
Iu–PS interface (see Figure 14).  
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• IP over ATM  
o lu-PS, Iur: IP [IETF RFC 791, 2460, 1483, 2225], user datagram protocol (UDP) 
[IETF RFC 768] The IP can be encapsulated and then transmitted via an ATM 
connection, a process which is described in the RFC 1483 and RFC 2225. Both IP 
version 4 (IPv4) and IP version 6 (IPv6) are supported. IP is actually a Layer-3 
protocol. UDP is applied on top of the unreliable Layer-4 protocol. The objective is 
to open this signaling link to future pure IP network solutions.  
In order to tunnel SCCP or ALCAP signaling information, two protocols are applied:  
• Iu–PS and Iur: Simple Control Transmission Protocol (SCTP) [IETF SCTP]—This 
protocol layer allows the transmission of signaling protocols over IP networks. Its tasks are 
comparable with MTP3b. On Iu–CS, SS7 must be tunneled between the CN and the RNC. 
The plan is that this is to be done with the Iu–PS and Iur [IETF M3UA]. 
The following does the tunneling of packet-switched user data:  
• Iu–PS: GPRS tunneling protocol (GTP) [3G TS 29.060 
The GTP provides signaling through GTP–control (GTP–C) and data transfer through GTP–
user (GTP–U) procedures. Only the latter is applied in the Iu–PS interface because the control 
function is handled by the RANAP protocol. The GTP–U is used to tunnel user data between 
the SGSN and the RNC. 
Figure 15. UMTS Air Interface Uu  
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Iu, Iur, Iub: The Physical Layers [3G TS 25.411] 
The physical layer defines the access to the transmission media, the physical and electrical 
properties, and how to activate and deactivate a connection. It offers to the higher-layer physical 
service access points to support the transmission of a uniform bit stream. A huge set of physical-
layer solutions is allowed in UTRAN, including ETSI synchronous transport module (STM)–1 (155 
Mbps) and STM–4 (622 Mbps); synchronous optical network (SONET) synchronous transport 
signal (STS)–3c (155 Mbps) and STS–12c (622 Mbps); ITU STS–1 (51 Mbps) and STM–0 (51 
Mbps); E-1 (2 Mbps), E-2 (8 Mbps), and E-3 (34 Mbps); T-1 (1.5 Mbps) and T-3 (45 Mbps); and J-
1 (1.5 Mbps) and J-2 (6.3 Mbps).  
With the above protocol layers, the interfaces Iu, Iur, and Iur are fully described. There is only the 
air interface left for a more detailed analysis:  
The Air Interface Uu [3G TS 25.301] 
The air interface solution is usually a major cause for dispute when specifying a new RAN. Figure 
15 shows the realization of the lower parts of the protocol stack in the UE. As can be seen, a 
physical layer, data link layer, and network layer (the part for the RRC) have been specified.  
The physical layer is responsible for the transmission of data over the air interface. The FDD and 
TDD W–CDMA solutions have been specified in UMTS Rel. ’99. The data link layer contains four 
sublayers:  
• Medium Access Control (MAC)—The MAC layer is located on top of the physical layer. 
Logical channels are used for communication with the higher layers. A set of logical 
channels is defined to transmit each specific type of information. Therefore, a logical 
channel determines the kind of information it uses. The exchange of information with the 
physical layer is realized with transport channels. They describe how data is to be 
transmitted over the air interface and with what characteristics. The MAC layer is 
responsible for more than mapping the logical channels into the physical ones. It is also used 
for priority handling of UEs and the data flows of a UE, traffic monitoring, ciphering, 
multiplexing, and more.  
• Radio Link Control (RLC)—This is responsible for acknowledged or unacknowledged 
data transfer, establishment of RLC connections, transparent data transfer, quality of service 
(QoS) settings, unrecoverable error notification, ciphering, etc. There is one RLC 
connection per radio bearer. 
The two remaining Layer-2 protocols are used only in the user plane:  
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• Packet Data Convergence Protocol (PDCP)—This is responsible for the transmission and 
reception of radio network layer protocol data units (PDUs). Within UMTS, several 
different network layer protocols are supported to transparently transmit protocols. At the 
moment, IPv4 and IPv6 are supported, but UMTS must be open to other protocols without 
forcing the modification of UTRAN protocols. This transparent transmission is one task of 
PDCP; another is to increase channel efficiency (by protocol header compression, for 
example).  
• Broadcast/Multicast Control (BMC) —This offers broadcast/multicast services in the user 
plane. For instance, it stores SMS CB messages and transmits them to the UE. 
1.7 UMTS Release 99  
Release 99 typically will be the first release deployed by a WSP in their migration to UMTS. R99 
specifies the addition of the UMTS Radio Access Network (UTRAN), which is typically added to 
circuit-switched voice infrastructure and GPRS "Internet access".  
Taking a few steps back, a GSM network would logically look like Figure 16: 
Figure 16. GSM )etwork  
 
It is interesting to note that in the early days of GSM, such a network was perceived as complex!  
Addition of a GPRS overlay network would logically look like Figure 17. 
Figure 17. GSM/GPRS )etwork  
 
This overlay network effectively increased the bandwidth of the core network to allow high-speed 
data transfer with an "always-on" connection. The restricting factor for end-to-end high-speed data 
transfers became the Radio Access Network.  
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The addition of UMTS R99 effectively adds a new "front-end" high-speed network to the voice and 
data networks, removing the last major "speed bump". After the addition of UMTS R99 a wireless 
network would logically look like Figure 18. 
Figure 18. UMTS Release 99 )etwork 
 
The main reason why the UTRAN can offer a high-speed connection compared to the GSM/GPRS 
RAN is in the air interface mechanisms. In GSM/GPRS networks, modulation schemes known as 
Time Division Multiple Access (TDMA) and Frequency Division Multiple Access (FDMA) are 
used. In UMTS networks, the modulation scheme is known as Wide-band Code Division Multiple 
Access (WCDMA), which has two basic modes of operation: Frequency Division Duplex (FDD) 
and Time Division Duplex (TDD). These UMTS modulation schemes are inherently more efficient 
than their GSM/GPRS counterparts, which in turn enable faster connections.  
The new network elements introduced as part of UMTS R99 are:  
• The Radio Network Controller (RNC)  
• The Node B  
Radio ?etwork Controller 
The RNC is responsible for control of the radio resources in its area. One RNC will control multiple 
Node Bs.  
The RNC in UMTS networks provides functions equivalent to the Base Station Controller (BSC) 
functions in GSM/GPRS networks. The major difference is that RNCs have more intelligence built-
in than their GSM/GPRS counterparts. For example, RNCs can autonomously manage handovers 
without involving MSCs and SGSNs. This was something not possible using standard BSCs in 
GSM/GPRS networks.  
?ode B 
The Node B is responsible for air interface processing and some Radio Resource Management 
functions.  
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The Node B in UMTS networks provides functions equivalent to the Base Transceiver Station 
(BTS) in GSM/GPRS networks. Node Bs are typically physically co-located with existing GSM 
base transceiver station (BTS) to reduce the cost of UMTS implementation and minimize planning 
consent restrictions. This is likely to have a detrimental effect on UMTS quality as the UMTS Node 
Bs are being placed in non-optimal locations. UMTS operates at higher frequencies than 
GSM/GPRS and therefore the signal range is less.  
?ew Interfaces 
The new interfaces added as part of R99 are:  
• Iu-CS  
o This is the circuit-switched connection for carrying (typically) voice traffic and 
signaling between the UTRAN and the core voice network. The main signaling 
protocol used is RANAP.  
o The equivalent interface in GSM/GPRS networks is the A-interface.  
• Iu-PS  
o This is the packet-switched connection for carrying (typically) data traffic and 
signaling between the UTRAN and the core data GPRS network. The main signaling 
protocol used is RANAP.  
o The equivalent interface in GSM/GPRS networks is the Gb interface.  
• Iur  
o The primary purpose of Iur is to support inter-MSC mobility. When a mobile 
subscriber moves between areas served by different RNCs, the mobile subscriber's 
data is now transferred to the new RNC via Iur. The original RNC is known as the 
Serving RNC and the new RNC is known as the Drift RNC. The main signaling 
protocol used is RNSAP.  
o There is no equivalent interface in GSM/GPRS networks.  
• Iub  
o This is the interface used by an RNC to control multiple Node B's. The main 
signaling protocol used is NBAP.  
o The equivalent interface in GSM/GPRS networks is the Abis interface. The Iub 
interface is in the main standardized and open, unlike the Abis interface in 
GSM/GPRS.  
• Uu  
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o This is the interface between the User Equipment and the network. That is, it is the 
UMTS air interface.  
o The equivalent interface in GSM/GPRS networks is the Um interface.  
1.8 UMTS Release 4  
Most WSPs will migrate to Release 4 via Release 99. Release 4 specifies the migration of the circuit 
switched voice network to an ATM or IP core network. Other functional areas are also covered by 
Release 4, such as broadcast services and network-assisted location services.  
Figure 19 shows an overview of a Release 4 network.  
Figure 19. UMTS Release 4 )etwork  
 
Moving to a packet-switched core voice network will allow WSPs to gain from the inherent 
efficiencies of a Voice over Packet (VoP) network. In circuit-switched voice, a dedicated channel of 
fixed size (e.g. 64kbps) is assigned to carry the voice. In a normal voice call, this channel is under-
utilized. In VoP, only the resources required are utilized.  
In R4, the MSC functionality is split into two logical functions, which will typically be provided by 
physically separate network elements, namely:  
• Media Gateway (MGW)  
• MSC Server  
The control functions of the MSC are now provided by the MSC Server.  
The bearer switching functions of the MSC are now provided by the MGW.  
Figure 20 shows this split of MSC functionality.  
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Figure 20. Split of MSC Functionality in Release 4  
 
UMTS Media Gateway 
The MGW is responsible for switching the bearer, i.e. user, traffic. The MGW can also be utilized 
to convert bearer traffic between two different formats. For example, PCM circuit voice to VoP. 
The MGW will contain transcoders and echo canceling equipment.  
UMTS MSC Server 
In standard VoP terminology, this is known as a Media Gateway Controller. 3GPP have specified 
two instances of a Media Gateway Controller, namely the MSC Server and the Gateway MSC 
Server. The Gateway MSC Server is an MSC Server that controls the connections to other 
networks, e.g. the PSTN.  
The MSC Server provides all the call control capabilities required by the MGW. The MSC Server is 
also responsible for Mobility Management. Typically, the MSC Server will also contain the Visitor 
Location Register (VLR) functionality.  
A single MSC Server can control multiple Media Gateways. This provides major scalability 
benefits. That is, when extra capacity is needed, it may be possible to add only a new MGW and 
utilize an existing MSC Server.  
?ew Interfaces 
The new interfaces added as part of R4 are:  
• Mc  
o The Mc interface is used by the MSC Server to control the Media Gateway(s). The 
protocol used on this interface is a derivation of the IETF H.248/MEGACO 
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standard. The variations to the H.248/MEGACO standard are implemented using the 
H.248/MEGACO standard extension mechanism.  
• Nc  
o The Nc interface is used to share signaling information between multiple MSC 
Servers involved in a session (e.g. a voice call). This in turn allows the relevant 
Media Gateways to be effectively controlled for the duration of the call. The call 
control protocol suggested for this interface is BICC (Bearer Independent Call 
Control). The actual bearer (i.e. Nb) transport used is transparent to the BICC 
signaling protocol, hence the term "Bearer Independent".  
 
 
• Nb  
o The Nb interface is used to transport data (e.g. voice packets) between Media 
Gateways. For example, one MGW may be connected to the UTRAN and another 
MGW is connected to the PSTN, with the voice packets being transferred between 
them using Nb. 
 
1.9 UMTS Services 
UMTS offers teleservices (like speech or SMS) and bearer services, which provide the capability 
for information transfer between access points. It is possible to negotiate and renegotiate the 
characteristics of a bearer service at session or connection establishment and during ongoing session 
or connection. Both connection oriented and connectionless services are offered for Point-to-Point 
and Point-to-Multipoint communication. 
Bearer services have different QoS parameters for maximum transfer delay, delay variation and bit 
error rate. Offered data rate targets are: 
•  144 kbits/s satellite and rural outdoor 
•  384 kbits/s urban outdoor 
•  2048 kbits/s indoor and low range outdoor 
UMTS network services have different QoS classes for four types of traffic: 
•  Conversational class (voice, video telephony, video gaming) 
•  Streaming class (multimedia, video on demand, webcast) 
•  Interactive class (web browsing, network gaming, database access) 
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•  Background class (email, SMS, downloading) 
UMTS will also have a Virtual Home Environment (VHE). It is a concept for personal service 
environment portability across network boundaries and between terminals. Personal service 
environment means that users are consistently presented with the same personalised features, User 
Interface customisation and services in whatever network or terminal, wherever the user may be 
located. UMTS also has improved network security and location based services. 
 
Chapter 2                                                                            Streaming Service & Streaming Platforms 
Page 41 di 152 
2  
Streaming Technology in 3G Mobile 
Communication Systems 
 2.1 What offers?  
Third-generation mobile communication systems will combine standardized streaming with a range 
of unique services to provide high-quality Internet content that meets the specific needs of the 
rapidly growing mobile market. Many portal sites offer streaming audio and video services for 
accessing news and entertainment content on the Internet from a PC. Currently, three incompatible 
proprietary solutions –offered by RealNetworks, Microsoft and Apple—dominate the internet 
straming software market. In the near future third-generation mobile communications will extend 
the scope of today’s Internet streaming solutions by introducing standardized streaming services, 
targeting the mobile user’s specific needs. By offering data-transmission rates up to 384 Kbps for 
wide-area coverage and 2 Mbps for local-area coverage, 3G systems will be able to provide high-
quality streamed Internet content to the rapidly growing mobile market. In addition to higher data-
rates these systems also will offer value-added applications supported by an underlying network 
that combines streaming services with a range of unique mobile specific services such as 
geographical positioning, user profiling, and mobile payment. Mobile cinema ticketing is one 
example of such a service. First, the mobile network or a terminal integrated positioning system 
such as GPS would determine the user’s geographical location, then the service would access a 
cinema database to generate a list of nearby movie theatres and a user profile database to determine 
what kind of movies the user likes best. Based on the geographical location information and user-
defined preferences, the service would offer the user a selection of available movies and show 
times. The user would then have the option of using the mobile device to view corresponding movie 
trailers through a streaming service. Upon choosing a film, the user could purchase a ticket through 
payment software on the mobile device. This and other mobile application scenarios present 
numerous challenges, such as how to provide spectrum-efficient streaming services over varied 
radio-access networks to different types of end-user terminals.  
 2.2 Mobile Streaming Challenges 
International Mobile Telecommunications-2000 (IMT-2000) and Universal Mobile 
Telecommunications System (UMTS) will be among the first 3G mobile communication system to 
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offer wireless wideband multimedia services using the Internet Protocol. Two important 
technological changes will facilitate this advancement. As Figure 1 shows, the first change is a shift 
from second-generation radio-access technologies such as the GSM, cdmaOne, and personal digital 
cellular (PDC) toward more sophisticated systems with higher data-transfer rates such as the 
enhanced data GSM environment (EDGE), wideband CDMA and CDMA2000. 
Figure 1.Evolution of radio-access technologies. The exponential growth in data-transfer rates 
will soon make possible wireless wideband multimedia services. MC1x is an intermediate step 
between CDMAone and CDMA2000 and deliver data rates of up to 144kbps in existing cdmaone 
spectrum allocations; 1xEV is an enhancement of the cdma2000 standard and allows peak rates 
up to 2.4Mbps. 
 
 
 
As Figure 2 illustrates, the second important technology shift is from a vertically integrated to a 
horizontally layered service network seamlessly integrates Internet Protocol transport into a mobile 
service environment with a variety of access networks, opening up many new opportunities for IP-
based mobile applications. For example, mobile terminals will be able to access existing Internet 
content through protocols and markup languages such as WAP and WML that are optimized for 
wireless application scenarios. The 3G networks will also provide access to support services such as 
authentication, security, and billing mechanisms as well as mobile-specific services such as 
mobility management and location-based computing. 
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Figure 2. The shift from a vertically integrated to a horizontally layered mobile service 
environment. The future 3G network will seamlessly integrate IP transport with a variety of 
access networks. 
 
 2.3 Architecture 
The widespread implementation of mobile streaming services faces two major challenges: access 
network and terminal heterogeneity, and content protection. In the future, we will have access to a 
variety of mobile terminals with a wide range of display size and capabilities. In addition, different 
radio-access networks will make multiple maximum-access link speeds available. Because of the 
physical characteristics of cellular radio networks, the quality and, thus, the data rate of an ongoing 
connection will also vary, contributing to the heterogeneity problem. One way to address 
heterogeneity is to use appropriately designed capability exchange mechanisms that enable the 
terminal and media server to negotiate mobile terminal and mobile networks capabilities and user 
preferences. This approach let the server send multimedia data adapted to the user’s mobile terminal 
and to the network. For example, a user accessing a specific service via a WCDMA network could 
get the content delivered at a higher bit rate than someone using a general packet radio service or 
GSM network. Similarly, when a person using a mobile multimedia terminal with a built-in low-
quality speaker plugs in high-fidelity headphone, a dynamic capability exchange takes place, 
upgrading the transmission to a high-quality audio stream for the remainder of the session. A related 
problem is how to efficiently deliver streamed multimedia content over various radio-access 
networks with different transmission conditions. This is achievable only if the media transport 
Chapter 2                                                                            Streaming Service & Streaming Platforms 
Page 44 di 152 
protocols incorporate the specific characteristics of wireless links, such as delays due to 
retransmissions of corrupted data packets. Here, proxies are a suitable approach for caching data 
packets and optimizing the data transport over the wireless links to a mobile terminal. 
Figure 3. 3GPP protocols and their applications. The protocols integrate simultaneously playing 
video, audio,mages and formatted text into mobile multimedia applications. 
 
At the application level, controlling what users can do with content is an important challenge. The 
Simplest form of content protection is simply disallowing the storage of received content. Content 
protection is part of the much broader digital rights management (DRM) concept, which uses 
techniques such as encryption and conditional access based on usage rules to protect and manage 
access to multimedia data. Content providers are reluctant to deliver premium content over digital 
networks without DRM mechanisms in place to prevent widespread illegal copying of caluable 
multimedia content such as music and movies. 
Several organization and industry groups including the Internet Streaming Media Alliance (ISMA) 
and the Wireless Multimedia Forum (WMF) have recognized the need for standardization of 
straming services. Mobile streaming service in particular require a common standardied format 
because it is unlikely that mobile terminals will be able to support all proprietary Internet straming 
formats in the near future. Using standardized components such as multimedia protocol stacks and 
codec—video and audio compression/decompression software—in end-user equipment will help 
reduce terminal costs. Furthermore, preparing and providing content in one standardized format is 
less time consuming and expensive than setting up content for several proprietary streaming 
solutions individually.  
 2.4 3GPP Standard and Compliance 
The Third-Generation Parternership Project (3GPP) is currently addressing mobile streaming 
standardization. 3GPP regards streaming services as an important building block of future 3G 
multimedia applications. In addition to mobile streaming standardization, 3GPP also addresses 
other applications such as videoconferencing and services for composing and receiving multimedia 
messages. Multimedia messaging services can include text, images, audio, short video clips, or 
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video-stream URLs. The 3GPP mobile streaming standard is currently the most mature 
standardization activity in this field, and all major mobile telecommunication equipment providers 
support it. 3GPP is the most suitable organization for mobile streaming standardization because it 
covers all aspects of a mobile communication system, including network infrastructure, 3G 
terminals and 3G services. 
 
 
 
 
Figure 4. Overview of 3GPP 
streaming client. The arrows 
show the data flow. Boxes 
with dotted borders indicate 
components to appear in 
future release(now!). L2 
denotes the 3GPP link layer. 
 
 
 
 
 
 
 
 
 
 
 
 
 
In march 2001, 3GPP finalized the first version of the mobile packet-switched streaming service, 
commonly referred to as the 3G-PSS standard. This service integrates simultaneously playing video, 
audio, images, and formatted text into mobile multimedia applications. The protocols and terminals 
for streaming application are less complex than for conversational services, which require media 
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input devices and encoders. The 3GPP standard specifies both protocols and codecs. The protocols 
and their applications, illustrated in Figure 3, are: 
• Real-time streaming protocol (RTSP) and Session description protocol (SDP) for session 
setup and control, 
• Synchronized Multimedia Integration Language (SMIL) for session layout description, 
• Hypertext transfer protocol (HTTP) and transmission control protocol (TCP) for 
transporting static media such as session layouts,images, and text, and in last 
• Real-time transfer protocol (RTP) for transporting real-time media such as video, speech 
and audio. 
The 3GPP codecs and media types are: 
• ITU-T H.263 video, 
• MPEG-4 simple visual profile video (optional), 
• AMR (adaptive multirate) speech, 
• MPEG-4 AAC low complexity audio, 
• JPEG and GIF images, and in last 
• XHTML-encoded, formatted text. 
To enable interoperability between content servers, especially when interworking with MMS, the 
standard specifies using MPEG-4 as an optional file format for storing media on the server. The 
standardization process selected individual codecs on the basis of both compression efficiency and 
complexity. When combined using the SMIL presentation description language, the codec enable 
rich multimedia presentations and applications, including video, audio, slideshows, and 
Multilanguage subtitling. Figure 4 shows the logical components and data flow in a block diagram 
of a 3gpp mobile-streaming terminal, including the individual codecs and presentation control. The 
3GPP network transmits the data and passes it to the application from L2 , the lower 3GPP layer. 
The application demultiplexes the data and distributes it to the corresponding video and audio 
decoders. The 3GPP streaming standard offers the possibility of creating presentations in which 
several media elements such as video, audio, images, and formatted text play at the same time. 
SMIL, an XML-based presentation language developed by the World Wide Web Consortium, is the 
“glue” that combines these different elements to create an inter-active multimedia presentation. 
SMIL is HTML with additionals notions of time and temporal behaviour. Thus, it can describe a 
media screen and control the placement of media elements in space and time. The 3GPP straming 
client interprets the SMIL scene description and uses it to control the spatial layout and 
synchronization in the multimedia presentation. 
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2.4.1 Interactive Media Platform 
The Interactive media system, illustrated in figure 5, is a software platform for mobile streaming 
applications. Designed as an end-to-end solution, the system consist of: 
• Dedicated content creation machines, 
• A player application that runs on widely used operating systems such as Windows CE and 
EPOC, and Symbian OS 
• Content servers that hold the newly created multimedia content 
• A proxy, which builds the interface between the player application and other parts of the 
platform. (optional) 
 
Figure 5. Interactive Media platform. The client uses HTTP to request a SMIL presentation from 
a web server. Within the SMIL presentation the client finds links to the streaming content, which 
it acquires from the streaming servers. Static content, such as an image, is fetched from a web 
server via HTTP 
 
The chosen protocols are fully compliant with existing standards. HTTP provides access to static 
content through a TCP connection, while RTP packets transport streaming content via UDP 
connections. RTSP manages streaming sessions. As the 3GPP standard requires, the system uses 
SDP via an RTSP connection to access stream descriptions. Introducing a proxy is necessary to 
fulfil the requirements of a mobile Internet application using off-the-shelf components designed for 
the fixed internet. It also shields the core network from back-end components and vice versa. 
Additionally, the back-end components can be located outside the operator domain, using the proxy 
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with a firewall extension. This leads to a truly distributed architecture that puts the components into 
locations where they operate most effectively. 
2.4.2 Content Creation Machines 
The content creation machines depicted in figure 5 host the applications needed for creating both 
live and offline content. They are used to prepare streaming content, for example, to edit videos and 
images and encode them in the appropriate formats for mobile streaming. Additionally these 
machines create the SMIL files, which are a kind of storybook for the interactive presentation. They 
upload the content to the streaming servers—for dynamic content—and to the Web servers, which 
hold the static content and SMIL files. 
2.4.3 Player Applications 
The player application renders multimedia content and lets users navigate through the SMIL 
presentations. Each multimedia element can be hyperlinked to other presentations. The player’s 
SMIL implementation is fully 3GPP-compliant as are the supported codecs, which decode 
multimedia data and render it on the output devices. Plug-in capabilities simplify extending the 
player with additional codecs. Applying skins changes the player application’s appearance. After 
lauching the player application the user can select a SMIL presentation or a single stream to 
navigate through a hierarchy of SMIL presentations. An alternative (the one I used) is to click a 
hyperlink in a standard web browser that anchors a 3GPP complaints stream and then the terminal 
fetches the streams using the RTSP protocol. 
2.4.4 Content Servers 
The player application uses the RTSP protocol to control the operation of streaming server. After 
fetching the description of a streaming session, which it transport using the session description 
protocol, the player application sets up the streams of this session, for example, the video and audio 
track. When it receives an RTSP PLAY request, the server starts sending out RTP packets that 
transport the streaming content. Each stream can be in a different state—for example, being set up, 
playing, paused. Therefore, the streaming servers must keep track of all active sessions. The server 
uses the real-time control protocol to provide the player, proxy, and streaming server with 
additional information about the session such as packet loss. Each stream that the server sends out 
has an RTCP connection. 
 
2.4.5 Proxy 
The proxy is the system’s interface to both the radio network and the back-end components. This 
central component’s major task is to adapt the streaming multimedia on the fly to the mobile 
network link’s continuously changing conditions. When a client requests an interactive multimedia 
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presentation, the streaming proxy initially loads the SMIL file. The proxy’s basic HTTP 
functionality optimizes the client connection according to the mobile IP network’s characteristics. 
The client fetches the SMIL file and interprets it on the client, then the client requests both static 
and streaming content from the back-end servers. Acquiring static content such as images and text 
files is very straightforward, but the proxy’s value becomes more apparent when it transmits 
streaming data to the client. During transmission of streaming data, the proxy dynamically adapts 
the delivered quality of service in accordance with available bandwidth. To achieve this dynamic 
adaptation, the proxy uses feedback information from the player application, radio network, and IP 
network. The user, content-provider, and operator use the proxy to configure preferences. A content 
provider can specify a minimum bandwidth to ensure acceptable video-stream quality. For example, 
if this bandwidth is not available, a slide show is present instead. If the current bandwidth is 
insufficient for delivering a video, the proxy switches on the fly to a lower bandwidth as long as the 
QoS do not drop below a predefined value. The operator also has the option of limiting bandwidth 
consumption to a certain user group, such as flat-rate subscribers. The system creates a reliable 
connection between the proxy and the client by retransmitting lost UDP packets—for example, if 
the user passes through a tunnel and temporarily loses connection to the radio network. To provide 
streaming without losing information, the proxy automatically pauses the presentation when the 
connection is lost and then unpauses it after the terminal regains the network link. The proxy is also 
the interface to the operator’s network components, including operation and maintenance, charging 
and billing, and subscription management. Mobile networks operators can easily integrate the 
Interactive Media Platform into existing structures and combine it with off-the-shelf products. 
 
In the figure above there are the main commercial streaming platform and their protocol stacks. 
 
 
 
Chapter 2                                                                            Streaming Service & Streaming Platforms 
Page 50 di 152 
 2.5 First Solution: PacketVideo 
PacketVideo is powering the wireless multimedia revolution. PacketVideo develops the enabling 
software for the encoding, transmission, management and viewing of full-motion video and audio 
over wireless telecommunications networks. PVPlatform 2.0 is PacketVideo’s complete end-to-end 
solution that enables the encoding, transmission and decoding of multimedia, including patented 
enhancements for full motion video over wireless devices and networks. The PacketVideo software 
products provided with PVPlatform 2.0 have been specifically optimized to provide a rich 
multimedia experience in an error prone wireless environment. Three major products comprise 
PVPlatform 2.0: PVAuthor
TM
, PVServer
TM
, and PVPlayer
TM
. The following diagram illustrates how 
these three products work together, and the interfaces between them:  
Through streaming technology and content programming relationships, PacketVideo is creating 
solutions today that will give the wireless world the richness of sight, sound, animation, and moving 
pictures. PacketVideo technology is based on our patented implementation of the MPEG-4 
standard, which defines a common framework for encoding, transmitting and decoding multimedia 
content over error-prone communications networks. MPEG-4 has been selected as the multimedia 
standard for 3G networks by the 3GPP (The 3rd Generation Partnership Project). The 3GPP is a 
global co-operation between six Organizational Partners (ARIB, CWTS, ETSI, T1, TTA and TTC) 
who are recognized as the world’s major standardization bodies from China, Europe, Japan, Korea 
and the USA. PacketVideo’s renowned MPEG-4 scientists, many of whom served on the MPEG-4 
committee, have applied their unparalleled knowledge of MPEG-4, mobile information devices and 
wireless networks to create unique performance enhancements to this standard, while maintaining 
interoperability with fully-compliant MPEG-4 products and technologies. The result is the best 
implementation of the MPEG-4 standard, including not only the simple profile, but also the simple 
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USB camera 
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 Live Camera for video or image: 
Prerecorded Content: 
Live Content: 
FTP 
RTSP/TCP 
Streamed MPEG - 4 
RTP/UDP/IP 
Control: 
RTSP/TCP/IP;  RTCP/UDP/IP 
HTTP 
Subscriber Authorization & 
Clip Selection 
PV Platform 
2.0 
External Interfaces 
Reports 
Billing Systems 
Customer Mgmt Systems 
Carrier Databases 
Etc. 
PV Author 2.0 
For encoding 
PV Server 2.0  – Carrier Class 
For streaming PV Player 2.0 
For viewing 
MP3, JPG, BMP 
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scaleable profile which provide enhanced flexibility and better video quality for carriers. The 
compatibility of simple profile and simple scaleable profile demonstrates PacketVideo’s worldwide 
leadership in the field of wireless multimedia, keeping carriers ahead of the competition. 
PacketVideo technology is the pre-eminent platform for wireless multimedia development. Our 
software has been designed to support all major digital wireless transmission standards in use today, 
as well as next-generation wireless networks currently being developed. Live or streamed 
multimedia can be delivered over any existing digital wireless network. A multimedia clip, encoded 
using PacketVideo technology, can be scaled to multiple transmission bit-rates without recoding. 
PacketVideo technology has also been specifically designed to address the unique challenges 
inherent in the delivery of multimedia content to mobile information devices over wireless 
networks. Some of these challenges include: 
• Error Resilience: Delivering rich digital media over wireless networks with high error 
rates and low and varying transmission speeds. 
• Network Access: Delivering rich digital media without adversely affecting the delivery 
of voice and data services. 
• Adaptive Decoding: Optimizing rich digital media for mobile information devices with 
limited processing power, limited battery life and varying display sizes. 
The company’s breakthrough MPEG-4 compliant software encoders, decoders, and transmission 
management tools unlock the profitable deployment of rich media to the mobile market via a new 
generation of powerful mobile information devices such as digital wireless handsets, smart phones 
and handheld computers. PacketVideo’s solution provides mobile users access to full-motion news 
and financial stories, sports highlights, short entertainment clips and music videos, weather and 
traffic reports, home or work security cameras, and corporate communications, from any location.  
PacketVideo has applied its knowledge of MPEG-4, mobile information devices and wireless 
networks to create unique performance enhancements to this standard, while maintaining 
interoperability with fully compliant MPEG-4 products and technologies. Leveraging the basic tools 
provided by the MPEG-4 standard, PacketVideo has developed a comprehensive multimedia 
solution that enables carriers to establish multimedia services on 2G, 2.5G and 3G networks. 
PacketVideo’s FrameTrack DRC technology provides superior video quality even in the error-prone 
dynamic-throughput wireless environment. FrameTrack provides the ability to dynamically manage 
wireless media traffic on a network or per subscriber basis. FrameTrack automatically and 
dynamically adjusts the streaming bit rate in the presence of channel fluctuation to ensure the best 
user experience for each customer. Based on MPEG-4 temporal scalability and PacketVideo’s own 
Dynamic Rate Control (DRC), FrameTrack takes control as PVPlayer monitors many different 
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aspects of the PacketVideo stream to detect fluctuations in bandwidth and communicate them to 
PVServer. PVServer then uses a unique set of algorithms specifically designed for wireless 
networks to regulate the frame rate, also known as temporal scalability. The result is uninterrupted 
video streaming at the best possible quality, even when the bandwidth is varying. FrameTrack also 
provides enhanced bandwidth management; including scaling to support many ranges of data rates 
within 9.6 kbps to more than 384 kbps. This means one encoded MPEG-4 file is used to deliver 
multiple streams at multiple bit rates to multiple devices. For content providers and carriers, 
FrameTrack means that one MPEG-4 compliant encode of their material can be displayed on a wide 
variety of devices, networks, and different speeds. This provides:  
• Reduced memory costs because FrameTrack significantly reduces the size of the 
encoded file (sometimes by as much as 60%). 
• Reduced capital costs because FrameTrack reduces the bandwidth needed to transmit the 
file from PVAuthor to PVServer. 
• Reduced maintenance costs because FrameTrack eliminates the arduous task of labeling 
and maintaining many different files of the same content. 
All of these cost savings come with the superior user experience of PacketVideo’s FrameTrack in 
PVPlatform 2.0. 
A new feature specifically designed for today’s low bandwidth networks, Still Image Transmission 
ensures that bit errors and packet loss do not degrade the picture, while providing extra bandwidth 
for the audio. This feature provides a reliable stream of an image that will not degrade over time 
even if there are errors. On a 14.4 kbps link, audio can be encoded at 12.2 kbps along with a still 
image, so that the user listens to streaming audio while viewing an error-free, high-quality picture. 
The inputs for this feature can come from a camera and microphone, AVI, JPG and BMP files. 
Some examples of this feature’s use are: 
• Weather map – tell temperatures all over the country 
• Road map – give directions 
• Picture of a restaurant – describe the food that they serve 
• Picture of a person – listen to their speech 
Through the efforts of PacketVideo, a standard for interoperating between wireless servers and 
clients for multimedia is being developed. PacketVideo has enlisted Stardust.com to coordinate a 
technology forum known as the Wireless Multimedia Forum. The goals of this forum include 
establishing technology consensus around a set of protocols that are suitable for use in streaming 
multimedia over a wireless network. The protocols identified will be forwarded to the appropriate 
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standardized bodies (e.g. W3C, WAP Forum, 3GPP and 3GPP2). The WMF will also aggregate, 
educate and catalyze the market in this area.  
PacketVideo software is based on the MPEG-4 compression standard. PacketVideo software 
compliance with this standard enables fully compliant MPEG-4 decoders developed by other 
vendors to decode rich digital media over 3G that was encoded by PacketVideo software. Likewise, 
PacketVideo software can decode rich digital media that was encoded using fully compliant MPEG-
4 encoders developed by other vendors. However, the enhancements that PacketVideo brings to 
MPEG-4 will not be implemented. PacketVideo is deeply committed to supporting open standards 
and technologies, particularly the MPEG-4 standard, which is designed to handle the transportation, 
synchronization, coding and rendering of audiovisual multimedia content for Internet and wireless 
applications. PacketVideo believes that compliance with open standards like MPEG-4 is the only 
way to facilitate the growing interaction and convergence of the previously separate worlds of 
telecommunications, computing and mass media. Open standards like MPEG-4 help prevent 
technological dead ends. Mobile as well as stationary user terminals, database access, 
communications and new types of interactive services will be major applications for MPEG-4. For 
example, wireless phones are capable of receiving rich interactive digital video content based on 
MPEG-4 technology. MPEG-4 explicitly enables wireless media, even at bit rates as low as 9.6 
kbps. Importantly, MPEG-4 also enables digital rights management (DRM) to protect the 
intellectual property of content providers. Because PacketVideo is committed to the MPEG-4 open 
standard, PacketVideo technology is an open development platform, not a proprietary deviation. 
PacketVideo has demonstrated interoperability repeatedly, and is committed to interoperability with 
MPEG-4 compliant products, applications and services.  
MPEG-4 Benefits: 
1. MPEG-4 is the first standard that combines 1-way and 2-way video into a single 
standard.  
2. MPEG-4 allows for easy manipulation of data. For instance, many feeds of MPEG-4 can 
be combined together and edited in real time.  
3. MPEG-4 allows content providers to encode once and deliver everywhere. A single 
stream can handle cable, satellite and wireless, and can be delivered over multiple bit 
rates. This cost effective solution is possible due to two features in MPEG-4 that MPEG-
2 doe not have: 
4. A more flexible range of bit rates, 9.6 Kb/s to 6 Mb/s for MPEG-4 vs. 1.5 Mb/s to 12 
Mb/s for MPEG-2.  
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5. Error Resiliency (above the capabilities of MPEG-2) which helps ensure quality even 
over high bit error rates (BER) unreliable links. 
6. With MPEG-4, the carrier can vary the frame rate of the video to suit changing numbers 
of network customers, thus leveling the load on the system.  
PacketVideo has proven interoperability with eight other MPEG-4 vendors, and is a leading choice 
for progressive 3G carriers.  
PacketVideo has already implemented two of the MPEG-4 profiles, both simple profile and simple 
scalable profile. The result is the best implementation of the MPEG-4 standard providing enhanced 
flexibility and better video quality for carriers. The compatibility of simple profile and simple 
scaleable profile demonstrates PacketVideo’s worldwide leadership in the field of wireless 
multimedia, keeping carriers ahead of the competition. 
Any errors or packet loss, which occur while transmitting rich digital media to mobile information 
devices, significantly degrades the video image quality. As a result, wireless service providers must 
either allocate more bandwidth in their networks to accommodate the retransmission of lost data or 
contend with poor video image quality. This problem is particularly acute in wireless networks. To 
provide enhanced video image quality at any data rate over error-prone wireless networks, 
PacketVideo has developed a combination of technologies to compensate for transmission errors 
without consuming valuable network capacity. PacketVideo technology enables a mobile 
information device to display a usable video image even when portions of the data are lost or 
corrupted during transmission. PacketVideo technology employs a set of algorithms to validate the 
received data, recognize corrupted information, resynchronize the decoding process and conceal 
portions of the video image corresponding to the corrupted area. This capability allows wireless 
network operators to deploy rich digital media services without devoting significant network 
capacity to error correction. 
PacketVideo software is designed to deliver rich digital media to smart phones, PDAs, and other 
mobile information devices. PacketVideo technology addresses the limitations of mobile 
information devices including limited memory, processor capabilities, display capabilities and 
battery life. In addition, it can discern between differing classes of mobile information devices (for 
example, PDA, smart phone or laptop) and dynamically scale to the appropriate bandwidth and 
screen size of such devices, optimizing overall video quality.  
PacketVideo has extensive experience in streaming technologies over existing 2G and 2.5G 
wireless environments including CDMA, GSM, and GPRS. As such, PacketVideo has designed its 
software solution to provide wireless service providers with increased quality, flexibility, and 
control when transmitting voice, data and rich digital media services to their customer. PacketVideo 
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quality of service and error resilience technologies allows wireless service providers to manage 
congestion on their networks by reducing bandwidth allocated to error correction and allowing for 
the dynamic adjustment of available bandwidth. At the encoding phase, PacketVideo technology 
separates the rich digital media stream into a base layer of essential information and one or more 
enhancement layers that include additional information about the media stream. Thus, image quality 
is improved as layers are added. The company’s server technology intelligently adjusts the number 
of enhancement layers transmitted to the mobile information device to control the quantity of 
network bandwidth consumed or the amount of device resources required. 
PacketVideo enhancements to MPEG-4 enables a single encode for multiple rates and applications. 
Content providers no longer need to encode content for varying bitrates and environments, thus, 
reducing the encoding and storage costs of transmitting multimedia over a variety of wireless 
networks to mobile information devices. This is a requisite to keep pace with rapidly evolving 
device technologies. 
PacketVideo communications technology is based on international standards for two-way 
videoconference calls over wireless networks. By adhering to these standards, PacketVideo 
technology facilitates interoperability between mobile information devices running our embedded 
software and those of other manufacturers. Although PVPlatform is currently limited to one-way 
delivery of rich digital media over wireless networks, two-way capabilities of our technology now 
in development will enable a wide array of applications and uses for mobile information devices in 
the future. PacketVideo technology has been designed to support all major digital wireless 
telephony standards in use today as well as next-generation wireless networks currently being 
developed. These standards include: 
CDMA Code Division Multiple Access 
W-CDMA Wideband CDMA 
HSCSD High Speed Circuit Switched Data 
GSM Global System for Mobile Communications 
GPRS Generalized Packet Radio Service 
EDGE Enhanced Data for GSM Evolution 
iDEN Integrate Digital Enhanced Network Services 
PHS Personal Handyphone System 
PDC Personal Digital Cellular 
UMTS Universal Mobile Telecommunications System 
PacketVideo has products available today and can demonstrate wireless multimedia now for 2G and 
2.5G networks. PacketVideo is already working with carriers worldwide to distribute its multimedia 
enabling technology across all wireless networks. Carriers can deploy PacketVideo’s solution on 
their existing 2G or 2.5G networks and then migrate PacketVideo’s solution to their 3G network 
once it is deployed. PacketVideo’s Wireless Performance and Analysis Organization is dedicated to 
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optimizing the performance of PacketVideo’s MPEG-4 software with various wireless networks. 
Performance impacting parameters such as traffic and delay are modeled and used to optimize the 
performance of PacketVideo’s algorithms.  
 
Decoder 
PVPlayer™ decodes and plays MPEG-4 video streamed over wireless networks for viewing on 
mobile devices at data rates ranging from as low as 9.6 kbps to more than 768 kbps. It is optimized 
for embedding into video-enabled phones, PDAs, Smartphones, laptops and other mobile devices 
with limited processing power, limited battery life and varied display sizes. PVPlayer is compliant 
with open standards, including MPEG-4 (ISO/IEC), RTSP/RTP/RTCP (IETF), H.263 baseline 
(ITU), and 3G-324M (3GPP). PVPlayer detects, localizes and conceals errors that occur during 
wireless transmission, while supporting true MPEG-4 compliant scalability, which is required for 
bandwidth-efficient wireless distribution. 
PVPlayer 2.0 supports the following features:  
 
 Real time streaming of multimedia from PVServer 
 Playback of MPEG-4 file format from local storage 
 Landscape mode which rotates and enlarges the picture to fill the entire screen of a 
handheld PDA device 
 New user interface 
 History – bookmarks the last 10 video clips transmitted. Note: This only applies to 
videos that do not have conditional access associated with them. 
 Favorites – allows the user to bookmark favorite clips. Note: This only applies to 
videos that do not have conditional access associated with them. 
 Metadata display – information including video title, album title, author(s), copyright, 
etc.  
 Ability to type in a user name and password. This can be saved in a WinCE device so 
that it only must be typed in once 
 Supports WinCE PocketPC 3.0, Win 98SE, 2000, NT 4 (SP5, SP6A) 
 Ability to launch PVPlayer PC from a command line to allow batch mode operation 
for automated demos 
PVPlayer supports a variety of resolutions, depending on device display capability: CIF (352x288), 
QCIF (176x144), SQCIF (128x96 or smaller). Using PVPlayer’s landscape mode, the picture can be 
rotated and enlarged to fill the entire screen of a handheld PDA device. 
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PVPlayer 2.0 detects, localizes, and conceals errors that occur during wireless transmission using 
SignalTrack
TM
 technology. PacketVideo’s SignalTrack error resilience technology helps ensure 
superior video quality by detecting and concealing errors inherent in wireless networks, 
dramatically improving the quality of the media content being delivered. SignalTrack is designed 
for conditions where random errors, channel fading, and packet loss are experienced, enabling high 
quality streaming video at high bit error rates. This robust decoding capability significantly 
improves the user experience. Even with superior performance, PacketVideo decoders are 
extremely efficient, occupying a very small footprint in the mobile device.  
PacketVideo’s software compliance with the MPEG-4 standard enables fully-compliant MPEG-4 
decoders developed by other vendors to decode rich digital media that was encoded by PacketVideo 
software. PVPlayer supports the delivery of multimedia over wireless networks from data rates as 
low as 9.6 kbps to more than 768 kbps with frames per second ranging from less than 1 to up to 30.  
The next release of PVPlayer will include an SDK for ActiveX control, enabling the PVPlayer 
video window to be embedded in an HTML page, thus allowing for a very customizable GUI. 
Encoder 
PVAuthor 2.0 supports the following input formats: 
 Supported video file formats and inputs: input from any PAL or NTSC input source, 
such as a camera, VCR, Laser Disk, etc.; MPEG-1; MP3; uncompressed AVI; and 
WAV 
 Supported image file formats and inputs: input from any PAL or NTSC input source, 
such as a camera, VCR, Laser Disk, etc.; JPG and BMP files 
PVAuthor outputs into the MP4 file format, which is a standards compliant MPEG-4 file type.  
PVAuthor 2.0 encodes video using MPEG-4 video compression and GSM-AMR audio 
compression. PVAuthor 2.0 includes patented PacketVideo enhancements including error-resilient 
technology that improves decoding performance over error-prone wireless networks without 
compromising standards compliance or interoperability. PVAuthor supports MPEG-4 Simple 
Visual Profile with temporal scalability for additional flexibility and capability including 
PacketVideo’s FrameTrack technology. PVAuthor 2.0 supports the following:  
 Supported video file formats and inputs: input from any PAL or NTSC input source, 
such as a camera, VCR, Laser Disk, etc.; MPEG-1; MP3; uncompressed AVI; and 
WAV 
 Supported image file formats and inputs: input from any PAL or NTSC input source, 
such as a camera, VCR, Laser Disk, etc.; JPG and BMP files 
 Output into the MP4 file format 
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 Uses MPEG-4 Base and Enhancement layers 
 PacketVideo’s Low Bandwidth Still Image Transmission which allows the streaming 
of an error-free, high-quality image with streaming audio, even at low bandwidths.  
 Data rates from as low as 9.6 kbps to 768 kbps 
 Multiple frame rates (from less than 1 fps to 30 fps) 
 Encoding of live inputs up to 128 kbps at 15 fps (based on minimum hardware 
requirements) 
 Encoding of a video clip which can be used at different bit rates, to different devices 
• Lowers costs by reducing memory needs, reducing bandwidth requirements 
between PVServer and PVAuthor and eliminates the arduous task of cataloging 
and labeling many different encoded files for one video clip 
 Enhanced video quality using more powerful motion estimation algorithms (not 
available for live content) 
 Enhanced user interface providing the ability to drag and drop files for encoding 
 Profiles – default encoding profiles which make it easy for the user to encode. Allows 
the user to choose a different profile based on the type of content that is being 
encoded. They do not have to go through and set each parameter.  
 Provides the ability to create, modify and change profiles. If the user prefers his own 
parameters, he can create his own profile and save it for future use.  
PVAuthor supports the following: 
• Frame rates from less than 1 fps to 30 fps 
• Network bandwidth from 9.6 kbps to more than 768 kbps 
• Frame sizes from 128x96 to 352x288 
 
The audio codec used in the current PVPlatform is GSM-AMR. PacketVideo has optimized and 
productized the GSM-AMR vocoder, since it offers a flexible adaptive rate approach. The 
PVPlatform 2.0 implementation of GSM-AMR codec enables two encode rates: 4.75 kbps and 12.2 
kbps. PacketVideo’s roadmap follows proposals made within the Wireless Multimedia Forum, 
which proposes the use of additional audio codecs including 3GPP and 3GPP2 codecs, and MPEG-
4 AAC audio. Interoperability is the principal objective of utilizing these standards. The 
PVPlatform has been designed with the flexibility to quickly incorporate new audio codecs. 
MPEG-4 AAC support and EVRC (Enhanced Variable Rate Coder) support are planned for the next 
release, PVPlatform 3, scheduled to be released 1Q02. PVAuthor is a simple, easy-to-use MPEG-4 
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authoring tool. But PacketVideo goes far beyond a “prepackaged functionality” solution with 
PVAuthor Engine. PVAuthor Engine offers infinite flexibility by letting content developers create 
custom solutions using RAD (rapid application development) environments like Visual Basic. 
PacketVideo is currently working to integrate its encoder into Generic Media’s Publishing Service. 
This will allow media publishers to dynamically adapt a single streaming file according to the end 
user’s device, media player, and Internet connection. 
Key features of the Generic Media Publishing Service include: 
 Intuitive and easy-to-use web-based interface to manage media assets and customer 
accounts 
 Step-by-step guidance to transfer and manage media assets 
 Tools for managing advanced settings (encoding settings, text and graphic overlays, 
previewing media, etc.) 
 Multi-format processing engine that delivers transcoded media (including PacketVideo 
MPEG-4) on-demand and just-in-time. 
 
PacketVideo’s integration into the Generic Media’s Publishing Service will allow carriers to easily 
encode from the dominant input content types into PacketVideo’s MPEG-4 and easily manage this 
encoded content for distribution to its customers. 
• Video preprocessing 
o Crop 
o Scale 
o Trim 
o Noise reduction 
o Deinterlacing 
o Inverse telecine 
• Audio preprocessing 
o Volume 
o Normalization 
• Dynamic range compression 
• Automation (supports AppleScript, DCOM, XML) 
• Integration with ?LEs (non-linear editors) 
PacketVideo’s integration with Media100’s Cleaner product will allow carriers to perform 
professional-quality preprocessing and encoding on Windows and Macintosh systems with a tool 
that most Internet-focused encoding professionals are already familiar with. 
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The PVServer is the heart of the PacketVideo multimedia solution. To facilitate the anticipated 
growth and popularity of wireless multimedia applications, PacketVideo supports both two and 
three box configurations for PVServer. The three-box solution uses one hardware platform for the 
Streaming Module, one combining the Web and Application Modules, and one for the Database 
Module. The two-box solution combines the Web and Application Modules with the Database 
Module onto one hardware platform while the Streaming Module remains on a separate box. The 
following diagram maps the logical functionality of PVPlatform 2.0 software onto the 
recommended physical hardware components. 
 
 
 
The major function of the Streaming Module is the streaming of rich multimedia content via UDP 
to a wireless client. The content can either be stored in MP4 format or it can originate from a live 
feed from PVAuthor. The Streaming Module supports the following functionality: 
o Standards-based MP4 file format 
o MPEG-4 compliant video streaming 
o MPEG-4 Simple Visual Profile with temporal scalability 
o Streaming at data rates from 9.6 kbps to 384 kbps 
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o 1000 simultaneous streams at 64kbps with 500 different files (Note: When running in 
the recommended configuration on a 4 processor Sun Netra t 14xx series platform) 
o PacketVideo’s FrameTrackTM Technology which automatically and dynamically adjusts 
the streaming bit rate in the presence of bandwidth fluctuation to ensure the best user 
experience for each customer. FrameTrack also reduces capital and maintenance costs 
by eliminating the need for multiple encodes of the same file for different network 
bandwidths.  
o PacketVideo’s Low Bandwidth Still Image Transmission which allows the streaming of 
an error-free, high-quality image with streaming audio. For a more complete description.  
o Simultaneous connection of multiple PVAuthor sources to a single PVServer installation 
o Simultaneous streaming of the same stored file to multiple PVPlayers via unicast 
streams 
o Air Interface Independence (i.e. stream over GSM, GPRS, EDGE, UMTS, etc.) 
o Event generation capabilities to support usage analysis and billing 
2.6 Second Solution: Helix Universal Producer – Mobile  
The Helix Universal Server Mobile is another streaming platform sponsored by RealNetworks. This 
platform allows streaming of the widest variety of media, such as audio, video, animation, images, 
and text, to the broadest range of media players, including RealOne Player, Windows Media Player, 
and Apple QuickTime Player. Helix can stream on-demand clips and broadcast live events in more 
media formats than any other media server. Depending on its license, helix can serve the file 
formats listed below. Although not exhaustive, the following list represents the major media format 
available with Helix, which can deliver additional formats through plug-ins created by thirdy-party 
developers.  
• RealNetworks: RealAudio, Realvideo, RealPix, RealText, Multi-rate Container 
• Macromedia:  Flash 
• Microsoft:  Windows Media 
• Apple:   QuickTime 
• Standard-Based: MPEG-1, MPEG-4, MP3 
• Image Formats: GIF, JPEG, PNG 
• 3GPP:   3GPP 
• Other:   AU, AIFF, WAV 
Helix universal server – mobile can deliver the same media formats on any of its supported 
operating systems, which include Windows and many Unix implementations such as Linux. This 
allows us to stream the media formats we want, using the operating system of our choice. Helix 
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Universal Server – Mobile running on different OS are completely interoperable, allowing to 
deliver homogeneous media services in an heterogeneous network environment.  
Media formats are commonly named according to file formats, such as RealMedia, WindowsMedia, 
QuickTime and Mpeg. The file format specifies how information is packaged within the clip. For 
example each media clip contains numerous informational fields in addition to the audio or video 
data. These fields provide the media player with the clip title, playing time, and so on. The file 
format specifies what information the clip may contain, and where within the file the information 
fields and media data are stored. To stream a media clip, Helix must be able to read the file format 
to pull out necessary information and media data packets. It generally has a separate file format 
plug-in for each file type that it uses to read the file. If it does not possess the appropriate plug-in 
for a certain file format Helix cannot stream the file. Many streaming media formats, including 
Quicktime and MPEG, contain a hint track that provides Helix with information about how to 
stream the clip’s media pakets. Although you can typically encode these clips without a hint track, 
doing so is recommended only for download media rather than streamed media. If the format can 
include a hint track, add the track when encoding the clip to ensure that the clip strams well. Every 
streaming media clip is produced using a codec, which is shorthand for coder/decoder. The 
encoding software used to create the streaming clip employs a codec to compress the media data. 
On the receiving hand, the media player uses the same codec to decode the media data and play the 
clip. If the media player does not have the correct codec, it cannot play the clip. To illustrate these 
points, consider Quicktime, which is a file format that uses the file extension .mov. The most 
popular codec for encoding QuickTime clips is the proprietary Sorenson code. However, Quicktime 
clips can also be encoded with the standards-based MP3 codec, for example, the same codec used 
with .mp3 files. Because Helix can read the QuickTime file format it can stream any quicktime clip 
to any player. Whether the media player can play it, however, depends on whether the player 
supports both the file format and the codec. When determining which clip formats to stream, 
consider first the media players we want to reach. As explained in the preceding sections, the player 
must support the file format and possess the codec needed to decode the media packets. In most 
cases we need to pay attention to codec version as well. Because different viewers have different 
streaming bandwidths available to them, RealAudio and RealVideo clips can use SureStream 
technology to encode multiple streams at different bandwidths in a single clip. When a RealPlayer 
requests a clip, Helix universal server mobile and the player can switch between streams to 
compensate for bandwidth changing network conditions. Using a multi-rate container file, we can 
package 3GPP streams encoded at different bit-rates. Although this file format is proprietary, the 
encoded streams are 3GPP-compliant, which allows Helix to stream a mrc clip to 3GPP media 
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players. This enables Helix to stream the same content at different bit-rates, and to shift between the 
encoded bit-rates as necessary during clip playback. Helix streams the standards-based MPEG 
formats, including MPEG-4 and MP3, and accepts requests for streaming MPEG content over 
RTSP control protocol, and can deliver the stream to any client that supports the RTP packet 
format. For MPEG-4 Helix streams hinted MPEG-4 content over RTSP/RTP. It delivers 
ISMA/3GPP compliant bit streams, and we can view MPEG-4 bit streams using any ISMA/3GPP 
compliant client that supports RTSP/RTP, like the ones used in our tests. Helix supports also media 
players compliant with the Third Generation PartnerShip Project (3GPP), an international, cross-
industry organization that establishes standards for third-generation multimedia services based on 
MPEG standards. Helix includes broad support for the standards-based RTP packet format, which is 
used by default with QuickTime and Mpeg, and optionally with RealMedia. This allow Helix to 
deliver on demand clips or live broadcasts for virtually any media type that streams over the RTSP 
control protocol and the RTP packet format. 
E?CODI?G 
Helix Universal Server—Mobile delivers clips and live streams, but doesn’t create them. The 
following explains the encoder. For delivering on-demands clips, the three major steps are encoding 
a clip with an encoding tool , streaming a clip through Helix Universal Server—Mobile, and 
playing a clip with a media player or mobile device. Many encoders also accept live input, encoding 
it as a stream that is sent to Helix Universal Server—Mobile for live broadcast without being saved 
as a streaming clip first. 
 
For each media type, we use a specific tool to encode audio and video as a streaming clip or live 
broadcast. Helix Producer, for example, turns files in formats such as AVI, WAV, and 
uncompressed Quicktime into RealAudio and RealVideo and 3GPP clips. It can also encode live 
input from a camera or microphone. 
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Encoding a media clip or broadcast is the last step of a process that involves capturing, digitizing, 
editing, and optimizing audio or video data. A streaming media author uses various production tools 
to accomplish these jobs. These tools typically include video cameras, microphones, recording 
media such as tapes or CDs, mixing hardware, and audio and video editing software. We can use 
any tools we want to capture and edit audio and video input. We just need to ensure that our tools 
can save digitized files in formats that our encoding tool can accept. 
 
Helix universal server—mobile streams media to clients over internal networks and the public 
internet. Although Helix universal server—mobile can deliver Html pages, it’s usually employed 
along with a separate Web Server to coordinate the delivery of HTML pages and streaming media.  
Talking in terms of protocols, Helix universal server—mobile supports RTSP and PNA. RTSP is a 
standards-based streaming media protocol endorsed by the IETF. It enables the Helix universal 
server—mobile to communicate with any RTSP-based MPEG player. Helix universal server—
mobile supports the RTP packet protocol, the standards-based companion to the RTSP control 
protocol. PNA is an older, proprietary protocol used in earlier versions of RealSystem Server and 
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RealPlayer. Helix universal server—mobile still support PNA for backward compatibility. Several 
Helix universal server—mobile feature can be useful in managing network bandwidth when 
streaming on intranet or the Internet, it is possible in fact to : 
• limit the maximum number of connected media players or the total amount of bandwidth; 
• the server side rate control feature allows Helix universal server—mobile to stream the 
appropriate bit rate to a media player based on the player’s capabilities. It also provides 
functions for managing stream congestion on a network; 
• Helix universal server—mobile can set the bits for precedence and quality of service in IP 
packets for several streaming media protocols. This allows networks that support IP 
DiffServ to forward media packets to different nodes on the network according to different 
criteria. 
When using Live Broadcasting as with a live television event, a user can tune into a live internet or 
intranet broadcast to join the presentation in progress. Because the event streams in real-time it is 
not possible for users to fast-forward or rewind through the broadcast. There are many way for 
delivering streams. Unicasting is the first, it is the simplest method of live broadcasting. It works 
with most supported media formats and requires little setup. In unicasting, a media encoder delivers 
a live stream to Helix universal server—mobile, which then delivers a separate broadcast stream to 
each media player. Because each player receives its own stream, unicasting is limited by the 
number of licensed client connections, as well as the total outgoing bandwidth. 
 
Multicasting is the second, let’s see how it works. Multicasting dramatically reduces the bandwidth 
required for broadcasting, allowing many more viewers to participate. In a multicast, media players 
do not receive separate broadcast streams from Helix universal server—mobile. Instead, they all 
connect to the same stream. Multicasting requires a multicast-enabled network, however, and is 
primarily suited for intranets, although multicasting on the Internet is possible. 
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Helix universal server—mobile supports three kinds of multicasts: 
• Back-channel multicasts maintain a low-bandwidth control channel between the Helix 
universal server—mobile and the player, enabling Helix universal server—mobile to 
monitor how many players are connected. It is possible to multicast any media format 
played by the player. In fact, we can make all unicasts simultaneously available as back-
chanell multicasts through the same broadcast hyperlink; 
• Scalable multicasts do not maintain a control channel. Helix universal server—mobile does 
not monitor the number of connected players, but it can broadcast a single stream to any 
number of players. It can also direct players to send quality of service statistics back to it, or 
to a web server, at the end of the broadcast. Helix universal server—mobile supports RTP-
based media players that comply with scalable multicasting standards; 
• Windows Media multicast are scalable multicasts for Windows Media player only. We can 
broadcast to any number of players, and direct client statistics to a web server. Unlike with 
back-channel multicasts, we cannot make all windows media unicasts simultaneously 
available as multicasts. 
Another useful feature of Helix universal server—mobile is Splitting. Whereas unicasting and 
multicasting deliver broadcast streams to media players, splitting transmits a broadcast stream in 
any media format from one Helix universal server—mobile to another. An Helix universal server—
mobile acting as a transmitter delivers a live media stream to other Helix universal server—mobile 
acting as receivers. Each receiver then broadcasts the stream to players, either through unicasting or 
multicasting. Splitting is a power feature that provides many ways to deliver a broadcast to any 
number of Helix universal server—mobile connected on an Intranet or through the Internet. By 
increasing the pool of Helix universal servers—mobile broadcasting an event, we can unicast to 
many thousands of viewers on the Internet, or multicast behind the firewalls of different facilities 
your organization maintains around the world. 
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Another feature is SureStream-Aware Splitting. Without Surestream-aware splitting, the transmitter 
sends all streams encoded in broadcast to the receiver. In the following illustration, the top portion 
illustrates a broadcast that is not Surestream-aware. When the receiver acquires the broadcast 
stream, it gets all of the SureStream bit rates, even if only the 56kbps stream has been requested by 
media players. In contrast, SureStream-aware splitting sends each stream only on request. The 
bottom half of the following illustration shows a player requesting the 128kbps stream. Even though 
the encoder sends the transmitter all the streams, only the 128kbps stream goes to the receiver. If 
another media player later requests the 56kbps stream, the transmitter forwards that stream, too. If a 
certain stream is never requested, it is never sent to the receiver. As well, the transmitter drops a 
stream if media players stop using it during broadcast. 
 
When the receiver acquires the broadcast stream, it gets all of the SureStream bit rates, even if only 
the 56kbps stream has been requested by media players. In contrast, SureStream-aware splitting 
sends each stream only on request. The bottom half of the preceding illustration shows a player 
requesting the 128kbps stream. Even though the encoder sends the transmitter all the streams, only 
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the 128kbps stream goes to the receiver. If another media player later requests the 56kbps stream, 
the transmitter forwards that stream, too. If a certain stream is never requested, it is never sent to the 
receiver. As well, the transmitter drops a stream if media players stop using it during broadcast. 
2.7  Difference between platforms 
Both the platforms are made to make fundamentally the same thing, so differences may be 
discovered not in the technology but in the approach used. However they  carry to the same results 
almost in every test. The biggest difference is for PacketVideo that has FrameTrack
TM
 Technology 
which automatically and dynamically adjusts the streaming bit rate in the presence of bandwidth 
fluctuation to ensure the best user experience for each customer while for Real there is 
“SureStream-aware splitting”. In fact without SureStream when the receiver acquires the broadcast 
stream, it gets all of the SureStream bit rates, even if only the 56kbps stream has been requested by 
media players. In contrast, SureStream-aware splitting sends each stream only on request. The 
bottom half of the preceding illustration shows a player requesting the 128kbps stream. Even 
though the encoder sends the transmitter all the streams, only the 128kbps stream goes to the 
receiver. If another media player later requests the 56kbps stream, the transmitter forwards that 
stream, too. 
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3 
QoS in mobile networks 
 
3.1 What QoS in mobile networks? 
At our time the developing of new technologies is growing every day more and more and so the 
need of new resources is our main problem. In UMTS networks the resource most important is 
BA)DWIDTH. In this context in fact there are two main problems: to find which applications need 
more bandwidth (and so quantify the needed bandwidth for each application) and at the same time 
how give bandwidth to those applications. If we associate applications to service classes our 
problem could be addressed to Quality of Service. 
The diagram above shows the different aspects that have to be taken into consideration when 
calculating a QoS budget. Within the RAN the operator has control on the transmission times across 
the network and can manage a quality service. But once the transmission goes outside the operator’s 
network and has to transverse other operator’s networks, control has to be managed in another way. 
This is usually done through a Service Level Agreement (SLA) to ensure traffic is transported 
within an agreed time frame to maintain the end to end quality service.  
Several aspects to “Quality of Service” are discussed in this Solution Description on the following 
subjects:  
• QoS in Sub Domains including Terminal, Access and Mobility Layer, UMTS and the network 
Backbone.  
• QoS in Handover and during Roaming  
• Management within a QoS environment  
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According to the QoS Forum, Quality of Service (QoS) is a mechanism that provides a level of 
assurance ensuring that a service or application can be delivered to the end-user in a satisfactory 
time frame. It can be difficult to define the parameters required to ensure this delivery, as every 
one’s perception of a “quality service” is different. However to be able to deliver a service utilising, 
technology allows many of these parameters to be set as the underlying protocols for the required 
application that have definable variables. From the fixed network point of view, the easiest way to 
provide a quality service is to ensure the maximum bandwidth is available at all times to users, but 
this is not possible as each network has a maximum capacity. Additional bandwidth can be added, 
but as fast as this is added it will be utilised. The real challenge is to manage the existing network 
bandwidth, so that a quality service can be delivered to all users, all of the time.  
Quality of Service does not create additional bandwidth, but allows the existing bandwidth to be 
managed in such a way as to allow for the efficient transportation of packets through the network 
allowing for predictable delays, jitter and packet bss rates. From the wireless network point of view, 
provision for a quality service has a broader scope. By large, radio is the limiting factor in the 3G 
network and radio is also a hostile medium for access (error-prone and time-variant link, high 
latency). From radio access viewpoint, a quality service is more often described as:  
• Call Quality 
• Negligible data loss, delay and jittering during service time  
• Usable throughput by end application (protocol overhead and error)  
• Continuity of service connection (coverage, loss-less Handover) and Call set-up quality  
• Service accessibility (coverage, network down, cell barred, and signalling failures)  
• Service availability (blocking, congestion)  
• Service access time (network response delay, resource allocation delay)  
3.2 Why QoS in 3G ? 
One of the most significant advances in 3G is the support for a richer variety of services and a 
higher level of service personalisation, enabled by the UMTS QoS framework in the 3GPP 
standard. In addition, the 3G architecture option in 3GPP enables the operator to deploy IP 
technology to deliver full 3G services, being a step forward in converging IP and mobile 
technology. With all these in mind, it is becoming a reality that all services in the wireless domain 
can and will be supported efficiently and effectively, using a single packet switched network, based 
on IP. So a good solution would comprise of an IP Core Network, WCDMA Radio Access Network 
(RAN), and IPv6 mobile terminals and together with the necessary QoS mechanisms embedded in 
the various Network Elements provide true “end to end” support for the rich variety of 3G service 
components. These are categorised as four main classes of traffic, based on the QoS requirements:  
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1. Conversational  
2. Streaming  
3. Interactive (priorities 1,2 and 3)  
4. Background  
The dimensioning of a packet based communications network depends on the  
types of traffic the network has to carry and the traffic mix. In the mobile community with increased 
wireless Internet and Intranet usage, the amount of non-voice traffic is growing much faster than the 
traditional voice traffic in both mobile and fixed networks. This relative growth of non-real time 
traffic in mobile networks is illustrated in figure 2 below. The figure is based on the current 
understanding of advanced 3G-usage evolution in Western Europe 2002-2005. As a comparison, 
reference figures describing the current global average for GSM-traffic has been included. 
 
Figure 2. Real time vs. non-real time traffic in mobile networks. 
It is worth noting that the major increase in traffic comes from non real-time services. If a QoS 
scheme is in use, the non real-time traffic has much less impacts on network dimensioning than 
real-time traffic. In 3G mobile networks with traffic profile as shown in figure 2 for years beyond 
2003, it will be feasible to deploy IP QoS schemes in the packet based backbone. This is due to the 
fact that the proportion of delay sensitive real-time traffic (mainly voice) is rather low.  
Competition between service providers has so far been focused mainly on price and coverage. With 
the recent introduction of WAP and mobile data, there has also been competition with operator 
specific services. The tools for QoS will introduce a new and very useful dimension to provide 
differentiation.  
3.3 What will be possible with QoS? 
• Differentiate between service providers, based on QoS 
• Differentiate the users belonging to the same service provider, based on QoS  
• Differentiate lower QoS based Applications  
 
An example of QoS based provider differentiation, is when the provider targets a specific corporate 
customer, who wants to offer Intranet access to its employees. The provider will then be able to 
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offer a guaranteed service level, differentiating itself from competing offers from other providers, 
who may be focusing only on various price schemes. Technically, the corporate customers could be 
tagged as corp_A_employees in the subscriber database, and be assigned a specific QoS profile 
with delay, bit-rates and packet loss. Whenever the terminal asks for the establishment of a context 
towards the corporate Intranet, these assigned figures would be used. Since the access between the 
PLMN and corporate environment can be handled via leased lines, the whole transfer chain between 
the user and the corporate environment is controllable and it is possible to achieve agreed QoS 
figures through traditional network design techniques. 
An example of QoS based differentiation within the providers own customer base, is when the 
provider creates “gold”, “silver” and “bronze” subscriptions. These customer categories would then 
be entered into to the subscriber database, along with the relevant QoS profiles. The QoS profiles 
are then used whenever the terminal asks for a context. A “gold” user could for example get a 
higher bit rate than a “bronze” user while browsing the Internet. Furthermore, a “gold” user could 
have prioritised access over a bronze user, in times of congestion. The benefit for the “bronze” user 
could be a lower overall cost for the service.  
The two examples above are fairly simple and straightforward. Still, they require sophisticated 
engineering in the customer care and billing (CC&B) environment as well as in the cellular packet 
infrastructure. It is important to notice that the 3G standards only standardise attributes and 
signalling, not the design of subscriptions nor the behaviour of the network. 
3.3.1 End to End QoS  
At the moment it is likely that the 3GPP is going to standardise in the first phase only the QoS-
mechanisms from the terminal equipment to the GGSN. The QoS mechanisms in the backbone 
domain are not going to be defined in detail. This means in practice that QoS mechanisms and QoS 
interworking with various packet based backbone technologies has to be supported by vendor 
specific mechanisms. Now we will discuss the QoS functions that have been defined by the 3GPP 
and introduces End to End QoS sub-domains. 
3.3.2  3GPP QoS Specifications  
Within the 3GPP specified Radio Access and Core Networks, QoS provision and resource 
reservation are based on the PDP context activation. Every PDP context is associated with a set of 
QoS attributes to be negotiated in conjunction with the context activation procedure. The set of QoS 
attributes is referred to as a QoS Profile. It includes those essential parameters for the application to 
describe the QoS need of its media streams, for example, Traffic classes, target transfer delay, 
reliability, guaranteed bit rate, and priority.  
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3GPP supports multiple PDP contexts of the same IP address with different QoS requirements. This 
enables a multimedia session to describe the QoS needs of individual media stream. One UMTS 
bearer is equal to one PDP context.  
The complete QoS activation chain between the User Equipment (UE) and the 3G-GGSN is 
illustrated and described below:  
• Based on the request by application, UE maps the QoS needs to relevant PDP context QoS 
parameters. UE requests PDP context activation from the 3G-SGSN.  
• SGSN first checks whether the subscriber is entitled to use such QoS profile. If so, and if the 
SGSN has adequate resource available, it will signal the Radio Network Controller (RNC) in 
UTRAN for a Radio Access Bearer establishment, based on the call QoS request.  
UTRAN performs internal Admission Control and resource reservation. If successful, SGSN will 
send acknowledgement back to the UE, and a Radio Access Bearer will be set up. The SGSN now 
makes a PDP context activation request to the GGSN.  
If GGSN has adequate resources to provide the service with requested QoS, a GTP tunnel is then set 
up between the SGSN and GGSN, and a PDP context with the requested QoS capabilities is 
established between the UE and the GGSN.  
 
 
 
Fig.3 QoS Model 
 
QoS management functions allow the network to provide different levels of  
QoS, for the purpose of establishing, modifying, and maintaining UMTS bearer  
services of specific QoS. Not all functions are subject to standardisation. 3GPP  
Release 5 considers the following functionality as the minimum in the Control plane:  
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• Service manager  
• Translation function  
• Resource / capability control  
• Subscription control 
 
Service manager is responsible for providing all U-plane QoS management  
functions with the relevant attributes. This function resides locally in the UE.  
Translator function locates in UE and the gateway (GW). The main task is to convert QoS attributes 
of external network to a form that is understandable to the UMTS network, and vice versa.  
The purpose of Admission control is to calculate what network resources are required to provide the 
requested QoS, determine if resources are available, and reserve them.  
Admission control is performed by the SGSN and also locally at other network elements, such as 
GGSN and RNC. The Admission controller in SGSN has the responsibility to accept or reject PDP 
context activation and the requested QoS parameter values. GGSN and UTRAN check locally 
whether they are able to support the new context and QoS values. 
Subscription Control function locates in SGSN. It checks the administrative rights of the UMTS 
bearer service user to use the requested service with the specified QoS attributes.  
In the User plane, the following functions are considered:  
• Mapping function  
• Classification function  
• Resource manager  
• Traffic conditioner  
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Figure 5. User plane function 
Mapping function:  
Mapping function marks each data unit with the specific QoS indication related to the bearer service 
performing the transfer of the data unit.  
Classification function:  
The classification function (Class.) in the Gateway and in the UE assign user data units received 
from the external bearer service or the local bearer service to the appropriate UMTS bearer service 
according to the QoS requirements of each user data unit. 
Resource manager: 
The Resource manager is in charge of determining if the QoS requirements of a PDP context can be 
satisfied and allocating adequate resources to the incoming packets. The Resource manager takes 
into account the QoS associated with various packets and distribute resources among all bearer 
services.  
Local resource management happens in all network elements, but RNC is the main responsible 
party for allocating resources on the radio of the cell. 
Traffic conditioner:  
Conditioner provides conformance of user data traffic with the QoS attributes of the relevant UMTS 
bearer service. It exists in UE, GW, and RNC.  
Introduction to Sub Domains 
In the type of environment described above, the provisioning of end-to-end QoS can essentially be 
divided to three different QoS sub-domains: access network, mobility layer and TP backbone. This 
division is illustrated in figure 6 below.  
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3.3.3 The Main QoS tasks 
The main QoS tasks in the three sub-domains in the 3G mobile environment include:  
Access Network and Mobility Layer:  
• user authentication and access control,  
• QoS resource reservation in the radio interface,  
• packet prioritisation, marking, policing and shaping,  
• optimised resource usage and mobility management (e.g. QoS in handovers).  
Backbone:  
• efficient and reliable packet forwarding and transmission protection,  
• traffic engineering, bandwidth guarantees, queuing mechanisms. 
In addition, effective interworking between these two domains is required.  
Nokia is already working together with a leading backbone providers in order to  
achieve optimal QoS interworking between the mobility layer and for example  
MPLS/IP and IP over ATM backbone technologies. 
QoS in different Sub Domains 
This chapter discusses QoS within the sub-domains in more detail and provides more technical 
information about the QoS mechanisms used in the mobile network from the terminal, through the 
Packet Core and the IP Backbone. 
3.4 UMTS Terminal 
UMTS terminals will support Quality of Service in two phases: In the first phase all the UMTS 
traffic classes are supported, but the main focus is on non-real-time applications and separately 
between Interactive and Background traffic. It is ensured that Interactive applications are responsive 
and they are prioritized ahead of the Background applications’ traffic. In the second phase there will 
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be QoS support for packet based real-time applications that require a full-fledged real-time QoS 
architecture in the terminal. This means support for example for VoIP and Video applications. 
The Applications in a UMTS terminal know the best QoS profile that should be used for their 
traffic. Applications open network connections through a Socket API, which is the application 
programming interface for IP networking purposes. Therefore, the Socket API is extended with a 
QoS part, which is used to request certain QoS parameter combinations from the UMTS network. 
When the QoS for a PDP context is negotiated the application will receive information about the 
negotiated QoS parameters through the Socket API. The Application can then decide to accept or 
reject offered QoS, and possibly also ask an opinion from the user.  
For 3rd party Java applications a QoS API will also be provided. Thus Java applications may 
request suitable QoS parameters, and perform IP networking through the Socket API. Java 
application downloading from the network is also studied. Terminal structure is depicted in figure 7 
below. 
 
Figure 7. Terminal QoS Structure 
When external Data Terminal Equipment such as a laptop is used, the IP protocol stack in MT is 
disabled. Applications and the TP protocols are run from the laptop. However, in some later phase a 
simultaneous usage of MT and DTE applications might be possible. DTE can give its QoS 
requirements with AT commands, or a default QoS profile in MT may be used. In the future, as 
several PDP contexts with different QoS requirements are needed for DTE usage, Nokia specific 
drivers may be provided for the laptop. Then the application streams would be directed into the 
right PDP contexts already in DTE, and in the downlink direction the streams would also arrive in 
the DTE in correct PDP contexts. Applications in DTE would give the QoS requirements through a 
suitable QoS API. 
The transfer media options between DTE and MT is currently RS-232, Infrared or Bluetooth. 
• Secondary PDP Contexts  
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Using parallel QoS profiles per IP address requires the handing of secondary PDP contexts and 
Traffic Flow Templates (TFT). Nokia UMTS terminals shall support these features at the latest in 
the second phase. The first phase terminals may be more effectively managed using primary PDP 
contexts, but this subject is currently under consideration. There will be a QoS management in the 
terminal that makes the decisions about opening secondary PDP contexts according to the QoS 
needs of applications. PDP context separation will be possible not only between applications but 
also between sockets, i.e., one application is able to use various QoS profiles for different sockets 
that it sets up, since a socket is always tied to a certain PDP context. Additionally, the usage of PDP 
contexts is economical in a sense that as few simultaneous PDP contexts as possible are activated to 
sustain an optimal Performance level of the system. There is a rule of thumb that applications 
requiring the same traffic class should be using the same PDP context, although there are exceptions 
to this rule. 
• Downlink TFT Handling  
The QoS management entity inside the terminal is responsible for creating TFTs for secondary PDP 
contexts. TFTs are needed only for the downlink direction in the GGSN, because uplink packets are 
directed into the correct PDP contexts in the MT with implementation specific mechanisms. 
Although the possible set of filtering information can consist of many fields (e.g. source address, 
port numbers, type of service, protocol number, etc.), it is advisable to use minimum set of fields 
that identify the data flow in order to increase efficiency in filtering. For simplicity reasons, the 
packet filter set should be quite static and independent of the application. Additionally, it is noticed 
that if IPSec is used, TCP or UDP port numbers can’t be used, as IPSec encrypts the IP payload. 
Taking the above requirements into account the following packet filter solution is supported in 
current plans: 
• If IPSec is used, only the Security Parameter Index (SPI) is applied in  
filtering, because SPI field is enough to identify a flow.  
• Otherwise, the Destination port field of TCP or UDP header is applied in filtering. The receiving 
MT’s port number is enough to identify the downlink flow, as for each flow a new socket and local 
port number is reserved. There is no advantage in adding further information into TFTs.  
On a later phase, the usage of Flow Label (IPv6) field in packet filtering will be considered if Flow 
labels construction stabilises in standardisation. The Flow label resides in the IP header, which 
makes it, is more accessible in filtering. 
The MT is responsible for deleting TFTs if needed. This is the case e.g. when a primary context is 
deactivated and there are still secondary PDP contexts active. Deleting a TFT of a secondary 
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context actually means making it a default PDP context, since packets that do not match with 
present TFTs are put into a PDP context hacking a TFT.  
User preferences on QoS  
Since the used QoS level most likely affects the cost of traffic, and the user pays the bill, there 
should be a user interface through which the user can set QoS preferences. In Nokia terminals there 
will be either a general QoS interface or application specific UIs for QoS level setting. The general 
QoS interface shall be very simple: possibly a slide bar that has an effect on one or more QoS 
parameters in PDP context activation. There can be a “Master QoS level” setting which orders all 
applications’ QoS to a certain level. Using this option the user can override the applications’ own 
QoS requests, and for instance try running a real-time application with a non-real-time QoS setting. 
Additionally, there could be a default QoS setting for applications that do not request any QoS. 
However, the default QoS profile will more likely be a factory setting, because the user probably 
does not know which applications can request QoS parameters and which can not.  
• IP Backbone (Internet) QoS  
UMTS QoS has to be mapped into the QoS system of external IP network to achieve end-to-end 
QoS. In a VoIP call, the two end-points use application level signalling (i.e. SIP) to agree the end-
to-end QoS. The UE then maps one or several end-to-end micro flows (i.e. Media Channels) into 
bitpipes through the UMTS network using PDP context signalling. The mapping of PDP context 
QoS into QoS mechanisms used in the external networks is done in the GGSN node. GGSN should 
be able to support different external network QoS mechanisms, but currently only the support of IP 
DiffServ is specified in 3GPP. In the figure below the UMTS user plane protocol layers and 
mapping to DiffServ are described. GGSN maps the PDP context QoS into DiffServ code points 
according to the operator preferences, and thus UE doesn’t have to set the code points.  
 
Figure 8. UMTS user plane protocols and a server in external IP networks 
The use of RSVP signalling between two UEs has been discussed in 3GPP. RSVP would make it 
possible for IP routers to participate in the connection admission control of the VoIP calls. 
However, Nokia prefers not to have RSVP as a mandatory feature in UMTS and in UE, since RSVP 
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signalling would unnecessarily consume the scarce air interface resources, given that a full QoS 
support is already available through PDP contexts. Resource reservation with RSVP in IP network 
is not seen a reasonable and stable solution in a large scale. Anyhow, in a well-dimensioned UMTS 
network the IP backbone resources should never be the bottleneck of end-to-end communication, 
i.e. calls should not be blocked if there is free air-interface capacity. By using simple and scalable 
solutions like DiffServ to classify traffic in IP routers a reliable and effective QoS support can be 
provided.  
• Access Layer  
Due to the scarce UMTS radio frequency resources, the high UMTS license cost and the 
investments needed to build the radio access network, the radio interface between the 3G “All IP” 
mobile terminals and base-stations will be the network operators’ most valuable resource. 
Consequently the optimisation of the radio resource usage is of key importance.  
In practice, there are three fundamental aspects of how QoS differentiation and optimisation can be 
provided over the WCDMA radio interface:  
• how the UMTS QoS parameters are mapped to radio transport and physical channel characteristics 
(call quality)  
•  how the bearer admission and scheduling decisions are performed (priority)  
• how the perceived QoS in term of service availability is optimised (service coverage and 
capacity).  
In UTRAN, radio QoS control is provided by the Radio Resource Management (RRM) in the Radio 
Network Controller (RNC), using a toolbox functionality consisting of : 
• Admission Control (AC)  
• Load Control (LC)  
• Handover Control (HO)  
• Power Control (PC)  
• Packet Scheduler (PS)  
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3.5 UMTS bearer to radio bearer mapping  
 
Figure 9. Radio Bearer mapping of UMTS traffic 
 
Nokia RAN offers three types of radio bearer (Layer 2) services, transparent Mode transfer, non-
acknowledged Mode transfer, and Acknowledged Mode transfer. In addition, each radio bearer is 
associated with a transport channel, whose format set defines the allocated bandwidth, transmission 
time interval TTI (delay over the air), and error concealment method (channel coding and physical 
layer rate matching).  
As for Media Access Control(MAC), there are basically two different approaches as described 
below.  
• Dedicated Media Access:  
Both UMTS Conversational and Streaming classes of traffic require the provision of minimum bit 
rate. In addition the Conversational traffic is also mostly delay sensitive. For transport over the 
radio, they are treated as real- time traffic, and are allocated dedicated resource using a dedicated 
transport channel. Guaranteed bandwidth leads to the fact that low delay and jittering can be 
achieved.  
In addition to delay, the radio link is subject to fades. Power Control loop maintains a target error 
rate level, which is intended to provide sufficient QoS as requested by the PDP context. This means 
that less than 1% loss for a voice connection. Some Streaming services can tolerate longer delay. In 
such cases, Acknowledged mode Layer 2 (selective re-transmission) is utilised in order to provide 
low error rate link.  
• Shared Media Access:  
Shared Media Access means a PDP context is not allocated a fixed bandwidth, but rather the 
incoming packets are put into a queue and serviced as soon as there is resource avai!ab!e. 
Scheduling can be done on different transport channels, for example, on Dedicated transport 
channel (DCH), downlink shared channel (DSCH), and Forward Access Channel (FACH).  
Shared Media Access is intended for traffic which does not impose strict delay and jittering 
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requirements, typically Interactive Class and/or Background traffic. Equally as important, the very 
nature of bursty Interactive traffic allows potentially instant access to very high bandwidth transfer 
(and thus low packet delay), via the Packet Scheduler, without causing high blocking to other users 
in the cell.  
The traffic carried in Shared MAC mode is subject to queuing delay since the medium is shared 
among the similar data flows. Quite often there is no restriction with respect to the maximum jitter 
experienced. The effectiveness of Shared Media Access relies on the very fact that the application 
does not need a guarantee delay.  
In addition to queuing delay, Acknowledged mode Layer 2 transfer service is utilised to trade delay 
with reliability. Re-transmission over the radio due to error causes additional delay, but at the same 
time it provides much better link reliability, which is needed for many data applications. The radio 
link is typically run with about 10% of errors but after layer 2 retransmission, reliability of greater 
than 10exp-6 can be achieved.  
The packet Scheduler (PS) in the RNC provides the shared mode Media Access Control scheduling. 
PS is a key function in QoS control, as it arbitrates the instantaneous resource access of many data 
flows. Nokia Packet scheduler contains advanced QoS features such as prioritised queuing and fair 
sharing rules.  
In order to further improve packet data service performances, the RNC provides additional user 
plane adaptation functions, including dynamic buffer management to minimise packet bss due to 
buffer overflow, TCP window pacing to improve end user throughput, and RTP/UDP/IP and 
TCP/IP header compression to reduce the protocol overhead in IP traffic.  
3.6 Concept of  load and bearer resource allocation  
Since the main criteria in a WCDMA system for radio resources is interference, the load control 
function relies on monitoring both uplink and downlink interference periodicity on cell basis.  
The proportion between Real-Time (RT) and Non-Real Time (NRT) traffic varies all the time. 
Admission Control algorithm estimates the uplink and downlink load increase caused by the 
establishment or modification of a Radio Access Bearer (RAB), and make decisions accordingly. 
The load change is dependent on the attributes of the RAB, the traffic class, and the requested QoS 
parameters such as bit rate, delay and bss rate.  
If the radio cell has sufficient resource to support the RAB establishment or modification, RNC will 
initiate NBAP procedure to the BS for BS processing resource reservation for the given transport 
channel allocation. Similarly, ATM transport resource can be reserved using AAL2 Connection 
Admission Control procedure for Iub, lur, and Tu-CS interface. After these, RNC will acknowledge 
back to the 3G SGSN and signalling the UE for the radio bearer set up.  
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In general, Conversational and Streaming Class (Real-Time) traffic are admitted with higher 
priority, and Non Real-Time (NRT) traffic such as Interactive and Background traffic are scheduled 
to fu the un-used cell capacity. This reduces the probability of Real-Time call blocking, improving 
the end user perception of network quality. However, dedicated cell resource can also be reserved 
for the aggregated NRT traffic in the cell, if required, in order to maintain QoS received by NRT 
traffic to some degree.  
• Priority within RT bearers  
Within the RT traffic, priority is mainly provided by the radio bearer pre-emption and queuing 
features. The RAB pre-emption allows UTRAN to pre-empt a RAB of lower priority, in order to 
make room for serving a RAB of higher priority. The pre-emption is controlled by the SGSN, and is 
based on the UMTS bearer allocation / retention priority. 
RAB queuing (RAN2 feature) allows a RAB assignment or modification to be placed in the queue, 
if RAN resource is not available at the time. This is used to reduce the probability of call blocking, 
reduces signalling load due to call reattempts, and improve the end user perception of network 
quality.  
• Priority within NRT bearers  
The operator has the option to set the policy of how the NRT traffic capacity request should be 
handed. The following alternatives can be used:  
1. Arrival time only  
Capacity requests are sorted and scheduled according to the arrival times. First arrived capacity 
request is scheduled first.  
2. Arrival time and bearer class (default)  
Capacity requests are sorted and scheduled according to the bearer classes and arrival times within 
bearer classes. First arrived capacity request from interactive class bearer is scheduled first. First 
arrived capacity request from background class bearer is scheduled after the last capacity request 
from interactive class bearer.  
3. Arrival time, bearer class and traffic handling priority.  
Capacity requests are sorted and scheduled according to the traffic handling priorities, bearer 
classes and arrival times within bearer classes. Traffic handling priority is defined for interactive 
class bearers only.  
QoS modification during congestion  
Due to the very nature of packet scheduling, NRT traffic will naturally experience longer delay if 
the chi congested. The RT calls should not experience any blocking or service downgrading unless 
the aggregated RT load in the cell exceeds the allowed load threshold.  
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In order to maintain the quality of on going RT calls, RNC will try to initiate handover to other 
frequency, radio layer, or system, if possible. As the next step, service downgrading (for example, 
bit rate reduction) can be realised using transport channel reconfiguration procedure. So long as the 
downgraded service stays within the limit of requested Radio Access Bearer QoS, RNC can take the 
initiative. Otherwise, RAB re-negotiation over Tu must take place.  
3.6.1 Coverage and Capacity Optimisation  
In terms of the perceived service quality, good radio coverage (accessibility and connection 
reliability) is very important, as well as the optimised capacity (low blocking probability and high 
throughput.)  
In general Nokia RRM algorithms are designed to ensure the planned coverage for different 
services is achieved while optimising the available capacity. The network planning tools, network 
monitoring statistics collections, and a large set of parameters to indicate operator preferences, 
together support the optimisation.  
Soft Capacity with Guaranteed Service Coverage  
Nokia RRM is based on the principle wideband power, that is, the uplink interference is measured 
as wideband noise in the Node B. Compared to a RRM based on fixed throughput the benefits are 
the following:  
• Load concept based on total average UL/DL power eliminates the cell shrinking due to variations 
in neighbour cell interference levels. 
• Soft capacity can be utilised dynamically to increase cell capacity whenever the load in 
neighbouring cells is low.  
Some implementation of wideband power based RRM relies on: (a) the high accuracy measurement 
of total received power offered by the base stations, and (b) the high distributed capacity for 
processing power measurements in real time by the RNC.  
Handover in Multi-carrier and/or multi-layer radio network  
In certain high traffic areas multilayer networks are needed already in early phases of service 
introduction. On the other hand extended service coverage in low traffic areas can be achieved by 
utilising inter-system handover to the existing GSM/GPRS network.  
RAN1 release in phase 1.5 supports the building of multicarrier and hierarchical cell structures with 
load sharing by:  
1. idle mode control 
2. Load balancing during RAB establishment  
3. Coverage and quality based inter-frequency/ inter-system handover. The main handover triggers 
for detecting uplink and downlink coverage edges are as follows.  
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Uplink Mobile transmission power: Mobile sends a measurement report before hitting its max 
power and RNC commands it to start inter-system measurements.  
Downlink Connection based transmission power: Strong adjacent channel (or cell) interference can 
make coverage downlink limited  
To further optimise the load sharing to different radio layers, in RAN2 release carrier provides a 
new tool for the operator to define service priorities and load thresholds which can be utilised to 
perform inter-frequency, inter-layer, and inter-system handover, based on source cell load and pre-
defined service priority.  
3.6.2 QoS Provisioning in Iub, lur, and lu  
The 3GPP Release 99 transport protocol architecture for Iub, Tur, and lu is based on the use of 
ATM Adaptation Types 2 and 5, and an underlying ATM layer, utilising ATM Virtual Connections 
(VC).  
Nokia ATM functionality is embedded into the Nokia BTS and RNC meaning that the operator 
does not need to build their own ATM network for carrying UTRAN traffic. The functionality 
complies with the 3GPP specifications. Additionally ATM Layer features comply with relevant 
ITU-T and ATM Forum standards. For the interface towards 3G Packet Core, transport service 
options of using TP or IP over AAL5 VCs are both possible.  
QoS solution for Iub, lur, and Tu-CS transport  
Briefly, the Nokia solution consists ofAAL2 and ATM layer functions.  
AAL2 Layer functions:  
• Dynamic establishment of AAL2 connections (AAL2 signalling)  
• AAL2 Connection Admission Control and bandwidth reservation based on AAL2 link 
characteristics  
• AAL2 traffic shaping  
ATM Layer functions:  
• Bandwidth management of semi-permanent ATM connections (ATM Connection Admission 
Control)  
• CBR Service Class for deterministic ATM transfer, and additional rt-VBR Service Class in 
RAN2.  
The key advantages of Nokia approach are:  
1. AAL2 CAC enables Tub and Tur transmission capacity to be dimensioned according to the actual 
traffic, rather than the theoretica! maximum of BTS, or radio, capacity.  
2. Statistical multiplexing is provided at the AAL2 layer, offering rt-VBR type of QoS.  
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3. Traffic shaping in the AAL2 layer eliminates the burstiness caused by large packets and improves 
the link utilisation.  
4. CBR Service in the ATM layer provides deterministic, low delay, and low cell loss transport, 
with hard QoS guarantees  
• Non-compromised radio resource utilisation  
• Real-time end user service requirement fulfilled  
• Support for Circuit switched services.  
QoS solution for lu-PS transport  
For the Interface towards 3G Packet Core, the default solution has a combination of IP 
Differentiated Services (DiffServ) over UBR AAL5 VCs, but using IP without ATM is also 
possible from RAN2 Release. In RAN 1 lu-PS user plane functions of the RNC towards SGSN are 
performed by the GPRS Tunnelling Protocol Units (GTPU). The main tasks for these units are IP 
protocol processing and GTP protocol Processing.  
•  RNC is considered as an TP host i.e. it terminates TP traffic from SGSN 
• RNC selects GTP tunnel ID and IP-addresses for PDP contexts and SGSN has the routing 
capabilities  
• RNC provides Diffserv packet classification and marking for SGSN in the uplink direction, 
according to the Tu bearer mapping with respect to UMTS bearer QoS attributes.  
• In RAN 1.5 dedicated GTPU capacity and ATM PVCs (of CBR service class) can be reserved for 
Conversational Class TP services, giving the option of provisioning hard QoS.  
With RAN2 release a new High capacity TP network interface unit will be introduced to the RNC 
to further optimise the support for RT QoS. The following additiona! DiffServ functions are under 
development:  
• Up to 64 QoS classes  
• Traffic shaping  
• Packet scheduling  
 
3.7 Mobility Layer 
Within the radio interface in 3 G networks, the QoS and resource reservation is based on the PDP 
context signalling and related QoS-attributes. As part of this framework, both the Nokia 3G-SGSN 
and GGSN have some operator predefined resources allocated for the four UMTS QoS-classes.  
As part of the PDP context activation chain, the mobile requests a set of QoS attributes from the 
network which is down loaded from the 3G-SGSN, where the subscribers’ QoS profile is stored. 
This profile is stored in the 3G-SGSN when the subscriber registers with the network. The 3G-
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SGSN checks whether it has the required resources available and the requested attributes against the 
individual subscriber’s QoS profile in the HLR. Also, the RNC and GGSN check their ability to the 
requested QoS-level and they can signal a QoS downgrading request to the 3G-SGSN, who then 
performs a PDP context QoS level re-negotiation with the mobile station. This re-negotiation can 
also take place for an already established PDP context; in this case the network supports the agreed 
QoS level.  
In this case the application software in the user equipment is using the RSVP protocol for resource 
reservation, it is expected that the terminal equipment has an UMTS driver, which is capable of 
doing the mapping of RSVP messages to the corresponding UMTS QoS attributes to be requested 
as part of the PDP context activation procedure.  
The complete QoS activation chain between the terminal equipment and the GGSN is illustrated in  
 
Figure 13. The most time critical 3 G application voice calls have been demonstrated as an 
example, but the same mechanism applies also to other traffic types.  
3.7.1 Mobility QoS Issues 
Handovers (2G-2G, 2G-3G, 3G-3G)  
Handover and QoS has been an area of great discussion and in Release 99 new QoS Profiles have 
been defined for both GSM and UMTS to enhance the level of service that operators can offer to 
their customers.  
• Handover from Release 99 to Release 97/98  
If the new enhancements are used, the service will be degraded when moving to a Release 97/98 
SGSN. In particular, if many PDP contexts are activated for the same IP address, the network will 
release all of them, but one. The exact mechanisms are described in 3GPP.  
 
• Handover from 3G to GSM (Release 99)  
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The new 3G SGSN will understand the release 99 QoS parameters. However, if it cannot support 
some of the negotiated QoS, it can downgrade or release the corresponding PDP context. In 
practice, if the Mobile Station moves from the UMTS network to the GSM network, the SGSN will 
release all real time PDP contexts as they can not be supported by the GSM radio network.  
During the initial phase of 3 G rollout, the most likely trigger for UMTS to GSM handover is the 
coverage limit. In practice, 3G network may start operation with limited coverage in the city area 
and traffic hotspots, whilst the existing GSM network is used as an extension for service continuity. 
As the 3G user of dualmode terminals reaches the border of coverage island of 3 G radio, an 
intersystem handover is triggered so that his service can continue in the GSM network with perhaps 
a service downgrade. Such handover is supported for both circuit switched and packet switched 
services. As the 3G network further develops and traffic grows, load triggered intersystem handover 
will begin to play a more significant role. Load based handover provides operator the mean to 
effectively utilise network resources of different radio technology and achieve better trucking gain 
(lower blocking and higher throughput). Nokia load based handover feature has cell specific load 
threshold, which the operator can set, and the source cell can be either a WCDMA cell or a GSM 
cell. In addition, there is a service priority table using which the operator is able to indicate the 
preferred system for different services. This table is then used to direct services to different systems 
when a load based handover is triggered.  
• Handover from GSM to 3G  
In the case of a handover taking place from a GSM network to a UMTS network all services will be 
maintained.  
 
Figure 19. ?okia ?etAct Framework Architecture 
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3.7.2 3G UMTS QoS Management  
QoS management functionality is included in The Nokia NetAct’M Framework (Nokia NetAct). 
From the management point of view different layers can be defined, e.g. end-user, services, IP 
bearer, Access network and core network.  
 
Figure 20. QoS Management Layers 
The most important quality of service is the one that is experienced by the end-user. Hence, in the 
following list are some of QoS management issues to take care of:  
 
• Service quality management based on information over services and network: alarms, KPIs, active 
measurements etc.  
• Transfer delay measurements as cost level basis in domains or from defined network node to 
server/service.  
• The subscribed and negotiated quality of service as opposed to the delivered quality of service e.g. 
during normal hours and busy hours.  
• Hot spot location for services  
• UMTS QoS level configuration, monitoring and reporting  
• Configuration management including QoS for access network and packet core.  
• Efficient cell capacity planning support (i.e. how much bandwidth for CS vs. PS data, etc.) to 
avoid continuous handovers and congested cells.  
• RNC — SGSN-GGSN capacity allocation and buffer levels to ensure proper QoS delivery to an 
optimal number of end-users.  
• AP location optimisation based on traffic and service information  
• IP backbone management.  
• Edge-core management (e.g. (DiffServ-MPLS). DiffServ priorities vs.  
QoS traffic classes. Bandwidth allocation.  
• IP backbone (e.g. Cisco router) management through multivendor  
integration toolkit and 3rd party tools.  
• Element management  
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• Plans how to cope with bottlenecks outside the own (i.e. the operator’s own) network and how to 
inform the end-user and the third party of these problems (QoS SLAs, etc.). If an end user 
complains about failure to receive service with defined QoS, congestion, dropped connections, etc.  
the operator must be able to determine who the responsible party is: the operator, the ISP, another 
operator or some node on the Internet.  
Data has to be collected also from border gateways and routers in order to ensure proper 
performance.  
3.7.3 Monitor, Report and Service Level Management  
The QoS configuration requires changes while the operator develops new services, modifies old 
ones, and removes obsolete ones, or when mobile users’ usage of different services changes.  
The Packet Core Configurator provides support for this through:  
• Optimizing AP locations according to the traffic carried through the AP  
• Enabling configuration parameters to be set as network-wide policy. The same services with the    
   same QoS requirements have to be available throughout the network  
• QoS configuration history supports tracking of critical QoS settings  
• Setting and optimizing 3G QoS class based configurations in SGSNs & GGSNs and optimal  
   bandwidth usage for the 4 different QoS classes  
• Maximum capacities for conversational and streaming realtime classes and traffic  
• Relative weights for the three priority classes inside UMTS Interactive Class  
 
 
The Nokia 3G solution gives network operators a wide variety of tools for using QoS as part of 
service differentiation. In this chapter the use of HLR information as basis for services and QoS 
policy decisions are described.  
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3.8 QoS Profiles  
HLR offers the possibility to define 250 different QoS profiles. These QoS profiles conform to the 
3GPP R’99 Standards. The QoS profile parameters are listed below: 
• Traffic Class  
• Delivery Order  
• Delivery of Erroneous SDU  
• Maximum SDU size  
• Maximum Bit rate for Downlink  
• Maximum Bit rate for Uplink  
• Residual BER  
• SDU Error Ratio  
• Transfer Delay  
• Guaranteed Bit rate for Uplink  
• Guaranteed Bit rate for Downlink  
• Traffic Handling priority  
With the QoS profile parameters the operator can for example limit the maximum bit rate for real-
time services for specific user groups. This makes it possible to charge for the availability of high-
end applications (e.g. >64kbit/s video telephony).  
A subscriber can have a maximum of 10 simultaneous PDP contexts. Each of these PDP contexts 
can be linked to one of the QoS profiles. Each PDP context can have its own Access Point Name. 
So the user can have a TP voice call using the operators IPT service and a VPN connection to the 
office LAN at the same time.  
Figure 25 illustrates an example, how for example three different QoS-profiles can be used to create 
new service packages for different customer segments.  
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Figure 25. Example usage of QoS-profiles for service level differentiation.  
 
3.8.1 Allocation retention priority 
The Allocation retention priority is a subscription related parameter. It is used in the SGSN, GGSN 
and in the RAN. The parameter can have values 1, 2 and 3. It is used to provide better chances to 
activate a context in a loaded network to a first priority user than for 2nd and 3id priority user. The 
2nd priority user has also a better chance to activate a context than a third priority user.  
Please note, that in the MSC/MSC Server Subscriber Categories are used for prioritisation of call 
attempts instead of the allocation/retention priority.  
 
Figure 26. Treatment of Allocation/Retention Priority  
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3.8.2 IP QoS Mechanisms  
Integrated Services - IntServ  
Integrated Services is an IETF specified overall architecture within which a number of 
enhancements to the traditional best-effort mechanisms have been developed. The key assumption 
behind IntServ model is that guarantees for real-time services cannot be achieved without flow-
specific resource reservations in each router along the end-to-end path. A flow is defined as a 
distinguishable stream of related datagrams (packets) that result from a single user’s activity and 
requires the same QoS. A flow is unidirectional and there can be more than one recipient of a flow 
(multicast).  
A resource reservation protocol is necessary to set up flow state in the requesting end systems as 
well as each router along the end-to-end traffic path. Applications must specify the bandwidth and 
delay requirements for the traffic streams. Resource Reservation Protocol (RSVP) is a signalling 
protocol that is designed for the integrated service model. Admission control is executed in each 
node that the flow traverses. Tt determines whether a flow can be granted the requested QoS 
without affecting other established flows in the network. Tfrequested resources are not available, 
connection cannot be established and this is signalled to the end-host that originated the reservation.  
Additionally, there has to be packet classifiers and schedulers in each router. The purpose of the 
classifier is to find out which service class a received packet belongs to. Classification can be based 
on multiple fields in the packet header. For instance, source and destination addresses and port 
numbers can be looked at. Packet scheduler manages the forwarding of different packet streams 
using a set of queues and other mechanisms like timers.  
Differentiated Services - DiffServ  
The starting point in Differentiated Services is very different from Integrated Services. While in 
Integrated Services every network element holds state information for every individual data flow, in 
Diffserv each TP packet is handled independently. Network elements do not hold state information 
for data flows but instead they look operation instructions from the D S field of TP header.  
The Diffserv architecture offers a framework within which service providers can offer each 
customer a range of network services. Customers request a specific performance level on a packet 
by packet basis, by marking the DS field of each packet with a specific value. This value specifies 
the Per-Hop Behaviour (PHB) to be experienced by the packet within the provider’s network. 
Typically, the customer and provider negotiate a profile describing the rate at which traffic can be 
submitted at each service level. Packets submitted in excess of this profile may not be allotted the 
service level requested. A noteworthy feature of Diffserv is its scalability, which allows it to be 
deployed in very large networks. This scalability is achieved by forcing as much complexity as 
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possible out of the core of the network into the edge devices, and offering services for aggregated 
traffic rather than on a per-micro-flow basis.  
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4 
MPEG4 
4.1 Scope and features of the MPEG-4 standard 
MPEG-4 is an ISO/IEC standard developed by MPEG (Moving Picture Experts Group), the 
committee that also developed the Emmy Award winning standards known as MPEG-1 and MPEG-
2. These standards made interactive video on CD-ROM, DVD and Digital Television possible. 
MPEG-4 is the result of another international effort involving hundreds of researchers and 
engineers from all over the world. MPEG-4, with formal as its ISO/IEC designation 'ISO/IEC 
14496', was finalized in October 1998 and became an International Standard in the first months of 
1999. The fully backward compatible extensions under the title of MPEG-4 Version 2 were frozen 
at the end of 1999, to acquire the formal International Standard Status early in 2000. Several 
extensions were added since and work on some specific work-items work is still in progress.  
MPEG-4 builds on the proven success of three fields:   
• Digital television;  
• Interactive graphics applications (synthetic content);  
• Interactive multimedia (World Wide Web, distribution of and access to content)   
MPEG-4 provides the standardized technological elements enabling the integration of the 
production, distribution and content access paradigms of the three fields. The MPEG-4 standard 
provides a set of technologies to satisfy the needs of authors, service providers and end users alike.  
• For authors, MPEG-4 enables the production of content that has far greater reusability, has 
greater flexibility than is possible today with individual technologies such as digital 
television, animated graphics, World Wide Web (WWW) pages and their extensions. Also, 
it is now possible to better manage and protect content owner rights.   
• For network service providers MPEG-4 offers transparent information, which can be 
interpreted and translated into the appropriate native signaling messages of each network 
with the help of relevant standards bodies. The foregoing, however, excludes Quality of 
Service considerations, for which MPEG-4 provides a generic QoS descriptor for different 
MPEG-4 media. The exact translations from the QoS parameters set for each media to the 
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network QoS are beyond the scope of MPEG-4 and are left to network providers. Signaling 
of the MPEG-4 media QoS descriptors end-to-end enables transport optimization in 
heterogeneous networks.  
• For end users, MPEG-4 brings higher levels of interaction with content, within the limits set 
by the author. It also brings multimedia to new networks, including those employing 
relatively low bitrate, and mobile ones. An MPEG-4 applications document exists on the 
MPEG Home page (www.cselt.it/mpeg), which describes many end user applications, 
including interactive multimedia broadcast and mobile communications.  
For all parties involved, MPEG seeks to avoid a multitude of proprietary, non-interworking formats 
and players.  
MPEG-4 achieves these goals by providing standardized ways to: 
1. represent units of aural, visual or audiovisual content, called “media objects”. These media 
objects can be of natural or synthetic origin; this means they could be recorded with a 
camera or microphone, or generated with a computer;  
2. describe the composition of these objects to create compound media objects that form 
audiovisual scenes;  
3. multiplex and synchronize the data associated with media objects, so that they can be 
transported over network channels providing a QoS appropriate for the nature of the specific 
media objects; and   
4. interact with the audiovisual scene generated at the receiver’s end.  
The following sections illustrate the MPEG-4 functionalities described above, using the audiovisual 
scene depicted in Figure 1.  
4.1.1 Coded representation of media objects  
MPEG-4 audiovisual scenes are composed of several media objects, organized in a hierarchical 
fashion. At the leaves of the hierarchy, we find primitive media objects, such as:  
• Still images (e.g. as a fixed background);  
• Video objects (e.g. a talking person - without the background;  
• Audio objects (e.g. the voice associated with that person, background music);  
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MPEG-4 standardizes a number of such primitive media objects, capable of representing both 
natural and synthetic content types, which can be either 2- or 3-dimensional. In addition to the 
media objects mentioned above and shown in Figure 1, MPEG-4 defines the coded representation 
of objects such as: 
• Text and graphics;  
• Talking synthetic heads and associated text used to synthesize the speech and animate the 
head; animated bodies to go with the faces;  
• Synthetic sound.  
A media object in its coded form consists of descriptive elements that allow handling the object in 
an audiovisual scene as well as of associated streaming data, if needed. It is important to note that in 
its coded form, each media object can be represented independent of its surroundings or 
background. 
The coded representation of media objects is as efficient as possible while taking into account the 
desired functionalities. Examples of such functionalities are error robustness, easy extraction and 
editing of an object, or having an object available in a scaleable form.   
4.1.2 Composition of media objects  
Figure 1 explains the way in which an audiovisual scene in MPEG-4 is described as composed of 
individual objects. The figure contains compound media objects that group primitive media objects 
together. Primitive media objects correspond to leaves in the descriptive tree while compound 
media objects encompass entire sub-trees. As an example: the visual object corresponding to the 
talking person and the corresponding voice are tied together to form a new compound media object, 
containing both the aural and visual components of that talking person.  
Such grouping allows authors to construct complex scenes, and enables consumers to manipulate 
meaningful (sets of) objects. More generally, MPEG-4 provides a standardized way to describe a 
scene, allowing for example to:  
• Place media objects anywhere in a given coordinate system;  
• Apply transforms to change the geometrical or acoustical appearance of a media object;  
• Group primitive media objects in order to form compound media objects;  
• Apply streamed data to media objects, in order to modify their attributes (e.g. a sound, a 
moving texture belonging to an object; animation parameters driving a synthetic face);  
• Change, interactively, the user’s viewing and listening points anywhere in the scene.  
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The scene description builds on several concepts from the Virtual Reality Modeling language 
(VRML) in terms of both its structure and the functionality of object composition nodes and 
extends it to fully enable the aforementioned features.  
   
 
Figure 1 - an example of an MPEG-4 Scene 
4.1.3 Description and synchronization of streaming data for media objects 
Media objects may need streaming data, which is conveyed in one or more elementary streams. An 
object descriptor identifies all streams associated to one media object. This allows handling 
hierarchically encoded data as well as the association of meta-information about the content (called 
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‘object content information’) and the intellectual property rights associated with it. Each stream 
itself is characterized by a set of descriptors for configuration information, e.g., to determine the 
required decoder resources and the precision of encoded timing information. Furthermore the 
descriptors may carry hints to the Quality of Service (QoS) it requests for transmission (e.g., 
maximum bit rate, bit error rate, priority, etc.). Synchronization of elementary streams is achieved 
through time stamping of individual access units within elementary streams. The synchronization 
layer manages the identification of such access units and the time stamping. Independent of the 
media type, this layer allows identification of the type of access unit (e.g., video or audio frames, 
scene description commands) in elementary streams, recovery of the media object’s or scene 
description’s time base, and it enables synchronization among them. The syntax of this layer is 
configurable in a large number of ways, allowing use in a broad spectrum of systems.   
4.1.4 Delivery of streaming data  
The synchronized delivery of streaming information from source to destination, exploiting different 
QoS as available from the network, is specified in terms of the synchronization layer and a delivery 
layer containing a two-layer multiplexer, as depicted in Figure 2. The first multiplexing layer is 
managed according to the DMIF specification, part 6 of the MPEG?4 standard. (DMIF stands for 
Delivery Multimedia Integration Framework) This multiplex may be embodied by the MPEG-
defined FlexMux tool, which allows grouping of Elementary Streams (ESs) with a low multiplexing 
overhead. Multiplexing at this layer may be used, for example, to group ES with similar QoS 
requirements, reduce the number of network connections or the end to end delay. 
The “TransMux” (Transport Multiplexing) layer in Figure 2 models the layer that offers transport 
services matching the requested QoS. Only the interface to this layer is specified by MPEG-4 while 
the concrete mapping of the data packets and control signaling must be done in collaboration with 
the bodies that have jurisdiction over the respective transport protocol. Any suitable existing 
transport protocol stack such as (RTP)/UDP/IP, (AAL5)/ATM, or MPEG-2’s Transport Stream 
over a suitable link layer may become a specific TransMux instance. The choice is left to the end 
user/service provider, and allows MPEG-4 to be used in a wide variety of operation environments. 
Chapter 4   MPEG-4 
Page 100 di 152 
 
Figure 2 - The MPEG-4 System Layer Model 
Use of the FlexMux multiplexing tool is optional and, as shown in Figure 2, this layer may be 
empty if the underlying TransMux instance provides all the required functionality. The 
synchronization layer, however, is always present. 
With regard to Figure 2, it is possible to: 
• Identify access units, transport timestamps and clock reference information and identify data 
loss.  
• Optionally interleave data from different elementary streams into FlexMux streams  
• Convey control information to:  
• Indicate the required QoS for each elementary stream and FlexMux stream;  
• Translate such QoS requirements into actual network resources;  
• Associate elementary streams to media objects  
• Convey the mapping of elementary streams to FlexMux and TransMux channels  
Parts of the control functionalities are available only in conjunction with a transport control entity 
like the DMIF framework.   
4.2 Major Functionalities in MPEG-4  
This section contains, in an itemized fashion, the major functionalities that the different parts of the 
MPEG-4 Standard offers in the finalized MPEG-4 Version 1. Description of the functionalities can 
be found in the following sections.   
In principle, MPEG-4 does not define transport layers. In a number of cases, adaptation to a specific 
existing transport layer has been defined:  
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• Transport over MPEG-2 Transport Stream (this is an amendment to MPEG-2 Systems)  
• Transport over IP (In cooperation with IETF, the Internet Engineering Task Force)  
DMIF, or Delivery Multimedia Integration Framework, is an interface between the application and 
the transport, that allows the MPEG-4 application developer to stop worrying about that transport. 
A single application can run on different transport layers when supported by the right DMIF 
instantiation.   
MPEG-4 DMIF supports the following functionalities:  
• A transparent MPEG-4 DMIF-application interface irrespective of whether the peer is a 
remote interactive peer, broadcast or local storage media.  
• Control of the establishment of FlexMux channels  
• Use of homogeneous networks between interactive peers: IP, ATM, mobile, PSTN, 
Narrowband ISDN.  
• Support for mobile networks, developed together with ITU-T  
• UserCommands with acknowledgment messages.  
• Management of MPEG-4 Sync Layer information.   
4.2.1 Systems  
As explained above, MPEG-4 defines a toolbox of advanced compression algorithms for audio and 
visual information. The data streams (Elementary Streams, ES) that result from the coding process 
can be transmitted or stored separately, and need to be composed so as to create the actual 
multimedia presentation at the receiver side. 
The systems part of the MPEG-4 addresses the description of the relationship between the audio-
visual components that constitute a scene. The relationship is described at two main levels.  
• The Binary Format for Scenes (BIFS) describes the spatio-temporal arrangements of the 
objects in the scene. Viewers may have the possibility of interacting with the objects, e.g. by 
rearranging them on the scene or by changing their own point of view in a 3D virtual 
environment. The scene description provides a rich set of nodes for 2-D and 3-D 
composition operators and graphics primitives.  
• At a lower level, Object Descriptors (ODs) define the relationship between the Elementary 
Streams pertinent to each object (e.g the audio and the video stream of a participant to a 
videoconference) ODs also provide additional information such as the URL needed to 
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access the Elementary Steams, the characteristics of the decoders needed to parse them, 
intellectual property and others.   
Other issues addressed by MPEG-4 Systems: 
• A standard file format supports the exchange and authoring of MPEG-4 content   
• Interactivity, including: client and server-based interaction; a general event model for 
triggering events or routing user actions; general event handling and routing between objects 
in the scene, upon user or scene triggered events.   
• Java (MPEG-J) is used to be able to query to terminal and its environment support and there 
is also a Java application engine to code 'MPEGlets'.  
• A tool for interleaving of multiple streams into a single stream, including timing information 
(FlexMux tool).  
• A tool for storing MPEG-4 data in a file (the MPEG-4 File Format, ‘MP4’)  
• Interfaces to various aspects of the terminal and networks, in the form of Java API’s 
(MPEG?J)  
• Transport layer independence. Mappings to relevant transport protocol stacks, like 
(RTP)/UDP/IP or MPEG-2 transport stream can be or are being defined jointly with the 
responsible standardization bodies. 
Text representation with international language support, font and font style selection, timing 
and synchronization.  
• The initialization and continuous management of the receiving terminal’s buffers.  
• Timing identification, synchronization and recovery mechanisms.  
• Datasets covering identification of Intellectual Property Rights relating to media objects  
4.2.2 Audio  
MPEG-4 Audio facilitates a wide variety of applications which could range from intelligible speech 
to high quality multichannel audio, and from natural sounds to synthesized sounds. In particular, it 
supports the highly efficient representation of audio objects consisting of: 
4.2.2.1 General Audio Signals  
Support for coding general audio ranging from very low bitrates up to high quality is provided by 
transform coding techniques. With this functionality, a wide range of bitrates and bandwidths is 
covered. It starts at a bitrate of 6 kbit/s and a bandwidth below 4 kHz and extends to broadcast 
quality audio from mono up to multichannel. High quality can be achieved with low delays. 
Parametric Audio Coding allows sound manipulation at low speeds. Fine Granularity Scalability (or 
FGS, scalability resolution down to 1 kbit/s per channel) 
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4.2.2.2 Speech signals 
Speech coding can be done using bitrates from 2 kbit/s up to 24 kbit/s using the speech coding 
tools. Lower bitrates, such as an average of 1.2 kbit/s, are also possible when variable rate coding is 
allowed. Low delay is possible for communications applications. When using the HVXC tools, 
speed and pitch can be modified under user control during playback. If the CELP tools are used, a 
change of the playback speed can be achieved by using and additional tool for effects processing. 
4.2.2.3 Synthetic Audio 
MPEG-4 Structured Audio is a language to describe 'instruments' (little programs that generate 
sound) and 'scores' (input that drives those objects). These objects are not necessarily musical 
instruments, they are in essence mathematical formulae, that could generate the sound of a piano, 
that of falling water – or something 'unheard' in nature.  
4.2.2.4 Synthesized SpeechScalable  
TTS coders bitrate range from 200 bit/s to 1.2 Kbit/s which allows a text, or a text with prosodic 
parameters (pitch contour, phoneme duration, and so on), as its inputs to generate intelligible 
synthetic speech.   
4.3 Visual  
The MPEG-4 Visual standard allows the hybrid coding of natural (pixel based) images and video 
together with synthetic (computer generated) scenes. This enables, for example, the virtual presence 
of videoconferencing participants. To this end, the Visual standard comprises tools and algorithms 
supporting the coding of natural (pixel based) still images and video sequences as well as tools to 
support the compression of synthetic 2-D and 3-D graphic geometry parameters (i.e. compression of 
wire grid parameters, synthetic text). The subsections below give an itemized overview of 
functionalities that the tools and algorithms of in the MPEG-4 visual standard. 
4.3.1 Formats Supported 
The following formats and bitrates are be supported by MPEG-4 Visual : 
• bitrates: typically between 5 kbit/s and more than 1 Gbit/s  
• Formats: progressive as well as interlaced video  
• Resolutions: typically from sub-QCIF to 'Studio' resolutions (4k x 4k pixels)  
4.3.2 Compression Efficiency 
• For all bit rates addressed, the algorithms are very efficient. This includes the compact 
coding of textures with a quality adjustable between "acceptable" for very high compression 
ratios up to "near lossless".   
• Efficient compression of textures for texture mapping on 2-D and 3-D meshes.  
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• Random access of video to allow functionalities such as pause, fast forward and fast reverse 
of stored video.  
4.3.3 Content-Based Functionalities 
• Content-based coding of images and video allows separate decoding and reconstruction of 
arbitrarily shaped video objects.  
• Random access of content in video sequences allows functionalities such as pause, fast 
forward and fast reverse of stored video objects.  
• Extended manipulation of content in video sequences allows functionalities such as warping 
of synthetic or natural text, textures, image and video overlays on reconstructed video 
content. An example is the mapping of text in front of a moving video object where the text 
moves coherently with the object.  
4.3.4 Scalability of Textures, Images and Video 
• Complexity scalability in the encoder allows encoders of different complexity to generate 
valid and meaningful bitstreams for a given texture, image or video.  
• Complexity scalability in the decoder allows a given texture, image or video bitstream to be 
decoded by decoders of different levels of complexity. The reconstructed quality, in general, 
is related to the complexity of the decoder used. This may entail that less powerful decoders 
decode only a part of the bitstream.   
• Spatial scalability allows decoders to decode a subset of the total bitstream generated by the 
encoder to reconstruct and display textures, images and video objects at reduced spatial 
resolution. A maximum of 11 levels of spatial scalability are supported in so-called 'fine-
granularity scalability', for video as well as textures and still images.  
• Temporal scalability allows decoders to decode a subset of the total bitstream generated by 
the encoder to reconstruct and display video at reduced temporal resolution. A maximum of 
three levels are supported.  
• Quality scalability allows a bitstream to be parsed into a number of bitstream layers of 
different bitrate such that the combination of a subset of the layers can still be decoded into 
a meaningful signal. The bitstream parsing can occur either during transmission or in the 
decoder. The reconstructed quality, in general, is related to the number of layers used for 
decoding and reconstruction.  
• Fine Grain Scalability – a combination of the above in fine grain steps, up to 11 steps  
4.3.5 Robustness in Error Prone Environments 
Error resilience allows accessing image and video over a wide range of storage and transmission 
media. This includes the useful operation of image and video compression algorithms in error-prone 
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environments at low bit-rates (i.e., less than 64 Kbps). There are tools that address both the band-
limited nature and error resiliency aspects of access over wireless networks. 
4.4 Transport of MPEG-4    
MPEG-4 is transport-agnostic, and designed that way on purpose. This means that MPEG-4 content 
can be carried over many different transport layers, and move form one transport to the other. There 
are some cases, however, where MPEG did some work relating to the transport of MPEG-4 content.  
4.4.1                   MPEG-4 over IP  
The specifications on the carriage of MPEG-4 contents over IP networks are developed jointly with 
IETF AVT working group. These include a framework and several RTP payload format 
specifications. The framework is standardized as both a part 8 of MPEG-4, i.e. ISO/IEC 14496-8 
and informative RFC in IETF. RTP payload format specifications are only standardized as a 
standard track RFC in IETF. Framework is an umbrella specification for the carriage and operation 
of MPEG-4 sessions over IP-based protocols, including RTP, RTSP, and HTTP, among others. It 
provides a framework for the carriage of MPEG-4 contents over IP networks and guidelines for 
designing payload format specifications for the detailed mapping of MPEG-4 content into several 
IP-based protocols. To assure compatibility between different RTP payload formats, framework 
defines a conformance point as illustrated in the Figure 1.  To conform this framework all the 
payload formats shall provide normative mapping functions to reconstruct logical MPEG-4 SL 
packets. Framework also defines the standard MIME types associated with MPEG-4 contents. 
Several RTP payload formats are developed under this framework including generic payload format 
and FlexMux payload format. Generic RTP payload format specify a homogeneous carriage of 
various MPEG-4 streams. It defines a simple but efficient mapping between logical MPEG-4 SL 
packets and RTP packets. It also supports concatenation of multiple SL packets into one RTP 
packets to minimize overheads. FlexMux payload format specifies a carriage of FlexMux 
packetized streams via RTP packets. It includes a payload formats to convey FlexMux descriptors 
to dynamically signal the configuration of FlexMux. 
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Figure 5 . RTP packet to logical SL packet mapping 
DMIF (Delivery Multimedia Integration Framework) is a session protocol for the management of 
multimedia streaming over generic delivery technologies. In principle it is similar to FTP. The only 
(essential!) difference is that FTP returns data, DMIF returns pointers to where to get (streamed) 
data. When FTP is run, the very first action it performs is the setup of a session with the remote 
side. Later, files are selected and FTP sends a request to download them, the FTP peer will return 
the files in a separate connection. Similarly, when DMIF is run, the very first action it performs is 
the setup of a session with the remote side. Later, streams are selected and DMIF sends a request to 
stream them, the DMIF peer will return the pointers to the connections where the streams will be 
streamed, and then also establishes the connection themselves. Compared to FTP, DMIF is both a 
framework and a protocol. The functionality provided by DMIF is expressed by an interface called 
DMIF-Application Interface (DAI), and translated into protocol messages. These protocol messages 
may differ based on the network on which they operate. The Quality of Service is also considered in 
the DMIF design, and the DAI allows the DMIF user to specify the requirements for the desired 
stream. It is then up to the DMIF implementation to make sure that the requirements are fulfilled. 
The DMIF specification provides hints on how to perform such tasks on a few network types, such 
as the Internet. The DAI is also used for accessing broadcast material and local files, this means that 
a single, uniform interface is defined to access multimedia contents on a multitude of delivery 
technologies. As a consequence, it is appropriate to state that the integration framework of DMIF 
covers three major technologies, interactive network technology, broadcast technology and the disk 
technology; this is shown in the Figure 6 below. 
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Figure 6 - DMIF addresses the delivery integration of three major technologies 
The DMIF architecture is such that applications that rely on DMIF for communication do not have 
to be concerned with the underlying communication method. The implementation of DMIF takes 
care of the delivery technology details presenting a simple interface to the application. Figure 6 
represents the above concept. An application accesses data through the DMIF-Application 
Interface, irrespective of whether such data comes from a broadcast source, from local storage or 
from a remote server. In all scenarios the Local Application only interacts through a uniform 
interface (DAI). Different DMIF instances will then translate the Local Application requests into 
specific messages to be delivered to the Remote Application, taking care of the peculiarities of the 
involved delivery technology. Similarly, data entering the terminal (from remote servers, broadcast 
networks or local files) is uniformly delivered to the Local Application through the DAI. Different, 
specialized DMIF instances are indirectly invoked by the Application to manage the various 
specific delivery technologies, this is however transparent to the Application, that only interacts 
with a single “DMIF filter”. This filter is in charge of directing the particular DAI primitive to the 
right instance. DMIF does not specify this mechanism, just assumes it is implemented. This is 
further emphasized by the shaded boxes in the figure, whose aim is to clarify what are the borders 
of a DMIF implementation, while the DMIF communication architecture defines a number of 
modules, actual DMIF implementations only need to preserve their appearance at those borders. 
 Conceptually, a “real” remote application accessed through a network e.g., IP- or ATM-based, is 
no different than an emulated remote producer application getting content from a broadcast source 
or from a disk. In the former case, however, the messages exchanged between the two entities have 
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to be normatively defined to ensure interoperability (these are the DMIF Signaling messages). In 
the latter case, on the other hand, the interfaces between the two DMIF peers and the emulated 
Remote Application are internal to a single implementation and need not be considered in this 
specification. Note that for the broadcast and local storage scenarios, the figure shows a chain of 
“Local DMIF”, “Remote DMIF (emulated)” and “Remote Application (emulated)”. This chain only 
represents a conceptual model and need not be reflected in actual implementations (it is shown in 
the figure totally internal to a shaded box). 
 
Figure 7 - DMIF communication architecture 
 When considering the Broadcast and Local Storage scenarios, it is assumed that the (emulated) 
Remote Application has knowledge on how the data is delivered/stored. This implies knowledge of 
the kind of application it is dealing with. In the case of MPEG-4, this actually means knowledge of 
concepts like Elementary Stream ID, First Object Descriptor, ServiceName. Thus, while the DMIF 
Layer is conceptually unaware of the application it is providing support to, in the particular case of 
DMIF instances for Broadcast and Local Storage this assumption is not completely true due to the 
presence of the (emulated) Remote Application (which, from the Local Application perspective, is 
still part of the DMIF Layer).  It is worth noting that since the (emulated) Remote Application has 
knowledge on how the data is delivered/stored, the specification of how data is delivered/stored is 
crucial for such a DMIF implementation, which is thus “MPEG-4 systems aware”. When 
considering the Remote Interactive scenario instead, the DMIF Layer is totally application-unaware. 
An additional interface -the DMIF-Network Interface (DNI)- is introduced to emphasize what kind 
of information DMIF peers need to exchange; an additional module (”Signaling mapping” in the 
figure) takes care of mapping the DNI primitives into signaling messages used on the specific 
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Network. Note that DNI primitives are only specified for information purposes, and a DNI interface 
need not be present in an actual implementation, Figure 7 also clearly represents the DNI as internal 
to the shaded box. Instead, the syntax of the messages flowing in the Network is fully specified for 
each specific network supported.  DMIF allows the concurrent presence of one or more DMIF 
instances, each one targeted for a particular delivery technology, in order to support in the same 
terminal multiple delivery technologies and even multiple scenarios (broadcast, local storage, 
remote interactive). Multiple delivery technologies may be activated by the same application, that 
could therefore seamlessly manage data sent by broadcast networks, local file systems and remote 
interactive peers  
 4.4.2 Demultiplexing, synchronization and description of streaming data 
Individual Elementary Streams have to be retrieved on the delivery layer from incoming data from 
some network connection or a storage device. Each network connection or file is homogeneously 
considered a TransMux Channel in the MPEG-4 system model. The demultiplexing is partially or 
completely done by layers outside the scope of MPEG-4, depending on the application. The only 
multiplexing tool defined by MPEG-4 is the FlexMux tool that may optionally be used for low 
delay, low overhead multiplexing and for saving network connection resources. For the purpose of 
integrating MPEG-4 in system environments, the DMIF Application Interface is the reference point 
at which elementary streams can be accessed as sync layer-packetized streams. The DMIF Network 
Interface specifies how either SL(Sync Layer)-packetized streams —no FlexMux used— or 
FlexMux Streams are to be retrieved from the TransMux Layer. This is the interface to the transport 
functionalities not defined by MPEG. The data part of the interfaces is considered here, while the 
control part is dealt with by DMIF. In the same way that MPEG-1 and MPEG-2 describe the 
behavior of an idealized decoding device along with the bitstream syntax and semantics, MPEG-4 
defines a System Decoder Model. This allows the precise definition of the terminal’s operation 
without making unnecessary assumptions about implementation details. This is essential in order to 
give implementers the freedom to design real MPEG-4 terminals and decoding devices in a variety 
of ways. These devices range from television receivers, which have no ability to communicate with 
the sender, to computers that are fully enabled with bi-directional communication. Some devices 
will receive MPEG-4 streams over isochronous networks, while others will use non-isochronous 
means (e.g., the Internet) to exchange MPEG-4 information. The System Decoder Model provides a 
common model on which all implementations of MPEG-4 terminals can be based. The specification 
of a buffer and timing model is essential to encoding devices which may not know ahead of time 
what the terminal device is or how it will receive the encoded stream. Though the MPEG-4 
specification will enable the encoding device to inform the decoding device of resource 
Chapter 4   MPEG-4 
Page 110 di 152 
requirements, it may not be possible, as indicated earlier, for that device to respond to the sender. It 
is also possible that an MPEG-4 session is received simultaneously by widely different devices; it 
will, however, be properly rendered according to the capability of each device.  
4.4.3                   Demultiplexing 
Demultiplexing occurs on the delivery layer that is modeled as consisting of a TransMux layer and 
a DMIF layer. The retrieval of incoming data streams from network connections or storage media 
consists of two tasks. First, the channels must be located and opened. This requires a transport 
control entity that manages, among others, the tables that associate transport channels to specific 
elementary streams. Stream map tables link each stream to a ChannelAssociationTag that serves as 
a handle to the channel that carries this stream. Resolving ChannelAssociationTags to the actual 
transport channel as well as the management of the sessions and channels is addressed by the DMIF 
part of the MPEG-4 standard. Second, the incoming streams must be properly demultiplexed to 
recover SL-packetized streams from downstream channels (incoming at the receiving terminal) to 
be passed on to the synchronization layer. In interactive applications, a corresponding multiplexing 
stage will multiplex upstream data in upstream channels (outgoing from the receiving terminal). 
The generic term ‘TransMux Layer’ is used to abstract any underlying multiplex functionality – 
existing or future – that is suitable to transport MPEG-4 data streams. Note that this layer is not 
defined in the context of MPEG-4. Examples are MPEG-2 Transport Stream, H.223, ATM AAL 2, 
IP/UDP. The TransMux Layer is assumed to provide protection and multiplexing functionality, 
indicating that this layer is responsible for offering a specific QoS. Protection functionality includes 
error protection and error detection tools suitable for the given network or storage medium. In any 
concrete application scenario one or more specific TransMux Instances will be used. Each 
TransMux demultiplexer gives access to TransMux Channels. The requirements on the data 
interface to access a TransMux Channel are the same for all TransMux Instances. They include the 
need for reliable error detection, delivery, if possible, of erroneous data with a suitable error 
indication and framing of the payload, which may consist of either SL-packetized streams or 
FlexMux streams. These requirements are summarized in an informative way in the TransMux 
Interface, in the Systems part of the MPEG-4 Standard. An adaptation of SL-packetized streams 
must be specified to each transport protocol stack of interest according to these requirements and in 
conjunction with the standardization body that has the proper jurisdiction. This is happening for 
RTP and mobile channels at the moment. The FlexMux tool is specified by MPEG to optionally 
provide a flexible, low overhead, low delay method for interleaving data whenever this is not 
sufficiently supported by the underlying protocol stack. It is especially useful when the packet size 
or overhead of the underlying TransMux instance is large, so that a waste of bandwidth or number 
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of network connections would result otherwise. The FlexMux tool is not itself robust to errors and 
can either be used on TransMux Channels with a high QoS or to bundle Elementary Streams that 
are equally error tolerant. The FlexMux requires reliable error detection and sufficient framing of 
FlexMux packets (for random access and error recovery) from the underlying layer. These 
requirements are also reflected in the data primitives of the DMIF Application Interface, which 
defines the data access to individual transport channels. The FlexMux demultiplexer retrieves SL-
packetized streams from FlexMux Streams.  
4.4.4                   Synchronization and description of elementary streams 
 
Figure 9 - Buffer architecture of the System Decoder Model 
The sync layer has a minimum set of tools for consistency checking, padding, to convey time base 
information and to carry time stamped access units of an elementary stream. Each packet consists of 
one access unit or a fragment of an access unit. These time stamped access units form the only 
semantic structure of elementary streams that is visible on this layer. Time stamps are used to 
convey the nominal decoding and composition time for an access unit. The sync layer requires 
reliable error detection and framing of each individual packet from the underlying layer, which can 
be accomplished, e.g., by using the FlexMux. How data can be accessed by the compression layer is 
summarized in the informative Elementary Stream Interface, which can be found in the Systems 
part of the MPEG-4 Standard. The sync layer retrieves elementary streams from SL-packetized 
streams. To be able to relate elementary streams to media objects within a scene, object descriptors 
are used. Object Descriptors convey information about the number and properties of elementary 
streams that are associated to particular media objects. Object descriptors are themselves conveyed 
in one or more elementary streams, since it is possible to add and discard streams (and objects) 
during the course of an MPEG-4 session. Such updates are time stamped in order to guarantee 
synchronization. The object descriptor streams can be considered as a description of the streaming 
resources for a presentation. Similarly, the scene description is also conveyed as an elementary 
stream, allowing to modify the spatio-temporal layout of the presentation over time.  
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4.4.5     Buffer Management 
To predict how the decoder will behave when it decodes the various elementary data streams that 
form an MPEG-4 session, the Systems Decoder Model enables the encoder to specify and monitor 
the minimum buffer resources that are needed to decode a session. The required buffer resources are 
conveyed to the decoder within object descriptors during the setup of the MPEG-4 session, so that 
the decoder can decide whether it is capable of handling this session. By managing the finite 
amount of buffer space the model allows a sender, for example, to transfer non real-time data ahead 
of time, if sufficient space is available at the receiver side to store it. The pre-stored data can then be 
accessed when needed, allowing at that time real-time information to use a larger amount of the 
channel’s capacity if so desired.  
4.4.6      Time Identification 
For real-time operation, a timing model is assumed in which the end-to-end delay from the signal 
output from an encoder to the signal input to a decoder is constant. Furthermore, the transmitted 
data streams must contain implicit or explicit timing information. There are two types of timing 
information. The first is used to convey the speed of the encoder clock, or time base, to the decoder. 
The second, consisting of time stamps attached to portions of the encoded AV data, contains the 
desired decoding time for access units or composition and expiration time for composition units. 
This information is conveyed in SL-packet headers generated in the sync layer. With this timing 
information, the inter-picture interval and audio sample rate can be adjusted at the decoder to match 
the encoder’s inter-picture interval and audio sample rate for synchronized operation. Different 
media objects may have been encoded by encoders with different time bases, with the 
accompanying slightly different speed. It is always possible to map these time bases to the time 
base of the receiving terminal. In this case, however, no real implementation of a receiving terminal 
can avoid the occasional repetition or drop of AV data, due to temporal aliasing (the relative 
reduction or extension of their time scale).Although systems operation without any timing 
information is allowed, defining a buffering model is not possible for this case.  
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5 
Test Methodology & testing 
architecture 
 
 
 
Now that we have introduced and explained all the technologies utilised, we can go a little deeper in 
the study. Study finalization:  
1. Avoid the download of a video clip and promote real-time streaming. Why? It’s simply 
explained : downloading a clip has some drawbacks: memory-needed to download the entire 
clip, delay in playback, and the impossibility to play real-time contents, while streaming 
allows us to reduce memory-need only to the buffer necessity, has a delay limited only to 
time needed to buffer, and overall permits playing of real-time contents. At a first time it 
seems that streaming is the god-hand that solves all problems, and probably it do it. But at 
which price? What are we doing? We are simply moving the complexity away from the 
terminals throwing it to the core-network that now have to reduce delay and guarantee a 
QoS and, overall, make a real-time encoding that surely needs a greater computational 
power. 
2. Choose the coding parameters for four video categories. 
5.1  Video Categories  
News, Musical, Sport Action and Sport-slow-motion.  
It is evident that these categories represent the all possible type of video, in fact in news there is a 
nearly-still image with the information given through audio; in Musical the information is still 
based on audio,but an important role is played by video; and then sport-action (football for 
instance) and sport-slow-motion, in which the information is enclosed mainly in video and requires 
an high quality coding. Obviously we have a wide-variety of videos and we have chosen the ones 
that better represent a real life situation. Multimedia clips have been encoded from the original clips 
coded with MPEG2 DVB (25 frames per second, 2.5Mbit/s, duration 30 seconds) given from 
Fondazione Ugo Bordoni in accord to ISCTI using codecs specified from 3GPP. Concerning 3GPP 
coding we decided to use MPEG-4 as video codec and to use two video resolution 128x96 and 
176x144 pixels. For audio codec at a first time we thought to use two codecs: the GSM_AMR with 
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multiple bit rate from 4,75 to 12,2 Kbps sampled at 16KHz and the MPEG4 AAC, but 
unfortunately our terminals do not support perfectly MPEG4 AAC, so we decided to use 
GSM_AMR only. Terminals used during test are MOTOROLA A-925. Regarding total bandwith 
we preferred to use: 64 kbit/s and 128 kbit/s. 
So we have two parameters for total bandwith, two for resolution, two for frame per second and 
two for audio bandwidth = 2x2x2x2=16 possible combinations for each clip. 
5.2 Proposed Scenarios  
In our study we made substantially three kind of tests based on three differents scenarios:  
1. first consist in showing some videos transmitted by a content server to a UMTS mobile 
phone using ideal condition for delay, latency, ber, and loss probability;  
2. second scenario introduces only delay and latency, typical of umts networks, leaving the 
other parameters unchanged,  
3. third scenario that is a worst-case scenario because it adds loss-probability and a ber that is 
at limit of umts tolerance. 
“Test1” target is to obtain replies on coding parameters of 3GPP in such a way to find the 
combinations that are best valued from users in an ideal-channel situation, watching the contents 
directly on mobile phones. 
 
5.3 Coding Parameters  
For each video category we decided to use the same parameters in order to make the test more equal 
and let the user decide which one is better. So for the global data rate of 64kbit/s and for both 
display size the parameters are : 
• 6 Frame per Second with audio at 4,75 kbit/s and 12,20 kbit/s 
• 12 Frame per Second with audio at 4,75 kbit/s; for the 12 fps we don’t encode audio at 
12,20kbit/s because otherwise the band for video will be very poor. 
File name 
Video 
Category Encoder    
Datarate 
Global 
Display 
Size 
Frame 
per 
Second 
Audio 
kb/s 
news7_64k_6fps_4a_128mp4.3gp news packet 
video 
64 kbit/s 128x96 6 4,75 
News7_64k_6fps_12a_128mp4.3gp news packet 
video 
64 kbit/s 128x96 6 12,20 
News7_64k_12fps_4a_128mp4.3gp news packet 
video 
64 kbit/s 128x96 12 4,75 
news7_64k_6fps_4a_176mp4.3gp news packet 
video 
64 kbit/s 176x144 6 4,75 
News7_64k_12fps_4a_176mp4.3gp news packet 
video 
64 kbit/s 176x144 12 4,75 
News7_64k_6fps_12a_176mp4.3gp news packet 
video 
64 kbit/s 176x144 6 12,20 
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For 128kbit/s of global data rate, the parameters are slightly different: 
• 6 Frame per Second with audio at 4,75 kbit/s and 12,20 kbit/s 
• 12 Frame per Second with audio at 4,75 kbit/s and 12,20 kbit/s 
 
File name 
Video 
Category Encoder 
Datarate 
Global 
Display 
Size 
Frame 
per 
Second 
Audio 
kb/s 
news7_128k_6fps_4a_128mp4.3gp News 
packet 
video 128 128x96 6 4,75 
news7_128k_12fps_12a_128mp4.3gp News 
packet 
video 128 128x96 12 12,20 
news7_128k_12fps_4a_128mp4.3gp News 
packet 
video 128 128x96 12 4,75 
news7_128k_6fps_12a_128mp4.3gp News 
packet 
video 128 128x96 6 12,20 
news7_128k_6fps_12a_176mp4.3gp News 
packet 
video 128 176x144 6 12,20 
news7_128k_12fps_12a_176mp4.3gp News 
packet 
video 128 176x144 12 12,20 
news7_128k_12fps_4a_176mp4.3gp News 
packet 
video 128 176x144 12 4,75 
news7_128k_6fps_4a_176mp4.3gp News 
packet 
video 128 176x144 6 4,75 
 
 
Filename are chosen in this way: first part is the category (e.g. news7), then the global data rate 
(could be either 128k or 64k), then the frame per second (could be either 6fps or 12fps), then audio 
bitrate (could be either 4a or 12a, where 4a stands for 4,75kbit/s and 12a stands for 12,20kbit/s), the 
last is video resolution (could be either 128 or 176 that respectively stands for 128x96 and 
176x144). So the filename is : category_datarate_fps_audiorate_videores.3gp 
 
5.4 Encoding 
As we said before, our native clips are MPEG2 DVB 25 frames per second, 2.5Mbit/s, everyone 
with a duration of 30 seconds; obviously these clips can’t be run on a mobile 3G phone because of 
bandwidth needs and calculus-limited capacity so we used PacketVideo platform to encode the 
whole clips in the various format we need.  
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1. First we need  to select the input file as shown in the figure below: 
 
2. Now we have to choose the total amount of bandwidth from the tab ‘Encoding’: 
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3. Then we have to choose the audio bitrate, the video codec and video size: 
 
then: 
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Then: 
 
4. on the next tab (codec setting) there is the setting of video fps: 
 
In the above image we can see some settings that are very important if we are encoding for 3g-
phone because they enables some functions as ‘random positioning’ and permit playback, almost 
for video, if for some reason the device doesn’t support the audio codec! 
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5. the last thing to do is to select an output file: 
 
6. Now when we will press ‘OK’ the encoding will start: 
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After we have encoded the movie clip, we can test if it’s streamed correctly on the loopback 
interface using the rtsp protocol and a correct player:  
 
 
Once we have encoded the whole clips, we put them on the streaming server and prepared an home-
page where the mobile terminals could connect to. In this page there are the links to the encoded 
clips; all data flows through the SIEMENS proprietary network that has a real 3G network with all 
the commercial components. Terminals used for tests are Motorola A 925 with SymbianOs vers. 
7.0. In the image below there is map of network we used during tests. 
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5.5 Experimental Platform for test on PacketVideo 
In figure above the experimental platform for the tests on Packet Video is shown. Four smart 
phones are connected to the UMTS network and the users watch on the mobile phone a set of  PV 
encoded clips that are streamed on the mobile network using a PV streaming platform. For each 
session of streaming the user is asked to rate the quality of the video and audio content according to 
a fixed scale of values. 
5.6 Introduction to test 1 
Phase-1 tests have been realized using ISCTI material codified in Siemens Lab according to the 
project need. Totally four video sequence in two display size, judged like the more representative of 
3g mobile terminals, have been utilised. From every original clip we have generated seven coded 
signals, varying the video encoding speed, the audio encoding speed and the number of frame per 
second. All the evaluations have been made in Siemens Lab using a sample of 16 people  aged 
between 20 and 30. An ulterior refining has been done using a “pilot-test”; this phase has optimized 
the presentation way of the clips and the assistance given from the sperimentators to users in using 
the terminals. Results are now represented as graphs and consideration on course of value in 
function of sequence category, bitrate, video and audio coding and frame rate.  
For reading comfort results are grouped in function of display size, also because tests are 
subdivided in seasons depending on display size. Tests are realized taking the impression of video, 
audio and of a global impression of service through separate marks. For audio and video we used a 
ten-levels scale, while for global impression we used a five-levels scale. 
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5.7 Demographic Analysis 
This paragraph illustrates a demographic analysis, based on the compilation of a questionnaire 
enclosed to the appraisal sheets used for the test. 
The sample of subjects recruited inner to the Siemens MC structure (“in house” or friend-user) of 
Cinisello Balsam for the subjective tests on the 3G quality, is delineated decidedly in unique way  
with a detached characteristic of concentration and low dispersion of data. The sample in fact is 
composed totally from subjects of male sex (with the exclusion of one unit), of medium age 25 
years comprised in an interval from 24 to 29 , and marital status marriageable. 
 
Figure : Gender Distribution 
 
Figure : Age Distribution 
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Regarding instruction [Fig.Study], the subjects are for the ¾ in possession of degree and for 
remaining ¼ of advanced school diploma. All them have been recruited from Siemens in quality of 
stagists (1 single like adviser) from few months (mean 3,6 months) and however from a period that 
does not exceed the year. The stagist status provides a constant learning path in the several technical 
specialties and fields of innovation offered from Milan structure of Cinisello Balsamo. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure : Study 
Last feature of the identifying profile of the sample is constituted from the informatic devices use  
habits’ and the frequency of use  and however of mass-use ICT products [Fig. Habits and 
Frequency for devices]. 
 
Figure: Habits and Frequency for devices 
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The figure above shows an unquestionable, continues and predominant habit to the use of computer 
(is supposed in office, in house or in motion). On the same level, with light differences, they place 
the use of e-mail and cellular telephone. The subjects’ ability in use of the various device is clear 
looking at the graph above. From a side the normal PC keyboard and from the other the keypad of  
a notebook is used in a very easy way from all the subjects. In particular, the management (writing, 
reading, the archives, etc) of SMS confirms this habit of use and does not seem to limit the capacity 
of the communication. Palm-pc, at last, probably due to a cost factor and/or limited correspondence 
to real-need already widely satisfied from the previous devices, does not have a spread diffusion nor  
in possession (60% never used it) or in the real use (who possesses it, uses it very little). 
The sample of subjects that have participated to the experimentation has a clear and unique  
characteristics that put them in “expert user” category, that is of those persons who use with easily 
and effectiveness the last technologies of nets and computers.  
This characteristic of the sample can carry, from a side, some advantages in the fast 
experimentation on specific elements of the interface, but from the other, it is insufficient to justify 
the generalization of interaction and of communication modalities founded for a narrow and elitary 
class of users to the diversified universe of users classes  (from the naive to the expert). 
5.8 Results analysis 
In this paragraph results are organized according the sequence employed in test. This classification 
is justified from the strong dependency of results in function of the sequence type.  It is well to 
specify that all the graphs, here represented, have been created taking to the quality video like 
“pointer pilot”; that is the order of results presentation (and therefore the shape of the diagrams that 
envelop them) has been created according to increasing values of the video. 
Another important consideration has to be made to the aim of a corrected reading of graphs.  The 
scale of the quality values maintains the dynamics used from the customers in the appraisal; that is 
for the audio quality and video the scale of 10 levels has supplied a dynamics par to 10, while the 
global quality scale of 5 levels has supplied a dynamic par to 5; maintaining this dynamics in the 
graphs the reading of the same ones has been simplified, avoiding superimpositions between lines 
pertaining to different stimuli. 
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Figure: Questionnaire 
 
The confidence intervals attest on extremely small values, to demonstrate the judgment low 
dispersion of the subjects that have participated to the test. 
5.8.1 Display size at 176x144 
1
st
 Category : News (176x144) 
The sequence “News” is characterized from a low tenor of activity of the images, mostly composed 
from inquadrature of the type “head and shoulder” with low activity. In this type of material the 
audio represents the point of focalization of the medium customer, than, also in presence of 
degraded video, is satisfied by a comprehensible audio (“radio” effect).  Therefore in this case large 
distinctions tied to the video are not expected. 
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1. The non parametric analisys of the graph course shows a correlation of the values of Total quality 
(combination of the channels) enough high with audio and rather insufficient with the Video.  The 
continuation table indicates the correlation between the values of the video and audio quality in 
relation with the total quality.  The correlation data (proceeds by means of the function of 
Spearman; R) shows a clear clear superiority of the correlation towards the audio. 
R = 0,55 Correlation Index between Video and Global 
R = 0,83 Correlation Index between Audio and Global 
2. It is well to notice that dynamics of the values of Audio quality and Video does not show great 
excursions. Moreover they doesn’t separate between them (except in a case) and can themselves 
consider overlapped, as dynamics re-enters with good approximation within the confidence 
intervals. 
3. Note that there are no meaningful differences in the appraisal of quality for the Audio 4 Kb/s and 
the 12 Kb/s. That means that 12 Kb/s coded and 4 Kb/s is to considers equivalent from the point of 
view of the perception of the subjects and that Audio, for this category, is little or not at all sensitive 
to the variations introduced from an increase of band in the coding process. 
4. For the video quality perceived we see a significative increase (and however contained in a point 
of scale) only at high bitrate and with fps=12. 
5. From a general point of view the only case that is very different from the others in terms of 
superior quality is at 128kb/s and fps=12. 
From what exposed it seems sufficient to use the more tightening conditions for audio and video 
band, while a light increment seems obtainable increasing frame rate. 
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2
nd
 Category: Music (176x144) 
The sequence “Music” is characterized from a high tenor of images activity and quality of the 
audio. In this type of material the audio represents the point of focalization of the medium customer, 
while the video introduces an elevated activity rate that engages the coder in a consisting way.  
Therefore in this case large distinctions are attended tied both to video and audio. In other words 
this type of material represents a “source with high rate discrimination of the encoding conditions”. 
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1. The non parametric analysis of the graph course shows a correlation of the values of global 
quality (combination of the channels) enough high with the Audio, but that follows the rate 
of growth of the Video quality.  The continuation table indicates the correlation between the 
values of the video and audio quality in relation with the total quality.  The correlation data 
(proceeds by means of the Spearman function; R) shows a light superiority of the correlation 
towards the audio.   
R = 0,87 Correlation Index between Video and Global 
R = 0,91 Correlation Index between Audio and Global 
2. It is well to notice that dynamics of Audio and video quality introduces great excursions and 
concurs to the determination of the total quality with positive correlation. However quality 
greater variations come shown for the Audio (regarding the Video) in correspondence of 
encoding at 12Kb/s of the Audio. Consequently it is comprised that the positive step in the 
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perception of quality has had to the Audio carrying to consider the audio encoding at 4Kb/s 
for the sequence  “Music” not satisfactory for the final customer. 
3. Video quality perceived is characterized by an increasing increment lacking in the extreme 
variations of the Audio, allowing a clear discrimination between  128Kbps and 64 Kbps 
encoding. 
From what exposed it seems necessary to use the more available bandwidth for encoding because 
using the best values (128 kb/s total: 12kbit/s for audio,116kbit/s for video and 12fps) the global 
score is of almost 4 on 5. 
3
rd
 Category: Sport Action (176x144) 
The sequence “Sport Action” is characterized from a high tenor of activity of the images and audio 
quality. In this type of material video represents the focalization point, while the audio represents a 
“not determining informative support” in absolute way.  Therefore in this case large distinctions 
tied to the video are attended. In other words this type of material represents a “source with high 
discrimination rate of the encoding conditions ” but only for the video. 
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1. The non parametric analysis of the graph course shows a strong value correlation Total quality 
(combination of the channels) with the video, showing also a low correlation with Audio. The 
continuation table indicates the correlation between the values of the video and audio quality 
in relation with the total quality. The correlation data (proceeds by means of the function of 
Spearman; R) confirms what found with non-parametric analysis. 
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R = 0,96 Correlation Index between Video and Global 
R = 0,41 Correlation Index between Audio and Global 
2. Dynamics of video quality values introduces great excursions that concur nearly completely to 
the determination of total quality. The greater variations of quality are for the Video allowing 
a clear discrimination between the transmission at 64Kbps and the one at 128Kbps. 
Consequently it is comprised that the positive step in the quality perception has had to the 
Video, carrying to consider codifies at 64Kbps “not satisfactory” for the final customer. 
3. In this case the best combination is 128kbs with 116kbit/s for video, 12kbit/s for audio a 6 fps. 
This result is not expected because for football in instance we thought that fluidity (fps) is a 
very important parameter while users gave a better score to 6fps instead of 12fps and 
moreover they gave a better score when audio quality is higher. This could happen (in our 
opinion) because 128kbit/s of total bitrate could be insufficient for a high tenor activities and 
so users prefers a more stable image. 
4
th
 Category: Sport Slow (176x144) 
The sequence “Slow Sport” is characterized from a medium-high image activity tenor and of audio 
quality. Also in this type of material the video represents the focalization point, while the audio 
represents a “not determining informative support” in absolute way.  Therefore in this case 
distinctions tied to the video are attended. In other words this type of material represents a “source 
with good discrimination of the encoding conditions” but only  for video. 
"Sport slow" 176 x 144 
1
2
3
4
5
6
7
8
9
10
64k 60K video 4k_audio
12 fps
64k 52K video
12k_audio 6 fps
64k 60K video 4k_audio
6 fps
128k 124K video
4k_audio 6 fps
128k 116K video
12k_audio 6 fps
128k 116K video
12k_audio 12 fps
128k 124K video
4k_audio 12 fps
video
audio 
global 
 
1. The non-parametric analysis free of the graph course shows a strong correlation of total 
quality values (combination of the channels) with Video, showing also a low correlation 
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with Audio.  The continuation table indicates the correlation between the values of the video 
and audio quality in relation with the total quality. The correlation data (proceeds by means 
of the function of Spearman; R) confirms what found with non-parametric analysis. 
R = 0,92 Indice di correlazione fra qualità VIDEO e qualità GLOBALE 
R = 0,81 Indice di correlazione fra qualità AUDIO e qualità GLOBALE 
2. Dynamics of video quality values introduces great excursions that concur nearly completely 
to the determination of total quality. The greater variations of quality are for the Video 
allowing a clear discrimination between the transmission at 64Kbps and the one at 128Kbps. 
Consequently it is comprised that the positive step in the quality perception has had to the 
Video, carrying to consider codifies at 64Kbps “not satisfactory” for the final customer. 
3. In this case the best combination is 128kbs with 116kbit/s for video, 12kbit/s for audio a 12 
fps. There is a difference from “Sport Action”: the frame rate (fps) that in this case gives 
better result is 12fps and not  6fps, probably because the video activity tenor is a little bit 
inferior and so the total bitrate of 128Kbit/s could be sufficient. 
5.8.2 Display size at 128x96 
1
st
 category : News (128x96) 
The sequence “News”, characterized from a low image activity tenor, has not changed a lot by the 
lessening of image dimension.  Also in this case distinctions tied to the video are not large. 
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1. The non parametric analisys of the graph course shows a correlation of the values of Total quality 
(combination of the channels) enough high with audio and rather insufficient with the Video.  The 
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continuation table indicates the correlation between the values of the video and audio quality in 
relation with the total quality.  The correlation data (proceeds by means of the function of 
Spearman; R) shows a clear superiority of the correlation towards the audio. 
R = 0,49 Correlation Index between Video and Global 
R = 0,89 Correlation Index between Audio and Global 
1 Dynamics of audio and video quality values introduces moderate, even if not negligible, 
excursions; it happens particularly for audio that, in this case, allows to clearly discriminate the 
two employed encoding. 
3. For the video quality perceived there is a little increment, however contained in a point of 
the scale, only using the maximum coding values.  
4. From the point of view of total satisfaction instead the judgments are decidedly 
“monotones”, and they do not introduce cases of obvious superiority, except of the case in 
which they are applied to the maximum encoding values of codifies. So it seems sufficient  
to use the more tightening conditions in as far as audio and video band. 
2
nd
 Category: Music (128x96) 
The sequence “Music” maintains its characteristics also to reduced dimensions of image.  Also in 
this case large distinctions are attended tied to video and audio, confirming that this type of material 
represents “source with high rate discrimination of the encoding”. 
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1. The non-parametric analysis of the graph course shows a correlation of total quality values  
(combination of the channels) enough high with the Audio but that follows enogh well the rate of 
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growth of the Video quality. The continuation table indicates the correlation between the values of 
the video and audio quality in relation with the total quality. The correlation data (proceeds by 
means of the function of Spearman; R) shows a light superiority of correlation towards the audio. 
R = 0,84 Correlation Index between Video and Global 
R = 0,98 Correlation Index between Audio and Global 
2.  It is well to notice that dynamics of Audio and video quality introduces great excursions and 
concurs to the determination of the total quality with positive correlation. However quality greater 
variations come shown for the Audio (regarding the Video) in correspondence of encoding at 
12Kb/s of the Audio. Consequently it is comprised that the positive step in the perception of quality 
has had to the Audio carrying to consider the audio encoding at 4Kb/s for the sequence  “Music” 
not at the top for the final customer. 
3. Video quality perceived is characterized by an increasing increment lacking in the extreme 
variations of the Audio, allowing a clear discrimination between  128Kbps and 64 Kbps encoding. 
From what exposed it seems necessary to use the more available bandwidth for encoding because 
using the best values (128 kb/s total: 12kbit/s for audio,116kbit/s for video and 12fps) the global 
score is of almost 3.6 on 5. 
3
rd
 Category: Sport Action (128x96) 
The sequence “Sport Action” maintains its characteristics also to reduced dimensions of image. 
In this type of material video represents the focalization point, while the audio represents a “not 
determining informative support” in absolute way. 
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1. The non parametric analysis of the graph course shows a strong value correlation Total 
quality (combination of the channels) with the video, showing also a low correlation with 
Audio. The continuation table indicates the correlation between the values of the video and 
audio quality in relation with the total quality. The correlation data (proceeds by means of 
the function of Spearman; R) confirms what found with non-parametric analysis. 
R = 0,98 Correlation Index between Video and Global 
R = 0,77 Correlation Index between Audio and Global 
2. Dynamics of video quality values introduces great excursions that concur nearly completely 
to the determination of total quality. The greater variations of quality are for the Video 
allowing a clear discrimination between the transmission at 64Kbps and the one at 128Kbps. 
Consequently it is comprised that the positive step in the quality perception has had to the 
Video, carrying to consider codifies at 64Kbps “not satisfactory” for the final customer. 
 
4
th
 Category: Sport Slow (128x96) 
The sequence “Slow Sport” is not influenced by the display size reduction, and also in reduced 
format this type of material represents a “good discrimination source of the conditions of encoding” 
but only for video. 
"Sport slow" 128 x 96
1
2
3
4
5
6
7
8
9
10
64k 52k video 12k_audio
6 fps
64k 60k video 4k_audio
6 fps
64k 60k video 4k_audio
12 fps
128k 124k video
4k_audio 6 fps
128k 116k video
12k_audio 6 fps
128k 124k video
4k_audio 12 fps
128k 116k video
12k_audio 12 fps
video
audio 
global 
 
1. The non-parametric analysis free of the graph course shows a strong correlation of total 
quality values (combination of the channels) with Video, showing also a low correlation 
with Audio.  The continuation table indicates the correlation between the values of the video 
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and audio quality in relation with the total quality. The correlation data (proceeds by means 
of the function of Spearman; R) confirms what found with non-parametric analysis. 
R = 0,85 Correlation Index between Video and Global 
R = 0,56 Correlation Index between Audio and Global 
2. Dynamics of video quality values introduces great excursions that concur nearly completely 
to the determination of total quality. The greater variations of quality are for the Video 
allowing a clear discrimination between the transmission at 64Kbps and the one at 128Kbps. 
Consequently it is comprised that the positive step in the quality perception has had to the 
Video, but in this case also a 64kbps encoding could be satisfactory because the difference 
between the two best encoding at 64kbps and 128kbps are contained in less than a point of 
scale. 
5.9 Test 2  
This time packet loss, latency and Bit Error Rate (BER) are introduced in the test in order to 
evaluate how the users react to typical glitches and errors during the streaming session. In order to 
repeat exactly the same conditions for all the users and all the streaming sessions, the radio segment 
should be replaced by a “controlled environment” where the same packet loss, latency and BER are 
used per each session. The range of values that the users can give to rate each session is the same 
used for the Packet Video tests. 
In the following the experimental platform and the scenarios to be studied are presented.  
Figure : Experimental platform used for the OLYMPIC Streaming Platform. 
OLYMPIC Streaming 
Platform
Packet 
Loss/Latency/BER 
Emulator
OLYMPIC Clients
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5.9.1 Olympic 
In figure above the experimental platform used for the OLYMPIC Streaming Platform. It can be 
split in three conceptual domain: 
1. the OLYMPIC streaming platform 
2. the Packet Loss/ Latency/ BER Emulator 
3. the OLYMPIC Clients 
The choice to emulate the latency, packet loss and Bit Error Rate and to replace the mobile network 
with a LAN depends on the fact that different users shall be asked to rate the same clip with the 
same transmission conditions. The experiments shall be take place under controllable and 
repeatable conditions in order to be scientifically valid. 
For this test the OLYMPIC Streaming Platform Version 2.0.4p1 has been used. With this platform 
the same clips used for the Packet Video tests are streamed.  
The clips are encoded with Packet Video Author (the PV encoder) with the characteristics shown in 
Table belowTable . 
Clip Type Display Size Bandwidth Fps 
6 64 
 12 
6 
Sport-Action 176x144 
128 
12 
6 
12 64 
6 
Sport-Slow Motion 176x144 
128 
12 
Table : The characteristics of the video clips used 
We can see that only Sport-Action and Sport-Slow Motion have been tested, because these two 
categories are the most representative and expensive (in term of bandwidth). 
The clips are encoded with Packet Video because at the time of this test, the OLYMPIC Streaming 
Platform was not the final one and there is not the possibility to encode an AVI file and create the 
relative SDP file. The PV encoder has been used and the SDP file have been created “manually”. 
In this test only video clips are rated since with version and configuration available at time the test 
has been performed the platform cannot allow to stream A/V content. 
All the files are encoded using a 3GP profile and just one display size. 
Chapter 5                                                                        Test Methodology & testing architecture 
Page 137 di 152 
5.9.2 Packet Loss/ Latency/ BER Emulator 
In order to emulate Packet Loss, Latency and Bit Error Rate, the SHUNRA/Storm emulator is used. 
This solution allows to create a “mirror image of the enterprise environment  in the lab to accurately 
evaluate the functionality, scalability and performance of a networked application”. 
SHUNRA/Storm shows the actual end-user experience when the application is running over any 
bandwidth. The parameters emulated with SHUNRA are: Latency, Packet Loss and Bit Error Rate. 
The latency is the time it takes an IP packet to cross a specific IP cloud. The console allows to 
define a fixed latency or a statistically distributed latency. 
For the packet loss configuration, SHUNRA can offers different algorithms, the one chosen in this 
analysis is a random loss where it is possible to set a probability of losing a packet entering a 
percentage.  
Link faults are emulated with Bit Errors by instructing the console to toggle bits at a given 
frequency. 
5.9.3 Clients 
For this test, as already said previously, the Radio Access Network is not used but its behaviour is 
emulated with the SHUNRA console. Therefore instead of having a 3G mobile phone as end user, a 
laptop is used as client.  
On the laptop the OLYMPIC player is installed, and it is connected to a video splitter. The video 
splitter is connected to four PC monitors. 
On the PC monitor the display size of a mobile phone and its resolution is simulated. Each user is 
asked to rate the video clips under different conditions of delay and link faults. The conditions 
chosen in order to emulate the radio conditions are presented in the following section. 
5.10 Test-2 Scenarios  
In the following the three different configurations chosen for the SHUNRA/Storm console are 
presented. The scenarios refer to this configuration of Packet Loss, Latency and BER. 
Scenario 1 
Latency Packet Loss BER 
Normally distributed  
Average 166ms, Standard Deviation 80 ms 
Loss probability 0% Bit Error probability  
0 
Description 
In this scenario the Network is considered ideal with only a latency due to the UMTS Network (it is 
the delay from a server to the mobile user) 
Scenario 2 
Latency Packet Loss BER 
Normally distributed  
Average 166ms, Standard Deviation 80 ms 
Randomly distributed  
Loss probability 2% 
 
Bit Error probability 
0 
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Description   
The latency is set up as the Scenario 1. The Packet Loss is the typical one of a high loaded IP 
network. Perfect radio Conditions are assumed setting the bit error probability equal to zero. 
Scenario 3 
Latency Packet Loss BER 
Normally distributed  
Average 166ms, Standard Deviation 80 ms 
Randomly distributed  
Loss probability 2% 
 
Bit Error probability 
10
-5 
Description 
Latency and Packet Loss are set up as the scenario 2. The bit error probability is configured at  10
-5
 . 
Table: Scenario descriptions 
The scenario here presented should not be considered as rigorously emulating the mobile network. 
The main aim to be attained is to degrade the quality of the video clips to evaluate how the user 
perceives the errors and delays introduced with SHUNRA/Storm on the OLYMPIC streaming 
platform. 
5.11 Setting Up the Shunra\Storm Appliance 
After we have installed Shunra\Storm software on our PC (the one where we installed the 
Tilab/Olympic Platform) we have to correctly connect the Storm Appliance. 
First in time we used the MNG Port (Management Port) to configure the appliance to be compliant 
to our network (i.e. IP address, subnet and gateway), then we switched to use PORT A1 for Tilab 
Server and PORT A3 for the rest of network. So in this scenario we see that the Shurna Appliance is 
placed in the middle of the way, between our server and the whole of the network. This allow us to 
control the entire traffic flowing through the appliance. In fact in the picture down here are 
represented two ports, and a WAN Cloud.  
 
 
What is the WAN Cloud? WAN Cloud is an abstraction that allow us to create whatever network-
effect we want between PORT A1 and PORT A3. 
Parameters useful in our simulations may be :  
1. Latency; 
2. Packet Loss; 
3. Bit Error Rate. 
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1. For latency we decided to use a normally distributed time typical of UMTS networks: 166ms 
which includes the time for data to travels from MOBILE HANDSET (used as a modem) to PC. 
This data has been measured in various test from the University of Brema. The Standard 
devation is set to 80ms (about the half of latency) so that we can see the effect of jitter on the 
player’s buffer. 
 
2. Theoretically packet loss effects may be negligible, because of TCP/IP and Error correction 
alghoritms, however we decided to use a random loss with loss probability of 1 packet every 
100 packets because it is possible to happen in a real network. 
 
 
 
3. For BER (bit-error-rate) according to standard documents we decided to use standard values of 
1 bit every 100 bits in a way to have a loss probability of 1x10exp-2 . However Umts networks 
are projected to tolerate this kind of loss probability so can be useful to use higher values ( 2-3 
bits every 100bits) in such a way to evaluate player’s reactions. 
 
Once we put right values for each field, we are ready to start simulation of the network and to 
evaluate the end-user-impact. 
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6 
Conclusions 
 
6.1 Test1 Results & Considerations  
Global results are here exposed in these tables, the graphs of the previous paragraph are plotted 
using this data. These tables show the confidence level at 95% . The yellow-backgrounded fields 
represent the parameters that gives the best score.  
 
?ews Category: 
Clip 
Type 
Display 
Size 
Bandwidth fps 
AMR 
Codec 
Video Evaluation 
Average  
(C.L. 95%) 
Audio Evaluation 
Average  
(C.L. 95%) 
General 
Impression 
(C.L. 95%)  
4,75 5.09±0.93 4.91±0.72 2.27±0.65 
6 
12,20 5.73±0.92 6.36±0.76 3.18±0.58 64 
12 4,75 5.45±1.03 5.45±0.81 2.73±0.65 
4,75 5.91±0.85 5.45±0.72 2.82±0.51 
6 
12,20 5.82±1.08 6.45±0.85 3.09±0.49 
4,75 5.82±0.98 5.36±1.07 2.64±0.71 
128x96 
128 
12 
12,20 6.36±0.80 5.91±0.97 3.09±0.62 
4,75 5.91±1.07 6.09±0.74 2.73±0.64 
6 
12,20 5.82±0.70 6.55±0.89 3.27±0.53 64 
12 4,75 6.00±0.75 6.18±0.70 3.09±0.61 
4,75 6.55±0.93 5.91±0.81 3.18±0.64 
6 
12,20 6.36±0.89 6.45±0.85 3.45±0.55 
4,75 7.18±0.64 6.82±0.83 3.82±0.44 
N
ew
s 
176x144 
128 
12 
12,20 6.45±1.28 7.18±0.74 3.82±0.64 
 
In the News clips the general impression of the users range from 2.73 to 3.82 and it is slightly 
dependent on the bandwidth, fps and AMR codec, nevertheless the rating is generally high, and not 
a clear trend can be identified.  
 
 
Sport Slow Category: 
Clip 
Type 
Display 
Size 
Bandwidth fps 
AMR 
Codec 
Video Evaluation 
Average 
(C.L. 95%) 
Audio 
Evaluation 
Average 
(C.L. 95%) 
General 
Impression 
(C.L. 95%) 
4,75 4.64±0.96 6.00±0.83 1.82±0.58 
6 
12,20 4.73±0.65 6.18±0.78 2.36±0.55 64 
12 4,75 4.73±0.75 5.55±0.92 2.18±0.58 
4,75 4.73±1.12 6.27±0.79 2.36±0.71 
6 
12,20 5.36±0.80 6.55±0.71 2.64±0.48 S
p
o
rt
 S
lo
w
 
M
ti
o
n
 
128x96 
128 
12 4,75 6.36±1.10 6.27±0.95 3.18±0.74 
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12,20 6.27±0.96 7.18±0.86 3.36±0.61 
4,75 4.82±0.52 6.45±0.72 2.27±0.46 
6 
12,20 4.27±0.65 6.73±0.53 2.09±0.41 64 
12 4,75 3.82±0.98 5.91±0.67 1.82±0.52 
4,75 5.73±0.65 6.45±0.61 2.91±0.62 
6 
12,20 5.55±1.04 6.91±0.72 3.09±0.62 
4,75 7.09±0.85 7.45±0.55 3.45±0.67 
176x144 
128 
12 
12,20 6.64±1.03 7.36±0.85 3.64±0.48 
 
The 128 kbit/s clips are rated better than the 64 kbit/s ones. The user does not perceive much the 
difference on the display resolution. The audio codec is not significant for the user: the audio codec 
at 4.75 kbit/s is rated as the codec at 12.20 kbit/s. As usual a good quality of the video affects the 
rating of the audio.  
 
Sport-Action: 
 
Clip 
Type 
Display 
Size 
Bandwidth fps 
AMR 
Codec 
Video 
Evaluation 
Average 
(C.L. 95%) 
Audio 
Evaluation 
Average 
(C.L. 95%) 
General 
Impression 
(C.L. 95%) 
4,75 3.45±0.97 5.55±0.85 1.55±0.48 
6 
12,20 4.18±0.95 6.45±0.93 1.82±0.52 64 
12 4,75 2.91±0.85 5.09±0.81 1.27±0.38 
4,75 3.82±0.91 5.55±0.85 1.55±0.48 
6 
12,20 4.91±1.00 6.45±0.85 2.36±0.55 
4,75 5.27±0.96 6.00±0.75 2.36±0.66 
128x96 
128 
12 
12,20 5.36±0.96 6.73±1.03 2.55±0.61 
4,75 3.36±1.00 5.45±0.72 1.36±0.40 
6 
12,20 2.18±0.64 6.36±0.80 1.18±0.24 64 
12 4,75 3.00±0.70 5.55±0.61 1.27±0.28 
4,75 5.09±0.89 5.91±0.72 2.45±0.61 
6 
12,20 6.09±0.67 7.09±0.56 3.09±0.41 
4,75 5.00±0.88 5.45±0.85 2.18±0.44 
S
p
o
rt
-A
ct
io
n
 
176x144 
128 
12 
12,20 5.18±0.78 6.36±0.76 2.36±0.55 
 
 
The bandwidth turns out to be the significant factor for the Sport-Action. The user does not seem to 
be concerned by the display size. The rating are quite the same for the 128x96 video clips and the 
176x144 ones. Even if difference between the audio codec chosen is slightly perceived by the user, 
the audio ratings is high ranging from 5.09 and 7.09 meaning that the user deemed enough the 
quality of the audio for this type of clips. Nevertheless, the user has rated this type of clip less than 
the other one: as matter of fact, while the Sport-slow motion clips and the News clips reach a 
general impression  rating greater than 3.5, Sport-Action clips exceed a rating of 3 just in one case.  
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Musical: 
Clip 
Type 
Display 
Size 
Bandwidth fps 
AMR 
Codec 
Video 
Evaluation 
Average 
(C.L. 95%) 
Audio 
Evaluation 
Average 
(C.L. 95%) 
General 
Impression 
(C.L. 95%) 
4,75 4.09±0.85 3.27±0.88 1.45±0.41 
6 
12,20 4.64±0.66 6.18±0.74 2.64±0.61 64 
12 4,75 3.91±0.56 2.91±0.72 1.27±0.28 
4,75 5.64±1.07 3.82±0.91 1.91±0.62 
6 
12,20 6.0±0.93 6.55±0.81 3.18±0.52 
4,75 6.0±0.93 4.27±0.99 1.91±0.41 
128x96 
128 
12 
12,20 6.45±0.93 7.09±0.85 3.73±0.65 
4,75 3.45±0.76 4.36±0.80 1.18±0.36 
6 
12,20 4.36±0.71 7.00±1.12 2.64±0.76 64 
12 4,75 4.27±0.96 3.27±0.80 1.45±0.41 
4,75 5.73±0.99 4.36±1.03 1.91±0.72 
6 
12,20 6.00±0.88 6.82±0.74 3.09±0.62 
4,75 6.00±0.88 4.64±0.76 2.00±0.53 
M
u
si
ca
l 
176x144 
128 
12 
12,20 6.91±0.97 7.91±0.72 4.00±0.59 
 
 
As expected the audio content rating in these clips ranges from a wider spread of values. The user 
can perceive perfectly the difference between a 4.75 kbit/s clip and a 12.20 one, but the rating is 
still affected by the video quality. The ratings of the video quality tends to be evaluated 
homogeneously compared with the ratings of the audio codecs.  
The display size seems not to affect the ratings: as matter of fact the best video are the two ones 
with 128 Kbit/s, 12 fps and 12,20  Kbit/s . 
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In Figure 61Errore. L'origine riferimento non è stata trovata. the general impression ratings per 
clip are presented. Each clip is identified in the following way: x_y_z_w. x is the display size and it 
can be 1=128x96 or 2=176x144, y is the bandwidth, z is the frame per second, w is the AMR codec.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 61 
The significant parameters are the bandwidth per the Sport-Slow Motion and Sport-Action, 
obviously the AMR codec for the Musical clip, on the other hand for the News clip a clear 
behaviour has not been identified. As matter of fact the rating of the News clips turns out to be quite 
homogeneous. This depends mainly on the fact that the users are not able to perceive the difference 
between a high and low quality content when the clip presents objects that are formerly motionless. 
Type Significant Parameters Best Ratings  
News Homogeneous ratings (no clear dependence)  3,82±0,44 
Sport-Slow motion Bandwidth 3,64±0,48 
Sport-Action Bandwidth  3,09±0,41 
Musical AMR codec 4,00+0,59 
 
Notice that confidence intervals are very small, and it demonstrate the sample homogeneity and the 
tests’ reliability. 
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6.2 Test-2 Results and Considerations 
 
In tableTable the results collected from 12 users asked to rate different video clips.  
Clip 
Type 
Display 
Size 
Bandwidth fps 
Scenario 1 
Evaluation 
Average    (C.L. 
95%) 
Scenario 2 
Evaluation 
Average    (C.L. 
95%)  
Scenario 3 
Evaluation 
Average (C.L. 
95%) 
6 2.5 ± 0.88 2.5 ± 0.68 1.9 ± 0.61 64 
 12 2.6 ± 0.72 2.2 ± 0.57 1.5 ± 0.32 
6 6.4 ± 0.93 4.6 ± 1.02 1.1 ± 0.19 
Sport-
Action 
176x144 
128 
12 6.0 ± 0.41 4.6 ± 0.72 2.9 ± 0.61 
6 4.3 ± 0.71 4.7 ± 0.71 3.1 ± 0.79 
64 
12 3.0 ± 0.77 3.2 ± 0.39 2.4 ± 0.43 
6 5.8 ± 0.91 5.1 ±0.89 1.5 ± 0.43 
Sport- 
Slow 
Motion 
176x144 
128 
12 6.6 ± 0.59 5.9 ±0.45 3.5 ± 0.83 
Table: OLYMPIC Streaming Platform Test Results. 
 
 
In this test only the results for the sport video clips are presented as the relevant ones for the 
OLYMPIC project.  
In the Sport-Slow Motion video clips the difference in terms of QoS perceived by the users between 
the Scenario 1 and the Scenario 2 is slightly the same for the video at 64 kbit/s. The user does not 
perceive the change in scenario. In the Scenario 3, affected by bit errors, the ratings  decrease 
accordingly. 
With the video clips at 128 kbit/s, the user perceives slightly the difference between the Scenario 1 
and the Scenario 2, while with the Scenario 3, the ratings dwindle strongly. 
Nevertheless a video clip at 128 kbit/s and 12 fps with a display resolution of 176x144 performs 
well in all the three scenarios. 
 
Figure  shows the results per clip for Sport-Slow Motion. The general ratings on this video clips 
tend to be less than the Packet Video’s with the same parameters. This can depend on several 
factors: the streaming platform, the display resolution and so on. The general comment that the 
users expressed is that they tended to be less demanding when they watched a clip on a mobile 
phone.    
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Figure 62: Sport-Slow Motion results 
In figure 63 the final results per clip for the sport-action are presented. For the clips at 64 kbit/s no 
difference is perceived between the Scenario 1 and Scenario 2. Even the Frame per second does not 
affect the perception of the user. With the Scenario 3 the ratings decrease accordingly. The general 
ratings is very low and not exceed 3.For the clips at 128 kbit/s the difference between Scenario 1 
and Scenario 3 perceived by the users is evident and the rating degrades from 6 to 4,6. Once more 
the frame per second does not affect the rating. In the Scenario 3 the rating decreases strongly. As 
for the sport-slow motion clips the best performance is with a video at 128 kbit/s and 12 fps with 
176x144 display resolution. A general trend can be highlighted both from the sport-action and 
sport-low motion clips: at 64 kbit/s no difference between the Scenario 1 and Scenario 2 can be 
perceived, at 128 kbit/s the difference is slightly evident to the user. The frame per second does not 
affect the quality perceived by the users in Scenario 1 and Scenario 2, only in Scenario 3 when the 
bandwidth is high the frame per second is the key parameter to reduce the effects of the link faults 
according to the quality perceived by the end user.  
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Figure 63: Sport-Action Results 
 
6.3  Goals & Conclusions  
With these tests, we achieved that 3G networks are perfectly suitable to stream and not only to 
download and play data. These tests focused on the individuation of the best parameters for 
encoding various video categories and at the same time limit the bandwidth allocation. Only in 
few cases results differs from our previsions. Fundamentally the two platform (RealNetworks 
and PacketVideo) are quite the same. 
 So our goals: 
• Fast Playback (requires only buffering time!) 
• Easy selection of contens through web-based Html interface 
• Low-memory resource needed (low memory on terminal = low costs!) 
• Lower Bandwidth allocation 
• Encoding display size of 176x144 is better than 128x96 even on terminal with 128x96  
resolution. (probably due to low-quality display in commercial phones) 
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Future Scopes: 
• Minimize the buffering time (using some burst technology) 
• Try new terminals with higher display-size. 
 
