Algebro-Geometric Solutions of the Generalized Virasoro Constraints by Martín, Francisco José Plaza
Symmetry, Integrability and Geometry: Methods and Applications SIGMA 11 (2015), 052, 34 pages
Algebro-Geometric Solutions
of the Generalized Virasoro Constraints
Francisco Jose´ PLAZA MARTI´N
Departamento de Matema´ticas and IUFFYM, Universidad de Salamanca,
Plaza de la Merced 1-4, 37008 Salamanca, Spain
E-mail: fplaza@usal.es
URL: http://mat.usal.es/~fplaza/
Received December 20, 2014, in final form July 02, 2015; Published online July 07, 2015
http://dx.doi.org/10.3842/SIGMA.2015.052
Abstract. We will describe algebro-geometric solutions of the KdV hierarchy whose τ -
functions in addition satisfy a generalization of the Virasoro constraints (and, in particular,
a generalization of the string equation). We show that these solutions are closely related to
embeddings of the positive half of the Virasoro algebra into the Lie algebra of differential
operators on the circle. Our results are tested against the case of Witten–Kontsevich τ -
function. As by-products, we exhibit certain links of our methods with double covers of the
projective line equipped with a line bundle and with Gl(n)-opers on the punctured disk.
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1 Introduction
In recent decades, the relevant role in mathematics and in physics of the class of functions that
simultaneously satisfy the KdV-hierarchy and the Virasoro constraints has been discovered (as
a mere illustration, let us cite [8, 10, 12, 21, 25]). On the one hand, the KdV-hierarchy is currently
quite well understood after the works of Sato and it has been successfully applied in topics such
as Shiota’s solution of the Schottky problem. On the other hand, representation theory of
Virasoro algebras has been studied in depth; in particular its study has led to significant results
in the theory of vertex operator algebras and in the geometric Langlands program. From the
point of view of mathematical physics, these types of equations appear naturally in conformal
field theory when studying the symmetries of objects.
One principal character of this story is played by a particular function in each theory. Among
the variety of problems in which both families of equations, KdV and Virasoro, appear together,
let us pick up the functions of two of them: the partition function of 2D gravity and the
generating functions for intersection numbers. The fact is that these functions are τ -functions
for the KdV-hierarchy and solutions to the Virasoro constraints. Indeed, this is an excellent
example to illustrate the deep consequences emerging from their study. Recall, for instance,
the Witten conjecture, proved by Kontsevich, asserting that both τ -functions do coincide or
the implications in the Gromov–Witten theory and enumerative geometry thanks to the ELSV
formula, which links Hurwitz numbers and Hodge integrals.
Within the context of matrix models, Eynard and Orantin [12, 13] have recently shown that
starting from an arbitrary spectral curve one can construct many objects of the theory. In
particular, the nonperturbative partition function is closely related to the theta function of
the curve and that, again, it is a τ -function for the KdV-hierarchy that solves the Virasoro
constraints [11].
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2 F.J. Plaza Mart´ın
At this point we wondered about developing a general formalism for the study of the KdV-
Virasoro combination with emphasis on the role of the τ -function. Here and henceforth, under
Virasoro constraints for τ(t) we mean there exist a family of differential operators {L¯k}k≥−1,
satisfying the relations of the Virasoro algebra, such that L¯kτ(t) = 0 for k ≥ −1. Thus, the
Virasoro constraints in 2D quantum gravity as in [8, 21, 25] correspond to a particular choice of
{L¯k}k≥−1. The present paper aims to offer a first step in this program. The moral of the paper
is that there are close and explicit relations among the following sets:
τ(t) ∈ C[[t1, t2, . . .]]
satisfying KdV and
Virasoro constraints

A //
C


subalgebras < {L˜n}n≥−1 >
of D1C((z))/C(C((z)),C((z)))
with [L˜i, L˜j ] = (i− j)L˜i+j

D

B
oo
{
2:1-covers X → P1 and a
rank 1 torsion free sheaf on X
} {
Gl(2)-opers
on SpecC((z2))
} (1.1)
where we shall skip the details until later.
Let us discuss naively how the above arrows are constructed and postpone the rigor for the
heart of the paper. Roughly, the map A from functions to subalgebras is a forgetful map. More
precisely, observe that saying that τ(t) is a τ -function for the KdV that solves the Virasoro
constraints means that τ(t) ∈ C[[t1, t2, . . .]] satisfies the following equations:
(i) KP-hierarchy,
(ii) ∂t2iτ(t) = 0 (KdV hierarchy, provided that KP is fulfilled),
(iii) L¯kτ(t) = 0, for k ≥ −1 (Virasoro constraints), for certain differential operators {L¯k}k≥−1
with [L¯i, L¯j ] = (i− j)L¯i+j .
Recall that, in the case of 2D quantum gravity, the equation L¯−1τ(t) = 0 is the so called string
equation. The following convention will used; Li will denote a set of generators of the Witt
algebra, as an abstract Lie algebra, such that [Li, Lj ] = (i− j)Li+j ; L˜i will be regarded as fields
acting on C((z)) with the same Lie bracket; and, finally, L¯i will be fields acting on the Fock
space C[[t1, t2, . . .]] with the same Lie bracket.
Now, the bosonization isomorphism provides us with a method to transport operators, L¯k,
acting on C[[t1, t2, . . .]] to first-order differential operators on C((z)), which we denote by L˜k.
Thus, {L˜k}k≥−1 is the desired subalgebra of the map A.
The difficult part is B, from subalgebras to functions, since we need to construct a function.
For this goal the Sato theory of soliton equations will be relied on heavily. Recall that the Sato
theory claims that τ -functions for the KP hierarchy correspond bijectively to certain subspaces
of C((z)) and that, moreover, these subspaces are precisely the points of an infinite-dimensional
Grassmann manifold, Gr(C((z))). Hence, instead of looking for τ -functions for the KP we may
look for subspaces U ⊆ C((z)) lying in the Grassmannian of C((z)) and, at the end of the day,
the desired τ -function will appear as the τ -function associated with the point U , τU (t). Thus,
our strategy consists of restating the problem in terms of subspaces of C((z)) with the help
of Sato theory. Provided that the KP hierarchy is fulfilled, the KdV hierarchy for τ(t) can be
explicitly written in terms of subspaces; indeed, for a subspace U it is equivalent to the condition
z−2U ⊆ U .
So far, the problem of constructing the map B can be restated as follows: given a Lie
subalgebra 〈{L˜k}k≥−1〉 of D1C((z))/C(C((z)),C((z))) with [L˜i, L˜j ] = (i− j)L˜i+j , find U ⊂ C((z))
such that the following three conditions are satisfied:
(i′) U ∈ Gr(C((z))) (KP hierarchy),
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(ii′) z−2U ⊂ U ,
(iii′) L˜kU ⊆ U for k ≥ −1,
which are the translations of items (i)–(iii) above. Once this problem has been successfully
solved, we associate with the subalgebra the τ -function of the subspace U , τU (t), which, by
construction, will solve KdV and Virasoro simultaneously.
Let us sketch the main steps of this construction. Our first task is concerned with the
study of Witt algebras. More explicitly, let W be the Witt algebra; that is, the C-vector space
with basis {Lk}k∈Z endowed with the Lie bracket [Li, Lj ] = (i − j)Li+j , and let W+ be the
subalgebra generated by {Lk}k≥−1. Then, Section 2 is fully devoted to the study of the maps
of Lie algebras
ρ : W+ −→ D1,
where D1 := D1C((z))/C(C((z)),C((z)))) denotes the algebra of first-order differential opera-
tors of C((z)). Then, the Virasoro constraints will be written down in terms of the operators
L˜k := ρ(Lk). Some results of this section deserve special attention. For instance, Theorem 2.1
deals with explicit expressions for ρ; it claims that there is a 1-1-correspondence:{
ρ ∈ HomLie-alg
(W+,D1)
s.t. ρ 6= 0
}
1-1←→
{
(h(z), c, b(z)) s.t. h′(z) ∈ C((z))∗
c ∈ C, b(z) ∈ C((z))
}
, (1.2)
which is explicitly given by
ρ(Li) =
−h(z)i+1
h′(z)
∂z − (i+ 1)c · h(z)i + h(z)
i+1
h′(z)
b(z).
Other results are concerned with the classification of Im ρ as a subalgebra of D1 (Theorem 2.7),
with its conjugacy class (Theorem 2.9) as well as with the isomorphism classes of its central
extensions (Theorem 2.14).
The second main problem to be tackled is the explicit description of the vector space U , which
is the main topic in Section 3. To begin with, we examine what the stabilizer of a subspace
stable under ρ looks like, and, since it turns out to be C[h(z)] (Theorem 3.1), we conclude
that, for the goals of this paper, we may restrict our study to the case of those maps ρ with
h(z) = z−2 under the correspondence (1.2). Now, let us comment on a technical issue which
is crucial in our approach. Observe that for any 1-dimensional C((z))-vector space V , it holds
that the bosonization isomorphism establishes an identification H0(Gr(V ),Det∗) = Λ
∞
2 V '
C[[t1, t2, . . .]] that is compatible with the actions of the Virasoro algebra on Λ
∞
2 V and that of
the Witt algebra on Gr(V ). Thus, instead of C((z)) we may use any 1-dimensional C((z))-vector
space V . Note that replacing one vector space by another amounts to conjugating the operators.
Regarding τ -functions, which are our object of interest, observe that two subpaces U1 ∈ Gr(V1)
and U2 ∈ Gr(V2) will share the same τ -function as long as there is an isomorphism V1 ∼→ V2
mapping U1 to U2. An explanation for this lies in the property that the τ -function of a point U
depends only on the coordinates of vectors of U w.r.t. a basis of V and not on V or U themselves.
Thus, (C((z)), ρ) can be replaced by another 1-dimensional C((z))-vector space endowed with
the action induced by ρ by conjugation.
Then, it will be proved that, for each solution w(z) of the Airy equation, there is a pair
(V wv, ρwv) as above, where v depends only on ρ, and a subspace U(w) of V wv satisfying U(w) ∈
Gr(V wv), z−2U(w) ⊂ U(w) and ρwv(Lk)U(w) ⊆ U(w). It follows that τU(w)(t) ∈ C[[t1, t3, . . .]]
is the desired function that solves KdV and Virasoro simultaneously. This is the main result of
the paper (Theorem 3.12).
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Once the function has been found, we may wonder about the dependence on the choice of w
and whether there is more than one map producing the same function. The answer is that
∂t2i+1∂t2j+1 log τU(w)(t), for i, j ≥ 0, does not depend on the w chosen (Theorem 3.16). Further,
the following result on uniqueness holds: let ρ1 and ρ2 be given and let τ1(t) and τ2(t) be
two solutions of the KdV hierarchy and of the Virasoro constraints attached to ρ1 and to ρ2;
then, the second derivatives of their logarithms coincide if and only if the Virasoro constraints
for ρ1 and ρ2 coincide (Theorem 3.17). In a simpler way, the theory (i.e., KdV plus Virasoro)
determines uniquely the τ -function and conversely.
In the last section (see Section 4) some applications are offered. First, our results are tested
against the well known case of 2D gravity. Using [8, 9, 17, 21, 23, 25] as the guidelines of
the theory, we shall check that our formalism fits perfectly within the algebraic manipulation
of the Virasoro algebra appearing in the 2D gravity. In particular, the fact that the partition
function satisfies KdV and Virasoro follows from the very construction and does not need further
proof.
A salient by-product emerge from a closer analysis of the subspace U and whose study deserves
future research. First in Section 4.2, Krichever theory allows us to give an alternative description
of U in terms of algebraic curves. Namely, under the hypotheses of Theorem 3.12, it holds that U
is defined by a 2:1-cover X → P1 together with a rank 1 torsion free sheaf on X. Moreover,
certain variations of the curve would be governed by the Painleve´ equations and correspond
to isomonodromic deformations. Second, one can easily check that the pair (C((z)), ρ) defines
a Gl(n)-oper on the punctured disk, SpecC((h(z)−1)). We hope that our construction might
be better understood within the framework of Frenkel’s approach to the geometric Langlands
program [14].
On the other hand, the pair (C((z)), ρ) defines a Gl(n)-oper on the punctured disk,
SpecC((h(z)−1)). Section 4.3 is concerned with this construction which is the D arrow of
the above diagram for h(z) = z−2. It would be natural to expect a generalization of the relation
between actions of a formal loop group (see Corollary 2.2) and opers on the punctured disk and,
therefore, we believe that our construction might be better understood within the framework of
Frenkel’s approach to the geometric Langlands program [14].
Finally, we show that the families of Virasoro algebras used in [23, 27, 29, 30, 32, 33] for the
study of the topological recursion also fit into our framework and have a natural geometrical
interpretation (see Section 4.4). In particular, it’s shown that a family of τ -functions satisfying
KdV and Virasoro is equivalent to a family of actions of the Witt algebra. It is worth noticing
that there are instances of such 1-parameter families (e.g., the sine curve in [32]) which are
indeed the spectral curve in Eynard–Orantin theory.
Before finishing this introduction, let us mention some problems that, in our opinion, can
be studied with our techniques. For instance, regarding Theorem 3.17, we point out that these
functions arise in the study of monodromy-preserving deformations as well as in the theory
of Frobenius manifolds (e.g., [10] and [17, Section 8]). Second, the families of actions given
in Section 4.4 suggests the possibility of connecting our approach with the computation of the
τ -function as a matrix integral (e.g., [1]). Finally, we shall extend our formalism to include
special second-order differential operators in order to study loop equations and cut-and-join
operators and to consider the case of the n-KdV hierarchy.
2 Actions of Witt algebras
Let W be the Witt algebra; that is, the Lie algebra that is freely generated by {Lk | k ∈ Z}
as a C-vector space and endowed with the following Lie bracket [Li, Lj ] = (i − j)Li+j . Let us
denote by W+ ⊂ W the Lie subalgebra generated by {Lk|k ≥ −1}.
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Let V denote a 1-dimensional C((z))-vector space and let D1C((z))/C(V, V ) be the Lie algebra
generated by first-order differential operators. The symbol map is
σ : D1C((z))/C(V, V ) −→ DerC
(
C((z))
)
= C((z))∂z
∼→ C((z)),
where the last map sends f(z)∂z to f(z).
2.1 General form
We are interested in pairs (V, ρ) consisting of a 1-dimensional C((z))-vector space, V , and a Lie
algebra homomorphism:
W+ ρ−→ D1C((z))/C(V, V ).
For the sake of brevity and when no confusion arises, the pair (V, ρ) will be called an action
of W+.
In this subsection we shall focus on the case of V = C((z)). Nevertheless, similar results
can be proved for V arbitrary by fixing an isomorphism V ' C((z)) (see Section 2.2 for the
dependence on the choice of the isomorphism).
Although a lot of properties on W-modules are known, the following explicit description of
its actions on D1C((z))/C(C((z)),C((z))) seems to be brand new (see also Remark 2.15) except for
the result of Kirillov when studying discrete series of unirreps for Virasoro in terms of univalent
functions [24].
Theorem 2.1. Let V be C((z)) and ρ : W+ → D1C((z))/C(V, V ) be a C-linear map such that
ρ 6= 0. Then, the map ρ is a Lie algebra homomorphism if and only if there exist functions
h(z), b(z) ∈ C((z)) and a constant c ∈ C such that h′(z) 6= 0 and
ρ(Li) =
−h(z)i+1
h′(z)
∂z − (i+ 1)ch(z)i + h(z)
i+1
h′(z)
b(z). (2.1)
Proof. The converse is a straightforward computation. Let us prove the direct one.
Let us write ρ(Lk) = ak(z)∂z + bk(z). Since ρ is a map of Lie algebras, the expression of the
bracket [Li, Lj ] = (i− j)Li+j implies the following set of equations
ai(z)a
′
j(z)− aj(z)a′i(z) = (i− j)ai+j(z), (2.2)
ai(z)b
′
j(z)− aj(z)b′i(z) = (i− j)bi+j(z). (2.3)
Observe that if a−1(z) = σ(ρ(L−1)) = 0, then we let i be equal to −1 in equation (2.2) and
have that aj(z) = 0 for all j ≥ −1. Substituting in equation (2.3), it follows that ρ ≡ 0.
Hence, we now assume that a−1(z) = σ(ρ(L−1)) 6= 0. Let us fix L−1 and solve this system
in terms of its coefficients.
Letting i = −1 in equation (2.2), dividing by a−1(z)2 and integrating, it follows that aj(z) =
−(1 + j)a−1(z)
∫ z
aj−1(t)a−1(t)−2 d t. Hence, aj(z) can be determined recursively from a−1(z).
Indeed, the case j = 0 yields a0(z) = a−1(z)(α −
∫ z d t
a−1(t)) for α ∈ C. Since a−1(z), a0(z) ∈
C((z)), it follows that (α−∫ z d ta−1(t)) must lie in C((z)); i.e., there exists h(z) ∈ C((z)) such that
a−1(z) =
−1
h′(z)
.
Thus, setting the free term of h(z) to be equal to that constant, it follows that
a0(z) =
−h(z)
h′(z)
.
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Now, induction procedure proves straightforwardly that
ai(z) =
−h(z)i+1
h′(z)
.
Let us now focus on the bi variables. Firstly, let us deal with the case h(z) = z
n; hence,
ai(z) = − 1nzni+1 and equation (2.3) has the following shape
− 1
n
zni+1b′j(z) +
1
n
znj+1b′i(z) = (i− j)bi+j(z). (2.4)
Let us write bj(z) as
∑
k bj,kz
k, where bj,k = 0 for k  0. Computing the coefficients of zk, in
equation (2.3) one has the relation(
− 1
n
(k − ni)bj,k−ni + 1
n
(k − nj)bi,k−nj
)
= (i− j)bi+j,k.
The case j = 0 implies that (k−ni)bi,k = (k−ni)b0,k−ni and, therefore bi,k = b0,k−ni for k 6= ni;
that is, the difference between z−nibi(z) and b0(z) is a constant. Expressing this condition in
terms of b−1(z), the following formula for bi(z) holds
bi(z) =
(
ci + b−1(z)zn
)
zni (2.5)
for some ci ∈ C and c−1 = 0. Plugging this into equation (2.3) and setting i equal to −1, we
find a constraint for the ci
jcj + c−1 − (j + 1)cj−1 = 0, c−1 = 0,
whose general solution is
cj = −c · (j + 1) (2.6)
for a complex number c = −c0 ∈ C. Bearing in mind that h′(z) is invertible, there is no harm in
assuming that b−1(z) is of the form 1h′(z)b(z). Thus, from equations (2.5) and (2.6), the general
solution for the case h(z) = zn is
bi(z) =
(
−(i+ 1)c+ zn b(z)
nzn−1
)
zni. (2.7)
The general case, i.e., for h(z) arbitrary, follows from the fact that there is a C-algebra
automorphism of C[[z]], φ, such that φ(h(z)) = zn where h(z) = anzn + an+1zn+1 + · · · and
an 6= 0. That is, in order to solve equation (2.3), we consider φ, such that φ(h(z)) = zn. We
transform equation (2.3) by φ, which is equation (2.4), and consider its solutions (2.7). Thus,
transforming the solutions by the inverse automorphism, φ−1, we have that the general solution
for equation (2.3) is as follows
bi(z) =
(
−(i+ 1)c+ h(z) b(z)
h′(z)
)
h(z)i. 
Observing that in the previous proof only the operators ρ(Li) for i = −1, 0 were necessary,
we have the following:
Corollary 2.2. The restriction maps
sl2(C) ' 〈L−1, L0, L1〉 ⊂ W+ ⊂ W
induce isomorphisms
HomLie-alg
(W,D1) ∼→ HomLie-alg (W+,D1) ∼→ HomLie-alg (sl2(C),D1),
where D1 denotes D1C((z))/C(C((z)),C((z))). Under these isomorphisms, the sl2(C) representa-
tion associated to ρ (attached to (h(z), c, b(z))) has Casimir operator 1 + 4c2.
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Remark 2.3. The combination of Corollary 2.2 and formula (2.1) with h(z) = z−1 + d for
d ∈ C agrees with Mulase’s result on injective Lie algebra morphisms from sl2(C) to D1 [31,
Proposition 8.6].
Remark 2.4. The reason for restricting ourselves to the case of first-order differential operators
of V instead of more general operators relies on the fact that this is the case in most situations,
e.g., 2D gravity. From a more theoretical point of view, the equivalence of categories between
Atiyah algebras and differential operator algebras [5], means that D1C((z))/C(V, V ) is the natural
candidate to begin with. Consequently, one expect a link with he moduli space of pairs consisting
of a curve and a line bundle on it, since the Lie group associated with D1C((z))/C(V, V ) uniformizes
this moduli space [18]. By studying higher order differential operators, one may relate this with
the study W -algebras (and their representation theory, etc. [16], [1, Section 1.2]).
Remark 2.5. It holds that[
ρ(Lk), h(z)
j
]
= −j · h(z)k+j (2.8)
as C-linear operators on V . For g(z) ∈ C((z)) arbitrary, it holds that [ρ(Lk), g] = −h(z)
k+1
h′(z) g
′(z).
Corollary 2.6. If σ(ρ(L−1)) 6= 0, then ρ and σ ◦ ρ are injective and Im(σ ◦ ρ) = 1h′(z)C[h(z)].
Proof. Let us prove that σ ◦ ρ is injective. Let us assume that a linear combination ∑k λkLk
lies on the kernel of σ ◦ρ; that is, σ(ρ(∑k λkLk)) = 0. The previous Theorem yields the identity
σ(ρ(Lk)) = −h(z)
k+1
h′(z) , and therefore we have that
0 = σ
(
ρ
(∑
k
λkLk
))
=
(∑
k
λkh(z)
k+1
)
σ
(
ρ(L−1)
)
.
Since σ(ρ(L−1)) = − 1h′(z) 6= 0, it follows that λk = 0 for all k, and the claim is proved.
Second, the injectivity of σ ◦ ρ implies the injectivity of ρ. Finally, Im(σ ◦ ρ) = 1h′(z)C[h(z)]
follows easily from equation (2.1). 
Let v : C((z)) → Z ∪ {∞} be the valuation associated with z; that is, v(0) = ∞ and, for
h(z) 6= 0, v(h(z)) = a iff a is the largest integer number such that h(z) ∈ zaC[[z]] and, in this
situation, a will be called the order of h.
Theorem 2.7. For i = 1, 2, let hi(z), bi(z) ∈ C((z)) and ci ∈ C with h′i(z) 6= 0. Let (V =
C((z)), ρi) be the action of W+ associated with elements hi(z), bi(z), ci, as in Theorem 2.1.
If Im ρ1 = Im ρ2 and the signs of v(h1(z)) and v(h2(z)) are equal and negative, then b1(z) =
b2(z), c1 = c2 and h1(z) = αh2(z) + β for some α ∈ C∗, β ∈ C.
Conversely, if b1(z) = b2(z), c1 = c2 and h1(z) = αh2(z) + β for some α ∈ C∗, β ∈ C, then
Im ρ1 = Im ρ2. Moreover, there exists a Lie algebra automorphism φ ofW+ such that ρ2 = ρ1◦φ.
Proof. From the hypothesis Im ρ1 = Im ρ2, it holds that there exist {λkl | k, l ≥ −1} such that
ρ1(Lk) =
∑
l≥−1
λklρ2(Ll).
By the explicit expression obtained in Theorem 2.1, this identity is equivalent to the equations
h1(z)
k+1
h′1(z)
=
∑
l≥−1
λkl
h2(z)
l+1
h′2(z)
(2.9)
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and
h1(z)
k+1
h′1(z)
b1(z)− (k + 1)c1h1(z)k =
∑
l≥−1
λkl
(
h2(z)
l+1
h′2(z)
b2(z)− (l + 1)c2h2(z)l
)
. (2.10)
Observe that the derivative of equation (2.9) w.r.t. z yields
(k + 1)h1(z)
k − h1(z)
k+1h′′1(z)
h′1(z)2
=
∑
l≥−1
λkl
(
(l + 1)h2(z)
l − h2(z)
l+1h′′2(z)
h′2(z)2
)
=
∑
l≥−1
λkl(l + 1)h2(z)
l − h1(z)
k+1
h′1(z)
· h
′′
2(z)
h′2(z)
. (2.11)
One computes equation (2.10) plus equation (2.9) times (−b2(z)) plus equation (2.11) multiplied
by c2, and one obtains
h1(z)
k+1
h′1(z)
(
(b1(z)− b2(z))− (k + 1)(c1 − c2)h
′
1(z)
h1(z)
−
(
h′′1(z)
h′1(z)
− h
′′
2(z)
h′2(z)
)
c2
)
= 0.
Since this holds for all k ≥ −1, it follows that
c1 − c2 = 0, (b1(z)− b2(z))−
(
h′′1(z)
h′1(z)
− h
′′
2(z)
h′2(z)
)
c2 = 0. (2.12)
Hence c1 = c2.
Further, Corollary 2.6 shows that 1
h′1(z)
C[h1(z)] = 1h′2(z)C[h2(z)]. Hence, there are polyno-
mials pi such that
1
h′1(z)
= p2(h2(z))
h′2(z)
and 1
h′2(z)
= p1(h1(z))
h′1(z)
. These identities imply that
p1(h1(z))p2(h2(z)) = 1
and, thus
deg(p1)v(h1(z)) + deg(p2)v(h2(z)) = 0.
The assumption about the signs of v(hi(z)) implies that pi is constant for i = 1, 2, say p1(x) =
α ∈ C∗. And, therefore, h′1(z) = αh′2(z), so that there exists β ∈ C with h1(z) = αh2(z) + β.
Finally, substituting in equation (2.12), one has that b1(z) = b2(z).
Let us now prove the converse. Using the formula (2.1), it is straightforwardly checked that
ρ2(L−1) =
1
α
ρ1(L−1),
ρ2(Li) = h2(z)
i
(
h2(z)
α
ρ1(L−1)− (i+ 1)c
)
∀ i ≥ −1.
Our first task is to prove that ρ2(Li) is a linear combination of {ρ1(Lk)}. Let us compute ρ2(Li)
ρ2(Li) = (αh1(z) + β)
i
(
αh1(z) + β
α
ρ1(L−1)− (i+ 1)c
)
= αi
(
h1(z) +
β
α
)i(
h1(z)ρ1(L−1) +
β
α
ρ1(L−1)− (i+ 1)c
)
= αi
 i∑
j=0
(
i
j
)
h1(z)
j(
β
α
)i−j
(h1(z)ρ1(L−1) + β
α
ρ1(L−1)− (j + 1)c+ (j − i)c
)
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= αi
i∑
j=0
(
i
j
)(
β
α
)i−j (
ρ1(Lj) + h1(z)
j
(
β
α
ρ1(L−1)(j − i)c
))
= αi
i∑
j=0
(
i
j
)(
β
α
)i−j (
ρ1(Lj) +
β
α
(
ρ1(Lj−1) + jch1(z)j−1
)
+ (j − i)ch1(z)j
)
.
Bearing in mind that the term
i∑
j=0
(
i
j
)(
β
α
)i−j (β
α
(
jch1(z)
j−1)+ (j − i)ch1(z)j)
vanishes identically, the above expression yields
ρ2(Li) = α
i
i∑
j=0
(
i
j
)(
β
α
)i−j (
ρ1(Lj) +
β
α
ρ1(Lj−1)
)
=
(
β
α
)i+1
ρ1(L−1) +
i−1∑
j=0
((
i
j
)
+
(
i
j + 1
))(
β
α
)i−j
ρ1(Lj) + ρ1(Li).
This explicit expression shows at once that Im ρ2 = Im ρ1.
Finally, consider
φ(Li) :=
(
β
α
)i+1
L−1 +
i−1∑
j=0
(
i+ 1
j + 1
)(
β
α
)i−j
Lj + Li.
The fact that φ = (ρ1|Im ρ1)−1 ◦ρ2 implies that φ is a Lie algebra automorphism ofW+ and that
ρ2 = ρ1 ◦ φ. 
Example 2.8 (m-reduced KP hierarchy). In particular, it is easy to check that given an action
(V, ρ) and a non-zero integer number m, the map ρm(Lk) :=
1
mρ(Lmk) gives rise to another
action of W+ on V
[ρm(Li), ρm(Lj)] =
1
m2
[ρ(Lmi), ρ(Lmj)] =
1
m2
(mi−mj)ρ(Lm(i+j))
= (i− j) 1
m
ρ(Lm(i+j)) = (i− j)ρm(Li+j).
Moreover, an easy computation yields
ρm(Lk) =
1
m
ρ(Lmk) = −h(z)
mk+1
mh′(z)
∂z − 1
m
(mk + 1)ch(z)mk +
h(z)mk+1
mh′(z)
b(z).
Thus, this action corresponds to the data h˜(z) = h(z)m, c˜ = c and b˜(z) = (1−m)ch′(z)h(z) + b(z).
2.2 Conjugation
Let us now introduce a generalization of the notion of conjugated action that will be needed
later on.
Let us begin with an example. Assume we have a differential equation Pψ(z) = 0 and we
want to solve it by virtue of a replacement ψ(z) = v(z)φ(z), for a given function v(z); that
is, we shall solve P (v(z)φ(z)) = 0 for an unknown function φ(z). This is equivalent to solving
(v(z)−1 ◦ P ◦ v(z))φ(z) = 0, where v(z) is regarded as an operator; namely, the homothety of
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ratio v(z). For instance, if P is a first-order differential operator with symbol σ(P ), it holds
that
v(z)−1(Pψ(z)) =
(
v(z)−1 ◦ P ◦ v(z))φ(z) = (P + σ(P )v′(z)
v(z)
)
φ(z).
Therefore, solving the differential equation Pψ(z) = 0 is equivalent to solving(
P + σ(P )
v′(z)
v(z)
)
φ(z) = 0.
Observe that, from the point of view of analysis, the space of functions in which ψ and φ lie
might be different (e.g., different convergence domains, etc.). In particular, conjugation is an
instance of gauge transformation.
Let us recall from [18] the definition of the group of semilinear transformations and some
of its properties. The group of semilinear transformations of a finite-dimensional C((z))-vector
space V , denoted by SGlC((z))(V ), consists of C-linear automorphisms γ : V → V such that there
exists a C-algebra automorphism of C((z)), g, satisfying
γ(f(z) · v) = g(f(z)) · γ(v) ∀ f(z) ∈ C((z)), v ∈ V, (2.13)
and, therefore, SGl(C((z))) = AutC-algC((z))nC((z))∗.
The Lie algebra of SGlC((z))(V ) consists of first-order differential operators on V with scalar
symbol, D1C((z))/C(V, V ), and the symbol coincides with the map induced by the group homo-
morphism that sends γ to g (related by equation (2.13)) between their Lie algebras.
Theorem 2.9. The space HomLie-alg(W+,D1) \ {0} carries an action of the group SGl(C((z)))
by conjugation and the quotient space is Z× C× (C((z))/Zz−1 + C[[z]]).
Proof. Let us begin studying the action of the automorphism group G := AutC-algC((z)) (for
a study and applications of this group, see [34]). Let us denote elements of G with big Greek
letters (Φ,Ψ, . . .) and, for each of them, let the corresponding small Greek letter denote the
image of z; that is
Φ(f(z)) = f(φ(z))
and observe that v(φ(z)) = 1 in order for Φ to be an isomorphism.
We consider the action of G on the space of actions by conjugation; i.e.,
(Φ, ρ) 7→ ρΦ where ρΦ(Lk) := Φ ◦ ρ(Lk) ◦ Φ−1 ∀ k.
Let us check that this definition makes sense. Let ρ be given by a triple (h(z), c, b(z)). It is
straightforward that
ρΦ(L−1)f(z) =
(
Φ ◦ ρ(L−1) ◦ Φ−1
)
f(z) = Φ
((
− 1
h′(z)
∂z +
b(z)
h′(z)
)
f(φ−1(z))
)
=
(
−(φ
−1)′(φ(z))
h′(φ(z))
∂z +
b(φ(z))
h′(φ(z))
)
f(z).
Note that expanding and derivating the identity Φ ◦ Φ−1(z) = z, one gets that (φ−1)′(φ(z)) ·
φ′(z) = 1 and, thus
(φ−1)′(φ(z))
h′(φ(z))
=
1
∂zh(φ(z))
.
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Summing up, the transformation Φ acts on triples as follows
(Φ, (h(z), c, b(z))) 7→ (h(φ(z)), c, b(φ(z))).
Second, we study the action of C((z))∗. Bearing in mind the discussion of the beginning of
this subsection, we consider the action
(s(z), ρ) 7→ (s(z) ◦ ρ ◦ s(z)−1),
so that, in terms of triples, it holds that
(s(z), (h(z), c, b(z))) 7→
(
h(z), c, b(z)− s
′(z)
s(z)
)
.
One checks easily that the first defined action intertwines the second one; that they yield
an action of the semidirect product GnC((z))∗; and that the quotient space under this action
is Z× C× (C((z))/Zz−1 + C[[z]]), where an action ρ, corresponding to a triple (h(z), c, b(z)) is
mapped to (v(h(z)), c, b¯(z)) (b¯(z) being the equivalence class of b(z)). 
Nevertheless, the conjugation also makes sense if v(z) is replaced by any linear operator on
the space of functions such that v
′(z)
v(z) can be identified with an element in C((z)). This is the case
of the example at the beginning of this subsection, but it also holds for functions v(z) admitting
an asymptotic expansion at 0. For instance, for the formal expression v(z) := exp(
∫
s(z) d z)
where s(z) ∈ C((z)), the quotient v′(z)v(z) will be identified with s(z). Indeed, the conjugation by
exp(−23z−3) was used in [21] when solving a differential equation. For another example, let us
consider v(z) to be a solution of the second-order differential equation v′′(z) + 12S(h)v(z) = 0,
where S(h) denotes the Schwarzian derivative of h, such that v
′(z)
v(z) ∈ C((z)), which holds true
in many cases (e.g., when S(h) ∈ C((z))).
It is worth noticing that once v
′(z)
v(z) is thought of as an element of C((z)),
v′′(z)
v(z) will be identified
with
(v′(z)
v(z)
)2
+
(v′(z)
v(z)
)′ ∈ C((z)). By abuse of notation, we define d log v(z) := v′(z)v(z) .
Thus, for P ∈ D1(C((z))) and v(z) as above, we consider another first-order differential
operator P v ∈ D1(C((z))⊗C Cv(z)) defined by
P v(f(z)⊗ v(z)) :=
((
P + σ(P )
v′(z)
v(z)
)
(f)
)
⊗ v(z).
The induced map from D1(C((z))) to D1(C((z))⊗C Cv(z)) is a Lie algebra homomorphism.
Definition 2.10. The conjugated action of (V, ρ) by v(z) is the pair (V v, ρv), consisting of the
1-dimensional C((z))-vector space V v := V ⊗C Cv(z) together with the action defined by
ρv(Lk)(f(z)⊗ v(z)) :=
(
ρ(Lk)(f(z)) + σ(ρ(Lk))f(z)
v′(z)
v(z)
)
⊗ v(z). (2.14)
In particular, if the data h(z), c, b(z) define an action ρ, then h(z), c, b(z)− v′(z)v(z) define ρv.
Remark 2.11. Our generalized notion of conjugation allows us to consider other actions
of C((z)). For instance, if we consider s(z) ∈ C((z)) acting by conjugation by exp(s(z)) (resp.
exp(
∫
s(z))), then the quotient space by GnC((z)) is Z×C×C/Z (resp. Z×C, which is related
to Theorem 2.14).
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2.3 Central extensions
Recall from [3] that, given a pair (V, V+) consisting of a C-vector space and a subspace of it,
there exists a C-scheme whose rational points correspond to the vector subspaces W ⊆ V such
that
W ∩ V+ and V/W + V+
are finite-dimensional vector spaces over C. It is called the Sato Grassmannian or infinite
Grassmannian of V (see [39] for an analytical approach).
Further, the group SGl(C((z))) acts on the Sato Grassmannian of V , Gr(V ), preserving the
determinant bundle DetV . This has two significant consequences. Firstly, this group also acts
on the projectivization of H0(Gr(V ),Det∗V ), making the Plu¨cker embedding equivariant
Gr(V ) ↪→ PH0(Gr(V ),Det∗V )∗.
Second, the group of automorphisms of DetV that lift automorphisms of Gr(V ) defined by
elements of SGlC((z))(V ); i.e.,
S˜GlC((z))(V ) :=

Det∗V
∼ //

Det∗V

Gr(V ) ∼
g // Gr(V )
where g ∈ SGlC((z))(V )

defines a canonical central extension
1→ C∗c→ S˜GlC((z))(V )→ SGlC((z))(V )→ 1, (2.15)
where c is the central element (central charge).
Now, let us assume that an action (V, ρ) of W+ is given. Since ρ can be extended to W, we
may consider the pullback of the central extension of Lie algebras induced by (2.15) and obtain
a central extension W˜ of W
0→ Cc→ W˜ →W → 0,
where we recall that W˜ =W ⊕ Cc, as vector spaces. Its Lie bracket will be computed below.
Remark 2.12. Recall that the multiplicative group C((z))∗ acts by homotheties on Gr(V ) and
by conjugation (i.e., gauge transformation) on SGlC((z))(V ). Furthermore, the action map
SGlC((z))(V )×Gr(V ) −→ Gr(V )
is equivariant with respect to these actions. Thus, for fixed U ∈ Gr(V ), the map induced by
the orbit map at the level of tangent spaces
TId SGlC((z))(V ) ' D1C((z))/C(V, V ) −→ TU Gr(V ) ' Hom(U, V/U)
intertwines gauge transformations (on the l.h.s.) and KP flows (on the r.h.s.). In fact, require-
ments (ii′) and (iii′) of the introduction, z−2U ⊂ U and L˜kU ⊆ U , should be understood at the
tangent space TU Gr(V ).
In fact, once (V, ρ) is given, the above discussion allows us to obtain a natural map at the
level of tangent spaces
W+ ρ // D1C((z))/C(V, V ) // Hom(U, V/U),
L  // U ↪→ V ρ(L)→ V → V/U,
(2.16)
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where U is a point in Gr(V ) and we observe that this map can be extended to W and that the
equivariance of the Plu¨cker morphism yields a natural map
W˜ ρˆ // H0(Gr(V ),Det∗V )∗ ∼ // C[[t1, t2, . . .]],
L  // evaluation at ρ(L)(U)  // ρˆ(L)τU (t)
(c, being the central element, acts as a homothety).
Remark 2.13. It is worth pointing out that H0(Gr(V ),Det∗V ), also written as Λ
∞
2 V in the
literature, corresponds to the formulation in terms of fermions and that the isomorphism on
the r.h.s. is the bosonization morphism (see, e.g., [20]). Observe that the rightmost term of the
previous map, C[[t1, t2, . . .]], does not depend on V since the τ -function of a point U depends
only on the coordinates of vectors of U w.r.t. a basis of V but not on the basis (e.g., [25,
Lemma 4.2.]).
Our next task is concerned with the explicit computation of the Lie bracket of W˜ or, tanta-
mount to this, with the classification of W˜ as a central extension. Since H2(W,C) ' C and it
is generated by the cocycle of the Virasoro algebra, Vir(Lr, Ls) = δr,−s r
3−r
12 , it follows that the
2-cocycle classifying the central extension W˜ has to be a multiple of Vir.
It is known that the cocycle of the extension (2.15) is the so-called Gelfand–Fuchs cocycle
whose general expression reads as follows (see, for instance, [20, 19])
Ψ
(
a(z)∂rz , b(z)∂
s
z
)
:=
r!s!
(r + s+ 1)!
Res
z=0
(
∂s+1z a(z)∂
r
zb(z)
)
d z. (2.17)
This means that W˜, generated by {Lk, c}, carries the Lie bracket
[Lr, Ls] := (r − s)Lr+s + Ψ(Lr, Ls)c.
Theorem 2.14. Let (V, ρ) be given. The isomorphism class of the 2-cocyle of W˜, Ψ, is
−2(1− 6c+ 6c2)v(h(z)) Vir,
where h(z), c are given by Theorem 2.1.
Proof. Let us recall what a 2-coboundary looks like. A 2-cocycle
α : W ×W → C
is a 2-coboundary iff there exists a linear map f : W → C such that
α(L,L′) = f([L,L′]).
Thus, in our case, since {Lr | r ∈ Z} is a basis of W, a function f : W → C is expressed as
f =
∑
r fr∆r, where fr ∈ C and {∆r} is the dual basis; i.e., ∆r(Ls) = δr,s (and, hence,
fr = f(Lr)). In the case of W, it follows that α is a 2-coboundary iff there exist constants {fr}
such that α(Lr, Ls) = (r− s) · fr+s; or, equivalently, there exists a function f¯ : Z→ C such that
α(Lr, Ls) = (r − s)f¯(r + s).
Observe that the isomorphism class of Ψ is a multiple of Vir and it suffices to compute the
quotient of Ψ(ρ(Lr), ρ(L−r)) by r
3−r
12 , where Ψ is given by equation (2.17). We do not care
about the remainder, since it will take the form of a 2-coboundary.
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Note that the isomorphism class of Ψ does not depend on the conjugacy class of ρ, so that
it can be assumed that V = C((z)) and, further, h(z) and c are invariant under conjugation
(see Section 2.2). Thus, given h(z), c, b(z) and ρ in the form of Theorem 2.1, one has that
Ψ(ρ(Lr), ρ(L−r)) is the residue at z = 0 of the following expression
1
3!
(
∂2z
(−h(z)r+1
h′(z)
)
∂z
(−h(z)−r+1
h′(z)
))
+
1
2!
(
∂z
(−h(z)r+1
h′(z)
)
∂z
(
(1− r)ch(z)−r + h(z)
−r+1
h′(z)
b(z)
))
+
1
2!
(
∂2z
(
−(r + 1)ch(z)r + h(z)
r+1
h′(z)
b(z)
)(−h(z)−r+1
h′(z)
))
+
(
∂z
(
−(r + 1)ch(z)r + h(z)
r+1
h′(z)
b(z)
)(
(1− r)ch(z)−r + h(z)
−r+1
h′(z)
b(z)
))
.
Expanding this expression and dividing by r
3−r
12 , one obtains the following quotient
−2(1− 6c+ 6c2)h′(z)
h(z)
,
whose residue is equal to
−2(1− 6c+ 6c2)v(h(z))
and the result follows. 
Remark 2.15. Note that when c is an integer, the central extension admits an alternative
geometric construction, namely, the one induced by the action of C((z)) on Gr(C((z))(d z)⊗c)
(i.e., on the space of c-densities). This approach was used in [34] to offer a geometric formalism
of the bosonic string. It is worth pointing out that the actions attached to the data (h(z), c, b(z))
and to (h(z), 1− c, b(z)) are isomorphic.
Remark 2.16. Let D̂ (a.k.a. W1+∞) denote the unique non-trivial central extension of the
Lie algebra of differential operators on the circle. Owing to its presence in several topics, the
authors of [16] carried out an in-depth study of its representations with the help of the theory
of vertex operator algebras (voa). In this context, they consider two 1-parameter families of
Virasoro algebras (see [16, equation (1.7)]) {L+k (β) | k ∈ Z} and {L−k (β)|k ∈ Z}, where{
L+k (β) = −zk+1∂z − β(k + 1)zk | k ≥ −1
}
,{
L−k (β) = −zk+1∂z − (k + β(−k + 1))zk | k ≥ −1
}
,
which eventually play a relevant role in their results on conformal voa (see [16, Theorem 3.1.]).
Let us check that, for each β, these Virasoro algebras fit in our approach. For the case {L+k (β)}
the system is
−h(z)
i+1
h′(z)
= −zi+1, −(i+ 1)ch(z)i + b(z)
h′(z)
h(z)i+1 = −β(i+ 1)zi
and it yields h(z) = z, c = β and b(z) = 0. They show that the central charge, c(β), satisfies
c(β) = −2(6β2− 6β+ 1)c(1), and indeed this agrees with Theorem 2.14. For the second family,
{L−k (β)}, one obtains h(z) = z, c = 1− β and b(z) = (1− 2β)z−1.
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3 KdV and the string equation
3.1 Stabilizer
Following the notation of Section 2.1, let (V, ρ) be an action of W+.
Let U ⊂ V denote a C-vector subspace and let AU denote its stabilizer; that is
AU := Stab(U) = {f ∈ C((z)) | fU ⊆ U}.
We say that U is L−1-stable or stable under the action of L−1 when ρ(L−1)U ⊆ U . Similarly,
we say that U is W+-stable when ρ(L)U ⊆ U for all L ∈ W+; or, what is tantamount to this,
ρ(Lk)U ⊆ U for all k ≥ −1.
Let us fix the following notation. Let V+ ⊆ V denote a C[[z]]-submodule of V and, as above,
let v be the valuation defined by z.
Theorem 3.1. Let (V, ρ) be an action of W+ and let h(z) be given as in Theorem 2.1. Let U
be a subspace of V such that U 6= (0), U ∩ V+ is finite-dimensional and v(h(z)) < 0.
If U is L−1-stable and AU 6= C, then U is W+-stable and AU = C[h(z)].
Proof. First, let us show that v(f(z)) < 0 for each f(z) ∈ AU non-constant. Indeed, if
v(f(z)) > 0 then U ∩ V+ cannot be finite-dimensional since U 6= (0). On the other hand, if
v(f(z)) = 0, then f¯(z) := f(z) − f(0) belongs to AU and v(f¯(z)) > 0, which again contradicts
the hypotheses. Thus, it must hold that v(f(z)) < 0.
We shall now prove that AU ⊆ C[h(z)]. From the previous paragraph, let us take f(z) ∈ AU \
C[h(z)] such that v(f(z)) attains the value max{v(f(z)) | f(z) ∈ AU \C[h(z)]}. Since U is stable
under L−1 and under the multiplication by f(z), it follows that [f(z), ρ(L−1)] =
f ′(z)
h′(z) ∈ AU . Note
that v(f
′(z)
h′(z)) = v(f(z))− v(h(z)) > v(f(z)), since v(h(z)) is negative and v(f(z)) 6= 0. Bearing
in mind that f(z) is such that v(f(z)) is maximal among those elements of AU \ C[h(z)], we
have that
f ′(z)
h′(z)
∈ C[h(z)]
and, thus, f(z) ∈ C[h(z)]. That is, AU ⊆ C[h(z)].
Let us see that AU = C[h(z)]. Since AU 6= C, let p(x) be a non-constant polynomial of
minimal degree such that p(h(z)) ∈ AU . Similar to the above, one has that [p(h(z)), ρ(L−1)] =
p′(h(z)) ∈ AU and, thus, p′(x) must be constant and p(x) is of the form ax + b. Therefore,
C[h(z)] = C[p(h(z))] ⊆ AU ⊆ C[h(z)].
It remains to show that, in the case AU = C[h(z)], U is W+-stable. This follows from the
fact that h(z)U ⊆ U and from the relation ρ(Li) = h(z)i(h(z)ρ(L−1)− (i+1)c) for all i ≥ 0. 
Remark 3.2. The hypothesis v(h(z)) < 0 is satisfied in most relevant cases. For instance, if U
is W+-stable and U ∩ V+ is finite-dimensional, then v(h(z)) ≤ 0. Indeed, if v(h(z)) > 0, then
the operator h(z)i(h(z)ρ(L−1)− (i+ 1)c) would raise the order for all i 0 and, since U 6= (0),
U ∩ V+ could not be of finite dimension.
Remark 3.3. This result clearly unveils why the string equation together with the KdV hier-
archy (i.e., L−1-stability and h(z) = z−2) imply the Virasoro constraints (i.e., W+-stability).
On the other hand, the existence of points in the Grassmannian with trivial stabilizer that are
L−1-stable but not W+-stable is known [31, Section 8].
Given an action (V, ρ), let us introduce the first-order stabilizer of a subspace U ⊂ V as
A1U :=
{
D ∈ D1C((z))/C(V, V ) |D(U) ⊆ U
}
. (3.1)
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Then, for a W+-stable subspace U ⊂ V such that AU = C[h(z)], there is a canonical exact
sequence of Lie algebras
0 // AU // A
1
U
// DerC(AU ) // 0, (3.2)
and ρ induces a splitting of it. To prove this, one uses the sequence
0→ EndC((z)) V → D1C((z))/C(V, V )→ DerC
(
C((z))
)→ 0,
together with [18, Remark 3.9] and the explicit expressions of the operators ρ(Li) computed in
Theorem 2.1.
Remark 3.4. Note that if U is L-stable for L ∈ D1C((z))/C(V, V ), it follows that L ∈ AU ⊕
Im(ρ). Further, given an action (C((z)), ρ) and a W+-stable point U ∈ Gr(V ), then A1U =
C[h(z)]⊗C 〈1, ρ(L−1)〉 as a Lie subalgebra of D1C((z))/C(V, V ). It is worth mentioning the paper
[1, Section 2.1] where the authors study subspaces of the Sato Grassmannian, which are stable
by the multiplication by a power of z as well as by the action of a first-order differential operator.
Then, they investigate the matrix integral representation of the corresponding τ -function.
Remark 3.5. Recall from Remark 2.12 that the groups C((z))∗ and SGl(V ) act canonically
on the Sato Grassmannian. For U a point of Gr(V ), it is well known that the stabilizer, AU ,
coincides with the kernel of the differential of the orbit map, T1C((z))∗ → TU Gr(V ). Similarly,
in the case of semilinear automorphisms the orbit map at the tangent spaces reads as follows
D1C((z))/C(V, V ) = T1 SGl(V ) −→ HomC(U, V/U),
such that the first-order stabilizer A1U is its kernel.
Proposition 3.6. Let (C((z)), ρ) be an action associated with a triple (h(z), c, b(z)). Let U ⊂
C((z)) be a W+-stable subspace such that AU = C[h(z)]. Let A˜1U be the central extension of A1U
obtained from the exact sequence (2.15). Let b(z) =
∑
i biz
i.
If h(z) = z−n, bni−1 = 0 for all i ≥ 1 and b−1 = n+12 , then the exact sequence of Lie algebras
0→ Cc→ A˜1U → A1U → 0
splits.
Proof. Similarly to the proof of Theorem 2.14, we shall compute Ψ, the Gelfand–Fuchs cocycle
(equation (2.17)), for a basis of A1U . Recall that a basis is given by ρ(Lk) for k ≥ −1 and
by h(z)k for k ≥ 0.
Recall that
Ψ(ρ(Lr), ρ(Ls)) =
(
1− 6c+ 6c2)nr3 − r
6
δr,−s,
which vanishes for r, s ≥ −1.
Secondly, note that Ψ(h(z)r, h(z)s) = −rnδr,−s and that, hence, it vanishes for r, s ≥ 0.
Finally, a straightforward computation yields
Ψ
(
ρ(Lr) + (r + 1)ch(z)
r, h(z)s
)
= Ψ
(
−h(z)
r+1
h′(z)
∂z, h(z)
s
)
+ Ψ
(
h(z)r+1
h′(z)
b(z), h(z)s
)
=
1
2
Res
z=0
(
∂z
(
−h(z)
r+1
h′(z)
)
∂z(h(z)
s)
)
d z + Res
z=0
(
∂z
(
h(z)r+1
h′(z)
b(z)
)
h(z)s
)
d z
=
1
2
(nr − 1)nsδr,−s + nsbn(r+s)−1,
which vanishes for all r ≥ −1, s ≥ 0, because of the hypotheses on the coefficients bi. 
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Example 3.7. Let us consider the case where h(z) = z−2 and b−1 ∈ 12Z \ Z. We will see that
there exists s(z) ∈ C((z)) such that the sequence for A˜1s(z)U is split. First of all, note that for
s¯(z) = 1 +
∑
i>0
siz
2i ∈ C[[z]]∗, it holds that the stabilizer of s¯(z)U is generated by h(z)r for
r ≥ 0 and by ρs¯(z)(Lr) for r ≥ −1 where, as in Section 2.2, ρs¯(z) is the conjugation of ρ by the
homothety s¯(z). Then, by Section 2.2, ρs¯(z) is associated with data (h(z) = z−2, c, b(z)− s¯′(z)s¯(z) ).
Hence, for s¯(z) satisfying s¯
′(z)
s¯(z) =
∑
i≥0
b2i+1z
2i+1, we may assume that b2i+1 = 0. The same
argument, for the conjugation by the homothety zk with k = b−1 − 32 ∈ Z, shows that we may
assume b−1 = 32 . That is, the desired series s(z) equals z
ks¯(z).
Corollary 3.8. Let U ⊂ C((z)) be a subspace with AU = C[h(z)] and stable under an action
(C((z)), ρ) defined by a triple (h(z), c, b(z)).
There exists a semilinear transformation g ∈ SGl(C((z))) such that A˜1g(U), the central exten-
sion of A1g(U), is split iff b−1 ∈ 12Z \ Z.
Proof. The conclusion follows from Theorem 2.9 and Proposition 3.6. 
Remark 3.9. The condition on the residue was also obtained, from another point of view, by
Schwarz, see [37, equation (29)].
Let us say a word on the relevance of this corollary. Observe that A1U acts on C((z)) while
its central extension, A˜1U , acts naturally on the fermionic Fock space H
0(Gr(V ),Det∗V ) ' Λ
∞
2 V .
Thus, in order to apply the bosonization isomorphism to relate subspaces and τ -functions (as
it was explained in the introduction), it is needed that operators (of our algebra) on C((z)) can
be lifted to operators (of the central extension) in a compatible way; that is, that the central
extension A˜1U is split and, thus, the restriction of the bosonization morphism to it is a Lie
algebra homomorphism. Further, having in mind that U is invariant under the action of A˜1U , it
follows that each element of A˜1U defines an homothety of the stalk of the determinant bundle
at U , Det∗U . Thus, in order to define a canonical section of pi : A˜1U → A1U one maps an element
a ∈ A1U to the element of pi−1(a) such that induces the identity at Det∗U . We will come again to
this point in Section 3.3.
3.2 Stable subspaces
In this subsection we aim to construct explicitly a subspace fulfilling our requirements; namely,
invariance under the action and under the homothety z−2. Because of this fact and of Theo-
rem 3.1, we shall assume, henceforth, that h(z) = z−2.
A naive candidate would be the C[h(z)]-module generated by 1 under the action of ρ(L−1).
Nevertheless, we shall need to consider a conjugate of it (Section 2.2). For this, we shall choose
a solution of the Airy equation and decompose b(z) in a suitable way. Let us be more precise.
First, we choose w(z), a formal solution of the Airy equation
w′′(z) +
1
2
S(h(z))w(z) = 0, (3.3)
where S denotes the Schwarzian derivative; that is
S(h) :=
h′′′(z)
h′(z)
− 3
2
(
h′′(z)
h′(z)
)2
.
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It is a straightforward check that w(z) satisfies the Airy equation iff f(z) := w
′(z)
w(z) satisfies the
Riccati equation
f(z)2 + f ′(z) +
1
2
S(h(z)) = 0. (3.4)
Note, in particular, that h′(z)−1/2 satisfies the equation (3.3); or, equivalently, d log(h′(z)−1/2) =
−12 h
′′(z)
h′(z) satisfies equation (3.4).
Recalling from [26, Chapters 6 and 9] the basic properties of the solutions of the Airy and
Riccati equations, we know that in our situation the solutions of equation (3.4) are meromorphic;
i.e., w
′(z)
w(z) ∈ C((z)). Thus, it makes sense to conjugate a given action by w(z) (see Section 2.2).
Furthermore, if w(z) and h′(z)−
1
2 are linearly independent, then the fact that they are so-
lutions of the Airy equation implies that the Schwarzian derivative of w(z)h′(z)
1
2 coincide with
that of h(z), and they therefore differ by a Mo¨bius transformation; that is
w(z)h′(z)
1
2 =
αh(z) + β
γh(z) + δ
for some
(
α β
γ δ
)
∈ PGL(2,C). (3.5)
Second, given a first-order differential operator P we search for a formal expression v(z) such
that
P v − u(h(z)) = − 1
h′(z)
∂z − 1
2
h′′(z)
h′(z)
,
where u(x) ∈ C[x] (the reason is that the square of this operator has no term in ∂z). More
concretely, for the case P = − 1h′(z)∂z + b(z)h′(z) , we express b(z) w.r.t. the decomposition
C((z)) ' C[h(z)]h′(z)⊕ (C[h(z)] + C[[z]]z−1) ' C[z−2]z−3 ⊕ (C[z−2]+ C[[z]]z−1),
since h(z) = z−2 and h′(z) = −2z−3. That is, let us consider the unique elements u(h(z)), v(z),
where u(x) is a polynomial and v(z) is a formal expression with v
′(z)
v(z) ∈ C[h(z)] + z−1C[[z]], such
that
b(z) = u(h(z))h′(z) +
(
v′(z)
v(z)
− 1
2
h′′(z)
)
. (3.6)
Equivalently, v(z) is defined by the formal expression
v(z) := exp
∫ (
b(z)− u(h(z))h′(z) + 1
2
h′′(z)
)
d z.
Lemma 3.10. Given P = − 1h′(z)∂z + b(z)h′(z) , let w(z), u(h(z)), v(z) as above. It then holds that(
P 2 − 2u(h(z))P + (u′(h(z)) + u(h(z))2))(1⊗ w(z)v(z)) = 0.
Proof. Note that the l.h.s. in the statement is rewritten as
(
P − u(h(z)))2(1⊗ w(z)v(z)) = ((P − u(h(z))− 1
h′(z)
v′(z)
v(z)
)2
(1⊗ w(z))
)
v(z)
=
((
− 1
h′(z)
∂z − 1
2
h′′(z)
h′(z)
)2
(1⊗ w(z))
)
v(z)
=
1
h′(z)2
((
∂2z +
1
2
S(h(z))
)
(1⊗ w(z))
)
v(z).
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In order to see that the last expression vanishes, note that
∂2z (1⊗ w(z)) = ∂z
(
∂z(1⊗ w(z))
)
= ∂z
((
∂z +
w′(z)
w(z)
)
(1)⊗ w(z)
)
= ∂z
(
w′(z)
w(z)
⊗ w(z)
)
=
((
w′(z)
w(z)
)′
+
(
w′(z)
w(z)
)2)
⊗ w(z)
= −1
2
S(h(z))⊗ w(z),
where the last equality comes from the fact that w
′(z)
w(z) solves the Riccati equation (3.4). 
Remark 3.11. In [21] the authors are able to solve the second-order differential equation
(
3
2 z¯+
1
2z¯∂z¯− 14z¯2
)2
φ(z¯) = z¯2φ(z¯) (their z¯ variable and our z variable are related by z¯ = (13)
1
3 z−1) by the
substitution φ(z¯) = z¯1/2 exp(23 z¯
−3)ψ(z¯) where ψ(z¯) is a solution of the Airy equation. However,
this makes sense since they show that φ(z¯) has an asymptotic expansion in C[[z¯−1]]. Observe
that the previous Lemma can be thought of as an abstract formalization of this substitution.
Theorem 3.12 (existence). Let w(z) be a solution of the Airy equation (3.3) linearly indepen-
dent with h′(z)−
1
2 . Let (C((z)), ρ) be defined by (h(z) = z−2, c, b(z)) and let v(z) be a formal
function such that equation (3.6) is fulfilled. Let V wv be the C((z))-vector space C((z))⊗w(z)v(z)
with the conjugated action ρwv.
It then holds that the C-vector subspace of V wv
U(w) := 〈1⊗ w(z)v(z), ρwv(L−1)(1⊗ w(z)v(z))〉 ⊗C C[h(z)]
is W+-stable, it is a C[h(z)]-module of rank 2 and it belongs to Gr(V wv).
Proof. Let us denote P := ρwv(L−1). Lemma 3.10 implies that U(w) is a P -stable C[h(z)]-
module. The W+-stability follows from those facts and from the following relations
ρwv(Li) = h(z)
i(h(z)ρwv(L−1)− (i+ 1)c),
ρwv(L−1)(p(h(z))⊗ v(z)) = p(h(z))ρwv(L−1)(1⊗ v(z))− p′(h(z))⊗ v(z).
Let us prove that P (1⊗ w(z)v(z)) /∈ U(w)⊗C[h(z)] C((h(z)−1)). Observe that
1
h′(z)
w′(z)
w(z)
=
1
h′(z)
d log
(
w(z)h′(z)
1
2
)− 1
2
h′′(z)
h′(z)2
∈ C[[z2]]
by equation (3.5) (recall that h(z) = z−2). Computing how P acts, we have
P (f(z)⊗ w(z)v(z)) =
(
− 1
h′(z)
∂z + u(h(z))− 1
2
h′′(z)
h′(z)
− 1
h′(z)
w′(z)
w(z)
)
(f(z))⊗ w(z)v(z)
and note that the term 12
h′′(z)
h′(z) on the r.h.s. shifts the order by an odd number while all the other
terms shift it by an even number. Hence, U(w) is a free C[h(z)]-module of rank 2.
Finally, in order to prove that U(w) lies in the Sato Grassmannian, where we are considering
V wv+ := C[[z]]⊗ w(z)v(z), one has to show the following two conditions; namely,
dimC
(
C[[z]]⊗ w(z)v(z) ∩ U(w)) <∞,
dimCC((z))⊗ w(z)v(z)/
(
C[[z]]⊗ w(z)v(z) + U(w)) <∞.
Bearing in mind that u(h(z))− 12 h
′′(z)
h′(z) − 1h′(z) w
′(z)
w(z) does not belong to C((z
2)), both conditions
follow easily from the previous claims. 
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The above constructed subspace depends clearly on the choice of a solution of the Airy
equation. The following result studies what this dependence looks like.
Proposition 3.13. Let (C((z)), ρ) be an action of W+ defined by the data {h(z) = z−2, c, b(z)}.
Let w1(z), w2(z) be two solutions of (3.3).
Then, up to C∗, there is a unique isomorphism of C((z))-vector spaces V w1 ∼→ V w2 which is
compatible w.r.t. the actions of the conjugated actions ρw1 and ρw2.
Proof. We begin by constructing one isomorphism; we shall then prove the uniqueness.
Let us consider (V wi , ρwi) as the conjugated action by wi(z) (for i = 1, 2); that is, the
C((z))-vector space V wi is given by C((z))⊗C Cwi(z) and ρwi by equation (2.14).
From [26, Chapter 6], we know that the fact that w1, w2 solve (3.3) yields
S
(
w1(z)
w2(z)
)
= S(h)
and that, therefore, there exists
(
α β
γ δ
)
∈ PGL(2,C) such that
w1(z)
w2(z)
=
αh(z) + β
γh(z) + δ
. (3.7)
Let us now check that the C((z))-linear map
C((z))⊗C Cw1(z) −→ C((z))⊗C Cw2(z),
1⊗ w1(z) 7→ αh(z) + β
γh(z) + δ
⊗ w2(z) (3.8)
gives rise to an isomorphism that is compatible with the actions of ρw1 on the l.h.s. and of ρw2
on the r.h.s.; that is, one has to show that(
αh(z) + β
γh(z) + δ
)
ρw1(Lk)(f(z)⊗ w1(z)) = ρw2(Lk)
((
αh(z) + β
γh(z) + δ
)
f(z)⊗ w2(z)
)
.
We shall only prove the case k = −1, f(z) = 1, since the general case goes along the same lines.
First, taking logarithms and derivatives in equation (3.7), we obtain
w′1(z)
w1(z)
=
w′2(z)
w2(z)
+
(
αh(z) + β
γh(z) + δ
)−1
∂z
(
αh(z) + β
γh(z) + δ
)
. (3.9)
On the one hand, one computes the image of
ρw1(L−1)(1⊗ w1(z)) =
(
− 1
h′(z)
w′1(z)
w1(z)
+
b(z)
h′(z)
)
⊗ w1(z)
by the map (3.8) and one obtains
αh(z) + β
γh(z) + δ
(
− 1
h′(z)
w′1(z)
w1(z)
+
b(z)
h′(z)
)
⊗ w2(z)
= − 1
h′(z)
(
αh(z) + β
γh(z) + δ
w′2(z)
w2(z)
+ ∂z
(
αh(z) + β
γh(z) + δ
)
− αh(z) + β
γh(z) + δ
b(z)
)
⊗ w2(z), (3.10)
where we have used the identity (3.9).
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On the other hand, one has
ρw2(L−1)
(
αh(z) + β
γh(z) + δ
⊗ w2(z)
)
=
(
αh(z) + β
γh(z) + δ
)(
− 1
h′(z)
w′2(z)
w2(z)
+
b(z)
h′(z)
)
⊗ w2(z)− 1
h′(z)
∂z
(
αh(z) + β
γh(z) + δ
)
⊗ w2(z)
and, since this expression coincides with equation (3.10), it follows that (3.8) is an isomorphism
compatible with the actions.
Let us denote by φ the isomorphism (3.8) and let ψ : V w1 → V w2 be another isomorphism
compatible with the actions. The statement will be proved if we can show that φ ◦ ψ−1 belongs
to C∗.
Let f(z) be defined by ψ(1⊗ w1(z)) = f(z)⊗ w2(z). Thus(
φ ◦ ψ−1)(1⊗ w2(z)) = f(z)−1αh(z) + β
γh(z) + δ
⊗ w2(z)
is a C((z))-linear automorphism of V w2 that is compatible with the action of ρw2 ; that is,
(φ ◦ ψ−1) ◦ ρw2 = ρw2 ◦ (φ ◦ ψ−1) and, bearing in mind Remark 2.5, it follows that
1
h′(z)
∂z
(
f(z)−1
αh(z) + β
γh(z) + δ
)
= 0
and, hence, f(z) = λαh(z)+βγh(z)+δ for λ ∈ C∗ and the statement follows. 
Remark 3.14. Let (V, ρ) be an action of W+ under the conditions of Theorem 3.12. Let us
choose γ ∈ C. Bearing in mind Theorem 2.1, we consider the action defined by
ργ(Lk) := ρ(Lk) + (k + 1)h(z)
kγ ∀ k ≥ −1
and note that U(w) is stable under the action of W+ via ργ for all γ; that is, there exists
a 1-parameter family of actions preserving the same subspace U(w).
Proposition 3.15. Let (V, ρi) (i = 1, 2) be actions of W+ defined by the data hi(z), ci, bi(z)
as in Theorem 2.1 and let us assume that v(hi(z)) < 0.
If there exists a subspace U ∈ Gr(V ) which is ρi(W+)-stable for i = 1, 2, then there exist
α ∈ C∗, β ∈ C such that:
(i) h1(z) = αh2(z) + β;
(ii) ρ1(L−1)− αρ2(L−1) = 1h′1(z)(b1(z)− b2(z)) ∈ AU .
Conversely, if there exist α ∈ C∗, β ∈ C such that (i) and (ii) hold, then a subspace U ∈ Gr(V )
is ρ1(W+)-stable if and only if it is ρ2(W+)-stable.
Proof. First, note that Theorem 3.1 implies that
C[h1(z)] = AU = C[h2(z)],
such that there exist α ∈ C∗, β ∈ C satisfying the first item.
Observe that σ(ρ1(L−1)) = σ(αρ2(L−1)) = − 1h′1(z) and, thus
ρ1(L−1)− αρ2(L−1) ∈ C((z)).
Since U is stable under the ρ1(L−1)− αρ2(L−1), the element ρ1(L−1)− αρ2(L−1) must belong
to the stabilizer, AU .
It follows from Theorem 3.1 that
ρ1(L−1)− αρ2(L−1) ∈ C[h1(z)]
and the first part of the statement follows.
The converse follows from Theorems 3.1 and 2.1. 
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3.3 τ -functions
It is common to work with the second derivatives of the logarithm of the τ -function instead of
with the τ -function itself. Indeed, if one looks at the KP hierarchy expressed as Hirota bilinear
equations, one realizes that multiplication by the exponential of a linear function preserves
the set of solutions of the hierarchy. Accordingly the hierarchy can be equivalently stated
for the second derivatives of the logarithm of the τ -function. Also, recall [39, Lemma 3.8],
which states that, for U ∈ Gr(V ), the function exp(∑i aiti)τU (t) is the τ -function of the point
exp(−∑i ai zii )U ∈ Gr(V ); that is, ∂ti∂tj log τU (t) does not vary on the orbit of U ∈ Gr(V )
under the action of C[[z]]∗ by homotheties. Thus, our following results will be focused on the
study of ∂ti∂tj log τU (t) instead of on τU (t). Finally, it is worth noticing that these expressions
also appear in other topics such as the study of monodromy-preserving deformations, Frobenius
manifolds, etc.
As it was mentioned in the introduction, a key point in our approach relies on the equiva-
lence of conditions on subspaces (e.g., L˜U ⊆ U) and on their corresponding τ -functions (i.e.,
L¯τU (t) = 0) where the operators are related through the bosonization isomorphism. Neverthe-
less, now we are dealing with a set of operators that generate a Lie algebra; namely, A1U , rather
than just one operator. On the other hand, as it was explained in Section 2.3, the bosonization
isomorphism involves the central extension A˜1U . Thus, in order to make of the bosonization
isomorphism a morphism of Lie algebras, we demand the central extension A˜1U to be split.
Summing up, from now on, we shall assume that h(z) = z−2 and b−1 ∈ 12Z \ Z (see Proposi-
tion 3.6 and Corollary 3.8).
For an action (C((z)), ρ) let ρ¯ denote the action induced on C[[t1, t2, . . .]] through the bosoniza-
tion isomorphism; that is, ρ¯(Lk) := B◦ρ(Lk)◦B−1 as a differential operator on C[[t1, . . .]]. Recall
that if ρ corresponds to a triple (h(z) = z−2, c, b(z)) (KdV case), one usually deals only with
functions of t variables with odd subindices and, therefore, if no confusion arises, the composition
C[[t1, t3, . . .]] 
 // C[[t1, t2, . . .]]
ρ¯(Lk)// // C[[t1, t2, . . .]]/(t2, t4, . . .)
∼ // C[[t1, t3, . . .]] (3.11)
will be denoted by ρ¯(Lk) too. Hence, ρ¯ can be thought of as acting on C[[t1, t3, . . .]].
Theorem 3.16 (independence of choices). Let (C((z)), ρ) be an action of W+ such that h(z) =
z−2 and b−1 ∈ 12Z \ Z. Let w1(z), w2(z) be solutions of the Airy equation (3.3).
If the hypothesis of Theorem 3.12 holds and U(wi) ∈ GrV wiv is the point given by that theorem
(i = 1, 2), then
∂t2i+1∂t2j+1 log τU(w1)(t) = ∂t2i+1∂t2j+1 log τU(w2)(t) ∀ i, j ≥ 0
and this function is a common solution of the KdV hierarchy and of the Virasoro constraint
equations
ρ¯wiv(Lk)τU(wi)(t) = 0 ∀ k ≥ −1, i = 1, 2.
Proof. Note that the isomorphism V w1v ' V w2v provided by Proposition 3.13 yields an iso-
morphism Gr(V w1v) ' Gr(V w2v) which sends U(w1) to αh(z)+βγh(z)+δ U(w2), where
w1(z)
w2(z)
=
αh(z) + β
γh(z) + δ
(see the proof of the proposition).
To begin with, let us assume that v
(w1(z)
w2(z)
)
= 0 and, thus, αh(z)+βγh(z)+δ can be expanded as a series
in h(z)−1, say g(h(z)−1) ∈ C[[h(z)−1]]∗ = C[[z2]]∗ ⊆ C[[z]]∗.
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Bearing in mind [39, Lemma 3.8], we know that the τ -function of g(h(z)−1)U(w2) is equal to
the τ -function of U(w2) up to the exponential of a linear function on the t variables. Hence, the
second derivatives of their logarithms do coincide, i.e.,
∂t2i+1∂t2j+1 log τU(w2)(t) = ∂t2i+1∂t2j+1 log τgU(w2)(t).
On the other hand, since v
(w1(z)
w2(z)
)
= 0 the isomorphism of the Proposition 3.13 sends V w1v+ :=
C[[z]] ⊗C Cw1(z) ⊗C Cv(z) to V w2v+ := C[[z]] ⊗C Cw2(z) ⊗C Cv(z) and, hence, it is compatible
with the construction of the τ -functions because τ -functions are defined as the determinant of
the projection onto V w1v/V w1v+ , resp. V
w2v/V w2v+ (see [39] or [3, Definition 5.6]). Therefore, the
τ -function of U(w1) and that of its image, g(h(z)−1)U(w2), coincide. The claim is proved.
It remains to check the cases where v
(w1(z)
w2(z)
) 6= 0. Observe that there are two possibilities:
either it is 2 or −2. Let us assume that it is 2; that is, its expansion lies in h(z)−1C[[h(z)−1]]∗ =
z2C[[z]]∗ and the isomorphism induced between the Grassmannians sends the connected com-
ponent of index λ to the connected component of index λ + 2. Recalling that if the τ -function
of a point in Grλ(V w2v) is the determinant of the projection onto V w2v/zλV w2v+ , the τ -function
of a point in Grλ+2(V w2v) is therefore the determinant of the projection onto V w2v/zλ+2V w2v+ .
Now, we can proceed as above. 
Theorem 3.17 (uniqueness). With h(z) = z−2. For i = 1, 2, let (C((z)), ρi) be an action ofW+
and let τi(t) ∈ C[[t1, t3, . . .]] be a τ -function for the KdV hierarchy verifying Virasoro constraints
ρ¯i(Lk)(τi(t)) = 0.
The following three conditions are equivalent:
(i) ∂t2i+1∂t2j+1 log τ1(t) = ∂t2i+1∂t2j+1 log τ2(t) for all i, j ≥ 0;
(ii) ρ1(L−1)− ρ2(L−1) ∈ C((z2));
(iii) ρ¯1 = ρ¯2 on C[[t1, t3, . . .]].
Proof. First, since τi(t) is a τ -function for the KdV hierarchy, the Sato theory implies that it
is the τ -function of a subspace Ui ∈ Gr(C((z))), such that z−2Ui ⊂ Ui.
Assuming that item (i) holds, we have that τ1(t) and τ2(t) differ by a factor that is the
exponential of a linear function in the t variables (with odd subindices). Lemma 3.8 of [39]
implies that there are αi ∈ C such that τ1(t) coincides with the τ -function of f(z)U2, where f(z)
is exp
(−∑
i≥0
α2i+1
z2i+1
2i+1
)
.
Hence, τ1(t) is annihilated by Im ρ¯1 and by Im ρ¯
f
2 , with ρ
f
2 := f(z) ◦ ρ2 ◦ f(z)−1. Bearing in
mind Proposition 3.15 and the assumption that h1(z) = h2(z) = h(z) = z
−2, it follows that
ρ2(L−1)− ρf2(L−1) ∈ C
[
z−2
]
.
Recalling the explicit expressions (2.1), we have
ρ1(L−1)− ρf2(L−1) =
1
h′1(z)
b1(z)−
b2(z)−
∂z exp
( ∑
i≥0
α2i+1
z2i+1
2i+1
)
exp
( ∑
i≥0
α2i+1
z2i+1
2i+1
)


=
1
h′(z)
b1(z)− b2(z) +∑
i≥0
α2i+1z
2i
 ,
which lies in C[h(z)] = C[z−2], and item (ii) is proved.
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Recall that the action of z−2m (resp. z2m) for m > 0 on the fermionic Fock space corresponds
to the action of ∂t2m (resp. 2mt2m) on the bosonic Fock space, C[[t1, t2, . . .]] (this correspondence
will be discussed in Section 4.1). Hence the operator ρ¯(L−1)− ρ¯2(L−1) acts on C[[t1, t2, . . .]] as
a linear combination of ∂t2m and 2mt2m. Considering their actions on C[[t1, t3, . . .]] as in (3.11),
we conclude item (iii).
Reversing the arguments, the converse implications (iii) =⇒ (ii) =⇒ (i) follow easily. 
Remark 3.18. Note that (iii) implies that for all k ≥ −1 the systems of differential equations
ρ¯i(Lk)f(z) = 0 coincide for i = 1, 2. On the other hand, if one replaces the hypothesis h1(z) =
h2(z) = z
−2 by h1(z) = αh2(z) + β = z−2 for some α ∈ C∗ and β ∈ C, then (ii) must be
replaced by C((z2)) + Im ρ1 = C((z2)) + Im ρ2; and (iii) by Im ρ¯1 = Im ρ¯2 on C[[t1, t3, . . .]].
These conditions are intimately related to the first-order stabilizer (see Section 3.1).
The moral of this section is that we have been able to define arrow B of diagram (1.1) of the
Introduction and study some of its properties. Summarizing, the previous Theorems show that:
first, there is an injection

τ(t) ∈ C[[t1, t3, . . .]]
satisfying KdV and string
equation ρ¯(L−1)τ(t) = 0
/ ∼ 
 A¯ //
 ρ ∈ HomLie-alg
(W+,D1)
with σ(ρ(L−1)) = −1
2
z3
/ ∼
B¯
oo (3.12)
where τ1(t) and τ2(t) are identified when the second derivatives of their logarithms coincide,
and ρ1 and ρ2 are equivalent when ρ1(L−1)− ρ2(L−1) ∈ C((z2)). And second, that the arrow B¯
can be defined on the subset of those ρ such that b−1 ∈ 12Z \ Z.
4 Applications
4.1 2D quantum gravity
Among the variety of topics in which Virasoro constraints and KdV hierarchy appear together,
we have chosen the case of case of 2D quantum gravity within the framework of conformal
field theory. We do not aim to review the literature on CFT exhaustively, but to illustrate
how our results may help in the understanding of some mathematical issues of the symmetries
of that theory (e.g., the partition function). Thus, our main references for this section will
be [8, 9, 21, 22, 25]. We shall see that the Lie algebras considered by those authors correspond, in
the fermionic formulation, to representations of W+ on V = C((z)) which fit into the approach
offered in Section 2. Further, the data h(z), c, b(z) of Theorem 2.1 will be written down
explicitly.
Recall that the bosonization isomorphism, a.k.a. boson-fermion correspondence (e.g., [20,
Lecture 5], [22, Section 2]), establishes an C-linear isomorphism B between Λ
∞
2 C((z)) and
C[[t1, t2, . . .]] that preserves charge and degree. It is well known thatB can be explicitly expressed
in different flavors such as Schur polynomials, Matrix integrals or Laplace transforms. Therefore,
conjugating by B, any operator on the bosonic Fock space, C[[t1, t2, . . .]], can be understood as
an operator on the fermionic Fock space, Λ
∞
2 C((z)). It is worth noticing that if we are given
an algebra of operators on the bosonic Fock space that is isomorphic to the Virasoro algebra
(or to W+), then the algebra generated by their conjugations w.r.t. B is also isomorphic to the
Virasoro algebra (or to W+). As an example, we refer readers to [23, Table 1] where an explicit
description on how the same operator acts on both spaces is given.
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In [22, Section 2.2] the authors explain how the bosonic formulation associated with the
central charge c = 1 and the charge 0 sector corresponds to the action of the fields
L¯−n =
∞∑
m=1
(n+m)tn+m∂tm +
1
2
n−1∑
m=1
m(n−m)tn−mtm, L¯0 =
∞∑
m=1
mtm∂tm ,
L¯n =
∞∑
m=1
mtm∂tn+m +
1
2
n−1∑
m=1
∂tm∂tn−m , c = 1 (4.1)
(where n ≥ 1) in the Fock space C[[t1, t2, . . .]].
Let us translate this picture into the fermionic formulation. It is well known the explicit cor-
respondence between certain first-order differential operators on C((z)) and certain differential
operators on the Fock space (see, for instance, [23, Table 1]; see [17] for an approach based
on quantization). Indeed, if am acts on C((z)) by the homothety zn, then it acts on the Fock
space by
an :=

ntn for n > 0,
0 for n = 0,
∂t−n for n < 0.
For n ≥ 1, it holds that the action of the operator zn(z∂z+ 1+n2 ) acting on C((z)) corresponds
to the following operator on the bosonic Fock space
1
2
∞∑
m=−∞
: aman−m : =
1
2
n−1∑
m=1
aman−m +
1
2
∞∑
m=n+1
aman−m +
1
2
−∞∑
m=−1
an−mam
=
1
2
n−1∑
m=1
aman−m +
1
2
∞∑
m=1
an+ma−m +
1
2
∞∑
m=1
an+ma−m
=
1
2
n−1∑
m=1
m(n−m)tmtn−m +
∞∑
m=1
(m+ n)tn+m∂tm = L¯−n,
where : : denotes the normal ordering. Analogously, the action of z−n(z∂z + 1−n2 ) on C((z))
corresponds to the action of
1
2
∞∑
m=−∞
: ama−n−m : = L¯n.
Hence, the action of W+ in V = C((z)) corresponding to {L¯n|n ≥ −1} is explicitly given by
ρ(Ln) := z
−n
(
z∂z +
1− n
2
)
∀n ≥ −1. (4.2)
Finally, let us compute h(z), b(z) and c from the equations
−h(z)
n+1
h′(z)
= z−n+1, −(n+ 1)ch(z)n + b(z)
h′(z)
h(z)n+1 =
1− n
2
z−n
and, therefore, h(z) = z−1, c = 12 and b(z) = −z−1.
Let us now discuss how the KdV hierarchy shows up. Recall that, for m = 2 and the
above data, Example 2.8 provides a method to obtain another action with h(z) = z−2, which
corresponds to the KdV. We shall see that this is indeed the case for 2D gravity.
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Douglas [9] proposed that the non-perturbative partition function of two-dimensional gravity
is the square of a τ -function for the KdV hierarchy that also satisfies the string equation. In [8]
the authors discussed further consequences for the case of topological gravity but, again, the
constraints arised from the KdV hierarchy and from the string equation. Let us see how. In their
paper we find a Lie algebra, that is isomorphic to W+, and that is generated by the following
operators (see [8, equation (3.5)])
L¯′−1 =
∞∑
i=1
(
i+
1
2
)
qi∂qi−1 +
1
8
λ−2q20, L¯
′
0 =
∞∑
i=0
(
i+
1
2
)
qi∂qi +
1
16
,
L¯′n =
∞∑
i=0
(
i+
1
2
)
qi∂qi+n +
1
2
λ2
n∑
i=1
∂qi−1∂qn−i n ≥ 1 (4.3)
acting on Q[q0, q1, . . .]. Note that this algebra coincides with the one considered by Givental [17,
Section 3] up to rescalling. Here, for the sake of simplicity, the constant term 116 has been
incorporated to L¯′0 so that {L¯′n|n ≥ −1} has Lie bracket [L¯′i, L¯′j ] = (i− j)L¯′i+j for i, j ≥ −1.
Let us explain the relationship between the operators of equation (4.1) and those of equa-
tion (4.3). Indeed, if one writes down how the operators of equation (4.1) act on the subspace
C[[t1, t3, t5, . . .]] ⊂ C[[t1, t2, t3, . . .]] (since we are dealing with τ -functions for the KdV hierarchy
that depend only on t variables with odd subindices), one has
L¯−2n =
∞∑
m=0
(2(n+m) + 1)t2(n+m)+1∂t2m+1 +
1
2
n−1∑
m=0
(2m+ 1)(2(n−m) + 1)t2(n−m)+1t2m+1,
L¯0 =
∞∑
m=0
(2m+ 1)t2m+1∂t2m+1 ,
L¯2n =
∞∑
m=0
(2m+ 1)t2m+1∂t2(n+m)+1 +
1
2
n−1∑
m=0
∂t2m+1∂t2(n−m)+1 , c = 1,
where n ≥ 1. Letting qm :=
√
2λt2m+1, we observe that
1
2 L¯2n + δn,0
1
16 coincide exactly with the
operator L¯′n of (4.3). Furthermore, the action of W+ on C((z)) corresponding to the approach
of [8]; that, to the Lie algebra {L¯′n |n ≥ −1}, is
ρ′(Ln) :=
1
2
ρ(L2n) =
1
2
z−2n
(
z∂z +
1− 2n
2
)
∀n ≥ −1, (4.4)
which is the action defined by the data h(z) = z−2, c = 12 and b(z) = −32z−1. Note that, as
stated above, these data can be obtained by the method of Example 2.8 from h(z) = z−1, c = 12
and b(z) = −z−1 (defining the action (4.2)) with m = 2.
Remark 4.1. Observe that the operators {ρ′(Ln)} preserve the decomposition C((z)) = C((z2))
⊕zC((z2)). Indeed, recalling the definitions J(z¯) =
∞∑
n=0
qnz¯
n+1/2 [8, formula (2.15)] and Lm =
z¯−1/2(z¯ ∂∂z¯ )
mz¯−1/2 [17, Section 3] we observe that z¯1/2 plays a relevant role in them (set z¯ = z2
for a comparison with our setup). It is worth pointing out that both papers deal with KdV
τ -functions.
Remark 4.2. In [23] the author aims to describe the relationship between several equations
for Hurwitz numbers and Hodge integrals. There, the first-order differential operators on the
Fock space are 12z
−2n(z∂z + 1−2n2 ) for n ≥ −1 which generate a Virasoro algebra [23, Section 6].
From a straightforward computation it follows that this action of W+ is defined by h(z) = z−2,
c = 12 and b(z) = −32z−1 (applying Theorem 2.1) and it therefore coincides with that of [8].
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At the time when the previously cited papers were published, Kac and Schwarz [21] wondered
about an explicit description of a point in the Sato Grasmannian whose τ -function is the τ -
function arising in 2D gravity (see [8]).
First, let us note that the coordinate they used, z¯, and the one we are using are related by
z¯ = (13)
1
3 z−1. We shall rewrite their statements in terms of z but, for the sake of simplicity, let
us start backwards.
The point in the Grassmannian is characterized by the fact that it is the unique point U
invariant under multiplication by z−2 (which is equivalent to the KdV) and under the action of
A := 32 z¯+
1
2
1
z¯∂z¯ − 14 z¯−2 = −3
2
3
(−12z−1 + 12z3∂z + 14z2) or, equivalently, that z−2u(z), Au(z) ∈ U
for all u(z) ∈ U . It is worth pointing out that v(Au(z)) = v(u(z))− 1 for all u(z) 6= 0 and that[
A, z−2
]
= 32/3.
Hence, for a subspace U ∈ GrC((z)) stable under the action of A and z−2, let u0(z) ∈ U
be the monic element such that v(u0(z)) attains the maximum of {v(u(z))|u(z) ∈ U}. It then
follows that u0(z), Au0(z), A
2u0(z) and z
−2u0(z) must be linearly dependent over C. After
some computations the authors show that the linear dependence implies that u0(z) is a series
in z3 with v(u0(z)) = 0 (see [21, equation (8)] for the explicit expression of u0(z)). Hence, it
holds that
U = 〈u0(z), Au0(z), . . . , z2nu0(z), z2nAu0(z), . . .〉. (4.5)
Therefore, as claimed and proved in [21], there is a unique U stable by A and z−2 and it is
explicitly given as above.
We now wish to rephrase these arguments in terms of Witt algebras. We wonder if there
exists an action (C((z)), ρ) of W+ leaving U (the subspace of equation (4.5)) stable. The fact
that z−2U ⊂ U implies that h(z) = z−2. Since U is A-stable, it follows that A belongs to the
first-order stabilizer of U and, by the exact sequence (3.2) and since σ(A) = −3 23 12z3, there
exists a polynomial p(x) such that
A = −3 23 ρ(L−1) + p(h(z)).
From where we obtain the equation
−1
2
z−1 +
1
4
z2 = −1
2
z3b(z) + p(h(z)).
We will consider the solution b(z) = z−4 − 12z−1, p(h(z)) = 0. Thus, we may assume that the
action is defined by h(z) = z−2, c ∈ C and b(z) = z−4 − 12z−1.
In [25], Kontsevich proved Witten’s conjecture, which claims that a generating function for
intersection indices coincides with the partition function in the standard matrix model theory.
In particular, it has to obey Virasoro constraints and the KdV hierarchy. The action of these
fields on the space of fermions corresponds to the following operators [7, equation (7.33)] (see
also [40, equation (2.59)])
L¯′−1 = −
1
2
∂q0 +
∞∑
i=1
(
i+
1
2
)
qi∂qi−1 +
1
4
q20, L¯
′
0 = −
1
2
∂q1 +
∞∑
i=0
(
i+
1
2
)
qi∂qi +
1
16
,
L¯′n = −
1
2
∂qn+1 +
∞∑
i=0
(
i+
1
2
)
qi∂qi+n +
1
4
n∑
i=1
∂qi−1∂qn−i , n ≥ 1.
which have Lie bracket [L¯′i, L¯
′
j ] = (i − j)Li+j for i, j ≥ −1 and correspond to the following
operators acting on C((z))
L˜n :=
1
2
z−2n
(
z∂z +
1− 2n
2
)
− 1
2
z−(2n+3), n ≥ −1.
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The Lie algebra generated by these operators is isomorphic to the Virasoro algebra and the
Witten–Kontsevich τ -function is annihilated by the operators {L˜n} and is uniquely characterized
by this property up to a scalar factor (see [17, Section 3]).
In our setting
−h(z)
n+1
h′(z)
=
1
2
z−2n+1, −(n+ 1)ch(z)n + b(z)
h′(z)
h(z)n+1 =
1
2
z−(2n+3) − 2n− 1
4
z−2n
and, therefore, h(z) = z−2, c = 12 and b(z) = z
−4 − 32z−1.
Notice that in the case of Kac–Schwarz [21] we obtained b(z) = z−4 − 12z−1 while we now
have b(z) = z−4 − 32z−1. Let us explain why this is not contradictory. The difference between
both expressions is z−1, such that if the first case corresponds to the action on a vector space V ,
the second one corresponds to the conjugated action by z ∈ C((z)) (see Theorem 2.9). Bearing
in mind how τ -functions on different connected components are computed, it follows that the
τ -functions of both cases do coincide.
Remark 4.3. It is worth mentioning the paper [2]. Its Section 2 is concerned with three
instances of functions that solve simultaneously the KP hierarchy as well as Virasoro con-
straints; namely, Witten–Kontsevich, Hurwitz and Hodge τ -functions. For each case, he com-
putes the so-called Kac–Schwarz operators; that is, those differential operators preserving the
point of the Grassmannian defined by each of the above τ -function. In the first case [2, Sec-
tion 2.3], he obtains two Kac–Schwarz operators aKW =
1
z − z3 ∂∂z − z
2
2 , bKW = z
−2 which satisfy
[aKW, bKW]− = 2. Now, it is clear that the subalgebra generated by them coincide with (3.1).
Further A1U is a subalgebra of the Heisenberg–Virasoro algebra (see equation (2.8)). It is quite
relevant that in the other two cases, the operators aHurwitz, bHurwitz and aHodge, bHogde are con-
jugated with aKW, bKW.
4.2 Spectral curves
It is natural to wonder whether the subspace of Theorem 3.12 can be described in terms of
algebraic geometry via the Krichever morphism.
We continue with an action ofW+, (V = C((z)), ρ), under the following assumptions: h(z) =
z−2; v(z) and u(x) satisfy equation (3.6) with u′′(x) 6= 0; and the hypotheses of Theorem 3.12
hold. Let U := U(w) be the point of Gr(V wv) given by Theorem 3.12 for a solution W of the
Airy equation and let AU = C[z−2] be its stabilizer.
Recall that by applying Krichever theory to the pair (AU , U), one gets a rank 2 vector bundle
on the projective line. Indeed, the projective line P1 is obtained by attaching to A1 = SpecAU
the point defined by the valuation v. Let us set z¯ := h(z) as a coordinate in P1 \ {0} = A1 =
SpecAU . Moreover, the AU -module U , being a point in Gr(V
v), gives rise to a rank 2 vector
bundle on P1, E . Since U is generated by 1 ⊗ v(z) and ρv(L−1)(1 ⊗ v(z)) as a module over
AU = H
0(P1 \ {0},OP1), let us introduce Tρ, an endomorphism of U as an AU -module, by
Tρ(1⊗ v(z)) := ρv(L−1)(1⊗ v(z)),
Tρ
(
ρv(L−1)(1⊗ v(z))
)
:= ρv(L−1)2(1⊗ v(z)). (4.6)
In this case, Tρ is homogeneous of degree d w.r.t. the filtration U ∩ z¯iC[[z]]. Thus, it yields
a map
E −→ E ⊗OP1(d)
of OP1-modules or, equivalently, a map
SymOP1(−d) −→ End(E)
of sheaves of OP1-algebras.
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Recalling the construction of the spectral curve [4], these data define a 2:1-covering piρ : Xρ →
P1 and a rank 1 torsion free sheaf Lρ on Xρ such that (piρ)∗Lρ = E .
Let us look closer at this spectral curve. Recalling the explicit computations of the proof of
Lemma 3.10, it holds that Tρ(ρ
v(L−1)(1⊗ v(z))) = −(u(z¯)2 + u′(z¯))⊗ v(z) + 2u(z¯)ρv(L−1)(1⊗
v(z)), and the restriction Tρ|P1\{0} has the associated matrix(
0 −u(z¯)2 − u′(z¯)
1 2u(z¯)
)
w.r.t. the basis {1⊗ v(z), ρv(L−1)(1⊗ v(z))} and thus the characteristic polynomial of Tρ is
charTρ(y) = y
2 − 2u(z¯)y + (u(z¯)2 + u′(z¯)).
Hence, Xρ is an integral curve as long as u
′(x) is not a square. Furthermore, observe that
Xρ − pi−1ρ ({0}) ' SpecC[X,Y ]/
(
Y 2 − 2u(X)Y + (u(X)2 + u′(X))), (4.7)
where the ring of the r.h.s. can be thought as a subalgebra of EndAU (U) identifying X with the
homothety of ratio z¯ = h(z) and Y with the endomorphism Tρ. Finally, the branch locus of piρ
consists of the zero locus of u′(z¯) (recall that z¯ is a coordinate in P1 \ {0} = SpecAU ) and the
point 0. The singular points of Xρ are precisely the preimages of the locus of multiple roots of
u′(z¯) = 0 together with the point pi−1ρ ({0}) (if d > 1). Hence, Xρ is a hyperelliptic curve and
its genus can be easily expressed in terms of u(z¯).
The Hitchin map provided by the theory of spectral curves takes the form
ρ 
(
2u(z¯),−u(z¯)2 − u′(z¯)),
whose fibers are essentially given by Jacobian varieties. Let us see this fact by studying b(z).
Indeed, if we express b(z) as in equation (3.6)
b(z) = u(h(z))h′(z) +
(
v′(z)
v(z)
− 1
2
h′′(z)
)
w.r.t. the splitting C((z)) = C[h(z)]h′(z) ⊕ (C[h(z)] + z−1C[[z]]) we observe that varying the
coefficients of u may vary the spectral curve but not the τ -function (see Theorem 3.17) while
the variation of the second term, v
′(z)
v(z) − 12h′′(z), leaves Xρ fixed but may change the sheaf Lρ
(this will be discussed in Section 4.4). In other words, the variation of u(z¯) would correspond to
monodromy-preserving tau functions and, hence, would be related to Painleve´ equations while
the variation of the second term are KP flows.
Remark 4.4. Note that most of the examples given in [12, Section 10] are based on curves that
have the form of equation (4.7) and that, in certain cases [11, Sections 2 and 3], the desired
τ -function, satisfying Virasoro constraints and KdV hierarchy, can be expressed in terms of the
theta function of a hyperelliptic curve (namely, Xρ). Thus, we shall investigate in a future paper
the relation between the spectral curves and τ -functions of our approach and the spectral curves
and τ -functions of Eynard–Orantin [12, 13] since we expect that both constructions are deeply
connected.
Remark 4.5. Very recently Schwarz has published [38]. In his Section 2 he shows that for
a point U in the Grassmannian invariant under zq and ~ ddzp + b(z) there are two differential
operators P , Q s.t. [P,Q] = ~ and that they determine a quantum curve. Observe that the
study of this situation is almost equivalent, thanks to Proposition 3.15, to the study of the case
~ = 1 (see [37]). Further, he considers a zq-basis of U ; that is, vectors v0, . . . , vq−1 such that
{zmqvn} generate U . It is easy to check that, for q = 2, his U coincide with our U above and
his equation (3) with our (4.6).
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4.3 Opers on the punctured disk
Regarding the definition and properties of the opers, which were introduced by Drinfeld and
Sokolov and generalized by Beilinson and Drinfeld, we refer interested readers to [14, 15]. For
our own case, it suffices to recall that a Gl(n)-oper on the punctured disk, D×, is a rank n
vector bundle E on D× equipped with a flag 0 ⊂ E1 ⊂ · · · ⊂ En−1 ⊂ En = E of subbundles
and a flat connection ∇ : E → E ⊗ ΩD× such that ∇(Ei) ⊆ Ei+1 ⊗ ΩD× and the induced maps
Ei/Ei−1 → (Ei+1/Ei)⊗ ΩD× are a isomorphisms of OD×-bundles for all i (transversality).
Let us see how we can associate an oper on the punctured disc D× with certain actions and
conversely (see [36] for a detailed exposition).
Let (V = C((z)), ρ) be an action of W+ such that h(z) = z−2. Let U := U(w) be the point
of Gr(V wv) given by Theorem 3.12 and let AU = C[z−2] be its stabilizer.
First, let E be the vector bundle on SpecC((h(z)−1)) defined by C((z)). Hence, the subbun-
dles Ei, associated with
C((h(z)−1))⊗C 〈1, ρ(L−1)(1), . . . , ρ(L−1)i−1(1)〉 ⊆ C((z)), i = 1, 2
define a flag of vector bundles 0 ⊂ E1 ⊂ E2 = E .
Let us see that E carries a connection. Indeed, let d: C((h(z)−1)) → ΩC((h(z)−1))/C be the
differential and consider the C-linear map ρ(L−1)⊗ dh− 1⊗ d:
C((z))⊗C C
((
h(z)−1
)) −→ C((z))⊗C ΩC((h(z)−1))/C,
f ⊗ a 7−→ ρ(L−1)f ⊗ a dh− f ⊗ d a.
One checks that when composing with the canonical map
C((z))⊗C ΩC((h(z)−1))/C → C((z))⊗C((h(z)−1)) ΩC((h(z)−1))/C,
the images of f ⊗ a and of af ⊗ 1 do coincide and, therefore, we obtain a connection ∇ : E →
E ⊗ ΩSpecC((h(z)−1)) that satisfies the transversality condition.
Let us see a converse; that is, given a Gl(2)-oper on D× one can define an action of W+. Let
(E ,∇) the Gl(2)-oper on D× = Spec(C((h(z)−1))) where h(z) := z−2. Let 〈 , 〉 be the pairing of
differentials with derivations. It can be shown that
∇D(f) := 〈∇f,D〉 for f ∈ C((z)), D ∈ Der(C((h(z)−1)))
is a differential operator of C((z)) as a C((h(z)−1))-module. For Di := −h(z)
i+1
h′(z)
∂
∂z , let us
consider the linear map
W+ ρ−→ D1C((z))/C(C((z)),C((z))),
Li 7→ ρ(Li) := ∇Di .
The fact that ρ is a morphism of Lie algebras is derived from the flatness of ∇ as follows
[ρ(Li), ρ(Lj)] = [∇Di ,∇Dj ] = ∇[Di,Dj ] = ∇(i−j)Di+j = (i− j)ρ(Li+j).
However, the constructed oper is defined up to certain gauge transformations; namely, con-
jugation by AutC-algC((z¯)) (in order to identify C((z¯)) and C((h(z)−1))) and by homotheties
by C((z)) (in order to identify V and C((z))). The effects of these transformations have been
studied in Section 2.2.
Remark 4.6. Observe that, in the case AU = C[h(z)], the connection can be introduced in an
alternative way. Indeed, the map h(z)n∂h 7→ Ln−1, for n ≥ 0, provides a section of the canonical
map D1AU/C(U) → DerC(AU ) which, by [5, Section 1.1]), is an integrable connection on E on
SpecC((h(z)−1)).
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Remark 4.7. The techniques of [15, Chapter 5] can be applied to the above results in order
to associate to a a general action (V, ρ) a Gl(n)-oper on the abstract punctured disk D× =
SpecC((z¯)) (or, even, on an algebraic curve). On the other hand, recalling from [19, 20] the close
relationship between vertex algebras and infinite-dimensional representations of the Virasoro
algebra, we expect to interpret the action of W+ on C[[t1, t2, . . .]] in terms of vertex operators.
This will help to understand our approach within Frenkel’s framework of the geometric Langlands
program [14].
4.4 Universal family
Recent results on intersection theory are based on the so-called topological recursion [23, 27,
29, 30, 32, 33] which are formulae involving families of τ -functions depending on an infinite
number of parameters such that the whole family lies entirely on the space of functions satis-
fying KdV and Virasoro constraints. One of these families already appeared in Kontsevich’s
work [25, Section 3.4]. It is worth mentioning the existence of relevant 1-parameter families; for
instance, the one connecting Witten–Kontsevich and Mirzakhani theories [32], and another one
the Witten–Kontsevich partition function with the generating function of linear Hodge integrals
defined on the moduli space of stable curves [23].
It would be very interesting to generalize our methods to include the whole KP hierarchy and
to interpret the family connecting the Witten–Kontsevich partition function with the Hurwitz
partition function [28] (see also [6]). A recent result on this direction is in [2] to be found.
In this subsection, a natural procedure to obtain the above mentioned families will be pro-
vided. Indeed, the proposed family will consist of a more general expression for b(z) under the
constraint that b−1 ∈ 12Z \ Z.
Let us consider a family of independent variables s := (s1, s2, . . .). For a sequence of non-
negative integers, m := (m1,m2, . . .), with mi = 0 for all i 0 define
|m| :=
∑
i≥1
imi, ‖m‖ :=
∑
i≥1
mi, m! :=
∏
i≥1
mi!, s
m :=
∏
i≥1
smii .
Based on Mulase–Safnuk’s approach [32], Liu–Xu considered the operators [27, equation (9)]
L¯′n(s) := −
1
2
∑
m
(−1)‖m‖
m!(2|m|+ 1)!!s
m∂q|m|+n+1 +
∞∑
i=0
(
i+
1
2
)
qi∂qi+n
+
1
2
n∑
i=1
∂qi−1∂qn−i +
q0
2
4
δn,−1 +
1
16
δn,0
for n ≥ −1 (their exact expression corresponds to a rescaling by a double factorial). They
showed that
[L¯′i(s), L¯
′
j(s)] = (i− j)L¯′i+j(s) for i, j ≥ −1
and, therefore, they generate a family of Witt algebras depending on the parameters s.
Observe that the operators L¯′n(0), i.e., L¯′n(s) for s = 0, coincide with those of equation (4.3)
for λ = 2−
1
2 (up to rescaling of the variables qi). That is, we have
L¯′n(s) = −
1
2
∑
m
(−1)‖m‖
m!(2|m|+ 1)!!s
m∂q|m|+n+1 + L¯
′
n(0).
Bearing in mind that the action induced by L¯′n(0) on C((z)) can be obtained by arguments
analogous to those of the equation (4.4), we obtain the action corresponding to the above
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operators by replacing qm by t2m+1 and ∂t2m+1 by z
−2m−1:
ρ′s(Ln) :=
1
2
∑
m
(−1)‖m‖
m!(2|m|+ 1)!!s
mz−2(|m|+n)−3 +
1
2
z−2n
(
z∂z +
1− 2n
2
)
∀n ≥ −1.
Since h(z)
n+1
h′(z) = −12z−2n+1, and regarding s as parameters, we obtain that the action ρ′s is
attached to the data (h(z) = z−2, c = 12 , bs(z)), where
bs(z) := −
∑
m
(−1)‖m‖
m!(2|m|+ 1)!!s
mz−2|m|−4 − 3
2
z−1.
It must be pointed out that, bearing in mind Theorem 2.9, Proposition 3.6 and Theorem 3.17,
we conclude that the action ρ¯′s (i.e., that induced by ρ′s on C[[t1, t3, . . .]]) is the universal action
for the case of KdV (i.e., h(z) = z−2). In particular, this agrees with the idea addressed
in [32] that a certain 1-parameter family, which would correspond to Eynard’s spectral curve,
deforms the Witten–Kontsevich theory to other cases where the Virasoro also appears. Thus,
our techniques provide an alternative proof of [32, Theorem 4.4] (see also [23, Theorem 2.1] and
[27, Theorem 4.1]).
Theorem 4.8. Let τs(t) ∈ C[[t1, t3, . . .]] be the τ -function associated to ρ′s. Then, τs(t) sa-
tisfies the Virasoro constraints corresponding to operators L¯′n(s) above (as in Section 3.3) and,
moreover, it holds that
τs(t) = τ0(t˜),
where t˜2+1 is equal to ti for i = 0, 1 and to t2i+1 − 1(2i+1)!!
∑
|m|=i−1
(−1)‖m‖
m! s
m for i > 1.
Conversely, let τ(t) ∈ C[[t1, t3, . . .]] be a τ -function for the KdV satisfying the Virasoro con-
straints. Then, there exist values of s, say s0 := (s1, s2, . . .) such that
τ(t) = τs0(t).
Proof. It is enough to observe that under that change of variables, the operators L¯′n(s) in t2i+1
are transformed into the operators L¯′n(0) in t˜2i+1. Bearing in mind that, regarding s as para-
meters, the action ρ′s is universal, the converse follows. 
Finally, note that the variation of s is equivalent to the variation of the line bundle constructed
in Section 4.2. Further, the previous approach can be also understood by replacing the base
field C by the ring C[[s1, s2, . . .]]. Then, the resulting framework would make use of the relative
Sato Grassmannian while the change of variables t2+1 by t˜2+1 corresponds to a trivialization of
the relative Grassmannian [35].
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