The Lucas congruence for Stirling numbers of the second kind by Roberto Sánchez-Peregrino (Padova) 0. Introduction. The numbers introduced by Stirling in 1730 in his Methodus differentialis [11] , subsequently called "Stirling numbers" of the first and second kind, are of the greatest utility in the calculus of finite differences, in number theory, in the summation of series, in the theory of algorithms, in the calculation of the Bernstein polynomials [9] . In this study, we demonstrate some properties of Stirling numbers of the second kind similar to those satisfied by binomial coefficients; in particular we show that they satisfy a congruence analogous to that of Lucas, that is to:
Using Proposition 4.1 we give another proof for Kaneko's recurrence formula for poly-Bernoulli numbers [10] . Some of the results are similar to those of Howard [5] .
In conclusion, I wish to give my best thanks to the Geometry Group of the Dipartimento di Matematica Pura ed Applicata and Dipartimento di Metodi Matematici per le Scienze Applicate of the University of Padova, for support and help given during the preparation of this work. In particular, I wish to thank Frank Sullivan for his precious advice and suggestions.
Notations and definitions.
In this section, we will review various definitions and notations for Stirling numbers of the second kind. Let s, t ∈ N. We set As this note deals only with the Stirling numbers of the second kind, we will call them simply Stirling numbers. Stirling numbers of the second kind are also indicated in the literature with other symbols: S(t, s) [3] ; S s t [6] . The notation used here has been proposed by D. Knuth [4] ; following his advice we may read it as "t bracket s".
With Definition 1.1 the integers t, s are assumed non-negative. Nevertheless, it is useful to simplify notation in all the necessary passages, giving a value to the number t s even when s < 0. In this case, we conventionally put
, with simple considerations one verifies that x n = n s=0 n s (x) s . Traditionally, this is the way in which Stirling numbers are introduced [6] . It should be noticed, moreover, that the Stirling number n k is equal to the number of partitions of the set {1, . . . , n} into k-blocks [2, 3] . Moreover, Stirling numbers have the following properties:
See [6] , pages 168 and 169, for demonstrations.
Addition formula. As a consequence of
and of property 2, we have the following 
The proof is by induction on t. When t = 1, the right hand side of (1) reduces to
However, the latter is equal to x+1 n . Thus, formula (1) holds when t = 1. Now it remains to demonstrate that if (1) is true for a natural number t > 1, then it is also true for t + 1:
If y > x,
x y = 0. Therefore, in the third addend of (2) we can extend the second sum to i = t + 1, and (2) becomes
This formula has been demonstrated by Becker & Riordan [1] , using another method.
The proof is by induction on t. If t = 1, then (3) is true according to Corollary 2.1. It remains to be shown that if (3) is true for a natural number t > 1, then it also holds for t + 1. To do this, we can use a procedure analogous to that used to prove Newton's Binomial Formula.
Remark 2.1. This lemma is similar to Theorem 4.2 of Howard [5] in the case 0 ≤ x 0 , y 0 < p.
This lemma, together with an easy induction argument on r, gives a more elementary proof of Theorem 4.4 of Howard [5] .
First approach to the Lucas Theorem
Addends of (5) 
If we use Vandermonde's equality [6] for binomial coefficients, equation (6) 
Observation. With the hypothesis that y 0 + t − s + 1 < x 0 + p, (4) reduces to y 0 + tp
It is useful to notice that this formula is very similar to Lucas' formula for binomial coefficients.
Remark 3.1. In the case r < p the congruence (4) gives the formulas (4.17) and (4.18) of Howard [5] .
The Lucas Theorem
Proposition 4.1. Let x, y, a, n ∈ N. Then
P r o o f. The proof is by induction on a.
First of all, according to Corollary 2.2 formula (7) is true when a = 1. It remains to be shown that if (7) is true for a natural number a ≥ 1, then it is also true for a + 1:
Applying Proposition 4.1 now gives the following theorem. 
5. An application to Clausen-Von Staudt's congruence for the poly-Bernoulli numbers. For every integer k, we define a sequence of rational numbers B k n (n = 0, 1, . . .), which we refer to as poly-Bernoulli numbers, by
Here, for any integer k, Li k (z) denotes the formal power series (See [7] for demonstration.)
Remark 5.1. We denote the right hand side of (9) by .
We establish the following lemma which will be constantly used below.
With the notation introduced after Remark 5.1, it follows from Proposition 4.1 and Remark 5.2 that
We can iterate this procedure and at the end we obtain
Since r ≤ p and by Proposition 3.1 congruence (10) is equivalent to p−1 p−1 mod p, by Proposition 2.1 we obtain the first equality. For the second case the proof is the same.
Let p be a positive prime. By Theorem 5.1 we obtain
Then by (9) equation (11) is equivalent to
is an integer the right hand side of (12) is an element of pZ p . Since p is a prime and n m is an integer, we can prove that the sum in (13) is an element of pZ p . By Lemma 5.1 and by Wilson's Theorem the second sum in (13) is equivalent to −1 (mod p). Thus we finally obtain the assertion of Theorem 5.2.
The proof of this theorem is similar to that of Theorem 5.2. In the remaining cases n = 28 + 54α 2 and n = 46+54α 3 we have ν 3 (B If n = 28 + 54α 2 we obtain 8! If n = 46 + 54α 3 we obtain 8! 
