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Onset of chaos for the holographic dual of a QQ¯ system at finite temperature and baryon density is
studied. We consider a string in the AdS Reissner-Nordstrom background near the black-hole hori-
zon, and investigate small time-dependent perturbations of the static configurations. The proximity
to the horizon induces chaos, which is softened increasing the chemical potential. A background
geometry including the effect of a dilaton is also exhamined. The Maldacena, Shenker and Stanford
bound on the Lyapunov exponents characterizing the perturbations is satisfied for finite baryon
chemical potential and when the dilaton is included in the metric.
I. INTRODUCTION
It has been recently conjectured under general as-
sumptions that, for a thermal quantum system at
temperature T , some out-of-time-ordered correlation
functions involving Hermitian operators, for deter-
mined time intervals, have an exponential time de-
pendence characterized by an exponent λ, and that
such exponent obeys the bound
λ ≤ 2piT (1)
(in units in which ~ = 1 and kB = 1). The correla-
tion functions are related to the thermal expectation
values of the (square) commutator of two Hermitian
operators at a time separation t, which quantify the
effect of one operator on later measurements of the
other one, a framework for introducing chaos for a
quantum system. The conjectured bound, proposed
by Maldacena, Shenker and Stanford [1], is remark-
able due to its generality. It has been inspired by
the observation that black holes (BH) are the fastest
‘scramblers” in nature: the time needed for a system
near a BH horizon to loose information depends log-
arithmically on the number of degrees of freedom of
the system [2, 3]. The consequences on the connection
between chaotic quantum systems and gravity have
been soon investigated [4–7]. A relation between the
size of operators on the boundary quantum theory,
involved in the temporal evolution of a perturbation,
and the momentum of a particle falling in the bulk
has been proposed in a holographic framework [8, 9].
A generalization of the bound (1) for a thermal
quantum system with a global symmetry has been
proposed [10]:
λ ≤ 2piT
1− ∣∣ µµc ∣∣ , (2)
where µ is the chemical potential related to the global
symmetry, and µc is a critical value above which the
thermodynamical ensemble is not defined. The in-
equality (2) is conjectured for µ  µc and relaxes
the bound (1). Our purpose is to test this general-
ization.
Several analyses have been devoted to check Eq. (1)
using the AdS/CFT correspondence [11–13], adopt-
ing a dual geometry with a black hole, identifying
T with the Hawking temperature, for example in
[14, 15]. In particular, the heavy quark-antiquark
pair, described holographically by a string hanging
in the bulk with end points on the boundary [16–19],
has been studied in this context [20–22]. For this
system λ is the Lyapunov exponent characterizing
the chaotic behavior of time-dependent fluctuations
around the static configuration.
To test the generalized bound (2) one has to include
the chemical potential in the holographic description.
In QCD, a U(1) global symmetry is connected to the
conservation of the baryon number. A dual metric
has been identified with the AdS Reissner-Nordstrom
(RN) metric for a charged black-hole. We can use
such a background for testing Eq. (2).
The discussion of the 5d AdS-RN metric as a dual
geometry for a thermal system with conserved baryon
number can be found, e.g., in [23, 24]. The metric is
defined by the line element
ds2 = −r2f (r) dt2 + r2dx¯2 + 1
r2f (r)
dr2, (3)
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FIG. 1. Profile of the static string for the QQ¯ system. r0
is the position of the tip of the string, rH the position of
the horizon, L the distance between the end points on the
boundary.
with r the radial bulk coordinate and
f (r) = 1− r
4
H
r4
− µ
2r2H
r4
+
µ2r4H
r6
. (4)
The geometry has an outer horizon located at r = rH ,
and the Hawking temperature is
TH =
rH
pi
(
1− µ
2
2r2H
)
. (5)
The constant µ ≤ √2 rH in (4) is interpreted as the
baryon chemical potential of the boundary theory,
and is holographically related to the charge Qˆ of the
RN black-hole: Qˆ = µ2/r2H .
The gravity dual of the heavy quark QQ¯ system at
finite temperature and chemical potential is a string
in the background (3),(4) with the endpoints on the
boundary (Fig. 1). To investigate the onset of chaos
for this system focusing on the effects of the chemical
potential, we use the same approach adopted in [20]
for the system at µ = 0, to shed light on the differ-
ences with respect to the case of vanishing chemical
potential.
II. GENERALITIES OF THE SUSPENDED
STRING IN A GRAVITY BACKGROUND
The AdS-RN metric in (3) belongs to a general
class of geometries described by the line element
ds2 = −gtt(r)dt2 + gxx(r)dx¯2 + grr(r)dr2 . (6)
The dynamics of a string in such a background is
governed by the Nambu-Goto action
S = − 1
2piα′
∫
dτdσ
√
det
(
gMN∂aXM∂bXN
)
,
(7)
with a, b = (τ, σ) and α′ the string tension. gMN is
the metric tensor in (6), XM are the 5d coordinates
and the derivatives are with respect to the worldsheet
coordinates τ and σ.
We denote by r0 the position of the tip of the string
as shown in Fig. 1, and l the proper distance mea-
sured along the string starting from r0. Choosing
τ = t and σ = l (l-gauge), for a static string laying
in the x − r plane with XM = (t, x(l), 0, 0, r(l)) the
Nambu-Goto action reads:
S = − T
2piα′
∫ ∞
−∞
dl
√
F 2 (r) x´2 (l) +G2 (r) r´2 (l),
(8)
where x´ = ∂x∂l and r´ =
∂r
∂l , F
2 (r) = gtt (r) gxx (r)
and G2 (r) = gtt (r) grr (r). For the metric (3) one
has F 2(r) = r4f(r) and G(r) = 1.
x is a cyclic coordinate, hence:
x´ (l) = ± r´ (l)√
r4f(r)
r40f(r0)
(r4f (r)− r40f (r0))
. (9)
The solution of equation (9) is obtained considering
that
dl2 = gxx (r) dx
2 + grr (r) dr
2. (10)
For the unit vector tM = (0, x´ (l) , 0, 0, r´ (l)) tangent
to the string at the point with coordinate l the rela-
tion holds:
gMN t
M tN = gxx (r) x´
2 (l) + grr (r) r´
2 (l)
= r2x´2 (l) +
1
r2f (r)
r´2 (l) = 1.
(11)
Including this constraint in Eq. (9) gives
r´ = ±
√
r4f (r)− r40f (r0)
r
(12)
x´ = ±
√
r40f (r0)
r3
√
f (r)
. (13)
The function r (l) for the static string can be com-
puted integrating Eq. (12).
The dependence of L, the distance between the
string endpoints on the boundary, on r0 is obtained:
L(r0) = 2
∫ ∞
r0
dr
r20
√
f(r0)
r2
√
f(r)
√
r4f(r)− r40f(r0)
. (14)
The energy of the string configuration
E(r0) =
1
piα′
∫ ∞
r0
dr
r2
√
f(r)√
r4f(r)− r40f(r0)
(15)
3diverges and needs to be regularized. A possible pre-
scription is to subtract the bare quark masses, inter-
preted as the energy of the string consisting in two
straight lines from the boundary to the horizon,
mQ =
1
2piα′
∫ ∞
rH
dr , (16)
obtaining
EQQ¯(r0) =
1
piα′
(∫ ∞
r0
dr
r2
√
f(r)√
r4f(r)− r40f(r0)
−
∫ ∞
rH
dr
)
.
(17)
The function EQQ¯ can be expressed vs L. For the
metric in Eq. (4), the distance L(r0) has a maximum
Lmax, and all values L ∈ [0, Lmax] are obtained for
two positions r0. Also the function EQQ¯(r0) has a
maximum, which decreases and is reached earlier as
µ increases. For each value of the chemical potential
there is a value of r0 above which there is one energy
value indicating a stable string configuration. Below
such r0, as shown in Fig. 2, the EQQ¯(L) is not sin-
gle valued: for each L there are profiles identified by
different r0, with different energies, corresponding to
stable and unstable configurations.
III. SQUARE STRING
As suggested in [20], a simple model suitable for an
analytical treatment of the time-dependent pertur-
bations is a square string in the AdS-RN background
geometry (3), depicted in Fig. 3. The model describes
quite well a string near the horizon, as shown in Fig. 4
where the profile of the string approaching the hori-
zon is drawn.
It is convenient to work in the r-gauge (τ = t and
σ = r). The embedding functions for a string in the
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FIG. 2. Double valued EQQ¯(L) for rH = 1 and µ =
0, 0.6, 1.2. The inset is an enlargement of the L ' 0.8
range.
x− r plane are XM = (t, x (t, r) , 0, 0, r), and the NG
action reads
S = − 1
2piα′
∫
dtdr
√
1 + x´2
(
r4f (r)− 1
f (r)
r˙2
)
.
(18)
For a static string XM = (t, x (r) , 0, 0, r) this reduces
to
S = − T
2piα′
∫
dr
√
r4f (r) x´2 + 1 . (19)
In the case of the square profile, Eq. (19) is deter-
mined integrating along the three sides of the string.
The result can be regularized:
Sreg = − T
2piα′
(
Lr20
√
f (r0)− 2 (r0 − rH)
)
, (20)
where L still denotes the distance between the end-
points on the boundary. For r0 near the horizon the
energy
E = −S
reg
T (21)
has a local maximum, hence upon small perturba-
tions the string departs toward an equilibrium con-
figuration. The stationary point for E is determined
solving
2Lr0
√
f (r0) +
r20L
2
√
f (r0)
∂f (r0)
∂r0
− 2 = 0. (22)
For the metric function f(r) in (4), expanding the
l.h.s. of Eq. (22) for r0 → rH gives:
r0,sol =
rH
(
L2
(
2r2H + 11µ
2
)− 8)
2L2 (2r2H + 5µ
2)− 8 . (23)
Moreover, expanding for L→ 0 at O(L2) gives
r0,sol = rH
(
1 +
L2
8
(
2r2H − µ2
))
. (24)
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FIG. 3. Square string near the horizon, with rH = 1,
r0 = 1.1 and L = 2.
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FIG. 4. String profile for rH = 1, r0 = 1.1 and different
values of the chemical potential µ.
We now consider a fluctuating string described by the
action (18), and introduce a small time-dependent
perturbation δr (t) to the static solution, r0 (t) =
r0,sol + δr (t): indeed, for the square string a per-
turbation makes time-dependent the position r0 of
the bottom side. The regularized action is given by
Sreg = − 1
2piα′
∫
dt
{
L
√
r40f (r0)−
1
f (r0)
r˙0
2
− 2 (r0 − rH)
}
. (25)
The Lagrangian
L = L
√
r40f (r0)−
1
f (r0)
r˙20 − 2 (r0 − rH)
(26)
can be expanded around r0,sol to second order in
δr(t):
L ≈− 2r0,sol + 2rH + Lr20,sol
√
f (r0,sol) + δr(t)
(
−2 + 2Lr0,sol
√
f(r0,sol) +
Lr20,solf
′(r0,sol)
2
√
f(r0,sol)
)
+ Lδr(t)2
(√
f(r0,sol) +
r0,solf
′(r0,sol)√
f(r0,sol)
− r
2
0,solf
′(r0,sol)2
8f(r0,sol)3/2
+
r20,solf
′′(r0,sol)
4
√
f(r0,sol)
)
− δr˙(t)2 L
2r20,solf(r0,sol)
3/2
,
(27)
and the equation of motion for δr (t) reads:
δr¨(t)
L
r20,solf (r0,sol)
3/2
+ Lδr(t)
(
2
√
f (r0,sol) +
2r0,solf
′ (r0,sol)√
f (r0,sol)
− r
2
0,solf
′ (r0,sol)
2
4f (r0,sol)
3/2
+
r20,solf
′′ (r0,sol)
2
√
f (r0,sol)
)
− 2 + 2Lr0,sol
√
f (r0,sol) +
Lr20,solf
′ (r0,sol)
2
√
f (r0,sol)
= 0 . (28)
This equation is solved by
δr (t) = A exp (λt) +B exp (−λt) . (29)
The coefficient λ, our Lyapunov exponent, deter-
mines the time growth of the perturbation. It is given
by:
λ =
r0,sol
2
(
− 8f (r0,sol)2 + r20,solf ′ (r0,sol)2
− 2r0,solf (r0,sol)
(
4f ′ (r0,sol) + r0,solf ′′ (r0,sol)
))1/2
.
(30)
Expanding f (r0,sol), f
′ (r0,sol) and f ′′ (r0,sol) at sec-
ond order in L we have:
λ = 2rH
(
1− µ
2
2r2H
)(
1− L
2
4
(
2r2H − µ2
))
(31)
and, using Eq. (5):
λ = 2piTH
(
1− L
2
2
piTHrH
)
. (32)
The exponent λ saturates the bound (1) at the lowest
order in L. The O(L2) gives a negative correction.
No effect of the chemical potential is found, but for
the one encoded in TH through Eq. (5).
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FIG. 5. Perturbation along the direction orthogonal to
the string in each point with coordinate l.
IV. PERTURBED STRING
To study the onset of chaos in a more realistic
configuration, we perturb the static solution of a
string near the black-hole horizon by a small time-
dependent effect.
There are different ways to introduce a small time-
dependent perturbation. We follow [20], and perturb
the string along the orthogonal direction at each point
with coordinate l in the r−x plane, as in Fig. 5. For
the unit vector nM = (0, nx, 0, 0, nr) orthogonal to
tM we have:
grr(r) (n
r)
2
+ gxx(r) (n
x)
2
= 1 (33)
r´ (l) grr (r) n
r + x´ (l) gxx (r) n
x = 0. (34)
The solution for the components nx and nr is
nx(l) =
√
grr
gxx
r´(l) , nr(l) = −
√
gxx
grr
x´(l) (35)
for an outward perturbation, as in Fig. 5. Introduc-
ing a time-dependent perturbation ξ (t, l) along n one
has:
r (t, l) = rBG (l) + ξ (t, l)n
r (l) ,
x (t, l) = xBG (l) + ξ (t, l)n
x (l) , (36)
with rBG (l) and xBG (l) the static solutions obtained
integrating Eqs. (12) and (13).
To describe the dynamics of the perturbation (as-
suming it is small), we expand the metric function
around the static solution rBG(l) to the third order
in ξ (t, l).
To the third order in ξ the NG action involves a
quadratic and a cubic term. The quadratic term has
the form:
S(2) =
1
2piα′
∫
dt
∫ ∞
−∞
dl
(
Cttξ˙
2 + Cllξ´
2 + C00ξ
2
)
,
(37)
with Ctt, Cll and C00 depending on l. For the metric
in Eq. (3) with a generic metric function f(r) the
coefficients Ctt, Cll and C00 read:
Ctt (l) =
1
2rBG
√
f (rBG)
,
Cll (l) = − 1
4Ctt (l)
,
C00 (l) =
1
4r3BGf(rBG)
3/2
{(
− 2r4BGf(rBG)2
(
2f (rBG) + rBGf
′ (rBG)
)
+ r40f (r0)
(
4f (rBG)
2
+ r2BGf
′ (rBG)
2
+ rBGf (rBG) (f
′ (rBG)− rBGf ′′ (rBG))
)}
.
(38)
The coefficients depend on l through rBG (l). Their expressions for the AdS-RN metric are:
6Ctt (l) =
r2BG
2
√
(r2BG − r2H) (r4BG + r2BGr2H − r2Hµ2)
,
Cll (l) = − 1
4Ctt (l)
,
C00 (l) =
(
r60r
2
BG
(
r12BG − 10r6BGr4Hµ2 − 2r8Hµ4 + 4r8BGr2H(r2H + µ2) + 4r2BGr6Hµ2(r2H + µ2)− r4BGr4H(r2H + µ2)2
)
+ r2BGr
4
Hµ
2
(
r12BG − 10r6BGr4Hµ2 − 2r8Hµ4 + 4r8BGr2H(r2H + µ2) + 4r2BGr6Hµ2(r2H + µ2)
− r4BGr4H(r2H + µ2)2
)− r20(r18BG − 3r6BGr8Hµ4 − 2r12H µ6 − 6r8BGr6Hµ2(r2H + µ2)
+ 3r2BGr
10
H µ
4(r2H + µ
2) + 3r10BGr
4
H(r
2
H + µ
2)2)
)) 1
r20 r
8
BG
(
(r2BG − r2H)(r4BG + r2BGr2H − r2Hµ2)
)3/2 . (39)
The equation of motion from (37) is
Ctt ξ¨ + ∂l
(
Cllξ´
)
− C00 ξ = 0. (40)
For ξ (t, l) = ξ (l) eiωt this corresponds to
∂l
(
Cll ξ´
)
− C00 ξ = ω2Ctt ξ , (41)
a Sturm-Liouville equation with weight function
W (l) = −Ctt(l). We solve Eq. (41) for different val-
ues of r0 and µ, imposing the boundary conditions
ξ (l)
l→±∞−−−−→ 0. The two lowest eigenvalues ω20 and
ω21 , varying r0 and µ, are collected in Table I, and
in one case the eigenfunctions e0 (l) and e1 (l) are de-
picted in Fig. 6.
ω0ω1
-2 -1 0 1 2-3
-2
-1
0
1
2
3
l
FIG. 6. Eigenfunctions e0 (l) (black line) and e1 (l) (red
line) of Eq. (41) for r0 = 1.172 and µ = 0.6.
There are negative values of ω20 , corresponding to
an unstable sector. For µ = 0 the system is stabi-
lized as r0 increases, with the tip of the string de-
parting from the BH horizon: ω20 becomes positive
for r0 ≥ 1.177. Fixing r0 = 1.1, the lowest lying state
is stabilized increasing the chemical potential µ, and
ω20 is positive for µ ≥ 1.2. The dependence of ω20 and
ω21 on r0 and µ is shown in Fig. 7, together with the
line demarcating the regions of negative and positive
values of ω20 .
The perturbation can be expanded in terms of the
first two eigenfunctions e0 and e1,
ξ (t, l) = c0 (t) e0 (l) + c1 (t) e1 (l) , (42)
with the time dependence dictated by the coefficient
functions c0(t) and c1(t). Up to a surface term, the
cubic action has the expression:
r0 = 1.1 r0 = 1.172
µ ω20 ω
2
1 µ ω
2
0 ω
2
1
0 -1.370 7.638 0 -0.064 10.458
0.3 -1.235 7.418 0.3 -0.005 10.239
0.6 -0.870 6.748 0.6 0.148 9.574
0.9 -0.388 5.605 0.9 0.324 8.428
1.2 0.006 3.938 1.2 0.397 6.735
r0 = 1.18 r0 = 5
µ ω20 ω
2
1 µ ω
2
0 ω
2
1
0 0.071 10.754 0 81.726 275.477
0.3 0.124 10.537 0.3 81.706 275.458
0.6 0.258 9.874 0.6 81.648 275.400
0.9 0.406 8.733 0.9 81.551 275.303
1.2 0.449 7.046 1.2 81.415 275.168
TABLE I. Eigenvalues ω20 and ω
2
1 of Eq. (41) changing the
values of r0 and µ.
7S(3) =
1
2piα′
∫
dt
∫ ∞
−∞
dl
{
D0 ξ
3 +D1 ξξ´
2 +D2 ξξ˙
2
}
, (43)
with D0,1,2 functions of l. This reads, expanding the perturbation ξ(t, l) as in Eq. (42):
S(3) =
1
2piα′
∫
dt
∫ ∞
−∞
dl
{(
D0 e
3
0 +D1 e0e´
2
0
)
c30 (t)
+
(
3D0 e0e
2
1 +D1
(
2e´0e1e´1 + e0e´
2
1
) )
c0 (t) c
2
1 (t) +D2
(
e0e
2
1c0c˙
2
1 + e
3
0e
2
1c0c˙
2
0 + 2e0e
2
1c˙0c1c˙1
)}
. (44)
Upon integration on l, an action for c0(t) and c1(t) is obtained summing S
(2) and S(3):
S(2) + S(3) =
1
2piα′
∫
dt
[ ∑
n=0,1
(
c˙2n − ω2nc2n
)
+K1c
3
0 +K2c0c
2
1 +K3c0c˙
2
0 +K4c0c˙
2
1 +K5c˙0c1c˙1
]
. (45)
FIG. 7. Eigenvalues ω20 and ω
2
1 vs r0 and µ. The green
surface corresponds to ω21 , the red and blue surface to
ω20 . The dark blue line demarcates the (blue) region of
negative ω20 from the (red) region of positive ω
2
0 .
The coefficients K1,...5 depend on r0 and µ, and are
collected in Tab. II choosing a set of values for such
quantities.
As one can numerically test, in cases correspond-
ing to negative values of ω20 the action describes
the motion of c0 and c1 in a trap, and in some re-
gions within the potential the kinetic term is neg-
ative. As suggested in [20], it is useful to replace
c0,1 → c˜0,1 in the action, with c0 = c˜0 + α1c˜20 + α2c˜21
and c1 = c˜1 +α3c˜0c˜1, neglecting O
(
c˜4i
)
terms, setting
the constants αi to ensure the positivity of the kinetic
term. We set the constants α1 = −2, α2 = −0.5 and
α3 = −1, slightly different from [20]. The replace-
ment stretches the potential stabilizing the time evo-
lution: the dynamics is not affected, and a chaotic
behaviour shows up also in the transformed system.
The onset of chaos can be investigated construct-
ing Poincare´ sections. We show the sections defined
by c˜1 (t) = 0 and ˙˜c1 (t) > 0 for bounded orbits within
the trap. In the case rH = 1, r0 = 1.1 and increas-
ing µ, such sections are collected in Fig. 8. For c˜0
near zero the orbits are scattered points depending
on the initial conditions. On the other hand, increas-
ing µ the points in the plot form more regular paths:
the effect of switching on the chemical potential is to
mitigate the chaotic behavior.
For µ = 1.2 and r0 = 1.1 the eigenvalue ω
2
0 becomes
positive and the orbits form tori, as one can see in
Fig. 9. Moving further away from the horizon, the
Poincare´ plots for the string dynamics show regular
r0 = 1.1 µ K1 K2 K3 K4 K5
0 11.36 21.72 10.58 3.37 6.73
0.6 7.22 16.76 9.98 3.44 6.88
1.2 0.81 5.84 8.29 3.64 7.28
r0 = 1.172 µ K1 K2 K3 K4 K5
0 7.63 20.61 8.17 2.69 5.39
0.6 5.13 17.30 8.04 2.81 5.62
1.2 0.86 9.30 7.81 3.22 6.44
r0 = 1.18 µ K1 K2 K3 K4 K5
0 7.36 20.64 8.00 2.65 5.29
0.6 4.97 17.45 7.90 2.76 5.53
1.2 0.88 9.69 7.76 3.18 6.36
r0 = 5 µ K1 K2 K3 K4 K5
0 -15.01 560.52 7.44 2.84 5.67
0.6 -14.88 560.57 7.44 2.84 5.67
1.2 -14.49 560.73 7.46 2.84 5.69
TABLE II. K coefficients in Eq. (45) changing the values
of r0 and µ.
8FIG. 8. Poincare´ sections for a time-dependent perturbed string, obtained changing the initial conditions, with r0 = 1.1
and increasing the chemical potential: µ = 0 (top row), µ = 0.03 (second row), µ = 0.06 (third row) and µ = 0.09
(bottom row), for c˜1 = 0 and ˙˜c1 ≥ 0. The plots in the right column enlarge the corresponding ones in the left column
in the range of small c˜0, ˙˜c0.
orbits regardless of µ.
The Lyapunov exponents in the four dimensional
c0, c1 phase space can be computed for the different
values of r0 and µ using the numerical method in [25].
The results are shown in Figs. 10 and 11. Focusing
on the system with r0 = 1.1, we have evaluated the
convergency plots of the four Lyapunov coefficients,
one for each direction of the phase space, varying µ
from µ = 0 to µ = 1.2. The cases µ = 0 and µ = 0.6
are displayed in Fig. 10, the other cases are similar.
The largest Lyapunov exponent behaves as an expo-
nentially decreasing oscillating function, which can be
extrapolated to large number of time steps as shown
in Fig. 11. The values resulting from the fit decrease
as µ increases: the effect of the chemical potential
is to soften the dependence on the initial conditions,
making the string less chaotic.
To investigate the behaviour for different r0, we
have computed the Lyapunov coefficients for r0 = 5,
away from the horizon, and µ up to µ = 1.2. The con-
vergency plots show a rapid convergence of all Lya-
punov coefficients towards zero. The result of the fit
for large time steps, for different values of µ is in the
same Fig. 11.
To summarize, the Poincare´ plots show that chaos
is produced in the proximity of the BH horizon, and
9FIG. 9. Poincare´ section in the case r0 = 1.1, µ = 1.2,
energy E = 1× 10−5 with 8× 103 time steps (top panel),
r0 = 5, µ = 0 and energy E = 1× 10−3 (bottom panel).
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FIG. 10. Convergency plots of the four Lyapunov expo-
nents (LCEs) in the case of a string with r0 = 1.1, µ = 0
(top panel) and µ = 0.6 (bottom panel), and 2×103 time
steps.
that the dynamics of the string is less chaotic as the
chemical potential increases. This is confirmed by
the behavior of the largest Lyapunov coefficient. In
all cases the bound Eq. (1) is satisfied: for example,
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FIG. 11. Fit of the largest Lyapunov coefficient λMAX
for r0 = 1.1 (top) and r0 = 5 (bottom), varying µ. The
local maxima of plots as in Fig. 10 are fitted.
● ● ●
●
●
0.0 0.2 0.4 0.6 0.8 1.0 1.2
0.00
0.01
0.02
0.03
0.04
0.05
0.06
μ
λ MAX
■ ■ ■
■
■
0.0 0.2 0.4 0.6 0.8 1.0 1.2
0.0283
0.0284
0.0285
0.0286
0.0287
0.0288
0.0289
0.0290
μ
λ MAX
FIG. 12. Largest Lyapunov exponent λMAX vs µ, for the
tip position r0 = 1.1 (top) and r0 = 5 (bottom panel).
for a system with r0 = 1.1 and µ = 0.6 we have
λ ' (2.7×10−2)×2piTH , close to the value computed
for µ = 0 in [20]. There are no indications of a relaxed
bound as foreseen by Eq. (2).
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V. GEOMETRY WITH A DILATON
It is interesting to study a different background, a
modification of the AdS-RN with the introduction of
a warp factor, used to implement a confining mech-
anism in holographic models of QCD breaking the
conformal invariance [26]. The line element is defined
as
ds2 = e−
c2
r2
(
−r2f (r) dt2 + r2dx¯2 + 1
r2f(r)
dr2
)
,
(46)
with the same metric function f(r) in Eq. (4). The
Hawking temperature is in Eq. (5) and does not de-
pend on the dilaton parameter c. The warp fac-
tor mainly affects the IR small r region, and the
geometry becomes asymptotically AdS5 in the UV
r →∞ region. Introducing a dilaton factor has been
used, in a bottom-up approach, to study features of
the QCD phenomenology at finite temperature and
baryon density, namely the behaviour of the quark
and gluon condensates increasing T and µ, the phase
diagram, the in-medium broadening of the spectral
functions of two-point correlators [24, 27–29].
The analysis for a time-dependent perturbation of
the static string in this background can be carried out
following the previously adopted procedure. For the
square string in the background (46), the Lyapunov
exponent computed at O(L2) reads:
λ = 2piTH
(
1− L
2
2
piTHrH
(
1 +
c2
r2H
))
. (47)
This expression fullfils the bound (1).
To study the dependence of chaos on the dilaton
parameter c, we inspect the Poincare` plots and
compute the Lyapunov exponents. The Poincare`
section for rH = 1, r0 = 1.1, µ = 0 and c = 1 is
shown in Fig. 13. For small values of c˜0, ˙˜c0 the
section shows patterns hinting for a less chaotic
system as the constant c increases. This is confirmed
by the Poincare` plot for c = 2, which shows regular
orbits also in the phase space region of small c˜0 and
˙˜c0. That increasing c the string is less chaotic can
also be inferred from Fig. 14, where the Lyapunov
coefficient for the string with rH = 1, r0 = 1.1,
µ = 0 and a few values of c is drawn: the exponent
monotonically decreases vs c.
VI. CONCLUSIONS
The investigation of a holographic dual of the
heavy quark-antiquark system confirms the bounds
(1) also in the case of finite baryonic chemical po-
tential. Increasing µ the system is less chaotic. This
agrees with the conclusion obtained considering the
charged particle motion in the RN AdS background,
for which a reduction of the chaotic behaviour is ob-
served increasing the chemical potential [30].
Decrease in chaoticity is also observed for a thermal
background involving a dilaton warp factor. Even
though our analysis is limited to small perturbations
around the static string configuration, such conclu-
sions are robust; it seems unlikely that a numerical
study of large fluctuations around the static profile,
analogous to the one carried out in [20], would lead
to different results. The conclusion is that the bound
(1) continues to hold in the case of finite chemical
potential.
A possible extension of our analysis concerns the
interplay between chaos and time-dependent back-
ground geometry, namely the hydrodynamic metric
worked out in [31–34]. It would be interesting to es-
tablish the existence of a bound analogous to Eq. (1)
also in these cases.
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