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Let MC denote a 2 × 2 upper triangular operator matrix of the
form MC =
(
A C
0 B
)
, which is acting on the sum of Banach
spaces X ⊕ Y or Hilbert spaces H ⊕ K . In this paper, the sets⋂
C∈B(Y,X) σc(MC),
⋂
C∈B(K,H) σp(MC) and
⋂
C∈B(K,H) σr(MC) are,
respectively, characterized completely, where σc(·) denotes the
continuous spectrum, σp(·) denotes the point spectrum and σr(·)
denotes the residual spectrum. Moreover, some corresponding
counterexamples are given.
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1. Introduction
Throughout thispaper, letX andY be thecomplex inﬁnitedimensionalBanachspaces,H andK be the
complex inﬁnitedimensional separableHilbert spaces,B(X, Y)be thesetofall bounded linearoperators
from X into Y . For simplicity, we also write B(X, X) as B(X). If T ∈ B(X, Y), we use R(T) and N(T) to
denote the range and kernel of T , respectively, and deﬁneα(T) = dimN(T) andβ(T) = dim(Y/R(T)).
An operator T ∈ B(X) is called Fredholm if R(T) is closed, α(T) < ∞ and β(T) < ∞. In this case, the
index of T is deﬁned by ind(T) = α(T) − β(T) and T is called Weyl if it is Fredholm with index zero.
If T ∈ B(H), we use d(T) to denote α(T∗), where T∗ is the adjoint operator of T . It is well known that
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for T ∈ B(H), then β(T) d(T) = dim(R(T)⊥) and β(T) = d(T)when R(T) is closed, where R(T)⊥ is
the orthonormal complement of R(T).
For T ∈ B(X), different deﬁnitions and notations of spectra are deﬁned as follows:
the spectrum: σ(T) = {λ ∈ C : T − λI is not invertible},
the point spectrum: σp(T) = {λ ∈ C : T − λI is not injective},
the continuous spectrum: σc(T) = {λ ∈ C : T − λI is injective and R(T − λI) = X , but R(T −
λI) /= X},
the residual spectrum: σr(T) = {λ ∈ C : T − λI is injective, but R(T − λI) /= X},
the defect spectrum: σδ(T) = {λ ∈ C : R(T − λI) /= X},
the left spectrum: σl(T) = {λ ∈ C : T − λI is not left invertible},
the right spectrum: σR(T) = {λ ∈ C : T − λI is not right invertible},
the essential spectrum: σe(T) = {λ ∈ C : T − λI is not Fredholm},
the Weyl spectrum: σw(T) = {λ ∈ C : T − λI is not Weyl}.
For a Banach space X we use X′ to denote the dual space of X . If T ∈ B(X, Y), then T ′ ∈ B(Y ′, X′)
is the dual operator of T . It is well known that if MC =
(
A C
0 B
)
∈ B(X ⊕ Y), then M′C =
(
B′ C′
0 A′
)
∈ B(Y ′ ⊕ X′), and that ifMC =
(
A C
0 B
)
∈ B(H ⊕ K), thenM∗C =
(
B∗ C∗
0 A∗
)
∈ B(K ⊕ H).
Recently, many mathematicians are interested in the study of 2 × 2 upper-triangular operator
matrices (see [1–11]). This study arises from the following fact: if T ∈ B(H) and S is an invariant closed
subspace for T , then T has the representation:
T =
(∗ ∗
0 ∗
)
: S ⊕ S⊥ → S ⊕ S⊥
and one way to study operators is to see them as entries of simpler operators. In [4], Du and Pan raised
the following two natural questions for the operator matrices:
Question 1.
⋂
C∈B(K,H) σ (MC) = ?
Question 2. Is there an operator C0 ∈ B(K, H) such that σ(MC0) =
⋂
C∈B(K,H) σ (MC) for a given pair
(A, B) ∈ B(H) × B(K)?
The above questions can be stated using different spectra (point spectrum, continuous spectrum,
residual spectrum, approximate point spectrum, essential spectrum, Weyl spectrum, . . .). Moreover,
the following question arises naturally:
Question 3. Does σ∗(MC) ⊆ σ∗(A) ∪ σ∗(B) always hold, where σ∗ denotes a certain spectrum?
Considerable attention has been devoted to the questions above, see, for instance [1–11].
In this paper, we answer completely the above three questions for the continuous spectrum.
Moreover, the characterizations of the sets
⋂
C∈B(K,H) σp(MC) and
⋂
C∈B(K,H) σr(MC) are presented.
In addition, some corresponding counterexamples are given. We obtain three main results:⋂
C∈B(Y,X)
σc(MC) = σc
(
A 0
0 B
)
= (σc(A) ∩ (σc(B)) ∪ (σc(A) ∩ ρ(B)) ∪ (ρ(A) ∩ σc(B)),
⋂
C∈B(K,H)
σp(MC) = σp(A) ∪ {λ ∈ C : α(B − λI) > β(A − λI)},
and ⋂
C∈B(K,H)
σr(MC) = (σr(B)\σp(A))
∪ [{λ ∈ C : d(A − λI) > 0 and R(B − λI) is closed}\(σp(A) ∪ σp(B))],
where ρ(A) = C \ σ(A) and ρ(B) = C \ σ(B).
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2. Main results and proofs
We begin with some lemmas, which are useful for the proofs of our main results.
Lemma 1 ([8, Lemma 2.1]). Let T ∈ B(H) be an operator with R(T) nonclosed. Then there is an inﬁnite
dimensional subspace H0 (closed) of H such that H0 ∩ R(T) = {0}.
The result of next lemma is obvious, so we omit the proof. For details, see Corollary 2 of [6] for the
Hilbert space case.
Lemma 2. For a given pair (A, B) ∈ B(X) × B(Y), MC − λI is injective for every C ∈ B(Y, X) if and only
if both A − λI and B − λI are injective.
Lemma 3. For a given pair (A, B) ∈ B(X) × B(Y), R(MC − λI) = X ⊕ Y for every C ∈ B(Y, X) if and only
if R(A − λI) = X and R(B − λI) = Y .
Proof. Since the necessity holds obviously, here we only prove the sufﬁciency. For this, assume that
R(A − λI) = X and R(B − λI) = Y . ThenN(A′ − λI) = 0 andN(B′ − λI) = {0}. By Lemma 2,we have
N(M′C − λI) = {0} for every C ∈ B(Y, X). Thus R(MC − λI) = X ⊕ Y . 
The following theorem is one of our main results, which characterizes the set
⋂
C∈B(Y,X) σc(MC)
completely.
Theorem 4. For a given pair (A, B) ∈ B(X) × B(Y), we have⋂
C∈B(Y,X)
σc(MC) = (σc(A) ∩ σc(B)) ∪ (σc(A) ∩ ρ(B)) ∪ (ρ(A) ∩ σc(B)),
where ρ(A) = C \ σ(A) and ρ(B) = C \ σ(B).
Proof. We ﬁrst prove that⋂
C∈B(Y,X)
σc(MC) ⊆ (σc(A) ∩ σc(B)) ∪ (σc(A) ∩ ρ(B)) ∪ (ρ(A) ∩ σc(B)). (1)
Without losing generality, suppose that
0 ∈ ⋂
C∈B(Y,X)
σc(MC),
whichmeans thatMC is injective and R(MC) = X ⊕ Y for every C ∈ B(Y, X), and 0 ∈ ⋂C∈B(X,Y) σ (MC).
Using Lemmas 2 and 3, we know that both A and B are injective, R(A) = X , and R(B) = Y . We next
claim that either R(A) /= X or R(B) /= Y . In fact, if not, then both A and B are surjective, and hence A and
B are invertible. It follows from Lemma 1 of [5] that MC is invertible for every C ∈ B(Y, X), which is a
contradiction. Thus we have that either R(A) /= X or R(B) /= Y . From the above arguments, we obtain
that
0 ∈ (σc(A) ∩ σc(B)) ∪ (σc(A) ∩ ρ(B)) ∪ (ρ(A) ∩ σc(B)).
This proves (1).
For the converse inclusion relation, without loss of generality, suppose that
0 ∈ (σc(A) ∩ σc(B)) ∪ (σc(A) ∩ ρ(B)) ∪ (ρ(A) ∩ σc(B)).
If 0 ∈ σc(A) ∩ σc(B), by Lemmas 2 and 3we get that, for any C ∈ B(X, Y), MC is injective and R(MC) =
X ⊕ Y . We next claim that R(MC) /= X ⊕ Y for any C ∈ B(X, Y). Suppose this is not the case, then
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there exists some C ∈ B(X, Y) such that R(MC) = X ⊕ Y . Thus MC is invertible. Hence, by Theorem 2
of [5], A is left invertible and B is right invertible, which implies that both R(A) and R(B) are closed.
Consequently, A and B are invertible, which is a contradiction. So R(MC) /= X ⊕ Y for any C ∈ B(X, Y),
and hence 0 ∈ ⋂C∈B(Y,X) σc(MC). In the same way, we can prove that if either 0 ∈ σc(A) ∩ ρ(B) or
0 ∈ ρ(A) ∩ σc(B), then 0 ∈ ⋂C∈B(Y,X) σc(MC). Thus, it follows that⋂
C∈B(Y,X)
σc(MC) ⊇ (σc(A) ∩ σc(B)) ∪ (σc(A) ∩ ρ(B)) ∪ (ρ(A) ∩ σc(B)).
This completes the proof. 
The next corollary gives an afﬁrmative answer to Question 2 for the continuous spectrum σc(·).
Corollary 5. Let C0 = 0 ∈ B(Y, X). Then for any given pair (A, B) ∈ B(X) × B(Y), we have⋂
C∈B(Y,X)
σc(MC) = σc(MC0).
Proof. Similar to the proof of Theorem 4, we have
σc(MC0) = σc
(
A 0
0 B
)
= (σc(A) ∩ σc(B)) ∪ (σc(A) ∩ ρ(B)) ∪ (ρ(A) ∩ σc(B)).
Combining this with Theorem 4 leads to the conclusion. 
Remark 6. The inclusion σc(MC) ⊆ σc(A) ∪ σc(B) is not true in general. To see this, let H = K = l2.
Deﬁne the operators A, B, C by A(x1, x2, x3, x4, . . .) = (0, 0, x1, x2, x3, x4, . . .), B(x1, x2, x3, x4, . . .) =(
x3,
x4√
4
,
x5√
5
,
x6√
6
, . . .
)
and C(x1, x2, x3, x4, . . .) = (x1, x2, 0, 0, . . .), for any x = (xn)∞n=1 ∈ l2. Consider
MC =
(
A C
0 B
)
: l2 ⊕ l2 → l2 ⊕ l2. A direct calculation shows that
0 ∈ σc(MC) but 0 /∈ σc(A) ∪ σc(B),
which implies
σc(MC) ⊆ σc(A) ∪ σc(B).
So this example gives a negative answer to Question 3 for the continuous spectrum σc(·).
Theorem 7. For a given pair (A, B) ∈ B(H) × B(K), we have⋂
C∈B(K,H)
σp(MC) = σp(A) ∪ {λ ∈ C : α(B − λI) > β(A − λI)}. (2)
Proof. First, we prove that⋂
C∈B(K,H)
σp(MC) ⊆ σp(A) ∪ {λ ∈ C : α(B − λI) > β(A − λI)}. (3)
To this end, we only need to prove that if λ /∈ σp(A)⋃{λ ∈ C : α(B − λI) > β(A − λI)}, then there
exists some element C ∈ B(K, H) such that MC − λI is injective. Now suppose λ /∈ σp(A)⋃{λ ∈ C :
α(B − λI) > β(A − λI)}. Then A − λI is injective and α(B − λI)β(A − λI).
If R(A − λI) is closed, since α(B − λI)β(A − λI), there exists a bounded-below operator C0 :
N(B − λI) −→ R(A − λI)⊥. Put
C˜ =
(
C0 0
0 0
)
:
(
N(B − λI)
N(B − λI)⊥
)
−→
(
R(A − λI)⊥
R(A − λI)
)
.
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Then it is easy to check thatMC˜ − λI is injective.
Otherwise, if R(A − λI) is nonclosed, then β(A − λI) = ∞. It follows from Lemma 1 that there
exists a closed subspace H0 of H such that dimH0 = ∞ and H0 ∩ R(A − λI) = {0}. Thus there exists
a bounded below operator C1 : N(B − λI) −→ H0. Consider operator
Ĉ =
(
C1 0
0 0
)
:
(
N(B − λI)
N(B − λI)⊥
)
−→
(
H0
H⊥0
)
.
Wewill show thatMĈ − λI is injective. To do this, suppose that
(
x
y
)
∈ N(MĈ − λI). Then (A − λI)x +
Ĉy = 0 and (B − λI)y = 0. It follows that y ∈ N(B − λI), and then Ĉy = C1y ∈ H0. Therefore, (A −
λI)x = −Ĉy = −C1y ∈ H0 ∩ R(A − λI) = {0}, whichmeans that (A − λI)x = −Ĉy = −C1y = 0. By
the deﬁnition of C1 we get y = 0. In view of the assumption that λ /∈ σp(A), we also have x = 0. Thus,
MĈ − λI is injective. This proves (3).
To complete the proof, it remains to show that⋂
C∈B(K,H)
σp(MC) ⊇ σp(A) ∪ {λ ∈ C : α(B − λI) > β(A − λI)}. (4)
In fact, if λ ∈ σp(A), then there exists 0 /= x ∈ H such that (A − λI)x = 0. Let z =
(
x
0
)
∈ H ⊕ K . It is
clear that (MC − λI)z = 0 for every C ∈ B(K, H), that is,
λ ∈ ⋂
C∈B(K,H)
σp(MC).
So σp(A) ⊆ ⋂C∈B(K,H) σp(MC).
On the other hand, if λ ∈ {λ ∈ C : α(B − λI) > β(A − λI)}, we consider two cases.
Case (I). IfN(C) ∩ N(B − λI) /= {0}, then thereexists some0 /= y such thatCy = 0and (B − λI)y =
0. Put 0 /= z =
(
0
y
)
∈ H ⊕ K . Hence we have (MC − λI)z = 0.
Case (II). If N(C) ∩ N(B − λI) = {0}, in view of the assumption we have that
dim C(N(B − λI)) = dimN(B − λI) = α(B − λI) > β(A − λI) = dimH/R(A − λI).
Moreover, noting that β(A − λI) < ∞ implies R(A − λI) is closed, we have
C(N(B − λI)) ∩ R(A − λI) /= {0}.
Now let 0 /= x ∈ C(N(B − λI)) ∩ R(A − λI) ⊂ H. Then there exist x˜ ∈ H and y ∈ N(B − λI) such that
x = (A − λI)˜x = −Cy. Hence
(˜
x
y
)
/= 0 andMC
(˜
x
y
)
= λ
(˜
x
y
)
.
Combining the above two cases, we get that
λ ∈ ⋂
C∈B(K,H)
σp(MC).
Thus (4) holds and the conclusion follows from (3) and (4). 
Remark 8. β(A − λI) in (2) can not be replaced by d(A − λI), i.e.⋂
C∈B(K,H)
σp(MC) = σp(A) ∪ {λ ∈ C : α(B − λI) > d(A − λI)}
does not hold. For this, see the next example.
Example 9. Let H = K = l2. Deﬁne the operators A, B, C˜ by
A(x1, x2, x3, x4, . . .) =
(
x1,
x2√
2
,
x3√
3
,
x4√
4
, . . . ,
xn√
n
, . . .
)
,
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B(x1, x2, x3, x4, . . .) = (x2, x3, x4, . . .),
C˜(x1, x2, x3, x4, . . .) =
(
x1,
x1
2
,
x1
3
,
x1
4
, . . . ,
x1
n
, . . .
)
,
for any x = (xn)∞n=1 ∈ l2 and y = (yn)∞n=1 ∈ l2. ConsiderMC˜ =
(
A C˜
0 B
)
: l2 ⊕ l2 → l2 ⊕ l2.We then
have:
(1) A is a compact operator with R(A) = l2, R(A) is nonclosed and 1 = α(B) > d(A) = 0.
(2) MC˜ is injective. Indeed, if
(
x
y
)
∈ N(MC˜), then Ax + C˜y = 0, By = 0. By the deﬁnition of B, we
have y = (y1, 0, 0, 0, . . .). Furthermore, since Ax + C˜y = 0, it follows that(
x1,
x2√
2
,
x3√
3
,
x4√
4
, . . . ,
xn√
n
, . . .
)
= −
(
y1,
y1
2
,
y1
3
,
y1
4
, . . . ,
y1
n
, . . .
)
.
Direct calculation shows that x1 = −y1 and xi = −y1/
√
i, for i 2. Noting that
∑∞
n=1
(
1√
n
)2
=∑∞
n=1 1n = ∞, we get y1 = 0 since x ∈ l2. Therefore y = x = 0, whenceMC˜ is injective.
Consequently,
0 /∈ ∩C∈B(K,H)σp(MC) while 0 ∈ σp(A) ∪ {λ ∈ C : α(B − λI) > d(A − λI)}.
This implies that
∩C∈B(K,H)σp(MC) /= σp(A) ∪ {λ ∈ C : α(B − λI) > d(A − λI)}.
We are now ready to give the last main result.
Theorem 10. For a given pair (A, B) ∈ B(H) × B(K), we have⋂
C∈B(K,H)
σr(MC) = (σr(B)\σp(A))
∪ [{λ ∈ C : d(A − λI) > 0 and R(B − λI) is closed}\(σp(A) ∪ σp(B))]. (5)
Proof. Firstly, we prove that⋂
C∈B(K,H)
σr(MC) ⊆ (σr(B)\σp(A))
∪ [{λ ∈ C : d(A − λI) > 0 and R(B − λI) is closed}\(σp(A) ∪ σp(B))].
Without losing generality, suppose that
0 ∈ ⋂
C∈B(K,H)
σr(MC).
ThenMC is injective and R(MC) /= H ⊕ K for every C ∈ B(K, H). It follows from Lemma 2 that A and B
are injective, that is,
0 /∈ σp(A) ∪ σp(B).
Also since R(MC) /= H ⊕ K for every C ∈ B(K, H), we haveN(M∗C ) /= {0} for every C ∈ B(K, H), that is,
0 ∈ ⋂C∈B(K,H) σp(M∗C ). Moreover, from Theorem 7,⋂
C∈B(K,H)
σp(M
∗
C ) = σp(B∗) ∪ {λ ∈ C : α(A∗ − λI) > β(B∗ − λI)}. (6)
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Therefore
0∈ [{λ ∈ C : R(B − λI) /= K} ∪ {λ ∈ C : α(A∗ − λI) > β(B∗ − λI)}] \ [σp(A) ∪ σp(B)]
={λ ∈ C : R(B − λI) /= K but λ /∈ σp(A) ∪ σp(B)}
∪ {λ ∈ C : α(A∗ − λI) > β(B∗ − λI) but λ /∈ σp(A) ∪ σp(B)}
={λ ∈ C : R(B − λI) /= K but λ ∈ σp(A) ∪ σp(B)}
∪ {λ ∈ C : α(A∗ − λI) > d(B∗ − λI), R(B∗ − λI) is closed, but λ /∈ σp(A) ∪ σp(B)}
=(σr(B)\σp(A)) ∪ {λ ∈ C : d(A − λI) > α(B − λI), R(B − λI) is closed,
but λ /∈ σp(A) ∪ σp(B)}
=(σr(B)\σp(A)) ∪ {λ ∈ C : d(A − λI) > 0, R(B − λI) is closed, but λ /∈ σp(A) ∪ σp(B)}
=(σr(B)\σp(A)) ∪ [{λ ∈ C : d(A − λI) > 0 and R(B − λI) is closed}\(σp(A) ∪ σp(B))].
Consequently,⋂
C∈B(K,H)
σr(MC) ⊆ (σr(B)\σp(A))
∪ [{λ ∈ C : d(A − λI) > 0 and R(B − λI) is closed}\(σp(A) ∪ σp(B))].
We now prove the converse inclusion relation. Without losing generality, suppose that
0 ∈ ((σr(B)\σp(A)) ∪ [{λ ∈ C : d(A − λI) > 0 and R(B − λI) is closed}\(σp(A) ∪ σp(B))].
If 0 ∈ σr(B)\σp(A), then it is evident that both A and B are injective, and R(B) is not dense in K . Hence
R(MC) ⊆ H ⊕ R(B) /= H ⊕ K.
It follows from Lemma 2 that 0 ∈ ⋂C∈B(K,H) σr(MC).
On the other hand, if 0 ∈ {λ ∈ C : d(A − λI) > 0 and R(B − λI) is closed}\(σp(A) ∪ σp(B)), we
have
d(A) = α(A∗) > β(B∗) = 0,
since it is awell-known fact that B is injectivewith R(B) closed if and only if R(B∗) = K . Thus, it follows
from (6) that
0 ∈ ⋂
C∈B(K,H)
σp(M
∗
C ).
Similar to the above arguments, we have R(MC) /= H ⊕ K for every C ∈ B(K, H), thus 0 ∈ ⋂C∈B(K,H)
σr(MC) since A and B are injective. This completes the proof. 
Remark 11. Equality (5) cannot be written as⋂
C∈B(K,H)
σr(MC) = (σr(B)\σp(A)) ∪ [{λ ∈ C : β(A − λI) > 0}\(σp(A) ∪ σp(B))]. (7)
For this, see the following simple example.
Example 12. Let H = K = l2. Deﬁne the operators A and B by
A(x1, x2, x3, x4, . . .) =
(
x1,
x2√
2
,
x3√
3
, . . .
)
,
B(x1, x2, x3, . . .) = (x1, x2, x3, . . .),
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for any x = (xn)∞n=1 ∈ l2. Through a direct calculation we have
0 /∈ ⋂
C∈B(K,H)
σr(MC) but 0 ∈ (σr(B)\σp(A)) ∪ [{λ ∈ C : β(A − λI) > 0}\(σp(A) ∪ σp(B))],
which implies that (7) is not true.
Remark 13. Equality (5) cannot be written as⋂
C∈B(K,H)
σr(MC) = (σr(B)\σp(A)) ∪ [{λ ∈ C : d(A − λI) > 0}\(σp(A) ∪ σp(B))]. (8)
For this, see the following interesting counter example.
Example 14. Let H = K = l2 and deﬁne the operators A, B and C by
A(x1, x2, x3, . . .) = (0, x1, x2, x3, . . .),
B(x1, x2, x3, x4, . . .) =
(
x1
4
,
x2
42
,
x3
43
, . . .
)
,
C(x1, x2, x3, x4, . . .) =
⎛⎝∞∑
i=1
(
xi
2i
)
, 0, 0, . . .
⎞⎠ ,
for any x = (xn)∞n=1 ∈ l2. Obviously, A, B, C ∈ B(l2). ConsideringMC =
(
A C
0 B
)
, we claim that
0 /∈ ⋂
C∈B(l2 ,l2)
σr(MC), but 0 ∈ (σr(B)\σp(A)) ∪ [{λ ∈ C : d(A − λI) > 0}\(σp(A) ∪ σp(B))].
(9)
Indeed, from the deﬁnitions of A and B, we have
0 /∈ σp(A) ∪ σp(B) and d(A) = 1,
thus
0 ∈ (σr(B)\σp(A)) ∪ [{λ ∈ C : d(A − λI) > 0}\(σp(A) ∪ σp(B))].
Now, we prove 0 /∈ ⋂C∈B(l2 ,l2) σr(MC). For this, it is sufﬁcient to prove that R(MC) = l2 ⊕ l2, which
can be obtained from
(ei, 0), (0, ei) ∈ R(MC) for i = 1, 2, 3, . . . ,
where {ei} is an orthonormal basis of l2. We will complete the proof by three steps.
(1) Suppose that zn =
(
0, 1
2n+1
∑n
i=1 4iei
)
∈ l2 ⊕ l2 for any positive integer n. Then
(
A C
0 B
)
zn =
⎛⎝ 12n+1 (∑ni=1 2i) e1
1
2n+1
∑n
i=1 ei
⎞⎠ −→ (e1
0
)
,
and so (e1, 0) ∈ R(MC).
(2) Observing that
(
A C
0 B
)(
ei−1
0
)
=
(
ei
0
)
, we have (ei, 0) ∈ R(MC) for any i 2.
(3) Put z = (0, 4iei) ∈ l2 ⊕ l2. Then(
A C
0 B
)
z =
(
2ie1
ei
)
,
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which implies (2ie1, ei) ∈ R(MC). Consequently, we get that(
0
ei
)
=
(
2ie1
ei
)
−
(
2ie1
0
)
∈ R(MC).
Therefore we prove (9), and so equality (8) fails.
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