A one-shot semi-join reduction approach was recently proposed to execute all semi-joins on the same relation simultaneously such that the relation only needs to be scanned once. The one-shot semi-join reduction approach was applied to reducing distributed query response time under the assumption that one copy of each referenced relation has been chosen prior to the production of an execution plan. The estimations of both semi-join reduction effect and local join cost, employed in previous work, were restricted to a special case. In this paper, we extend the previous work in three ways: 1) remove the requirement for copy selection before the production of a semi-join reduction program, 2) allow the choice of redundant copies for the execution o f semi-joins, 3) employ a general cost model which covers a large class of possible estimations of semi-join reduction effect and local join cost. Then, an algorithm to produce an optimal parallel one-shot semi-join reduction program for minimizing response time shall be presented, addressing the above three aspects.
A number of significant results in processing distributed queries by a semi-join reduction a p proach have been achieved [3, 10, 11] . Most of them assume that local costs are entirely negligible, and then favor a sequential semi-join reduction, that is, using the result of a semi-join to further reduce the size of a relation by another semi-join.
Recent performance studies [9] show that when local processing expense is not negligible, a sequential semi-join reduction approach may sometimes lead to inefficiencies, such as loss of parallelism, processing overhead, loss of global semijoin optimization, and inaccurate semi-join reduclion esiimalion.
The one-shot semi-join approach was proposed in [IO] to reduce the semi-join processing cost and to explore inter-operation parallelism in semi-join executions. It suggests executing a set of semijoins on the same relation a t the same time. That is, if there is more than one relation required to perform semi-join with the same relation R,, then R, is scanned once only to perform these semi-joins together. It encourages the semi-joins to be performed on different relations in parallel. The one-shot semi-join reduction approach was then applied to reducing the response time for distributed query processing by considering data transmission time together with local processing time. As in most prior work, the authors made the assumptions that in the presence of redundant data placement, 1) a preselected copy of each relation referenced by a query should be determined before producing a semi-join reduction program, and 2) all those preselected copies are located at different sites. Further, they considered only a special form of the estimations of semi-join reduction effects and local join costs (see Section 2).
In this paper, we shall extend the approach in
[lo] in three ways:
1. remove the requirement for copy selection before the production of a semi-join reduction program, and make a copy selection while producing a semi-join reduction program, . In regard of the above three aditional aspects, in this paper we shall present a polynomial time bounded algorithm, which can output an optimal semi-join reduction program for processing a distributed query such that the response time, with respect to our general cost model, will be minimized.
The rest of the paper is organized as follows.
Section 2 presents a modification, with respect to the above three aspects, of the oneshot semi-join approach, and presents our cost model. In Section 3, we present our optimal algorithm together with the correctness proof. This is followed by conclusions and remarks. 
Cost Model
Our goal is to mininlize the distributed query response time with respect to the above five phases.
Particularly, we concentrate on minimizing the re- . Thus, empirical cost models, which exclude some negligible factors to achieve a good approximation of a precise cost model, should be adopted to avoid computing a computationally intractable problem.
We consider, as follows, both communication and computation costs in our cost model. Note that in our discussion, a given network is an arbitrary one.
In the transmission phase, the referenced relations a t each site are scanned (at most once)
in parallel to generate all columns required by a semi-join reduction program. The values in these columns are hashed, and then sent in parallel to other sites, where the data are used to perform a semi-join reduction. We assume that the transmission delay due to network contention is negligible (this is possible in the environment where a network is connected through a high bandwidth, and multiple channels are available). We use ti;: When applied on a specific system, a particular form of g can be given by the system administrator. After a specific g is given in a specific system, a tailored optimal solution can be derived immedi- A precise estimation of the size of a join (including semi-join) is usually difficult to be obtained.
The research in this area still attracts a great attention [5] . In order to ensure that our algorithm may be applied to any reasonable estimation of a semi-join reduction, in this paper we give a general description of a semi-join reduction, and then provide a generally optimal algorithm with respect to this general description. for ( k l , k z , . _ _ ,
km) E S, sz(i) E 2*4') for each i ,
and 1j E sl(j) for each j E sz(i). In the next section, we show how to determine an execution plan to minimize the response time.
Algorithm
From the discussions in the last section, it follows that an execution plan of a distributed query 
1).
A trivial exhaustive search on the search space, as described above for the minimization of the value of (3), is not feasible, because the search space usually has an exponential size. Thus, we first present a reduction on the search space such that the reduced search space is polynomially bounded.
Reduction on Search Space
In this subsection, we present a reduction on the search space from Se1 3 -Se1 1. Obviously, we need only consider those semi-joins R, [XRj whose selectivities pI are not 1. Thus in our later discussions, we restricted our interests in a selection of B z ( i ) from the following set for each i:
Hereby, we re-define sz(i) as the above set. where nj is the cardinality of s l ( j ) .
In the optimal execution plan for minimizing (3), a choice of each 32 ( i ) may be limited as follows for a given i and its associated site ki E s l ( i ) .
Let ti,k, denote t~:~~i * k ' r j ) .
We can show that the optimal execution plan must have the following property.
Lemma 2 Lei
[X R, be ezecuted in an ezeculion plan P which has ihe minimum value of (3)
for processing ihe join. Then ihis ezecution plan To further reduce the search space, we first introduce the following notation. Let (21, yl) and ( 2 2 , y~) be two points in a 2-dimenslonal space.
We say that (tl, y1) domtnaies (12, Note that we assume g = 03 if one of its variable is CO. After procedure PROC, we can determine a semi+, ( p i ) for each (U;, w ; ) from the link estab lished in Proc 2. We, then, obtain an execution plan P .
Description of Algorithm
In this subsection, we present a detailed descrip tion of the algorithm OPT. The algorithm OPT outputs an execution plan for a distributed join process by the one-shot semi-join approach with a minimum response time (as presented in (3)). It consists of the following 5 steps:
Algorith OPT
Step 1: For each i, each k, E s l ( i ) and each j E = ti;L!'sk''J). find f ( i , k , , j ) . Let Go to Step 2.
sz(i),
Step 2: For each i and each ki E ~( i ) , compute all smi,r,(p) for 0 _< p 5 Is*(i)l. G o to Step
3.
Step 3: Compute each and link to sm;,k,(p;). Go to Step 4
Step 4: Execute the procedure PROC as described in the last subsection. Go to Step
5.
Step 5: Track back through the links on the output of PROC to $obtain an execution plan.
The correctness of the algorithm O P T can be + logN) ).
Step 
Remarks and Conclusions
In this paper, the approach in [IO] has been extended to cover three additional aspects.
As we pointed out in Section 2, the response time minimization problem will be computationally intractable if we apply a precise cost model.
This prevents us using a precise cost model, since spending exponential time to produce an execution plan for a join process in order to minimize response time is useless. The local processing cost model presented in this paper is an approximation model by the deletion of some non-dominant factors. Thus, we could expect that the optimization solution for the cost model presented in this paper is, in practice, a nearly optimal result t o an NP-hard problem.
In the future, we would like to ease the restrictions in using a worst case based estimation model for a resource contention situation at the semi-join phase; that is, we would like to find a better way t o estimate the response time while several semijoins run together to share a resource.
