'Orchestration' refers to the ability of a live video communication system to adapt in real-time to the communication context with a view to enhance the quality of mediation and subsequently the quality of interaction between participants. For example, this can be done by reframing the cameras and changing the way in which the video content is mixed on each screen. To be a feasible solution, orchestration has to be an automatic process. This paper reports a study of orchestration carried out in the social setting of a group of friends playing social games from two separate living rooms. The quality of the communication was assessed via two measures: one objective, in the form of task efficiency, and one subjective, in the form of a questionnaire. The objective measure indicated that mediated communication can be improved through orchestration, but the subjective measure was inconclusive. The paper also uncovers some of the complexities of the experimental space associated with orchestrated mediated communication and aims to provide motivation for further research into this new communication paradigm.
INTRODUCTION
The use of live video mediation in social communication is growing at a fast pace. Products such as Microsoft Skype and Google+ Hangouts are increasingly becoming part of our daily lives. Group communication is being addressed, but the current systems do not go beyond 'talking heads' [14] . The communication setups currently dealt with by live video communication systems are still quite restrictive.
Imagine, for example, a conversation across a live video link among a group of friends located in two separate living rooms, carried out over the rooms' TV screens. One fixed camera per location providing one fixed shot could suffice to mediate the conversation, particularly as people are able to adapt their behaviour [22] and find artful ways to overcome the limitations of the communication system [10] . However, there are also many reasons why it may not suffice [10, 22] . For example, the one shot may lack the necessary levels of detail to appropriately convey particular actions, facial expressions and messages expressed through body language, and so it may lead to 'unnatural behaviour', for example by constraining people to be aware of the camera and ensure that they are always in the frame. An alternative would be to employ more than one shot per location, through multiple cameras, with the corresponding communication system able to 'follow the communication as it progresses', choosing the right shots and mixing them in a manner similar to film and TV [21] . Figure 1 illustrates sample shots that could be captured from one of the locations and mixed on the TV screen of the other. Such an approach appears to allow people to have more natural interactions with each other, potentially increasing their sense of empathy [16] , connectedness and presence, as well as counteracting spatial distortion [12] , perceptual invariance [15] and increasing the 'transparency' of the communication medium itself. Furthermore, such an approach appears to be necessarily required in more comprehensive communication setups intended to be mediated through live audio and video, such as connecting more than two locations and providing for larger groups, involved in more complex social activities.
The ability of a communication system to dynamically reframe the cameras, control the microphones and mix the available live audio-video content on the available screens and speakers, to ensure, for each participant, an optimum in the perspectives and levels of detail perceived from the other spaces, has been denoted communication orchestration or, simply, orchestration [21] . Orchestration is similar to the compilation of live TV programmes, but it is fundamentally different, as its underlying principle is communication, not storytelling. Furthermore, in live orchestrated communication, the way in which the cameras and microphones are controlled and audio video content is mixed has a direct effect upon the conversation itself, whereas in TV, events are being merely depicted, the lens being a mere observer with no agency. Lastly, TV considers one viewpoint, namely that of the aggregated audience, whereas orchestration must take into account the perspective of each of the participating members. The success of such adaptable context-aware communication systems depends upon the 'recipes' according to which they perform orchestration -i.e., their orchestration logics, grammars or knowledge. Any body of orchestration knowledge subsumes two main reasoning processes:
• understanding the continuously changing context of the communication taking place, and
• adapting the communication system to appropriately provide for the identified communication context
The former process takes input from sensors and feature extraction procedures (e.g., voice activity extraction and face detection) and 'lifts' such primitive information into aspects of the communication context (e.g., the person holding the conversation turn). The latter process applies screenlanguage conventions to determine how to control the cameras and how to mix the available live content in order to best mediate the identified communication context (through the former process) among all the participants. This paper presents an experimental investigation into automatically orchestrated video-mediated communication within a particular setting of social group interaction: friends playing social games, chatting and having fun, from two separate living rooms, using the TV as the communication conduit to the other room. It is motivated by [21] , which showed, by carrying out orchestration entirely by human operators, that orchestration can have a positive impact in such communication setups. The study presented here addresses the questions of whether a completely automatic system could have a similar impact. In the process of answering this question, the study also uncovered aspects regarding the complexity of the experimental enquiry into this novel communication paradigm.
RELATED WORK
As already mentioned, there is a significant body of research related to the automatic understanding of communication contexts. The conceptual underpinning is provided by 'conversation analysis' [20] , with 'turn-taking' [19] being probably the most investigated concept. More recently, this line of research has been extended to 'social signal processing' [6, 23] . Its ultimate aim is the development of procedures for the automatic extraction of features of social interaction, taking verbal as well as non-verbal behaviour (such as prosody, posture, gaze, gestures, etc.) as the object of analysis. Various conceptual models have been designed and validated. The review provided in [6] groups them into four categories, namely those pertaining to interaction management (e.g., addressing and turn-taking), internal states (e.g., interest and emotional engagement), personality traits (e.g., dominance and extroversion), and social relationships (e.g., formal roles, such as interviewee, and social roles, for example determined by the social status). The more recent review provided in [24] uses a similar taxonomy, namely social actions and interactions, social emotions, social attitudes, and social relations. [2] , which provides a rich set of low level features that can be extracted from audio (e.g., waveform properties, signal energy, loudness) [3] and from video (e.g., face detection) [2] . They can be processed jointly in a single framework allowing for time synchronization of parameters, on-line incremental processing as well as off-line and batch processing, and the extraction of statistical data. In conclusion, there already are insightful research results with regards to the understanding of communication contexts, and the momentum behind this work is increasing. However, when it comes to orchestration, this is only half of the picture: the part that maps such identified traits into camera and mixing decisions still needs to be developed.
The other half of the orchestration reasoning process -i.e., controlling cameras and vision mixers -is also the subject of related research, but most of this work is carried out in the context of games, film and TV production. The main problem dealt with by games research is the selection, at each point in the game interaction, of the most appropriate viewpointreferring to position, orientation, focal distance, etc. of the virtual camera -to represent the 3D world. The selection is constrained by editing principles, adapted from film and TV, related to concepts such as 2D/3D continuity, rhythm, story and emotion. Such editing principles, together with the techniques employed in their computational expression, are surveyed in [18] . The description is made from the viewpoint of the approach taken for knowledge modelling: procedural, declarative and optimization. Narrative techniques from film and TV have already made their way into game screen language to provide for more dramatic and engaging interactions. This is strong motivation for orchestration research, which is also hypothesizing that film and TV techniques could be used to enhance the means of social interaction. However, orchestration addresses communication within social groups which is mediated by video, whereas games are about interaction within virtual worlds.
On a parallel track, in the area of film and TV, the most relevant research to orchestration concerns the formalization of shot description, directing, and other aspects of the film production workflow, with a view to providing for more rigorous descriptions and to automate parts thereof. [25] , for example, presents a symbolic language to express the content of film, which is accompanied by a number of software tools intended for use during film planning and visualization of ideas. This is relevant to orchestration, as such work, too, is concerned with deciding upon the right shots for a specific situation, according to some embedded logic. However, this is about narrating events to a passive audience, not about live communication, as orchestration is.
Related work that connects the two main reasoning components of orchestration -context understanding and directing video expression -is scarce. [1] investigated the identification of 'floor control' in group meetings, using a multi-modal approach that combines patterns of speech (e.g., the use of discourse markers) with visual cues (e.g., gaze exchanges).
Identifying who has control of the floor provides an important focus for information retrieval and summarization from audio-video recordings. This work focuses on the definition of a model, using manual annotations of audio and video recordings, and not on its implementation. Also, its application is summarization and retrieval, not communication. [17] reports a study that employed principles from television production to capture meetings of small groups. Events such as 'speaker change', 'posture change' and 'head orientation' are mapped, according to an internal logic, onto different types of shots, such as 'close-up', 'two-person' and 'overview'. Automatically compiled representations are compared with representations compiled by a film crew. This work is closely related to orchestration, but its overall aim is to better recount meetings (to passive viewers), not to provide for realtime communication between participants. [1] and [17] consider face-to-face communication and aim to develop better ways for their recording and recounting, whereas orchestration considers mediated communication. Also, [1] and [17] are set in the more structured space of meetings, whereas orchestration, here, is studied within the less structured space of social interaction.
The work reported in [7] is about 'orchestration' (our terminology). Two groups of people have a meeting across a video link. One direction of communication was orchestrated, employing one mobile camera, whereas the other one was 'conventional', using a static wide shot. The orchestration logic was refined by analysing TV debate programmes.
Eight types of shots were refined, including 'speaker', 'listener' and 'speaker and listener'. The duration of each shot was clocked and so a frequency distribution was compiled from the TV content. The orchestration logic was subsequently expressed as two-shot transition tables, each specifying the probability of transition from any shot to any other shot. One table was used when the speaker changed, the other was used in conjunction with the frequency distribution. The 'change in speaker' cue was inserted manually, by a human operator. This is inspiring work, but the setup was limited: context understanding was not automatic, only one direction of communication was orchestrated and the interaction context was that of a structured meeting. Benefits of the orchestrated communication have been observed, such as better conveyance of the feelings and intentions of the active speaker, but also benefits of the conventional link have been noticed, such as making the situation easier to grasp. The conclusion was that orchestration can be a way of improving the quality of communication in structured meetings. However, interestingly, the study hypothesized that this paradigm is not portable to the less structured conversations of the social space, as speaker identification is not portable to situations when people take short turns or speak over each other.
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The work reported in [21] attempts to invalidate this hypothesis and takes orchestration into a social setting. A group of friends play social games and have idle chats from two separate living rooms. Both communication directions are orchestrated, the system employing a number of fixed cameras per location, each able to provide a particular functional shot. The orchestration logic is expressed as a set of rules, but the corresponding reasoning process is being entirely carried out by human operators. The logic is based not only on 'conversation turns' (similar to active speaker in the previously cited work), but also on other features of conversation analysis, such as 'crosstalk' and 'quick turn taking'. The study concluded that orchestration can improve the quality of the communication and interaction experiences in a social setting, and motivated enquiries into automatically performed orchestration. Our paper reports on such an enquiry, in a setting similar to [21] and using a similar orchestration logic, but automatically executed.
In conclusion, there are various bodies of research related to the two main reasoning processes subsumed by orchestration, but there is no study yet of an automatically orchestrated video communication system employed in a social settingi.e. a system aware of the communication context and able to dynamically configure itself in real-time to best address the communication needs. Such a study is presented in this paper.
EXPERIMENT DESCRIPTION Communication setup
As stated in the introduction, orchestration is not a general recipe to any communication setup. Rather, particular setups require particular bodies of orchestration logic. However, such 'particular setups' ought to have a level of generality to ensure reuse of the orchestration logic to the extent that the proposition is feasible and cost effective.
The general setup chosen for this study is that of friends playing social games, chatting and having fun, from two separate living rooms (see Figure 2) . Each room had two armchairs, a coffee 
Orchestration logic
Any corpus of orchestration knowledge should be founded on a combination of key interaction principles, such as: following the most active speaker(s); providing a balanced view of all the people involved in the conversation; following the conversation flow by focusing on the active speakers as well as the listeners who actively react to what is being said (e.g., by interjecting or nodding); or others. The principle behind the orchestration logic used here was that of following and giving visual prominence to the active speakers, but ensuring that the visual continuity of the representation is preserved.
The former requirement was based on the concepts of turn shift and short turn taking, which were automatically inferred from a more primitive cue, namely 'start voice activity by person P'. The definition of the concepts is given below:
Only one person can have the turn at any one time.
Person P takes the turn if there is voice activity detected from P and P is not currently holding the turn and P is not cross talking over someone else.
Person Q is cross talking over person P if P has the turn and there is voice activity detected from Q.
There is a pattern of short turn taking if 3 or more turn shifts occur within 5 seconds.
For the dynamic construction of the visual representation, a small set of types of shots was considered to be sufficient: a wide shot, framed to include both people in the room, allowing them also a bit of space for movement, and two tighter shots, mid-shots, one for each person in the room ( Figure  3 ). Orchestration was done solely through their mixing (i.e., there was no camera reframing), using only clean cut transitions.
The mixing logic, expressed as rules in natural language, is described below (the rules are stated from the point of view of the room/screen for which the mixing is taking place, therefore, the persons referred to in the rules are from the other room):
1. If person P starts a conversation turn (i.e., a turn-shift to P occurs), show the medium shot of P.
2.
If there is a pattern of short turn-takings, then show the wide.
3.
If there is no turn-shift for 5 seconds, then show the wide.
4.
No change of shot is allowed within 2 seconds of the previous cut (highest priority, when there are conflicts).
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Conditions
Four experimental conditions were found necessary for this investigation, which were all mediated through the same communication infrastructure and differed only with regards to orchestration: context aware automatic orchestration (CA-A), context aware manual orchestration (CA-M), static and context unaware mixing (CU). All the conditions were of equal length (15 minutes) and their order was counterbalanced as follows: CA-A was experienced by the participants 2 times as first condition, 2 as second, 3 as third and 2 as fourth; CA-M was 3 times the first one to take place first, 2 times second, 1 time third and 3 times fourth; the static condition was 2 times first, 3 second, 2 third and 2 fourth; while the CU condition was experienced 2 times as first, 2 as second, 3 as third and 2 as fourth.
In the CA-A condition, the whole reasoning process was entirely automatic, from the extraction of primitive cues to the issuing of mixing decisions. In the CA-M condition, the entire reasoning process was performed by two human operators (one per screen/room). They were instructed to follow rigorously the rule-set aforementioned and rely as little as possible on their mixing experience and knowledge (tacit or explicit). As orchestrated communication experiences are determined by the bodies of rules on which they are based, any rule change could have a significant impact upon the group communication experience. This was the reason why the operators were instructed to follow rigorously the given set of rules. Otherwise, there would have not been any comparable behaviour between manual and automatic orchestration, nor continuity across experiments (if the operators are not constrained by a given set of rules, in each experiment they would have applied their tacit knowledge differently). However, the experience of the manual operators was somewhat reflected in their interpretation of the rules, which were expressed in natural language.
In the static condition there is no reasoning process involved at all, a wide shot of the room being always shown in the other room. The CU condition was included as a reference for measuring the effect of context-awareness (both of the CA conditions). In the CU condition, a simple time-based algorithm was used to drive the mixing process: a change of shot, from the available three, was continuously made at a random interval of time varying between 2 and 5 seconds (uniform distribution). This simulated the pace with which human operators cut between shots for this communication setup (inferred through prior experimentation) and was aligned with the thresholds used in the orchestration rules.
A number of criteria informed the choice of these conditions. To make manual orchestration possible, the size and expression of the logic had to be sufficiently small and clear to allow the human operators to digest it and apply it rigorously. To ensure that the static condition was not disadvantaged by design, the setup was chosen such that the wide shot captured all the necessary information from the other room. In order to not distract the participants on reverse engineering the system or 'playing' with its capabilities, they were not briefed beforehand on the conditions they were going to experience. Although the CU condition involves random choices, it is still an informed way of mixing, as: (i) it mixes the available shots with, more or less, the same pace as the CA conditions; and (ii) out of the 3 shots available for mixing, 2 are always relevant, as they always capture the active speaker.
Sessions and participants
A total of 9 interaction sessions were carried out with a total of 36 participants -a session being defined by a group of 4 people undertaking all 4 conditions. There were 2 teams of 2 participants in each session who experienced the 4 different conditions in succession, giving a 4 factorial withinparticipants design. The participants were chosen such that all the team members knew each other from before, but they did not necessarily know the members of the opposite team. Out of the 36 participants, 13 were male and 23 female, they were aged between 18 and 51 (mean 23.1, variance 4.8) and 28 of them were native English speakers. 21 of them knew their teammate for longer than 6 months.
There were 2 orchestration operators for the manual condition, both with prior film editing experience and they were in charge of all 9 experimental sessions.
Communication system
The architecture of the bespoke communication system used in the experiment is depicted in Figure 4 . Video and audio were processed on parallel channels. The round-trip video delay was about 600ms and audio was slowed down to ensure synchronicity. The audio chain was supported by the audio communication engine clients (ACEs) and the server component, the ACE Multipoint Control Unit (MCU) (described in [5] ). They provided for a high quality stereo connection between the two rooms with very good echo cancellation. The video chain was supported by the video acquisition clients (VACQs), the video router (VR) and the video composition The network connectivity was chosen such as to impose no constraints on the system described above, i.e. there was sufficient bandwidth for each room to upload 3 HD streams and download 3 HD streams.
The output of the Orchestration Engine (OE) consisted of cut commands sent to the VCE. The input into the OE consisted of the primitive cues received from the Analysis components [13] . Two types of primitive cues -'directional audio activity' and 'face detection' -extracted by the Analysis engines were further fused by it into the 'start/stop voice activity by face X' cue, which was the primitive cue used by the OE to infer the required conversation cues -turn-shift and shortturn-taking.
The Orchestration Engine (OE) was built in a declarative model, with the knowledge base separated from the reasoning engine [4] . The logic was implemented using rules in an event-based framework [9] , using the JBoss Drools inference engine 1 . The main issues that needed to be considered in the implementation included: (i) conflict resolution (ii) processing of asynchronous events, (iii) management of imprecision in measurements and definitions, (iv) real-time event processing (v) ability for temporal reasoning.
All the inferences of the OE were time-stamped logged, including detection of conversation turn-shifts, short turn taking, and decisions to cut. In the manually orchestrated condition, the OE was replaced by two human operators, one per room, each operating via a live-mixing interface, in-house implemented, plugged into the communication framework. Each operator had a view of the room from which they were mixing and the screen of the room for which they were mixing. Three buttons, corresponding to the three possible shots, were mapped onto three adjacent keys for shot selection. In order to assist them with the application of the rules, rule 4 was enforced in the live-mixing interface by disabling the keys and buttons for 2 seconds from the previous action.
For the context-unaware mixing condition, the OE was replaced by a simple piece of code implementing the timebased mixing algorithm.
RESULTS
The objective measure used was that of 'task efficiency', defined as the average game points won per condition ( Figure  5 ). Significant differences were found here, as participants performed considerably poorer in the context unaware mixing condition (CU), achieving their best results in the automatically orchestrated one (CA-A). More specifically, the results show that different conditions affected the gameplay of the participants, F(3, 30) = 4.34, p = .01, η p 2 = .30. The mean number of game points won in the automatic condition (CA-A) was 25.91 (SD = 8.07), in the manual condition (CA-M) was 24.00 (SD = 9.74), in the static condition was 23.09 (SD = 11.42) and in the context-unaware condition (CU) was 17.27 (SD = 9.03). Planned pairwise comparisons, Bonferroni corrected, showed that only the automatic orchestration condition contributed to the observed difference in effect of orchestration, p <.05. The questionnaire proposed in [11] was used for the subjective evaluation of the mediated communication across the four selected conditions. It targeted four factors describing mediated interaction: naturalness, immersiveness, presence and social presence. The average assessment for each factor is shown in Figure 6 by experimental condition. There were no significant differences measured in these four factors (p >.05), which means that all the four conditions were more or less equivalent with regards to the specific subjective evaluation.
The average number and duration of 'turn shifts' was also measured for each condition (see Figure 7) , with a view to providing further data for the evaluation of the quality of the communication experience. The two are related, but not inferable from each other, as the state where no participant holds the turn is possible. These results were log-transformed and entered in a repeated analysis of variance. There were no differences in turn shifts across conditions (p >.05), see Figure  7a . Figure 7b shows that turn durations were also not affected by the different conditions (p >.05); no significant pairwise differences were observed in the duration of turns. 
DISCUSSION
Recall that the aim of the current experiment was to investigate the effect of context-awareness and dynamic configurability, defined as orchestration, on the quality of videomediated communication, using an objective measure of task performance and a subjective assessment of the experience. The hypothesis was that orchestration can improve the ability of participants to communicate and collaborate effectively and that this would be reflected through both measures, objective and subjective.
The results did confirm, albeit marginally, the expectations with regards to the objective measure, as participants were indeed more efficient when collaborating in the two contextaware conditions. This can probably be attributed to the availability of more relevant information for each side of the group from the other, as provided through orchestrated mediation. The results overall, however, are more suggestive than conclusive. Yet a conclusive result which indicates the potential of automatic orchestration to improve live mediated communication did emerge from the fact that statistically significant (p <.05) differences were observed only between the automatically orchestrated condition (highest in terms of points won) and the context unaware mixing (CU) condition (lowest in terms of points won); neither the static condition nor, surprisingly, the manually orchestrated condition showed statistically significant differences with respect to the CU condition.
In order to further investigate the positive effect of automatic orchestration on task efficiency and to attribute this effect or correlate it with other factors, two other objective measures were considered: the average number of conversation turns and their average duration per condition. As shown in Figure  7 , there is a decrease in number of turn shifts from automatic, through manual, static and down to context unaware and a converse increase in the average duration of the turns. They could be interpreted as indicating a decrease in the degree of how 'animated' the conversation was. Given the chosen communication setup -guessing within a short interval of timethere is a reasonable case to make that the best communication experience, from this point of view, is the most animated one, namely that had in the automatically orchestrated condition. Yet, this, too, is suggestive, not conclusive, but it backs up the same pattern observed with regards to game points won ( Figure 5 ).
There is also an indication of automatic orchestration outperforming manual orchestration. When compared with each other, there are no significant differences between them, neither with regards to task efficiency nor to number of turns. However, the better experience in the automatic condition is suggested by the fact that the manual orchestration condition did not show statistically significant differences when compared with the CU condition (p >.05), whereas the automatic one did. On a first look, this appears counterintuitive, as manual operation in such a setup could be expected to establish some sort of 'ground truth' hard to reach through automatic operation; humans are expected to have a much better understanding of the context of communication than what could be implemented in automatic procedures. Yet, the opposite conclusion is suggested here. To further explore this aspect, we measured the average number of mixing decisions applied by the two manual operators, per communication session ( Figure  8 ).
There are very significant differences in the numbers of decisions per operator, t(8) = 9.60, p <.001: in room 1 on average 93 decisions were applied (SD = 10.08), whereas in room 2 on average 147 decisions were applied (SD = 16.76). The results also show that one operator (for room 1) is more constant in number of decisions made across the four days, whereas the other one fluctuates quite considerably. Also, the number of decisions, per operator per day, decreases from one session to the other for all 4 days, for one of the operator, and for the last 2 days, for the other. This reduction in responsiveness may be attributed to fatigue.
These aspects clearly indicate that different human operators, and even the same operator at different moments in time, will interpret the same body of rules expressed in natural language differently, even when it is as simple as the one used here. Most probably, such differences would increase with the increase in complexity of the rule set. Any experimental evaluation of orchestration knowledge through manual operation must account for this aspect (e.g., train the operators in the rule set, average manual operation across a representative sample of operators, etc.) and cannot assume that manual operation provides the 'ground truth' of the experience. The implications are even more significant, as the whole process of orchestration knowledge elicitation and implementation is affected, giving rise to questions such as: whose or which interpretation of a rule set expressed in natural language is being implemented? and how is a particular implementation validated? This uncovers an added degree of complexity of an already rather complex experimental space.
The subjective evaluation of the communication experience was inconclusive ( Figure 6 ).
The discrepancy between the objective evaluation and the subjective one provokes the thought that the questionnaire, despite being validated in a related application area [11] , could somehow 'hide' more subtle but meaningful differences, possibly due to the aggregation of scores in different questions or participants going into narrative mode reflecting on their performance instead of actually recounting their experience. Trying to unpick this aspect, we considered each individual question separately. Four of the ones that showed significant differences between conditions are presented in Figure 9 .
For q10 -'I felt equally aware of people in the other room as of people in my own room' -the static condition was eval- uated higher than the other conditions. This can potentially indicate its appropriateness for better conveying group awareness.
For q14 -'People in the other room felt more distant than people in my own room (transposed)' -automatic orchestration was evaluated higher than static and context unaware mixing, with manual orchestration closely following. This can potentially indicate its appropriateness for better conveying closeness and intimacy.
For q13 -'I was aware of what the other participants were doing' -context unaware mixing performed worse than the other three (static and manual being top). This can potentially indicate that the ability to keep track of a task requires context awareness or an appropriate static condition.
For q7 -'I felt like the boundaries between my and the other room disappeared' -automatic orchestration performed worse than the other three conditions. It is hard to find an explanation as to why spatial awareness was affected in this way.
These interpretations, save q7, are aligned with some of the conclusions presented in [7] and represent hypotheses for further research. They also indicate that other questionnaires than [11] might work better for the evaluation of orchestrated video mediated communication.
With regards to manual orchestration, the results of this study are not as strong as those reported in [21] , as, here, manual orchestration does not show any statistically significant differences compared to the static and context unaware mixing conditions. There is no disagreement. This shows how relevant the details of the communication setup can be to mediContext-aware Systems TVX 2015, June 3-5, 2015, Brussels, Belgium ated communication experiences. In all the three experiments (two reported in [21] and one here), the generic setting was that of a group of four friends, two in each living room, playing social games across a live video connection through the room's TV screens. However, in [21] the social game was Pictionary, and so the overall interaction had stronger visual requirements than that around Articulate, which was the game of the study here. The number of shots available for orchestration in the experiments reported in [21] was greater than those employed in this study and the orchestration logics employed in [21] were more complex that the logic used here. This illustrates the complexity of the orchestrated experience space, which presents various co-ordinates such as: (social) activity undertaken between people, number and type of cameras, their placement, the shots available for orchestration, the orchestration logic, the number of people and locations, and others. Any variation along these co-ordinates generates a new setup that needs to be investigated. Finding ways to evaluate orchestration in larger, more generic setups is an extra challenge.
In the communication setup considered here, the differences between the four experimental conditions were not substantial. One view may be that the measures employed were insufficiently sensitive to pick up existing differences. Another view may be that the communication setup itself (2 rooms, 2 people per room in fixed positions, relatively short communication session, high quality audio and video, wide shot in static condition captures all the necessary details, simple orchestration logic, etc.) was simple enough to be served well by all the four methods of mediation. In more complex setups, for example involving more locations, more people, and possibly different activities, it can be hypothesised that more sizeable differences might arise. The automatically orchestrated condition, conceptually, appears to scale better than both the static and the context-unaware orchestrated conditions. For a three room setup, for example, the level of detail provided by the static condition is halved compared to the two room setup -each room has to place two static shots, as opposed to one, on its screen. For the same setup, considering that each room provides three shots, similarly to the experiment reported here, the probability of showing a meaningful shot in the context unaware condition is more or less half of the same probability in the two room setup -a simplistic calculation indicates that 2 out of 6 shots will always include the active speaker in the three room setup, whereas 2 out of only 3 shots will include the active speaker in the two room setup. However, the informed choice of 1 shot out of a possible 6, in the three room setup, is hypothesized to work more or less similarly to the informed choice of 1 shot out of a possible 3, as in the two room setup, as 'following' the active speaker within a group of 4 is similar to 'following' the active speaker within a group of 6. Context awareness is thus hypothesized to provide more significant improvements to the communication experience in more complex setups compared to the two context unaware possibilities.
CONCLUSIONS
Live video mediation is penetrating the social sphere at a fast pace. Currently, all there is available for group social communication is offered within the paradigm of 'talking heads', which serves very well simple communication setups. This paper was motivated by richer, more complex setups of social communication, which were assumed to require multiple cameras to capture all the necessary details and, consequently, dynamic mixing of the available live content. The decision making process that directs the cameras and controls the mixing process was denoted as orchestration.
The paper presented an experimental enquiry into a completely automatic orchestrated live video communication system. The evaluation was carried out within a generic setup, namely that of a group of friends (4), located in 2 living rooms and playing social games (Articulate). The overall principle underlying the specific orchestration logic employed was to follow the conversation flow and to keep the focus of the representation on the person most actively involved in the conversation. This was implemented via a relatively simple rule set.
Automatic orchestration was found to enhance task efficiency and to better facilitate the communication style required by the social activity undertaken: animated conversation with short turns and quick exchanges of turns. This was attributed to the provision of more relevant information through automatically orchestrated mediation than through the other methods of mediation.
In an attempt to attribute the observed difference to and correlate it with other factors, additional objective and subjective instruments were employed. However, they led to no conclusive results. Further differences and trends were observed, but they lacked statistical significance. The objective measures of number of conversation turns and their average duration backed up the trend observed with regards to task efficiency, but not with statistical significance. The questionnaire used for the subjective evaluation of the communication experience through four factors (naturalness, immersiveness, presence and social presence) [11] did not lead to any significant differences either between the four experimental conditions. However, by considering individual questions, it showed that differences did exist, with orchestration appearing better at conveying closeness and intimacy, and the static condition appearing better at maintaining group awareness.
On one hand, these results could suggest that the measures employed were insufficiently sensitive to pick up existing differences in the communication experiences. On the other hand, they could also suggest that the investigated communication setup was rather simple and therefore well served by all the four methods of mediation and not conducive to more significant differences. More complex setups, it can therefore be hypothesised, could impose stronger requirements for context-aware mediation, i.e. orchestration. This hypothesis is backed up by the observation that, conceptually, context-unaware mediation (e.g. static and context unaware mixing) does not scale up for more complex setups as well as orchestrated mediation. We suggest both perspectives as avenues for further research required in the ever-growing landscape of social live video-mediated communication.
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