Distribution systems are often crippled by catastrophic damage caused by a natural disaster. Well-designed hardening can significantly improve the performance of post-disaster restoration operations. Such performance is quantified by a resilience measure associated with the operability trajectory. The distribution system hardening problem can be formulated as a two-stage stochastic problem, where the inner operational problem addresses the proper sequencing of post-disaster repairs and the outer problem the judicious selection of components to harden. We propose a deterministic robust reformulation with two solution methods, an MILP formulation and a heuristic approach. We provide computational evidence on various IEEE test feeders which illustrates that the heuristic approach provides near-optimal hardening solutions efficiently.
Introduction
Natural disasters have caused major damage to electricity distribution networks and deprived homes and businesses of electricity for prolonged periods, for example Hurricane Sandy in November 2012 [20] , the Christchurch Earthquake in February 2011 [16] and the June 2012 Mid-Atlantic and Midwest Derecho [12] . Estimates of the annual cost of power outages caused by severe weather between 2003 and 2012 range from $18 billion to $33 billion on average [9] . Physical damage to grid components must be repaired before power can be restored [20, 34] . On the operational side, approaches have been proposed for scheduling the available repair crews in order to minimize the cumulative duration of customer interruption, which reduces the harm done to the affected community [7, 22, 33] . On the planning side, Kwasinski et al. [16] reported that facilities that had been upgraded or hardened in Christchurch at a cost of $5 million, remained serviceable immediately after the September 2010 earthquake and saved approximately $30 to $50 million in subsequent repairs. Hardening minimizes the potential damages caused by disruptions, thereby facilitating restoration and recovery efforts, and the time it takes for the infrastructure system to resume operation [24] . However, as indicated in [28] , the difficulty of hardening does not lie in the design or construction of a hardened system, rather in the ability to quantify the expected performance improvement so that rational decisions can be made regarding increased cost versus potential future benefit.
Concept and quantification of resilience
Resilience in infrastructure systems under natural disasters is an important current area of research. While several definitions of resilience have been proposed [6, 8, 18, 25] , infrastructure resilience is typically defined as the ability to anticipate, prepare for, adapt to changing climate conditions and withstand, respond to, and recover rapidly from disruptions [23] . Resilience usually addresses the following four aspects -preparedness, robustness, resourcefulness and recovery, as illustrated in Fig. 1 , which is adapted from the 'Resilience Construct' in [1] . Since resourcefulness mainly depends on people instead of technology, the planning aspect, preparedness, should be guided by the other two operational aspects, robustness and recovery.
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Figure 1: Interactions between the four aspects of resilience
In a civil engineering context, resilience can be illustrated using the "operability trajectory", Q(t), as shown in Figure 2 , adopted from [27] . The trajectory shows the increase in infrastructure functionality over time and is an effective visual indicator of the 'goodness of the restoration process'. Robustness is quantified by the depth of functionality drop at time zero 1 , while the quality of the recovery process is quantified by the ramp up time of the operability trajectory to full/satisfactory functionality, post time zero. Obviously, we desire that an infrastructure system exhibit a relatively small drop in functionality at time zero and a quick ramp up time to full/satisfactory functionality, post time zero. Consequently, the ideal operability trajectory is defined by Q ideal (t) = 1, ∀t ≥ 0, assuming that operability is measured in fractional units instead of percentages. These two metrics can naturally be combined into an unifying measure of resilience [25] . Letting T be some restoration time horizon, a resilience measure, R, can be defined as follows [27] :
The closer Q(t) is to Q ideal (t), the greater is the area under Q(t), and therefore the greater is the resilience measure. Instead of maximizing the resilience measure defined in eqn. 1, we could choose to minimize the quantity T 0 Q ideal (t)dt − T 0 Q(t)dt, which is the area over the Q(t) curve, bounded from above by Q ideal (t). This area, informally, the 'other side of resilience', can be interpreted as a measure of 'aggregate harm'. In a power system, it can be shown using the Lebesgue integral that minimizing this area is equivalent to minimizing the quantity n w n T n , where w n can be interpreted as the contribution of node n to the overall loss in functionality of the system (or alternately, harm suffered by node n) and T n is the time to restore node n. Therefore, our objective for operational problems is to minimize the measure n w n T n , given a specific disaster scenario, while the objective for planning problems is to minimize n w n T n in an expected sense, where the expectation is over all possible disaster scenarios. 
Literature review
In recent years, several researchers have investigated different methods for hardening, but most focus solely on the robustness, i.e., worst-case load shed at the onset of disaster. Of note, a resilient distribution network planning problem (RDNP) was proposed in [38] to coordinate the hardening and distributed generation resource allocation. A tri-level defender-attacker-defender model is studied, in which the defender (hardening planner) selects a network hardening plan in the first stage, the attacker (natural disaster) disrupts the system with an interdiction budget, and finally, the defender (the distribution system operator) reacts by controlling DGs and switches in order to minimize the shed load. This model is improved in [17] by considering the investment cost and by eliminating the assumption that enhanced components should remain intact during any disaster scenario. Another direction of research enforces chance constraints on the loss of critical loads and normal loads respectively [19, 37] . A two-stage stochastic program and heuristic solution of hardening strategy were proposed in [29] , specifically for earthquake hazards, under the assumption that the repair times for similar types of components follow an uniform distribution, which simplifies the problem to a certain extent.
Our approach
To the best of our knowledge, this paper is the first to consider the restoration process in conjunction with hardening. Our approach can be seen as a two-stage stochastic problem. The first stage selects from the set of potential hardening choices and determines the extent of hardening to maximize the expected resilience measure R, while the second stage solves the operational problem in each possible scenario by optimizing the sequence of repairs given the hardening results. In the operational problem, we consider sequencing post-disaster repairs in distribution network with one repair crew. Wang et al. [35] make a distinction between hardening activities and resiliency activities which are focused on the effectiveness of humans post-disaster. By assuming only one repair crew, we focus on the effects of network structure and components, and reduce the reliance on resourcefulness (i.e. the number of repair crews available). This issue will be discussed in more detail in Section 5. Since an ideal formulation of the problem is hard to solve, we developed a reformulation and several heuristics techniques to solve the hardening problem. The rest of the paper is organized as follows. In Section 2, we briefly review the problem of sequencing post-disaster repairs in distribution networks with one repair crew and discuss an MILP formulation and an optimal heuristic algorithm. In Section 3, we formulate the problem of distribution system hardening against natural disasters, followed by a deterministic robust reformulation in Section 4. Next, we motivate why we believe it is important to consider the restoration process in the hardening problem, the so called 'restoration process aware hardening problem'. Two solution methods, an MILP formulation and an iterative heuristic algorithm, are then discussed in Section 5. The performance of these methods is validated by various case studies on standard IEEE test feeders in Section 6.
Sequencing post-disaster repairs in distribution networks
In this section, we briefly review the problem of sequencing post-disaster repairs in distribution networks with a single repair crew. Further details, including scheduling with multiple repair crews, can be found in [33] .
Distribution networks modeling
A distribution network can be modeled by a graph G with a set of nodes N and a set of edges L. Let S ⊂ N represent the set of source nodes which are initially energized and D = N \S represent the set of sink nodes where consumers are located. An edge in G represents a distribution feeder or some other connecting component. We assume that the network topology G is radial, which is a valid assumption for many electricity distribution networks. Instead of a rigorous power flow model, we model network connectivity using a simple network flow model, i.e., as long as a sink node is connected to the source, we assume that all the loads connectd to this node can be supplied without violating any security constraint. For simplicity, we treat the three-phase distribution network as if it were a single-phase system. Our analysis could be extended to a three-phase system using a multi-commodity flow model, as in [36] .
Damage modeling
Let L D and L I = L \ L D denote the sets of damaged and intact edges, respectively. Without loss of generality, we assume that there is only one source node in G. If an edge is damaged, all downstream nodes lose power due to lack of electrical connectivity. Each damaged edge l ∈ L D has a (potentially) unique repair time p l . At the operational stage, we assume perfect knowledge of the set L D and the corresponding repair times, while, at the planning stage, the repair times are modeled as random variables following some probability distribution.
Sequencing with soft precedence constraints
Let w n be a nonnegative quantity that captures the importance of the load at node n and T n the time required to restore power at node n (i.e. the energization time of node n). The importance of a node depends on the amount of load connected to it as well as the types of load served. For example, re-energizing a hospital would receive a higher priority than a similar amount of residential load. We assume that crew travel times are minimal and can be either ignored or factored into the component repair times. Within this framework, our goal is to find a sequence by which the damaged edges should be repaired such that the aggregate harm n∈N w n T n is minimized. We construct two simplified directed radial graphs to model the effect that the topology of the distribution network has on scheduling. The first graph, G ′ , is called the 'damaged component graph'. All nodes in G that are connected by intact edges are merged into supernodes in G ′ . The set of edges in G ′ is the set of damaged edges in G, L D . The second graph, P , called a 'soft precedence constraint graph', is formally defined in [33] . An edge exists between two nodes in P if they share the same node in G ′ . The direction of the edge is determined by the hierarchy of components, or equivalently, the direction of power flow. A node in P represents (1) a damaged edge l in G and (2) a set of nodes that could be energized if edge l and all its predecessors are repaired. See Fig. 4 for an illustration on the IEEE 13-node test feeder ( Fig. 3 ). Additional details can be found in [33] . 
MILP formulation with one repair crew
With only one repair crew, the damaged components must be repaired one by one, so there can be L D decisions to make, one at each time stage. The duration of each stage depends on the repair time of the component. We use two sets of binary decision variables. The first set of decision variables is denoted by {x t l }, where x t l = 1 if edge l is repaired at time stage t and is equal to 0 otherwise. The second set of decision variables is denoted by {u t i }, where u t i = 1 if node i is energized at the end of time stage t and is equal to 0 otherwise. Let T denote some restoration time horizon and h t denote the harm till time stage t. Although we cannot know T exactly until the problem is solved, a conservative estimate is adequate. The MILP model for minimizing the aggregate harm is shown below:
The first set of constraints binds the two sets of decision variables. Constraints (2b) and (2c) specify that all source nodes be energized initially and all sink nodes be energized by time T . Constraint (2d) requires that only one damaged edge be chosen for repair at any time stage.
Constraint (2e) requires that whenever some edge l ∈ L D is chosen for repair at time stage t, i.e., x t l = 1, it forces u t j and t−1 τ =0 u τ i to be 1, i.e., node j (the tail node of edge l) is energized at time stage t and at least one of the neighbors of node j in the graph G, which we denote by N e(j), is energized at some previous time stage. Implicitly, this constraint forces that an edge be chosen for repair at time stage t if and only if the tail node of that edge can be immediately energized at the end of time stage t, which must be true when only one repair crew is available. The second set of constraints connects the aggregate harm with the decision variables. The intermediate variable d t captures the aggregate restoration time just prior to time stage t. Constraint (2f) initializes the aggregate restoration time to 0. Constraint (2g) requires that the difference d t − d t−1 , for some t, be at least the repair time of the edge being repaired at time t. If l is the edge being repaired at time stage t, whose tail node is j, the t th stage harm can be modeled as follows: h t ≥ w j u t j d t . Constraints (2h) to (2l) linearize the above nonlinear inequality using the big-M method and the intermediate variable r t i .
Heuristic algorithm
We begin with the following lemma, which states that sequencing post-disaster repairs in distribution networks with a single repair crew is equivalent to the scheduling problem 1 | outtree | n∈N w n C n , for which an optimal algorithm exists [2] . A proof of this lemma can be found in [33] .
Lemma 1. Single crew repair and restoration scheduling in distribution networks is equivalent
where the outtree precedences are given in the soft precedence constraint graph P .
Next, we briefly discuss the algorithm. Details and proofs can be found in [5] and [33] . Let J ⊆ L D denote any subset of damaged edges. Define:
Algorithm 1 finds the optimal repair sequence by recursively merging the nodes in the soft precedence graph P . The input to this algorithm is the precedence graph P . Let N (P ) = {1, 2, . . . |N (P )|} denote the set of nodes in P (representing the set of damaged edges, L D ), with node 1 being the designated root. Broadly speaking, at each iteration, a node j ∈ N (P ) (which could also be a group of nodes) is chosen to be merged into its immediate predecessor i ∈ N (P ) if q(j) is the largest. The algorithm terminates when all nodes have been merged into the root. Upon termination, the optimal single crew repair sequence can be recovered from the predecessor vector and the element A(1), which indicates the last job finished. It is shown in Section 4.3.1 of [5] that the algorithm can compute the optimal sequence in O(n log n)-time.
3 The Hardening Problem: Formulation
Damage modeling
As mentioned above, damages are modeled by repair time vectors associated with network components. Since no a priori exact information about the damages is available at the planning Algorithm 1 Optimal algorithm for single crew restoration in distribution networks. The input to this algorithm is the precedence graph P . The notation pred(n) denotes the predecessor of any node n ∈ P .
pred(n) ← parent of n in P ;
7: end for 8: nodeSet ← {1, 2, · · · , |N (P )|}; 9: while nodeSet = {1} do 10:
Find j ∈ nodeSet such that q(j) is largest; % ties can be broken arbitrarily 11: Find i such that pred(j) ∈ B i , i = 1, 2, . . . |N (P )|; 12: w(i) ← w(i) + w(j); 13: p(i) ← p(i) + p(j); 14: q(i) ← w(i)/p(i); 15: pred(j) ← A(i);
16:
A(i) ← A(j); 17:
nodeSet ← nodeSet \ {j}; 19 : end while stage, we model the repair times as a random vector P. The uncertainties are twofold: the possible scenarios of natural disasters that planners want to take into account and the uncertain damages to components caused by a specific disaster. The distribution of P can be a mixture of a Bernoulli distribution which represents the probability of damage and a (possibly) continuous distribution of repair time, such as the exponential [26] or log-normal distribution [4] . Mixed distributions, usually do not admit a closed-form expression of their distribution functions. In our work, we do not assume any knowledge of the distribution function, except for knowledge of the first moment E[ P]. Some planners tend to use the sample average approximation (SAA) methods by considering a limited set of component damage scenarios, which are either defined by users or drawn from a probabilistic model, as in [19, 37] . It is known that SAA methods converge to the optimal solution as the sample size goes to infinity. However, SAA methods require that the selected scenarios be typical and right on target, or the sample averaging needs to be performed over a large number of cases.
Hardening options and costs
In practice, multiple hardening actions are usually available for each network component. For example, hardening an edge can involve some combination of vegetation management, pole reinforcement, undergrounding, enhanced pole guying, [17] . Typically, the goal of hardening a component is to lower the probability of its failure in the event of a disaster. However, since we are interested in maximizing the resilience of the system, or equivalently, minimizing the aggregate harm, simply lowering the probability of failure of a component is not sufficient. Since the aggregate harm is a function of the restoration times of the nodes, which in turn depend on the repair times of the damaged components (and the repair schedule), hardening a component can only be beneficial if it leads to a corresponding reduction in the repair time of that component.
In this paper, we assume that there is a finite set of hardening strategies for each edge l, which we denote by K l . Each such strategy can be some combination of several disjoint hardening actions. We require that the hardening process select one strategy from the set K l . Let p = {p l }, where p l is the 'expected repair time' of component l before hardening, ∆ p = {∆p lk }, where ∆p lk is the 'expected reduction in the repair time' of component l due to hardening strategy k ∈ K l , and c lk be the cost of implementing hardening strategy k on edge l. We make the following assumption on the relationship between c lk and ∆p lk :
Generally, the more a component is hardened, the greater is the cost of hardening, but so is the reduction in repair times. The reasoning behind Assumption 1 is similar to that of Proposition 1 in [32] . If there exists two hardening strategies (k 1 , k 2 ) ∈ K l which violate the assumption, i.e., ∆p lk 1 > ∆p lk 2 is true while c lk 1 < c lk 2 , strategy k 2 cannot be part of the optimal hardening solution. Let C denote the capital budget available for hardening, P denotes the repair time after hardening, modeled as a random vector to account for different disaster scenarios, and y lk be a binary variable which is equal to 1 if hardening strategy k is chosen for edge l and 0 otherwise. A stochastic optimization model for minimizing the aggregate harm is:
Ideal stochastic programming model
where the expectations are over all disaster scenarios (the assumption being, different disaster scenarios cause different types/scales of damage and therefore lead to different repair times). While the notation L D denotes the set of actual damaged edges in the context of the postdisaster scheduling problem (operational phase), we interpret it as the set of all edges which could potentially be damaged in the event of a disaster, the worst case operational scenario, in the context of the hardening problem. Eqn. (3b) is the mean-enforcing constraint (which requires that we have knowledge of the first moment of P), eqns. (3c) and (3f) force at most one hardening strategy to be chosen per edge from the set K l , eqn. (3d) enforces the budget constraint, and eqn. (3e) models the (possible) reduction in repair time of each edge l due to hardening. Observe that the set of constraints (3c), (3d) and (3f) mimics a 0-1 knapsack constraint since we are essentially choosing a subset of hardening strategies from the set of all hardening strategies over all edges, subject to a budget constraint. Unfortunately, the above stochastic program is difficult to solve, even with perfect knowledge of the distribution of P. It is indeed almost impossible to know beforehand the explicit form of f (·) which would result in the optimal harm. Another complicating factor is that the evaluation of the objective function requires knowledge of the distribution function of P, while at the same time, this distribution function depends upon the decision variable (eqn. (3b)). This effectively rules out the applicability of SAA methods. While metaheuristics such as simulated annealing could be used to solve the above problem to (near) optimality, doing so might require an inordinate amount of computation time. We therefore propose a deterministic robust reformulation which is computationally tractable.
The Hardening Problem: Deterministic Robust Reformulation using Jensen's Inequality
We begin this section by showing that the min-harm function f (·) is concave. In order to develop an intuition for the concavity of f ( p), let us consider an arbitrary network with two possible repair time vectors, p 1 and p 2 , such that the l th element of p 2 is smaller than the corresponding element of p 1 by ∆p l while all other elements are equal. That is,
Suppose the optimal single crew repair schedule corresponding to p 1 is S 1 and edge l is the k th 1 job in S 1 . Let R 1 denote the set of l and all jobs scheduled after stage k 1 in S 1 . Similarly, let S 2 denote the optimal single crew repair schedule corresponding to p 2 such that edge l is the k th 2 job in S 2 , and R 2 denote the set of l and all jobs scheduled after stage k 2 in S 2 . While S 1 is indeed a feasible schedule for p 2 , it may not necessarily be the optimal schedule. In fact, whether the optimal schedule changes under p 2 depends on ∆p l , as explained below. If ∆p l is small enough that the optimal schedule under p 2 is still S 1 (i.e., S 1 = S 2 ), it is easy to see that R 1 = R 2 and f ( p 1 ) − f ( p 2 ) = ∆p l j∈R 1 w j > 0, by positivity of the w j 's. Therefore, any reduction in p l which does not lead to a change in the optimal schedule will result in a locally linear property for f ( p). If ∆p l is large enough that S 1 = S 2 , it follows from Algorithm 1 that edge l cannot be scheduled any later in S 2 than in S 1 ; i.e, it must be true that k 2 ≤ k 1 and R 2 ⊇ R 1 . Then by the previous paragraph, the slope of the linear section ofĈ l from p l −∆p l to p l should be j∈R 2 w j . Therefore, in this case, j∈R 2 w j ≥ j∈R 1 w j , showing a concave property.
Proof. First, we will show that f ( p) has a piecewise affine structure by extending the analysis above. Using the same arguments, when ∆ p is small enough such that the optimal schedule at p − ∆ p is the same as that at p, we have:
where R l denotes the set of all jobs scheduled no later than l in the optimal sequence. This shows that the change in the objective value is a linear function of the ∆p l 's within a small neighborhood of p, and therefore f ( p) is piecewise affine. Let f p i ( p j ) denote the harm if the optimal schedule corresponding to p i is used when the actual repair time vector is p j . For compactness, we define f ( p j ) := f p j ( p j ). Since f (·) is affine, for any λ ∈ (0, 1) and ( p 1 , p 2 ) ∈ R + such that p 2 > p 1 and p 0 = λ p 1 + (1 − λ) p 2 , we have:
The optimal sequence for p 0 is not necessarily identical to the optimal sequences for p 1 and p 2 , and it must be true that f p 0 ( p 1 ) ≥ f ( p 1 ) and f p 0 ( p 2 ) ≥ f ( p 2 ). Substituting into eqn (6) ,
≥ λf (
which proves that f (·) is a concave function.
Since f (·) is concave, Jensen's inequality [13] holds and the objective function (3a) can be naturally upper bounded as follows: Fig. 5 provides an illustration of the above inequality when P follows an univariate geometric distribution.
The preceding discussion motivates the following deterministic robust reformulation (note that constraint (3b) has been wrapped into the objective function):
As will be apparent from the next section, the above model is a key development which allows for an integrated treatment of the restoration process and the hardening problem. We conclude this section with a note on the worst case impact on the objective function caused by the upper bounding by Jensen's inequality. Assume that the support of P is bounded, i.e., P ∈ [0, p max ]. Then, it follows from Theorem 1 in [31] that: 
Restoration Process Aware Hardening Problem
Usually, the restoration problem and the hardening problem are treated separately because the former is an operational problem while the latter is a planning problem. However, we argue that the two problems should not be treated in isolation because hardening can affect the repair times, which in turn, can influence the restoration times through the sequencing process and thereby the aggregate harm or resilience. The model that we formulate is similar to single machine scheduling with controllable processing times, which dates back to the 1980s [21] . See Section 2 in [30] for a review of recent advances. Our problem is more complicated in the sense that the effect of hardening decisions (or costs of compression amount in that setting) are not just linear, instead they are embedded in the sequencing problem.
In this section, we discuss two solution approaches for the so-called 'restoration process aware hardening problem' (RPAHP), first an MILP formulation, followed by a heuristic algorithm framework inspired by a continuous convex relaxation. Although we consider only one repair crew, we emphasize that this does not preclude the deployment of multiple crews for post-disaster restoration. Since it is impossible to know the availability of the number of repair crews in the event of a disaster at the network planning stage, we choose to build our integrated model assuming one repair crew. The key point being, a network which has been designed/hardened with an eye on the restoration process (albeit, with one repair crew) will be much quicker to restore post-disaster when additional repair crews might be available, as opposed to a network which has been designed/hardened with no consideration given to the restoration process. Furthermore, as shown in [33] , edges which are scheduled earlier in the single crew repair sequence should be repaired with a higher priority in the multi-crew schedule. Therefore, consideration of a single repair crew should provide an indicative result, irrespective of the number of repair crews.
MILP Formulation
In Section 2.4, we developed an MILP model for optimizing the repair schedule with one repair crew, while in Section 4, we developed a deterministic MILP reformulation of the hardening problem, both with the same objective, minimization of the aggregate harm. These two models can be easily incorporated into an integrated MILP formulation, as shown below 
Observe that the impact of hardening, ∆p l , is incorporated into constraint (13) . The product of ∆p l and x t l on the r.h.s of eqn. (13) can be easily linearized using the big-M method, details of which are omitted.
A continuous convex relaxation
As stated previously, f ( p) and f ( p − ∆p) are both concave piecewise affine functions in p. In general, concave minimization problems are N P-hard [10] . In our case, there are at most n! affine pieces, corresponding to n! number of affine possible sequences, where n = |L D | is the number of damaged edges. The region corresponding to each affine piece is a cone, and all cones share a common vertex. The RPAHP involves two types of decision variables, the sequencing variables (the x's and u's) and the hardening variables (the ∆p's). Given the hardening variables, it is straightforward to see that the joint optimization problem reduces to the single crew sequencing problem, which can be solved optimally in polynomial time as stated previously in Section 2.5. Now let us consider the case where the sequencing variables are fixed. Let:
where R l is the set of some edges l ∈ L D and all its successors in the given sequence. As discussed in Section 4, the quantity Ω l represents the reduction in aggregate harm per unit decrease in p l . The objective function for the hardening problem can now be recast as f ( p) = l∈L D Ω l p l , which implies:
Since the first term on the extreme r.h.s of eqn. (15) is a constant, instead of minimizing f ( p−∆ p), an equivalent formulation is:
This model is similar to that of the multiple choice knapsack problem [32] , where Ω l ∆p lk 's are the value coefficients and c lk 's are the cost coefficients. Since the multiple choice knapsack is known to be N P-hard, we propose an algorithm based on convex envelopes and LP relaxation, similar to [14] .
Definition 2 (Convex envelope [11] ). Let M ⊂ R n be convex and compact and let g : M → R be lower continuous on M . A functionĝ : M → R is called the convex envelope of f on M if it satisfies:
• there is no function h : M → R satisfying (1), (2) and g(x 0 ) < h(x 0 ) for some point
Intuitively, the convex envelope is the best underestimating convex function of the original function. Details of a polynomial time algorithm for computing the convex envelope of a piecewise linear function can be found in [14] .
Given a discrete function of c lk vs. ∆p lk for some edge l and a set of all hardening actions k ∈ K l , we first connect the neighboring points, starting from the origin, to construct a continuous piecewise linear cost function C l (∆p l ), where ∆p l is the relaxed continuous decision variable. It follows from Assumption 1 that C l is a strictly increasing function. LetĈ l denote the convex envelope of C l andK l = {1, 2, · · · , |K l |} denote the set of breakpoints/knots on the convex envelope (excluding the origin) corresponding to the hardening strategies in consideration, indexed in ascending order of ∆p lk . The linear relaxation of (16), based on the convex envelope approximations, can then be formulated as:
where µ lk and b lk are the slope and intercept (see below) of the k th piece ofĈ l , α lk is the lower breakpoint of the k th piece ofĈ l , and Q l is an intermediate decision variable which accounts for the budget spent on edge l. This formulation is similar to the conventional continuous knapsack problem, and it turns out that the optimal values of ∆p l are always from the set {0, some β lk , (α lk , β lk )}, where β lk is the upper breakpoint of the k th piece ofĈ l . Furthermore, at most one ∆p l can have an intermediate value in the range (α lk , β lk ) in the optimal solution. For some l and k > 1, the intercept parameter, b lk , is: b lk =Ĉ l (α lk ) =Ĉ l β l(k−1) . For k = 1, α lk =Ĉ l (α lk ) = b lk = 0. The preceding LP relaxation (17) can also be solved optimally using a greedy algorithm by first sorting the ratios Ω l µ lk in a descending order, and then choosing the components (and the degree of hardening) based on that sorted list iteratively, until the budget is exhausted. Ties, if any, during the selection process, are broken arbitrarily. We use a ∆p variable for each edge l and each segment k ofĈ l . All these ∆p lk variables are initialized to 0. Once an (l, k) selection is made from the sorted list at any iteration T , say l = l T and k = k T , we set ∆p l T k T equal to the maximum value possible within the range [α l T k T , β l T k T ] such that the 'cumulative budget' at the end of iteration T does not exceed C. Typically, this maximum value will be at the upper breakpoint β l T k T , unless, doing so results in a budget violation. In that case, a proper value within the range (α l T k T , β l T k T ) is chosen such that the budget is met exactly. During implementation, we first assign ∆p l T k T ← β l T k T and then check the budget violation criterion (explained below). If the criterion is violated, ∆p l T k T is reassigned a proper value such that the budget is met exactly. It is obvious that this reassignment needs to be done at most once during the operation of the algorithm. At the end of every iteration, we evaluate the expression:
which represents the cumulative budget consumed till the current iteration. The algorithm terminates when Λ = C. Upon termination, the optimal ∆p l values can be obtained from the ∆p lk values as follows:
We now provide an example which helps illustrate the operation of the algorithm. Consider a scenario where two edges are to be repaired, l = 1, 2, and the hardening cost functions for the two edges are as shown in Fig. 6 . Suppose C = 10 and Ω 1 = Ω 2 = 1. The selections made by the greedy algorithm at each step are as follows:
• Step 1 : Breaking ties arbitrarily, choose (l = 2, k = 1), set ∆p 21 = 1, cumulative hardening cost = C 1 (1) = 1.
• Step 2 : Choose (l = 1, k = 1), set ∆p 11 = 1, cumulative hardening cost = C 1 (1) + C 2 (1) = 1 + 1 = 2.
• Step 3 : Choose (l = 2, k = 2), set ∆p 22 = 3, cumulative hardening cost = C 1 (1) + C 2 (max[1, 3]) = 1 + 7 = 8.
• Step 4 : Choose (l = 1, k = 2), set ∆p 12 = 1.5, cumulative hardening cost = C 1 (max[1, 1.5])+ C 2 (max[1, 3]) = 3 + 7 = 10. Note that, unlike the previous 3 steps, we can only afford 1.5 units of hardening corresponding to (l = 1, k = 2) so that the budget is not violated.
The LP solutions are therefore the points (1.5, 3) and (3, 7) for edges 1 and 2 respectively.
An iterative heuristic algorithm
We now discuss an iterative heuristic algorithm for solving the RPAHP. First, we note that the solutions obtained from the greedy algorithm used to solve the convex relaxation formulation (17) may need to be rounded down to the nearest lower breakpoints on the convex envelopes so that the hardening strategy is feasible for each edge. In the context of the above example, we would therefore select the point (1, 1) for edge 1 (left panel of Fig. 6 ). No rounding is necessary for edge 2 since the point selected by the greedy algorithm, (3, 7) , does correspond to an actual hardening strategy. By rounding down, whenever necessary, we ensure that the budget constraint will not be violated. However, after completion of the rounding process, we may find that a portion of the budget has been left unspent. We therefore incorporate a backfill heuristic which iteratively solves LP relaxations of the form (17) with the unspent budget from the previous iteration and the remaining available hardening options, along with updated convex envelopes and the optimal repair sequence, followed by a rounding down to a feasible hardening strategy. In the context of the example provided in the previous sub-section, rounding down the LP solution for edge 1 to the point (1, 1) creates an unspent budget of 2 units, which becomes the new budget for the second iteration. During the second iteration, the points (0, 0) (no hardening is a feasible option in iteration 1), (2, 5), (2.5, 12) and (3, 15) in the left panel of Fig. 6 are no longer in consideration and the convex envelope is recomputed over the set of points (1, 1) and (1.2, 2.5), with the former being the new origin. Since the optimal repair schedule depends on the repair times, we update the schedule after every iteration t with the new repair time vector, p(t + 1) ← p(t) − ∆ p(t). The backfill process terminates whenever the budget has been spent exactly, or, when no further enhancement is possible on any edge without exceeding the budget. Summarizing what we have so far, we now describe a general framework of a multi-run heuristic algorithm for solving the RPAHP, as shown in Fig. 7 . Broadly speaking, the approach involves three major stages. In the first stage, we compute the single crew optimal sequence, given p, the expected repair time vector before hardening. In the second stage, we use the optimal repair sequence obtained from the first stage and solve the LP relaxation (17) using the convex envelopes of the hardening cost functions, followed by rounding, which yields a set of feasible hardening decisions. In the third stage, we implement a backfill procedure by re-solving the LP relaxation (17) with updated information, as described in the previous paragraph. We provide three options in Fig. 7 which differ in how often the repair sequence is updated based on some hardening decisions. Option 3, which is the most aggressive, updates the repair sequence after every iteration of the greedy algorithm used for solving the LP relaxation (17) . To avoid clutter, we have opted to show the feedback arrow in Option 3 going directly to the 'blue greedy algorithm box', instead of expanding the details of it. Option 1, which is the most conservative, does not update the repair sequence at all and uses the initial Ω l 's until termination. Option 2 represents a middle ground and updates the repair sequence after completion of the greedy algorithm used for solving the LP relaxation (17) . Implementation details of these three options are shown in Algorithm 2. 6 Case studies
IEEE 13 node test feeder
We first test the MILP and heuristic approaches discussed in the previous section on the IEEE 13 node test feeder with randomly generated C l 's and two different budgets. Values of E[f (·]) in this section were computed using Monte Carlo simulations assuming an independent geometric distribution for each p l . With a budget of C = 5, hardening actions did not result in different repair schedules and both the MILP and heuristic approaches (all three options) yielded identical results, as shown in Table 1 . With a budget of C = 8, even though the hardening actions Algorithm 2 Algorithms for restoration process aware distribution systems hardening.
1: Compute the optimal sequence given the expected repair time p, using Algorithm 1; 2: Calculate the weights Ω l according to eqn. (14) ; 3: Obtain the convex envelopes of costsĈ l (∆p l ) withK l pieces, along with the coefficients µ lk , b lk , α lk and β lk , for each edge l ∈ L D ;
4: H ← ∅; 5: k l ← 1, ∀l ∈ L D ; 6: while true do 7:
find l ∈ L D \ H with largest Ω l µ l,k l ; 8:
let ∆p l = β lk l and calculate the current cost Λ = l∈L DĈl (∆p l ); 9: if Λ = C then 10:
break;
11:
else if Λ > C then 12: ∆p l = β l,k l −1 ;
13:
Option 2 & 3: Update the optimal sequence given the current expected repair time p − ∆ p and then update Ω's.
14:
Update the convex envelope of costĈ l (∆p l ) for edge l and then update the coefficients µ lk , b lk , α lk and β lk , for each edge l ∈ L D ; 15: else if k l = |K l | then 16: ∆p l = β l,k l −1 ;
17:
H ← {H, l};
18:
else 19: k l = k l + 1;
20:
Option 3: Update the optimal sequence given the current expected repair time p − ∆ p and then update Ω's.
21:
continue;
22:
end if 23: if |H| = |L D | then 24: break; Next, we varied the hardening budget from 0 to 20. These results are summarized in Fig. 8 
IEEE 37 node test feeder
Next, we ran our algorithms on one instance of the IEEE 37 node test feeder [15] . Since the running time of the MILP formulation increases exponentially with network size, we allocated a time budget of ten hours. In contrast, all three heuristic options yielded a solution within seconds. In order to compare the performances of the three options within the heuristic framework, we then varied the hardening budget from 1 to 400. Fig. 9 summarizes these results. Intuitively, when the hardening budget is small, we expect the three options to behave similarly since reductions in repair times, if any, are likely to be small enough so as not to trigger a change in the repair schedule, rendering the 'update schedule' step in Fig. 7 moot. Similarly, when the hardening budget is large, all three options should behave similarly since most edges are likely to be hardened to the maximum degree possible at the end of the first run, and in this case, the 'update schedule' step would be inconsequential since the algorithm would tend to terminate after the first run. As can be observed from Fig. 9 , the three options indeed behave similarly at either end of the budget spectrum, but produce somewhat different results for intermediate budgets (in the range 21 − 303), although the differences are not appreciable. For a better understanding of the average performance of the three options, we conducted 200 trials with randomly generated hardening cost functions and a budget of C = 282. Option 1 turned out to be the best on 53 trials, option 2 on 69 trials, and option 3 on 158 trials. Note that the numbers do not add up to 200 since ties were counted while ranking the three options. All three options produced identical results on 19 trials. However, the largest difference that we observed between any two options was 4.7%. Consequently, we recommend Option 1 as the preferred option if ease of implementation and fastest computational performance are desired. 
IEEE 8500 node test feeder
Finally, we tested the performance of the heuristic algorithm (option 1 only) on one instance of the IEEE 8500 node test feeder medium voltage subsystem [3] containing roughly 2500 edges. We did not even attempt to solve the ILP model in this case, but the heuristic algorithm took just 9.36 secs. to solve this instance. Results are shown in Fig. 10 Figure 10 : Illustrating the trend of diminishing returns with an increasing budget on the IEEE 8500 node test feeder.
Conclusions
In this paper, we investigated the problem of optimally hardening a distribution network to be resilient to natural disasters. Motivated by recent work on resilient infrastructure systems in civil engineering, we proposed an equivalent definition of resilience with a clear physical interpretation. This allowed us to integrate the post disaster restoration process and the planning stage component hardening decision process into one problem, which, we argued, is necessary since both aspects ultimately contribute to system resilience. This is a major departure from most current research where the two aspects of resilience are treated separately. We first modeled the restoration problem as an MILP and the hardening problem as a stochastic program, which was then reformulated as a robust deterministic model using Jensen's inequality for the sake of computational tractability. Finally, we unified the sequencing and hardening aspects and proposed an integrated MILP model as well as a multi-run greedy algorithmic framework. The expected component repair times, which are updated during the algorithm when necessary, are used to generate an optimal single crew repair sequence, based on which hardening decisions are made sequentially in a greedy manner. Simulations on IEEE standard test feeders show that the heuristic approach provides near-optimal solutions efficiently even for large networks.
A Proof of optimality of the greedy algorithm for solving the LP relaxation (17) Proof. Suppose the greedy algorithm terminates at some iteration T and that it is not optimal. In that case, there must be some edge l and some piece of the hardening cost function k which we could have chosen at some subsequent iteration, say t = T + , such that, if this was included in the optimal solution, it would improve the objective value without violating the budget constraint. Denote the l and k for this edge by l = l T + and k = k T + .
First, let l T + be such that l T + ∈ R T , where R T denotes the set of edges chosen for hardening till iteration T , i.e., at least one of the (∆p lk : ∀l ∈ R T )'s is greater than 0. In essence, what we are saying is that, l T + is an edge which was already chosen for hardening until iteration T , but, we could actually have afforded a greater degree of hardening, k T + , compared to where the algorithm terminated. Recall that the greedy algorithm chooses l and k sequentially based on the ratios Ω l µ lk , sorted in a descending order, and therefore, for some l, smaller k's are chosen first. If this were possible, it would of course improve the objective value, but the budget constraint would be violated since the algorithm terminated with the budget being met exactly and hardening the edge l T + to a greater degree k T + than what was chosen till iteration T would necessarily drive up the hardening cost for that edge (this follows from convexity of theĈ l 's). This proves that it is not feasible to increase the degree of hardening of an edge which has already been chosen for some degree of hardening by the greedy algorithm until termination, without violating the budget constraint. Next, let l T + be such that l T + ∈ R T . In essence, what we are saying is that, l T + is not an edge which was already chosen for hardening until iteration T , but, including this edge in the optimal solution, possibly at the expense of one or more edges (this has to be the case since adding this edge for hardening without taking out other edges would obviously violate the budget constraint) which were chosen for hardening till iteration T , could improve the objective value without violating the budget constraint. Let us assume that this 'addition-and-subtraction' strategy does not violate the budget constraint. We now show that this strategy cannot lead to an increase in the objective value. Let Q T ⊆ R T denote some subset of edges chosen for hardening till iteration T , which we could replace with l T + . For the addition-and-subtraction strategy to be better, we need to show that: since, if this is true, so must be eqns. (22) and (21) . Let us pick some l T ∈ Q T . Suppose that the 'largest' hardening degree chosen by the greedy algorithm for l T until termination is k T . Since the greedy algorithm picked (l T , k T ) before (l T + , 1), it must be true that:
Let γ denote the intercept value of the k th T piece ofĈ l T on the y-axis. Clearly, γ ≤ 0. Noting that the lower breakpoints of the first piece of allĈ l 's are zero, as are the values ofĈ l at those lower breakpoints,
⇒ Ω l T +   β l T + (k=1)
≤
where the last equality follows from eqn. (19) and the fact that k T is the largest hardening degree for l T . By assumption, the addition-and-subtraction strategy does not cause any violation of the budget constraint, which implies thatĈ l T + β l T + (k=1) ≤Ĉ l T (∆p l T ). It follows therefore from eqn. (28) that Ω l T + β l T + (k=1) ≤ Ω l T ∆p l T , thereby proving that inequality (23) holds, and consequently inequality (21) . We have thus shown that it is not feasible to increase the objective value by choosing to harden an edge which has not already been chosen for some degree of hardening by the greedy algorithm until termination. This completes the proof of optimality of the greedy algorithm.
