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Abstract 
We present an extensive xperimental study comparing the performance of four algorithms tbr the following 
orthogonal segment intersection problem: given a set of horizontal and vertical ine segments in the plane, report 
all intersecting horizontal-vertical pairs. The problem has important applications in VLSI layout and graphics, 
which are large-scale in nature. The algorithms under evaluation are our implementations of distribution sweep 
and three variations of plane sweep. Distribution sweep is specifically designed for the situations in which the 
problem is too large to be solved in internal memory, and theoretically has optimal I/O cost. Plane sweep is 
a well-known and powerful technique in computational geometry, and is optimal for this particular problem in 
terms of internal computation. The three variations of plane sweep differ by the sorting methods (external versus 
internal sorting) used in the preprocessing phase and the dynamic data structures (B-tree versus 2-3-4-tree) 
used in the sweeping phase. We generate the test data by three programs that use a random number generator 
while producing some interesting properties that are predicted by our theoretical analysis. The sizes of the test 
data range from 250 thousand segments to 2.5 million segments. The experiments provide detailed quantitative 
evaluation of the performance of the four algorithms, and the observed behavior of the algorithms is consistent 
with their theoretical properties. This is, to the best of our knowledge, the first experimental gorithmic study 
comparing the practical performance between external-memory algorithms and conventional algorithms with 
large-scale test data. © 1998 Elsevier Science B.V. 
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1. Introduction 
Input/Output (I/O) communication between fast internal memory and slower external memory is the 
major bottleneck in many large-scale applications. The issue of this I/O bottleneck is becoming more 
and more important, since problem sizes of applications are getting larger and larger, and technological 
advances are increasing CPU speeds at an annual rate of 40-60% while disk transfer ates are only 
increasing by 7-10% annually [32]. Due to this increasing importance, more and more attention has 
been given to the development of I/O-efficient algorithms in recent years. Most of the developed 
algorithms, however, are shown to be efficient only in theory, and their performance in practice is 
yet to be evaluated. In particular, all such algorithms assume that the internal computation is free 
compared to the I/O cost, which also has to be justified in practice. In this paper, we establish the 
practical efficiency of one such algorithm by an extensive xperimental study. 
1.1. Previous related work 
As mentioned above, most of the previous work on I/O-efficient computation is theoretical. Early 
work on algorithms for parallel disk systems concentrates largely on fundamental problems uch as sort- 
ing, matrix multiplication, and FFT [1,28,38]. The main focus of this early work is therefore directed 
at problems that involve permutation ata basic level. Indeed, just the problem of implementing various 
classes of permutation has been a central theme in external-memory I/O research [1,14,15,17,38]. Also, 
a general connection between the comparison-complexity andthe I/O-complexity of a given problem 
is shown in [4]. 
More recently, external-memory research as moved towards solving graph and geometric prob- 
lems. Work on graph problems includes transitive closure computations [35], some graph traversal 
problems [23], and memory management problems for maintaining connectivity information and paths 
on graphs [19]. Recently, Chiang et al. [12] present a collection of new techniques for designing and 
analyzing I/O-efficient graph algorithms, and apply these techniques toa wide variety of specific prob- 
lems. Concurrent to the work presented in this paper, Arge [3] considers the problem of manipulating 
ordered binary-decision diagrams in external memory. For geometric problems, Goodrich et al. [24] 
study a number of problems in computational geometry and develop several paradigms for I/O-optimal 
geometric omputations. Further esults in this area have been obtained in [20,39]. Also, Kanellakis 
et al. [25] and Ramaswamy and Subramanian [31,34] give efficient data structures for performing 
range searching in external memory. Concurrent to the work in this paper, a new data structure called 
buffer tree and its applications are given in [2,5], and an external-memory version of the directed 
topology tree [21] called topology B-tree is given in [11]. 
For excellent examples of experimental work in computational geometry, see Bentley [7-10]. As 
for experimental work on I/O-efficient computation, concurrent to our work Vengroff builds an envi- 
ronment called TPIE for programming external-memory algorithms as he proposed earlier in [36], and 
also Vengroff and Vitter [37] report some benchmarks of TPIE on sorting and matrix multiplication. 
This work, however, is mainly on providing a programming environment and not on performance 
comparisons between external-memory algorithms and conventional gorithms. Also worth noting is 
the work by Ramaswamy and Kanellakis [30], who study the problem of indexing a class hierarchy in 
Object Oriented Databases. They propose a technique called class-division, and show by experiments 
that in the average case, class-division performs far less I/O's than the class hierarchy index technique 
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most popular today. Their experimental setting is somewhat different from ours, however, in that they 
only run the experiments under a simulation tool, and thus they can only measure the numbers of 
requested I/0 operations, without being able to measure the actual running times. (As shown by our 
experiments, the numbers of requested I/O operations ometimes do not reflect the actual running 
times.) 
1.2. Our results 
We present an extensive xperimental study comparing the performance of four algorithms for the 
following orthogonal segment intersection problem: given a set of horizontal and vertical ine segments 
in the plane, report all intersecting horizontal-vertical pairs. The problem has important applications 
in VLSI layout and graphics, which are large-scale in nature. The algorithms under evaluation are our 
implementations of distribution sweep of Goodrich et al. [24] and three variations of plane sweep [29]. 
Distribution sweep theoretically has optimal I/O cost [24]. 2 Plane sweep is a well-known and powerful 
technique in computational geometry, and is optimal for this particular problem in terms of internal 
computation [29]. The three variations of plane sweep differ by the sorting methods (external merge 
sort [1] versus internal merge sort) used in the preprocessing phase and the dynamic data structures 
(B-tree [6,13,16] versus 2-3-4-tree [16]) used in the sweeping phase. Intuitively, the four algorithms 
are spread along a design spectrum from an algorithm designed exclusively for external memory 
(distribution sweep) to one designed exclusively for internal memory using an infinite-size virtual 
memory assumption. We generate the test data by three programs that use a random number generator 
while producing some interesting properties that are predicted by our theoretical analysis. The sizes 
of the test data range from 250 thousand segments to 2.5 million segments. The experiments provide 
detailed quantitative evaluation of the performance of the four algorithms, and the observed behavior 
of the algorithms i  consistent with their theoretical properties. In particular, our experiments show that 
while the performance of the three variations of plane sweep depends heavily on the average size of 
the data structure used during sweeping and can be very poor, the performance of distribution sweep is 
both steady and efficient. Also, distribution sweep does not require a large amount of main memory to 
perform well. Moreover, the performance of the algorithms assuming an infinite-size virtual memory 
is very undesirable, and distribution sweep should always be the choice among the four algorithms 
whenever there is a potential I/O issue. 
The contribution of this work can be summarized as follows. 
• We have presented (to the best of our knowledge) the first experimental gorithmic study comparing 
the practical performance between external-memory algorithms and conventional algorithms with 
large-scale test data. 
• We have generated test data with interesting properties that are predicted by our theoretical analysis. 
In particular, we give techniques for analyzing the expected number of intersections and the average 
number of vertical overlaps among vertical segments in the data sets generated, which may be of 
independent interest. 
• We have implemented distribution sweep, three variations of plane sweep and external merge sort 
under a uniform experimental framework, so that some resource usage can be parameterized and var- 
2 Concurrent toour work, another theoretically I/O-optimal lgorithm for the problem is proposed by Arge using buffer 
tree [2]. 
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ious statistic information related to performance an be obtained and analyzed. The implementations 
handle all degeneracies and are robust. 
• We have presented the first experimental study on the four algorithms for the important orthogonal 
segment intersection problem with large-scale test data, and established the practical efficiency of 
distribution sweep. 
1.3. Organization of the paper 
The rest of the paper is organized as follows. In Section 2 we overview the four algorithms under 
evaluation. Details on the experimental setting are given in Section 3. In Section 4, we summarize 
our experimental results in nine charts and give a detailed analysis of the performance of the four 
algorithms. Finally, we conclude the paper in Section 5. 
2. The algorithms under evaluation 
The four algorithms considered in this paper are our implementations of distribution sweep, de- 
noted D is t r ibut ion ,  and three variations of plane sweep, denoted B-Tree ,  234-Tree  and 
234-Tree-Core ,  described next. To discuss the I/O cost, let N be the total number of segments in 
the given input, K the number of intersecting pairs that must be reported, and M and/3 the numbers of 
segments that can fit into the main memory and into a page, respectively. Each I/O operation transfers 
one page of data. 
Before discussing the four algorithms under evaluation, we first briefly review the I/O costs of some 
fundamental operations in external memory: scanning, sorting and permutation. To scan through the 
entire data set once, we need [N/B] I/O operations, since the data set occupies [N/B] pages in 
disk. The I/O costs for external sorting and permutation are ®(sort(N)) and ®(min{N, sort(N)}), 
respectively, where sort(N) = (N/B)IogM/B(N/B) [1]. Notice that for typical values in real I/O 
system, the sort(N) term is smaller than the N term. For example, if one page holds 103 items 
(B = 103) and there are  10  4 pages in the main memory (M/B = 104, true for a typical workstation 
with 32 Mb main memory and 4 Kb page size), then N < sort(N) only when N > /3. (M/B) s = 
104'°°3. This shows that in external memory permutation has the same I/O cost as sorting in practice, 
although in internal memory permutation needs only ®(N) time while sorting needs ®(N log N) time. 
Equivalently, this is to say that the B term is much larger than the logM/B(N//3 ) term in practice. 
We will see later, as shown by our experiments, the importance of a factor of 1/B in I/O cost in the 
speed-up of actual performance. 
We now describe the four algorithms under evaluation. 
2.1. Three variations of plane sweep 
The well-known plane sweep paradigm [29] is a powerful technique in computational geometry, 
and is optimal for the orthogonal segment intersection problem in terms of intemal computation. 
The method consists of preprocessing and sweeping phases. In the preprocessing phase, we sort all 
endpoints by the y-coordinates in non-decreasing order. In the sweeping phase, we (conceptually) use 
a horizontal sweep line to sweep the plane from bottom to top, and use a dynamic data structure, 
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typically a balanced search tree, to keep the objects currently intersecting the sweep line. Operations 
(object insertions/deletions or queries) are performed only when some events are encountered by the 
sweep line. In our problem, the objects being maintained are vertical segments, and the events are the 
endpoints of all segments. When a bottom endpoint of a vertical segment is encountered, it is inserted to 
the data structure; the segment remains intersecting the sweep line until its top endpoint is encountered, 
at which time it is deleted from the data structure. When an endpoint of a horizontal segment s is 
encountered, we search the data structure to find and report all vertical segments intersecting s, i.e., 
those segments whose x-coordinates are contained in the x-interval spanned by s. The sequence of 
events during the sweeping process is given by sorting in the preprocessing phase. Using any dynamic 
balanced tree where insertions, deletions and searches can each be performed in O(log N) time, plane 
sweep takes optimal ®(N log N + K) time in terms of internal computation. 
Our three variations of plane sweep differ by the sorting methods and the dynamic data structures 
used. The first variation, B -Tree ,  uses external merge sort [1] and a B-tree [6,13,16]; this is a direct 
way to implement plane sweep in secondary memory. In the first phase, the number of I/O operations 
performed is optimal ®(sort(N)) = O((N/B)logM/B(N/B)) [1]. In the second phase, insertions, 
deletions and searches in a B-tree can each be performed in O(logB(N/B)) I/O operations [6,13,16], 
and the I/O cost for reporting the answers is ®(K/B) by carefully "packing" the answers to pages 
in disk. Thus the overall I/O cost in the second phase is O(NlogB(N/B ) + (K/B)). The second 
variation, 234-Tree ,  uses external merge sort and a 2-3--4-tree [16] (a balanced tree equivalent to 
a red-black tree [16]), viewing the internal memory as having an infinite size and letting the virtual 
memory feature of the OS handle page faults during the second (sweeping) phase. It has the same 
I/O cost in the first phase and O(N log N + If/B) I/O cost in the second phase, since in the worst 
case each (virtual) memory access can cause a page fault and requires one I/O operation, and yet 
by packing the answers to pages the reporting I/O cost is still ®(If~B). Finally, the third variation, 
234-Tree-Core ,  uses internal merge sort and a 2-3-4-tree, letting the OS handle page faults all 
the time. Again, in the worst case each virtual memory access causes a page fault, therefore the I/O 
costs in the first and second phases are O(N log N) and O(N log N + If/B), respectively. Viewing 
the internal memory as virtually having an infinite size is conceptually the simplest, and is actually 
the most commonly used strategy today in practice. 
2.2. Distribution sweep 
Distribution sweep [24] is an external-memory version of plane sweep based on the subdivision 
technique used in the "distribution sort" algorithms of [1,27,38]. When applied to the orthogonal 
segment intersection problem, it works as follows. 
In the preprocessing phase, we sort the endpoints of all segments into two lists, one by x and the 
other by .~I. Again we use external merge sort. The list sorted by x is used to locate the medians which 
we will use to split the input into [M/BJ vertical strips. The list sorted by y is used to perform the 
sweep, moving bottom up. Associated with each strip "7i is an active list Ai that maintains the vertical 
segments inside 7~ that intersect the horizontal sweep line. 
During the sweep, if the bottom endpoint of a vertical segment is encountered, it is inserted into 
the active list Ai of the strip in which the segment lies, and later it is deleted from Ai when its top 
endpoint is encountered. When an endpoint of a horizontal segment ,sis met, we locate the two strips 
7/ and "7j containing the two endpoints of s, i ~< j, and report all vertical segments currently in the 
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Table 1 
Theoretical worst-case I/O costs of the four algorithms under evaluation 
Algorithm First phase Second phase 
N D is t r ibut ion  ®(N IOgM/B N ) ®(N IOgM/B ~ + K ) 
B -Tree  ®(-~IOgM/B N) IogB N 
 ree 
 ree  ore 
active lists Ai+l,..., Aj-1. Note that strips 7i+l,- . .  ,"Yj-1 are completely spanned horizontally by s. 
This reports all vertical segments intersecting s except for those lying in 7i and 7j, which will be 
processed in the next level of recursion. After the sweep is complete in the top level, we recursively 
perform the same procedure to each strip 7i. The recursive process continues until the size of the 
subproblem falls below M, at which time we simply solve the problem in main memory. 
Based on the above idea, distribution sweep actually uses a "lazy deletion" policy. Each active 
list Ai can be viewed as a stack, with the topmost page maintained in the internal memory and the 
remaining pages maintained in disk. Whenever the internal page is full, it is written to an appropriate 
place in disk corresponding to the same active list. Now, the top endpoints of vertical segments become 
"no action" events, and the deletions are performed uring reporting: in the reporting process, instead 
of just reporting each vertical segment t in active list Ai, we check the top endpoint of t to see if its 
deletion time has passed. If so we delete t, otherwise we report and retain t in Ai. The total I/O cost 
is optimal O((N/B)logM/B(N/B ) + (K/B)). Notice that distribution sweep needs two sortings 3 as 
opposed to just one sorting in plane sweep. 
2.3. Theoretical comparisons 
In Table 1 we summarize the theoretical worst-case I/O costs of the four algorithms under evaluation, 
listed in the order of increasing I/O costs. We make the following theoretical comparisons of the 
algorithms. Observe that B -Tree  is worse than D is t r ibut ion  in the second phase. First, in the 
log base, B is usually a little bit smaller than M/B, but the fact that this difference only occurs in the 
log base makes it less important. Secondly and more importantly, N is much larger than N/B - this 
means that batched computation results in a better I/O cost in external-memory computation. Next, 
234-Tree  is worse than B-Tree  in the second phase, with difference (2 versus B) occurring in the 
log base. Although the difference only occurs in the log base, log2( ) - log s ( ) is much larger than 
logs( ) - lOgM/B(), and the multiplication of N to the log terms makes the difference much, much 
larger. Finally, 234-Tree-Core  is worse than 234-Tree  in the first phase. The two differences 
respectively in the log base (2 versus M/B) and in the multiplicative factor (N versus N/B) are both 
very large, making the overall l/O cost of 234-Tree-Core  much worse. We will see how those 
different factors discussed above affect the actual performance of the algorithms in our experiments. 
3 Another theoretically I/O-optimal algorithm as mentioned before, using a buffer tree to implement the plane sweep, 
needs only one sorting and yet the data-structure manipulations [2] are more complicated than distribution sweep. 
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3. Experimental setting 
3.1. Generation and analysis of the test data 
We use three programs to generate our test data; all of them use a random number generator that 
gives a uniform distribution. The programs randomly generate several attributes of a segment such as 
its length, position and type (horizontal/vertical), and also maintain certain properties to make the test 
data interesting. We want to control the following two properties of the test data: 
(1) the number of horizontal-vertical intersecting pairs, and 
(2) the average number of vertical overlaps among vertical segments, that is, the average number of 
vertical segments "cut" by the horizontal sweep line l when 1 is passing through an event. The 
average is taken over all sweeping events. 
Notice that the number in (1) is the size of the reported answers, and the average number in (2) is 
exactly the average number of items stored in the data structure when an update/query operation is 
performed uring sweep. In other words, (1) corresponds to the reporting I/O cost of the algorithms, 
and (2) corresponds to the average tree size in plane sweep (as well as the average size of a collection 
of all active lists in distribution sweep), indicating whether or not the trees in 234-Tree  and in 
234-Tree-Core  can fit in the main memory. Certainly (1) and (2) are two important properties that 
can affect the performance of the algorithms. 
We first address the issue regarding (1). Observe that if we just randomly generate segments with 
lengths uniformly distributed over [0, N], place them randomly (and uniformly in each dimension) 
in a square with side length N, and make horizontal and vertical segments equally likely to occur, 
then the number K of intersections i  (9(N 2) (obtained by an analysis imilar to Theorem 1 below). 
In this case, any algorithm has f~(N2/B)  reporting I/O cost, which dominates the searching I/0 
costs in all four algorithms under evaluation. In fact, the following brute-force algorithm performs 
equally well: for each segment, check all the other N - 1 segments for intersections; the I/O cost is 
O(N • (N/B) )  = O(N2/B) .  Certainly this kind of test data is undesirable because it makes all four 
algorithms, as well as the above brute-force algorithm, have the same O(N2/B)  IlO cost and thus 
cannot effectively distinguish the performance of the algorithms. 
We try to generate test data such that (1) the number of intersections i  small so that the searching 
I/O cost dominates the reporting cost, and (2) the average number of vertical overlaps varies in a 
controlled way so that we can observe the effect of the average data-structure size to the running 
time. Our three data-generation programs are denoted gen-short, gen-long and gen-rect, and 
the data sets generated are correspondingly denoted a ta -shor t ,  data - long  and data - rec t .  
The programs generate test data with distinct structures regarding the number of intersections and the 
average number of vertical overlaps. Also, all three programs decide the type (horizontal or vertical) 
of the current segment being generated by tossing a fair coin, which is simulated by using the random 
number generator. 
Program gen-short generates hort segments whose lengths are uniformly distributed over 
[0, v/-N]. The segments are randomly placed in an N × N square Q. More specifically, for the left 
endpoints of horizontal segments, the distances to the left and bottom sides of Q are uniformly dis- 
tributed over [0, N - v/-N] and over [0, N], respectively. Similarly, for the bottom endpoints of vertical 
segments, the distances to the left and bottom sides of Q are uniformly distributed over [0, N] and 
over [0, N - v/-N], respectively. A sample data set with N = 36 is shown in Fig. 1. To simplify the 
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Fig. 1. A sample data set of data -shor t  with 36 segments. 
discussion, we assume that the coordinate of the lower-left comer of Q is (0, 0) (in the actual program 
this coordinate is ( -0 .5N, -0 .5N) ) .  
The expected number of horizontal-vertical intersecting pairs in data -shor t  is analyzed in the 
following theorem. 
Theorem 1. Let K be a random variable for the number of horizontal-vertical intersecting pairs in 
data-short. Then E[K]  = I (N -  1). 
Proof. See Appendix A. [] 
Fig. 2 shows the actual numbers of intersections with respect to data size N, for all three data sets 
generated. The observed K values are indeed AN for data -shor t .  
Now we proceed to analyze for data -shor t  the average number of vertical overlaps. Recall that 
this is the average number of vertical segments "cut" by the horizontal sweep line l when 1 is passing 
through an event, where the average is taken over all sweeping events. A related problem has been 
studied in [26]. Intuitively, we would estimate this average number to be proportional to the average 
length of vertical segments, which is ®(v/-N). A rigorous analysis is given next. 
Theorem 2. Let V be a random variable for the number of vertical segments in data -shor t  cut 
by the horizontal sweep line l for an event. Then E[V] : l v /N  + O(1) ~ lv /N.  
Proof. See Appendix A. [] 
It is interesting to see that ¼ ~ can be interpreted as the product of the probability of a segment 
being vertical (½) and the average length of vertical segments (½v/N). Fig. 3 shows the actual values 
of the average number of vertical overlaps with respect o data size N, for all three data sets generated. 
Note that these values are non-integral since we are taking the average over the sweeping events. The 
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Fig. 3. The actual values of the average number of vertical overlaps with respect o the number of segments in all three data 
sets data-short, data-long and data-rect. 
values for data-short  are much smaller than those for the others and are almost invisible in Fig. 3; 
we thus list for data -shor t  the actual values, and also compare them with the analyzed values, in 
Table 2. It can be seen that the observed values are indeed 1 x/~. 
In the remaining two data sets, we want to increase the average number of vertical overlaps o that 
we can observe the behavior of the algorithms when the I/O issue is much more severe. At the same 
time, we still want to keep the number of intersections small. 
Program gen- long  generates short as well as long segments. For a horizontal segment, he length 
is assigned x/N (short segment); for a vertical segment, the program tosses a coin, giving length 
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Table 2 
The actual and analyzed values of the average number of vertical overlaps in data set data -shor t  
N: # segments (x 103) 250 500 1000 1500 2000 2500 
Actual value 125.23 176.74 249.98  306.40 353.58 395.60 
¼v~ (~ E[V]) 125 176.78 250 306.19 353.55 395.28 
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Fig. 4. A sample data set of data - long  with 36 segments. (Remark: the seemingly longest horizontal segment actually 
consists of two horizontal segments very close to each other.) 
(short segment) if the outcome is a head and N (long segment) otherwise. The horizontal and 
vertical short segments are randomly placed in the N × N square Q in the same way as described in 
gen-shor t .  As for vertical long segments, the bottom endpoints are placed randomly in an N × N 
square Q' whose lower-right comer coincides with the lower-left comer of Q, such that the distances 
from the bottom endpoints to the left and bottom sides of Q' are both uniformly distributed over [0, N]. 
Notice that all vertical long segments are outside square Q and thus do not introduce any intersections; 
we create them solely for the purpose of increasing the number of vertical overlaps. Therefore we 
have about ½N short horizontal segments, ¼N short vertical segments, and ¼N long vertical segments 
which cause no intersections. A sample data set with N = 36 is shown in Fig. 4. Using similar analysis 
methods as given before, we have that E[K] = ½(N - 1) and E[V] = ®(N); the latter bound shows 
that E[V] is asymptotically proportional to the length of the long vertical segments. The observed K 
values of data - long  are indeed aN (see Fig. 2), and the observed values of the average number 
of vertical overlaps are also aN (see Fig. 3). 
In program gen- rect ,  we generate horizontal and vertical segments with lengths uniformly dis- 
tributed over [20, 60] and over [0, 2N], respectively. The left endpoints of horizontal segments are 
randomly placed inside an 80N × N rectangle R (with horizontal side length 80N), such that the 
distances to the left and bottom sides of R are uniformly distributed over [0, 80N] and over [0, N], 
respectively. The vertical segments are placed as follows: in the z-direction, the distance between 
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Fig. 5. A sample data set of data-rect with 36 segments. 
Table 3 
Actual values of the number of intersections and of the average number of vertical 
overlaps, expressed in terms of the data set size N,  of the three data sets 
Data set Number of intersections Average number of vertical overlaps 
, ¼ data-short - -N  VrN 
16 
1 1 
data-long -N  -N  
8 8 
1 1 
data-rect - -N  - -N  
18 4.8 
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the left side of R and the ith vertical segment is ( i -  1) × 160, i = 1,2, . . . ;  in the y-direction, the 
distances from the bottom endpoints to the bottom side of R are uniformly distributed over [0, N]. 
A sample data set with N = 36 is shown in Fig. 5. It is easily seen from the construction that each 
horizontal segment can intersect at most one vertical segment, so that K = O(N).  Using similar 
analysis methods as given before, we have that E[K] = O(N)  and also E[V] -- O(N).  Again the 
latter bound shows that E[V] is asymptotically proportional to the average length of vertical segments. 
From Figs. 2 and 3 we see that the actual K values are IN ,  and the actual values of the average 
number of vertical overlaps are (1/4.8)N.  
We summarize in Table 3 the actual values of the number of intersections and of the average 
number of vertical overlaps, expressed in terms of N,  of all three data sets. Notice that data -shor t ,  
data - long  and data - rec t  are listed in the order of increasing vertical overlaps. 
3.2. Computing environment and performance measures 
We perform the experiments in the Brown Computer Science Department on a Sun Sparc-10 work- 
station, which is running under Solaris 2.4 and is a multi-user distributed system. The main memory 
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size is 32 Mb (of which 26 Mb are actually available for applications) and one page is of size 4 Kb. 
Our performance measures are running time, number of I/O operations, and number of page faults. 
Notice the difference between I/0 operations and page faults: the former means the read and write 
operations issued by the process, and can be viewed as explicit I/O's; the latter means the read and 
write operations i sued by the OS when page faults occur (i.e., when the process accesses some virtual 
memory addresses not currently mapped to the physical main memory), and can be viewed as implicit 
I/O's. 
The running time is our ultimate concern. Unlike previous experimental work, the CPU time does 
not correctly reflect the performance of the algorithms we want to measure, since our main concern 
is the amount of time in which the CPU is sleeping waiting for the I/O's and the page faults. The 
elapsed (wall-clock) time, although includes the CPU time as well as the time for I/O's and page 
faults, does not correctly reflect the performance either, since in a multi-user system the elapsed time 
may incorrectly include the running times of other processes. To obtain the correct running time, our 
solution is to measure the elapsed time while making sure that no running times of other processes 
are included. To do so, we note that there are two classes of processes upported in the system: 
the time-sharing class (usually running under the user mode, with the process priority dynamically 
adjusted by the system according to the system status), and the real-time class (usually running under 
the super-user mode, with the process priority pre-set and fixed during a pre-specified time period). 
By using the super-user privilege, we always set (via the priocntl command) our running process 
to be in the real-time class and to have the highest priority during the entire execution. In doing so, 
our process is put to sleep while waiting for I/O's or page faults, but is guaranteed to be immediately 
put to run whenever it is runnable. We then measure the elapsed time, which is now the accurate 
total running time of the process. Also, we use the local disk as the secondary memory, so that the 
performance is not affected by the network traffics or the network file servers. This resolves the issue 
of how to measure the running time. 
Now we discuss the explicit I/O (read/write operation) and the implicit I/O (page fault). Since the 
OS maintains a system buffer cache in the main memory and uses it to perform read-ahead and delay 
write, not all I/O operations requested by a process require physical (actual) I/O's. Thus there are two 
kinds of explicit I/O's: I/O's requested by a process, and I/O's actually performed. Similarly, the OS 
maintains in the main memory a list of disk pages that have been flushed and are waiting to be written 
out to the disk to reflect the modifications (the so-called dirty pages); page faults on these pages do 
not require physical I/O's (see any standard OS textbook, e.g., [33], for more details). Thus there are 
also two kinds of page faults, depending on whether or not physical I/O's are needed. Ideally, we 
would like to measure the number of requested I/O's, the number of performed I/O's, and the number 
of page faults that require physical I/O's. 
We are surprised to find that the system does not fully support performance statistic information. 
For example, it is claimed that user commands t ime and t imex give CPU and elapsed times as 
well as numbers of (performed) I/O's and of page faults (that require physical I/O's), but it turns 
out that at the time we conduct he experiments in the Brown Computer Science Department, only 
the information regarding CPU and elapsed times are available. 4 Fortunately, the system provides 
a /p roc  file system, which maintains for each process in the system a file (with the file name 
4 This was confirmed by the system administrator Peter Galvin [22] and Prof. Tom Doeppner [18] who taught OS in the 
Department at the time we conducted the experiments. 
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being the process ID) recording various information about the process. By using a system call in our 
program to retrieve the information in the /p roc  file system during the run time, we are able to 
obtain the number of page faults that require physical I/O's, and yet the numbers of page reads/writes 
actually performed by the process are still unavailable. Therefore, for explicit I/O's we only measure 
the number of requested I/O's: in our implementation, each read or write system call transfers 
one page of data, and we keep track of the number of times these two system calls are executed. In 
summary, we measure the number of requested I/O's for the explicit I/O's, and also the number of 
page faults that require physical I/O's (referred to as just page faults for short in the following) for 
the implicit I/O's. 
We implement he algorithms o that the page size and the amount of main memory used by the 
programs can be parameterized. More specifically, page-s i ze  is a parameter throughout all four 
algorithms, while MN-used  is a parameter in the external merge sort (used in the preprocessing 
phase of D is t r ibut ion ,  B -Tree  and 234-Tree ;  recall from Sections 2.1 and 2.2), as well as 
a parameter in the sweeping phase of D is t r ibut ion .  We remark that by our implementation of
B-tree where each node is a page, the main memory used by B -Tree  during the sweeping phase 
is at most 8 pages (one for input buffer, one for output buffer, and at most 6 for nodes retained 
when inserting/deleting an item). Also, in the sweeping phase of 234-Tree  and in both phases 
of 234-Tree-Core ,  since we let the OS handle the page faults assuming an infinite-size virtual 
memory (recall from Section 2.1), the amount of main memory used depends on the system status in 
the run time and is not controlled by the MM-used parameter. 
We set the page-s i ze  parameter to 4 Kb, to be consistent with the system we are using. As 
for the MN-used  parameter, it is surprising that the main memory size available for use is typically 
much smaller than what we thought. When we run D is t r ibut ion  on data - long  of 1.5 x 106 
segments with various values of MM-used (see Fig. 6), in theory we would expect hat using more 
main memory results in a better performance according to the I/O cost bound 
O((N/B) logM/B(N/B) + (K/B)) 
(see Table 1), but the experiments show that using 4 Mb gives the best performance (average run- 
ning time 47.64 minutes), and using 20 Mb gives a significantly worse performance (average running 
time 271.97 minutes)! Going from 1 Mb to 4 Mb, the number of requested I/O's slightly decreases, 
and the number of page faults increases lightly yet negligibly; the net effect is to make the run- 
ning time decrease slightly (see Fig. 6). Going from 4 Mb to 20 Mb, the number of requested I/O's 
again decreases only slightly, but the number of page faults increases ignificantly, thus resulting in 
a much worse performance (see Fig. 6). To investigate, we use the top  user command to display 
the information about the processes. We see that the "real" main memory size in the system con- 
figuration is only 26 Mb rather than 32 Mb, and that there are a lot of daemon processes, although 
sleeping, still having parts of their images occupying the main memory space. Also, the OS seems 
to put some process-loading constraint so that for large-space processes their images (including their 
text, data and stack portions) are never fully loaded into the main memory. The process-loading 
behavior is decided by the OS and the user has no control over it. In the following, all the algo- 
rithms are running with the MM-used parameter set to 4 Mb. Recall that this parameter has no 
effect on the sweeping phase of B-tree and of 234-Tree, and also no effect on both phases of 
234-Tree-Core .  
224 Y.-J. Chiang /Computational Geometry 9 (1998) 211-236 
(a) 
VaryMem: time (mins) 
280.00 "~ 
260.O0"~ 
240.O0"-_~ 
220.00'~ 
200.00"~ 
180.00"~ 
160.00"~ 
140.O0--=J- 
120.00"~ 
100.00"~ 
80.00"~ 
60.00"~ 
40.00"~ 
20.00"~ 
o.oo .1 
o 
::i~ 0 
1 
i i i 
12 16 20 
(b) 
VaryMem:l/O 
250000 
225000 
200000 
175000 
150000 
125000 
100000 
75000 
5OOOO 
25000 
0 , v , , 
4 8 
I 
i 
J i i r i i i 
12 16 20 
(c) 
VaryMem: fault 
1200000 
1 lo0000 
f 1000000 / 
900000 
800000 
700000 
600000 
500000 
4O0OOO 
300000 
200000 ( ~  ~ 
10O0O0 
0 l , , 
0 4 8 12 16 20 
X-axis: size of the main memory used (Mb) 
Fig. 6. Running Distribution on data set data-long of 1.5 x 106 segments with various sizes of the main memory 
used. (a) Average running times in minutes. (b) Exact numbers of requested I/O's. (c) Average numbers of page faults 
requiring physical I/O's (rounded to the nearest integers). 
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4. Analysis of the experimental results 
Algorithms Dis tr ibut i on, B-Tree, 234 -Tree and 234 -T ree-Core  have been executed on 
data sets data-short ,  data - long  and data-rect ,  with data sizes ranging from 250 thousand 
segments to 2.5 million segments. In our implementation, each segment is of 24 bytes, and thus each 
page holds at most 170 segments (/3 = 170). Also, M/B -- 1024 (recall that MM-used = 4 Mb 
and page-s i ze  :- 4 Kb), and each internal node of our B-tree has 73 to 146 children (except hat 
there is no lower bound on the number of children for the root node). While running time and number 
of page faults depend on the system status in the run time and may differ between runs of the same 
example, the number of I/O's requested by a process is always the same since our algorithms are 
deterministic. We run each example three times, and take the average on the running times and on 
the numbers of page faults. We find that the variation of running times among runs is at most 5%, 
and more importantly, these differences among runs do not affect the performance ranking of the four 
algorithms, that is, a faster algorithm always runs faster than a slower algorithm. Figs. 7-9 show 
the corresponding values of (a) average running times, (b) exact numbers of requested I/O's, and (c) 
average numbers of page faults (rounded to the nearest integers), of the four algorithms running on 
the three data sets. We refer to Table 1 for the theoretical properties of the four algorithms, and to 
Table 3 for the properties of the three data sets. 
Our experimental results show that while the performance of the three variations of plane sweep 
depends heavily on the average number of vertical overlaps, the performance of distribution sweep is 
both steady and efficient. Also, distribution sweep does not require a large amount of main memory 
to perform well: using 4 Mb is enough. We make more detailed observations and analysis as follows. 
• 234-Tree-Core  performs the best for small input (N = 250 × 103) in all three data sets (see 
Figs. 7-9), but as input size grows, the performance becomes considerably worse, and up to N = 10 6 
its running times are already out of comparison. Recall from Table 1 the algorithmic difference be- 
tween 2 3 4 -Tree-Core  and 2 3 4 -Tree .  This shows that internal sorting assuming an infinite-size 
virtual memory performs much worse than external sorting when I/O becomes an issue. Moreover, 
the I/O issue is much more severe in sorting than in sweeping, since in sorting all segments are 
involved, while in sweeping only those segments "cut" by the sweep line are involved in the 
computation. 
• Consider data set data -shor t  (see Fig. 7). Excluding 2 3 4 -Tree-Core ,  the performance of the 
remaining algorithms is the opposite to our expectation from Table 1: 234-Tree  always runs the 
fastest, B -Tree  the second, and D is t r ibut ion  the third. This is because the average number 
of vertical overlaps is only ¼x/~ (see Table 3), and thus up to 2.5 million segments the entire data 
structure of 2 3 4 -  T ree  during sweeping can still fit into the main memory. Also, D is  t r i but  i on 
performs two sortings, while the others perform only one sorting. Notice again that for this data set 
although I/O is not an issue in sweeping (2 3 4 -Tree  performs the best), it is indeed a severe issue 
in sorting (234-Tree-Core  performs ignificantly worse than all the others). 
Also worth noting is that although B-Tree  performs far more requested I/O's than D is  t r ibut  i on, 
their running times are comparable, with B -Tree  a little bit faster (see Figs. 7(a) and 7(b)). This 
is because not all requested I/O's need physical I/O's: if a read request is issued on a page already 
residing in the system buffer cache, then no disk read is needed; if two write requests are issued 
on the same page and the second request occurs before the first request is actually executed, then 
the first disk write is skipped. It is conceivable that the I/O's requested by B -Tree  have a better 
226 Y.-J. Chiang / Computational Geometry 9 (1998) 211-236 
(a) 
data-short: time (mins) 
Distribution 
B-Tree 
":!~:': 234-Tree 
;;i:i,:. 234-Tree-Core 
i 
E 
! ::!? 
500 1000 1500 2000 2500 
(b) 
data-short: I /0  
~') Distribution 
B-Tree 
:~:i~ 234-Tree 
:"::: 234-Tree-Core 
f 
F 
0 500 
S/ f _  " 
1000 1500 2000 2500 
(c) 
data-short: fault 
'~  Distribution 
B-Tree 
4~ 234-Tree 
'::; 234-Tree-Core 
1100000 
1000000 
f 
:ii: 
/ 
:~:? 
/: 
;? 
7 ¸ 
. . J  
f -  
J .................... .,.? ......... 
.>~,. 
0 500 1000 1500 2000 2500 
* X-axis: # segments (x 1000) 
Fig. 7. The results for the algorithms running on data set data-short. (a) Average running times in minutes. (b) Exact 
numbers of requested I/O's. (c) Average numbers of page faults requiring physical I/O's (rounded to the nearest integers). 
We run 234-Tree-Core  only up to N = 106 since at this point it already takes time much longer than the others even 
a tN~-2 .5  x 106 .
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Fig. 8. The results for the algorithms running on data set data-long. (a) Average running times in minutes. (b) Exact 
numbers of requested I/O's. (c) Average numbers of page faults requiring physical I/O's (rounded to the nearest integers). 
We run 234-Tree-Core  only up to N = 10 6 and 234-Tree  only up to N = 1.7 x l06 since at these points they already 
take times much longer than the others even at N ---- 2.5 x 106. 
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Fig. 9. The results for the algorithms running on data set data-rect. (a) Average running times in minutes. (b) Exact 
numbers of  requested l/O's. (c) Average numbers of  page faults requiring physical I/O's (rounded to the nearest integers). 
We run 234-Tree-Core  only up to N = 1.1 x 106 and 234-Tree  only up to N = 1.37 × 106 since at these points they 
already take times much longer than the others even at N = 2.5 x 106. 
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locality so that many of them are cheap. This also shows that simulations counting only the numbers 
of I/O's requested by the algorithms are sometimes not enough to reflect he actual running times. 
Therefore, actual experiments running on real machines to measure the actual running times are 
necessary when we want to evaluate the practical I/O performance of the algorithms. 
• For data set data - long ,  the I/O issue begins to play an important role (recall from Table 3 that 
the average number of vertical overlaps is -~N), and the performance of the four algorithms is 
consistent with their theoretical properties from Table 1: Distr ibut ion the fastest, B-Tree 
the second, 234-Tree  the third, followed by 234-Tree-Core  (see Fig. 8). More specifically, 
D is t r ibut ion  runs much faster than all the others for N ~> 1.5 x 106. The running times and 
the numbers of requested I/O's of B -Tree  are still more or less linear, and are always worse than 
those of D is t r ibut ion .  The running times and numbers of page faults for both 234-Tree  
and 234-Tree-Core  become out of comparison when the I/O issue shows up: 234-Tree  at 
N ~> 1.7 × 10 6, and 234-Tree-Core  even earlier, at N ~> 10 6. This shows that when I/O 
becomes an issue, the performance of algorithms assuming an infinite-size virtual memory is very 
undesirable. 
• For data set data - rec t ,  the average number of vertical overlaps is (1/4.8)N (see Table 3), 
and thus the I/O issue becomes even more important. The performance of the four algorithms 
is again consistent with their theoretical properties from Table 1, and their running times differ 
significantly (see Fig. 9). For example, for a moderate data set size N = 1.37 x 10 6 and on average, 
Dist r ibut ion runs for 45.29 minutes, B-Tree runs for 74.54 minutes, but 234-Tree runs 
for more than 10.5 hours. Also, for N -- 2.5 × 106, D is t r ibut ion  always runs for less than 1.5 
hours, but B -Tree  always runs for more than 8.5 hours. This shows that the more important the 
I/O issue is, the more advantage we get from D is t r ibut ion .  
• For all three data sets, 2 3 4 -Tree  and 2 3 4 -Tree-Core  always have small numbers of requested 
I/O's (see Figs. 7(b), 8(b) and 9(b)). This is because in the sweeping phase both of them only perform 
read  for reading the input once and wr i te  for writing the output once, and all other I/O activities 
are page faults caused by the assumption of an infinite-size virtual memory. Also, D is t r ibut ion  
always has much less requested I/O's than B-Tree  (see Figs. 7(b), 8(b) and 9(b)). Recall that the 
I/O cost bounds for D is t r ibut ion  and B-Tree  are O((N/B) logM/B(N/B ) + (K/B)) and 
O(N logs(N/B ) + (If~B)), respectively (see Table 1). With the parameter MM-used of the main 
memory size set to 4 Mb, the two logarithmic terms in these bounds are almost he same, and it is 
the 1/B term that makes the difference significant. 
• Page faults seem to be a much more effective factor to the running times than requested I/O's (see 
Figs. 7-9). This is because some requested I/O's, as mentioned before, do not need physical I/O's 
and are thus much cheaper, but all page faults measured here are those requiring physical I/O's. 
The large difference between the effectiveness of page faults and of requested I/O's to the running 
times shows that there are many requested I/O's that are cheap. This again shows that measuring 
only the numbers of requested I/O's is not enough to reflect he actual running times. We hope that 
in addition to numbers of requested I/O's and of page faults, the numbers of I/O's requested and 
actually performed can also be available by a better system support in the future. 
Finally, we discuss the question of which algorithm to use in practice when I/O is potentially an 
issue. First, for the sorting problem, as we have already seen, external sorting should always be the 
choice over internal sorting assuming an infinite-size virtual memory, regardless the average number of 
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vertical overlaps. This rules out 2 3 4-Tree-Core from competition. We next consider the sweeping 
problem. Recall that D is t r ibut  ion  performs ignificantly better than all the others for data - long  
and data - rec t  (see Figs. 8 and 9), especially when N gets larger. As for data -shor t ,  although 
D is t r ibut ion  performs worse than 234-Tree  and B-Tree ,  their running times actually do not 
differ too much (see Fig. 7). In fact, for N = 2.5 × 10 6, the running times of D is t r ibut ion  for all 
three data sets are always ranging from 80 to 87 minutes, while the running times of the others vary 
considerably (about 69 minutes to more than 8.5 hours for B -Tree ,  and 45 minutes to much more 
than 11 hours, possibly 36 hours by linear extrapolation i Fig. 9(a), for 23 4 -Tree) .  This shows that 
the performance of D is t r ibut ion  is both steady and efficient. Even in the case where the entire 
data structure can fit into the main memory, the overhead of D is t r ibut ion  is still acceptable. 
We conclude that D is t r ibut ion  should always be the choice among the four algorithms, and that 
we should choose 234-Tree  only when we know in advance that the average number of vertical 
overlaps in the data set is small enough so that the data structure is guaranteed to fit into the main 
memory. 
5. Conclusion 
We have presented an experimental study comparing the performance of four algorithms for the 
orthogonal segment intersection problem. The observed behavior of the algorithms hows that while 
the performance of the three variations of plane sweep depends heavily on the average number of 
vertical overlaps and can be very poor, the performance of distribution sweep is both steady and 
efficient. Also, distribution sweep does not require a large amount of main memory to perform well. 
In addition, it is shown that the performance r sulting from the strategy of letting the OS handle page 
faults and not explicitly considering the I/O cost is very undesirable. We conclude that whenever there 
is a potential I/O issue, distribution sweep should always be the choice among the four algorithms for 
the orthogonal segment intersection problem, and for other problems we should always design and 
use I/O-efficient algorithms to obtain a good performance guarantee. 
Appendix A 
Proof of Theorem 1. Recall that K is a random variable for the number of horizontal-vertical 
intersecting pairs in data -shor t ,  and our goal is to compute E[K]. We can express K by K = 
)-~l~<i,j~<X, i¢jK~j, where for 1 ~< i , j  <<, N, i ~ j, Kij is a 0-1 random variable defined by 
1, if segment s~ is horizontal, segment sj is vertical, and 8i N sj ~ O, 
Kij = 0, otherwise. 
Clearly, we have 
Pr{Kij = 1 } = Pr{si is horizontal and sj is vertical}. Pr{horizontal si N vertical sj # O}. 
1 1 1 The first term is ~ • ~ ---- Z, so let us focus on computing the second term. In the following, si is 
horizontal and sj is vertical. For si and sj to intersect, the y-coordinate of si is contained in the 
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y-interval spanned by sj (denoted by y(si) C Iy(sj)), and similarly for the x-dimension. Define P0 to 
be the conditional probability 
Pr{y(si) E Iy(sj) l y(b(sj) ) = t, Isjl =h}, 
where y(b(sj)) is the y-coordinate of the bottom endpoint of sj, and Isjl is the length of sj. For any 
t C [0, N - v/-N] and h E [0, v/-N] we have 
h 
P0 = Pr{y(sd E [t,t + h] ly(b(sj)) = t, I~jl = h} = ~,  
since y(si) is uniformly distributed over [0, N]. Let f ( t )  be the probability density function of y(b(sj)). 
Since P0 = h/N is independent of t, we have 
+oc 
Pr{y(si) E [y(sj) IIsjl = h} = / Po" f (t)  
- -CO 
Moreover, 
-[-OO / h 
dt = Po" f (t)  dt = -~. 
- -  CK]  
h 
Pr{y(~d e r~(sj)I I~jl = h, I~1 = ~)  = Pr{y(si) E z~(~j)I Isjl = h} = ~,  
since events {y(si) E Iy(sj)} and {Isil = w} are conditionally independent given [sjl = h. By a 
similar argument, we have 
Pr{x(sj) e Ix(Si) I Isjl = h, Isil = w} =~,w 
and therefore 
h w 
Pr{si C3 sj # 0l Isjl = h, Is~l =w} = ~.~.  
Now I sjt is uniformly distributed over [0, v/N], namely, 
g (h )= v/N ' if 0 ~ h ~ v/-N' 
0, otherwise, 
is the probability density function of Is j I; similarly for I s~l. Thus 
Pr{horizontal si N vertical sj # !?} = ~ • 
- -(X) - -OO 
Therefore we have 
1 
Pr{Kij = 1} - 16N" 
It follows that 
w 1 
-~ . g(h) . g(w) dh dw - 4N" 
E[K] = N(N-  1). E[Kij] = I (N -  1). [] 
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Proof of Theorem 2. Recall that V is a random variable for the number of vertical segments in 
data -shor t  cut by the horizontal sweep line l for an event, and our goal is to compute E[V]. We 
can express V by V = V1 + V2 +. - -  + VN, where for 1 ~< j ~< N, Vj is a 0-1 random variable defined 
by 
1, if segment sj is vertical and sj N l # O, 
Vj = O, otherwise. 
Clearly, we have 
Pr{Vj = 1} = Pr{sj is vertical}. Pr{vertical sj A 1 # 0}. 
The first term is 1, so let us compute the second term. In the following sj is vertical. If y(1) were 
uniformly distributed over [0, N], then letting 1 play the role of a horizontal segment si and applying 
the previous method for ELK], we would have 
h 
Pr{s jA l  ¢ 0 11~jl = h)  = Pr{y(l) E l ( J)ll jl = h) = 
and Pr{Vj = 1 } could be computed accordingly. But this is not the case. 
Recall that the positions of 1 depend on the positions of the events. Let the probability density 
function of y(l) be defined by 
kl(u), ifO ~< u < v~,  
k (u )= k2(u), i f v / -N<~u<.N-x /N ,  
k3(u), if g -  x/N < u <. g ,  
O, else. 
If there were only horizontal segments, then we would have kl(U) = k2(u) = k3(u) = 1/N. Now 
consider including also the vertical segments. There is no bottom endpoint q with y(q) E (N-v /N ,  N], 
so k3(u) < 1/N. Also, for a top endpoint q to have y(q) = u for some u E [0, v/-N) (e.g., u = lv/-N), 
the length of the corresponding vertical segment must not exceed u, while there is no such restriction 
on a top endpoint with y-coordinate in [x/~, N-  v/N]. Therefore we have kl (u) < 1/N and k2(u) ~> 
1/N. To compute Pr{Vj = 1}, we proceed in a different way. 
Define P to be the conditional probability 
er{s jn l¢O ly (5=u,  Isj l=h}. 
By the fact that y(b(sj)) is uniformly distributed over [0, N -  x/'N] and the analysis hown in Fig. 10, we 
have that P = h/ (N  - x/-N) for ~ ~< u ~< N - v/N (see Fig. 10(b)) and P = min{u, h}/ (N  - x/-N) 
for 0 ~< u < x/N (see Fig. 10(a)). As for N - x /~ < u ~< N (see Fig. 10(c)), note that P = 
(h - t ) / (N - x/N) if h ~> t and P = 0 if h < t, and thus P = len/(N - v/-N), where 
len = max{ h - t, O} = max { h - u + N - v/-N, 0 }. 
In summary, we have 
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(a) 
N 
0 
a 
(l)h_<u 
(2) u < h 
(2) 
_ si (1) 
/~ 2 1 y(l) = u 
lu h ,u 
sj intersects l 
~[u-h,u] i fh<_u 
=- y(b(s# )) • ! [0, ul if u < h 
-y(b(sj)) e [u - rain{u, h}, u] 
(b) Q (c) 
l 
,,/D 4s 
0 
y(1) = u 
bl 
sj intersects 
=- y(b(sj )) • [u- h, u] 
N-U 
a 
(1) 
(1)h_>t 
sj intersects l 
-= h >_ t and 
y(b(sj )) e [N -, ,~- (h-t), N -4~1 
I 
- J~)  
Fig. 10. Computing Pr{sj fq I # {3 I y(l) = u, Is, I = h} for data -shor t :  (a) 0 ~ u < vZN; (b) x /~ ~ u ~ N - v/-N; 
(c) g -  v /N  < u ~ N.  
P~epr{sj  A1 # 0ly(/)=u, I*jl =h} 
min{u, h} dee P1, if 0 ~< u < v/-N, 
N-V~ 
h de_f p2 ' if v~ <<. u <<. N_  v/-~, 
= N-v~ 
max{h-~+N-VW,0} dof p3 ' if N -  vW < ~ <. N ,  
N-v~ 
0, else. 
Observe that min{u, h} ~< h and that max{h - u + N - v/-N, 0} ~< h for u > N - v/-N, so we have 
P <. h l (N - v~)  for u E [0, N]. Recall that the probability density function of Is61 is g(h) given 
before. Let/3 denote the probability Pr{vertical sj fq l # 0}. Then 
+oo +oo V~ N 
i i / i l P= P . k(u) g(h) du dh <~ N ----viN -~ du dh 
-oo  -oo  0 0 
N 
s ' = N; -v /N  ~ 2 v / -N-1 ' 
o o 
where the last equality follows from the fact that f : k (u )  du = 1. Also, 
+c~ +c~ 
- -0 (3  - -00  
,~+oc  N-v'~ +oc 
= f f Plk'('''(h)dhd'+ i S s'.k.(-).(h)dhd- 
0 -oo  ~ -oo  
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N +~ 
U-v~-~ 
N-v"Nv~ 
l l  
>~ N_v / -~ N v/--~ 
v'~ o 
dh du 
1 1 V"-N - 2 
dh du - 
2v -i ' 
where the inequality follows from the fact that the first and the third additive terms are both non- 
negative and that k2(u) ~ 1/N. Now we have lower and upper bounds for/3, and recall from Eq. (1) 
that Pr{Vj = 1} = 1. p.  It follows that 
E[V]  = N.  E[Vd] ~< ~ - 1 4 + 4(v"-N- 1) 
4 4(x/N - 1)' 
and also 
that is, 
[] 
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