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RÉSUMÉ. – Les caractères irréductibles d’un groupe fini G forment un outil très
puissant dans l’étude de G. On considère leurs valeurs comme des invariants numériques
de G, invariants qui doivent satisfaire à plusieurs conditions fortes comme les relations
d’orthogonalité. Ces invariants numériques qu’on appelle table de caractères, peuvent
être interprétés comme une matrice de passages entre les idempotents orthogonaux
minimaux du centre de kG et la base B = {∑g∈Cj g}sj=1 du centre de kG, avec Cj :
désignent les classes de conjugaison de G. Cependant dans le cas d’une algèbre de
Hopf semi-simple cette interprétation paraît moins précise car la notion des classes de
conjugaison n’apparaît pas d’une façon naturelle, ainsi pour esquisser cette difficulté,
A. Joseph a suggéré une définition élégante, utilisant la théorie des représentations et
plus précisemment les D(H)-modules où D(H) désigne le double de Drinfeld de H .
Ainsi, on pourra définir la table de caractères, par la connaissance des D(H)-modules
simples de H de dimension finie via l’action adjointe et le coproduit et des H -modules
simples de dimension finie.  2001 Éditions scientifiques et médicales Elsevier SAS
Mots Clés: Algèbre de Hopf; Caractères; Représentations
1. Introduction
Sauf mention du contraire, k désigne un corps algébriquement clos
de caractéristique 0. Le but de cet article, est de définir une table de
caractères pour les algèbres de Hopf et de donner une formule permettant
de calculer celle-ci dans le cas d’une k-algèbre de Hopf semi-simple de
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dimension finie ; prolongeant ainsi naturellement la table de caractères
des groupes finis.
Tout d’abord, on va metttre en lumière, le cas des k-algèbres de groupe
de dimension finie.
Dans le cas d’un groupe fini G commutatif, le centre Z(kG) = kG
admet une base {ei}i d’idempotents orthogonaux minimaux, celle-ci est
définie par :
ei = 1|G|
∑
g∈G
χi(g)g
−1(1)
où {χi}i désigne l’ensemble des caractères des représentations irréduc-
tibles de G qui sont toutes de degré 1. En appliquant, l’antipode σ dans
l’égalité (1) on obtient :
σ (ei)= 1|G|
∑
g∈G
χi(g)g.(2)
Comme l’algèbre duale (kG)∗ est commutative et semi-simple, le centre
Z((kG)∗)= (kG)∗ admet une base minimale d’idempotents orthogonaux
centraux {pg}g∈G ; par (1) on déduit alors :
χi(g)= |G|〈pg,σ (ei)〉.
Ainsi, on peut interpréter la table de caractères d’un groupe G fini com-
mutatif, comme une évaluation d’une base minimale centrale d’idempo-
tents orthogonaux dans (kG), par une base minimale centrale d’idempo-
tents orthogonaux dans (kG)∗.
Par contre, dans le cas d’un groupe fini G non commutatif, cette
interprétation s’avère moins précise, et ceci à cause des classes de
conjugaison qui jouent “les troubles faits”. Pour remédier à cette
situation, on reécrira d’abord les idempotents orthogonaux minimaux
centraux de kG, ces derniers s’expriment par :
σ (ei)= χi(1)|G|
∑
j
χij cj(3)
avec cj =∑g∈Cj g et {Cj}sj=1 désignent les classes de conjugaison de G.
Soit {∑g∈Cj pg}sj=1 le sous-ensemble de Z((kG)∗) = (kG)∗. Rappe-
lons que pe est une intégrale dans (kG)∗. On définit par 〈(pe)g, h〉 =
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〈pe,hσ (g)〉, on déduit alors que pg = (pe)g pour tout g ∈G. On vérifie
facilement que
∑
g∈Cj pg = (pe)∑g∈Cj g avec
∑
g∈Cj g ∈Z(kG). En outre
on a, ∆(
∑
g∈Cj g)=∆cop(
∑
g∈Cj g). En posant :
C =
{∑
g∈Cj
pg ∈Z((kG)∗); ∑
g∈Cj
g ∈Z(kG)
}
qui est une sous-algèbre de Z((kG)∗) qui est évidemment commutative
et semi-simple.
Comme {pg}g∈G forment une base minimale d’idempotents orthogo-
naux de Z((kG)∗) = (kG)∗, on déduit que les éléments de C forment
une base minimale d’idempotents orthogonaux de C. Donc par (3) on a :〈∑
g∈Cj
pg, σ (ei)
〉
= χi(1)|Cj ||G| χij .
On obtient alors :
χij = |G|
χi(1)|Cj |
〈
(pe)
∑
g∈Cj g
, σ (ei)
〉
.(4)
Ainsi, à un scalaire près, dans le cas d’un groupe fini G non commutatif,
la table de caractères est définie alors comme une évaluation d’une
base minimale d’idempotents orthogonaux de Z(k(G)), par une base
minimale d’idempotents orthogonaux de C. En outre, chaque élément
de C est invariant par la transposée de l’action adjointe de kG.
Cependant, pour une k-algèbre de Hopf de dimension finie semi-
simple qui est aussi cosemi-simple [5]. On a alors le centre Z(H) de H
(resp. Z(H ∗) de H ∗) admet une base {ei}i (resp. {ξj }j ) d’idempotents
orthogonaux minimaux.
En notant par λ une intégrale dans H ∗, on définit alors :
〈λh, k〉 = 〈λ, kσ (h)〉.
Ainsi on pose :
D = {λh ∈Z(H ∗), h ∈Z(H)}
qui est une sous-algèbre commutative semi-simple. Donc D admet
une base minimale d’idempotents orthogonaux qu’on note par {ζj }j ;
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on remarque que ζj = ∑qi=1 ξji . On peut donc considérer la matrice
(〈ζj , ei〉)i,j qu’on pourrait appeler une table de caractères pour H . On
remarque que si H est l’algèbre d’un groupe fini, on obtient à un scalaire
près la table de caractères habituelle.
Mais cette définition est restrictive, car l’ensemble D peut ne pas
contenir assez d’éléments, même dans le cas semi-simple, par conséquent
notre table de caractères contiendrait moins d’informations sur la stucture
algébrique de H . Pour corriger ce défaut on utilisera les bimodules
croisés ; Ces derniers nous permettent de donner une définition élégante
qui justifie à nos yeux l’appellation la table de caractères d’une algèbre
de Hopf.
Cet article s’articulera de la façon suivante. Dans la section 2, on
rappellera brièvement quelques notions d’algèbres de Hopf. On montrera
le lemme 1 qui nous permettra de déduire que pour une algèbre de Hopf
semi-simple sur un corps algèbriquement clos de caractéristique 0, les
éléments du centre du dual sont en correspondance bijective avec les
éléments cocommutatifs de H . Parmis les résultats principaux, et plus
précisement dans le théorème 3, on donnera une nouvelle démonstration
de la formule de l’antipode de Radford, cette dernière nous permettra
de calculer dans la proposition 4 la transposée de l’action adjointe de H
(autrement dit l’action coadjointe) sur les formes linéaires λh pour tout
h ∈ H ; puis on déduira par la remarque 5 que pour une k-algèbre
de Hopf semi-simple et cosemi-simple, la base D est invariante par la
transposée de l’action adjointe, généralisant ainsi le cas d’une algèbre
de groupe. Dans la section 3, proposition 7, on donnera une formule
généralisant la relation d’orthogonalité de Larson. Puis dans la section 4,
on définira la table de caractères d’une algèbre de Hopf. Dans le cas d’une
k-algèbre de Hopf semi-simple de dimension finie, le théorème 9 nous
donne une formule explicite permettant de calculer la table de caractères,
généralisant ainsi la table de caractères des groupes finis. On terminera
cet article par la section 5, en calculant la table de caractères de l’algèbre
de Hopf semi-simple de dimension 8 sur C.
2. Formule de l’antipode en dimension finie
Dans ce paragraphe, H est une k-algèbre de Hopf de dimension finie
pas forcément semi-simple. Pour tout ξ ∈ H ∗, v ∈ H on note 〈ξ, v〉 la
valeur de ξ sur v. Soit λ une intégrale à gauche dans H ∗. L’application
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θ :H →H ∗ h → λh définie par 〈λh,u〉 = 〈λ,uσ (h)〉 pour tout h ∈H , u
∈H est un isomorphisme d’espaces vectoriels. Donc, il existe un unique
t = 0 dans H tel que λt = ε. De plus t est une intégrale à droite dans H .
Par conséquent, il existe α ∈H ∗ tel que ht = 〈α,h〉t pour tout h ∈H . De
plus α est de type groupe appelé la forme linéaire distinguée dans H ∗.
De même, il existe g ∈ H tel que λξ = 〈ξ, g〉λ pour tout ξ ∈ H ∗ et g
est appelé élément de type groupe distingué dans H . Dans le cas d’une
algèbre de Hopf semi-simple (resp. cosemi-simple) de dimension finie
on a α = ε (resp. g = 1). Pour tout h ∈ H , on pose ∆h = h1 ⊗ h2
ξ.h= h1〈ξ, h2〉 et h.ξ = 〈ξ, h1〉h2 pour tout ξ ∈H ∗. On définit les formes
linéaire ξu (resp. ξu) par 〈ξu, v〉 = 〈ξ, σ (u)v〉 (resp. 〈ξu, v〉 = 〈ξ, vσ (u)〉)
pour tout u, v ∈H . En outre on a les formules suivantes :
ξλh= λξ.h,(5)
λh.t = h.(6)
La formule (5) prolonge l’isomorphisme d’espaces vectoriels en un
isomorphisme de H ∗-module à gauche. Par contre, comme on va
le montrer dans lemme qui suit θ , n’est plus un isomorphisme de
H ∗-module à droite.
LEMME 1. – Pour tout h ∈H , ξ ∈H on a :
λhξ
g = λh.(σ ∗)2ξ .(7)
Preuve. – Dans (7), en évaluant le membre de gauche en k ∈H , on a :〈
λhξ
g, k
〉= 〈λh, k1〉 〈ξg, k2〉
= 〈λ, k1σ (h)〉 〈ξg, k2〉
= 〈λ, k1σ (h2)〉 〈ξg, k2〈ε,h1〉〉
= 〈λ, k1σ (h3)〉 〈ξgσ(h1), k2σ (h2)〉
= 〈λ⊗ ξgσ(h1), k1σ (h3)⊗ k2σ (h2)〉.(8)
Comme ∆(kσ (h))= k1σ (h2)⊗ k2σ (h1), l’égalité (8) devient alors :〈
λhξ
g, k
〉= 〈λ⊗ ξgσ(h1),∆(kσ (h2))〉
= 〈λξgσ(h1), kσ (h2)〉.(9)
Or, comme λ est une intégrale à gauche dans H ∗, on a λξg = 〈ξ,1H 〉λ,
l’égalité (9) s’écrit alors :
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〈
λhξ
g, k
〉= 〈λ, kσ (h2)〉 〈ξσ(h1),1H 〉
= 〈λ, kσ (h2)〉 〈ξ, σ 2(h1)〉
= 〈λ, kσ (h2)〉 〈(σ ∗)2ξ, h1〉
= 〈λ, kσ (〈(σ ∗)2ξ, h1〉h2)〉
= 〈λh.(σ ∗)2ξ , k〉. ✷
On rapelle que, si H est semi-simple et H cosemi-simple alors σ 2 = id
[1]. Donc g = 1 la formule (7) devient :
λhξ = λh.ξ .(10)
On déduit, que l’isomorphisme θ :H → H ∗ se prolonge en un isomor-
phisme de H ∗-module à droite et à gauche. On remarque, que si h est
cocommutatif ξ.h= h.ξ . Donc par (5) et (7) on a λh ∈Z(H ∗) et récipro-
quement, on déduit alors qu’on à une correspondance bijective entre les
éléments cocommutatifs de H et le centre Z(H ∗).
Si λ est une intégrale à gauche dans H ∗, alors σ ∗ (λ) est une intégrale à
droite dans H ∗. Comme l’espace vectoriel à droite (resp. à gauche) est un
idéal de dimension 1 alors σ ∗(λ)= λ′ est une intégrale à droite dans H ∗.
Par la formule (5) on vérifie que λg−1 est une intégrale à droite dans H ∗
donc il existe β ∈ k non-nul tel que σ ∗(λ)= βλg−1 .
On désigne toujours, par t une intégrale à droite dans H . Pour tout
h ∈H , on a :
t1 ⊗ ht2 = σ (α.h)t1 ⊗ t2.(11)
En effet : Comme h= 〈ε,h1〉h2 on a alors :
t1 ⊗ ht2 = 〈ε,h1〉t1 ⊗ h2t2
= σ (h1)h2t1 ⊗ h3t2
= (σ (h1)⊗ 1H )∆(h2t)
= (σ (h1〈α,h2〉)⊗ 1H )∆(t) car kt = α(k)t pour tout k ∈H
= σ (α.h)t1 ⊗ t2.
De même on a la formule suivante :
λh.t = σ 2(h.α−1).(12)
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En effet :
λh.t = t1〈λ,σ (h)t2〉
= σ (α.σ (h))t1〈λ, t2〉
= σ (α.σ (h))λ.t
= σ 2(h.α−1).
Pour λ intégrale à gauche dans H ∗ en posant h • ξ = ξ1〈ξ2, h〉, la
formule (11) se traduit d’une facon duale par :
λ1 ⊗ λ2ξ = λ1(σ ∗)−1(g • ξ)⊗ λ2.
LEMME 2. – Pour tout h ∈H , on a :
(i) σ ∗(λh)= βλσ(α.h)g−1;
(ii) σ ∗(λh)= βλσ−1(hg).
Preuve. – (i) On a σ ∗(λh).t = t1〈σ ∗(λh), t2〉 = t1〈λ,σ (ht2)〉. Comme σ
est un anti-homomorphisme d’algèbre et σ ∗(λ)= βλg−1 , donc σ ∗(λh).t =
βt1〈λg−1, ht2〉. En utilisant la formule (11) on a :
σ ∗(λh).t = βσ(α.h)t1〈λg−1, t2〉
= βσ(α.h)λg−1.t
= βσ(α.h)g−1.
Or, λt = ε et par (5) on obtient le résultat.
(ii) Par un calcul analogue à celui de (i) on a :
σ ∗
(
λh
)
.t = βt1〈λg−1, t2h〉
= βt1〈λσ−1(hg), t2〉
= βλσ−1(hg).t.
Par (5) on déduit le résultat. Le théorème suivant est un résultat de
Radford [8]. Cependant on donnera une nouvelle démonstration qui est
plus courte. On rapelle la définition de g et α. ✷
THÉORÈME 3. – On a σ 4(h)= g−1(α−1.h.α)g, pour tout h ∈H .
Preuve. – D’une part le lemme 2.(ii) donne
σ ∗
(
λh
)= βλσ−1(hg).(13)
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D’autre part, par (12) on a λh.t = σ 2(h.α−1). En utilisant (5) on obtient
la formule suivante
λh = λσ 2(h.α−1).(14)
En appliquant l’antipode du dual et en utilisant le lemme 2.(ii) on a
σ ∗
(
λh
)= βλσ(α.σ 2(h.α−1))g−1.(15)
Comme α.σ 2(a)= σ 2(α.a) on a :
σ ∗
(
λh
)= βλσ 3(α.h.α−1)g−1.(16)
En comparant (13) et (16) on obtient :
λσ 3(α.h.α−1)g−1 = λσ−1(hg).(17)
En utilisant (11) et en appliquant σ on a :
σ 4
(
α.h.α−1
)= g−1hg.(18)
En posant α.h.α−1 = k ; (18) devient σ 4(k) = g−1(α−1.k.α)g d’où le
résultat. ✷
Pour tout f ∈ Endk(H) on a d’après Radford.
Tr(f )= 〈λt1, f (t2)〉(19)
qui se démontre facilement de la manière suivante. Soit {εi}i une base de
H et {ε∗i }i sa base duale
Tr(f )=
n∑
i=1
〈ε∗i , f (εi)〉 =
n∑
i=1
〈ε∗i λt , f (εi)〉
=
n∑
i=1
〈λε∗
i
.t , f (εi)〉
=
〈
λt1, f
(
n∑
i=1
〈ε∗i , t2〉εi
)〉
= 〈λt1, f (t2)〉.
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Soit h ∈ H , on désigne par adrh (resp. adlh) l’action adjointe de H à
droite (resp. à gauche) définie par (adrh)k = σ (h1)kh2 (resp. (adlh)k =
k1hσ(k2)). On notera par (adrh)τ la transposée de l’action adjointe à
droite de H . La proposition qui va suivre nous permettra de montrer
que pour H semi-simple et cosemi-simple, les formes linéaires λh, avec
h central dans H , sont invariantes par l’action coadjointe de H . D’une
manière générale on a :
PROPOSITION 4. – Pour tout h, k ∈H on a :
(adrα.k)
τλg−1h = λg−1σ−2(α−1.k1σ 2(gh)σ (k2)).(20)
Preuve. – Pour cela, en évaluant (adrk)τλh en u ∈H , on a :〈
(adrk)
τλh, u
〉= 〈λh, (adrk)u〉
= 〈λh,σ (k1)uk2〉
= 〈λ,σ (k1)uk2σ (h)〉
= 〈λk1, uk2σ (h)〉.
Par (14) on a : 〈
λk1, uk2σ (h)
〉= 〈λσ 2((k1.α−1), uk2σ (h)〉
= 〈λ,uk2σ (h)σ 3(k1.α−1)〉.
Par le théorème 3 on a σ 4(k1.α−1) = g−1(α−1.k1.α−1.α)g, donc
σ 3(k1.α
−1)= g−1σ−1(α−1.k1)g, on a alors :〈
(adrk)
τλh, u
〉= 〈λ,uk2σ (h)g−1σ−1(α−1.k1)g〉
= 〈λ,uk2σ (gh)σ−1(α−1.k1)g〉
= 〈λg−1σ−2(α−1.k1σ 2(gh)σ (k2)), u〉.
On en déduit alors :
(adrα.k)
τλg−1h = λg−1σ−2(α−1.k1σ 2(gh)σ (k2)).
le résultat. ✷
Remarque 5. – Si α = ε et g = 1H alors σ 4 = id. Donc on a :
(adrk)
τλh = λ(adlσ 2(k))h.
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Ceci nous donne pour H semi-simple et cosemi-simple on a :
(adrk)
τλh = λ(adlk)h.
En outre, si h est central dans H on obtient :
(adrk)
τλh = 〈ε, k〉λh.
On déduit que si H semi-simple et cosemi-simple, la forme linéaire
λh avec h ∈ Z(H) est invariante par l’action coadjointe à droite, par
conséquent D l’est aussi.
3. Cosemi-simplicité et relation d’orthogonalité généralisée
Soit V un H ∗-module à gauche simple de dimension finie. Pour tout
v ∈ V, δ ∈ V ∗ soit cδ,v l’élément de H ∗∗ = H définie par 〈cVδ,v, ξ 〉 =〈δ, ξv〉 pour tout ξ ∈ H ∗. On fixe une base {vi}ni=1 de V avec {δi}ni=1
la base duale de V ∗. Par la suite on pose cVi,j = cVδi ,vj ; et quand il n’y
a pas risque de confusion on omettra l’exposant V . On rappelle que
∆cij =∑k cik ⊗ ckj et 〈ε, cij 〉 = δij . Soit C l’espace engendré par les
cδ,v . C’est une sous-coalgèbre simple de H . On désigne par ξij l’élément
de End(V ) définie par ξij (vk) = δjkvi . L’espace engendré par les ξij
s’identifie à C∗ ⊂H ∗ et on a 〈ξij , crs〉 = δirδjs . On pose c :=∑i cii . On
vérifie que ξ.c = c.ξ pour tout ξ ∈ C∗. On rapelle que si H est cosemi-
simple alors H =⊕i CVi où Vi désigne les H -comodules simples, en
outre on a le lemme suivant :
LEMME 6. – Si H est une k-algèbre de Hopf de dimension fi-
nie cosemi-simple alors pour chaque H -comodule-simple Vi on a :
σ 2(CVi )= CVi .
Preuve. – Comme σ 2(CVi ) est une sous-coalgèbre simple, alors
σ 2(CVi ) s’identifie à l’un des CVk . Supposons que σ 2(CVi ) = CVk avec
i = k. On a d’une part :〈
λ,
∑
r
σ 2(cri)σ (cir)
〉
=∑
r
〈
λcir , σ
2(cri)
〉
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=∑
r
〈
λξrr .cir , σ
2(cri)
〉; car ξrr .cir = cir
=∑
r
〈
ξrrλcir , σ
2(cri)
〉
=∑
r,s
〈
ξrr, σ
2(crs〉 〈λcir , σ 2(csi)
〉
= 0, car σ 2(crs) ∈CVk et ξrr ∈ (CVi )∗.
D’autre part :〈
λ,
∑
r
σ 2(cri)σ (cir)
〉
=
〈
λ,
∑
r
σ
(
cirσ (cri)
)〉
=
〈
λ,σ
(∑
r
cirσ (cri)
)〉
.
Donc, 〈λ,∑r σ 2(cri)σ (cir )〉 = 〈λ,1H 〉 〈ε, cii〉 = 〈λ,1H 〉. On en déduit
alors que : 〈λ,1H 〉 = 0 ce qui contredit la cosemi-simplicité de H . ✷
Dans la proposition qui va suivre, on donnera une formule généralisant
la relation d’orthogonalité de Larson. H est toujours de dimension finie.
PROPOSITION 7. – Soit H cosemi-simple et {Vi} l’ensemble des
H -comodules simples, alors pour tout ξ ∈Z(H ∗) on a :
〈
λcVi , ξ.c
Vj
〉= δij 〈λ,1H 〉〈ξ, cVj 〉dimVj .(21)
Preuve. – On pose Vi = V et Vj =W . Pour V =W , en posant εV =∑
k ξ
V
kk , on a ε
V .cV =∑i,r cVir 〈εV , cVir〉 =∑i cVii .
Donc :〈
λcV , ξ.c
W
〉= 〈λεV .cV , ξ.cW〉
= 〈εV λcV , ξ.cW〉
= 〈εV , cW1 〉 〈λcV , cW2 〉 〈ξ, cW3 〉
= 0; car 〈εV , cW〉= 0 pour tout cW ∈CW .
Pour V W , on pose c= cV =∑i cii . Montrons que :
〈λc, ξ.c〉 = 〈λ,1H 〉 〈ξ, c〉dimV
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comme
〈λc, ξ.c〉 =
〈
λ,
∑
j
(ξ.cjj )σ (cjj )
〉
+
〈
λ,
∑
k =j
(ξ.ckk)σ (cjj )
〉
,(22)
〈
λ,
∑
k =j
(ξ.ckk)σ (cjj )
〉
=∑
k =j
〈λξjj .cjj , ξ.ckk〉 car ξjj .cjj = cjj
=∑
k =j
〈ξjjλcjj ξ, ckk〉
= 0; puisque k = j.
L’égalité (22) s’ècrit alors :
〈λc, ξ.c〉 =
〈
λ,
∑
i
(ξ.cii)σ (cii)
〉
=∑
i
〈λcii , ξ.cii〉
=∑
i,r
〈λcii , cir〉 〈ξ, cri〉
=∑
i,r
〈λcii , cir〉 〈ξ, cir〉.
Puisque ξ est central dans H ∗, on a ξ = ∑j αj ξj où {ξj}j une base
minimale d’idempotents orthogonaux centraux. On en déduit donc, que
〈ξ, cri〉 = αj δri avec αj = 〈ξ,c〉dimVj . On a alors 〈λc, ξ.c〉 =
∑
i〈λcii , cii〉 〈ξ,c〉dimVj .
Or, 〈λcii , cii〉 = 〈ξ1iλcii , c1i〉 = 〈λci1 , c1i〉 puisque
∑
i c1iσ (ci1) = 〈ε, c11〉
= 1. On ainsi le résultat. ✷
Dans le cas d’une k-algèbre de groupes finis G la formule (21) se
traduit par : ∑
g∈G
〈χj , gh〉 〈χi, g−1〉 = δij |G| 〈χj , h〉〈χj ,1H 〉
pour tout h, g ∈G avec χi parcourt les caractères irréductibles de G.
4. Bimodules croisés et formule de la table de caractères
Comme on l’a vu, dans l’introduction une table de caractères d’une
algèbre de Hopf peut s’interpréter comme une évaluation d’une base
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minimale d’idempotents orthogonaux centraux de la sous-algèbre D,
sur une base minimale d’idempotents orthogonaux de Z(H). Cependant
cette définition est assez restreignante, car pour une algèbre de Hopf
quelconque le centre du cogèbre et par conséquent, la sous-algèbre D
peut ne pas contenir suffisament d’idempotents. Avant de donner une
deuxième définition, rappelons brièvement quelques résultats sur les
bimodules croisés. Soit H une algèbre de Hopf et V un H -module à
droite via γ avec γ :V ⊗ H → V v ⊗ h → γ (v ⊗ h) = v.h. On dit
que V un H -bimodule croisé à droite s’il est muni d’une stucture de
H -comodule à droite ρ :V → V ⊗ H v → v0 ⊗ v1 tel que ρ(v.h) =
v0.h2 ⊗ σ (h1)v1h3. On désigne par D(H) le double de Drinfeld de H ,
rappelons que si H est de dimension finie, on a une équivalence
catégorique entre les D(H)-modules à droite et les H -bimodules croisés
à droite [7].
Ainsi, en utilisant les bimodules croisés ; A. Joseph a suggéré une
deuxième définition :
Soit V un H -bimodule croisé simple via l’action adjointe et le
coproduit à droite de H et M un H -module simple à gauche. On
considère l’application composée suivante :
V ⊗M ρ⊗idM−→ V ⊗H ⊗M idV⊗φ−→ V ⊗M
qui est un isomorphisme d’espace vectoriel. On suppose V et M de
dimension finie, on pose :
χ
V,M
= 1
dimV
Tr
(
(idV ⊗ φ)(ρ ⊗ idM),V ⊗M)
où V parcourt les H -bimodules croisés simples à droite via l’action
adjointe et le coproduit de H dont la structure de comodule sont deux
à deux non isomorphes.
Exemple 8. – Si G est un groupe fini et H = kG les bimodules croisés à
droite de H (via l’action adjointe à droite et le coproduit) sont les classes
de conjugaison de G alors par la définition on a :
χ
Vj ,Mi
= 1
dimVj
Tr
(∑
g∈Cj
g,Mi
)
= χi(gj )
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où Vj parcourt les H -bimodules croisés simples de kG via l’action
adjointe et le coproduit et Mi sont les H -modules simples de dimension
finie.
On suppose que H est une k-algèbre de Hopf semi-simple de
dimension finie. Sous ces hypothèses on a aussi σ 2 = id [4,5]. On
peut écrire H = ⊕i End(Mi) et H ∗ = ⊕j End(Vj) où Mi (resp. Vj )
parcourt les H -modules simples (resp. les H -comodules simples). Soient
ei = idMi et ξj = idVj , alors les {ei} forment un système d’idempotents
orthogonaux minimaux de Z(H), de même pour {ξj } dans Z(H ∗).
D’après (19) en prenant f = σ 2 on obtient
Tr
(
σ 2
)= 〈λt1, σ 2(t2)〉= 〈λ,σ 2(t2)σ (t1)〉= 〈λ,1〉 〈ε, t〉.
Rappelons aussi, que pour H semi-simple on a aussi D(H) semi-
simple [8], comme H est D(H)-module on a H =⊕r W(nr )r , où Wr :
parcourt les H -bimodules croisés simples à droite de H . On choisit
{Wr} telque les Wr : sont deux à deux non isomorphes en tant que
comodules à droite de H . Comme H est cosemi-simple, on peut donc
écrire Wr =⊕k V sr,kk .
Le théorème qui va suivre nous donnera une formule permettant de
calculer une table de caractères dans le cas des k-algèbres de Hopf semi-
simples.
On donnera une démonstration permettant ainsi au lecteur non averti de
trouver tous les ingrédients nécessaires et faisant appel à peu de résultats
dans la litterature.
THÉORÈME 9. –
χ
Wr ,Mi
= dimH
dimWr dimMi
∑
k
sr,k〈ξk, σ (ei)〉
dimVk
.
Preuve. – On rapelle que hVk := hVkll . Puis par définition on a :
χ
Wr ,Mi
= 1
dimWr
Tr
(∑
k
sr,kh
Vk ,Mi
)
(23)
= 1
dimWr
∑
k
sr,kTr
(
hVk,Mi
)
.(24)
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On remarque que eiH est une somme directe de dimMi copies de Mi .
Soit Φki l’endomorphisme h → hVkeih de H . Alors
Tr
(
hVk ,Mi
)= 1
dimMi
Tr
(
hVk , eiH
)= 1
dimMi
Tr(Φki,H).
Par la formule (19), on a Tr(Φki) = 〈λ,Φki(t2)σ (t1)〉. Comme σ 2 = id,
on a t2σ (t1)= 〈ε, t〉. Puis Tr(Φki)= 〈λ,hVkei〉 〈ε, t〉 et donc :
Tr
(
hVk ,Mi
)= 〈ε, t〉
dimMi
〈
λ,hVkei
〉
= 〈ε, t〉
dimMi
〈λσ(hVk ), ei〉
= 〈ε, t〉
dimMi
〈σ ∗(λhVk ), ei〉
= 〈ε, t〉
dimMi
〈λhVk , σ (ei)〉.
Comme ξ.hVk = hVk .ξ pour tout ξ ∈ H ∗ on a λξ.hVk = λhVk .ξ ce
qui implique par la formule que ξλhVk = λhVk (σ ∗)2ξ = λhVk ξ . On
déduit que λhVk ∈ Z(H ∗). On peut donc écrire λhVk =
∑
l βlξl où {ξl}
désigne une base minimale d’idempotents othogonaux de Z(H ∗). Par la
proposition (7) on a 〈λhVk , hVl 〉 = δk,l〈λ,1H 〉. D’autre part 〈λhVk , hVl〉 =
βl dimVl . On déduit que βl = δkl 〈λ,1H 〉dimVl , d’où λhVk = 〈λ,1H 〉dimVk ξk ce qui nous
donne par (24) on a :
χ
Wr ,Mi
= 〈ε, t〉 〈λ,1H 〉
dimWr dimMi
∑
k
sr,k〈ξk, σ (ei)〉
dimVk
.
En rappelant que 〈ε, t〉 〈λ,1H 〉 = dimH , l’assertion en résulte. ✷
5. Application
Dans cette section, on s’interressera à la table de caractères de
l’algèbre de Hopf semi-simple non commutative et non cocommutative
de dimension 8 sur C,qui est la plus petite algèbre de Hopf semi-simple
non commutative et non cocommutative ; cette dernière est définie par :
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La structure d’algèbre est définie par :
H = k〈x, y, z; x2 = 1, y2 = 1, z2 = 1, zx = xz, yz= zy, yx = xyz〉.
Pour la structure de cogèbre on a :
∆x = xe0 ⊗ x + xe1 ⊗ y; ∆y = ye0 ⊗ y + ye1 ⊗ x; ∆z= z⊗ z;
〈ε, x〉 = 〈ε, y〉 = 〈ε, z〉 = 1.
L’antipode est définie par :
σ (x)= xe0 + ye1; σ (y)= ye0 + xe1; σ (z)= z;
avec e0 = 12(1+ z), e1 = 12 (1− z).
En tant qu’algèbre, H  C × C × C × C × M2(C), on a alors le
centre Z(H) de H est semi-simple de dimension 5 ; ce dernier est en-
gendré par : 〈1H , z, xe0, ye0, xye0〉. En notant par {ν1, ν2, ν3, ν4, ν5}
une base minimale d’idempotents orthogonaux centraux, celle-ci est dé-
crite par :
ν1 = e04 (1+ x + y + xy), ν2 =
e0
4
(1+ x − y − xy),
ν3 = e04 (1− x + y − xy), ν4 =
e0
4
(1− x − y + xy), ν5 = e1.
On vérifie facilement que ν1 est une intégrale dans H en notant
par G(H) l’ensemble des éléments de type groupe de H celui-ci
s’écrit :
G(H)= {1H , z, xy(e0 + ie1), xy(e0 − ie1)} avec i2 =−1.
Comme H  H ∗ (isomorphisme de Hopf), on déduit alors qu’on a 4 :
H -comodules simples de dimension 1 et un H -comodule simple V de
dimension 2.
Soit {v1, v2} une base de V , et ρ la structure de H -comodule simple
sur V celle-ci est définie par :
ρ(v1)= v1 ⊗ xe0 + v2 ⊗ ye1,
ρ(v2)= v1 ⊗ xe1 + v2 ⊗ ye0.
Par un calcul rapide, l’action adjointe à droite de H est définie par :
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(adrx)x = x(e0 − e1),
(adrx)y = y,
(adrx)xy = xy(e0 − e1).
Comme on peut le remarquer la formule du coproduit et celle de
l’antipode en x et y sont symétriques on déduit alors :
(adry)x = x,
(adry)y = y(e0 − e1),
(adry)xy = xy(e0 − e1).
Puisque, z est central dans H et de type groupe, on a (adrz)h = h,
pour tout h ∈ H on déduit alors : H1 = C〈1H 〉 ; H2 = C〈z〉 sont des
H -bimodules croisés de H de dimension 1.
Tandis que H3 = C〈xy(e0 + ie1), xy(e0 − ie1)〉 ; H4 = C〈xe0, xe1〉 ;
H5 = C〈ye0, ye1〉, sont des H -bimodules simples croisés à droite de H
de dimension 2.
Comme on a une correspondance bijective entre les C(H)-modules
simples et les D(H)-modules simples de H [9]. On déduit alors que
C(H) est commutative.
Soit {p1H ,pz,px,pxz,py,pyz,pxy,pxyz} une base duale de H . Rap-
pelons que p1H est une intégrale à droite et à gauche dans H ∗ tel que
〈p1H ,1H 〉 = 1. Soit Z(H ∗) le centre de H ∗, comme Z(H ∗) est semi-
simple, on a :
{
p1H , (p1H )z, (p1H )xy(e0+ie1), (p1H )xy(e0−ie1), (p1H )2(x+y)e0
}
forment une base minimale d’idempotents orthogonaux centraux.
La formule du théorème devient :
χ
Wr ,Mi
= 8
dimWr dimMi
〈
p1H , νi
∑
k
hVk
〉
ainsi on obtient une table de caractères pour l’algèbre de Hopf de
dimension 8 celle-ci se dresse de la façon suivante :
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W1 W2 W3 W4
χ1 1 1 1 1
χ2 1 1 −1 0
χ3 1 1 −1 0
χ4 1 1 1 −1
χ5 2 −2 0 0
Comme on peut le remarquer, la table de caractères trouvée vérifie bien
la relation d’orthogonalité.
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