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ABSTRACT. The calculation of form factors is an important problem in com-
puting the global illumination in the radiosity setting. Closed form solutions 
often are only available for objects without obstruction and are very hard to 
calculate. Using Monte Carlo integration and ray tracing provides a fast and 
elegant tool for the estimation of the form factors . In this paper we show, 
that using deterministic low discrepancy sample points is superior to random 
sampling, resulting in an acceleration of more than half an order of magnitude. 
1. INTRODUCTION 
In computer graphics most integrals have a discontinuous kernel and as such are 
hard to be solved analytically. In addition visibility has to be checked, which is 
an expensive operation. For the evaluation of such integrals, Monte Carlo methods 
provide a efficient and elegant tool. On a computer the random samples used for 
Monte Carlo integration, are approximated by means of pseudo-random numbers. 
But there exist deterministic point sets especially designed for integration, which 
promise a convergence faster than the Monte Carlo rate of 0(-;};;), where N is the 
number of samples drawn. 
The paper now investigates the application of so-called low discrepancy points for 
the form factor integral and compares it to random sampling. Therefore we intro-
duce the quasi-Monte Carlo method (for a profound introduction to quasi-Monte 
Carlo integration and low discrepancy points, see [Nie92b]) in the next section. 
Then we explain the algorithm used for the calculation of the form factors. After 
discussing the numerical evidence of some experiments, we draw the conclusions. 
2. MONTE CARLO AND QUASI-MONTE CARLO INTEGRATION 
In computer graphics we often have integrands with discontinuities, that are not 
axis-aligned. So usual quadrature rules do not work very efficiently and we therefore 
use the Monte Carlo method to approximate an integral on the unit cube by 
N-1 J. g(x) dx ~ ~ L g(xi) 
I i=O 
where PN = { x0 , ... , x N-d is a uniformly distributed sequence of points in the 
s-dimensional unit cube [O, l)' = l8 . For the classical Monte Carlo method, these 
points are chosen randomly ( on a computer typically modelled by pseudo-random 
numbers of a linear congruential generator). For this choice of sampling points the 
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expectation of the error is bounded by 
JE 11. g(x) dx - ~}; g(xi)I ~ a(g) )Ft 
where a2 (g) is the variance of g. Using quasi-random numbers , i.e. low-discrepancy 
point sets, for the Xi (see [Nie92b]) results in the Koksma-Hlawka inequality 
(2.1) 11. g(x) dx - ~}; g(xi)I ~ V(g) D*(PN) 
where V (g) is the variation in the sense of Hardy and Krause and D* (PN) is the 
discrepancy of the point set PN, i.e. its deviation from uniform distribution (see 
definition 2.1). In computer graphics the variation of the integrand g is infinite, 
and so this upper error bound cannot be applied. 
2.1. Approximation of Continuous Measures by Discrete Measures. The 
integrand, which is to be evaluated, often can be split into three factors: 
(2.2) 1. f(x) XA(h(x)) p(x) dx = 1. J(y) XA(h(y)) dµ(y) 
f is a positive, bounded, and discontinuous function. The function h(x) is a map-
ping from I8 onto the set S. XA is the characteristic function of the subset AC S, 
i.e. XA(h(x)) = 1 {::} h(x) E A, XA(h(x)) = 0 otherwise. The function p is a density 
function on the unit cube I8 with p(x) 2: 0 for x E I8 and J1, p(x) dx < oo. As-
suming the distribution function µ(y) = J~ p(x)dx, y E I8 tobe strictly monotone, 
the inverse µ- 1 is defined by the multidimensional inversion method (see [HM72] 
and [Wic74]). For the sequel we also presume µ - 1 to be of bounded variation in 
the sense of Hardy and Krause (see [Nie92b]) . We now approximate the measure µ 
by a discrete point cloud CN = {y0 , ... , YN - d modelled out of the point set PN 
by Yi = µ- 1 (xi) · For the investigation of the approximation we define 
Definition 2.1. The discrepancy D* (PN) is a measure for the deviation of a point 
set PN from uniform distribution. D* (PN) is defined to be the largest integration 
error for integrating the characteristic functions of all subcubes J of I8 including 
the origin: 
Using (2.1), the discrepancy between CN and p is bounded by 
(2 .3) D*(p,CN) := sup 1 { XJ(x) p(x) dx - ~ 't1 XJ(Yi)l 
J=Ilj=1 (0 ,a; )C/' 11• i=O 
< V(µ- 1 )D*(PN) . 
Remark: If p is separable, i.e. p(x) = Tij=1 pUl(xUl) , we have D*(p,CN) 
D*(PN) · These bounds for D*(p,CN) are results of [Wic74]. 
We now approximate (2 .2) by 
(2.4) 1. f(y) XA.(h(y)) dµ(y) ~ 1. f(y) XA• (h(y)) dµN(Y) 
l N-1 
N L f(Yi) XA. (h(yi)) . 
i=O 
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So we approximate the continuous measure µ by the discrete measure µN ·-
tt L:~~ 1 c5y.- Thus the use of different point sets results in different quadrature 
formulae, which can be distinguished by bounds on the discrepancy D*(p, CN ). 
Since we assumed the variation V(µ- 1 ) to be finite, the asymptodic behaviour of 
the approximation is determined by the discrepancy D*(PN ) . 
For random numbers we have (see [Nie92b], pp. 166 - 167) 
D*(PJ.tndom) EO ( Jlog~gN) ~ D*(p,C[~ndom) EO ( Jlog~gN) 
almost surely. 
2.1.1. Low Discrepancy Points. The exist deterministic point sets and sequences, 
which have an asymptotically better discrepancy than random points. These so-
called low discrepancy points mostly base on radical inversion and modifications of 
this inversion. The principle of radical inversion is to transfer the natural number 
i into base-b-representation and to mirror that representation at the decimal point, 
which results in the radical inverse 
00 00 
j=O j=O 
The simplest points of that kind are the Halton and Hammersley points. The 
Halton sequence for s dimensions is built by 
where the base bj, 1 ::::; j ::::; s, mostly is chosen tobe the j-th prime number. For 
this sequence the discrepancy of the first N points is bounded by 
< !__ ~ IIS ( bj - 1 1 N bj + 1 ) N + N 2 lo b · og + 2 j=I g J 
D* (p, c]Salton) E 0 ( lo~ N) 
The Hammersley point set even has a smaller discrepancy, but is a finite point set 
of N points in contrast to the infinite Halton sequence: 
The discrepancy is bounded by: 
D* (P~ammersley) < !__ ~ sIT-1 ( bi - 1 lo N b1 + 1) 
N + N 2 lo b · g + 2 j=I g J 
~ D* (p, C~ammersley) E O (1og9~1 N) 
So the deterministic low discrepancy points have an asymptotically smaller dis-
crepancy than (pseudo-) random numbers. Other low discrepancy point sets have 
a different constant, but the order stays the same. For fast algorithms for the 
generation of the Halton and Hammersley points see [HW64] and [Str94]. 
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3. CALCULATION OF THE FORM FACTORS 
In computer graphics a 3-dimensional scene is usually given as boundary rep-
resentation. So the 2-dimensional surface S = uf=1 Ak is the union of K surface 
primitives Ak (e.g. triangles). The form factor 
(3.1) fi-j := 7rl~;I l, k XA, (h(x, w)) cos O(w, x) dw dx 
is the percentage of diffuse radiance, that is directly radiated from Ai to Aj. Form 
factors are used in many radiosity algorithms ( e.g. several variations of progressive 
refinement [GCS94]). h(x,w) is the first point hit by a ray started in x E Ai in 
direction w E f2. f2 is the set of all directions over the hemisphere in x. The 
integral (3.1) accounts for all form factors from A; to all other surface elements 
Aj, 1 :::; j :::; K. The characteristic function XA, is used to select the hitpoints 
concerning Aj. The cosine, taken from the azimuth angle 0 between the direction 
w and the surface normal in x, projects the differential area dx perpendicular to 
the direction w. 
3.1. Construction of the Algorithm. Using the principles of the previous sec-
tion, especially 2.3 and 2.4, we derive a quasi-Monte Carlo algorithm: First we 
transform (3.1) into spherical coordinates and onto the 4-dimensional unit cube 
14 = (0, 1)4. Then we use the trigonometric terms as probability density and 
rewrite the integral as Riemann-Stieltjes-integral, using the cumulative distribu-
tion function as measure (For the sake of simplicity, we assume Aj to be the unit 
square. Area preserving mappings for other geometries, like triangles etc., can be 
found using [HM72) or in [SWZ96)): 
1 ! { 21r {~ fi-j 7rlA;I A,lo lo XA;(h(x,w(O,c/>))) cosO sinOdOdcf>dx 
~2 r XA;(h(x1,X2,w(~x4,21rX3))) sin7rX4 dx4 dx3 dx2 dx1 
114 2 
r 7r 27r 1
14 
XA;(h(y1,y2,w(2y4,27ry3))) dsin 2Y4 dy3 dy2 dy1 
l N-1 7r _ 
(3.2) ~ NL XA 1 (h(Yk,1,Yk,2,w(2Yk,4,27ryk,3))) =: fi-i 
k=O 
Using parts ofthe integrand as density prevents the expensive rays tobe weighted by 
small trigonometric factors (importance sampling) . Instead we generate the samples 
Yk out of the uniformly distributed Xk using the inverse cumulative distribution 
function: 
. 2 7r ) (Yk ,1, Yk,2, Yk ,3, sm 2Yk ,4 
{::} Yk = (Yk,1,Yk ,2,Yk ,3,Yk,4) (xk,1,Xk,2,xk ,3, ~ arcsiny'Xk,4) 
Although the algorithm resembles the Monte Carlo method used in [Shi91], it is 
constructed using a totally different theoretical framework (see previous section). 
The quasi-Monte Carlo algorithm now can be implemented easily: For each sample 
Xk we calculate Yk as the start parameters for the ray. The object identified by 
h(Yk,1, Yk,2, w(-~Yk , 4, 27rYk,3)) then keeps a counter for the number of hits. After 
distributing the rays, dividing the counters of each surface element by N gives an 
approximation for the form factor. By simultaneously calculating all form factors 
related to Ai by one sequence of sample points, this algorithm does not waste 
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any rays for visibility tests! The counting can be done with integer arithmetic. 
Note, that I::f=°1 h-i = 1, h-i = 0 for planar elements and Adi-i = Aifi-i for 
1::; i,j::; K . 
3.2. Numerical Evidence. To illustrate the superiority of quasi-Monte Carlo in-
tegration, we give some numerical evidence. For the simulation we used different 
random number generators. drand48() is the internal random generator ofHP-UX. 
The explicit inversive generator is taken from [Nie92a]. These two pseudo-random 
number generators approximate discrepancy of order J log ~g N of random numbers, 
whereas the Halton and Hammersley points have a discrepancy of order log~ N and 
log'~ 1 N, respectively. 
3.2.1. Experiment 1. The first experiment uses (3.2) for the approximation of the 
form factors in an empty unit cube. Due to symmetry we have three possible 
form factors for which there exist analytic, closed form solutions (see [CW93]). 
The form factor from a unit square to itself is zero (as mentioned before). For 
two unit squares perpendicular to each other and sharing one edge we have j{ll = 
~ - ~(t In~ +v-'2 tan- 1 ~) ~ 0.2000437761. For two coplanar unit squares parallel 
to each other with distance 1 we hence have j(2) = 1 - 0 - 4j(l) ~ 0.1998248957 
(see the figure 1 for j(1) and j(2l). 
For the numerical experiment we simultaneously evaluated the six form factors 
(that is, we only used one point cloud) as seen from the ground plane of the unit 
cube and compared the numerical results to the analytical solution. In the graph 
in figure 1 we plotted the absolute error, which is the L00-distance of the analytical 
solution and numerical approximation for a fixed surface element A;: 
max lh-i - fi-il l~j~K 
As can be seen in the graph in figure 1, the sampling patterns with the lower 
discrepancy are superior by one order of magnitude, i.e. the better the measure µ 
is approximated by µN, the better is the quadrature. Seen from a physical point 
of view, it is only natural to simulate the density p by particles, since the basic 
nature of radiation can be interpreted by the corpuscle model. And again it is 
obvious, that the smaller the discrepancy D* (p, C N), the better the real particles 
are approximated. 
3.2.2. Experiment 2. In a real setting we are confronted with obstruction and trans-
formations of the unit square onto the surface of the primitives (see [SWZ96]). The 
second experiment uses two realistic scenes modelled by triangles. From each scene 
we selected one triangle and calculated its form factors to all other elements. In the 
graphs in figure 2 and figure 3 we compared the L00-error to a master calculation 
done by N = 107 samples (see figure 4 at end of paper for images). Clearly the 
low discrepancy sampling patterns beat random sampling by a factor 5 ... 10. This 
is also the factor a radiosity solver, using form factors like for example progressive 
refinement with overshooting [GCS94], would run faster! 
4. DISCUSSION 
Since the Koksma-Hlawka inequality (2.1) cannot be used in this setting (for 
dimension s = 2 see [HK94]) if the discontinuities are not axis-aligned, we consid-
ered the difference between Monte Carlo and quasi-Monte Carlo integration, i.e. 
the sampling pattern. Regarding Monte Carlo and quasi-Monte Carlo methods as 
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FIGURE 1. Form factors and L 00 - error for the measurement in 
the unit cube. 
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FIGURE 2 . L 00 - error for measurement in scene l. 
generation of discrete measures allows, especially in the domain of quasi-Monte 
Carlo methods, statements about the quality of such methods for discontinuous in-
tegrands in comparison with standard Monte Carlo methods. By theory we showed, 
that generating a discrete measure by low discrepancy point sets is more exact by 
order of magnitude than creating it by random points. Obviously the property of 
uniform distribution, measured by discrepancy, is more important than randomness 
for integration. 
From the graphs we observe, that quasi-Monte Carlo integration consistently 
outperforms the Monte Carlo rate of O(N-!). The algorithm used in this paper 
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„ 
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is much more exact than the rough estimate of [WEH89] (look at the quality of 
approximation for the analytical experiment). Including the calculation of extended 
form factors is straightforward: By a random decision, according to the BRDF, 
a surface is decided to be diffuse or specular. In the diffuse case the hitpoint 
contributes to that surface. In the specular case, the ray is scattered and the same 
procedure is performed on the next element hit. 
Concerning aliasing, when repeatedly calculating form factors for example in 
progressive refinement, this can be avoided by the usual rotation of the local coor-
dinate system of a surface element by some random offset <Pr., which is added to </J . 
Note, that this does not affect the quality of the quadrature formula. As compared 
to jittered and multi-jittered sampling, our algorithm is suited for any choice of the 
number N of rays shot. In addition, low discrepancy sequences provide a minimum 
distance property, while simultaneously minimizing discrepancy. The Hammersley 
point set is a special case of N-rooks sampling, but much more easy to generate. 
5. CONCLUSION 
For the central problem of many radiosity algorithms, the form factor calcula-
tion, we illustrated the superiority of (deterministic) quasi-Monte Carlo integration 
as compared to Monte Carlo integration and gave numerical evidence for the re-
markable speed-up of factor 5 ... 10. 
Quasi-Monte Carlo integration is also applicable for pixel oversampling [HK94] , 
the generation of random walks and the final gathering pass in radiosity [Kel95] . In 
these applications using low discrepancy points sets results in faster algorithms ( up 
to factor ~), because the same accuracy of integration is aquired with less samples 
than random sampling. 
Due to their construction, low discrepancy points replace simple domain strati-
fi.cation. For numerically calculating integrals with high sample numbers they are 
superior due to their better uniformity properties than random sampling. 
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Sample views of the scenes 1 and 2. 
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