Introduction
In order to retain a high degree of quality, the values assigned to a Standard Reference Material (SRM) require periodic re-evaluation. SRM720 is synthetic sapphire, a-Ab03, and is "intended for use in calibrating or checking calorimeters used to measure either enthalpy or heat capacity within the range of 10 to 2250 K."l
The enthalpy and heat-capacity values given in the SRM720 Certificate were obtained entirely from NIST measurements. The SRM720 values from 8.6 to 273.15 K were obtained from three empirical functions piecewise fitted to experimentally determined heat-capacity values.
2 These heat-capacity values were measured by Chang by means of an adiabatic heat-capacity calorimeter. 3 The SRM720 values for temperatures greater than 273.15 K were obtained from an empirical function fitted to enthalpy increments from 150 K to 2257 K.2 1442 DONALD G. ARCHER The enthalpy increments for temperatures greater than 323 K were experimentally determined values. 2 . 4 The enthalpy increments for lower temperatures were taken from the fitted adiabatic heat-capacity measurements. 2 Recent experimental evaluations of the heat capacity of SRM720 have appeared in the literature.
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They are for temperatures that correspond to part of the temperature region spanned by the enthalpy~increment measurements that had been used for the assignment of heat capacity and enthalpy values to SRM720. The comparison of the new heat-capacity measurements to the SRM720 values in the two most recent studies suggested a systematic error in the SRM720 heat-capacity values. For example, Fig. 7 of Ref. 5 showed the differences of experimental values from the SRM720 values. These differences implied that the heat-capacity values given for SRM720 were approximately 0.1 to 0.2 percent smaHer than the values determined by means of the three different adiabatic heat-capacity calorimeters of Refs. 5-7 for the temperature range of 300 to 500 K. Figure 6 of Ref. 4 also showed the SRM720 heat-capacity values to be, on average, smaller than the earlier heat-capacity determinations of Martin and Snowdon, 8 of GntJllvold, 9 and of West and GinningslD in the temperature range of 350 to 550 K, with the results of Gr0nvold showing greater imprecision than the other heat-capacity measurements. Those two figures, showing the difference of six different sets of heat-capacity results from the SRM720 values, suggested the possibility of a small systematic error in the SRM720 values. Whether this error was experimental, an artifact of the fitting method, or if it even existed at all was not definitely answered by the two figures. As part of NIST's commitment to cstablishing the bcst possible values for its SRMs, the thermodynamic properties of synthetic sapphire are re-examined here with the intention of eliminating the concern raised by the comparison of experiment and SRM values shown in Ref. 5.
Representation of Experimental Results
Because it was not clear whether the differences bctwccn the experimental heat-capacity values and the SRM720 values were due to experimental error or were due to an artifact of the fitting method, all of the experimental results given in Refs. 2-7, 9. 10 were fitted with a cubic-spline method described previously.l1 This method allowed the simultaneous fitting of heat-capacity measurements and enthalpy-increment measurements, the two types of measurements of interest here. Subsequent evaluation, discussed below, reduced the number of data sets included in the representation and allowed u~du(;tions as to the accuracies of the different experimental studies. AJI of the considered references involved measurements for either SRM720 samples or the Calorimetry Conference sample of aluminum oxide.
Ditmars and Douglas
4 found the Calorimetry Conference sample to be "calorimetrically indistinguishable" from the SRM720 samples. All temperatures were converted to the International Temperature Scale of 1990, ITS-90.12. 13 Briefly, the cubic spline is fitted to a function f(T), where:
and where T is temperature, TO is 1 K, C;'m. is the molar heat capacity, C; is 1.0 J·K-1 ·mol-1 and b is arbitrarily chosen to be 0.2 for the present case. The function f(T) of Eq. (1) is fitted with a cubic spline using polynomials of the form:
where the subscript i refers to the polynomial that contains the specified value of T and spans the temperature range 1i to 1i+l. A particular (Til di) pair is referred to as a "knot." "Natural spline" end conditions (i.e. second derivative equal to 0) were imposed at the two end knots.
(For the purpose of calculation: 1i + I > T > T;). The calculated heat capacity is thus:
Eq. (3) was integrated numerically to obtain the enthalpy. The spline function f(T) was fitted to the experimental values with a nonlinear least-squares program. The vector of residuals was calculated using Eq. (3) for the heat capacity or the numerical integration of Eq. (3) to obtain the enthalpy increments. Representation of the experimental results, over the full range of temperature, required 15 variable knots. In previous use of this fitting method,ll the initial knot position, corresponding to Ti=t = 0 K, was assigned a value obtained from the Debye temperature and not varied in the least-squares procedure. In the current work, the initial knot position was treated as a variable knot and its value was determined from the nonlinear least-squares procedure. This procedure yielded an estimate of the Uebye temperature of 990 K. The final knot positions are given in Table 1 . All of the experimental results were first fitted with square roots of the variances (herein s.r.v.) assigned to be 0.3 percent (variance assignment is used for calculation of weighting factors in the least-squares process 14 ). Examinationof the residuals obtained from this representation showed the results from Refs. 2, 3,4, 7, and 10 all agreed in their regions of overlap, or points of connection, as the case may be, to better than 0.1 percent. Additionally, the results from Inaba 6 also agreed with the results from this set of references, but with a somewhat greater imprecision. The experimental results from these six references were obtained with six different calorimeters. Of these calorimeters, four were adiabatic heat-capacity calorime~ ters; one of these was designed for temperatures less than 380 K,3 two were designed for temperatures greater than 300 K 7 , 10 and the remaining heat-capacity calorimeter 0.5
b.
• -0. 5 was designed for both low and high temperature use.
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The remaining two calorimeters were enthalpy-increment calorimeters; one of the Bunsen type,4 the other an adiabatic receiving calorimeter.
2 All of the results not from these six references were removed from the data representation and the least-squares process was repeated with assignments of the s.r.v. that were more representative of the accuracies of the experiments. The values estimated for the s.r.v. are described below. Figure 1 shows the percent difference of the selected experimental results from the fitted equation. Also shown in Fig. 1 is the difference of the SRM720 heat-capacity values from the fitted equation.
The agreement of the adiabatic heat-capacity calorimeter results from Refs. 3,6, 7, 10 with the Bunsentype ice calorimeter,4 as shown in Fig. 1 7 and of Inaba 6 was 0.3 percent for all temperatures above 80 K. As seen in Fig. 1 , the average deviation of both of these sets of results was slightly positive, indicating a very small systematic difference from the other results. The s.r.v. assigned to these results was larger than the precision so that the small systematic differences would not unduly affect the final representation. The s.r.v. assigned to the heat-capacity results from Chant was 0.1 percent for all temperatures above 100 K, 0.3 percent for 75 K < T < 100 K, 0.5 percent for 40 K < T < 75 K, 1 percent for 24 K < T < 40 K and 3 percent for T < 24 K. The increasing s.r.v. at low temperatures resulted, in part, from the very small heat capacity of aluminum oxide for these temperatures. The heatcapacity results from West and GinningslO were assigned 2 and were assigned a s.r.v. of 0.3 percent. For these results, the temperature of the sample just prior to the enthalpy determination was determined with optical pyrometry with an accuracy of approximately 3 to 4 K. These small errors in calibration of the pyrometer could result in the systematic behavior of the differences of these results from the fitted equation.
One consideration for the present fitted equation was to maintain a reasonable behavior for the first temperature derivative of the heat capacity. Figure 2 shows values calculated from the present fitted equation and from the SRM720 equation. The present equation yielded a smoothly changing derivative for temperatures above 500 K. The SRM720 equation induded polynomial terms in the temperature as large as T5. These large-order terms were probably incorporated to improve agreement with the high-temperature results. However, this agreement was obtained by incorporating a heat-capacity behavior that probably varied more rapidly with temperature than does the true heat capacity. The enthalpy-increment measurements obtained at the two highest temperatures were smaller than values calculated from the fitted equation. This difference, combined with the first temperature derivative of the heat capacity shown in Fig. 2 , is opposite to the effect expected from the physical behavior that occurs near the melting temperature, for example, vacancy formation or anharmonic effects.
It is seen in Fig. 1 that the SRM720 heat-capacity values were sroaBer than the observed heat-capacity values, induding those of Chang, 3 in the region of 300-500 K. Both the enthalpy-increment values from Ditmars and Douglas 4 and the adiabatic heat-capacity values from Chang, upon which the SRM are based, agreed with the present fitted equation and with each other within experimental precision. This eliminates experimental systematic error as the cause of the differences of the SRM720 values from the heat-capacity results. It is concluded that the systematic difference arose from a fitting artifact that was present in the SRM720 equation and does not occur in the present fitted equation.
The differences Additional enthalpy-increment results exist in the literature. Ditmars and Douglas reviewed these results and compared them to their own results in their Fig. 7 . Because of the accuracy of the Ditmars and Douglas enthalpy-increment results, the differences of these other experimental results from the present equation and from Ditmars and Douglas' fitted equation are very simila~.
Thus, the reader is referred to Ditmars and Douglas' Fig. 7 for comparison of these enthalpy-increment results. Table 2 gives calculated values of the heat capacity, the difference in enthalpy between temperature T and 0 K, and the entropy of a-Ah03. A computer program that calculates these thermodynamic values for SRM720 is available from the author, for a limited time period. The heat-capacity values given in Table 2 are more accurate than those given previously for SRM720. In the region from 150 to 900 K the accuracy of the heat capacity is on the order of 0.05 percent and the accuracy of the relative enthalpy values is also approximately 0.05 percent over this temperature range. For temperatures of 900 to 2200 K, the relative enthalpy and heat capacity become less accurate, the inaccuracy reaching approximately 0.3 and 1.0 percent at 2200 K for relative enthalpy and heat capacity, respectively. The periodic revisions of temperature scale prompt periodic discussion of what to do with models and tables of thermodynamic properties generated on the basis of the previous temperature scale. The current work provides a good test case for demonstration of these effects. In the current section of the paper, the differences between the IPTS-68 and the ITS-90 will be taken from the 1990 publication 12 for several reasons, despite the fact that these values were less accurate in the temperature region of 903 to 1337 K than the differences given in Ref. examine previous work based on those temperature-scale differences. Also the previous differences are larger than the more accurate values and thus provide a better test of the abiJity of different methods to accurately revise tables or equations that give thermodynamic properties. Schematical1y, the process of creating thermodynamic tables can be described as follows. A set of thermodynamic measurements, }j, are obtained. Each Yi has associated with it some number of random and systematic errors, the sum of which will be referred to as BY; . 
Repeating the least-squares process using the adjusted 
which, after substitution of Eq. (7), becomes:
The set ofp normal equations described by Eq. (8) is simply the sum of the p Eq. (5) and a set of p equations of the form:
The set of p equations typified by Eq. (9) is a set of normal equations for the least-squares model;
where EY is the change in the calculated dependent variable. In other words, the change in the model parameters, wj, can be calculated from the least-squares representation of the eYi using the same Xi,j as used for fitting the Yj. This provides the general solution to the problem. In order to use Eq. (10) for a specific application, values of eYi must be obtained. A specific application is the effect that the difference in temperature scales has on statisticany-treated thermodynamic properties obtained from heat capacity measurements. The EYi for an experimental heat capacity that results from the change in practical temperature scales can be approximated as: eY = {Cp,m(ITS-90) -Cp,m(IPTS-68)};, exp
where the exp has been added to designate the quantity that corresponds to the change in the i 1h experimental measurement due to the change in the temperature scale.
(The right-hand-side of Eq. (11) is not the correct treatment of the experimental results but it isa reasonable approximation of the effect.) Substitution of Eq. (11) (10), presented here as a method for obtaining the differences in thermodynamic properties that result from changes in temperature scales, is completely analogous to the previously described method for treating differences in thermodynamic properties of strong-electrolyte solutions that result from changes in DebyeHuckel coefficient. 19 The mathematical treatment of the problem described above is exactly the same as that in Ref. 19 ; the only difference is the specific application of the general equations.
A simplified, but more practical, use of Eq. (10) can be obtained by using a vector of EY i generated with a reasonable distribution within the range of temperature over which the original experimental values were fitted. This practical, but slightly approximate method, does not require the exact temperature distribution of the original data, i.e. the exact X i,j, used in the original representation. This was shown previously with the electrolyte thermodynamic properties and can also be shown with the values for the calorimetric reference materials. This simplified method of use involves an approximation but it will still yield reasonable values. Equations (9-10) are applicable not only to the specific case of thermal properties but also to other models such as vapor pressure equations or equations of state. Because this method obviates the Jabor inv01ved in gathering al1 of the experimental results, adjusting their temperatures and refitting the model, it provides an excellent alternative to both that process and to a significantly less accurate method for "conversion of thermodynamic properties" given elsewhere and which is discussed next. The IUP AC Commission on Thermodynamics (herein, IUPACCT) has published a "Technical Report," prepared by Goldberg and Weir,17 that gave a method for calculating the changes in thermodynamic properties that result from the change of earlier practical temperature scale to the ITS-90.
a That report also gave values for conversion of the thermodynamic properties of two calorimetric standard reference materials: o.-Ah03, SRM720, and Mo, SRM781, for the change in temperature scales. The Goldberg and Weir values for the change in heat capacity for these two substances were obtained by means of the equation:
where T 90 and T68 are the practical temperature scale approximations of the thermodynamic temperature for the ITS-90 and the IPTS-68, respectively. Equation (12), rigorously derived from the mathematics used to generate a thermodynamic table, is clearly different from Eq. (13). (The only assumption used in deriving Eq. (12) was the expansion and truncation of an error function about an experimental observation.) Because Goldberg and Weir's conversion method, as typified by Eq. (13), is quite different from the mathematically derived result it is concluded that their method is not mathematically correct for tables of thermodynamic properties generated from a statistical treatment of experimental results, such as those for the two calorimet,. ric standard reference materials, aluminum oxide and molybdenum.
The accuracy of the IUP ACCT conversions of the !hermodynamic properties of SRM720 are examined by the following calculations. The previously described experimental results for aluminum oxide were fitted with all temperatures on the IPTS-68. Heat capacity values from this representation were calculated and can be considered as the C p ,m(IPTS-68) in Eq. (13). The experimental temperatures were then converted to the ITS-90 and the experimental results were fitted to yield a set of heat capacities based on the ITS-90, (, ~, . The difference between these two quantities is the difference in heat capacity due to the difference in temperature scales and is shown as a percentage error in Fig. 4 . (This quantity can be considered as the error due to making no change in thermodynamic property for the change of the IPTS-68 to the ITS-90, if the ITS-90 is a better approximation of thermodynamic temperature than was the IPTS-68.) a The method described by Goldberg and Weir is meant to be used to alter the values of thermodynamic properties given in tables while retaining the same values for temperature given in the table.
Next, a set of 8Cp,m(ITS-90, GW) were obtained by means of Goldberg and Weir's method. These &Cp,m(ITS-90, GW) were then added to the Cp,m(IPTS-68) to obtain Cp,m(ITS-90, GW). The Cp,m(ITS-90, GW) are thus the values of the heat capacity of SRM720 calculated from the values on the IPTS-68 and the method given by Goldberg and Weir. The difference between the C p ,m(ITS-90) and Cp,m(ITS-90, GW) is the error introduced by the Goldberg and Weir method and is also shown in Fig. 4 .
As can be seen from the figure, for approximately 80% of the temperature range from 200 to 1300 K, the Goldberg and Weir method introduces a larger error into the thermodynamic properties than if no conversion for temperature scales was made at all. Also, comparison of Fig. 4 with Fig. 1 indicates that for almost half of the temperature range shown in the figure, the Goldberg and Weir method introduces an error significantly larger than the expected uncertainty in the calculated heat capacity, by as much as a factor of five, or more, at some temperatures. Figurc 4 indicatcs that it is bcttcr to ignore the change in thennodynamic property due to the change of the current temperature scale from the IPTS-68 than to apply the conversion method from the IUPACCT Technical Report. even for the very accurate experimental work for SRM720. Goldberg and Weir did not describe a test of their method, such as that of Fig. 4 . Figure 5 shows values of the heat capacity of SRM720 against temperature, calculated by means of the Goldberg and Weir method. Also shown, are values calculated using the values from their Table 7 , for comparison purposes, as well as the values for IPTS-68 calculated from the representation of experiment, as described in the previous paragraph. Clearly, the conversion method of Ref. 17 introduces an undesired behavior into the heat capacity values of this calorimetric standard. Because the discontinuity and other effects shown in Fig. 5 result from the combination of incorrect mathematical method and the temperature scale differences, they are a general effect and so also occur with molybdenum, SRM781.
That Ref. 17's method could show such a large discrepancy from the actual effect of changing practical temperature scales is readily explainable. MathematicaHy, their equation is an estimate of the difference due to temperature scales for an individual measurement of heat capacity. However, they applied their equation to values calculated from a statistical representation for Ah03, which are not the same as the experimental results. (the truncated expansion); because both neglect the statistical treatment of the experimental results, their "exact equations" will also produce the behavior shown in Figs. 4 and S.b Summarizing the preceding material, the following have been shown: 1) The Goldberg and Weir method for conversion of the thermodynamic properties of SRM720, specifically, and other substances, genera]]y, can introduce significant errors into the values for the thermodynamic properties. 2) These large errors can be expected because their method does not take into account the statistical treatment of experimental results. 3) When the statistical treatment of the experimental results is taken into account, a much different equation than that given in Ref. 17 is obtained and this is indicative that their method is not mathematically correct for tables generated from statistical treatment of experimental results. It is concluded from these three things that the IUP ACCT method for conversion of thermodynamic properties should not be used for this purpose.
Goldberg and Weir state: "We note that the fitting process tends to produce smooth results and, in doing this, it tends to minimize the effects of errors in the measurements. including any errors in the thermometry and in the temperature scale used in the study." This is not generally true and the mathematical treatment presented above does not indicate that such is the case. Consider the hypothetical difference between a temperature scale, T x , and the thermodynamic temperature, T, that increases linearly with Tx: (14) over a particular range of temperature. If enthalpy-increment measurements were determined on the basis of T x , , over this same range of temperature, and were fitted with the model:
b A reviewer has stated that the method used by Goldberg and Weir was that given by Douglas. 18 This is not quite correct. It·is true that Eq. (13) can be found within the first few pages of Douglas' paper. However, Douglas' paper contained significantly more procedure than was described by Goldberg and Weir. An example is as follows: Douglas correctly realized that Eq. (13) would 2ive two values of the heat capacity at any temperature where the difference between two practical temperature scales had a discontinuity of the first derivative with respect to temperature. He gave a procedure by which the discontinuity that Eq. (13) introduces into the heat-capacity function (such as that shown in Fig. 5 ) could be avoided; this procedure was given on pages 466 and 467 of reference 18. Although there is a discontinuity in the first derivative of differences of ITS-90 from previous temperature scales, Goldherg and Weir neither described nor IIsed Douglas' method to avoid the discontinuity in their calculated values (see, for example, their calculated values that are shown in Fig. 5 .) Because Goldberg and Weir have used only part of Douglas' original method and because they used an equation of Douglas' for a condition for which Douglas described a different method, it seems not correct to describe Goldberg and Weir's method as "that derived by Douglas." 
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T / K Calculated values of the heat capacity of SRM720 against temperature. ----, calculated from the fit to the thermodynamic measurements on the basis of IPTS-68; -calculated from the dashed line and the conversion method given by Goldberg and Weir. *, calculated from values from Goldberg and Weir's Table 7 and the representation of experiment on the IPTS-68.
then clearly all of the difference between the temperature scale and the thermodynamic temperature is incorporated into the fitted model and none of it has been "minimized." This can be seen in the mathematical derivation given above. The rate of change of the temperature scale as compared to the rate of change of the fitted function is important. A large error in temperature scale that varies slowly with respect to temperature over the range of temperature included in the data representation is, of couFse, incorporated into the representation. This is apparent from Eqs. (6-10). Finally, Goldberg and Weir state: "If the inaccuracies in the results are judged to be less than the approximate effects given in Table 7 (or Table 8 ), then a recalculation of the original results is clearly justified." Their Table 7 gives the errors shown in Fig. 4 . It has already been demonstrated that the inaccuracies of the SRM720 results are smaller than Goldberg and Weir's conversion' values and it has also been demonstrated that the true changes that result from the difference of temperature scales is within the inaccuracy of the calculated values for SRM720. Because the true values for conversion of the thermodynamic properties of SRM720 are less than the inaccuracy in the calculated results, the change due to temperature-scale differences could have been ignored. Thus, the implication that SRM720 and SRM781 need to be re-evaluated due to recent temperature-scale differences is not supported by the work of Ref. 17.
Appendix 1
In the text of the paper it was noted that unaccounted heat losses in either the heat-capacity measurements or the enthalpy-increment measurements would result in opposite-signed residuals for the two types of experimental measurement. Considered here are comments from two reviewers and further exposition regarding the comments.
The first comment is: "There is no general bias to errors in results obtained with adiabatic heat-capaCity calorimeters. If done correctly, 'heat loss' is compensated by extrapolation of temperature/time curves for the periods before and after a heat to the mid-time of the heating period. A common error involves the failure to reach equilibrium after a heating period, which resuhs in extrapolation to an incorrect temperature. The direction of the error is a function of the relative positions of the heater and thermometer in the specific calorimeter." This comment is correct in as far as it goes. However, the situation is not always as simple as might be inferred from the comment. The extrapolation of the fore-and afterdrift periods corrects for non-adiabaticity of the calorimeter in the drift periods, i.e. it is the correction for non-adiabaticity when the calorimeter proper is not being heated. This extrapolation corrects for such errors as the determination of the difference in temperature of the adiabatic shields from the calorimeter (offset vohages of the thermocouples), and heat transfers along the suspension device and along the electrical connections to the calorimeter. These heat transfers are about the same whether or not the calorimeter is being heated. Other heat exchanges may occur only during the heating of the calorimeter and not during the drift periods. These heat exchanges would not be minimized by the drift-period extrapolations. One such heat-exchange is caused by the time lag of the usual closed-loop adiabatic-shield controlJers, whose response always lags the process variable. If the time-temperature profile observed when heat is first applied to the calorimeter is not the same (other than sign of the temperature difference) as when heating is first discontinued, then an asymmetric lagging response of the shield-controllers can create an unaccounted heat loss or gain. The magnitude of this error will depend, among other things, on how asymmetric are the initial and final temperature profiles (the asymmetry of these profiles is directly related to the time required to reach equilibrium) and the magnitude of the time lag of the controllers. When one considers the usual controller-response profile and the temperature-time profiles at the onset and the end of the calorimeter heating period the most likely case is a heat loss from the calorimeter and this heat loss would be unaffected by the extrapolations ut;s(;ribeu above. Because the temperature-time prufiks of heating the empty and the filled calorimeter also will be different, the error associated with controller lag is further affected. With respect to the question of equilibration affecting the temperature assigned to the heatcapacity measurement, the differences of several of the experimental heat capacities, from the fitted equation and from study to study, seem to be too large to be explained by this effect. For example a difference of 0.3% between an experimental heat-capacity measurement and the fitted equation, for 400 K, corresponds to a 2.3 K error in the midpoint temperature or a 30 mK error in Tfinal - Tinitial for a 10 K heating interval. These values seem to the author to be a bit large. (This is not to be taken to mean that an error of this percentage is unlikely for situations where phase or glass transitions can affect the heat-capacity results in this way. The problems associated with slowly attained transitions are not a significant factor with the SRM720 samples.)
This reviewer also made the observation that "heat capacities" obtained by adiabatic calorimetry are not truly heat capacities, but instead, are enthalpy-increment values characterized by an enthalpy, an initial temperature and a final temperature, but arc not always reported as such. "This causes conversion of the reported temperatures, which are (Tfinal + Tinitial)/2 a meaningless exercise."
To this point, the author wishes to add that, on occasion, reported heat capacity values may have also been altered in some way with an appendage in the text that says: "corrected for curvature." Both of these alterations of what was actually determined in the measurement can introduce errors into further statistical treatment of these values. The author wishes to join the reviewer in his call to those reporting these calorimetric measurements to report the enthalpy increment, the initial temperature, and the final temperature.
Another reviewer observes: "In the design and operation of calorimeters, it is the intent to minimize 'heat leaks.' In the operation, the 'filled' and 'empty' measurements are carried out so that any heat leak would be nearly the same to minimize the effect of heat leak on the final results. Also, the errors of the final heat capacity or enthalpy can arise from the errors in the accounting of the container ... With the 'receiving calorimeters' the transit periods of the filled and empty vessel may be different." This comment is correct. However, the intent to minimize heat leaks may not always he sllccessfuL There will always be some unaccounted heat leak which mayor may not be insignificant. One such unaccounted heat leak, asymmetry of controller lag, was discussed above for the adiabatic heat-capacity calorimeters and is an example of an unaccounted error which is normally considered "minimized. "
