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a b s t r a c t
Snow cover pattern and persistence have important implications for planetary energy balance, climate sensitivity
to forcings, and vegetation structure, function, and composition. Variability in snow cover within mountainous
regions of the Paciﬁc Northwest, USA is attributable to a combination of anthropogenic climate change and climate oscillations. However, snow covered areas can be heterogeneous and patchy, requiring more detailed mapping of snow trends to understand their potential inﬂuences on montane forests. We used standard daily MODIS
snow products (MOD10A1.5) to investigate the 15-year record (2000–2014) of snow cover in the predominant
forest ecotone of the Oregon Western Cascades. We modeled the ecotone using ﬁeld data from the H.J. Andrews
Experimental Forest, and only considered forested MODIS Terra pixels located within the mapped ecotone of a
ﬁve-county region. Three snow cover metrics were developed using both binary and fractional snow cover
data: mean ecotone snow cover percent, number of snow covered days during the melt season, and day of
snow disappearance. Snow cover and depletion dates exhibited large interannual variability and no signiﬁcant
linear trends. This variability is likely inﬂuenced by the preceding wintertime states of the Paciﬁc Decadal Oscillation (PDO) and the El Niño/Southern Oscillation (ENSO), which tend to covary. We improve and generalize
existing methods for power analysis of trend estimation and quantify the number of uninterrupted observations
of the snow metrics that would be needed to distinguish trends of different magnitudes from noise variance, taking possible autocorrelation into account. Sensitivity analyses of the results to some of our heuristic choices are
conducted, and challenges associated with optical remote sensing of snow in a dense montane forest are
discussed.

1. Introduction and background
Global increases in surface temperature have direct and indirect implications for the hydrological cycle. Anthropogenic changes in radiative
forcing affect precipitation (including changes in amount, frequency,
timing, and type), evaporation, and sensible heat transfer at the Earth's
surface (IPCC, 2013). Even relatively small changes in temperatures
can have large effects on the hydrologic cycle including alterations
to soil moisture, drought, and ﬂooding regimes (Barnett, Adam, &
Lettenmaier, 2005; USGCRP, 2000). More than one-sixth of the world's
population depends on glaciers or seasonal snow for their available
water, and these supplies are at signiﬁcant risk as a consequence of a
warming climate (Barnett et al., 2005). Snowmelt runoff dominates the
hydrologic cycle in mountainous regions of the western USA, where signiﬁcant portions of annual precipitation fall as snow (Serreze, Clark,
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Armstrong, McGinnis, & Pulwarty, 1999). Although snow telemetry
(SNOTEL) data provide empirical evidence for decreasing trends in
snow water equivalent (SWE) within the Paciﬁc Northwest in recent decades (Mote, 2003; Mote, Hamlet, Clark, & Lettenmaier, 2005), model
projections for future changes in winter precipitation as a consequence
of anthropogenic warming are more equivocal (Mote & Salathé, 2010).
Annual variability in snow can also be inﬂuenced by climate oscillation modes associated with ocean–atmosphere couplings such as the El
Niño/Southern Oscillation (ENSO) and the Paciﬁc Decadal Oscillation
(PDO) (Hamlet & Lettenmaier, 2007). In the Paciﬁc Northwest, variability in ocean circulation patterns over the last 25,000 years can explain
signiﬁcant variation in coastal fog and sediment transport (Briles,
Whitlock, Bartlein, & Higuera, 2008; Long & Whitlock, 2002; Van
Laningham, Duncan, Pisias, & Graham, 2008). Over the past two centuries, streamﬂow in the Columbia River has been as sensitive to these
teleconnections as to the considerable water withdrawal for irrigation
in the basin (Naik & Jay, 2011), and the strength of these linkages has increased in the 20th century (Gedalof, Peterson, & Mantua, 2004). The
PDO and ENSO are an important source of decadal-scale climate variability throughout the Paciﬁc Northwest (Abatzoglou, Rupp, & Mote,
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Fig. 1. Santiam Junction SNOTEL site snow water equivalent (SWE) in mm (blue curve) and snow depth in cm (red curve). See Fig. 2B or Fig. 3 for the SNOTEL station location (red diamond). AMSL = above mean sea level.

2014; Cayan, Dettinger, Diaz, & Graham, 1998; Dettinger, Cayan,
Diaz, & Meko, 1998; Wise, 2010), with warm-phase PDO and El-Niño
years tending to be warmer and drier than average and cold-phase
PDO and La-Niña years tending to be colder and wetter than average;
these effects are generally additive and get ampliﬁed when PDO and
ENSO are in phase (Climate Impacts Group, 2014a; Hamlet &
Lettenmaier, 1999).
Several studies have examined the relative contributions of global
climate change trends and PDO/ENSO climate oscillations to snow dynamics in the mountains of the western US and determined that both
have detectable signals (Moore, Holdsworth, & Alverson, 2002; Mote,
2006; Peng, Zhongbo, & Gautam, 2013). However, these studies typically provide inferences over large regions (Trujillo & Molotch, 2014) or
use changes in streamﬂow as the response variable of interest, which
aggregates snowmelt over entire basins (e.g., Stewart, Cayan, &
Dettinger, 2005). Snow covered areas can be heterogeneous and patchy,
varying over very small spatial scales, especially in forested and/or complex terrain (Lundquist & Lott, 2008; Raleigh et al., 2013). Many forest
processes that are dependent on snow hydrology, such as seedling recruitment and mortality, operate at these ﬁner functional scales
(Dingman et al., 2013; Mori, Mizumachi, & Sprugel, 2008). For example,
snow dynamics may be a key factor inﬂuencing the speciﬁcs of forest
composition change within forest community ecotones of the Paciﬁc
Northwest (Lookingbill, Rocca, & Urban, 2011; Mori et al., 2008); however, snow variability has been poorly quantiﬁed at these local scales.
Existing ground-based sensor networks such as SNOTEL (Serreze et al.,
1999) indicate the high annual variability of snow cover (Fig. 1), but
are generally too sparsely distributed to capture the ﬁne spatial scales
required for ecotone-level studies. No studies have been published in
the region using remotely sensed snow products to evaluate snow
trends within a speciﬁc forest community ecotone.
Remotely sensed data can provide the daily synoptic world-wide
sampling at high spatial resolution required to track seasonal changes in
forest snow cover (Nolin, 2010). Standard operational snow cover algorithms for the Moderate Resolution Imaging Spectroradiometer
(MODIS) sensors retrieve snow presence or absence (binary product) or
fractional snow covered area (fSCA) using the visible and near-infrared

(NIR) bands (Riggs, Hall, & Salomonson, 2006). Hall, Foster, DiGirolamo,
and Riggs (2012) derived metrics of snow cover amount and timing of
melt from ten years of MODIS data for the Wind River Range in Wyoming,
USA and found a signiﬁcant correlation with spring discharge in the basin.
A similar approach could be used to develop ecologically relevant metrics
for evaluating potential changes in snow condition at a forest community
ecotone. Useful metrics would consider the relationship between the
phenology of snow-tolerant species and the timing of melt (Mori et al.,
2008). These metrics would allow the assessment of overall trends in
snow cover and duration and the inﬂuence of PDO/ENSO climate oscillations on these trends. In addition, quantiﬁcation of the inter-annual variance in snow cover metrics would allow the estimation of the record
length required to distinguish statistically signiﬁcant trends from noise.
Here, we use standard daily MODIS Terra binary and fSCA snow
products for the 2000–2014 period to investigate snow cover variability
in the western hemlock-true ﬁr ecotone of the Oregon Western
Cascades. We develop and compare three ecologically meaningful
snow metrics using both data sets and map these metrics for MODIS
Terra pixels located within the ecotone. We hypothesize that the annual
variability in the metrics is associated with the state of the PDO and
ENSO. To test this hypothesis, we divide the time series into wintertime
warm, cold and neutral PDO/ENSO years and compare the snow metrics
for the cold vs. the warm years using Wilcoxon rank-sum tests. We also
investigate the linear correlation of PDO/ENSO indices with our metrics.
We test for the presence of linear trends for the ﬁfteen years of data and
quantify noise variance in the data; we then generalize existing power
analysis of trend estimation methods and use them to forecast the minimum length of record that would be required to detect long-term
changes in snow cover for this ecotone.
2. Study area
2.1. Geographic setting
The study area comprises the Oregon Western Cascades within
Clackamas, Marion, Linn, Lane and Douglas counties, eastwards of
123 o 7′40″W (Fig. 2). These counties were chosen because their
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Fig. 2. (A) Elevation map (from NED data) of the H.J. Andrews Experimental Forest (HJA). The beige-colored 1242–1443 m band illustrates the elevation range of the hemlock-ﬁr ecotone.
MODIS pixels from the MOD10A1.5 data set (500 m resolution in sinusoidal projection, tile h09v04) that belong to the ecotone are shaded in light gray and overlaid on the map. The locations of four main meteorological stations are shown for reference. (B) Map of the entire western hemlock-true ﬁr ecotone included in this study, superimposed on an elevation map of
the region. MODIS pixels from the MOD10A1.5 data set (as in (A)) belonging to the ecotone are shown in dark blue. The location of the Santiam Junction SNOTEL station is shown as a red
diamond. The map datum for both maps is NAD83 HARN and the projection is Oregon-centered Lambert conformal conic.

boundaries follow the ridge of the Western Cascade Mountains in the
roughly N–S direction. The western hemlock-true ﬁr ecotone is extrapolated using data from the H.J. Andrews Experimental Forest
Long Term Ecological Research site (HJA, Fig. 2A, also shown as a
red outline straddling Linn and Lane counties in Fig. 2B); therefore
the study area is limited to parts of the Western Cascades that are
reasonably close to the HJA. The Cascade Range within the ﬁve
study counties is located within less than ~ 1.5o latitude (~ 170 km)
N or S of the HJA. The majority of the study area is contained within
the Willamette National Forest.

2.2. Mapping the western hemlock-true ﬁr ecotone
The spatial transition from western hemlock (Tsuga heterophylla) to
true ﬁr (Abies amabilis and Abies procera) community association is the
dominant forest ecotone in the Western Cascade Mountains. The
ecotone was modeled for the study region, based on a classiﬁcation
and regression tree (CART) analysis conducted in the HJA (Lookingbill
& Urban, 2005). Here, we simpliﬁed the criteria to use only the
elevation-based branches of the CART model in order to classify
MODIS pixels from tile h09v04 (sinusoidal projection, 500 m nominal
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resolution) of the MOD10A1.5 snow cover data set (Section 3.1) as either belonging to the ecotone or not belonging to it. Subsequent analyses are carried out only for the ecotone pixels. Elevation was derived
from the 1-arcsecond (~30 m) USGS National Elevation Dataset (NED)
(Gesch, 2007; Gesch et al., 2002), available at http://ned.usgs.gov. The
mean elevation of each MODIS pixel was determined using zonal statistics (provided by ESRI's ArcGIS®) over the ~256 NED pixels covering a
single MODIS pixel. MODIS pixels were classiﬁed as belonging to the
ecotone if they had mean NED elevation between 1242 and 1443 m, inclusive, as this is the elevation band of the ecotone as modeled by
Lookingbill and Urban (2005) (Fig. 2).
The dynamics of snow accumulation and melt differ considerably for
different land covers. Because of the large differences between forests
and ﬁelds, we included only forested pixels in our analysis. The National
Land Cover Dataset (NLCD 2006) (Fry et al., 2011), was used to determine which MODIS pixels could be classiﬁed as evergreen forest
(~ 256 NLCD pixels per MODIS pixel). A MODIS pixel was considered
to be part of the ecotone only if it was at least 80% evergreen forest
(Class #42 in the NLCD 2006 data set). The MODIS snow cover
tile h09v04 is 2400 × 2400 pixels (1200 × 1200 km), out of which
7437 pixels (~0.13% of the tile) were classiﬁed as belonging to the ecotone (Fig. 2B). The total area of these MODIS ecotone pixels is approximately 1600 km2. The ecotone map is provided in ESRI® ASCII and
Geotiff raster formats as Supplementary data to this article (see link in
Appendix B).
In summary, MODIS pixels are considered to be ecotone pixels
(Fig. 2B) if all of the following conditions are met: 1) elevation between
1242 and 1443 m; 2) within the boundaries of the following ﬁve Oregon
counties: Clackamas, Marion, Linn, Lane and Douglas; 3) at least 80%
covered by evergreen forest; and 4) part of tile h09v04 of the MODIS
snow cover data set MOD10A1.5 (Section 3.1).

3. Data and methods
3.1. Snow cover data
Daily MODIS Terra snow cover maps for the period February 24,
2000–November 10, 2014 were obtained from the National Snow and
Ice Data Center (NSIDC), at http://www.nsidc.org. Data from the product MOD10A1.5 (Hall & Riggs, 2007; Hall, Salomonson, & Riggs, 2006;
Riggs et al., 2006), tile h09v04 were used to create snow cover depletion
curves speciﬁc to the modeled ecotone only. MOD10A1.5 contains binary daily snow cover (snow or no snow) and continuous fractional snow
covered area (fSCA) at 500 m resolution, in sinusoidal projection. The
binary retrieval for MODIS Terra is based on a threshold test on the
normalized difference snow index (NDSI), calculated from bands 4
(0.545–0.565 μm) and 6 (1.628–1.652 μm); many additional threshold
tests are also used (Hall, Riggs, & Salomonson, 2001; Riggs et al.,
2006). Details of the algorithm are provided in Hall et al. (2001), Riggs
et al. (2006) and Hall and Riggs (2007). fSCA is calculated from empirical linear relationships with true sub-pixel snow cover from Landsat
data (Hall & Riggs, 2007; Salomonson & Appel, 2004). The binary and
fSCA data sets are used here for independent, parallel analyses. Example
binary and fSCA US Paciﬁc Northwest snow cover maps for January 27,
2012 are shown in Fig. 3. The sinusoidal projection has the advantage
of being equal area, so any spatial statistics need no corrections.
MODIS snow cover data were analyzed as is, resampling the rest of
the data sets used in order to avoid any resampling of the NSIDC products. Only ecotone pixels of good data quality (quality ﬂag = 0 in the
Spatial QA data set) were used in the analysis. MODIS Terra was chosen
for the analysis over MODIS Aqua because a channel failure on Aqua
prevented the algorithm correction for densely-forested areas (Klein,
Hall, & Riggs, 1998) to be applied; since the ecotone is a dense evergreen
forest, this correction is very important and is applied to Terra data (Hall
& Riggs, 2007).

Snow water equivalent (SWE) and snow depth data from the
Santiam Junction SNOTEL station (elevation 1140 m) were obtained
from the National Water and Climate Center and were used for
comparison purposes to illustrate interannual variability in snow
cover for an area close to the HJA and similar to the ecotone in
elevation.
3.1.1. Cloud gap ﬁlling
Before any further processing was applied, daily imagery was
cloud gap ﬁlled using the methodology of Hall, Riggs, Foster, and
Kumar (2010). For cloud gap ﬁlling purposes, pixels from the
MOD10A1.5 binary snow cover product classiﬁed as cloud, snow,
no snow, lake, lake ice or ocean were considered valid. Pixels from
the fSCA data classiﬁed as cloud, fractional snow cover (0–100%),
land (none occur in actual images), inland water or ocean were considered valid. All other pixel classiﬁcation values were considered invalid. Pixels that were invalid or classiﬁed as cloud were gap ﬁlled by
using the most recent corresponding observation from up to three
days prior to the current image's date. The gap ﬁlling was performed
using a computationally efﬁcient algorithm whereby all valid pixels
of the current image and the three previous days were assigned a binary ‘1’, and all invalid and cloudy ones were assigned a binary ‘0’. A
4-bit binary number was constructed for each pixel from the 4 days
of observations. The most signiﬁcant digit of the binary number
was formed from the current day's image, the second — from one
day prior, the third — from two days prior, and the least signiﬁcant
digit — from the image three days prior. The value of this binary
number was used to determine the index of the most recent valid
non-cloudy observation at each pixel. The composite cloud gapﬁlled image was then constructed from the four input images using
these indices. For example, if the resulting binary number at a particular pixel was ‘0101’, this indicated that the current day's image had
a cloudy or invalid observation, and the most recent valid noncloudy observation came from one day prior. Thus, the pixel value
from the image one day prior was assigned to the corresponding
pixel of the current day's image. Under this scheme, pixels still classiﬁed as cloud after cloud gap-ﬁlling indicate that the current day
was cloudy and no valid non-cloud observations were made in any
of the previous days.
3.2. Snow cover and snowmelt metrics
Snow cover time series speciﬁc to the ecotone were constructed for
every year from 2000 to 2014. For metric calculation, pixels from the
cloud gap-ﬁlled data classiﬁed as cloud, snow, no snow, or fractional
snow cover (0–100%) were considered valid; all other pixel classiﬁcation values were considered invalid. The percent snow covered pixels
(out of all valid ecotone pixels) from the cloud gap-ﬁlled binary data
and the mean fSCA from the cloud gap-ﬁlled fSCA data over all valid ecotone pixels were calculated for each day. Days when more than 80% of
the ecotone pixels were cloud covered (even after temporal cloud-gap
ﬁlling, Section 3.1.1) were considered too cloudy for analysis and were
not included in the snow depletion curves (Hall et al., 2010). In addition,
daily MOD10A1.5 tiles for which less than 25% of the ecotone pixels
were valid were excluded from the analysis. These criteria and satellite
data outages led to some days with missing data; thus before metric calculation the time series of spatially aggregated ecotone percent snow
cover was temporally gap-ﬁlled using linear interpolation. This step is
distinct from the cloud gap ﬁlling (Section 3.1.1) which is conducted
on a per-pixel basis.
Three metrics were calculated from the snow cover time series and
employed to assess snow cover dynamics in the ecotone during the
snowmelt season, considered to be days of year 80 through 181
(March 20 or 21 to June 29 or 30) (Hall et al., 2012). The ﬁrst metric
was the mean ecotone percent snow cover over the snowmelt season, calculated by averaging the cloud gap ﬁlled and interpolated daily binary
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Fig. 3. (A) Example of MODIS Terra binary snow cover data for the Paciﬁc Northwest USA from sinusoidal projection tile h09v04 of the MOD10A1.5 data set for January 27, 2012 (500 m
nominal resolution). Cyan colored pixels indicate presence of snow; other pixels are color-coded as in the legend. (B) Same as in (A) but for the fractional snow cover (fSCA) data. The map
datum and projection are as in Fig. 2.

or fSCA percent snow cover. The second metric was the number of snow
covered days, deﬁned as days during the snowmelt season when snow
cover was at least 20% of the valid ecotone pixels (Hall et al., 2010,
2012), also derived from both binary and fSCA data.
The third metric was the day of snow disappearance, deﬁned as the date
at which snow cover declined to less than 20% of the ecotone permanently
for the season (Hall et al., 2010, 2012). Detecting the day of snow disappearance was confounded by the existence of “spikes” in the snow depletion curves, i.e. snow is ﬁrst depleted to below 20% coverage and then
increases to more than 20% on some subsequent days. This could be due
to a late season snow storm, or it could be an algorithm or data availability
artifact. There are several years in which spikes are present in the binary
data (and less in the fSCA data). In those cases, we extended the day of disappearance to include the spikes only if they were within the snowmelt
period considered (days 80–181) and if they were separated by less
than 15 days from the preceding snow presence (N20%) condition.
3.3. Climate indices
In order to test the hypothesis that climate teleconnections due to
the El Niño/Southern Oscillation (ENSO) and the Paciﬁc Decadal Oscillation (PDO) are drivers of snow cover variability in the ecotone during
the melt season, monthly values for the Multivariate ENSO index
(MEI) (Wolter & Timlin, 1993, 1998) and the PDO index (Mantua,
Hare, Zhang, Wallace, & Francis, 1997; Zhang, Wallace, & Battisti,
1997) were obtained for the 1995–2014 period from http://www.esrl.
noaa.gov/psd/enso/mei/ and http://jisao.washington.edu/pdo/PDO.

latest, respectively. The MEI index is a quantiﬁcation of ENSO based on
the ﬁrst principal component of several meteorological variables observed over the tropical Paciﬁc, namely sea-level pressure, vector surface winds, seas surface temperature, surface air temperature, and
cloudiness fraction (Wolter, 1987; Wolter & Timlin, 1993). The PDO
index is computed as the ﬁrst principal component of Paciﬁc sea surface
temperature north of 20oN (Mantua et al., 1997). Monthly climate index
data were smoothed using an equiripple lowpass FIR ﬁlter of order N =
18, and a pass-band frequency of 1 year−1 for the MEI and ½ year−1 for
the PDO. Stop-band frequencies were set to twice the pass-band frequency. Time-lag of the ﬁlter was corrected by shifting the ﬁltered
data set by 9 months (half the ﬁlter order); this makes the ﬁlter noncausal but preserves timing of peaks and troughs in the original data.
The MEI and the PDO signals are positively correlated (ρ = 0.63,
p b 0.001 for the ﬁltered signals, ρ = 0.60, p b 0.001 for the unﬁltered
signals, Fig. 4), and their climate effects in the Paciﬁc Northwest are additive (Climate Impacts Group, 2014a; Hamlet & Lettenmaier, 1999).
The mean of the ﬁltered values of the MEI for December of the preceding
year to February of the current year was used to rank the years in the
2000–2014 period from coldest to warmest. Similarly, the mean of the
ﬁltered values of the PDO for October of the preceding year to March
of the current year was also used to rank the same years. Since the
MEI and the PDO signals are positively correlated, the mean of the two
ranks was used to classify the years as being warm winter years
(2003, 2004, 2005, 2007 and 2010), cold winter years (2000, 2008,
2009, 2011 and 2012), or neutral years (2001, 2002, 2006, 2013 and
2014). This classiﬁcation closely matches (but is not identical to)

160

T.S. Kostadinov, T.R. Lookingbill / Remote Sensing of Environment 164 (2015) 155–169

the classiﬁcation of the Climate Impacts Group at the University of
Washington (Climate Impacts Group, 2014b, their Table 1; see also
Gershunov, Barnett, & Cayan, 1999), which uses different criteria.
3.4. Statistical analyses
Ecotone snow cover variability during the melt season was investigated by examining the snow cover metrics (Section 3.2) from two different perspectives. First, we tested for the presence of a linear trend in
the metric time series across the 15 years of data, possibly indicating the
presence of a longer-term process inﬂuencing spring-time snow cover
dynamics in the ecotone. Trends were assessed via a generalized least
squares (GLS) regression model accounting for possible autocorrelation
of the residuals (GLS details are provided in Appendix A.1). Signiﬁcance
of the autocorrelation was tested using a Durbin–Watson test on the residuals. Because the MODIS record length was not expected to be long
enough to detect climate-relevant trends, our main objective was to
forecast the actual length of record required to distinguish a statistically
signiﬁcant trend from noise, accounting for autocorrelation and for both
type I and type II errors. This analysis is termed power analysis of trend
estimation and its details are given in Appendix A.2.
Second, we investigated the inﬂuence of PDO and ENSO climate oscillations on snow cover variability by 1) testing whether the medians
of the metrics differed signiﬁcantly in warm vs. cold PDO/ENSO years,
using the Wilcoxon rank sum test, and 2) relating the snow cover metrics to the PDO and ENSO climate oscillation indices used to classify the
years, using type I ordinary least squares (OLS) regressions.
The sensitivity of the snow cover metric trends and cold-warm years
median differences to the chosen melt season start and end dates (day
of year 80–181, Hall et al., 2012) was examined. These start and end
dates were both varied and the effect on the magnitude and signiﬁcance
of the statistics was assessed. An example of a similar sensitivity analysis
can be found in Fay and McKinley (2013). The melt start date was varied
from day of year 45 to day of year 115 (February 14 to April 25 for common years), and the season end date was varied from day of year 130 to
212 (May 10 to July 31).
The sensitivity of the statistics calculated from the day of snow
disappearance to spikes in the snow depletion curves was also investigated. All possible snow disappearance dates for each year were considered, including or excluding spikes within days of year 80–181. This led

to a large number of different possible time series cases containing different combinations of snow melt dates from each year. These time
series cases form the Cartesian product of the 15 sets consisting of all
possible disappearance dates for each year. This 15-fold Cartesian product contained ~ one million elements for binary data and ~ 1.5 million
elements for fSCA data. The trend and the PDO/ENSO-based statistics
were calculated for all those cases and their variability and signiﬁcance
were evaluated.
4. Results and discussion
4.1. Melt season snow cover variability in the western hemlock-true ﬁr
ecotone
Example MODIS-based snow cover time series curves illustrate the
signiﬁcant interannual variability in the ecotone: the warm PDO/ENSO
year 2003 (Fig. 5A) exhibited less snow cover throughout the year and
somewhat earlier snowmelt, as compared to the cold PDO/ENSO year
2008 (Fig. 5B). The fSCA-based metrics consistently estimated less
snow cover as compared to the binary-based metrics. In spite of
cloud-gap ﬁlling, signiﬁcant wintertime cloudiness in the region caused
some days to not be observable via visible and NIR remote sensing.
Finally, signiﬁcant amount of noise in the snow curves was evident,
e.g. frequent spikes occur in the data.
The observations stemming from a comparison of these two individual years (Fig. 5) were consistent with the patterns of snow cover within
the ecotone for the entire MODIS Terra mission (Fig. 6). As expected for
a marine west coast climate area (e.g. Christopherson, 2012), July, August and September tended to be fairly clear, whereas the rest of the
year was quite cloudy, which impedes satellite-based snow studies
that rely on visible and NIR wavelengths, such as the MODIS products
analyzed here. The cloud gap ﬁlling improved data coverage signiﬁcantly (not shown), leaving relatively few data gaps with snowmelt season
days more than 80% cloud covered (Fig. 6A). A very small percentage of
these gaps were due to missing data days in the MODIS record. The data
gaps were ﬁlled using linear interpolation, resulting in a continuous
time series of percent snow cover (Fig. 6B–C) used in the computation
of the snow cover metrics (Section 3.2).
Time series of the three ecotone snow cover metrics are shown in
Fig. 7A–C. The curves provide biophysically meaningful quantiﬁcation

MEI or PDO index, positive means stronger El Niño and warm PDO phase
4
MEI filtered to T=1 yr.
PDO filtered to T=2 yr.
Unfiltered PDO
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MEI or PDO index
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Fig. 4. Lowpass ﬁltered and original MEI and PDO indices from 1995 to the present. The strong 1997–1998 El-Niño is evident, exhibiting the largest absolute values of the MEI and PDO
signals of the entire 1995–2014 period.
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Fig. 5. (A) 2003 and (B) 2008 examples of MODIS snow cover time series for the hemlock-ﬁr ecotone. Binary snow cover data are shown in blue; fractional snow covered area data (fSCA)
are shown in red. The 20% snow cover threshold (horizontal cyan line) is used to decide whether the ecotone is snow covered or not on a given day and for determining the day of snow
disappearance. Ground-based SWE data for the Santiam Junction SNOTEL station are shown in green for comparative purposes (units of cm on the same y axis as snow cover percentage).
Analysis is focused on the snow cover depletion curves during the snowmelt season, days of year 80 to 181 (Hall et al., 2012), indicated by the vertical cyan lines.

of interannual snow dynamics at the ecotone. Linear trends were not
signiﬁcant for any of these six time series (R2 b 0.1 and all slope conﬁdence intervals crossed zero, not shown). The Durbin–Watson test on
the residuals indicated that no lag-1 autocorrelation was present in
the data (p N 0.05). Interannual variability was high, as indicated by
the standard deviation of the noise, σN. Quantiﬁcation of autocorrelation
and noise levels is critical for the power analysis of trend detection, results of which are presented in Section 4.2.
A negative trend in the time series may be expected due to a longterm interdecadal global warming signal (Mote & Salathé, 2010). However, it is not surprising that a robust long-term signal cannot be distinguished from PDO/ENSO effects and other sources of variability over this
time period. We next test the hypothesis that the states of the PDO and

ENSO were correlated with snow cover variability. For all three metrics
and both the fSCA and binary data, the cold-phase years were consistently characterized by greater snow cover than the warm-phase
years of the PDO and ENSO oscillations, as quantiﬁed by median differences (Table 1). These differences were not signiﬁcant, except for fSCAbased day of snowmelt; however, the small sample size of only ﬁve
years in each category makes it difﬁcult to distinguish statistically significant median differences from random noise. OLS regressions of the
snow cover metrics on the mean Oct–Mar PDO and the mean Dec–Feb
MEI exhibited negative slopes (not shown), suggesting that a warmer
PDO and ENSO winter leads to less overall snow cover, fewer number
of snow covered days and earlier snowmelt the following spring. However, these regressions were also not signiﬁcant (p ≥ 0.05), with lots of
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Fig. 6. (А) Percent cloud coverage over the ecotone pixels for the entire MODIS Terra mission (until Nov. 2014), after the cloud-gap ﬁlling procedure was applied (Sect. 3.1.1). The color
scale indicates the percentage of valid pixels over the ecotone that were cloud covered for that day. Days with no valid data are indicated in cyan. The snowmelt season as used in the
analysis here (day of year 80 to 181) is indicated with green vertical dash-dot lines in this panel and white vertical dash-dot lines in subsequent panels. (B) Percent snow cover from
cloud gap-ﬁlled MODIS binary data for the modeled western hemlock-true ﬁr ecotone. In addition to the cloud gap-ﬁlling, linear interpolation was used on the spatially aggregated
daily ecotone data to ﬁll in cloud-covered (N80%) and missing data days. (C) Same as in (B), but using the fractional snow covered area (fSCA) MODIS data. The mean fSCA over all
valid ecotone pixels is shown in percent (colorbar), unless cloud cover exceeded 80%, in which case interpolation from neighboring days was used, as above.
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noise variance (low R2 values, ranging from 0.09 to 0.26). This ﬁnding is
in general agreement with the assessment that only about 30% of the
variability of Paciﬁc Northwest overall winter climate can be explained
by ENSO and PDO variability (Climate Impacts Group, 2014a).
4.2. Power analysis of snow metrics trend detection
Satellite records of geophysical variables are generally too short to
discern small long-term trends in noisy data (e.g. Beaulieu et al.,
2013). Therefore, a major goal of trend analysis in climate change research should be the estimation of the minimal record length required
to distinguish a long-term trend (possibly due to climate change)
from stochastic noise or, for example, from variability caused by the
PDO and ENSO oscillations. To address this question, we adapted and
generalized the power analysis technique of Tiao et al. (1990) and
Weatherhead et al. (1998) (Appendix A.2). The equations provided
allow for the presence of ﬁrst-order autocorrelation; however, since
our time series did not exhibit signiﬁcant autocorrelation, we set ϕ = 0.
Results of the power analysis indicate that at the observed noise
levels, a minimum of ~30 years of continuous observations would be required to distinguish a trend of about ±0.5%/year in the percent snow
cover metric (Fig. 8A), a trend of ±1 day/year in the number of snow
covered days metric (Fig. 8B) and a trend of ±1 day/year in the day of
snow disappearance metric (Fig. 8C). These example trends are quite
large, leading to drastic increases or decreases in snow cover in just a
few decades, assuming linear trends continue in the future. Clearly, no
such assumption is warranted, but it is likely that any underlying
longer-term climate change signal is smaller than these values, leading
to many more years required to detect it (the gradient of T* is very large
in the x-direction as the trend magnitude tends to 0).
An alternative application of the power analysis is to assess the minimal trend (in absolute value) that can be detected given a set record
length. Then, if a trend is not observed in the data, this is an indication
that a trend larger than that value is not present, but a smaller possibly
undetected trend may still exist. Following the 15-year contours in Fig. 8
to the observed noise level from the data in our case indicates that
trends larger than ~ 1.3%/year (fSCA) and ~ 2.1%/year (binary) do not
exist over this time period in the percent snow cover metric (Fig. 8A);
trends larger than ~ 2.5–3 days/year do not exist in the number of
snow covered days metric (Fig. 8B) and the day of snow disappearance
metric (Fig. 8C). Otherwise such trends would have been detected
under the probability assumptions of the power analysis.
4.3. Sensitivity to depletion curve spikes and the choice of snowmelt season
start and end dates
The third metric (snow disappearance day) is particularly sensitive
to the existence of spikes in the snow depletion curves (Fig. 5). Sensitivity analysis of all possible time series (counting or not counting spikes
within the days of year 80–181 of each of the 15 years) indicated that
the GLS linear trends of snow disappearance day remained insigniﬁcant
in ~97% (binary-based) and ~100% (fSCA-based) of the cases tested. The
Wilcoxon rank-sum tests on the median cold to warm PDO/ESNO year
differences were signiﬁcant in ~ 9% (binary) and ~ 49% (fSCA) of the
cases, respectively, and indicated later snowmelt during cold years in
97% (binary) and 100% (fSCA) of the cases. Finally, the OLS regressions
of the metric on the combined PDO/ENSO index were signiﬁcant in
~1% (binary) and ~54% (fSCA) of the cases, exhibiting a negative slope
in ~85% (binary) and ~100% (fSCA) of the cases. In conclusion, trend estimates are particularly robust to the way spikes are counted in the third
metric, whereas the PDO/ENSO inﬂuence could become statistically signiﬁcant in the case of fSCA data depending on how spikes are counted,
which supports the notion that the PDO/ENSO is a driver of snow
cover variability in the ecotone.
Varying the melt season start and end dates also indicated that cold
and warm PDO/ENSO years can be signiﬁcant predictors of snow cover
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for both the ﬁrst and the second metric. The fSCA-based percent snow
cover was signiﬁcant at the 90% level in the initial analysis; however,
had we used a slightly different start date of the snowmelt period, the
differences would be signiﬁcant at the 95% level (Fig. 9). Results are similar for the binary percent snow cover and the fSCA-based number of
snow covered days, whereas binary-based number of snow covered
days differences are almost always not signiﬁcant (not shown). Importantly, all of these cold to warm differences remain positive, indicating
that cold PDO/ENSO years exhibit more and longer lasting snow cover,
which can be statistically signiﬁcant depending on choice of season
dates. In contrast to these PDO/ENSO results, long-term trends in the
metrics remained statistically insigniﬁcant and small in magnitude for
all combinations of season start and end dates for both the fSCA and
the binary data (not shown).
4.4. Additional sources of uncertainty
In addition to spikes and the choice of snowmelt season start and
end dates, several other sources of uncertainty may inﬂuence the
study outcomes. Absolute validation of the snow cover product indicates accuracies of about 90% in general under clear skies (Hall &
Riggs, 2007; Klein & Barnett, 2003); however retrieval accuracies deteriorate for evergreen forest land cover and are consistently worst for
closed-canopy evergreen forests, where agreement with ground-based
observations can be as low as 75–80% for some months (Simic,
Fernandes, Brown, Romanov, & Park, 2004). There are inherent limitations of optical sensors in thick canopies because the canopy literally
hides the snow (Rittger, Painter, & Dozier, 2013). The ecotone of interest
here is exclusively in mountainous terrain that is covered with thick,
closed-canopy evergreen forests. Additionally, errors are likely to be
greatest when little snow is present, e.g. during transitional periods of
accumulation and melt (Hall & Riggs, 2007; Klein & Barnett, 2003;
Rittger et al., 2013). The choice of the 20% threshold for the ecotone to
be deemed snow-free (Hall et al., 2010) can also inﬂuence the metrics.
Passive optical and NIR remote sensing of snow affords relatively high
spatial resolution (~ 500 m in this case); however, it can only be performed during daylight hours under clear skies. A related source of
error likely to affect the snow algorithm in the ecotone are errors of
omission and commission due to confusion with clouds, particularly at
the edges of snow cover or on shadowed clouds that have a “yellow”
spectrum (Riggs et al., 2006).
The cloud gap ﬁlling analysis uses data from up to three previous
days, and thus each input image is a complex composite of up to four
days of data. This can introduce additional uncertainty in the metrics,
especially the timing of snowmelt. The detectable trends are smaller
than 4 days/year (Fig. 8B–C), which illustrates that choosing to cloud
gap ﬁll is a compromise and can introduce large uncertainties. This motivates our choice to use only three days of previous observation to gap
ﬁll: assigning older observations to a given day can introduce larger uncertainties. Three days also was shown to be quite effective in reducing
cloud gaps (Hall et al., 2010). Furthermore, a more sophisticated cloud
gap ﬁlling technique with a spatial component is not recommended in
a highly spatially heterogeneous terrain and a highly segmented ecotone such as our study area (Fig. 2). Finally, merging with MODIS Aqua
data is also not recommended because of a missing channel compromising forest canopy corrections (Hall & Riggs, 2007).
Parallel analyses using binary and fSCA data allow comparison between the two products over the ecotone. Results indicate that binary
data consistently show more snow cover and later snowmelt than
fSCA data (Figs. 5–7). Detailed comparison of daily fSCA and binary
data over the ecotone indicates that for 76% of snowmelt season days
for which some binary pixels indicated snow, mean fSCA over those
same pixels was less than 50%. Mean fSCA over binary pixels that indicated no snow was generally well under 50%. The binary algorithm is
designed to detect snow if the pixel is more than 50% snow covered
(Hall, Riggs, Salomonson, DiGirolamo, & Bayr, 2002); thus, fSCA and
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binary data appear to be inconsistent over some pixels that are snowcovered according to the binary data. The binary algorithm is subject
to errors of commission, which can explain this discrepancy (Rittger
et al., 2013). fSCA data provide more information and are characterized
by better validation statistics (Rittger et al., 2013). However, it is possible that fSCA data may be underestimating snow in the heavily forested
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ecotone, perhaps since the thick canopies obscure the snow. An NDVIbased enhancement of snow mapping in dense forests is applied to
the MOD10A1.5 binary data set, but a correction for viewable area in
thick canopies (e.g. Rittger et al., 2013, their Eq. (6)) is not applied to
corresponding fSCA data (Riggs et al., 2006; Dorothy Hall, pers.
comm.); this correction may help alleviate any underestimation problems in future studies. Rittger et al. (2013) analyzed Landsat data coarsened to 500 m resolution for MODIS product validation and observed
that binary data introduces biases as expected in tree-free areas, i.e. underestimates when fSCA is smaller than ~45% and overestimates otherwise. However, under tree canopies, binary data indicated more snow
than fSCA data for all fSCA greater than ~20%. Their result is consistent
with our observation that fSCA in the forested hemlock-ﬁr ecotone
can indicate less than 50% snow cover when binary data indicate
snow. Importantly for the conclusions presented here, in spite of underlying differences between the two data sets, trend estimates and relationships to the state of PDO/ENSO are virtually the same between
binary and fSCA data.
Retrievals based on physically-based spectral mixture analysis, such
as the MODSCAG algorithm (Painter et al., 2009), are generally characterized by better validation statistics than the empirical NDSI-based
products used here and are better able to map snow in transitional periods of accumulation and melt (Rittger et al., 2013). Snow-water equivalent remote-sensing retrievals are hydrologically and plant-relevant,
but they have a very coarse resolution (Foster et al., 2005), thus they
are less suitable to inform ecotone studies such as this one. Therefore,
logical next steps of the analysis presented here include the use of the
MODSCAG products (as long as the end-members are appropriate for
the region), perhaps supported by a network of in-situ sensors that
are able to resolve snow under clouds and thick canopies, as well as provide more variables and resolve spatial variability at very ﬁne scales
(Lundquist & Lott, 2008; Tyler et al., 2008).
Our analysis is speciﬁc to the time period studied (2000–2014) and
the speciﬁc elevation range of the Oregon Western Cascades used to deﬁne the western hemlock-true ﬁr ecotone. Different elevation ranges
and different areas (e.g. to the north or south, or east of the Cascades
ridge) may exhibit substantially different snow cover dynamics (Mote,
2006). In addition, we have focused on the snowmelt season only, rather than the entire water year. Importantly, the patterns identiﬁed cannot be assumed to be predictive for future years. Climate change
projections indicate that Paciﬁc Northwest temperatures will keep increasing (Mote & Salathé, 2010) and snow cover will likely substantially
decrease, especially in at-risk areas, including in the Oregon Cascades
(Nolin & Daly, 2006); such trends in snowpack parameters have already
been observed over longer time periods than studied here (e.g. Mote,
2003; Mote et al., 2005). In addition, non-linearities are likely in the future due to feedbacks in the climate system. Additional variability in the
snow cover metrics may be explained if the North Paciﬁc Index (NPI)
(Trenberth & Hurrell, 1994) is also considered (Mote, 2006).
Finally, the power analysis for trend detection (Fig. 8) assumes the
data are not autocorrelated. While the MODIS time series indeed exhibits
no autocorrelation (Fig. 7A–C), autocorrelation detection and estimation
for such short time series is problematic (e.g. Bence, 1995; Schwarz,
2014). If positive autocorrelation is present, it will take longer to detect
a trend. This is likely because the PDO tends to exhibit stable regime-
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Fig. 7. Time series of the MODIS-derived hemlock-ﬁr ecotone snow cover metrics for
2000–2014: (A) mean ecotone snow cover and (B) number of snow covered days during
the snowmelt season (days of year 80 to 181) , and (C) the day of snow disappearance.
Black solid curves with circles indicate fSCA-based analyses and gray dotted curves with
crosses indicate binary-based analyses. Years classiﬁed as cold PDO/ENSO years are indicated with blue markers, whereas warm years are indicated with red markers. GLS regression statistics indicate very low R2 values and non-signiﬁcant slopes (not shown). Shown
next to each time series are (black and gray, same as curve they refer to): N — the number
of sample points, AR(1) ϕ, — the lag 1 autocorrelation, DW p — the p-value of the Durbin–
Watson test for autocorrelation signiﬁcance, and σN — the standard deviation of the
residuals.
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Table 1
Medians of the ecotone snow cover metrics for cold and warm PDO and ENSO years. Metrics are calculated for the snowmelt season (days of year 80 to 181). Minimum and maximum
values are given in parentheses after the median. The median differences for cold vs. warm years are also shown, and p-values of the Wilcoxon rank sum test for signiﬁcance of these differences are provided in parentheses.
Type of metric

Cold years
(2000, 2008, 2009, 2011, 2012)

Warm years
(2003, 2004, 2005, 2007, 2010)

Difference (cold–warm years)

Dataset used

fSCA

Mean ecotone percent snow cover
Number of snow covered days
Day of snow disappearance

18.5 (14.2–30.8)
41.0 (27–65)
129 (121–159)

Binary

fSCA

Binary

fSCA

Binary

36.1 (25.8–52.5)
55.0 (51–75)
147 (136–159)

15.1 (9.6–17.9)
28.0 (25–33)
121 (109–126)

27.9 (18.7–33.9)
41.0 (36–65)
131 (116–156)

3.4 (0.056)
13.0 (0.095)
8 (0.040)

8.2 (0.095)
14.0 (0.222)
16 (0.087)

like states lasting several years or decades (Climate Impacts Group,
2014b). Any gaps or discontinuities/level shifts in the data compromise
our ability to create a self-consistent Climate Data Record (CDR, NRC
(2004)) and detect climate change. Such level shifts would further increase the number of observations necessary to distinguish a long-term
trend (Beaulieu et al., 2013; Weatherhead et al., 1998). Therefore, the
number of years necessary to detect a trend presented in Fig. 8 should
be treated as lower bounds. These results emphasize the need for long
satellite missions that are meticulously calibrated. Continuity in order
to avoid gaps and overlap of missions for cross-calibration are critical,
as are algorithm consistency and advanced merging methods (e.g.
Maritorena, d'Andon, Mangin, & Siegel, 2010; Maritorena & Siegel, 2005).
Ultimately, an improved understanding of the drivers of snowmelt
at the western hemlock-true ﬁr ecotone is an important input to dynamic species distribution modeling for this ecosystem. A mechanistic
understanding of range expansion and contraction at species' distribution boundaries requires a detailed knowledge of both changes in the
physical environment and changes in biotic response parameters related to species growth, establishment, decline and mortality (Breshears,
Huxman, Adams, Zou, & Davison, 2008). It is likely that many more
years of parallel observations are required to link snow trends to vegetation dynamics. Moreover, even at a high spatial resolution of 500 m,
MODIS pixels remain very coarse compared to the ﬁne spatial scale variability of various parameters relevant to seedling recruitment and survival (ground cover, slope, aspect, presence of nurse logs, proximity to
large tree trunks), especially in mountainous terrain (Urban, Miller,
Halpin, & Stephenson, 2000). Nevertheless, the detailed information
on annual differences in snow metrics of direct relevance to plants is a
valuable step towards a better understanding of these biophysical
relationships.
5. Summary and conclusions
Snow is a dominant inﬂuence on the hydrology and ecology of western North American mountains; yet the dynamics of snowmelt at critical locations of these landscapes are rather poorly documented. Here we
used the standard MODIS Terra snow cover products to investigate
snow cover variability in the western hemlock-true ﬁr ecotone of the
Oregon Western Cascades during the snow depletion season. We developed several ecologically relevant snow cover metrics. The metrics were
characterized by large interannual variability and no statistically significant linear trends during the 2000–2014 study period. Median differences of the metrics between warm and cold PDO/ENSO years were
statistically signiﬁcant depending on the choice of season start and
end dates, indicating that the state of the PDO/ENSO is a driver of
snow cover variability in the ecotone. However, large residual noise variance remained unexplained.
The short satellite record length available, the large noise levels in
the data and the lack of signiﬁcant trends necessitate estimation of
the record length required to distinguish trends from noise. We generalized existing methods for power analyses of trend estimation that
take into account autocorrelation. Our technique is fully described in
Appendix A and can be applied to other data sets. The results indicated
that at the level of noise exhibited by the MODIS record, at least

~30 years of uninterrupted observations are needed in order to distinguish trends of ± 0.5%/year in percent snow cover and ± 1 day/year
in number of snow covered days or snow disappearance date. This is
likely to be an underestimate due to possible autocorrelation in the
data and the inevitable introduction of time series discontinuities
due to the limited life-time of satellite missions. Smaller trends likely associated with climate change would take even longer to detect. These
ﬁndings emphasize the need for continuous, high-quality satellite observations for the creation of Climate Data Records (CDRs), as well as
enhanced ground measurement networks in closed canopy forests for
algorithm development and validation.
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Appendix A. Power analysis of trend estimation via GLS regression
A.1. Generalized least squares (GLS) regression
Many time series are subject to autocorrelation, in which case an ordinary least squares (OLS) regression will underestimate the variance of
the slope. The application of generalized least squares (GLS) regression
to trend detection in time series that may exhibit ﬁrst-order autocorrelation (AR(1)) is more appropriate (Beaulieu et al., 2013; Henson et al.,
2010; Tiao et al., 1990; Weatherhead et al., 1998). For completeness, we
provide a brief summary of GLS based on Beaulieu et al. (2013) and refs.
therein. Consider a linear model
y ¼ Xb þ N

ðA1Þ

where X is the model's n × 2 design matrix the ﬁrst column of which
contains 1's, and the second — the time variable, b is a 2 × 1 vector
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containing the intercept in b(1) and the slope in b(2), y is a n × 1 vector
of time series data and N is a n × 1 vector of noise/residual terms (n is
the number of samples). The slope represents the linear trend of the
data and has the units of y per unit time. Assuming that the sampling
is done in equal time intervals Δt and there is no missing data, the second column of X will be the vector [1,2,3,….n] ∗ Δt.
Autocorrelation of the noise terms N is expressed as the relationship
Nt = ϕNt − 1 + e in the case of ﬁrst order autocorrelation (Weatherhead
et al., 1998), where ϕ is the ﬁrst-order autocorrelation of the residuals.
For this analysis, it is assumed that |ϕ| b 1, i.e. the noise process is stationary (Weatherhead et al., 1998). Assuming an AR(1) process, the variance of the white noise σ2e and the variance of the red noise, σ2N, are
related via (Henson et al., 2010; Tiao et al., 1990; Weatherhead et al.,
1998):
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where the n × n covariance matrix S quantiﬁes the autocorrelation of
the residuals and its (i, j) element is constructed as follows:
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The GLS estimators of the parameters in b from Eq. (A1) are given
by:
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Eq. (A5) is implicitly scaled by the variance of the noise σ2N because
the S matrix elements are multiplied by it (Eq. (A4)). We ﬁrst estimate
N using an OLS regression and ϕ is estimated as the autocorrelation of N
at lag 1. The S matrix is then constructed, and b, N and ϕ are iteratively
updated until convergence to less than 10−6 total percent difference in
the elements of b.
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Power analysis of the trend estimation refers to determining the
number of observations necessary to distinguish a statistically signiﬁcant trend from noise, with a given statistical power. This power
analysis is based on deriving an expression for the variance of the
slope (Eq. (A5)). In order to detect a linear trend that is signiﬁcant at
the 95% level, with statistical power of at least 90%, the following has
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Fig. 8. Number of years, T*, necessary to achieve a 90% probability to detect a 95% signiﬁcant trend in the three ecotone melt season snow cover metrics analyzed: (A) percent ecotone snow cover, (B) number of snow covered days, and (C) day of snow disappearance.
The absolute magnitude of the trend to detect is given on the x-axis, the amount of
noise in the data (standard deviation) is on the y-axis, and the number of years necessary
to detect the trend are indicated in colored and labeled contours. These are contours of
Eq. (A9) with ϕ = 0 (no autocorrelation) and Δt = 1 year (annual sampling). The standard
deviation of the noise derived from real MODIS data is indicated with a red solid line for
the fSCA-based data and with a red dash-dot line for the binary-based data.
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Fig. 9. Sensitivity of the difference in medians (and their signiﬁcance) between cold and warm PDO/ENSO years to the choice of start (y-axis) and end (x-axis) dates of the melt season. The
example is shown for fSCA-based percent snow cover during the melt season. The melt season used in the initial analyses is indicated by crossing dash-dot white lines. The color ﬁll indicates the difference of medians (cold–warm), and the labeled contours indicate the p-value of the Wilcoxon rank sum test for a difference in medians. A value p b 0.05 indicates the two
groups (warm vs. cold years) have signiﬁcantly different medians at the 95% conﬁdence level.

to be satisﬁed (Gerrodette, 1987; Tiao et al., 1990; Weatherhead et al.,
1998):
  

ω
 ≥ z
α=2 þ zβ
σ 
ω

ðA6Þ

where ω is the trend to be detected, σω is its standard deviation, and za
is the value of a standard random normal variable such that the cumulative normal probability density function at za is 1 − a (i.e. the area
under the tail beyond za is a). Here we take α = 0.05 and β = 0.1, corresponding to probabilities of making a type I error (mistakenly identifying a trend that does not really exist) and type II error (missing a trend
that really does exist), respectively (Gerrodette, 1987; Tiao et al., 1990).
For the above values of α and β, the right hand side of Eq. (A6) equals
about 3.25, closely corresponding to the value used in Tiao et al.
(1990) and Weatherhead et al. (1998).
The minimum number of samples necessary to satisfy Eq. (A6) can
be determined by assuming temporal sampling is occurring at regular
intervals of time, Δt (Δt is the inverse of the sampling frequency). In
that case the variance of the trend estimate can be solved for, either
by assuming no autocorrelation and using ordinary least squares
estimates (Gerrodette, 1987) or by using GLS regression and taking
into account autocorrelation (Tiao et al., 1990; Weatherhead et al.,
1998), as in the treatment here. Weatherhead et al. (1998) assume
monthly sampling where the trend is expressed in per year units (i.e.
Δt = 1/12 years) and demonstrate that an approximate analytical expression for the slope variance can be derived (better for |ϕ| not close
to 1; see their Section A3). Generalizing their approach for any value
of the sampling interval, we obtain the following approximation:
2

2

σω ≈ σe

12


ð1−ϕÞ2 n n2 −1 ðΔt Þ2

ðA7Þ

where ϕ is the lag 1 autocorrelation of the residual terms, n is the

number of samples, and σ2ω is the variance of the slope ω (the second element of the b vector in Eqs. (A1), (A3) and (A5)).
Substituting Eqs. (A2) and (A7) into Eq. (A6), and solving for n, we
obtain n*, the minimum number of samples required to detect a trend:
sﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ#2=3
"
pﬃﬃﬃﬃﬃﬃ
3:25 12 σ N 1 þ ϕ
n ≥
:
Δt
jωj 1−ϕ


ðA8Þ

The above equation is valid as long as the given trend to be detected
is expressed in the same time units as the sampling interval, and the
sampling is assumed to be done at equal sampling intervals. In addition,
the trend and the standard deviation of the noise need to be expressed
in consistent units, either absolute units or percentages (Weatherhead
et al., 1998).
If one wishes instead to determine the number of time units required
to detect a given trend, T*, rather than the number of samples n*,
Eq. (A8) is multiplied by Δt and becomes:
"
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ sﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ#2=3
3:25σ N 12Δt 1 þ ϕ
T ≥
:
jωj
1−ϕ


ðA9Þ

A possible source of confusion needs to be clariﬁed. Note that the factor of 12 in Eq. (A7) and subsequently Eqs. (A8) and (A9) appears because of the expression for the variance of the consecutive integers
from 1 to n (Gerrodette, 1987). Additional factors of 1/12 will appear
if the trend is expressed in per year units (time variable is in years)
and sampling is monthly (Δt = 1/12 years), and these factors cancel
in Eq. (A9) above, leading to the Weatherhead et al. (1998) result
(their Eq. (3); they use a slightly different factor of 3.3 instead of 3.25
due to requiring zα/2 = 2). Importantly, their n* indicates the number
of years required to detect the trend, not the number of samples,
and the equation is speciﬁc to a situation where sampling frequency is
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12 times per unit time interval. In other words, their n* is denoted as T*
in the more general case treated here.
Finally, note that the autocorrelation coefﬁcient ϕ and the variance
of the noise σ2N are speciﬁc to the sampling frequency. In other words,
data sampled monthly is likely to have different autocorrelation and
noise from data sampled daily or annually. Thus, analyses seeking to establish optimal sampling frequencies for a given trend detection need to
take this dependence into account.
Appendix B. Supplementary data
Supplementary data to this article can be found online at http://dx.
doi.org/10.1016/j.rse.2015.04.002.
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