Application du concept des transactions pour la modélisation et la simulation multicoeur des systèmes sur puce by Anane, Amine
Université de Montréal
Application du concept des transactions pour la modélisation et la
simulation multicœur des systèmes sur puce
par
Amine Anane
Département d’informatique et de recherche opérationnelle
Faculté des arts et des sciences
Thèse présentée à la Faculté des arts et des sciences
en vue de l’obtention du grade de Philosophiæ Doctor (Ph.D.)
en informatique
Janvier, 2012
© Amine Anane, 2012.
Université de Montréal
Faculté des arts et des sciences
Cette thèse intitulée:
Application du concept des transactions pour la modélisation et la
simulation multicœur des systèmes sur puce
présentée par:
Amine Anane
a été évaluée par un jury composé des personnes suivantes:
Stefan Monnier, président-rapporteur
El Mostapha Aboulhamid, directeur de recherche
Yvon Savaria, codirecteur
Abdelhakim Haﬁd, membre du jury
Samy Meftali, examinateur externe
Clément Arsenault, représentant du doyen de la FAS
Thèse acceptée le: . . . . . . . . . . . . . . . . . . . . . . . . . .
Résumé
Avec la complexité croissante des systèmes sur puce, de nouveaux déﬁs ne
cessent d’émerger dans la conception de ces systèmes en matière de vériﬁcation
formelle et de synthèse de haut niveau. Plusieurs travaux autour de SystemC,
considéré comme la norme pour la conception au niveau système, sont en cours
aﬁn de relever ces nouveaux déﬁs. Cependant, à cause du modèle de concurrence
complexe de SystemC, relever ces déﬁs reste toujours une tâche diﬃcile. Ainsi,
nous pensons qu’il est primordial de partir sur de meilleures bases en utilisant
un modèle de concurrence plus eﬃcace. Par conséquent, dans cette thèse, nous
étudions une méthodologie de conception qui oﬀre une meilleure abstraction pour
modéliser des composants parallèles en se basant sur le concept de transaction.
Nous montrons comment, grâce au raisonnement simple que procure le concept
de transaction, il devient plus facile d’appliquer la vériﬁcation formelle, le raﬃne-
ment incrémental et la synthèse de haut niveau. Dans le but d’évaluer l’eﬃcacité
de cette méthodologie, nous avons ﬁxé l’objectif d’optimiser la vitesse de simu-
lation d’un modèle transactionnel en proﬁtant d’une machine multicœur. Nous
présentons ainsi l’environnement de modélisation et de simulation parallèle que
nous avons développé. Nous étudions diﬀérentes stratégies d’ordonnancement en
matière de parallélisme et de surcoût de synchronisation. Une expérimentation
faite sur un modèle du transmetteur Wi-Fi 802.11a a permis d’atteindre une ac-
célération d’environ 1.8 en utilisant deux threads. Avec 8 threads, bien que la
charge de travail des diﬀérentes transactions n’était pas importante, nous avons
pu atteindre une accélération d’environ 4.6, ce qui est un résultat très prometteur.
Mots-clés : Modélisation, Simulation parallèle, Transactions, Multi-
cœurs
Abstract
With the increasing complexity of SoCs, new challenges continue to emerge in
the design of these systems in terms of formal veriﬁcation and high-level synthesis.
Several research eﬀorts around SystemC, considered the de facto standard for
system-level design, are underway to meet these new challenges. However, because
of the complex concurrency model of SystemC, these challenges remain diﬃcult
tasks. Thus, we believe it is important to continue on a better footing by using
a more eﬀective concurrency model. Therefore, in this thesis, we study a design
methodology that provides a better abstraction for modeling parallel components
based on the concept of transaction. We show how, through simple reasoning
about transactions, it becomes easier to apply formal veriﬁcation, incremental
reﬁnement and high-level synthesis. In order to evaluate the eﬀectiveness of this
methodology, we set the goal to optimize the simulation speed of a transactional
model by taking advantage of a multicore machine. We present a modeling and
parallel simulation environment that we developed. We study diﬀerent scheduling
strategies in terms of parallelism and synchronization overhead. An experiment
made on a Wi-Fi 802.11a transmitter model achieved a speed up of about 1.8 using
two threads. With 8 threads, although the workload of individual transactions was
not signiﬁcant, we could reach a speed up equal to 4.6 which is a very promising
result.
Keywords: SOC Design, Parallel Simulation, Transactions, Multi-core
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En raison de l’avancée fulgurante dans la technologie de fabrication des circuits
intégrés qui permet d’intégrer de plus en plus de transistors dans un même circuit,
plusieurs composants électroniques, connus sous le nom d’IP, peuvent maintenant
être programmés et regroupés dans une même puce aﬁn de former un système
électronique complet, appelé système sur puce (SOC).
Cette complexité croissante des systèmes sur puce rend leur conception de
plus en plus diﬃcile. Cette diﬃculté se manifeste par ce qui est nommé, “écart
de productivité” («design productivité gap»). Cet écart découle du fait que le
nombre de transistors disponibles augmente plus rapidement que notre capacité
à les concevoir eﬃcacement.
Nous allons commencer par montrer les déﬁs que la conception des systèmes
sur puce devrait relever aﬁn de minimiser cet écart de productivité. Ensuite nous
présentons l’approche de conception que nous avons proposée dans le but de pou-
voir relever ces déﬁs. En troisième partie, nous précisons les objectifs que nous
envisageons d’atteindre au cours de ce projet, puis nous décrivons les contribu-
tions apportées. Finalement, nous donnons le plan de la présente thèse.
1.1 Motivations
Au ﬁl de l’évolution des systèmes microélectroniques industriels, les concep-
teurs ont été toujours forcés d’améliorer leur productivité aﬁn d’exploiter pleine-
ment la capacité croissante des circuits intégrés et ainsi réduire l’écart de produc-
tivité. L’approche utilisée visait toujours l’augmentation du niveau d’abstraction
du modèle utilisé pour la description du système à implémenter. Ainsi, la représen-
tation d’un système matériel est passée d’une représentation au niveau transistors
2à une représentation composée de portes logiques pour enﬁn arriver à une repré-
sentation basée sur les transferts de registres (RTL). Aujourd’hui, l’utilisation des
modèles RTL comme base de départ dans le ﬂot de conception des systèmes sur
puce n’oﬀre plus un niveau d’abstraction suﬃsant pour arriver à réduire l’écart
entre la productivité de conception et la capacité d’intégration des puces actuelles.
Par conséquent, l’élaboration d’une nouvelle méthodologie de conception initiée à
un niveau d’abstraction supérieure à RTL, connue sous le nom de conception au
niveau système, est devenue primordiale si l’on souhaite réduire cet écart.
Depuis plus d’une décennie, plusieurs compagnies industrielles ont joint leur
eﬀort en formant l’organisme OSCI (Open SystemC Initiative) aﬁn de promouvoir
et adopter une nouvelle méthodologie de conception au niveau système connue
sous le nom de modélisation au niveau transaction[14] (TLM : Transaction-Level
Modeling). Cet eﬀort a abouti à la création du langage de spéciﬁcation SystemC,
qui est devenu une norme IEEE en 2005[34], et à la spéciﬁcation d’une norme
TLM[35] qui régit la communication entre les modèles TLM. Les avantages clefs
derrière la méthodologie TLM et le langage SystemC sont les suivants :
Promouvoir une méthodologie de conception de système sur puce, qui soit
adoptée par l’industrie des systèmes microélectroniques aﬁn de rendre pos-
sibles l’interopérabilité des modèles et la réutilisation de propriétés intellec-
tuelles (IP).
Permettre de spéciﬁer une plateforme virtuelle pour commencer à développer
et vériﬁer le logiciel au tout début de cycle de développement.
Permettre la séparation ente la communication et la fonctionnalité aﬁn de
promulguer la réutilisabilité et l’exploration architecturale.
Malgré que la conception au niveau système et l’adoption de la méthodologie
SystemC-TLM ont pu faciliter la conception des systèmes sur puce, il existe encore
des déﬁs à relever à court et moyen termes puisque la complexité de ces systèmes
ne cesse d’augmenter. Voici les diﬀérents déﬁs majeurs aﬁn de faire face à cette
complexité croissante.
3Veriﬁcation Formelle : L’ITRS («International Technology Roadmap for
Semiconductors»), un organisme regroupant les principales régions de fabri-
cation des circuits intégrés dans le monde, a été créé aﬁn d’étudier et esti-
mer les besoins technologiques futurs de l’industrie des semiconducteurs sur
une période de 15 années. Concernant la conception niveau système, l’ITRS
considère que l’écart de productivité est dû en grande partie aux méthodes
de vériﬁcation actuelles, basées essentiellement sur la simulation, qui né-
cessitent un temps et un nombre d’ingénieurs considérable aﬁn de pouvoir
produire un système de qualité acceptable. Ceci a mené l’ITRS à identiﬁer
certains déﬁs à relever concernant les méthodes de vériﬁcation. Voici le texte
intégral de [36] montrant les besoins à court et à long terme aﬁn de résoudre
les problèmes liés aux techniques de vériﬁcation des systèmes sur puce :
« Many of the key challenges for veriﬁcation are relevant to most
or all system drivers. In the near term, the primary issues are
centered on making formal and semi-formal veriﬁcation techniques
more reliable and controllable. In particular, major advances in the
capacity and robustness of formal veriﬁcation tools are needed, as
well as meaningful metrics for the quality of veriﬁcation. In the
longer term, issues focus mainly on raising the level of abstraction
and broadening the scope of formal veriﬁcation. These longer-term
issues are actually relevant now, although they have not reached
the same level of crisis as other near-term challenges. In general,
all of the veriﬁcation challenges apply to SoC. »
Comme la conception se déplace à un niveau d’abstraction au-dessus de
RTL, la vériﬁcation devra suivre aussi. En eﬀet, les déﬁs consisteront à :
adapter et développer des méthodes de vériﬁcation formelle à des ni-
veaux d’abstraction supérieurs, pour faire face à la complexité accrue
des systèmes rendue possible grâce à la conception au niveau système
développer des moyens pour vériﬁer l’équivalence entre les modèles à
des niveaux d’abstraction supérieurs et les modèles à des niveaux infé-
rieurs. Ces déﬁs seront beaucoup plus diﬃciles si les décisions concer-
4nant l’augmentation du niveau d’abstraction sont prises sans égard
pour la vériﬁcation
Par exemple, l’utilisation de langage de description à haut niveau d’abs-
traction avec des sémantiques mal déﬁnies ou inutilement complexes, ou
l’adoption d’une méthodologie s’appuyant sur des modèles de simulation à
des niveaux d’abstraction supérieurs sans avoir une relation claire avec les
niveaux d’abstraction de plus bas niveaux.
Malheureusement SystemC fait partie des langages de description qui ne
possèdent pas une sémantique formelle complète et précise aﬁn de pouvoir
développer des techniques de vériﬁcation formelle eﬃcaces pour celui-ci[60].
Cette diﬃculté à déﬁnir une sémantique formelle pour SystemC provient
à la fois de sa nature orientée objet et à la sémantique complexe de son
simulateur événementiel[60].
Vitesse de simulation : Comparée à un modèle RTL, la simulation d’un
modèle TLM est largement améliorée permettant ainsi l’exploration archi-
tecturale et le développement de plateformes virtuels pour la simulation du
logiciel. Cependant, avec la complexité croissante des systèmes sur puce et
l’augmentation de la quantité de logiciels embarqués, le besoin d’augmenter
la vitesse de simulation est de plus en plus ressenti. La disponibilité crois-
sante des machines multicœurs est un atout considérable aﬁn d’améliorer la
vitesse de simulation. Toutefois, il faut que la simulation soit conçue pour
qu’elle s’exécute en parallèle et ainsi proﬁter de plusieurs cœurs. Malheu-
reusement le modèle de concurrence basé sur des threads synchronisés par
des événements rend la parallélisation du simulateur de SystemC une tâche
aussi diﬃcile que de lui déﬁnir une sémantique formelle.
Synthèse de haut niveau (synthèse comportementale) :Pouvoir syn-
thétiser un système matériel à partir d’un modèle déﬁni à un niveau d’abs-
traction plus haut que RTL est indispensable pour la conception au niveau
système. Malheureusement, malgré que la synthèse comportementale ait été
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cents dus à SystemC et à la modélisation au niveau TLM, des techniques
de synthèse comportementale eﬃcaces ne sont pas encore disponibles[36].
En eﬀet, une fois qu’un modèle TLM basé sur SystemC a été spéciﬁé et va-
lidé, il doit être raﬃné vers un modèle RTL pour la synthèse matérielle. Ce
processus est loin d’être automatisé et le raﬃnement TLM à RTL reste en
général une tâche manuelle. En plus, les deux modèles sont parfois préparés
par deux ingénieurs diﬀérents, qui rend la tâche de raﬃnement un processus
encore plus compliqué[23]. Cette complexité est due principalement à l’écart
entre les modèles TLM et RTL où le premier se base sur des appels de fonc-
tion alors que l’autre doit gérer et synchroniser la communication entre les
diﬀérents composants à l’aide de signaux.
1.2 Méthodologie
Aﬁn de faire face à la complexité croissante des systèmes sur puce et relever
les diﬀérents déﬁs présentés plus haut, nous avons choisi d’utiliser une nouvelle
méthodologie qui tient compte des avantages de SystemC tout en évitant ses
limitations. Cette méthodologie se base sur le concept des transactions permet-
tant de décrire un système comme étant un ensemble d’actions atomiques . Cette
notion fut introduite dans le langage des commandes gardées de Dijkstra[21]. Ce-
pendant, avec la complexité croissante des systèmes matériels et logiciels et la
disponibilité croissante des machines multicœurs, les recherches actuelles autour
des transactions ont pris de l’importance en raison de la nécessité d’avoir une
meilleure abstraction aﬁn de décrire des processus parallèles[42]. En conséquence,
nous allons étendre ce concept au domaine de la conception des systèmes sur puce.
Dans ce qui suit, nous allons présenter les diﬀérents avantages que nous pou-
vons tirer de cette méthodologie tout en montrant comment elle pourrait éliminer
les limitations de SystemC mentionnées précédemment.
Raisonnement simple : Une transaction permet d’abstraire un ensemble
d’opérations en une seule action indivisible qui se comporte d’une manière
6atomique. Ceci permet au concepteur de raisonner sur la validité de la fonc-
tionnalité d’une transaction comme si elle s’exécute dans un environnement
monothread. Ainsi il n’a pas à se préoccuper des interactions complexes avec
les autres transactions du programme qui s’exécutent en parallèle.
Modélisation à plusieurs niveaux d’abstraction : Le fait que le mo-
dèle de concurrence basé sur les transactions ait un raisonnement simple
n’empêche pas qu’il soit assez expressif aﬁn de modéliser des systèmes à
plusieurs niveaux d’abstraction. Par exemple, à haut niveau d’abstraction,
un processeur peut être spéciﬁé par une simple transaction qui décode et
exécute les diﬀérentes instructions. En descendant plus bas dans le ﬂot de
conception, l’architecture pipelinée du processeur peut être représentée par
plusieurs transactions où chaque transaction décrit un étage du pipeline.
Par conséquent le fait d’utiliser le même modèle transactionnel tout le long
du ﬂot de conception fournit plusieurs avantages tels que :
Adopter une méthodologie basée sur le raﬃnement incrémental où le
détail est ajouté progressivement aﬁn de contrôler la complexité du
modèle. Ainsi, dans un même modèle transactionnel, nous aurons la
possibilité de spéciﬁer diﬀérents composants ayant des niveaux d’abs-
tractions diﬀérents. Cependant, lors de la simulation, vériﬁcation ou
synthèse, le raisonnement est toujours le même puisque le même mo-
dèle de concurrence est utilisé partout.
Le modèle transactionnel s’adapte bien avec la méthodologie basée sur
TLM, puisque par nature il est transactionnel. En plus, il donne au
terme transaction une sémantique précise comparée à SystemC qui
traite une transaction simplement comme un appel de fonction sans
tenir compte de l’aspect atomique de la transaction.
Contrairement à SystemC où la synthèse matérielle doit passer par un
modèle RTL qui est en général spéciﬁé manuellement,la méthodologie
basée sur les transactions a pu faire un pas en avant en permettant de
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sactionnel[32, 31]. Aujourd’hui nous retrouvons Bluespec qui se base
des modèles transactionnels pour la synthèse matérielle[12].
Vériﬁcation Formelle : Vu la simplicité de la sémantique d’une transac-
tion qui se repose sur sa propriété d’atomicité, plusieurs formalismes ont été
proposés aﬁn de pouvoir raisonner formellement sur les transactions. Nous
mentionnons à tire d’exemple la logique temporelle des actions (TLA+)[40],
le langage formel UNITY[50] ou les commandes gardées de Dijkstra[21].
Comme mentionné plus haut, un des déﬁs à relever est de rendre les mé-
thodes de vériﬁcation formelle plus ﬁables et contrôlables. Par conséquent
une méthodologie qui se base sur des modèles de calcul ayant une sémantique
formelle est une condition nécessaire aﬁn d’atteindre ces objectifs. Grâce à
cette sémantique formelle, nous pouvons envisager des techniques de raﬃ-
nement qui garantissent la génération d’un modèle correct par construction.
Ces techniques permettront, soit de raﬃner automatiquement un design dé-
crit à un haut niveau d’abstraction vers une implémentation plus concrète,
soit de prouver formellement qu’un raﬃnement fait manuellement préserve
les fonctionnalités du modèle initial. Grâce à cette sémantique formelle, il
devient possible de développer des algorithmes de transformation de mo-
dèles transactionnels ciblant des plateformes de simulation multicœur dans
le but d’accélérer le temps de simulation. Ceci constituait l’objectif majeur
de ce projet de recherche (voir prochaine section 1.3).
Amélioration de la productivité du logiciel embarqué : La com-
plexité des systèmes augmente considérablement avec l’augmentation de la
quantité de logiciels dans les systèmes sur puce et de l’adoption rapide des
architectures SOC multicœur (MPSOC). Ainsi une meilleure abstraction
pour décrire des systèmes concurrents est nécessaire aﬁn d’améliorer la pro-
ductivité dans le développement du logiciel embarqué. Comme solution à ce
problème, l’ITRS[36] a proposé d’approfondir les recherches sur l’approche
de mémoire transactionnelle (TM[42]) aﬁn qu’elle soit adoptée comme méca-
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transactionnel pour spéciﬁer le logiciel embarqué d’un système sur puce et
qui restera le même mécanisme de concurrence dans l’implémentation ﬁnale
est un atout majeur pour améliorer la productivité des logiciels embarqués.
1.3 Objectifs
Au cours de ce projet de recherche, nous nous sommes ﬁxé l’objectif d’accélérer
la vitesse de simulation d’un système transactionnel. Pour aboutir à cet objectif,
il faut traiter deux aspects dans le cycle de développement des systèmes sur puce.
L’aspect modélisation et l’aspect simulation :
Modéliation : Le premier objectif consiste à développer un environnement
de conception basé sur les transactions. Il est important de noter, en com-
paraison avec SystemC, que la structure du modèle doit être complètement
dissociée du simulateur. Ceci est primordial pour que nous puissions adapter
le simulateur au modèle aﬁn d’optimiser la vitesse de simulation. Il s’agit
d’ailleurs de l’objectif principal de cette thèse décrit plus bas. La première
question qui se pose est : quel langage faut-il utiliser aﬁn de décrire des
modèles transactionnels ? Nous avons décidé d’utiliser la plateforme de dé-
veloppement «.Net Framework» à cause des avantages multiples de cette
plateforme tels que la programmation par attribut, l’introspection et la pro-
duction dynamique de code. Une fois que l’environnement de programma-
tion est choisi, la principale tâche à réaliser est de déﬁnir 1) la structure
à donner à la description d’un système sur puce, 2) les éléments de cette
structure, et 3) la manière de rassembler ces éléments pour former un modèle
transactionnel complet.
Simulation : Une des raisons d’élever le niveau d’abstraction à un niveau
TLM dans le ﬂot de conception des systèmes sur puce est de permettre le
développement du logiciel très tôt dans le cycle de développement. En eﬀet,
un modèle TLM va fournir au concepteur de logiciel un prototype virtuel dé-
crivant l’architecture de la plateforme cible. Ce prototype virtuel constitue le
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avec l’adoption rapide des architectures SOC multicœur et l’augmentation
de la quantité du logiciel embarqué, accélérer la vitesse de simulation devient
crucial aﬁn de pouvoir valider le logiciel et avoir une meilleure couverture.
Puisque les SOC ont opté pour des architectures multicœurs et vu que le
nombre de coeurs dans les stations de travail ne cesse d’augmenter, il est
clair que pour minimiser l’écart de productivité il faut suivre la tendance et
développer des environnements de conception qui doivent tenir compte des
ces nouvelles technologies. En conséquence, l’autre objectif principal de cette
thèse est de concevoir des ordonnanceurs de simulation de modèles transac-
tionnels qui prennent avantage d’une machine multicœur aﬁn d’accélérer la
vitesse de simulation.
1.4 Contributions
Suite à ce projet, nous pensons avoir contribué au domaine de la conception
des systèmes sur puce sur diﬀérents points cités ci-dessous.
L’identiﬁcation des limitations de SystemC sur diﬀérents aspects tels que
modélisation, simulation et vériﬁcation (voir sous-section 2.3.2) et la propo-
sition d’une nouvelle méthodologique de conception basée sur les transac-
tions[3] dans le but de contourner les obstacles de SystemC et relever les
déﬁs identiﬁés par l’ITRS (voir section 1.1).
Avoir associé plusieurs recherches dans des domaines diﬀérents (chapitre 3)
qui de loin semblent toucher des concepts diﬀérents alors qu’elles traitent
la même notion de transaction. Par exemple nous retrouvons les transac-
tions[62] dans le domaine des bases de données, la logique temporelle des
actions[40] dans le domaine de la vériﬁcation formelle, la mémoire transac-
tionnelle[42] dans le domaine de la programmation concurrente, et les règles
de réécriture de termes[32] dans le domaine de la synthèse matérielle. À la
ﬁn de cette thèse (chapitre 7), nous avons montré comment nous pouvons
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intégrer plusieurs de ces travaux dans un cycle de développement complet
d’un système sur puce.
Le développement d’un environnement de modélisation et de simulation de
systèmes sur puce basés sur le concept de transactions (voir Figure 1.1).
Modèle Transactionnel























Figure 1.1 Environnement de Conception
Les contributions clés suite à ce travail sont :
Séparation entre le modèle et le simulateur : Contrairement à SystemC,
notre environnement assure une orthogonalité complète entre la modé-
lisation et la simulation. En eﬀet, un modèle SystemC compilé est un
modèle exécutable qui contient l’implémentation du simulateur alors
qu’ un modèle transactionnel une fois compilé garde ses métadonnées,
sa structure et son comportement, sans aucun détail sur comment il
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va être simulé. Un des avantages de cette approche est de nous avoir
permis d’utiliser le modèle avec diﬀérents simulateurs aﬁn d’analyser
plusieurs alternatives (chapitre 5). Vous pouvez consulter les travaux
de [41] pour plus de détails sur les avantages que nous pouvons tirer
grâce à cette séparation des aspects.
Analyseur intégré : L’environnement de conception contient un analy-
seur intégré qui permet d’extraire du modèle transactionnel l’architec-
ture et le comportement des diﬀérents composants ainsi que leurs in-
teractions. Cet analyseur peut être aussi utilisé si nous voulons étendre
l’environnement pour inclure d’autres outils pour la vériﬁcation for-
melle ou la synthèse matérielle. Ceci permet par exemple de trans-
former le modèle vers du code TLA+ ou Bluespec. La réalisation de
cet analyseur est rendue moins compliquée grâce à l’introspection et
la programmation par attributs que fournit la plateforme .NET. D’un
autre côté, déﬁnir un analyseur pour SystemC était l’objet de plusieurs
recherches intensives[46] vu la complexité du langage. En eﬀet, les tra-
vaux dans [46] ont montré que, malgré le besoin croissant d’analyser
des modèles SystemC suite à la complexité croissante des systèmes sur
puce, les outils disponibles ne sont pas en mesure d’analyser des mo-
dèles SystemC arbitraires.
Environnement multi-langage : Un modèle écrit en utilisant un langage
de haut niveau tel que C# est compilé vers le langage intermédiaire
commun CIL. Le simulateur utilise le langage CIL pour extraire toutes
les informations nécessaires pour l’analyse du modèle transactionnel.
En conséquence notre environnement de simulation est indépendant
du langage et peut supporter plusieurs langages. Ceci constitue un
atout majeur au cas où, par exemple, nous voulons décrire un système
hétérogène avec des langages de descriptions spéciﬁques pour chaque
sous-système. Une fois compilé, le système va avoir une représentation
standard basée sur un modèle transactionnel décrit en langage CIL.
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Accélération de la Simulation : L’environnement de simulation tient
compte de la structure du modèle transactionnel et de l’interaction
entre les diﬀérentes transactions, du nombre de cœurs de la machine
de simulation et d’une estimation du temps d’exécution aﬁn de géné-
rer un ordonnancement décrivant comment les transactions doivent être
ordonnancées et exécutées en parallèle. Nous avons testé cet environne-
ment (chapitre 6) sur une étude de cas constituée d’un modèle de trans-
metteur selon la norme Wi-Fi 802.11a. Avec deux processeurs, nous
avons obtenu une accélération d’environ 1.8, qui se rapproche d’une
accélération optimum. Avec 8 processeurs, nous avons pu atteindre une
accélération d’environ 4.6, qui est un résultat très prometteur.
1.5 Plan
Le chapitre 2 présente le ﬂot de conception classique d’un système microélec-
tronique et montre comment il ne répond plus aux exigences des systèmes sur
puce. Ensuite il décrit la solution qui a été adoptée par l’industrie qui est basée
sur la conception au niveau transaction (TLM) et le langage de description Sys-
temC. Enﬁn, il détaille les limitations de ce langage pour satisfaire les nouveaux
besoins dans la conception des SOC à cause de leur complexité qui ne cesse de
s’accroitre.
Le chapitre 3 introduit le concept de transaction que nous proposons comme
méthodologie de conception des SOC pour remédier aux limitations de SystemC. Il
montre le mérite de ce concept en tant que mécanisme de contrôle de concurrence.
Il décrit diﬀérents travaux qui ont été faits autour des transactions et montre com-
ment ces travaux peuvent être appliqués dans plusieurs aspects de la conception
des systèmes sur puce tels que la modélisation, la vériﬁcation et la synthèse.
Le chapitre 4 présente une étude théorique sur les modèles transactionnels
et leur environnement d’exécution. Il déﬁnit une sémantique formelle au modèle
transactionnel et introduit plusieurs notions de validité aﬁn de montrer comment
une exécution concurrente des transactions doit se dérouler pour respecter la sé-
mantique d’exécution du modèle transactionnel. Cette étude théorique constitue
13
la base pour le développement de l’environnement de simulation présenté au cha-
pitre 5.
Le chapitre 5 décrit l’environnement de modélisation et de simulation qui a
été réalisé en utilisant la plateforme .Net. Il montre comment un modèle transac-
tionnel est représenté dans cette plateforme puis il décrit les étapes développées et
les problèmes d’optimisation linéaire utilisés permettant de transformer un mo-
dèle transactionnel vers un modèle exécutable pour une simulation concurrente
proﬁtant d’une machine multicœur.
Le chapitre 6 détaille les diﬀérentes expérimentations qui ont été faites aﬁn
d’évaluer les performances d’une simulation parallèle en se basant sur un modèle
transactionnel spéciﬁant un transmetteur selon la norme Wi-Fi 802.11a. Il étudie
et compare les diﬀérentes alternatives déjà présentées dans le chapitre 5 puis il
propose des optimisations aﬁn de minimiser les surcoûts d’ordonnancement et
augmenter le parallélisme entre les transactions.
Le chapitre 7 conclut cette thèse en rappelant les principales réalisations eﬀec-
tuées et les contributions apportées en matière de modélisation et simulation des
systèmes sur puce. Ensuite il propose des perspectives en matière de vériﬁcation,
raﬃnement et synthèse aﬁn de compléter le cycle de conception de systèmes sur
puce et pouvoir relever les déﬁs présentés dans la section 1.1.
Chapitre
2
Conception des SOC 1
Au ﬁl de l’évolution des systèmes microélectroniques industriels, les concep-
teurs ont été toujours forcés d’améliorer leur productivité aﬁn d’exploiter pleine-
ment la capacité croissante des circuits intégrés et ainsi réduire l’écart de produc-
tivité. L’approche utilisée visait toujours l’augmentation du niveau d’abstraction
du modèle utilisé pour la description du système à implémenter. Ainsi, la représen-
tation d’un système matériel est passée d’une représentation au niveau transistors
à une représentation composée de portes logiques pour enﬁn arriver à une repré-
sentation basée sur les transferts de registres (RTL). Aujourd’hui, l’utilisation des
modèles RTL comme base de départ dans le ﬂot de conception des systèmes sur
puce n’oﬀre plus un niveau d’abstraction suﬃsant pour arriver à réduire l’écart
entre la productivité de conception et la capacité des puces actuelles. Par consé-
quent, l’élaboration d’une nouvelle méthodologie de conception initiée à un niveau
d’abstraction supérieur au niveau RTL, connue sous le nom de conception au ni-
veau système, est devenue primordiale si l’on souhaite réduire cet écart.
Dans ce chapitre, nous donnons un aperçu du ﬂot de conception classique et
de ses limitations. Ensuite, une solution à ses limitations est présentée en intro-
duisant la modélisation au niveau transaction, communément appelée TLM, et en
montrant comment elle est adaptée au nouveau ﬂot de conception. Finalement,
nous introduisons SystemC qui est le langage de description adopté par l’indus-
trie et grâce auquel le TLM est supporté. Nous présentons les inconvénients de
SystemC qui nous ont poussés à adopter une nouvelle méthodologie qui est basée
sur le concept des transactions (chapitre 3).
1. L’étude faite dans ce chapitre fait partie de nos publications[3]
15
















Figure 2.1 Flot de conception classique
Le ﬂot de conception des systèmes sur puce se veut une méthodologie permet-
tant de concevoir, vériﬁer et délivrer un SOC fonctionnellement correct tout en
respectant des contraintes non fonctionnelles, telles que la latence, le débit et la
puissance. Traditionnellement, ce ﬂot de conception est divisé en deux activités
séparées[23] (voir Figure 2.1) :
1. Développement du matériel
2. Développement du logiciel
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Le développement du matériel débute par la déﬁnition de sa description RTL en
utilisant un langage de description de matériel (HDL) tel que VHDL ou Verilog.
Le modèle RTL développé est soumis à la vériﬁcation fonctionnelle par simulation
aﬁn de valider son comportement sur des jeux de tests. Ensuite vient la phase
de la synthèse physique qui prend comme entrée le modèle RTL, puis génère une
description en termes de portes logiques. Cette description est ensuite utilisée par
des outils de placement et routage aﬁn de générer la topologie du masque sur
laquelle va se baser la fabrication d’un prototype physique du système.
L’autre activité dans le ﬂot de conception est le développement du logiciel.
Bien que le codage du logiciel puisse se faire en parallèle avec le matériel, la vali-
dation du comportement du logiciel ne peut se faire qu’une fois que le prototype
physique a été généré. Si une erreur est détectée dans le matériel ou le logiciel, le
ﬂot de conception doit alors être répété jusqu’à l’obtention d’un système fonction-
nellement correct et exhibant les performances requises. À ce moment le système
est prêt à entrer dans le processus de fabrication.
Étant donné la complexité actuelle des systèmes sur puce et la nécessité de
réduire le temps de leur mise en marché, le ﬂot de conception classique n’est plus
acceptable. Voici deux facteurs principaux expliquant l’obsolescence de ce ﬂot de
conception.
1. Validation du logiciel : Le développement du logiciel, spécialement le dé-
bogage et la validation, ne peut avoir lieu que si celui-ci s’exécute sur sa
plateforme cible. Un prototype physique est utilisé comme point d’entrée
pour la validation du logiciel. L’inconvénient majeur de cette approche est
que le prototype n’est disponible qu’à la ﬁn du cycle de développement de
la plateforme matérielle cible. Ceci, non seulement accroît le temps de mise
en marché du produit ﬁnal, mais nécessite aussi la création d’un nouveau
prototype si une erreur est détectée au niveau du matériel suite à l’exécution
du logiciel. Ceci est un processus très couteux nécessitant des équipements
chers.
La covériﬁcation matériel/logiciel[16] peut aussi être utilisée aﬁn de simuler
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le logiciel avec le modèle RTL de la plateforme. Cependant, il faut encore
attendre assez longtemps avant que le modèle RTL soit prêt. En plus, la
covériﬁcation est exécutée à la vitesse faible du RTL. Par conséquent, seule-
ment de petites portions du code logiciel peuvent être simulées, par exemple,
pour débugger le pilote logiciel d’un périphérique matériel.
Grâce à la capacité croissante des circuits intégrés, un système sur puce
complexe peut contenir une plateforme multicœur ayant des processeurs
multiples. Ainsi, le logiciel est utilisé pour réaliser une grande partie de la
fonction globale d’un SOC, vu que son temps de développement est très
inférieur à celui du matériel exécutant la même fonction. En plus, le logiciel
fournit une plus grande ﬂexibilité face à l’évolution du système, que ce soit
en cours de développement ou après la mise sur le marché. Par exemple, si
une nouvelle version d’une norme doit être prise en compte, il est possible
de fournir une mise à jour du logiciel que l’utilisateur peut télécharger.
Toutefois, aﬁn de pouvoir proﬁter de ces avantages que le logiciel oﬀre par
rapport au matériel, il faut pouvoir commencer à développer et vériﬁer une
forte proportion du logiciel beaucoup plus tôt dans le cycle de développement
du système sans devoir attendre la plateforme RTL ou le prototype. En plus,
il importe que le logiciel puisse être simulé à une vitesse supérieure que celle
obtenue par la méthode de covériﬁcation.
2. Exploration architecturale : Les systèmes sur puce contiennent aujourd’hui
plusieurs IP, tels qu’un ou plusieurs processeurs, DSP, mémoires, périphé-
riques, etc. Ces IP communiquent à travers un ou plusieurs bus. La conﬁgu-
ration de ces bus ainsi que le choix des protocoles inﬂuent considérablement
sur les performances [3]. Les architectures à bus partagés, tels que OCP,
AMBA et CoreConnect, constituent des choix populaires pour les systèmes
sur puce. Ils permettent un espace d’exploration large vu qu’ils peuvent être
conﬁgurés de diﬀérentes manières. Ainsi, le concepteur du système peut
explorer diﬀérents protocoles de communication et plusieurs conﬁgurations
aﬁn de faire le choix d’une architecture à adopter en vue de répondre aux
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exigences de performance. L’utilisation d’un modèle RTL pour explorer plu-
sieurs types d’architectures est impraticable, dû à ses temps de simulation
trop longs.
Un autre point auquel le ﬂot de conception classique ne peut pas répondre
est l’exploration architecturale que l’on eﬀectue pour décider des fonction-
nalités qui seront implémentées en logiciel et celles qui seront implémentées
en matériel. Le matériel permet généralement d’avoir de meilleures perfor-
mances comparées au logiciel. Le processus de développement du matériel
est toutefois plus long et plus coûteux que celui du logiciel. Il faut cependant
rappeler que les systèmes sur puce sont soumis à des contraintes de temps
réel que le logiciel ne pourrait satisfaire à lui seul. Ainsi, les fonctionnalités
ciblées par des contraintes de performance sont implémentées en matériel
alors que les autres fonctionnalités sont écrites en logiciel. On appelle par-
titionnement matériel/logiciel[10] le problème délicat qui consiste à trouver
la bonne architecture, c’est-à dire celle possédant les performances requises
et développée au moindre coût.
2.2 Modélisation au niveau transaction (TLM)
Aﬁn de faire face à la complexité croissante des systèmes sur puce et répondre
aux exigences présentées plus haut, le point d’entrée du ﬂot de conception doit
être élevé à un niveau plus haut que RTL, d’où vient le terme « conception au
niveau système » (SLD : System Level Design). Durant ces 10 dernières années,
la conception au niveau système a eu un grand intérêt pour une nouvelle métho-
dologie de conception, connue sous le nom de modélisation au niveau transaction
(TLM : Transaction-Level Modeling)[14]. Le principe fondamental de TLM est
de pouvoir modéliser seulement le niveau de détail qui est nécessaire pour une
tâche particulière en cours du cycle de développement. Ce niveau de détail est
caractérisé par son degré de précision par rapport à une implémentation réelle du
système. Plusieurs aspects permettent de déterminer le niveau de précision d’un
modèle[25]. Voici les deux aspects principaux utilisés dans TLM.
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Aspect structurel : C’est le degré auquel le modèle reﬂète la structure
concrète de l’implémentation. Ceci dépend de plusieurs facteurs. Par exemple :
Si le partitionnement matériel et logiciel est déjà déﬁni.
Si les modules matériels et logiciels de l’implémentation sont représen-
tés.
Pour les modèles matériels, si les signaux et les broches de l’implémen-
tation sont reﬂétés dans le modèle.
Pour les modèles logiciels, si la communication entre tâches a été raﬃ-
née au niveau des mécanismes de communication fournis par le système
d’exploitation temps réel (RTOS) utilisé dans l’implémentation.
Pour la communication, si le protocole de communication de l’implé-
mentation est spéciﬁé.
Aspect temporel : C’est le degré auquel le modèle représente le temps de
calcul réel de l’implémentation. Trois niveaux de temps sont généralement
distingués sur un modèle particulier :
Modèle Un-timed : C’est un modèle où la notion de temps n’existe pas.
Modèle Approximate-timed : C’est un modèle qui possède la notion de
temps aﬁn de représenter une estimation du temps d’exécution réel de
l’implémentation.
Modèle Cycle-timed : C’est le modèle le plus précis qui détermine exac-
tement le temps d’exécution réel de l’implémentation en nombre de
cycles d’horloges.
La méthodologie basée sur TLM n’est pas unique et plusieurs modèles transac-
tionnels ont été déﬁnis[23, 14, 25, 51] selon leurs degrés de précision temporelle et
structurelle. Dans ce qui suit, nous allons donner un aperçu de TLM en identiﬁant
les concepts communs qui l’entourent.
Le premier concept sur lequel est basé le TLM est le suivant : la communica-
tion entre les composants qui constituent un système sur puce et la fonctionnalité
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de ces composants peuvent être développées et raﬃnées indépendamment. Ainsi,
dans un modèle TLM, les communications telles que FIFO ou bus sont modéli-
sées par des canaux et les composants tels que contrôleurs, processeurs, DSP, sont
modélisés par des modules. Les modules communiquent entre eux en faisant appel
à des fonctions d’interfaces exposées par les canaux. Ces appels d’interface sont
appelés transactions, d’où vient le terme TLM. La modélisation de la fonctionna-
lité des composants ainsi que la communication entre eux passe par trois niveaux
d’abstraction :
1. Niveau fonctionnel : C’est le plus haut niveau d’abstraction. Il décrit
la fonctionnalité du système sans donner aucun détail d’implémentation
temporel ou structurel. Par conséquent, un tel modèle n’a aucune notion
de composant matériel ou logiciel et l’architecture du SOC n’est pas encore
représentée.
2. Niveau d’architecture : Une fois que la fonctionnalité du système est dé-
ﬁnie, la phase suivante consiste à spéciﬁer l’architecture de la plateforme. Ce
niveau doit avoir un degré de précision structurelle suﬃsant aﬁn de pouvoir
commencer à développer et valider le logiciel.
3. Niveau microarchitecture : Ce niveau capture toute l’information qui
permet une simulation niveau Cycle-timed. Le matériel est spéciﬁé par sa
description RTL alors que le logiciel est spéciﬁé par le jeu d’instructions
du processeur cible. Ce modèle est le point d’entrée des outils de synthèse
physique.
La Figure 2.2 illustre les diﬀérents modèles qui peuvent être utilisés durant le
cycle de développement en considérant les trois niveaux d’abstraction cités plus
haut, ainsi que la séparation entre communication et fonctionnalité.
Les deux modèles extrêmes dans le ﬂot de conception sont le modèle fonctionnel
et le modèle RTL.
Modèle fonctionnel : appelé aussi modèle algorithmique[23] ou modèle de













Figure 2.2 Modèles TLM
lité du système sans détail de l’architecture. Ce modèle est souvent décrit
par un ensemble de processus qui communiquent entre eux à travers des
variables partagées ou par des canaux de passage de messages tels que des
FIFO. Par exemple, un système orienté traitement numérique de signal,
va avoir un modèle de ﬂux de données simulable, où les traitements sont
représentés par des processus qui communiquent à travers des FIFO.
Modèle RTL : Un modèle RTL décrit le comportement d’un circuit syn-
chrone en spéciﬁant deux sortes d’éléments : registres et logique combi-
natoire. Les registres sont les composants qui contiennent les données. La
logique combinatoire spéciﬁe toutes les fonctions logiques d’un circuit. Ces
fonctions prennent en entrée les données stockées dans un ou plusieurs re-
gistres et calculent les valeurs de sortie vers ces registres. La mise à jour des
registres est synchronisée et n’aura lieu qu’au moment où un signal horloge
(ou plusieurs) est activé. Ce modèle décrit toute la microarchitecture au
cycle près.
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Le ﬂot de conception entre le modèle fonctionnel et le modèle RTL peut passer
par plusieurs modèles intermédiaires. Le point commun entre ces modèles inter-
médiaires est que l’architecture de la plateforme cible est déjà spéciﬁée avec des
degrés de précision structurels diﬀérents. Tous ces modèles sont considérés comme
étant des modèles TLM[14]. D’un autre côté, ils peuvent reﬂéter certains degrés de
précision temporelle qui, par conséquent, vont engendrer d’autres niveaux d’abs-
traction. Ces modèles TLM ne sont pas nécessairement tous utilisés durant le cycle
de développement. Ceci dépend considérablement des techniques utilisées et de la
complexité du système à développer[14]. Dans ce qui suit, nous allons donner une
vue globale sur l’utilité des modèles TLM, et montrer comment ils répondent aux
besoins cités dans la section précédente.
Développement du logiciel au tout début
Dès que la spéciﬁcation du système a été complétée, le développement de
la plateforme TLM commence. Ainsi, la plateforme cible sera disponible pour
le développement du logiciel très tôt dans le cycle de développement. Ceci per-
met d’avoir une méthodologique de conception matériel/logiciel concurrente où le
développement du logiciel se fait en parallèle avec le matériel. En eﬀet, les déve-
loppeurs de logiciels regardent la plateforme TLM comme le modèle de référence
pour exécuter et valider leurs codes logiciels, alors que les développeurs du maté-
riel la considèrent comme le modèle de départ pour entamer le développement de
la plateforme RTL. Vis-à-vis du développement logiciel, la plateforme TLM est
utilisée pour les deux objectifs suivants :
la validation de la fonctionnalité logicielle en utilisant une plateforme TLM
non temporelle. Ceci correspond au modèle d’architecture TLM de la Figure
2 où l’architecture est décrite au niveau fonctionnalité et communication.
Les détails sur la microarchitecture sont ignorés. Par exemple, les détails
sur le protocole de bus et la microarchitecture pipeline, n’inﬂuent pas sur la
fonctionnalité et ne sont pas précisés à ce niveau d’abstraction. Ceci a pour
avantage d’avoir une rapidité de simulation suﬃsante pour pouvoir dérouler
le logiciel et le valider.
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L’optimisation de certaines fonctionnalités logicielles soumises à des contraintes
temporelles en utilisant un modèle TLM temporisé. Dans ce cas, le modèle
d’architecture va être annoté par des délais approximatifs aﬁn de pouvoir
estimer le temps d’exécution de la plateforme cible. Il est parfois nécessaire
d’avoir un temps d’exécution précis. Ainsi, certaines fonctionnalités au ni-
veau des composants ou de la communication vont être raﬃnées au niveau
microarchitecture aﬁn d’obtenir un modèle cycle-timed. Ces modèles tempo-
rels sont aussi utilisés aﬁn d’estimer les performances et faire de l’exploration
architecturale.
Exploration architecturale
Durant les premières phases du cycle de développement, il est nécessaire de dé-
ﬁnir l’architecture qui convient au mieux aux besoins et qui satisfait les contraintes
de performance exigées. En raison de sa rapidité de simulation, TLM donne la
possibilité d’analyser plusieurs architectures du système, une fois la spéciﬁcation
fonctionnelle du système est complétée. Ainsi, le concepteur a les moyens de dé-
cider sur le bon partitionnement matériel/logiciel, la topologie de la communica-
tion, les types des bus et des processeurs à utiliser, etc. Aﬁn de pouvoir estimer
les performances du système, le modèle TLM doit inclure des informations sur le
temps d’exécution. Ces informations de temps peuvent être extraites à la suite
de conduites de tests de performance ou à partir des modèles RTL de certains IP
déjà développés et qui vont être réutilisés dans le système courant [51].
Dans cette section, nous avons présenté les concepts fondamentaux entourant
la méthodologie de conception basée sur TLM. Cependant, il est nécessaire d’avoir
les outils et les techniques nécessaires aﬁn de mettre en pratique cette méthodo-
logie et ainsi proﬁter de tous les avantages qu’elle peut apporter. Aujourd’hui, le
standard utilisé dans la conception des systèmes sur puce en se basant sur la mé-
thodologie TLM est SystemC. Dans la prochaine section, nous allons donner un
aperçu de SystemC et de ses limitations qui constituent un obstacle pour répondre
aux nouveaux besoins des systèmes sur puce.
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2.3 SystemC et ses limitations
Plusieurs systèmes et langages ont émergé aﬁn de résoudre plusieurs aspects
de la conception des systèmes sur puce. Par exemple, les langages de description
de matériel tels que VHDL et Verilog sont utilisés pour simuler et synthétiser les
circuits numériques. C/C++ est le langage principal utilisé pour développer les
logiciel embarqués. PSL et SVA sont utilisés pour la vériﬁcation fonctionnelle des
modèles RTL. SystemVerilog, une extension de Verilog, élève le niveau d’abstrac-
tion pour la description du matériel en ajoutant des structures orientées objets
en permettant la synthèse comportementale. Bluespec et Esterel permettent la
génération d’un modèle RTL à partir d’une description matérielle à un plus haut
niveau d’abstraction. Matlab est souvent utilisé pour la spéciﬁcation des besoins
et le développement des algorithmes de traitement de messages.
Chacun de ces langages a un rôle particulier au cours de cycle de développe-
ment. Cependant, la complexité croissante des systèmes sur puce nécessite entre
autres :
La disponibilité d’un système de modélisation ﬁable qui permet d’assister
les concepteurs durant tout le cycle de développement en commençant à un
niveau d’abstraction système.
Pouvoir échanger entre compagnies des IP écrits à un niveau d’abstraction
système. Pour cela il faut que les compagnies adoptent le même langage de
modélisation.
Grâce à l’organisme OSCI (Open SystemC Initiative), composé de plusieurs
compagnies industrielles, le langage SystemC a pris naissance en 1999, et en 2005 il
est devenu une norme IEEE. SystemC n’est pas la meilleure solution pour tous les
aspects de conception, cependant il unit plusieurs caractéristiques qui manquent
dans d’autres langages. Voici quelques unes.
La spéciﬁcation et la modélisation à plusieurs niveaux d’abstraction, com-
mençant par un modèle purement fonctionnel jusqu’à un modèle RTL.
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Des mécanismes qui séparent la fonctionnalité du système de sa communi-
cation, permettant ainsi l’adoption de la méthodologie TLM.
La notion de temps aﬁn de pouvoir estimer les performances et explorer
plusieurs alternatives.
Avoir un seul langage de conception pour modéliser le matériel et le logiciel
aﬁn de faciliter le codesign matériel/logiciel et d’accélérer la simulation.
Nous commençons par introduire la structure d’un modèle SystemC et son
modèle d’exécution évènementiel. Ensuite, nous présentons les limitations de Sys-
temC qui sont dues principalement à ce modèle de calcul.
2.3.1 Vue d’ensemble
SystemC utilise une approche en couches qui permet une grande ﬂexibilité aﬁn
d’introduire de nouvelles structures qui partagent le même noyau de simulation.
Ce noyau de simulation est la couche de base de SystemC. Il est basé sur un
ordonnanceur événementiel qui travaille avec les processus et les évènements d’une
manière abstraite. Il contrôle les événements et l’ordonnancement des processus
sans avoir connaissance de ce que les évènements représentent ou de ce que font les
processus. Ensuite vient la couche des éléments structurels qui permet de spéciﬁer
la structure des modèles. Un modèle SystemC est composé d’un ou plusieurs
modules. Ces modules communiquent avec d’autres modules à travers des ports
reliés à des canaux de communications. Les ports exposent des interfaces qui sont
implémentées par les canaux. De cette manière, il est possible d’analyser plusieurs
types de canaux implémentant la même interface sans avoir à modiﬁer les modules
communicants. Un module peut avoir un ou plusieurs processus qui décrivent
sa fonctionnalité. La synchronisation entre processus se fait par notiﬁcation et
attente d’évènements. Au-dessus de cette couche sont déﬁnis des canaux standards
ainsi que des canaux spéciﬁques à des modèles de calcul. On retrouve aussi la
bibliothèque TLM et la bibliothèque de vériﬁcation. SystemC déﬁnit un ensemble
de types de données qui sont utiles pour les modèles matériels et certains types
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d’applications logicielles. À titre d’exemple, il y a le type ﬁxed-point pour les
applications DSP (Data Signal Processing).
La Figure 2.3 représente les diﬀérentes couches de SystemC. La couche de fond
montre que SystemC n’est pas un langage à lui seul, mais il s’agit d’une biblio-
thèque fondée entièrement en C++. C’est-à-dire que n’importe quel programme
écrit en SystemC peut être compilé avec un compilateur C++ aﬁn de générer un
programme exécutable.
Canaux Standards pour MOC
CSP
Processus de Khan
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Figure 2.3 Architecture du langage SystemC
L’algorithme d’ordonnancement de SystemC se base sur un modèle d’exécution
événementiel. Il distingue trois types de notiﬁcation d’évènements : la notiﬁcation
immédiate, la notiﬁcation delta et la notiﬁcation temporelle. La coordination et la
synchronisation entre les processus suite à ces trois types de notiﬁcation sont gérées
par l’ordonnanceur de SystemC dont les trois phases d’exécution sont représentées
dans la Figure 2.4.






Activation des processus suite
à des notiﬁcations immédiates
Activation des processus
suite à des notiﬁcations Delta
Activation des processus suite
à des notiﬁcations temporelles
Figure 2.4 Modèle d’exécution de SystemC
exécuté une fois jusqu’à sa suspension. Un processus est suspendu lorsqu’il
appelle la fonction wait, indiquant ainsi qu’il passe en mode attente en
passant la main à l’ordonnanceur. Il y a trois types d’attentes : attente de
la notiﬁcation d’un événement, attente du prochain cycle delta, ou attente
temporelle déﬁnie par une durée de temps discret.
Phase d’évaluation : Après la phase d’initialisation, l’ordonnanceur commence
la phase d’évaluation en exécutant séquentiellement dans un ordre indéter-
miné la liste des processus prêts à être exécutés. Durant cette phase, un
processus pourrait générer une notiﬁcation d’évènement immédiate. Ainsi,
d’autres processus sensibles à cet évènement sont ajoutés à la liste des pro-
cessus prêts à être exécutés. Ces nouveaux processus seront exécutés dans
la même phase d’évaluation. Une fois que la liste des processus prêts à être
exécutés est vide, l’ordonnanceur passe à la phase de mise à jour.
Phase de mise à jour : La phase de mise à jour permet d’implémenter la sé-
mantique de demander-actualiser (request-update) permettant d’ajourner
l’actualisation de l’état du système une fois que la phase d’évaluation est
terminée. La combinaison de la phase d’évaluation et de la phase de mise
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à jour forme un delta-cycle. Ainsi, à la ﬁn du delta-cycle, l’ordonnanceur
vériﬁe s’il existe des notiﬁcations delta en instance. Si c’est le cas alors,
l’ordonnanceur enregistre tous les processus en attente de l’occurrence de
ces évènements dans une liste de processus prêts à être exécutés puis re-
commence un nouveau delta-cycle en exécutant encore une fois la phase
d’évaluation.
Avancée du temps : Quand il n’existe plus de notiﬁcation delta, l’ordonnan-
ceur avance le temps à la plus proche notiﬁcation temporelle (dû à une at-
tente temporelle), détermine les processus à être exécutés durant cet instant
de temps, puis recommence l’exécution des trois phases d’ordonnancement
correspondant à un nouveau temps de simulation.
2.3.2 Limitations de SystemC
Dans ce que suit nous présentons les inconvénients majeurs de SystemC selon
plusieurs aspects de conception.
2.3.2.1 Modélisation
SystemC ne rend pas la tâche de modélisation très diﬀérente de celle d’un
langage de description du matériel (HDL) tel que VHDL ou Verilog. Ceci est dû
au fait que la sémantique du langage ne diﬀère pas de celle d’un langage HDL
qui est basé sur un modèle de calcul événementiel. En eﬀet, à part la notiﬁca-
tion immédiate qui a été ajoutée à la version 2.0 de SystemC, les deux types de
langages se basent sur la même notion de delta-cycle et des notiﬁcations d’événe-
ment pour la synchronisation entre processus. Par conséquent, les mêmes diﬃcul-
tés rencontrées, au niveau des langages HDL, pour gérer les accès concurrents à
des ressources partagées sont aussi présentes dans SystemC[52]. D’un autre côté,
même au niveau TLM et plus haut, SystemC utilise le même modèle de calcul
augmenté des notiﬁcations immédiates. Comme nous allons voir dans la section
3.1, avec la complexité croissante des systèmes qui nécessite de plus en plus de
processus parallèles, l’utilisation de ces mécanismes de synchronisation devient de
plus en plus complexe et le risque d’erreurs est élevé.
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Un autre problème qui peut survenir lors de la modélisation d’un système
SystemC est l’interblocage dû à l’ordre d’exécution des processus. En eﬀet, lors
de la phase d’évaluation, l’ordre des processus est arbitraire. Cependant pour une
implémentation particulière de SystemC et pour un même stimulus l’ordre des
processus est toujours le même. Par conséquent, la simulation de certains modèles
génère des résultats corrects dans une implémentation particulière de SystemC,
alors que le modèle exhibe certaines défaillances fonctionnelles. L’exemple 2.1
illustre ce problème dû à l’emploi des notiﬁcations immédiates.
Exemple 2.1 Interblocage dû aux notiﬁcations immédiates
writer = new producer("Writer") // line 1

















Si l’ordonnanceur exécute le processus writer en premier, alors la notiﬁca-
tion immédiate de l’événement write event est perdue puisqu’aucun processus
n’est en attente de cet évènement lors de son occurrence. Ceci mène à un in-
terblocage où le modèle est suspendu indéﬁniment. Cependant, si le processus
« reader » s’exécute en premier, il sera suspendu en attente de la notiﬁca-
tion de l’événement write event et ainsi, quand le processus writer s’exécute,
l’événement write event est notiﬁé, permettant au processus reader de conti-
nuer son exécution et le cycle write-read continuera indéﬁniment. Remarquer
qu’il est possible d’inﬂuencer l’ordre d’exécution des processus en interchan-
geant les déclarations des processus writer et reader dans les lignes 1 et 2
du présent exemple. Ce genre d’erreur dû au non-déterminisme dans l’ordre
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d’exécution des processus, pourtant ﬁxe pour une implémentation particulière
de SystemC, peut mener à une implémentation incorrecte du modèle dont la
simulation a donné des résultats corrects.
Pour éliminer le comportement indésirable induit par le non-déterminisme qui
est dû à l’utilisation des notiﬁcations immédiates, la plupart des canaux stan-
dards de SystemC, incluant sc fifo, se basent sur la sémantique request-update
et le concept de delta-cycle expliqués plus haut[34]. En eﬀet, si nous remplaçons
les deux notiﬁcations immédiates, dans l’exemple 2.1, par des notiﬁcations delta,
notify(SC ZERO TIME) (voir Exemple 2.2), nous obtenons un comportement déter-
ministe indépendant de l’ordre d’exécution des processus. Cependant, une telle
synchronisation implicite entre processus imposée dans chaque delta-cycle est très
restrictive comparée à une synchronisation eﬀective entre processus parallèles dans
une application logicielle multitâches ou dans un circuit asynchrone[37].
Exemple 2.2 Interblocage résolu par notiﬁcations
delta-cycle
writer = new producer("Writer") // line 1



















D’un autre côté, un comportement non déterministe n’est pas toujours dû à des
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erreurs de synchronisation, mais il peut être spéciﬁé intentionnellement. En eﬀet,
la modélisation d’un système à un niveau très haut d’abstraction est par nature
non déterministe puisque plusieurs détails d’implémentation sont abstraits. Par
exemple, prenons le cas où plusieurs maîtres accèdent à un bus concurremment.
Au point de vue de l’implémentation, cet accès concurrent est géré par un arbitre
et des priorités d’accès. Cependant, au niveau système, l’ordre de priorité n’est
pas encore spéciﬁé. Autrement dit, quel que soit l’ordre d’exécution, il faut que
la fonctionnalité du système soit correcte. Permettre un ordre aléatoire en cours
de simulation ne résout pas le problème. Les travaux dans [29] et [38] adressent
ce problème en générant plusieurs ordonnancements possibles en cours de simu-
lation. Des techniques de réduction d’ordre partiel sont utilisés aﬁn d’éliminer les
ordonnancements qui ont les mêmes eﬀets sur le comportement du système. Ces
travaux permettent d’avoir une meilleure couverture de test, cependant l’impact
sur le temps de simulation est considérable.
2.3.2.2 Vériﬁcation par raﬃnement et sémantique formelle
Bien que SystemC permette la modélisation à plusieurs niveaux d’abstraction
système, le ﬂot pour passer d’un niveau d’abstraction à un autre est géré dans la
plupart des cas manuellement. Par conséquent, à chaque niveau d’abstraction, il
faut revériﬁer la fonctionnalité du système aﬁn d’assurer qu’elle est conforme aux
spéciﬁcations initiales. D’un autre côté, les techniques utilisées pour la vériﬁcation
fonctionnelle sont essentiellement basées sur la simulation. Cependant, l’inconvé-
nient majeur de la simulation est qu’elle permet seulement une faible couverture
même avec un temps de simulation extrêmement long. Comme il a été indiqué
par ITRS, les déﬁs actuels sont centrés autour de comment rendre les techniques
de vériﬁcation formelle plus ﬁables et plus contrôlables. En dépit, des activités in-
tensives dans le développement des techniques de vériﬁcation pour le logiciel et le
matériel, étendre ces techniques à SystemC est un considérable déﬁ[60]. En eﬀet,
plusieurs travaux ont essayé de donner une sémantique formelle à SystemC en
le transformant à un langage formel tel que ASM[26], Promela[59], SMV[56] aﬁn
d’appliquer les techniques de «Model Checking». Toutefois, ces travaux traitent
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seulement un sous-ensemble de SystemC. Cette diﬃculté est due essentiellement
à la nature orientée objet de SystemC et à son modèle de calcul complexe.
2.3.2.3 Vitesse de simulation
Grâce à la méthodologie basée sur TLM, la vitesse de simulation est consi-
dérablement améliorée, permettant ainsi d’explorer plusieurs architectures et de
pouvoir valider le logiciel[23]. Cependant, cette vitesse doit être maintenue au
même taux de complexité que les systèmes sur puce. La disponibilité croissante
des machines multicœurs est la tendance actuelle aﬁn d’accélérer le temps de si-
mulation. Toutefois, la complexité du langage SystemC rend la parallélisation de
la simulation assez diﬃcile.
En eﬀet, le modèle de concurrence de l’ordonnanceur de SystemC repose sur la
sémantique de coroutine. Voici la description de cette sémantique comme décrite
dans [34] :
“Since process instances execute without interruption, only a single
process instance can be running at any one time, and no other process
instance can execute until the currently executing process instance has
yielded control to the kernel. A process shall not pre-empt or interrupt
the execution of another process. This is known as co-routine semantics
or co-operative multitasking”.
Ainsi, chaque processus s’exécute sans interruption jusqu’à ce qu’il cède la main à
un autre processus, à la suite de l’appel à la fonction wait, à partir de ce moment
il reste suspendu jusqu’à sa prochaine exécution. Par conséquent, une manière di-
recte de respecter cette sémantique est d’exécuter les processus séquentiellement.
En fait, c’est cette exécution séquentielle qui est implémentée dans le simulateur
de référence de SystemC. Il est toujours possible de concevoir une implémenta-
tion du simulateur qui proﬁte d’une machine multicœur en exécutant les processus
d’une manière concurrente à condition que le comportement apparaisse identique
à la sémantique de coroutine. En d’autres termes, une analyse complexe des pro-
cessus et de leurs dépendances est nécessaire pour une simulation multicœur d’un
modèle SystemC. Plusieurs travaux[20, 22, 55, 47] ont essayé de paralléliser le
simulateur de SystemC. Cependant vu la complexité du langage, seulement un
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sous ensemble de SystemC est traité où le concepteur doit se soumettre à des
contraintes de modélisation. En plus, les résultats de simulation ne sont pas tou-
jours satisfaisants. Par exemple, les travaux dans [20, 22] ont essayé de passer
d’un modèle de coroutine à un modèle préemptif où plusieurs processus peuvent
s’exécuter en parallèle. Malheureusement, ceci ne donne pas toujours de meilleure
performance, et souvent la vitesse de simulation se dégrade par rapport à une
exécution séquentielle monoprocesseur. Ceci est dû essentiellement au fait que
les processus décrivant la fonctionnalité du modèle sont partitionnés selon l’ar-
chitecture de plateforme cible[55]. Prendre ces processus tels qu’ils sont, puis les
exécuter concurremment peut engendrer des dégradations de performance à cause
du surcoût qui est dû aux changements de contexte et à la synchronisation entre
ces processus. Ce qu’il faut est de pouvoir transformer le modèle initial en un
modèle fonctionnellement équivalent ciblant la plateforme de simulation. C’est de
cette façon que nous avons procédé pour paralléliser l’exécution et accélérer le
temps de simulation d’un modèle transactionnel (voir chapitre 5).
Malgré les travaux intensifs eﬀectués pour remédier aux limitations citées plus
haut, aussi bien académiques qu’industriels, les résultats obtenus sont toujours
insatisfaisants. Nous pensons que ceci est dû essentiellement au modèle d’exécution
complexe de SystemC et à son manque de sémantique formelle. Ainsi, l’approche
que nous envisageons aﬁn de résoudre ces questions est de se baser sur un nouveau
modèle de calcul, moins complexe, assez expressif aﬁn de représenter des systèmes
à plusieurs niveaux d’abstraction, et ayant une sémantique formelle. Ce modèle





Le concept des transactions constitue un mécanisme puissant aﬁn de gérer la
concurrence entre plusieurs composants parallèles. Une transaction permet d’en-
capsuler un ensemble d’opérations en une seule opération indivisible. Ceci permet
de décrire la fonctionnalité d’un système en plusieurs transactions concurrentes
en raisonnant sur le comportement de chaque action en isolation par rapport aux
autres. Par ailleurs, le concepteur ne se soucie plus de la gestion manuelle des
ressources partagées et de la coordination entre les composants parallèles qui y
accèdent.
Le modèle de calcul basé sur les transactions a été largement étudié aussi bien
dans le domaine matériel que dans le domaine logiciel. Dans ce qui suit, nous
présentons l’état de l’art des diﬀérentes recherches faites autour des transactions
qui peuvent être intégrées dans le processus de conception des systèmes sur puce
sur plusieurs aspects tels que modélisation, synthèse et vériﬁcation.
3.1 Mémoire transactionnelle (TM[42])
En premier lieu, nous allons introduire la notion de mémoire transactionnelle
ainsi que ses avantages en tant que mécanisme de contrôle de concurrence. En-
suite, nous énumérons plusieurs implémentations logicielles de ce concept dans le
domaine de la programmation concurrente.
3.1.1 Avantages de TM
Ces dix dernières années marquent le début de transition de la programmation
séquentielle à la programmation parallèle, dû à la disponibilité croissante des
1. À la suite de l’étude faite dans ce chapitre, nous avons publié un chapitre de livre[4]
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processeurs multicœurs que nous retrouvons dans la plupart des serveurs, des
ordinateurs personnels et des systèmes sur puces[42].
La conception d’un programme parallèle comprend toute la diﬃculté de la
programmation séquentielle, en plus, elle introduit le problème de coordonner
l’interaction entre les diﬀérentes tâches qui s’exécutent en parallèle. Aujourd’hui
la plupart des programmes parallèles utilisent des mécanismes de bas niveau pour
gérer cette interaction. Ces mécanismes consistent en plusieurs threads, représen-
tants des processeurs abstraits, et en constructions de synchronisation, telles que
des sémaphores, des mutex, des verrous ou moniteurs, qui coordonnent l’exécution
de ces threads. Cependant, l’expérience a montré que les programmes parallèles
écrits avec ces mécanismes de synchronisation sont diﬃciles à concevoir, debugger,
maintenir et la plupart du temps ne sont pas assez performants[42]. Ces diﬃcultés
de concevoir un programme parallèle ont mené à trouver une meilleure abstraction
pour écrire ce genre de programmes. Cette abstraction est connue sous le nom de
mémoire transactionnelle (TM).
Le modèle de concurrence basé sur la mémoire transactionnelle a été initiale-
ment proposé par [44] comme une méthode de structuration de processus parallèles
en se basant sur les actions atomiques. Le terme action atomique a été ensuite
remplacé par le terme transaction pour faire un rapprochement au concept des
transactions largement étudié dans le domaine des bases de données. Ainsi, le
modèle TM consiste en un ensemble de threads, qui s’exécutent dans un espace de
mémoire partagé, et qui y accèdent en manipulant des transactions. Une transac-
tion consiste en un bloc d’instructions qui exécutent une série de lecture et écriture
dans la mémoire partagée. La propriété d’isolation (atomicité) de la transaction
doit être maintenue : les lectures et les écritures, à l’intérieur d’une même tran-
saction, doivent logiquement avoir lieu instantanément, les états intermédiaires
ne sont pas visibles aux autres transactions.
Le TM fournit plusieurs avantages par rapport à la programmation parallèle
basée sur les mécanismes de bas niveau cité plus haut. Principalement, le TM per-
met au concepteur d’écrire un programme parallèle plus facilement et les risques
d’avoir des erreurs telles que les concurrences critiques («race condition») et les
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interblocages deviennent minimes. Voici quelques raisons qui montrent l’avantage
de TM par rapport à la programmation parallèle classique[44, 24] :
1. La diﬃculté majeure dans la conception des programmes parallèles est la co-
ordination des accès concurrents à la mémoire partagée par plusieurs threads.
Concurrence critique (race condition), interblocage et faible performance
sont les conséquences dues au renforcement de l’exclusion mutuelle avec peu
ou beaucoup de synchronisation. Le TM oﬀre une alternative plus simple à
l’exclusion mutuelle en enlevant la charge de gérer la synchronisation expli-
citement par le programmeur.
2. Grâce au niveau d’abstraction oﬀert par le TM, le concepteur a besoin seule-
ment d’identiﬁer les séquences d’opérations qui doivent être exécutées d’une
manière atomique et de les encapsuler à l’intérieur d’une transaction. Ceci
permet au concepteur de raisonner sur la validité de la fonctionnalité du
code à l’intérieur d’une transaction sans se préoccuper de l’interaction com-
plexe avec les autres transactions du programme qui s’exécutent en parallèle.
C’est à l’implémentation du TM de garantir la propriété de l’atomicité des
transactions en ayant des performances acceptables.
3. En plus de fournir une meilleure abstraction, les transactions permettent de
rendre la synchronisation composable[28]. En eﬀet, en utilisant simplement
les verrous comme mécanisme de synchronisation, il n’est pas possible de
pouvoir les composer ensuite. Considérons l’exemple de la Figure 3.1 : Une
classe qui implémente un compte bancaire.
Cette classe fournit deux opérations («Thread-safe») deposit et withdraw
pour déposer et retirer de l’argent d’un compte bancaire. Supposons que
nous voulons composer ces opérations à l’aide des verrous dans une opé-
ration transfert, qui transfère de l’argent d’un compte à un autre. Cette
opération doit être atomique : L’état intermédiaire où l’argent a été débité,
mais pas encore crédité ne doit pas être visible aux autres threads. Implé-









void withdraw(float amt) {
lock (this) {





























void withdraw(float amt) {
atomic {













Figure 3.1 Diﬃculté d’étendre le logiciel avec des verrous[24]
wrong1) ou interblocage (transfert wrong2) nécessite un changement ma-
jeur impliquant une discipline subtile dans l’ordre d’acquisition de verrous
pour éviter l’interblocage et permettre à deux opérations indépendantes de
s’exécuter concurremment. D’un autre côté, le modèle de concurrence TM
permet aux deux opérations d’être composées directement. Les opérations
deposit et withdraw s’exécutent dans leurs propres transactions lorsqu’elles
sont appelées individuellement. L’opération Transfert s’exécute aussi dans
38
une transaction. Les transactions imbriquées seront fusionnées dans cette
même transaction.
Comme nous venons de voir, les mémoires transactionnelles facilitent consi-
dérablement la description d’un programme parallèle. Cependant, toute la
subtilité lors de la synchronisation des processus concurrents doit être trai-
tée par un gestionnaire de TM. La prochaine section décrit diﬀérents types
d’implémentations d’un gestionnaire de TM.
3.1.2 Implémentation de TM
Aﬁn de préserver la propriété d’atomicité d’une transaction, la manière la plus
directe aﬁn d’implémenter les mémoires transactionnelles est d’exécuter chaque
transaction individuellement jusqu’à ce qu’elle termine avant qu’une autre tran-
saction ne puisse commencer. De cette manière, chaque transaction correspond
logiquement à une exécution instantanée, ainsi aucun état intermédiaire ne peut
être visible aux autres transactions. Nous allons appeler cette implémentation une
exécution séquentielle.
Implémenter TM en tant qu’exécution séquentielle des transactions peut en-
gendrer des performances médiocres, puisque cette implémentation ne peut pas
proﬁter d’une machine multicœur. Par conséquent, il faut considérer une exécu-
tion concurrente des transactions en permettant que les opérations à l’intérieur
des transactions puissent être entrelacées. Aﬁn qu’une exécution concurrente pré-
serve la propriété d’atomicité de chaque transaction exécutée, elle doit respecter la
propriété de sérialisabilité décrite ci-dessous. Au chapitre 4 nous allons donner
une interprétation formelle de cette notion de sérialisabilité.
sérialisabilité : Le résultat de l’exécution concurrente des transac-
tions doit correspondre au même résultat que nous pouvons obtenir
suite à une exécution séquentielle de ces transactions.
Plusieurs implémentations de TM ont été étudiées aﬁn de pouvoir exécuter les
transactions d’une manière concurrente tout en satisfaisant la propriété de sériali-
sabilité. Deux approches sont utilisées : soit en considérant un contrôle de concur-
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rence optimiste ou pessimiste. Dans l’approche basée sur le contrôle de concurrence
optimiste, les transactions s’exécutent sous l’hypothèse que l’exécution est séria-
lisable. Si le gestionnaire TM détecte, à un moment donné (par exemple, durant
le commit d’une transaction), que l’ordonnancement généré n’est pas sérialisable,
alors il doit choisir une (ou plusieurs) transaction qui ne satisfait pas la propriété
de sérialisabilité puis l’annuler (abort) en annulant les modiﬁcations engendrées
par son exécution (rollback) puis reprendre son exécution ultérieurement. Contrai-
rement à l’approche optimiste, l’approche pessimiste demande qu’une transaction
obtienne un accès exclusif à une zone mémoire, en utilisant des verrous, avant
qu’elle ne puisse y accéder. Cette approche doit pouvoir aussi avorter une tran-
saction vu qu’il existe un risque d’interblocage. Dans les deux types de contrôle
de concurrence, on retrouve diﬀérentes techniques. Un aperçu sur les principales
techniques employées a été présenté dans [42, 9] ainsi que les avantages et les
inconvénients de chacune. Une vue d’ensemble sur les diﬀérentes implémentations
de TM proposées dans la littérature est donnée dans [43].
La plupart des systèmes basés sur le TM ajoutent simplement des instruc-
tions du genre atomic{. . .} aﬁn que le programmeur puisse regrouper un ensemble
d’instructions qui doit être exécuté en une seule transaction. Cependant, les tran-
sactions à elles seules fournissent peu d’assistance pour synchroniser plusieurs
tâches concurrentes. En eﬀet, prenons l’exemple d’un producteur qui écrit dans
une FIFO et un consommateur qui lit à partir de la même FIFO. Nous pouvons
isoler la lecture et l’écriture dans deux transactions diﬀérentes aﬁn que les accès
à la FIFO n’interfèrent pas. Cependant, lorsque la FIFO est pleine, le producteur
ne peut pas continuer et doit reprendre la transaction plus tard. Il en va de même
pour le consommateur lorsque la FIFO est vide. Sans mécanisme de synchronisa-
tion, le producteur doit attendre activement en consultant continuellement l’état
de la FIFO jusqu’à ce qu’elle devienne non pleine. Et la même attente active est
exécutée par le consommateur. Pour éviter ces attentes actives qui ont un im-
pact considérable sur les performances, il faut permettre que le producteur soit
suspendu en attente que la condition sur la FIFO soit satisfaite.
La solution à ce problème de synchronisation est d’aﬀecter à une transaction
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une garde qui détermine le moment où celle-ci doit entamer ou continuer son exé-
cution. Le gestionnaire de TM a la responsabilité de réveiller une transaction qui
est en attente sur une garde lorsque celle-ci devient vraie. L’idée de synchroniser
un programme parallèle en utilisant des gardes n’est pas nouvelle. Par exemple
[44] propose l’instruction await(condition) then {. . .} aﬁn de bloquer une tran-
saction jusqu’à ce que la condition soit vraie. Les auteurs dans [30] proposent le
concept de région critique conditionnée («Conditional Critical Region») qui est
similaire à la notion d’action atomique gardée où une région est gardée par une
condition booléenne. Cependant, implémenter le modèle TM[28, 27, 19] en ajou-
tant le concept de synchronisation basée sur des gardes rend le problème encore
diﬃcile, puisqu’il ne suﬃt pas de garantir la sérialisabilité de l’exécution, mais
aussi de gérer toute la synchronisation nécessaire entre les transactions concur-
rentes et de savoir quand une transaction doit reprendre son exécution suite à une
attente sur une garde. Les travaux de [27] ont présenté une implémentation en
Java en ajoutant au langage une instruction atomic. Par exemple, une méthode
qui lit une valeur d’une FIFO peut être programmée comme suit :
Item get() {
atomic (n_items > 0) { /* remove item */}
}
Il est aussi possible que deux transactions soient composées. Par exemple, le code
suivant retire deux éléments consécutifs d’une FIFO.
atomic { item1 = get() ; item2 = get(); }
Le problème avec la composition des transactions est qu’une transaction peut
s’exécuter longtemps avant de s’apercevoir qu’elle ne peut plus avancer. Dans ce
cas le gestionnaire doit l’avorter et attendre que la condition soit satisfaite. Se-
lon [27], indépendamment des variables qui déterminent la condition dans atomic
(condition), lorsqu’une transaction doit attendre sur une condition, le gestion-
naire annule la transaction et la suspend, en enregistrant toutes les variables qui
ont été accédées en lecture depuis son début d’exécution jusqu’à sa suspension.
Si l’une de ces variables a été modiﬁée par une autre transaction, le gestionnaire
relance la transaction en attente. Ceci dégrade encore les performances si une
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transaction se réveille et s’aperçoit que la condition pour pouvoir continuer n’est
plus satisfaite, ainsi elle doit être annulée et suspendue encore une fois. Une autre
implémentation de TM avec Haskell a été proposée dans [28]. Deux instructions
retry et orElse sont fournies pour pouvoir attendre sur une condition et choisir
parmi deux transactions à exécuter. L’instruction retry suspend la transaction en
cours et l’annule. Elle sera relancée lorsqu’une variable lue précédemment a été
modiﬁée. C’est la même technique utilisée dans [27], sauf que maintenant le pro-
grammateur fait une demande de suspension explicitement à l’aide de l’instruction
retry. L’instruction orElse permet de composer deux transactions en choisissant
une deuxième transaction si la première est suspendue.
Nous allons utiliser les mémoires transactionnelles, en tant que mécanisme
de contrôle de concurrence, dans le but de modéliser les systèmes sur puces à
plusieurs niveaux d’abstraction. Ainsi, un système sur puce va être décrit par
un modèle transactionnel constitué de plusieurs transactions qui communiquent
et se synchronisent entre elles à travers des variables partagées. Les détails sur
l’implémentation et la structure de ce modèle sont décrits dans la section 5.1 du
chapitre 5. La prochaine section décrit comment un modèle RTL est généré à
partir d’un modèle transactionnel.
3.2 Synthèse de matériel
Dans cette section, nous allons montrer comment un modèle transactionnel
est transformé en une description RTL synthétisable en se basant sur l’approche
de synthèse décrite dans[32, 31]. Ce travail était à l’origine de l’outil de synthèse
Bluespec[12].
Considérons un modèle transactionnel spéciﬁée selon le langage des commandes
gardées de Dijkstra[9] :
MT ≡ |[ var s ; S0 ; do T1 ‖ T2 ‖ . . . ‖ Tm od ]|
Le N-uplet s spéciﬁe les variables partagées qui forment l’état du modèle transac-
tionnel MT . S0 est l’instruction d’initialisation de ces variables et T1,T2, . . . ,Tm
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sont les transactions (commandes gardées) de MT . Chaque transaction Ti est de
la forme suivante :
Ti ≡ ηi(s)⇒ s ′ := δi(s)
Où ηi(s) est la garde de la transaction Ti . La garde ηi(s) est une expression
booléenne évaluée sur les valeurs des variables d’états s . δi(s) est la fonction qui
calcule l’état prochain s ′ du système à partir de l’état courant s .
La sémantique d’exécution du modèle transactionnel est de sélectionner d’une
manière non déterministe une transaction dont la garde est vraie puis l’exécuter.
L’exécution continue tant qu’il existe une garde qui est évaluée à vraie :
Tant que (il existe une garde ηi(s) vraie)
1. Choisir une transaction Ti telle que ηi(s) est vraie.
2. exécuter s ′ := δi(s)
3.2.1 Implémentation de référence
Il existe une transformation directe d’un modèle transactionnel vers une implé-
mentation matérielle synchrone que nous appelons implémentation de référence.
Cette implémentation de référence considère les deux conditions suivantes :
1. Chaque transaction est exécutée au sein d’un même cycle d’horloge.
2. Au maximum une transaction est exécutée durant un cycle.
La génération de la description RTL de cette implémentation de référence est faite
selon les étapes suivantes :
1. Extraction de ηi(s) et δi(s) : Chaque garde ηi(s) et fonction de mise à
jour δi(s) est implémentée en tant que logique combinatoire.
2. Ordonnanceur : Un ordonnanceur est ajouté de telle façon qu’à chaque
cycle il choisit une transaction à exécuter parmi plusieurs transactions dont
les signaux δi(s) sont actifs. Pour chaque transaction, un signal φi est alloué.
Ainsi, l’ordonnanceur active un seul signal φi reﬂétant la transaction Ai
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qui a été choisie. Un encodeur prioritaire est un ordonnanceur valide pour
l’implémentation de référence.
3. Registres : À chaque variable d’état sk correspond un registre. Ce registre
admet deux entrées LE et D. Lorsque le signal LE est actif, le registre prend sa
nouvelle valeur à partir de l’entrée de donnée D. Autrement il garde son an-
cienne valeur. Plusieurs transactions (m ≤ n) peuvent écrire sur le registre.
Le registre est mis à jour si une de ces transactions est active. Ainsi, le signal
LE prend comme entrée le ou-logique de tous les signaux φi , 1 < i < m, des
m transactions correspondantes. La nouvelle valeur du registre est sélection-
née à l’aide d’un multiplexeur contrôlé par les signaux φi , et ceci à partir
des m valeurs représentées par les signaux δi(s)sk . La Figure 3.2 montre le
circuit RTL d’un registre représentant la variable sk où deux transactions









Figure 3.2 Circuit RTL d’un registre cor-
respond à une variable accédée par deux
transactions
La Figure 3.3 montre le circuit généré à partir d’un modèle transactionnel suite
aux étapes décrites plus haut.
l’Exemple 3.1 montre une description d’un modèle transactionnel contenant























Figure 3.3 Circuit RTL généré à partir d’un modèle transac-
tionnel
Exemple 3.1 Modèle transactionnel GCD
Soit le modèle transactionnel gcd(p, q) suivant qui calcule le plus grand com-
mun diviseur de deux entiers p et q . :
gcd(p, q) ≡ |[ var (x,y) ; (x,y) = (p,q) ; do T1 ‖ T2 od ]|
où
T1 ≡ (x < y) ⇒ (x , y)′ := (y , x )
T2 ≡ (x ≥ y ∧ y 6= 0) ⇒ (x , y)′ := (x − y , y)
La Figure 3.4 illustre le circuit synthétisé à partir de la description gcd(p, q)
du modèle transactionnel.
Il est important de noter que les deux transactions T1 et T2 sont mutuellement
exclusives. C’est-à-dire que les signaux η1 et η2 ne peuvent pas être actifs dans

























Figure 3.4 Circuit généré à partir du modèle transactionnel
gcd(p, q)
utiliser directement les signaux η1 et η2 au lieu de φ1 et φ2. Par conséquent, une
analyse des transactions pour déterminer si elles sont mutuellement exclusives
s’avère nécessaire aﬁn d’éliminer les cas d’ordonnancement qui ne peuvent pas
être présents logiquement et ainsi minimiser la quantité de matériel requis et
la durée du cycle d’horloge. Aussi il est possible de faire des optimisations
de la logique combinatoire. Par exemple, les calculs x < y et x ≥ y peuvent
partager le même circuit correspondant à x ≥ y
Exactitude de l’implémentation de référence
L’implémentation de référence présentée plus haut n’est pas complètement
équivalente au modèle d’exécution d’un modèle transactionnel. En eﬀet, dans
l’implémentation de référence, à moins que l’ordonnanceur choisisse arbitraire-
ment une transaction à chaque cycle, l’implémentation est toujours déterministe.
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En d’autres termes, l’implémentation exécute un seul comportement parmi plu-
sieurs admis par le modèle transactionnel. Un circuit synthétisé qui implémente
un modèle transactionnel doit satisfaire les deux conditions suivantes :
1. La séquence des transitions d’un état à un autre doit correspondre à une
des séquences permise par le modèle transactionnel. Ceci est valide pour
l’implémentation de référence puisqu’à chaque cycle une seule transaction
est exécutée. Ainsi, la propriété d’atomicité est préservée. La séquence des
valeurs d’états à chaque top d’horloge correspond à une séquence d’états du
modèle transactionnel.
2. L’implémentation doit garantir la vivacité du système. Autrement une im-
plémentation qui ne change pas l’état du système serait une implémentation
correcte. En général la vivacité des transitions est maintenue pour tout or-
donnanceur qui satisfait la propriété suivante :
η1 ∨ η1 ∨ . . . ∨ ηn ⇒ φ1 ∨ φ2 ∨ . . . φn
L’encodeur par priorité maintient la vivacité puisqu’il active un signal φ à
chaque fois qu’au moins un des signaux η est actif.
3.2.2 Optimisations
Bien que la sémantique d’exécution d’un modèle transactionnel ainsi que l’im-
plémentation de référence décrive une exécution séquentielle des transactions, une
implémentation matérielle peut exécuter plusieurs transactions parallèlement dans
un même cycle d’horloge. Cependant dans une implémentation avec multiples
transactions par cycle, la transition d’états prise dans chaque cycle doit corres-
pondre à une certaine exécution séquentielle du modèle transactionnel.
Théoriquement, n’importe quelles deux transactions peuvent être composées
pour qu’elles s’exécutent parallèlement pendant le même cycle. Il suﬃt de per-
mettre à une transaction de lire les changements eﬀectués par l’autre transaction.
Cependant, synthétiser un circuit en permettant que les transactions commu-
niquent entre elles dans un même cycle, et avoir ainsi une cascade de logique
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combinatoire, a pour résultat d’augmenter considérablement la taille de circuit et
la durée du cycle d’horloge. En eﬀet, supposons un modèle transactionnel décri-
vant un pipeline où chaque transaction spéciﬁe une fonction dans une des phases
du pipeline. Synthétiser ce système, en permettant le transfert des données entre
les transactions, génère un circuit non-pipeline ayant une seule phase qui est la
composition séquentielle de toutes les phases précédentes. Néanmoins, il existe des
situations où il est préférable d’exécuter une transaction qui dépend des résultats
d’une autre transaction dans le même cycle. Une des situations est, par exemple,
le «bypassing» des valeurs que nous retrouvons dans la plupart des processeurs
pipelines.
L’approche de synthèse, proposée par [31], permet de générer un ordonnanceur
capable d’exécuter plusieurs transactions dans le même cycle sans permettre la
communication intra-cycle entre les transactions. Cette approche est basée sur
l’analyse statique des transactions aﬁn de déterminer si deux transactions sont
non conﬂictuelles (CF) ou si elles peuvent être composées séquentiellement (SR).
Deux transactions A et B sont non conﬂictuelles, notées A <CF B , si elles ne
lisent pas et n’écrivent pas la même variable. Soit :
Read(A) ∩ Write(B) = {} et
Read(B) ∩ Write(A) = {} et
Write(B) ∩ Write(A) = {}
Dans ce cas les deux transactions peuvent être exécutées en même cycle et leur exé-
cution correspond à une exécution de A suivie de B ou inversement. Par exemple,
étant donné les transactions A et B suivante :
A ≡ (true) ⇒ x ′ := x + 1
B ≡ (true) ⇒ y ′ := y + 2
L’exécution concurrente de A et B dans le même cycle correspond au comporte-
ment de la séquence composée C suivante. C va lire l’état s = (x , y) au début
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du cycle puis met à jour l’état s ′ = (x + 1, y + 2) à la ﬁn du cycle. L’état obtenu
est le même que celui obtenu suite à une exécution séquentielle de A suivie de
B ou inversement, i.e, δA(δB(s)) = δB(δA(s)). Par conséquent, puisque l’exécu-
tion concurrente de A et B correspond à une exécution séquentielle de A suivie
de B(ou inversement), l’ordonnanceur généré peut permettre l’activation de ces
deux transactions au même cycle.
Une transaction A est séquentiellement composable avec une transaction B ,
noté A <SC B , si B ne lit aucune variable que A écrit. Soit :
Read(B) ∩ Write(A) = {}
La procédure de synthèse va ignorer les mises à jour faites par A sur les registres
qui sont aussi mis à jour par B au cours du même cycle. Par exemple, étant donné
les transactions A et B suivante :
A ≡ (true) ⇒ x ′ := y + 1
B ≡ (true) ⇒ y ′ := y + 2
L’exécution concurrente de A et B dans le même cycle correspond au comporte-
ment de la séquence composée C suivant. C va lire l’état s = (x , y) au début du
cycle puis met à jour l’état s ′ = (y + 1, y + 2) à la ﬁn du cycle. L’état obtenu
serait le même suite à une exécution séquentielle de A suivie de B , ainsi A <SC B .
Cependant, contrairement à l’exemple précédent la relation B <SC A n’est pas
valide.
L’idée de [31] est de partitionner l’ensemble des transactions en plusieurs
groupes, appelés groupes d’arbitrage. Deux transactions qui appartiennent à deux
groupes diﬀérents sont séquentiellement composables et ainsi elles peuvent être
exécutées dans le même cycle. La procédure de synthèse commence par générer
un graphe où chaque nœud correspond à une transaction (voir Figure 3.5(a)). Un
arc existe entre un nœud A et un nœud B si (A <SC B) et ¬(A <CF B). La
deuxième étape est de rendre le graphe acyclique (Figure 3.5(b)). Un cycle dans
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ce graphe correspond à la situation où les transactions appartenants à ce cycle
ne peuvent pas s’exécuter dans le même cycle d’horloge suite à une dépendance
de données circulaire entre elles. La troisième étape est de générer les groupes
d’arbitrage. Un arc existe entre deux nœuds A et B s’il n’existe aucun arc qui
les relient dans le graphe obtenu précédemment et ¬(A <CF B). Les compo-
sants connectés du graphe de conﬂit représente les diﬀérents groupes d’arbitrage.
Chaque groupe d’arbitrage va correspondre à un à ordonnanceur local qui gère
seulement les transactions qui appartiennent à ce groupe. Un encodeur de prio-
rité est un ordonnanceur valide. Cependant certaines optimisations peuvent être
faites. Par exemple, dans le groupe d’arbitrage 1 de la Figure 3.5(c), si T4 n’est pas
activée alors l’ordonnanceur peut activer les transactions T1, T2 et T5 au même
cycle. Une table de recherche de taille n ∗ 2n indexée par les signaux ηi peut être


















Figure 3.5 Analyse des transactions. (a) graphe <SC orienté, (b)
graphe <SC acyclique, (c) groupe d’arbitrages
3.2.3 Bluespec
Bluespec est un langage basé sur les transactions(règles de réécriture de termes)
permettant de synthétiser automatiquement un modèle de transactions en une
implémentation RTL. Cependant, plusieurs phases dans le cycle de conception
restent à explorer.
Une transaction est censée s’exécuter pendant un cycle. Par conséquent,
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avant qu’un système ne puisse être synthétisable, il faut que le modèle soit
précis au niveau cycle (Cycle Accurate, CA) et que le détail de la microar-
chitecture soit bien établi. Un concepteur peut entamer la conception de son
système directement en utilisant un modèle au niveau cycle, ou en commen-
çant par un modèle de haut niveau puis le raﬃner à un modèle au niveau
cycle. Dans le premier cas, Bluespec n’oﬀre pas encore les mécanismes néces-
saires pour vériﬁer que le modèle est conforme à certaines propriétés. Il est
encore possible d’utiliser des langages d’assertions tels que SVA ou PSL une
fois le modèle RTL généré. Cependant, plusieurs signaux de contrôle sont
générés automatiquement et il est diﬃcile de faire le lien entre le modèle
Bluespec original et le modèle RTL. Dans le deuxième cas, le raﬃnement
d’un modèle de plus haut niveau à un modèle synthétisable est géré manuel-
lement par le concepteur et l’absence d’outils de vériﬁcation ne permet pas
de valider que le modèle de bas niveau satisfait la spéciﬁcation initiale de
haut niveau.
Malgré que le point d’entrée pour la synthèse d’un système Bluespec soit un
modèle cyle-accurate, il reste encore une description de haut niveau compa-
rée à un modèle RTL. En eﬀet, un modèle transactionnel est un modèle non
déterministe puisqu’il peut y avoir plusieurs transactions actives pendant
un cycle et il faut choisir une d’une façon non déterministe. Cependant, une
implémentation RTL est déterministe et correspond à un ordonnancement
déterministe des transactions à chaque cycle. Laisser le compilateur générer
un ordonnanceur automatiquement sans intervention du concepteur va pro-
duire un modèle fonctionnellement correct, cependant certaines propriétés
non fonctionnelles telles que la latence ou la largeur de bande peuvent être
insatisfaisantes. La nouvelle version de Bluespec fournit au concepteur des
annotations d’ordonnancement déclaratives aﬁn d’avoir plus de contrôle sur
l’ordonnancement des transactions et ainsi pouvoir contrôler l’aspect non
fonctionnel du modèle RTL à générer. Toutefois, une fois que le concepteur
a décidé comment ordonnancer le modèle en une implémentation détermi-
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niste, il faut avoir les outils nécessaires aﬁn de valider que son choix satisfait
certaines propriétés temporelles.
À la ﬁn de cette thèse (chapitre 7), nous proposons un ﬂot de conception com-
plet de systèmes sur puces qui est basé sur le concept de transactions. Nous avons
montré comment Bluespec peut être intégré dans ce ﬂot de conception. L’avan-
tage de cette méthodologie est qu’elle se repose sur des raﬃnements incrémentaux
rendus possibles grâce à la sémantique formelle des modèles transactionnels qui
fait l’objet de la prochaine section.
3.3 Raisonnement formel
Il existe plusieurs formalismes aﬁn de raisonner sur les modèles transactionnels.
Par exemple, UNITY[50] et TLA (Temporal Logic of Actions)[40] se basent sur la
logique temporelle. Les systèmes d’actions dans [6] raisonnent avec la sémantique
de «weakest precondition» [21] aﬁn de déﬁnir un calcul de raﬃnement des systèmes
parallèles [8]. Tous ces formalismes partagent le même concept de transaction avec
quelques diﬀérences au niveau des opérations utilisées au sein des transaction et
des propriétés qui peuvent être exprimées. Par la suite nous introduisons la logique
TLA suivie de la notion de raﬃnement d’une spéciﬁcation à une implémentation.
Nous avons choisi TLA parce que celle-ci vient avec les outils nécessaires [39]
pour faciliter la vériﬁcation tels qu’un ModelChecker pour la vériﬁcation automa-
tique et une formulation de TLA dans un système de preuves pour le raisonnement
déductif[48].
3.3.1 Aperçu de TLA
La logique temporelle des actions (TLA)[40] est une logique permettant de
raisonner sur les systèmes concurrents et réactifs. Cette logique a été étendue
par des constructions syntaxiques permettant la structuration de la spéciﬁcation
et l’introduction des types de données formant ainsi le langage formel TLA+.
Aﬁn d’introduire TLA+ nous présentons un système qui aﬃche les heures d’une
horloge[39]. Prenons la variable hr comme étant l’aﬃcheur de l’heure de l’horloge.
52
Un comportement typique de l’horloge correspond à la séquence d’états suivante :
[hr = 11] 7→ [hr = 12] 7→ [hr = 1] 7→ [hr = 2] 7→ . . .
Deux états successive tels que[hr = 11] 7→ [hr = 12] est appelé transition. Aﬁn de
spéciﬁer l’horloge, il faut décrire tous ses comportements possibles. Pour cela, il
faut déﬁnir un prédicat initial spéciﬁant les valeurs initiales possibles de la variable
hr puis une relation entre ces deux états successifs spéciﬁant les changements
possibles de hr au cours d’une transition. Initialement, hr peut avoir n’importe
quelle valeur entre 1 et 12. Ceci est exprimé par le prédicat HCini suivant :
HCini ∆= hr ∈ (1 . . 12)
La relation entre deux états successifs est déﬁnie par une formule qui relie la valeur
de hr entre l’état courant et le prochain état. Soit hr la valeur de hr dans l’état
courant et hr ′ la valeur de hr dans le prochain état. Nous voulons que la valeur
de la variable hr soit incrémentée en cas où hr est diﬀérente de 12, autrement elle
est initialisée à 1. Ceci est exprimé par la formule HCnxt suivante :
HCnxt ∆= hr ′ = if hr 6= 12 then hr + 1 else 1
La formuleHCnxt est une formule mathématique ordinaire, excepté qu’elle contient
des variables primées et non primées. Telle formule est appelée une action. Une
action est vraie ou faux lors d’une transition. Donc une action est évaluée entre
deux états successifs d’un comportement.
Aﬁn de compléter la spéciﬁcation de l’horloge, il faut déﬁnir une seule for-
mule qui décrit tous les comportements possibles de l’horloge. Ces comportements
doivent satisfaire les conditions suivantes :
1. L’état initial doit satisfaire le prédicat HCini .
2. Chaque de transition doit satisfaire l’action HCnxt . Ceci est exprimé par
l’opérateur de la logique temporelle 2. La formule temporelle 2F asserte
que la formule F est toujours vraie. En particulier 2HCnxt asserte que
l’action HCnxt est vraie dans chaque transition du système.
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Ces deux conditions sont satisfaites en déﬁnissant la formule HC comme conjonc-
tion du prédicat HCini et la formule Ces deux conditions sont satisfaites en déﬁnis-
sant la formule HC comme conjonction du prédicat HCini et la formule 2HCnxt :
HC ∆= HCini ∧2HCnxt
Si nous considérons l’horloge en isolation sans la relier à un autre système, alors la
spéciﬁcation précédente de l’horloge est une spéciﬁcation satisfaisante. Cependant,
supposons que l’horloge fait partie d’un système plus large qui aﬃche l’heure aussi
bien que la température. L’état de ce système est représenté par une variable hr
aﬃchant l’heure et une variable tmp aﬃchant la température. Considérons le
comportement possible du nouveau système : hr = 11
tmp = 23.5
 7→
 hr = 12
tmp = 23.5
 7→
 hr = 12
tmp = 23.4
 7→ . . .
Dans la deuxième et la troisième transition, la variable tmp change alors que la
variable hr garde sa valeur égale à 12. Ces transitions ne satisfont pas l’action
HCnxt qui asserte que la variable hr doit être incrémentée. Ainsi, la spéciﬁcation
HC ne permet pas de décrire une horloge dans ce nouveau système. Pour remédier
à ce problème, chaque formule qui décrit l’horloge doit permettre des transitions où
la valeur de h ne change pas. Ces transitions sont appelées «stuttering» transitions.
Ainsi, la spéciﬁcation HC doit être changée par la formule suivante :
HC ∆= HCini ∧2[HCnxt ∨ (hr ′ = hr)]
Où d’une façon plus compacte :
HC ∆= HCini ∧2[HCnxt ]hr






HCini ∆= hr ∈ (1 . . 12)
HCnxt ∆= hr ′ = if hr 6= 12 then hr + 1 else 1
HC ∆= HCini ∧2[HCnxt ]hr
D’une façon générale un système est décrit par la formule TLA de la forme
suivante :
Init ∧2[Next ]vars ∧ Fairness
1. Init : C’est un prédicat qui spéciﬁe les états initiaux du système de transi-
tion.
2. Next : C’est la disjonction de plusieurs actions Ai qui spéciﬁent les tran-
sitions possibles d’un état à un autre. Elle a la forme générale : A1 ∨ A2 ∨
. . . ∨ Am
3. Fairness : Elle décrit des propriétés de vivacité que le système doit respec-
ter. Par exemple dans la spéciﬁcation HC de l’horloge il est permis que la
valeur de hr reste inchangée indéﬁniment. Une propriété de vivacité asserte
que le système est toujours actif.
4. vars : Aﬁn de spéciﬁer des transitions qui ne changent pas les valeurs de
vars.
Il est important de noter la correspondance entre une formule TLA et un modèle
transactionnel spéciﬁée selon le langage des commandes gardées de Dijkstra(voir
section 3.2) de la forme suivante :
MT ≡ |[ var s ; S0 ;
do
η1(s) ⇒ s ′ := δ1(s)
‖ η2(s) ⇒ s ′ := δ2(s)
‖ . . .
‖ ηn(s) ⇒ s ′ := δn(s)
od ]|
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Le N-uplet s correspond aux N-uplet vars .
L’instruction d’initialisation S0 correspond au prédicat Init .
L’opérateur temporel 2 correspond à l’instruction do.
Pour chaque transaction ηi(s) ⇒ s ′ := δi(s) du modèle transactionnel cor-
respond l’action TLA : ηi(s) ∧ s ′ = δi(s).
TLA ajoute des propriétés de vivacité qui ne sont pas exprimées dans le modèle
transactionnel. Par exemple, supposons qu’un modèle transactionnel contient deux
transactions A et B qui sont toujours actives. Un comportement possible de ce
système est d’exécuter indéﬁniment la transaction A. Les propriétés de vivacité
permettent d’empêcher ce genre de comportements aﬁn d’éviter des «livelock».
3.3.2 Raﬃnement
La conception au niveau système, particulièrement TLM(voir chapitre 2 ), per-
met de modéliser un système sur puce en utilisant plusieurs niveaux d’abstraction.
Nous commençons par un modèle à un haut niveau d’abstraction algorithmique
qui décrit simplement la fonctionnalité du système, puis nous descendons dans les
niveaux en ajoutant au fur et à mesure des détails d’architecture et de miroarci-
tecture jusqu’à obtenir un modèle RTL qui décrit l’implémentation du système à
synthétiser. Cependant, cette approche perd de son eﬃcacité si le passage d’un
niveau à un autre se fait sans pouvoir vériﬁer que le raﬃnement fait est correct.
En se basant sur une méthodologie utilisant des modèles transactionnels à
tous les niveaux d’abstraction du cycle de développement, alors le passage d’un
modèle transactionnel à un autre peut être établi selon des règles de raﬃnement
formelles [2, 7, 5] qui garantissent que le modèle généré préserve les fonctionnalités
du modèle initial. Ces règles de raﬃnement peuvent être classées informellement
selon 3 types :
Raﬃnement de données : permet de transformer un modèle dans lequel une
structure de donnée abstraite est remplacée par une plus concrète.
56
Raﬃnement de l’atomicité : permet de transformer un modèle avec des ato-
micités à grande granularité vers un autre modèle avec des atomicités à
petite granularité. C’est-à-dire qu’une transaction nécessitant la synchro-
nisation et le blocage de plusieurs processus pendant une durée prolongée,
limitant ainsi le parallélisme, est remplacée par des transactions de plus pe-
tite taille. Selon l’architecture cible sur laquelle le système sera exécuté, le
concepteur procède par des étapes de raﬃnement graduelles jusqu’à arriver
à un modèle transactionnel qui reﬂète directement le système à implémenter
sur cette architecture.
Raﬃnement par superposition : C’est une transformation d’un modèle aﬁn
d’ajouter de nouvelles variables ou modiﬁer d’anciennes variables. Ceci est
utile si nous voulons ajouter plus de détails à une spéciﬁcation pour la rendre
moins abstraite. C’est utile aussi si nous voulons modiﬁer une variable, par-
tagée par plusieurs transactions, en plusieurs variables aﬁn d’avoir plus d’in-
dépendance entre les transactions et ainsi augmenter le parallélisme.
L’Annexe I présente un exemple de raﬃnement d’une spéciﬁcation abstraite
d’une FIFO vers une implémentation dans un langage procédural. À chaque étape
de raﬃnement, nous nous sommes basé sur TLC, le « Model Checker » de TLA+,
aﬁn de prouver que notre raﬃnement est correct.
Dans ce chapitre, nous avons passé en revue plusieurs travaux faits autour
des transactions en montrant comment ils peuvent être intégrés dans le cycle de
développement des systèmes sur puce sur diﬀérents aspects tels que la modéli-
sation, la simulation, la synthèse et la vériﬁcation formelle. Dans les prochains
chapitres, nous allons montrer comment appliquer la notion de transaction pour
développer un environnement de modélisation et simulation parallèle qui proﬁte
d’une machine multicœur pour améliorer le temps de simulation. Avant de présen-
ter cet environnement, nous allons tout d’abord exposer dans le chapitre qui suit






Dans ce chapitre, nous introduisons les diﬀérentes notions de validité permet-
tant de déterminer quand une exécution concurrente de plusieurs transactions est
considérée comme correcte. La majorité de ces notions présentées dans ce cha-
pitre sont prises du livre “Transactional Information Systems”[62] qui étudie les
transactions dans les systèmes d’information transactionnels en général et les sys-
tèmes des bases de données en particulier. Nous avons adapté ces notions à notre
environnement de conception des systèmes sur puce aﬁn de constituer une base
théorique pour le développement d’ordonnanceurs parallèles.
Nous introduisons d’abord le modèle transactionnel sur lequel nous allons nous
baser ainsi qu’une vue conceptuelle de l’environnement d’exécution dans lequel ces
transactions sont simulées. Ensuite, nous déﬁnissions les diﬀérentes notions de sé-
rialisabilité aﬁn de valider qu’une exécution concurrente soit correcte. Finalement,
en nous basant sur ces notions de validité, nous présentons les stratégies d’ordon-
nancement que nous avons implémentées (voir chapitres 5 et 6) pour permettre
la simulation parallèle d’un modèle transactionnel.
4.1 Environnement d’exécution
Nous supposons que notre modèle transactionnel contient un ensemble ﬁni
D, D = {x , y , z , . . .}, d’entités indivisibles et disjointes stockées en mémoire, ap-
pelées variables, sur lesquelles nous pouvons exécuter des opérations d’écriture
et de lecture d’une manière indivisible (atomique). Chaque opération de lecture
ou d’écriture s’exécute au sein d’un bloc d’opérations décrivant une unité in-
divisible appelée transaction. Chaque transaction possède une garde constituée
d’une condition booléenne qui spéciﬁe quand la transaction est active et prête
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pour être exécutée. Nous supposons que notre modèle contient un ensemble ﬁni,












Figure 4.1 Sémantique d’Exécution d’un Modèle Transactionnel
La sémantique d’exécution d’un modèle transaction est illustrée dans la Figure
4.1. Cette sémantique est déﬁnie par un programme séquentiel qui réitère tant qu’il
existe au moins une transaction active. Durant chaque itération, le programme
choisit d’une façon non déterministe une transaction parmi les transactions actives
puis l’exécute. Lorsqu’il n’existe plus aucune transaction active, le programme
termine.
Remarquer que le programme illustré dans la Figure 4.1 est utilisé pour déﬁnir
la sémantique d’exécution du modèle transactionnel et non pour imposer une
exécution séquentielle lors de la simulation ou l’implémentation de ce modèle.
En fait, c’est cette sémantique qui rend le concept des transactions attrayant.
En eﬀet, ceci permet au concepteur de raisonner et de valider le comportement
d’une transaction d’une manière isolée par rapport aux autres transactions en
considérant une transaction comme une simple instruction atomique et indivisible.
Cependant, pour des raisons de performances nous avons intérêt à pouvoir
exécuter un modèle transactionnel d’une manière concurrente et ainsi pouvoir
proﬁter d’une machine multicœur. Pour cela, nous supposons que notre environ-
nement d’exécution (voir Figure 4.2) est composé d’un ensemble de threads qui
exécutent des transactions d’une manière concurrente. Au cœur de cet environ-
nement existe un gestionnaire de transactions qui a la responsabilité de contrôler
59
la concurrence entre les diﬀérents threads et d’intercepter les demandes issues de
ces derniers et d’y répondre. Chaque thread peut exécuter 4 types de demande au
gestionnaire de transactions :
1. Demande d’amorçage d’une transaction, notée b. En ce moment, le gestion-
naire de transaction assigne à cette nouvelle transaction une valeur unique
i . Ensuite, chaque fois qu’un processus fait une demande au gestionnaire de
transactions il précise aussi l’indice de transaction à laquelle cette demande
appartient.
2. Demande de lecture d’une entité x , notée ri(x ).
3. Demande d’écriture d’une entité x , notée wi(x ).
4. Demande d’abandon(abort), notée ai .






















Figure 4.2 Environnement d’exécution d’un modèle de
transactions.
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Au sein du gestionnaire de transaction est implémenté un ordonnanceur qui a la
responsabilité de contrôler la concurrence entre les transactions. En conséquence,
pour des raisons de validité, il décide des actions à appliquer en réponse aux
demandes interceptées par le gestionnaire de transactions de la manière suivante :
1. Accepter la demande. Chaque demande d’amorçage, de lecture (r), d’écri-
ture (w), d’abandon (a) ou de validation (c) est traduite par son action
correspondante. Dans ce cas, les actions appliquées aux données peuvent
être b, r , w , a, ou c.
2. Rejeter la demande. L’ordonnanceur peut rejeter une action de lecture,
écriture ou validation pour une raison de validité et la traduit par une action
d’abandon. Une demande d’abandon est toujours immédiatement traduite
par une action d’abandon.
3. Bloquer la demande. La demande(b, r , w ou c) est ni acceptée ni rejetée,
mais considérée comme étant non exécutable à cet instant. La décision est
reportée pour plus tard. Par exemple, un ordonnanceur peut décider que
deux transactions A et B ne peuvent pas procéder en parallèle pour des
raisons de validité. Ainsi, si A est en cours d’exécution au moment où le
gestionnaire de transaction amorce la transaction B alors l’ordonnanceur va
bloquer B en attendant que A ﬁnisse son exécution.
Les actions appliquées à la mémoire, au fur et à mesure que l’exécution continue,
forment ainsi une séquence d’actions de type r , w , a ou c que nous appelons
ordonnancement. Cet ordonnancement représente un entrelacement possible des
opérations des diﬀérentes transactions qui ont été soumises au gestionnaire de
transactions par les diﬀérents threads parallèles. Cette appellation vient du fait que
les séquences d’actions générées sont dépendantes de l’ordonnanceur implémenté
au sein du gestionnaire de transactions.
La question à laquelle nous nous intéressons dans ce chapitre est : dans quelle
mesure cet ordonnancement des opérations généré par l’ordonnanceur est-il consi-
déré comme correct ? Il est clair que si l’ordonnanceur empêche une transaction
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de s’exécuter une fois que la transaction courante a ﬁni son exécution, alors l’or-
donnancement séquentiel généré est considéré comme correct, puisqu’il respecte
la sémantique d’exécution du modèle transactionnel représenté plus haut (voir Fi-
gure 4.1). Par conséquent, nous utilisons les ordonnancements séquentiels comme
référence de validité pour déﬁnir les diﬀérentes notions de sérialisabilité que nous
présentons dans les prochaines sections.
4.2 Sérialisabilité
Dans cette section nous allons déﬁnir plusieurs notions de sérialisabilité aﬁn de
pouvoir valider qu’une exécution concurrente des transactions du modèle transac-
tionnel présenté ci-dessus est correcte. Pour cela, nous commençons par illustrer
trois exemples typiques montrant des situations erronées à la suite d’une exécu-
tion concurrente des transactions. Sur la base de ces exemples, nous allons déﬁnir
les notions de validité aﬁn qu’elles évitent ces situations dangereuses.
Exemple 4.1 Problème du m-à-j perdue
Le problème suivant est connu sous le nom de mise à jour perdue, noté ”m-
à-j perdue”. Considérons deux transactions qui s’exécutent concurremment
comme suit :
t1 Temps t2
/* x = 100 */
r(x ) 1
2 r(x )
/* m-à-j x := x + 30 */ 3
4 /* m-à-j x := x + 20 */
w(x ) 5
/* x = 130 */
6 w(x )




Nous supposons que x est une variable numérique partagée contenant initia-
lement la valeur 100. Les deux transactions t1 et t2 lisent la valeur de x dans
une variable locale et mettent à jour cette valeur dans la même variable locale.
Ensuite, elles écrivent les nouvelles valeurs calculées dans la variable partagée
x . Au temps 1 et 2 les transactions t1 et t2 lisent la valeur initiale 100 de x .
t1 met à jour cette valeur et écrit la valeur 130 dans x au temps 5. Au temps
6, t2 met à jour x par 120.En ce moment, la mise à jour de t1 est perdue et
ainsi l’atomicité de l’exécution n’est plus respectée. En eﬀet, une exécution
séquentielle des deux transactions aurait ﬁni avec une valeur de x égale à 150.
En fait, ce problème surgit à cause de l’agencement des opérations entrelacées
de lecture et d’écriture des deux transactions :
r1(x )r2(x )w1(x )w2(x )
où le temps progresse de gauche à droite.
Un deuxième problème qui peut surgir à la suite d’une exécution concurrente
des transactions est le problème de ”lecture inconsistante” illustré par l’exemple
4.2.
Exemple 4.2 Problème de lecture inconsistante





2 /* x := x − 10 */
3 w(x )
/* sum := 0 */ 4
r(x ) 5
r(y) 6
/* sum := sum + x */ 7
/* sum := sum + y */ 8
9 r(y)
10 /* y := y + 10 */
11 w(y)
Supposons que les deux variables partagées, x et y , représentent deux comptes
bancaires contenant initialement 50$. La transaction t1 fait la somme des deux
comptes alors que t2 fait un transfert d’un compte à un autre. Au temps 3, t2
met à jour le compte x en lui soustrayant 10$. Entre temps, t1 lit les valeurs
de x et y , puis elle fait la somme 40$+50$ et retourne la valeur 90$. Dans ce
cas, nous sommes en présence d’une situation de lecture inconsistante puisque
t1 n’a pu voir qu’une partie du transfert. Remarquer que, comme pour le
problème du ” m-à-j perdue ”, ce problème surgit aussi à cause de l’agencement
des opérations entrelacées de lecture et d’écriture des deux transactions :
r2(x )w2(x )r1(x )r1(y)r2(y)w2(y)
Dans le dernier exemple, nous présentons le problème qui peut se présenter en
cas où l’une des transactions est annulée.
Exemple 4.3 Problème de lecture erroné («dirty-read»)
Ce problème, connu sous le nom de problème de lecture erronée ou problème de
lecture de données non validées, survient lorsqu’une transaction a été annulée
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après qu’elle a modiﬁé une donnée qui a été lue par une autre transaction
entre le moment de l’écriture et le moment d’annulation.
t1 Temps t2
r(x ) 1
/* x := x − 100 */ 2
w(x ) 3
4 r(x )
5 /* x := x + 100 */
annulation 6
7 w(x )
Supposons que la variable x représente un compte bancaire contenant initiale-
ment 100$. Lorsque la transaction t1 est annulée après que la valeur modiﬁée
de x a été lue par t2, la valeur lue de x devient invalide. Dans ce cas, des me-
sures nécessaires doivent être prises pour empêcher t2 d’utiliser cette valeur
invalide. Autrement, nous allons nous retrouver avec un compte qui n’a pas
changé de valeur alors qu’il y a un dépôt de 100$, qui vient d’être eﬀectué.
Ce que nous pouvons remarquer des exemples ci-dessus est que des accès
concurrents aux données partagées eﬀectués par deux transactions peuvent être
conﬂictuels et causer des eﬀets incorrects. Par conséquent, une certaine forme de
contrôle de concurrence est nécessaire.
Une autre observation importante est que les résultats incorrects obtenus sont
dus aux agencements des opérations de lecture et écriture. Nous allons montrer,
dans les prochaines sections, comment ces agencements vont nous permettre de
déﬁnir les critères de validité d’une exécution concurrente en distinguant les agen-
cements admissibles de ceux qui pourraient conduire à des anomalies.
4.3 Syntaxe d’un ordonnancement
Avant de procéder à la déﬁnition des notions de validité, nous introduisons
d’abord la syntaxe d’un ordonnancement et des transactions. Pour cela, nous
essayons de respecter la situation dynamique d’un ordonnanceur selon le modèle
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présenté à la section 4.1. Ainsi un ordonnancement, en plus des opérations de
lecture et écriture, contient les informations déterminant comment une transaction
ﬁnit son exécution :
commit(c) : La transaction a terminé son exécution avec succès. En ce mo-
ment, l’ordonnanceur libère toutes les informations reliées à la transaction
et celle-ci ne peut plus être abandonnée.
abort(a) : La transaction est abandonnée. Toutes les opérations eﬀectuées
jusqu’à ce point doivent être annulées. Remarquer que cette opération peut
être activée pour deux raisons :
La transaction veut s’annuler par son propre gré.
Pour des raisons de validité, l’ordonnanceur doit abandonner la tran-
saction.
Chaque opération dans un ordonnancement s est indexée par un numéro i
représentant la transaction ti qui a exécuté l’opération. Une transaction ti corres-
pond à la séquence ﬁnie d’opérations, de la forme wi(x ) ou ri(x ), obtenue à partir
de s en enlevant toutes les opérations des autres transactions ainsi que l’opéra-
tion de terminaison : ai ou ci . Compte tenu de la sémantique d’une transaction
qui suppose qu’elle est atomique, sans perte de généralité, nous considérons les
hypothèses suivantes lors d’une exécution d’une transaction :
Dans chaque transaction une entité x est lue ou écrite au plus une fois.
Aucune entité n’est lue après qu’elle est écrite.
Nous introduisons aussi les notations suivantes pour faciliter la distinction
entre les transactions actives, terminées et abandonnées.
trans(s) = {ti |s contient des opération de ti}. Il contient toutes les transac-
tions qui ont lieu partiellement ou complètement dans un ordonnancement.
commit(s) = {ti ∈ trans(s)|ci ∈ s}
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abort(s) = {ti ∈ trans(s)|ai ∈ s}
active(s) = trans(s) - (commit(s) ∪ abort(s))
Exemple 4.4
Soit l’ordonnancement s suivant :
s = r1(x )r2(z )r3(x )w2(x )w1(x )r3(y)r1(y)w1(y)w2(z )w3(z )c1c2a3
Nous obtenons ainsi :
trans(s) = {t1, t2, t3} tel que
t1 = r(x )w(x )r(y)w(y)
t2 = r(z )w(x )w(z )
t3 = r(x )r(y)w(z )
commit(s) = {t1, t2}
abort(s) = {t3}
active(s) = {}
Nous appelons un ordonnancement s un ordonnancement complet si s ne
contient pas des transactions actives, soit :
active(s) = {}, ou
trans(s) = commit(s) ∪ abort(s)
4.4 Sémantique d’un ordonnancement
Selon la représentation d’une transaction comme étant une séquence d’opéra-
tions de lecture et écriture, une transaction est purement une entité syntaxique
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dont la sémantique est inconnue. Si nous avions des informations sur le programme
qui exécute une transaction et les transformations d’états voulues des données
sous-jacentes, ces connaissances auraient pu être utilisées pour interpréter une
transaction et associer une sémantique formelle à celle-ci. En l’absence de cette
information, le meilleur que nous pouvons faire est de donner une interprétation
syntaxique des transactions et des ordonnancements qui en découlent, qui est la
plus générale que possible. Ainsi nous supposons les deux hypothèses suivantes
pour un ordonnancement quelconque s :
1. Une opération ri(x ) ∈ s d’une transaction ti ∈ trans(s) lit la valeur écrite
par la dernière opération d’écriture wj (x ) ∈ s , j 6= i , qui se produit avant
ri(x ).
2. Une opération d’écriture wi(x ) écrit une nouvelle valeur qui dépend poten-
tiellement de toutes les valeurs que ti a lu de la mémoire ou des autres
transactions dans active(s≤wj ) ∪ commit(s≤wi ), s≤wi est le préﬁxe de s s’ar-
rêtant à l’opération wi(x ).
Pour faciliter le raisonnement, nous ignorons les transactions abandonnées en
enlevant d’un ordonnancement toutes les opérations reliées aux transactions annu-
lées. Nous supposons au préalable que l’ordonnanceur prend en charge le problème
de lecture erronée, illustré dans l’exemple 4.3, en empêchant, par exemple, l’or-
donnancement r1(x )w1(x )r2(x )a1w2(x )c2 généré à la suite de ce problème d’avoir
lieu. Autrement le fait d’ignorer simplement les transactions abandonnées, cet
ordonnancement se réduit à r2(x )w2(x )c2, qui est totalement correct.
Pour la première hypothèse introduite plus haut, un problème peut survenir
dans le cas où une opération de lecture n’est pas précédée par une opération
d’écriture, comme dans le cas de l’ordonnancement s suivant :
s = r1(x )r2(y)w1(x )r2(x ) . . .
Pour remédier à ce problème, nous supposons que chaque ordonnancement s est
précédé par une transaction ﬁctive t0 qui écrit dans toutes les données référencées
68
dans s puis commit. Ainsi t0 joue le rôle d’une transaction d’initialisation qui dé-
ﬁnit une valeur initiale à toutes les données référencées dans un ordonnancement.
Nous supposons aussi qu’un ordonnancement a non seulement une transaction
d’initialisation t0 mais aussi une transaction t∞ qui s’exécute complètement après
toutes les transactions et qui lit toutes les données écrites. Par exemple, l’ordon-
nancement juste mentionné plus haut devient
s = w0(x )w0(y)c0r1(x )r2(y)w1(x )r2(x ) . . . r∞(x )r∞(y)c∞
Le problème avec la sémantique informelle des opérations d’un ordonnance-
ment déﬁnie plus haut est que les valeurs lues et écrites ne sont pas connues. Une
façon pour remédier à cette situation est d’utiliser la sémantique de Herbrand qui
donne une interprétation symbolique aux valeurs lues et écrites par le biais de
symboles de fonctions non interprétés.
Déﬁnition 4.5 Sémantique de Herbrand des opérations
Soit s un ordonnancement. La sémantique de Herbrand, notée Hs , des opéra-
tions ri(x ) et wi(x ) ∈ op(s) est récursivement déﬁnie comme suit :
1. Hs(ri(x )) = Hs(wj (x )), où wj (x ), j 6= i , est la dernière opération d’écri-
ture de x dans s avant ri(x ).
2. Hs(wi(x )) = fix (Hs(ri(y1)), . . . ,Hs(ri(ym))), où ri(yj ), 1 ≤ j ≤ m, re-
présentent toutes les opérations de lecture de ti qui se produisent avant
wi(x ), et où fix est un symbole de fonction non interprété d’arité m.
Noter que le symbole de fonction fix est bien déﬁni dans la déﬁnition 4.5 grâce à
l’hypothèse qu’il ne peut y avoir qu’au maximum une opération d’écriture dans
chaque donnée pour chaque transaction.
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Comme exemple, considérons l’ordonnancement s suivant :
s = w0(x )w0(y)c0r1(x )r2(y)w2(x )w1(y)c2c1r∞(x )r∞(y)c∞
La sémantique de Herbrand, Hs , de chaque opération de s est la suivante :
Hs(w0(x )) = f0x ()
Hs(w0(y)) = f0y()
Hs(r1(x )) = Hs(w0(x )) = f0x ()
Hs(r2(y)) = Hs(w0(y)) = f0y()
Hs(w2(x )) = f2x (Hs(r2(y))) = f2x (f0y())
Hs(w1(y)) = f1y(Hs(r1(x ))) = f1y(f0x ()))
Hs(r∞(x )) = Hs(w2(x )) = f2x (f0y())
Hs(r∞(y)) = Hs(w1(y)) = f1y(f0x ()))
Nous généralisons maintenant la sémantique de Herbrand pour un ordonnan-
cement s .
Déﬁnition 4.6 Sémantique de Herbrand d’un ordonnancement
La sémantique de Herbrand d’un ordonnancement s , notée H [s ], est la fonction
qui attribue à chaque donnée x sa valeur H [s ](x ) déﬁnie comme suit
H [s ](x ) = Hs(r∞(x ))
En d’autres termes, la sémantique d’un ordonnancement est l’ensemble des valeurs
qui ont été dernièrement écrites. Prenons le même ordonnancement s vu juste plus
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haut :
s = w0(x )w0(y)c0r1(x )r2(y)w2(x )w1(y)c2c1r∞(x )r∞(y)c∞
Nous obtenons ainsi :
H [s ](x ) = Hs(r∞(x )) = f2x (f0y())
H [s ](y) = Hs(r∞(y)) = f1y(f0x ()))
Nous sommes maintenant prêts pour déﬁnir une première notion de validité.
4.5 Sérialisabilité “Final State”
Déﬁnition 4.7 Équivalence “Final State”
Soit s et s ′ deux ordonnancements. s et s ′ sont dits équivalents “Final State”,
que nous notons s ≈f s ′, si
op(s) = op(s ′) et
H [s ] = H [s ′]
Intuitivement, deux ordonnancements sont équivalents “Final State” s’ils ﬁnissent
avec le même état ﬁnal pour n’importe quel état initial. Par exemple, considérons
les deux ordonnancements suivants :
s = r1(x )r2(y)w1(y)r3(z )w3(z )r2(x )w2(z )w1(x )
s ′ = r3(z )w3(z )r2(y)r2(x )w2(z )r1(x )w1(y)w1(x )
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Nous obtenons alors :
H [s ](x ) = Hs(w1(x )) = f1x (f0x ()) = Hs′(w1(x )) = H [s ′](x )
H [s ](y) = Hs(w1(y)) = f1y(f0x ()) = Hs′(w1(y)) = H [s ′](y)
H [s ](z ) = Hs(w2(z )) = f2z (f0x (), f0y()) = Hs′(w2(z )) = H [s ′](z )
Ainsi s ≈f s ′. Ensuite, considérons les deux ordonnancements complets suivants :
s = r1(x )r2(y)w1(y)w2(y)c1c2
s ′ = r1(x )w1(y)r2(y)w2(y)c1c2
Nous obtenons alors :
H [s ](y) = Hs(w2(y)) = f2y(f0y())





Ainsi, s 6≈f s ′. Cet exemple en particulier montre que l’équivalence “Final State”
ne peut pas être décidée seulement en regardant la dernière opération d’écriture
eﬀectuée. Tout ce qui procède cette écriture doit être pris en compte. En eﬀet,
dans s , la valeur ﬁnale de y écrite par t2 dépend de l’ancienne valeur de y lue
auparavant par t2. D’un autre coté, dans s ′, la valeur de y écrite par t1 inﬂuence
la valeur ﬁnale de celle-ci écrite par t2, alors que t1 est sans eﬀet dans s .
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Maintenant, étant donnée une notion d’équivalence, nous pouvons déﬁnir une
première notion de validité basée sur l’équivalence d’un ordonnancement à un
ordonnancement séquentiel.
Déﬁnition 4.8 Sérialisabilité “Final State”
Un ordonnancement complet s est sérialisable “Final State” s’il existe un
ordonnancement séquentiel s ′ tel que s ≈f s ′.
FSR dénote la classe de tous les ordonnancements sérialisables “Final State”.
Nous revenons aux deux anomalies “m-à-j perdue” et “lecture inconsistante”
présentées respectivement dans les exemples 4.1 et 4.2 aﬁn de vériﬁer si un ordon-
nancement s ∈ FSR permet de les éviter. Il est clair que le problème de ”m-à-j
perdue” est classé par FSR parmi les comportements inadmissibles. En eﬀet, l’or-
donnancement de l’exemple 4.1
r1(x )r2(x )w1(x )w2(x )c1c2
n’appartient pas à la classe FSR. Cependant l’exemple de la lecture inconsistante
montre que FSR est encore insuﬃsante comme critère de validité puisque l’ordon-
nancement
r2(x )w2(x )r1(x )r1(y)r2(y)w2(y)c1c2
est accepté selon le critère de validité FSR étant donné que l’état ﬁnal est le
même que produit l’ordonnancement séquentiel t2t1. Le critère de validité Séria-
lisabilité “View”, présentée dans la prochaine section, permettra de prévenir le
problème de lecture inconsistante.
4.6 Sérialisabilité “View”
Déﬁnition 4.9 Équivalence et Sérialisabilité “View”
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1. Soit s et s ′ deux ordonnancements. s et s ′ sont dits équivalents “View”,
que nous notons s ≈v s ′, si
(a) op(s) = op(s ′) et
(b) H [s ] = H [s ′] et
(c) Hs(p) = Hs′(p) pour toute opération p d’écriture ou de lecture.
2. Un ordonnancement complet s est sérialisable “View” s’il existe un or-
donnancement séquentiel s ′ tel que s ≈v s ′.
VSR dénote la classe de tous les ordonnancements sérialisables “View”.
La condition (a) et (b) de la déﬁnition 4.9.(1) correspondent à la déﬁnition de FSR.
La condition (c) nécessite en plus que la sémantique de chaque opération dans
deux ordonnancements équivalents “View” soit la même. Le résultat de ceci est
que l’ordonnancement suivant représentant le problème de lecture inconsistante
r2(x )w2(x )r1(x )r1(y)r2(y)w2(y)c1c2
n’est plus admissible puisqu’il n’est pas équivalent ni à l’ordonnancement séquen-
tiel t1t2 ni à t2t1.
Nous pouvons conclure ainsi que VSR est un critère de validité acceptable
aﬁn de décider si un ordonnancement est correct ou non puisqu’elle nous permet
d’éviter les deux problèmes typiques que peut engendrer une exécution concur-
rente de plusieurs transactions. Cependant au point de vue pratique, VSR exhibe
encore certaines défaillances qui l’empêche d’être adopté par un ordonnanceur
qui s’exécute dans un environnement dynamique. En eﬀet, décider si un ordon-
nancement est dans VSR est un problème NP complet. En plus, l’eﬃcacité n’est
pas la seule raison qui rend VSR peu appropriée comme critère de validité. Pour
montrer ceci, il nous faut d’abord la déﬁnition de monotonicité qui suit. Soit s un
ordonnancement et T ⊆ trans(s). ΠT (s) dénote la projection de s sur T , c’est à




en enlevant de s toutes les opérations qui ne sont pas dans T . Par exemple, si
s = w1(x )r2(x )w2(y)r1(y)w1(y)w3(x )w3(y)c1a2
et T = {t1, t2}, alors
ΠT (s) = w1(x )r2(x )w2(y)r1(y)w1(y)c1a2
Déﬁnition 4.10 Monotonicité
Une classe E d’ordonnancements est dite monotone si : si s ∈ E , alorsΠT (s) ∈ E
pour chaque T ⊆ trans(s). En d’autres termes, E est fermé sous n’importe
quelle projection.
La monotonicité d’une classe E est une propriété désirable puisqu’elle préserve E
sous n’importe quelle projection. Dit autrement, si dans une situation d’ordon-
nancement dynamique, un ordonnancement s n’appartient plus à une classe E
monotone, il n’est plus nécessaire de traiter s davantage et l’étendre avec d’autres
opérations puisque nous pouvons savoir, grâce à la monotonicité de E , que quelque
soit l’ordonnancement qui en résulte, il ne peut pas appartenir à E .
Si nous considérons la classe VSR, nous pouvons vériﬁer facilement que VSR
n’est pas monotone. Pour cela, soit s l’ordonnancement suivant :
s = w1(x )w2(x )w2(y)c2w1(y)c1w3(x )w3(y)c3
Ainsi nous avons s ∈ VSR puisque s ≈v t1t2t3 ≈v t2t1t3. Cependant,
Π{t1,t2} = w1(x )w2(x )w2(y)c2w1(y)c1 /∈ VSR
Intuitivement, dans cet exemple, la dernière transaction t3 dissimule tout eﬀet
dû à l’exécution précédente entrelacée de t1 et t2. Ainsi, si nous enlevons t3 par
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projection, l’ordonnancement résultant n’est plus valide par rapport à VSR. Par
conséquent, VSR est encore insuﬃsante comme critère de validité, ce qui nous
emmène à une nouvelle notion de validité plus restrictive.
4.7 Sérialisabilité conﬂictuelle
La prochaine notion de validité, qui est la sérialisabilité conﬂictuelle, constitue
la notion la plus pratique pour les systèmes d’information transactionnelle, par-
ticulièrement pour concevoir des ordonnanceurs. Comme nous allons le voir, elle
est rapide à tester du point de vue de l’eﬃcacité algorithmique et ainsi elle diﬀère
considérablement des notions de sérialisabilité discutées plus haut.
La sérialisabilité conﬂictuelle est basée sur une notion simple de conﬂit déﬁnie
comme suit.
Déﬁnition 4.11 opérations conﬂictuelles et relation conﬂictuelle
Soit s un ordonnancement, t et t ′ ∈ trans(s) et t 6= t ′.
1. deux opérations p ∈ t et q ∈ t ′ sont en conﬂit, ou conﬂictuelles, si elles
accèdent à une même entité x et l’une des opérations est une opération
d’écriture, soit :
(p = r(x )∧ q = w(x ))∨ (p = w(x )∧ q = r(x ))∨ (p = w(x )∧ q = w(x ))
2. conf(s) = {(p, q)|p, q sont conﬂictuelles dans s et p <s q} est appelée la
relation conﬂictuelle de s .
Remarquer que la relation conﬂictuelle ne prend pas les opérations de terminaison
c et a en considération. Si une opération d’abandon a est présente dans un or-
donnancement alors il suﬃt de l’ignorer et les conﬂits avec les autres transactions
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sont omis de conf(s). Par exemple, si
s = w1(x )r2(x )w2(y)r1(y)w1(y)w3(x )w3(y)c1a2
où t1 est validée, t2 abandonnée et t3 est encore active, nous aurons
conf(s) = {(w1(x ),w3(x )), (r1(y),w3(y)), (w1(y),w3(y))}
Maintenant nous sommes prêts de déﬁnir les notions d’équivalence et de sé-
rialisabilité suivantes.
Déﬁnition 4.12 Équivalence et Sérialisabilité conﬂictuelle
1. Soit s et s ′ deux ordonnancements. s et s ′ sont équivalents “conﬂictuels”,
que nous notons s ≈c s ′, si les deux conditions suivantes sont satisfaites :
(a) op(s) = op(s ′) et
(b) conf(s) = conf(s ′)
2. Un ordonnancement complet s est “sérialisable conﬂictuel” s’il existe un
ordonnancement s ′ tel que s ≈c s ′.
CSR dénote la classe de tous les ordonnancements “sérialisables conﬂic-
tuels”.
Le théorème suivant montre la relation entre les trois classes de sérialisabilité
décrites plus haut.
Théorème 4.13
CSR ⊂ VSR ⊂ FSR
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Pour l’inclusion stricte, VSR ⊂ FSR, nous avons déjà vu comment l’ordonnance-
ment dû au problème de lecture inconstante est dans FSR et non VSR. L’ordon-
nancement s suivant illustre le cas de la deuxième inclusion puisqu’il appartient
à VSR(s ≈v t1t2t3) et non CSR.
s = w1(x )w2(x )w2(y)w1(y)w3(x )w3(y)
La diﬀérence importante entre CSR et les deux notions de sérialisabilité FSR
et VSR est que l’appartenance à la première peut être vériﬁée eﬃcacement. Pour
cela nous allons caractériser CSR en terme de théorie de graphe à l’aide du graphe
de sérialisbilité déﬁni comme suit.
Déﬁnition 4.14 Graphe de sérialisbilité
Soit s un ordonnancement. Le graphe de sérialisabilité, G(s) = (V ,E ) de s ,
est déﬁni par :
V = commit(s).
(t , t ′) ∈ E ⇐⇒ t 6= t ′ ∧ (∃p ∈ t)(∃q ∈ t ′).(p, q) ∈ conf(s)
Le théorème suivant est largement connu sous le nom de théorème de sérialisabilité
conﬂictuelle.
Théorème 4.15 Théorème de sérialisabilité
Soit s un ordonnancement.
s ∈ CSR⇐⇒ G(s) est acyclique.
78
D’où le corollaire suivant.
Corollaire 4.16
L’appartenance à la classe CSR peut être testée en temps polynomial au
nombre de transactions pour un ordonnancement donné.
Démonstration. Suite au théorème de sérialisabilité, le graphe de sérialisabilité
peut être construit en un temps linéaire au nombre d’opérations dans un
ordonnancement donné, et le test de l’existence d’un cycle peut être fait en
un temps au maximum quadratique au nombre de nœuds de ce graphe.
Voici un exemple qui illustre des graphes de sérialisabilité.
Exemple 4.17
Considérons les deux ordonnancements suivants.
s = r1(y)r3(w)r2(y)w1(y)w1(x )w2(x )w2(z )w3(x )c1c3c2
s ′ = r1(x )r2(x )w2(y)w1(x )c2c1
Les graphes de sérialisabilité G(s) et G(s ′) correspondant respectivement à s
et s ′ sont représentés à la Figure 4.3.
Puisque G(s) contient un cycle alors s /∈ CSR, et puisque G(s) est acyclique




t1 t2 t1 t2
G(s ′)
Figure 4.3 Graphes de sérialisabilité de
l’exemple 4.17.
4.8 Stratégies d’ordonnancement
Le fait d’utiliser la notion de transaction pour la conception des systèmes sur
puce procure deux autres avantages clés, contrairement aux autres disciplines telles
que les systèmes de gestion des bases de données ou les mémoires transactionnelles
(voir section 3.1) :
Les transactions qui constituent les modèles transactionnels sont déjà connues
et prédéﬁnies. En conséquence, ceci va nous permettre d’eﬀectuer une ana-
lyse statique préalable aﬁn de déterminer les opérations de lecture et écriture
et les relations de conﬂits entre les transactions.
Contrairement aux systèmes de bases de données dans lesquels les transac-
tions arrivent arbitrairement et dépendent de l’environnement extérieur, le
simulateur d’un modèle transactionnel peut décider comment les transac-
tions sont allouées aux threads et quand elles peuvent s’exécuter et dans
quel ordre. L’essentiel est que l’ordonnancement généré soit dans CSR.
Dans ce qui suit, nous allons expliquer comment nous pouvons utiliser ces deux
avantages pour concevoir un simulateur de modèle transactionnel.
Un résultat important de l’analyse des transactions est la construction de
multigraphe de conﬂit et de graphe de conﬂit dont les déﬁnitions suivent.
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Déﬁnition 4.18 Multigraphe et Graphe de conﬂit
Un multigraphe de conﬂit M (T ) d’un ensemble de transactions T est déﬁni
comme suit.
1. Chaque nœud du graphe correspond à une transaction.
2. Chaque arête du graphe correspond à deux opérations conﬂictuelles selon
la déﬁnition 4.11
Nous appelons graphe de conﬂit le graphe obtenu à partir du multigraphe de
conﬂit en fusionnant toutes les arêtes parallèles liant chaque paire de nœuds.
Un exemple de multigraphe de conﬂit est représenté dans la Figure 4.4. Chaque





M (T ) : zt2 = r(y)w(z )
t1 = r(x )w(y)
t3 = r(z )w(x )
Figure 4.4 Exemple de Multigraphe de conﬂit.
Puisque nous pouvons avoir plusieurs conﬂits entre deux transactions, il peut y
avoir plusieurs arêtes parallèles entre les nœuds correspondants à ces transactions.
Lors de l’exécution de ces transactions, plusieurs arêtes vont être regroupées en
un seul arc dans le graphe de sérialisabilité correspondant à cette exécution, à
condition que les conﬂits soient résolus dans la même direction. Ainsi, si G(s)
est le graphe de sérialisabilité pour un ordonnancement s des transactions dans
T , chaque arc de G(s) correspond à une ou plusieurs arêtes de M (T ). Si G(s)
possède un circuit, alors M (T ) a un cycle impliquant les mêmes transactions que
ce circuit. En général pour chaque circuit dans G(s) correspond un cycle dans
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M (T ). Inversement, si M (T ) est acyclique alors G(s) est acyclique aussi, et ceci
pour tout ordonnancement s de l’ensemble des transactions T .
L’exemple de la ﬁgure 4.5 montre la correspondance entre un multigraphe de
conﬂit et un graphe de sérialisabilité pour un ordonnancement particulier. Chaque
arête du multigraphe est étiquetée par la paire d’opérations conﬂictuelles. Puisque
nous avons trois paires d’opérations conﬂictuelles, toutes liées à la même variable
x, le multigraphe contient trois arêtes liant les mêmes nœuds. Lors de l’exécution
de ces deux transactions les trois arêtes vont correspondre soit à un circuit, soit à
un arc orienté de t1 à t2, ou soit à un arc orienté de t2 à t1 dans le graphe de conﬂit
correspondant. La Figure 4.5 représente ces trois cas pour trois ordonnancements
possibles.
s = r1(x )r2(x )w1(x )w2(x ) G(s) = t1 t2
s ′ = r1(x )w1(x )r2(x )w2(x ) G(s ′) = t1 t2




(w1(x ), r2(x ))
M (T ) =
t2 = r2(x )w2(x )
t1 = r1(x )w1(x )
Figure 4.5 Correspondance entre multigraphe de conﬂit et graphe
de sérialisabilité.
À la suite de cette discussion expliquant la correspondance entre un graphe
de sérialisabilité et un multigraphe de conﬂit, puis en se basant sur le théorème
de sérialisabilité 4.15 qui dit que pour qu’une exécution des transactions soit
dans CSR, il faut que le graphe de sérialisabilité de l’ordonnancement associé à
cette exécution soit acyclique, nous allons utiliser les stratégies qui suivront pour
concevoir notre simulateur.
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En comparaison avec l’exécution séquentielle de la ﬁgure 4.1 qui choisit une
transaction à chaque itération, le simulateur parallèle, durant chaque itération, or-
donnance toutes les transactions du modèle transactionnel en utilisant diﬀérentes
techniques et mécanismes de synchronisation (voir ﬁgure 4.6).
Ensemble de
Transactions T Active ?
Ordonnancer toutes




Figure 4.6 Exécution Concurrente
Ces techniques d’ordonnancement reposent sur deux stratégies principales aﬁn
de balancer entre parallélisme et surcoût de synchronisation :
1. Deux transactions conﬂictuelles (ayant une arête commune dans le graphe
de conﬂit) ne doivent pas s’exécuter en parallèle. Ceci permet de lancer les
transactions non conﬂictuelles en parallèle et évite d’ajouter des mécanismes
de synchronisation au sein des transactions en garantissant que le graphe de
sérialisabilité généré est toujours acyclique. Voir la section 5.3 pour plus de
détails sur cette stratégie et les diﬀérentes techniques utilisées pour l’implé-
menter.
2. Lancer toutes les transactions en parallèle. Empêcher de se retrouver avec
un graphe de sérialisabilité cyclique en ajoutant des verrous à certaines
transactions choisies selon des critères bien déﬁnis. Les détails de cette stra-
tégie sont décrits dans la sous-section 6.2.4. L’avantage de cette stratégie
est qu’elle permet plus de parallélisme. Par exemple, si le multigraphe est
acyclique, alors les transactions peuvent s’exécuter en parallèle sans besoin
de les synchroniser. Cependant en cas où le nombre de cycles est important,
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il est probable qu’il ne va pas y avoir assez de transactions qui peuvent se
dérouler en parallèle et le surcoût dû à la synchronisation peut dégrader les
performances en comparaison avec la première stratégie.
Le chapitre qui suivra va détailler les techniques et les outils utilisés pour le
développement de l’environnement de simulation. Le chapitre d’après évalue les





délisation et simulation 1
La méthodologie adoptée pour la conception des systèmes en se basant sur les
transactions fait la distinction entre un modèle de transaction décrivant simple-
ment la structure et la fonctionnalité du système cible et un modèle exécutable
permettant de simuler la fonctionnalité de ce système. Pour cela, nous avons dé-
veloppé un compilateur qui permet de générer un modèle exécutable à partir d’un
modèle de transaction (dans la même optique, nous pouvons cibler la génération
d’un modèle Bluespec ou directement un modèle VHDL). Ainsi, une fois qu’un
modèle transactionnel, décrivant un système microélectronique, est déﬁni, il passe
par plusieurs phases de compilation dans le but de générer un programme exécu-
table et parallèle prêt pour la simulation et la validation dynamique et qui prend
avantage d’une machine multicœur dans le but d’accélérer le temps de simulation.
Ces phases de compilation sont automatiques et ne nécessitent aucune interven-
tion de l’utilisateur. Voici une description de chaque phase spéciﬁée dans la Figure
5.1.
Compilateur .NET : Il s’agit d’un des compilateurs standards qui est
fourni avec la plateforme .NET. Ce compilateur va générer un modèle tran-
sactionnel en code binaire CIL. Ainsi toutes les phases de compilation qui
suivront vont être basées sur ce code intermédiaire du modèle initial. Ceci
nous permet d’être indépendants du langage de programmation et ainsi pou-
voir supporter tous les langages disponibles sur la plateforme .NET.
1. Un travail antérieur à celui présenté dans ce chapitre a été publié[49], décrivant un en-
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Figure 5.1 Environnement de Modélisation et Simulation
Analyse Statique : Cette phase va analyser les transactions du modèle
transactionnel aﬁn de détecter les variables partagées entre elles et ainsi
générer le graphe de conﬂit de ces transactions.
Déﬁnir l’ordonnancement : Cette phase va déterminer un ordonnance-
ment d’exécution des transactions. Cet ordonnancement doit respecter l’ato-
micité de chaque transaction tout en essayant de maximiser la concurrence
entre ces transactions. Il dépend aussi du nombre de cœurs de la machine
de simulation courante ainsi que d’une estimation moyenne de temps d’exé-
cution de chaque transaction.
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Exécution : Cette phase va s’occuper de l’exécution du modèle transaction-
nel selon l’ordonnancement déﬁni dans la phase précédente. Ainsi elle va être
en charge de la création des unités d’exécutions (Threads) et l’allocation des
transactions à ces threads.
Les prochaines sections donnent plus de détails sur la structure du modèle
transactionnel adoptée ainsi que sur les implémentations des diﬀérentes phases de
compilation déﬁnies plus haut.
5.1 Modèle transactionnel
Dans cette section nous allons présenter la structure d’un modèle transac-
tionnel qui est, dans notre cas, le modèle de base pour décrire un système mi-







Langage C#, VB.NET, C++, . . .
Figure 5.2 Éléments d’un modèle transactionnel.
Voici les éléments de base qui constituent un modèle transactionnel.
Module : Un module est l’unité principale pour décrire un composant. Selon le
niveau d’abstraction utilisé, il peut décrire toute la fonction d’un processeur
à un niveau d’abstraction algorithmique ou simplement un registre matériel
s’il s’agit d’un niveau microarchitecture. Un module est constitué de zéro,
une ou plusieurs transactions, expose des méthodes qui peuvent être appelées
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par des transactions d’autres modules et spéciﬁe les membres qui déﬁnissent
l’état du module.
Transaction : C’est l’unité d’exécution pour décrire la fonction désirée. L’en-
semble des opérations à l’intérieur d’une transaction est considéré comme
atomique et indivisible. La garde d’une transaction est traitée plutôt d’une
façon implicite. En eﬀet au lieu que le concepteur déﬁnisse une garde au
début de chaque transaction, nous avons ajouté une simple construction
Retry[28] que le concepteur puisse appeler s’il veut annuler la transaction.
Conceptuellement, la fonction Retry annule la transaction sans laisser d’eﬀets,
puis elle relance son exécution depuis le début. Cependant, pour des raisons
de performances, diﬀérentes implémentations peuvent exister. Par exemple :
Une implémentation de Retry peut bloquer la transaction jusqu’à elle
détecte qu’un chemin d’exécution alternatif devient possible.
Aﬁn d’optimiser le temps de relance, une implémentation de Retry peut
redémarrer une transaction du point où elle a été bloquée 1 si elle peut
valider que l’atomicité de la transaction n’est pas mise en jeu.
À la suite d’une analyse statique, une implémentation peut déterminer
la garde d’une transaction, puis ne l’exécuter que si sa garde est vraie.
Le code de l’exemple 5.1 montre l’utilisation de la méthode Retry lors de
l’écriture dans une FIFO.
Exemple 5.1 Utilisation de Retry lors d’une écriture dans une FIFO
public void enq(T x) {
if (num_elements == data_size) Retry();
data[(head + num_elements) % data_size].write(x);
num_elements.write(num_elements.read() + 1);
}
1. Juste avant la condition qui a causé le blocage de la transaction.
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Si la FIFO est pleine(num elements == data size) alors il faut arrêter
l’exécution jusqu’à ce que la condition num elements == data size de-
vient fausse. Ceci est spéciﬁé à l’aide de la construction Retry. Dans ce
cas la condition num elements != data size est considérée la garde de la
méthode enq.
Ainsi un modèle transactionnel va être constitué d’un module racine. Celui-ci
va déclarer d’autres modules et ces modules vont déclarer à leur tour d’autres
modules et ainsi de suite. Nous aurons ainsi une hiérarchie de modules composés
d’un ensemble de transactions qui communiquent entre elles. L’Exemple 5.2 pré-
sente une description de producteur et consommateur aﬁn de mieux illustrer la
structure d’un modèle transactionnel.
Exemple 5.2 Modèle Producteur-Consommateur
[TopModule]




public ProducerConsumer(string[] args) {
int fifosize = Convert.ToInt32(args[0]);
fifo = new Fifo<int>(fifosize);
producer = new Producer(fifo);
consumer = new Consumer(fifo);
}
}
Dans cet exemple la racine du modèle transactionnel est le module Producer-
Consumer. Ceci est déﬁni à travers l’attribut TopModule. Chaque module racine
doit comporter un constructeur avec un tableau de string comme argument.
Ceci est équivalent à la fonction d’entrée Main d’un programme.
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Le module ProducerConsumer déclare trois autres modules : producer, consumer
et fifo. Si nous regardons de près le module producer, nous allons voir qu’il
est composé d’une transaction :
class Producer : BaseModule {
// déclaration
[Transaction]






La transaction RunProducer décrit la fonctionnalité principale du producteur.
De la même manière, le consommateur déﬁnit lui aussi une transaction Run-
Consumer. Ainsi notre modèle va être composé de deux transactions qui com-
muniquent à travers une FIFO.
5.2 Analyse statique
La Figure 5.3 montre les diﬀérentes étapes exécutées par la phase de l’ana-
lyse statique aﬁn de générer le graphe de conﬂit entre les transactions. Voici la
description des diﬀérentes étapes.
5.2.1 Élaboration
C’est la phase d’initialisation du modèle transactionnel. C’est pendant cette
phase que les modules sont instanciés et les membres sont créés. La phase d’éla-
boration du modèle transactionnel consiste initialement à appeler le constructeur
principal TopModule(string[] args) du module racine. Ce dernier va instancier les
modules qui le constituent qui eux instancient d’autres modules et ainsi de suite.
Ainsi à la ﬁn de l’appel la structure du modèle transitionnel est complètement
élaborée. À partir de ce moment, un graphe de relation entre objets est construit
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Modèle Transactionnel








Figure 5.3 Phase de l’Analyse Statique
et ce n’est qu’à ce moment-là que la phase d’analyse statique commence. Le fait
d’appliquer l’analyse après l’élaboration du modèle donne certains avantages ma-
jeurs que voici :
Pouvoir déﬁnir des modèles transactionnels assez génériques qui peuvent
avoir diﬀérentes implémentations. Par exemple pour un modèle donné nous
pouvons avoir plusieurs architectures possibles : pipeline ou combinatoire,
nombre d’étages du pipeline, nombre de blocs parallèles dans chaque étage,
etc. Ce n’est qu’à partir des valeurs des arguments du constructeur racine
TopModule(string[] args) que l’architecture à utiliser est spéciﬁée et instan-
ciée. Si l’analyse devait commencer avant l’exécution de la phase d’élabora-
tion, il n’aurait pas été possible de déterminer avec précision la structure du
modèle ainsi que les diﬀérentes transactions qui le composent.
Le fait de savoir avec précision tous les objets créés ainsi que leur type permet
d’être plus précis lors de l’analyse statique et ainsi avoir des informations
plus détaillées sur les transactions et les variables partagées. Par exemple,
prenons le cas où une fonction virtuelle est appelée. Si l’objet à laquelle
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elle appartient n’est pas encore connu alors on ne peut pas déterminer avec
précision tous les accès eﬀectués par cette fonction et l’information sur les
variables partagées doit être conservative. Ceci pourrait avoir un impact
négatif sur le temps de simulation du modèle.
Voici un pseudo-code qui montre les diﬀérentes étapes qui sont exécutées lors
de cette phase.
public void Elaboration(AssemblyNode assemblyNode,
string[] args) {
// Chercher le module Racine
topModule = getTopModule();
//Appeler le constructeur TopModule(string[] args)
Assembly assembly = Assembly.LoadFrom(assemblyNode.Location);
object root = assembly.CreateInstance(topModule.ToString(),
false, BindingFlags.CreateInstance,
null, new object[] { args }, null, null);
// Construire le garaphe de relation entre objets
ConstructRelationGraph(root);
}
L’exemple montre l’avantage de .NET d’utiliser la réﬂexion aﬁn de pouvoir charger
dynamiquement, lors de l’exécution, un assemblage (Assembly.LoadFrom) puis de
retrouver et instancier un objet(assembly.CreateInstance). Nous parlons ici de
liaison tardive («late-binding») pour décrire la création d’un objet à l’exécution.
La fonction ConstructRelationGraph (root) permet de parcourir récursivement les
membres de chaque objet créé et établir la relation entre objet.membre et objet.
En prenant l’Exemple 5.2 cette relation entre membre et objet va se traduire par
le graphe de relation de la Figure 5.4.
5.2.2 Analyse des transactions
Après l’élaboration du modèle transactionnel, le compilateur va parcourir tous

















Figure 5.4 Graphe de Relation de l’Exemple 5.2
va les analyser aﬁn de déterminer pour chaque transaction les accès eﬀectués en
mode lecture et écriture sur les états du modèle. Dans cette analyse nous avons
utilisé une implémentation de l’analyse de pointeurs faite par [11] qui est aussi
une adaptation du travail de [53, 54] fait sur Java.
Le résultat de cette étape est de déterminer un ensemble de lecture Ri et un
ensemble d’écriture Wi pour chaque transaction Ti . Chaque ensemble Ri contient
les accès en lecture qui vont être eﬀectués durant l’exécution de la transaction Ti
et chaque ensembleWi contient les accès en écriture qui vont être eﬀectués durant
l’exécution de la transaction Ti . Les éléments de ces ensembles sont des expressions
de chemins qui vont être résolus dans la prochaine étape (lors de la construction
du graphe de conﬂit) aux objets réels créés pendant l’étape d’élaboration.
Par exemple, reprenons l’exemple 5.2 du producteur-consommateur. Durant
cette étape deux transactions vont être analysées. Une transaction Tc qui cor-
respond à la transaction du consommateur et une transaction Tp qui correspond
à la transaction du producteur. Les ensembles de lecture et écriture de Tp vont
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contenir les éléments suivants.
Rp = {this .fifo.head ,
this .fifo.num elements ,
this .fifo.data size }
Wp = {this .fifo.data ,
this .fifo.num elements }
Les ensembles de lecture et écriture de Tc vont contenir les éléments suivants
Rc = {this .fifo.head ,
this .fifo.data ,
this .fifo.num elements ,
this .fifo.data size }
Wc = {this .fifo.head ,
this .fifo.num elements }
5.2.3 Construction du graphe de conﬂit
La construction du graphe de conﬂit se fait en deux étapes.
1. Premièrement, il faut résoudre les chemins d’accès des diﬀérents ensembles
de lecture et écriture en leurs objets réels déjà créés lors de l’étape d’élabo-
ration. Pour cela, il faut procéder comme suit :
(a) Initialement il faut faire correspondre chaque racine this du chemin
d’accès à son objet : Chaque transaction a été déclarée par un module
spéciﬁque. Ainsi la racine this dans le chemin d’accès correspond à
l’objet déclarant la transaction.
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(b) Ensuite faire correspondre chaque chemin d’accès des ensembles de
lecture et écriture avec le chemin dans le graphe de relation, construit
précédemment, en prenant comme racine du chemin l’objet correspon-
dant à this. Le dernier élément du chemin correspond à l’objet lu ou
écrit.
Par exemple, le fait que le membre fifo dans le graphe de relation de la
Figure 5.4 pointe vers le même nœud, alors l’objet correspondant à l’élé-
ment this.fifo.head de Rp est le même que celui correspondant à l’élément
this.fifo.head de Rc. Il en est de même pour les autres membres de la ﬁfo.
2. Une fois les chemins d’accès ont été résolus aux objets réels lus et écrits, nous
procédons à la construction du graphe de conﬂit. Pour chaque transaction
déclarée correspond un nœud du graphe. Une arête existe entre deux tran-
sactions s’il existe au moins un objet qui est lu par l’une de ces transactions
et écrit par l’autre.
La Figure 5.5 présente le graphe de conﬂit de l’exemple du producteur et consom-
mateur. Le graphe de conﬂit de la Figure 5.5 parait trivial vu le modèle simple du
producer consumer
Figure 5.5 Graphe de Conﬂit
de l’Exemple 5.2
producteur et consommateur choisi. Plus tard, dans le chapitre 6, nous allons éva-
luer une étude de cas industrielle s’agissant d’un modèle transactionnel spéciﬁant
un transmetteur selon la norme Wi-Fi 802.11a.
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5.3 Ordonnancement
Dans cette étape nous allons essayer, sans avoir à incorporer des constructions
de synchronisation, de trouver un ordonnancement des transactions qui maximise
le parallélisme entre les transactions.
Pour qu’une exécution concurrente d’un modèle transactionnel soit correcte,
il faut que le graphe de sérialisabilité correspondant à cette exécution soit acy-
clique (revoir section 4.7 ). Une condition suﬃsante pour ne pas générer un circuit
dans le graphe de sérialisabilité est que deux transactions conﬂictuelles (ayant une
arête commune dans le graphe de conﬂit) ne doivent pas s’exécuter en parallèle.
Autrement dit, à un moment donné, seulement des transactions non conﬂictuelles
peuvent s’exécuter en parallèle. L’avantage de cette technique est d’éviter d’ajou-
ter des mécanismes de synchronisation au sein des transactions dans le but de
minimiser le surcout de synchronisation. Par conséquent le problème d’ordon-
nancement se réduit à partitionner les transactions en plusieurs groupes où les
transactions de chaque groupe sont non conﬂictuelles et peuvent être exécutées
d’une manière concurrente. Une fois ces groupes ont été déterminés, l’ordonnan-
cement consiste à exécuter les transactions sur plusieurs phases consécutives où
chaque phase correspond à un groupe. Durant chaque phase, les transactions du
même groupe correspondant à cette phase sont exécutées en parallèle. La Figure
5.6 montre l’ordonnancement à exécuter une fois les transactions ont été parti-
tionnées en n groupes où chaque groupe i est formé de l’ensemble des transac-
tions {Ti1 . . .Tik}. L’exécution selon l’ordonnancement spéciﬁé se répète jusqu’à
ce qu’aucune transaction n’est active.
Le problème de partitionnement des transactions se résume au problème de
coloration de graphe de conﬂit[17]. C’est-à-dire attribuer une couleur à chacun
des nœuds de telle sorte que deux nœuds reliés par une arête soient de couleurs
diﬀérentes.
Dans le cas où nous ne connaissons pas le temps d’exécution des transactions,
nous allons supposer qu’elles ont toutes le même temps d’exécution. Dans ce cas












Figure 5.6 Ordonnancement des transactions
transactions avec le minimum de groupes possibles. En d’autres termes colorier
le graphe de conﬂit avec un nombre minimum de couleurs possibles, dit nombre
chromatique.
La Figure 5.7 montre un exemple de coloration de graphe de conﬂit composé
de 5 transactions. Dans ce cas le nombre chromatique est égal à 3 qui correspond




Figure 5.7 Exemple de
coloration de graphe
Trouver un ordonnancement ayant un nombre de groupes égal au nombre
chromatique serait suﬃsant au point de vue des performances si les transactions
avaient approximativement la même charge de travail. Cependant ceci n’est pas
toujours le cas. Ainsi lors du calcul de l’ordonnancement il faut tenir compte
du temps d’exécution des diﬀérentes transactions. Par exemple, si on prend l’or-
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donnancement généré suite à la coloration du graphe de la Figure 5.7, le temps
d’exécution, titer d’une itération serait égale à :
titer = max (tT1 , tT3) +max (tT2 , tT4) + tT5
Supposons maintenant que
tT3 = tT5 = x ∗ tT1 = x ∗ tT2 = x ∗ tT4 = x ∗ t , x ≥ 1
alors titer = (2x + 1)t . Cependant pour le même graphe et en tenant compte du
temps d’exécution on peut retrouver une coloration (voir Figure 5.8) où l’ordon-
nancement correspondant aurait un temps d’exécution t ′iter égal à peu près à la
moitié de titer :




Figure 5.8 Nouvelle co-
loration du graphe de la
Figure 5.7
Par conséquent dans le but d’avoir de meilleures performances de simulation
nous avons tenu compte du temps d’exécution de chaque transaction. Pour estimer
ce temps, nous proﬁlons le modèle transactionnel pendant un nombre prédéﬁni
d’itérations. À la ﬁn de cette période de proﬁlage, nous calculons pour chaque
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transaction un temps d’exécution moyen en espérant que la période de proﬁlage
soit plus au moins ﬁdèle à toute la période de simulation.
Une fois nous avons récupéré une estimation du temps d’exécution de chaque
transaction, le problème d’ordonnancement se résume, à trouver le nombre optimal




max(tTi1 , . . . , tTik ) (5.1)
Ce problème est connu sous le nom de problème de coloration de graphes
pondérés(«Weighted Vertex Coloring Problem»[45]). Nous avons résolu la fonction
objective 5.1 à l’aide du solveur “IBM ILOG CPLEX Optimizer[33]”. Nous avons
utilisé en premier lieu une formulation qui paraît la plus naturelle et que nous
décrivons comme suit[45].
Soit V l’ensemble de nœuds d’un graphe de conﬂit et soit E l’ensemble des
arêtes. Nous attribuons à chaque nœud i ∈ V un coût wi qui est égal au temps
d’exécution de la transaction correspondante. Notons que le nombre de couleurs
(groupes) ne peut pas dépasser le nombre de nœuds n du graphe de conﬂit. Ainsi
nous considérons une solution avec au maximum n couleurs. Par conséquent une
manière directe aﬁn de formuler le problème d’optimisation linéaire est de déﬁnir
les deux ensembles suivants de variables :
xih : Ce sont des variables binaires telles que i ∈ V et h = 1, . . . , n. xih = 1
désigne le cas où le nœud i s’est fait attribuer la couleur h.
zh : Ce sont des variables réelles telles que h = 1, . . . , n. zh désigne le coût
de la couleur h. Il correspond au maximum des coûts des nœuds attribués
à cette couleur h.
Voici la déﬁnition du problème d’optimisation linéaire aﬁn de résoudre la fonction
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zh ≥ wixih i ∈ V , h = 1 . . . n (5.3)
n∑
h=1
xih = 1 i ∈ V (5.4)
xih + xjh ≤ 1 (i , j ) ∈ E , h = 1 . . . n (5.5)
xih ∈ {0, 1} i ∈ V , h = 1 . . . n (5.6)
La fonction objective 5.2 minimise la somme des coûts des couleurs zh qui sont
déﬁnies par les contraintes 5.3. Les contraintes 5.4 imposent que chaque nœud
reçoive une couleur, et une seule, alors que les contraintes 5.5 exigent que deux
nœuds adjacents ne reçoivent pas la même couleur. Finalement les contraintes 5.6
imposent aux variables xih d’avoir des valeurs binaires : soit 0 soit 1.
Le problème de partitionnement, comme décrit plus haut, ne spéciﬁe pas une
limite sur le nombre de transactions qui appartiennent au même groupe. Ainsi,
pendant une phase d’ordonnancement, le nombre de transactions peut dépasser le
nombre de cœurs disponibles dans la machine de simulation. Dans ce cas, le paral-
lélisme que nous avons obtenu va être réduit dû au nombre de cœurs limité. Plu-
sieurs manières peuvent être envisagées pour ordonnancer les transactions d’une
même phase. Les trois prochaines sous-sections vont décrire trois techniques diﬀé-
rentes qui ont été implémentées puis évaluées dans le chapitre 6.
5.3.1 Ordonnancement dynamique
L’ordonnancement généré jusqu’à présent suppose que la machine de simula-
tion possède un nombre suﬃsant de processeurs puisqu’aucune contrainte n’est
imposée sur le nombre maximal que peut prendre un groupe de transactions non
conﬂictuelles. Cependant lors de l’exécution concurrente des transactions il va y
avoir au maximum autant de threads qui vont exécuter ces transactions que le
nombre de cœurs présents dans la machine de simulation. Dans ce cas on parle du
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concept de «Thread Pool» qui a été standardisé par l’introduction d’un patron de
conception, «Thread Pool pattern»[58], décrivant son fonctionnement que voici.
Le principe de fonctionnement d’un «Thread Pool» est comme suit. Au lieu
de créer un thread à chaque fois que nous avons besoin d’exécuter une tâche
parallèle (dans notre cas il s’agit de transactions), nous allons créer un Pool de
threads au début de lancement du programme principal. Lorsque ce dernier a
besoin d’exécuter une tâche particulière d’une manière concurrente avec le reste
de l’exécution, il l’enﬁle dans une ﬁle d’attente. Dès qu’un thread du pool devient
disponible, il retire une tâche de la ﬁle d’attente puis l’exécute. Une fois le thread a
ﬁni d’exécuter une tâche, il la marque comme étant tâche complétée puis il retire
une nouvelle tâche de la ﬁle d’attente. La Figure 5.9 illustre se comportement.
Lorsqu’un thread a ﬁni d’exécuter une tâche et la ﬁle d’attente est vide, il se met




Figure 5.9 Un exemple de Thread Pool.
Il y a deux avantages majeurs liés aux performances lors de l’utilisation d’un
pool de threads :
1. Avoir un thread prédisposé à exécuter des tâches lorsqu’elles se présentent
comparé à créer un nouveau thread à chaque fois élimine le temps superﬂu
nécessaire pour la création et la destruction de ce dernier. Créer et détruire
un thread ainsi que ces ressources est une tâche coûteuse en terme de temps.
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Ainsi l’utilisation d’un pool de threads permet d’avoir de meilleures perfor-
mances.
2. Lorsque le nombre de tâches est assez important, comparé au nombre de
cœurs présents, alors créer un thread pour chaque tâche va engendrer un
nombre excessif de threads qui vont dégrader considérablement les perfor-
mances. En eﬀet, vu que le nombre de cœurs est petit par rapport au nombre
de threads actifs alors il va y avoir un temps considérable gaspillé lors des
changements de contexte entre ces derniers. Ainsi avoir un pool de thread,
avec un nombre de threads ne dépassant pas le nombre de cœurs, élimine ce
temps superﬂu dû aux changements de contexte.
5.3.2 Limiter le nombre de transactions
Une autre possibilité qui est intéressante à tester est de limiter le nombre de
tâches parallèles à un moment donné aux nombres de cœurs présents dans la ma-
chine de simulation. Pour cela il faut que le nombre de transactions dans un groupe
non conﬂictuel soit limité au nombre de cœurs. Ceci peut être spéciﬁé en ajoutant
une contrainte au problème d’optimisation linéaire qui limite le nombre de nœuds
ayant la même couleur au nombre de cœurs Nc de la machine de simulation. Ceci
est formulé à l’aide des contraintes 5.7 suivantes :
n∑
i=1
xih ≤ Nc h = 1 . . . n (5.7)
Malheureusement la résolution du problème d’optimisation, en se basant sur
le modèle des équations 5.2-5.6 augmenté des contraintes de l’équation 5.7, est
devenue impraticable (du moins pour les tests de la section 6.2) puisque le temps
de résolution est devenu très lent et dépasse déjà le temps d’exécution d’une si-
mulation séquentielle. Il est toujours possible de calculer l’ordonnancement une
seule fois pour une architecture particulière du modèle, puis le réutiliser pour
des simulations ultérieures. Toutefois, l’ordonnancement dépend aussi du temps
d’exécution. Ainsi, si par exemple nous voulions mettre à jour l’ordonnancement
au fur et à mesure que la simulation avance et le temps d’exécution de transactions
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devient de plus en plus précis, alors nous avons intérêt à ce que la résolution du
problème soit rapide. Dans ce cas-ci, nous pouvons utiliser une nouvelle formula-
tion du problème qui soit plus eﬃcace. En eﬀet la formulation du problème utilisée
contient certains inconvénients qui rend le temps de résolution très lent[45]. Un
de ces inconvénients est que l’espace de solutions contient plusieurs solutions opti-
males à cause de la symétrie. En eﬀet ayant trouvé une solution au problème, une
autre solution existe en permutant tout simplement les couleurs entre les diﬀé-
rents groupes. Ainsi pour réduire l’espace de solution il faut utiliser une nouvelle
formulation qui supprime la symétrie. Dans ce qui suit nous décrivons cette nou-
velle formulation qui a été proposée par [45] comme modèle M 2 à ce problème de
partitionnement.
Dans la suite nous supposons que les nœuds du graphe de conﬂit i sont nu-
mérotés de telle manière que leurs coûts respectifs wi suivent un ordre croissant ,
soit :
w1 ≥ w2 ≥ . . . ≥ wn .
Le modèleM 2 est basé sur la simple observation suivante. Pour chaque solution au
problème de partitionnement il existe une solution équivalente où nous pouvons
permuter les couleurs de telle façon que pour chaque groupe s tel que :
s = {i1, i2, . . . , ip}
on lui réattribue la couleur i1 qui correspond au premier nœud du groupe ayant le
plus petit indice, ou en d’autres termes au nœud ayant le coût le plus important.
Par conséquent pour ce modèle M2, nous considérons seulement les solutions de
ce type. C’est à dire les solutions où chaque couleur h, si elle est utilisée (Il y
a au moins un nœud qui lui a été attribué cette couleur), aurait un coût égal à
wh et peut être attribuée seulement aux nœuds i ≥ h. Ainsi, nous introduisons
une variable binaire yih prenant la valeur 1 si et seulement si le nœud i s’est fait








yih = 1 i = 1 . . . n (5.9)
yih + yjh ≤ yhh (i , j ) ∈ E , h = 1 . . .min(i , j ) (5.10)
yih ≤ yhh h = 1 . . . n, i > h (5.11)
yih ∈ {0, 1} h = 1 . . . n, i ≥ h (5.12)
n∑
i=h
yih ≤ Nc h = 1 . . . n (5.13)
La fonction objective 5.8 minimise la somme des coûts des couleurs utilisées. Les
contraintes 5.9 et 5.10 sont les contreparties des contraintes 5.4 et 5.5 respective-
ment. Les contraintes 5.11 imposent à un nœud i de recevoir une couleur h < i
seulement si celle-ci a été déjà utilisée (déjà attribuée au nœud h). Les contraintes
5.12 imposent aux variables yih d’avoir les valeurs binaires {0, 1}. Finalement les
contraintes 5.13 limitent le nombre des nœuds ayant la même couleur à Nc qui
correspond au nombre de cœurs de la machine de simulation.
Avec ce nouveau modèle M2, nous avons pu passer d’un temps de résolution
égale à des dizaines de secondes à un temps de résolution aux environs de 1/10
de secondes.
Puisque pendant un moment donné il ne peut y avoir plus que Nc tâches
parallèles, nous pouvons, lors de l’exécution de l’ordonnancement, ne plus utiliser
la ﬁle d’attente pour gérer les tâches, mais plutôt activer chaque thread séparément
en lui spéciﬁant la tâche à exécuter. La Figure 5.10 illustre ce comportement.
Ceci pourrait avoir une meilleure performance puisque le temps nécessaire à la
synchronisation de la ﬁle d’attente entre les diﬀérents threads est éliminé.
5.3.3 Ordonnancement statique
Dans cette implémentation, comme c’était le cas de l’ordonnancement de la
section 5.3.1, le problème utilisé pour générer les groupes de transactions ne spé-
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début d’une phase d’ordonnancement
ﬁn de la phase
Figure 5.10 Thread Pool avec nombre
de tâches ne dépassant pas le nombre de
threads
ciﬁe pas une limite sur le nombre de transactions par groupe. Cependant, au lieu
d’exécuter les transactions dynamiquement en utilisant un pool de threads avec
ﬁle d’attente, nous allons calculer un ordonnancement statique de telle façon que
le nombre de tâches parallèles à exécuter durant chaque phase ne dépasse pas le
nombre de cœurs disponibles. Par conséquent, au lieu d’exécuter une transaction
par thread nous allons exécuter une séquence de transactions par thread. De cette
façon nous espérons éliminer le surcoût dû à la synchronisation de la ﬁle d’attente.
Ce problème d’ordonnancement est bien connu sous le nom de «minimum
makespan scheduling»[61] (ou «multiprocessor scheduling») qui se déﬁnit dans
notre cas comme suit : Trouver une aﬀectation des transactions aux diﬀérents
threads, sachant que le nombre de threads ne dépasse pas le nombre de cœurs, de
telle façon que le temps nécessaire pour ﬁnir l’exécution de toutes les transactions
est minimisé. Comme précédemment, nous avons utilisé le solveur CPLEX[33]
pour résoudre ce problème pour chaque phase d’ordonnancement (notée phasek).









wixij j = 1 . . .Nc (5.16)
La variable xij est égale à un si la transaction i est aﬀectée au thread j au-
trement elle vaut zéro. Les contraintes 5.15 imposent à chaque transaction d’être
aﬀectée à un et un seul thread. La variable y est le temps d’exécution total à mini-
miser. Il doit être supérieur au délai d’exécution de chaque thread qui est égal à la
somme des temps d’exécution des transactions aﬀectées à ce thread, puisque dans
un même thread les transactions s’exécutent séquentiellement. Ceci est imposé par
les contraintes 5.16
5.4 Mise en œuvre en utilisant .NET
Dans cette section, nous présentons comment le modèle transactionnel est
exécuté. Nous mettons l’accent sur les possibilités oﬀertes par la plateforme .NET
du point de vue de la réﬂexion et de la génération dynamique de code durant
l’exécution.
À ce stade de la compilation nous avons un ordonnancement déﬁni en tant
qu’un tableau slots (voir listing 5.1). Chaque élément de ce tableau contient un
ensemble de transactions. Le code du listing 5.1 montre comment nous procédons
pour l’exécution de cet ordonnancement. Aﬁn de garder le code clair, nous avons
gardé seulement les instructions qui touchent à l’exécution de l’ordonnancement.
Par exemple nous avons enlevé les instructions qui collectent les statistiques.
Listing 5.1 Code de l’ordonnanceur
while (true){
// Vérifier si la période de profilage est finie.
// Si c'est le cas déterminer un nouveau ordonnancement
// basé sur les temps d'exécutions collectés.
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if (newSchedule) slots = getScheduleByLP(true);
HashSet<TransObject> set = slots[slotNumber];
// S'il s'agit d'une seule transaction,
// elle est exécutée dans le thread courant,
// autrement les transactions sont encapsulées
// dans des tâches et exécutées dans le Thread Pool
if (set.Count == 1){
genericTransaction method = set.ElementAt(0).action;
sequentialResult = transaction(method);
}else {
tasks = new Task<TaskResult>[set.Count];
for (int i = 0; i < set.Count; i++)
{
genericTransaction method = set.ElementAt(i).action;




// Si toutes les transactions ont été exécutées
// et aucune n'était active alors l'exécution est terminée
if (end) break;
// passer à la prochaine phase
slotNumber = (slotNumber + 1) % nbSlots;
}
La méthode transaction s’occupe de la gestion d’une transaction. Elle prend
comme paramètre un objet de type genericTransaction qui représente la fonction
qui s’est fait attribuer l’attribut Transaction dans le modèle transactionnel de
départ. Nous allons voir comment créer un argument de ce type plus loin. Le
listing 5.2 présente le code de la méthode transaction.
Listing 5.2 Encapsulation de la méthode avec l’attribut Transaction dans une
méthode transaction
private TaskResult transaction(genericTransaction method){
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//objet pour mesurer le temps d'exécution
ExecutionStopwatch elapsedTime = new ExecutionStopwatch();
elapsedTime.Start();
// Résultat de l'exécution
TaskResult result = new TaskResult();
try{
Updater upd = new Updater();
BaseModule.updater = upd;
// Exéuction de la transaction
method();










Le type genericTransaction du paramètre method du listing 5.2 est un delegate.
Un delegate dans .NET est une forme de type de fonction ou de pointeur de
fonction. Ainsi une variable de type genericTransaction contient comme valeur
une fonction. Cependant, puisqu’une fonction est associée généralement à une
classe d’objets, lors de la création d’une variable de type delegate il faut spéciﬁer
aussi l’instance de cette classe. Ainsi, lors de l’appel de delegate, la fonction est
appelée dans le contexte de cette instance. Le listing 5.3 montre comment nous
créons une variable de type genericTransaction sachant que nous connaissons la
fonction qui a été identiﬁée par l’attribut Transaction et l’instance d’objet qui
correspond au module déclarant cette méthode. Cette instance est celle créée lors
de la phase d’élaboration (voir sous-section 5.2.1)
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Listing 5.3 Création d’un delegate genericTransaction
private genericTransaction Create(TransObject tranObject) {
// type du module parent ayant défini la transaction
Type type = tranObject.ParentObject.Instance.GetType();
// Objet de réflexion fournissant les informations sur les méthodes
MethodInfo method =
type.GetMethod(tranObject.FuncSymbol.Name.ToString());
// Création d'un delegate à partir de MethodInfo et








Au fait nous aurons pu utiliser la méthode classique aﬁn d’appeler une mé-
thode dynamiquement en liaison tardive. Il s’agit de l’appel Invoke de la classe
MethodInfo. Cependant ceci est de l’ordre de 400 fois plus lent que l’utilisation
de delegate. Et puisque chaque transaction est appelée plusieurs fois au cours de
la simulation, l’utilisation du delegate va nous faire gagner considérablement au
niveau du temps d’exécution comparé à l’utilisation classique de Invoke.
L’exécution de la transaction est initiée grâce à l’appel taskFactory.Start-
New<TaskResult>(transaction, method). Ceci va créer une tâche de type Task<Tas-
kResult> puis appeler la fonction QueueTask de l’ordonnanceur de tâche LockFree-
TaskScheduler qui a été spéciﬁé grâce au code suivant :
taskScheduler = new LockFreeTaskScheduler();
taskFactory = new TaskFactory(taskScheduler);
La classe LockFreeTaskScheduler est une d’implémentation d’un «Thread Pool»
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que nous avons déjà décrit à la section 5.3. Lors de la création de l’objet task-
Scheduler Le pool de threads va être créé et les threads vont être lancés. Ceci est
fait grâce au code suivant :
threadCount = Environment.ProcessorCount;
_threads = new Thread[threadCount];
for (int i = 0; i < threadCount; i++) {






Remarquer que le nombre de threads créés est égal au nombre de cœurs logiques
(Environment.ProcessorCount) présents sur la machine de simulation. Chaque thread
va exécuter la fonction DispatchLoop déﬁnie comme suit :




while (wi == null) {
// file d'attente vide.
// attendre une nouvelle tâche
new_task.WaitOne();









L’écriture dans la ﬁle d’attente est faite grâce à la fonction QueueTask. Comme
il a été déjà mentionné, cet appel est initié par l’instruction taskFactory.Start-
New<TaskResult>(transaction, method). Voici le code de la méthode QueueTask.
protected override void QueueTask(Task task) {
m_queue.Enqueue(task);
// réveiller un thread pour exécuter la nouvelle tâche.
new_task.Set();
}
Puisque plusieurs threads peuvent accéder à la ﬁle d’attente simultanément
il faut la synchroniser aﬁn d’éviter les erreurs dues aux concurrences critiques
(«Race Condition»). Les constructions utilisées pour la synchronisation auront une
inﬂuence sur les performances. Pour cela nous avons codé deux implémentations :
bloquante : Cette implémentation utilise des verrous pour protéger la ﬁle
d’attente conte des accès concurrents
non bloquanteDans la deuxième implémentation, nous utilisé des construc-
tions de synchronisation non bloquantes. Voici un exemple de code d’une
écriture non bloquante dans un segment de la ﬁle d’attente :
public bool TryEnqueue(Task node) {
int head;
int tail;
GetIndexes(out head, out tail);
do {




// répéter si les valeurs de tail et head ont changé depuis
// le moment où on a initié la lecture
// avec GetIndexes(out head, out tail)
while (!CompareExchangeIndexes(
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ref tail, tail+ 1, ref head, head));








Dans ce chapitre nous allons présenter les résultats des expérimentations qui
ont été eﬀectuées pour évaluer la méthodologie proposée et mesurer les perfor-
mances de simulations obtenues suite à l’application des phases de compilation
présentées plus haut.
En premier lieu nous présentons un aperçu sur l’étude de cas utilisée pour
l’expérimentation. Il s’agit d’un modèle de transmetteur selon la norme Wi-Fi
802.11a. Ensuite nous décrivons les diﬀérents tests eﬀectués tout en donnant et
analysant les résultats obtenus.




Figure 6.1 Modèle du transmetteur 802.11a.
L’étude de cas que nous allons présenter dans cette section est un transmetteur
de données par liaison sans ﬁl selon la norme IEEE 802.11a (Wi-Fi)[57]. C’est une
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adaptation de l’étude de cas[18] faite en Bluespec vers le modèle transactionnel
déﬁni dans l’environnement Microsoft .Net. La Figure 6.1 montre les modules qui
composent le modèle du transmetteur 802.11a.
6.1.1 Contrôleur
Le contrôleur reçoit les paquets de la couche MAC comme un ﬂux de données.
Ensuite il est responsable de créer l’entête de chaque paquet à transmettre et de
faire en sorte que la partie de données de chaque paquet contient les informations
de contrôle nécessaires telles que le débit de transmission à utiliser. Une fois prête,
l’entête est envoyée directement vers l’encodeur alors que les données ont besoin
d’être embrouillées et elles sont envoyées à l’embrouilleur.
Les paquets sont traités par le contrôleur grâce à deux transactions “sendHea-
der” et “sendData”. La transaction “sendHeader” lit les informations d’un paquet
à partir d’un ﬁchier de test, appelle la fonction du contrôleur pour la gestion de
l’entête, puis passe la main à la transaction “sendData”. Cette dernière appelle la
fonction de contrôleur pour la gestion des données. Les données sont traitées par
unité de taille n prédéﬁnie(24 bits). Ainsi cette transaction s’exécute plusieurs fois
jusqu’à ce que toutes les données aient été traitées, puis elle repasse la main à la
transaction “sendHeader” pour traiter le prochain paquet.
6.1.2 Embrouilleur
L’embrouilleur fait un ou exclusif (xor) sur les données de chaque paquet en
utilisant un motif pseudo-aléatoire de bits. Le motif utilise un registre à décalage
de 7 bits et deux portes XORs. La Figure 6.2 montre le bit de sortie embrouillé
généré pour chaque bit de donnée en entrée. Toute la fonction d’embrouillage est
exécutée par une la transaction “Scramble” qui lit les données de la FIFO d’entrée
puis génère les données embrouillées dans la FIFO de sortie.
6.1.3 Encodeur convolutionnel
L’encodeur contient deux transactions “sort” et “encode”. La transaction “sort”
permet de détecter s’il s’agit d’un nouveau paquet. Dans ce cas, elle transfère




Figure 6.2 Fonction d’embrouillage
de commencer à traiter les données. La deuxième transaction “encode” permet
d’implémenter la fonction d’encodage décrite dans la Figure 6.3. Pour chaque bit
d’entrée, deux bits de sortie sont générés en utilisant un registre à décalage et
trois fonctions XORs.
Bit d’entrée
Bit paire Bit impaire
Figure 6.3 Fonction d’encodage
6.1.4 Entrelaceur
L’entrelaceur fonctionne au niveau du symbole OFDM avec des tailles de bloc,
Ncbps de 48, 96 ou 192 bits selon le débit utilisé. Pour chaque bloc, les bits encodés
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sont permutés en deux étapes. Dans la première étape, ils sont réordonnés sur des
sous-porteuses non adjacentes. Pendant la deuxième étape, les bits originellement
adjacents de la même sous-porteuse sont permutés alternativement vers les bits
de poids fort et faible de la même sous-porteuse.
Soit k l’indice du bit encodé avant entrelacement, i l’indice après la première
étape, j l’indice après la deuxième étape et s = max (Ncbps/2, 1).











k = 0, 1, . . . ,Ncbps − 1
La deuxième permutation j est déﬁnie par :













où i = 0, 1, . . . ,Ncbps − 1
Étant donné que ces indices peuvent être calculés à l’avance, l’entrelaceur
réorganise essentiellement les bits d’entrée selon un ordre précalculé dépendant
du débit de données. Toute la fonction d’entrelacement est implémentée par une
la transaction “interleaver”.
6.1.5 Mappeur
Le mappeur opère également au niveau symbole OFDM avec une taille de bloc
de 48, 96 ou 192 bits. Chaque bloc est divisé en sous-blocs au niveau sous-porteuse
OFDM. Les sous-blocs sont de taille 1, 2 ou 4 bits. Le mappeur tout d’abord
convertit chaque sous-bloc en un nombre complexe représentant les points de
constellation de BPSK, QPSK, ou 16-QAM selon le débit utilisé pour le paquet
en cours. Notez que le type de modulation peut être diﬀérent pour les parties
d’en-tête et les données du message puisque les entêtes sont toujours transmises
en BPSK. Les 48 nombres complexes résultants sont ensuite normalisés par un
facteur de normalisation dépendant du débit puis rembourrés avec des pilotes
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et des zéros pour ﬁnir avec 64 nombres complexes.Toute cette fonctionnalité est
implémentée à l’intérieur de la transaction “map”.
Avant que les 64 nombres complexes ne soient envoyés à la IFFT pour transfor-
mation, ils sont réordonnés selon leur indice de fréquence dans le symbole OFDM.
Cette permutation est exécuté à l’aide de la transaction “reorder”.
6.1.6 IFFT
La IFFT contient une transaction “iﬀt” permettant d’eﬀectuer la transfor-
mée de Fourier rapide inverse sur les 64 valeurs de fréquence complexes pour les
traduire dans le domaine temporel où ils peuvent ensuite être transmises sans ﬁl.
6.1.7 Extenseur de cycle
Après la transformée de Fourier, l’extenseur de cycle prolonge le symbole IFFT
généré en ajoutant le début du message au corps du message complet formant ainsi
81 nombres complexes représentant le signal à transmettre pour le symbole OFDM
en cours. Ceci est implémenté grâce à la transaction “cyclicExtender”.
6.2 Résultats expérimentaux
Nous allons commencer par décrire le cadre expérimental dans lequel se sont
déroulés les tests. Ensuite nous détaillons les expériences réalisées ainsi que les
résultats obtenus.
6.2.1 Cadre expérimental
Les tests de performance consistent à mesurer le temps d’exécution de plusieurs
conﬁgurations en variant à chaque fois le nombre de threads parallèles utilisés
pendant la simulation. Ce temps d’exécution correspond au temps écoulé entre le
moment du lancement de l’application et la ﬁn de l’exécution. Cependant ce temps
peut varier considérablement entre une exécution et une autre. Cette variation
est due au fait que le temps mesuré est le temps pendant lequel l’application est
exécutée par le processeur en plus du temps inactif pendant lequel l’application
était en attente. Puisque ce temps d’attente change d’une exécution à une autre,
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le temps d’exécution total varie lui aussi. En eﬀet le temps d’attente peut être dû
principalement aux raisons suivantes :
Un accès au disque dur.
L’exécution du Ramasse-miettes («Garbage Collector»).
Défaut de page.
Exécution d’un autre thread.
Les trois premières raisons dépendent essentiellement de la charge de travail
de l’application en cours et le temps d’attente dû à ces raisons varie d’une façon
négligeable entre une exécution et une autre. Cependant lorsque plusieurs threads
sollicitent un même processeur, le système d’exploitation distribue le temps du
processeur sur ces diﬀérents threads et oblige ainsi chaque thread d’attendre son
tour. Ainsi le temps d’attente est proportionnel aux nombres de threads actifs
prêts à être exécutés. Ce nombre varie d’un moment à un autre selon la charge
de travail du système d’exploitation et celle de toutes les applications en cours
d’exécution.
Par conséquent aﬁn de mesurer le temps d’exécution écoulé nous pouvons
procéder de plusieurs façons diﬀérentes :
Arrêter les services qui ne sont pas nécessaires au fonctionnement de la ma-
chine aﬁn de minimiser au maximum l’interaction avec le modèle sous test.
Ensuite, faire plusieurs exécutions du même test puis prendre la moyenne
du temps d’exécution écoulé comme mesure.
Mesurer le temps pendant lequel l’application était en attente des proces-
seurs pendant qu’ils servaient d’autres threads appartenant à d’autres pro-
cessus, puis soustraire ce temps du temps total mesuré. Ce type de proﬁlage
nécessite l’interception de tous les changements de contextes puis analyser
la raison de chaque changement de contexte et la durée de chaque attente
pour ne tenir que ceux qui sont liés à l’exécution de l’application. Ce genre
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de proﬁlage est rendu possible dans une machine de la famille «Windows»
grâce à la génération des événements («Event Tracing for Windows»).
Approximer une situation idéale où l’application s’exécute dans un envi-
ronnement fermé sans interaction avec les autres processus. Pour cela nous
pouvons augmenter la priorité du processus de l’application en cours de test.
Ceci va permettre de privilégier l’exécution de l’application en cours sans
être interrompue par les autres processus, et ainsi avoir des mesures avec
des marges d’erreur moins importantes.
Nous avons opté pour la combinaison de la première et la troisième option pour
calculer le temps d’exécution. En eﬀet, en augmentant la priorité du processus
de l’application sous test ainsi que tous ces threads et en gardant une charge de
travail faible et constante du système d’exploitation nous avons pu avoir des temps
d’exécutions dont la variation est beaucoup moins importante. En plus, aﬁn de
minimiser encore les perturbations dans les résultats nous avons fait une moyenne
des temps d’exécutions après avoir répété les tests une dizaine de fois pour chaque
expérience.
Les diﬀérents tests ont été faits en utilisant un ﬁchier de test comportant cent
paquets. La taille et les données de chaque paquet ont été générées aléatoirement.
En plus des transactions décrites plus haut, une autre transaction, “result”, est
ajoutée pour extraire les résultats calculés. Les données de sortie obtenues sont
identiques comparées aux résultats générés par le modèle initial de Bluespec.
6.2.2 Résultats expérimentaux
Le modèle du Transmetteur 802.11a contient en tout 11 transactions. Après
résolution du problème de coloration de sommets sur le graphe de conﬂit selon
les contraintes (5.2-5.7) on obtient le graphe colorié de La Figure 6.4. En tout, on
obtient deux groupes de transactions où dans chaque groupe les transactions sont
non conﬂictuelles et peuvent être exécutées en parallèle.
La Figure 6.5 montre l’ordonnancement des transactions utilisé pendant l’exé-











Figure 6.4 Coloration du Graphe de Conﬂit
se fait en deux phases. Pendant la première phase, les transactions du premier
groupe sont exécutées par le pool de threads en passant par une ﬁle d’attente
comme décrit dans la section 5.3.1. Lorsque toutes les transactions ont terminé
leurs exécutions, l’ordonnanceur passe à la deuxième phase et exécute de la même
manière les transactions du deuxième groupe. Le cycle se répète jusqu’à ce que












Figure 6.5 Exécution Parallèle
Le graphe de la Figure 6.6 montre le temps d’exécution de l’étude de cas selon
l’ordonnancement de la Figure 6.5. Le cas où le nombre de threads est égal à 1
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correspond à une exécution séquentielle. Pour les autres cas, le nombre de threads



















Figure 6.6 Temps d’exécution suite à l’ordonnancement de la
Figure 6.5
Nous remarquons que le lorsque le nombre de threads est égal à 3 nous obtenons
la meilleure accélération qui est égale à 51.35
44.85
≈ 1.14. À ce stade deux questions se
posent :
Pourquoi obtenons-nous une faible accélération ?
Pourquoi le fait d’avoir quatre threads ou plus n’améliore-t-il pas les perfor-
mances, si ce n’est pas le contraire ?
Aﬁn de répondre à ces deux questions, il faut consulter les temps d’exécutions
des diﬀérentes transactions. Le Tableau 6.1 montre ce temps d’exécution pour
chaque transaction calculé lors d’une exécution séquentielle de la présente étude
de cas ainsi que le pourcentage du temps d’exécution total.
Ainsi la faible accélération est due au fait que 81% du traitement est consacré
à la transaction ifft.. Cela nous laisse au plus 20% de traitement à paralléli-
ser. Pour illustrer mieux ceci, essayons de comparer l’accélération obtenue par
rapport à l’accélération maximale que nous pouvons atteindre. Pour cela nous
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Tableau 6.1 Temps d’exécution












allons appliquer la loi d’Amdahl. Soit P la portion du programme qui peut être
parallélisée. Ainsi l’accélération maximale que nous pouvons avoir, quelque soit
l’ordonnancement utilisé et étant donné N processeurs, est :
1
(1− P) + PN
Puisque 81% du temps d’exécution est consommé par la transaction ifft, la por-
tion du programme que nous pouvons paralléliser est au plus égale à P = 0.19.
Ce qui nous donne étant donné 8 processeurs une accélération maximale de :
Amax =
1
(1− 0.19) + 0.19
8
≈ 1.2.
Elle est toujours aussi faible que l’accélération de 1.14 que nous avons obtenu.
Ceci répond à la première question.
Maintenant pour répondre à la deuxième question nous avons comparé le ré-
sultat obtenu par rapport au temps d’exécution d’une simulation hypothétique
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qui se déroule sans surcoûts. Aﬁn d’estimer ce temps d’exécution nous procédons
de la manière suivante.
1. Durant une simulation séquentielle, les transactions s’exécutent en isolation
sans interférence avec d’autres threads de l’application puisqu’il en existe
qu’un. Cependant lors d’une simulation concurrente plusieurs threads s’exé-
cutent en parallèle. Cette interférence entre les threads pourrait engendrer
des surcoûts au niveau des temps d’exécution. Et puisque nous voulons es-
timer une exécution idéale, nous nous basons sur le temps d’exécution de
chaque transaction mesuré durant une exécution séquentielle pour en dé-
duire le temps d’exécution totale.
2. Étant donné le temps d’exécution de chaque transaction durant une phase
d’ordonnancement, l’algorithme présenté dans le Listing 6.1 estime le temps
d’exécution nécessaire pour ﬁnir l’exécution de toute la phase. Si le nombre
de transactions est inférieur aux nombres de threads, alors ce temps d’exé-
cution sera le maximum entre les temps d’exécution des transactions de la
même phase. Si le nombre de transactions est supérieur aux nombres de
threads, l’algorithme va simuler une exécution dynamique des transactions
dans un pool de threads en se basant sur les temps d’exécution de chaque
transaction. Soit tij les temps d’exécution des transactions durant la la phase







Pour pouvoir estimer ce temps ttot il faut pouvoir calculer et sauvegarder
le temps d’exécution séquentiel qu’aurait pu prendre chaque transaction
durant chaque itération. Aﬁn de simpliﬁer le calcul, nous supposons que
l’ordonnancement obtenu suite à l’exécution dynamique des transactions
ne varie pas beaucoup entre les itérations. Ceci reste vrai pour l’étude de












i=1 tij correspond aux temps d’exécution total que prend l’exé-
cution de chaque transaction durant toute la simulation de l’étude de cas.
Listing 6.1 Déterminer une estimation du temps d’exécution
double estimateExecutionTime(extime)
{
// trans−list est la liste des transactions
// ordonnée par temps d'exécution décroissant ;
trans−list = liste ordonnée des transactions;
// chaque élément i du tableau threads−sched
// représente la séquence des transactions
// que le thread i va exécuter
pour tout thread i threads−sched[i] = {};
// chaque élément i du tableau threads−time
// représente le temps qui reste au thread i
// pour terminer l'exécution de la transaction courante
pour tout thread i threads−time[i] = 0;
while ((|ready−list|> 0)) {






// trouver thread n tel que
// threads−time[n] est minimum
n = getNextThread(threads−time);
pour tout thread i threads−time[i] −= threads−time[n];
}
// trouver le temps d'exécution
// de la plus longue séquence de transactions
double exeTime = getmaxSequence(threads−sched);
return exeTime;
}
Le graphe, , de la la Figure 6.7 représente le meilleur temps d’exécution
calculé selon l’équation 6.1 en variant à chaque fois le nombre de threads utilisés.
Nous remarquons qu’au-delà de trois threads le temps d’exécution que nous






















Figure 6.7 Comparaison des Temps d’exécution obtenus par
rapport aux meilleurs temps que nous pouvons obtenir.
fait augmenter le surcoût sans pour autant améliorer le temps d’exécution d’où on
commence à perdre au niveau des performances à partir de l’utilisation de quatre
threads.
Ce premier test montre en quelque sorte les limitations du parallélisme que
nous générons. En eﬀet ce que nous essayons de faire et de partitionner l’ensemble
des transactions en plusieurs groupes parallèles. Ainsi dans un cas extrême dans
lequel un modèle est déﬁni par une seule transaction, tout ce que nous pouvons
faire est d’exécuter cette transaction dans un seul thread sans pouvoir proﬁter
d’une machine de simulation multicœur (Il est possible toutefois de pouvoir dé-
composer une transaction en plusieurs transactions que nous envisageons de faire
dans des travaux ultérieurs).
Cependant l’implémentation de la ifft utilisée dans ce premier test correspond
à un circuit combinatoire qui lui aussi va engendrer un chemin critique très impor-
tant lors de la synthèse matérielle du modèle transactionnel. Ainsi le concepteur
est obligé de spéciﬁer une nouvelle architecture de la ifft aﬁn de minimiser le
chemin critique et ainsi minimiser la fréquence de l’horloge. Dans cette nouvelle
architecture, le concepteur va devoir décomposer la transaction ifft en plusieurs
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autres transactions. Grâce à ceci il serait possible de pouvoir paralléliser une plus
grande portion du modèle qui pourrait engendrer une meilleure accélération.
Une nouvelle architecture possible de la ifft est de la décomposer en trois
étages pipelinés où chaque étage est traité par 4 unités d’exécutions parallèles. La
Figure 6.8 représente les diﬀérentes transactions qui décrivent un des étages du







Figure 6.8 Un étage parmi les trois étages de la nouvelle IFFT
Pipelinée.
Avec cette nouvelle spéciﬁcation nous avons passé d’une seule transaction ifft
qui décrivait toute la fonctionnalité de la IFFT à une architecture pipelinée et
parallèle composée de 6 ∗ 3 = 18 transactions.
Le graphe de la Figure 6.9 montre les temps d’exécutions de l’étude de
cas en utilisant l’architecture pipelinée de la Figure 6.8 en augmentant à chaque
fois le nombre de threads utilisés. Grâce à cette nouvelle architecture nous avons
pu atteindre une accélération égale à 4.25.
Le graphe de la Figure 6.9 montre le temps d’exécution que nous pour-
rions avoir si nous supprimons tout le surcoût. Dans ce cas nous aurions pu at-
teindre une accélération de 6.60. Tout le long des tests nous avons essayé plusieurs
conﬁgurations dans le but de minimiser ce surcoût. Les résultats de la Figure 6.9






















Figure 6.9 Temps d’exécution en utilisant l’architecture pipe-
linée de la Figure 6.8
lons présenter les diﬀérents implémentations et tests que nous avons essayés avant
d’arriver à ces résultats.
6.2.3 Implémentations et tests
Aﬁn de pouvoir minimiser le surcoût, il faut détecter les fonctionnalités addi-
tionnelles par rapport à une exécution séquentielle et essayer de diminuer leurs
impacts sur le temps d’exécution. Voici les principales causes qui génèrent du
surcoût :
Le code d’instrumentation aﬁn de collecter et calculer le temps d’exécution.
Ce surcoût a été écarté le plus que possible des mesures eﬀectuées aﬁn qu’il
n’inﬂue pas sur les résultats.
Le traitement supplémentaire lors de l’exécution de chaque phase d’ordon-
nancement. Ce traitement peut être divisé en deux parties :
surcoût dû à la gestion des phases : Durant chaque phase d’ordon-
nancement il faut encapsuler les transactions dans des tâches, réveiller
les threads pour qu’ils lancent l’exécution des tâches, exécuter les tran-
sactions puis se synchroniser avec les threads aﬁn de pouvoir passer à
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la prochaine phase une fois toutes les tâches ont été exécutées. Ainsi
à part l’exécution proprement dite de chaque transaction, le reste est
compté comme surcoût par rapport à une exécution séquentielle.
surcoût dû à la synchronisation de la ﬁle d’attente : C’est le
temps nécessaire pour la synchronisation de la ﬁle d’attente.
Nous allons appeler le temps additionnel causé par toutes ces fonctionnalités
surcoût d’ordonnancement.
Durant une simulation séquentielle, les transactions s’exécutent en isolation
sans interférence avec d’autres threads de l’application puisqu’il en existe
qu’un. Cependant lors d’une simulation concurrente plusieurs threads s’exé-
cutent en parallèle. Ceci peut engendrer du surcoût pour les raisons sui-
vantes :
changements de contexte :Lorsqu’il existe plus de threads que de
cœurs, le système d’exploitation doit les ordonnancer à travers plu-
sieurs ﬁles de priorité. Ceci va générer du surcoût dû aux changements
de contextes entre les diﬀérents threads. Puisque dans notre cas nous
limitons le nombre de threads au maximum au nombre de cœurs de la
machine de simulation le surcoût dû aux changements de contextes est
négligeable et n’a pas presque d’inﬂuence sur les résultats.
ramasse-miettes(Garbage Collector) :Le «Garbage Collector» est
responsable de la libération de l’espace mémoire des objets qui ne sont
plus référencés. Pour ce faire il doit se synchroniser avec tous les threads
de l’application et les suspendre momentanément si nécessaire pour
pouvoir exécuter une collection de nettoyage. Ceci a beaucoup d’in-
ﬂuence sur l’exécution de la simulation et peut engendrer un surcoût
important dû aux temps de synchronisation et d’attente.
Nous appelons le temps additionnel causé par le fait d’exécuter plusieurs
threads concurremment surcoût d’interférence.
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Suite à cette discussion, nous considérons principalement deux types majeurs
de surcoûts : surcoût d’ordonnancement et surcoût d’interférence. Aﬁn de mesurer
l’impact de ces deux types de surcoût, nous procédons de la manière suivante.
1. Nous utilisons l’équation 6.1 aﬁn d’estimer le temps d’exécution d’une si-
mulation hypothétique qui se déroule sans surcoûts et qui génère le meilleur
temps d’exécution possible. Les graphes de la Figure 6.9 et de la
Figure 6.7 sont les résultats de ce calcul. Appelons ce temps d’exécution
tparfait .
2. Nous calculons le temps d’exécution total de chaque transaction durant
l’exécution parallèle. Ce temps d’exécution et le temps écoulé depuis le dé-
but de l’exécution d’une transaction jusqu’à la ﬁn. Ainsi il n’inclut pas le
surcoût d’ordonnancement, mais seulement le surcoût d’interférence. Main-
tenant comme nous avons fait dans le premier cas, étant donné un ordon-
nancement des transactions et un nombre de threads, nous prenons ce temps
d’exécution pour estimer le temps d’exécution d’une simulation hypothé-
tique qui se déroule avec seulement le surcoût d’interférence en utilisant
l’équation 6.1. Appelons ce temps d’exécution tinterf rence .
3. Maintenant si on soustrait le temps tparfait du temps d’exécution de la si-
mulation parallèle treal nous obtenons la perte totale due aux surcoûts. De
même tinterf rence − tparfait donne la perte due au surcoût d’interférence et
treal− tinterf rence donne la perte due au surcoût d’ordonnancement. La Figure
6.10 montrent l’impact des surcoûts durant les tests de la Figure 6.9.
Diﬀérentes implémentations ont été testées dans le but de minimiser les sur-
coûts d’ordonnancement. Voici quatre implémentations dont les résultats expéri-
mentaux vont être présentés plus loin :
“Dynamique” : Cette conﬁguration utilise un pool de threads avec ﬁle

















Perte due au surcoût d’interférence
Perte due au surcoût d’ordonnancement
Figure 6.10 Pertes dues aux surcoûts.
“Dédiée” : Cette conﬁguration utilise un ordonnancement où dans chaque
phase le nombre de transactions allouées ne dépasse pas le nombre de threads
utilisés. Elle est déjà décrite dans la section 5.3.2.
“Statique” : Cette conﬁguration exécute durant chaque phase un ordon-
nancement statique. La manière dont nous calculons cet ordonnancement
est déjà présentée dans la section. 5.3.3.
“Avec verrous” : La ﬁle d’attente des transactions utilisée dans l’im-
plémentation dynamique se base sur des constructions de synchronisation
non bloquantes pour se protéger contre les accès concurrents de plusieurs
threads(voir section 5.4). Dans cette implémentation nous remplaçons la syn-
chronisation non bloquante de la ﬁle d’attente par une bloquante en utilisant
des verrous.
La Figure 6.11 présente la perte estimée due au surcoût d’ordonnancement
pour chacune de ces quatre implémentations.
En ce qui concerne l’implémentation “Dédiée”, il n y a pas de ﬁle d’attente
puisque durant chaque phase d’ordonnancement chaque thread est lui associé une



















Figure 6.11 Surcoût d’ordonnancement.
composée d’au plus 2 transactions. Ceci a pour avantage d’éliminer le surcoût dû à
la synchronisation de la ﬁle d’attente, mais d’un autre côté d’augmenter le nombre
de phases durant chaque itération qui a pour cause d’augmenter le surcoût dû à la
gestion des phases. Au fur et à mesure que le nombre de threads augmente chaque
phase va avoir plus de transactions qui engendre une diminution de nombre de
phases et ainsi une diminution du surcoût total. Lorsque le nombre de threads
est égal à 8 le nombre de phases total se rapproche de celui de l’implémentation
“Dynamique” d’où la perte perçue aussi.
Nous remarquons aussi que pour les cas de “Dynamique”, “Statique” et “Avec
verrous” le surcoût est proportionnel au nombre de threads et augmente au fur et
a mesure que le nombre de threads augmente. Cette augmentation est beaucoup
plus prononcée dans le cas de “Avec verrous”. Ceci s’explique par le fait que le
surcoût dû à la synchronisation de la ﬁle d’attente est plus important lors d’une
synchronisation basée sur les verrous comparé à celui engendré lors de l’utilisation
d’une synchronisation non bloquante. Ceci aﬃrme l’avantage de l’utilisation de la
synchronisation non bloquante par rapport à l’utilisation d’une synchronisation
bloquante.
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Maintenant il reste à déterminer l’impact de surcoût dû à la synchronisation
de la ﬁle d’attente sur le surcoût total d’ordonnancement dans le cas de Dyna-
mique ou Statique. Pour cela nous constatons que les pertes perçues en cas de
“Dynamique” et “Statique” restent proches. En fait nous nous attendons à ce
que “Dynamique” génère plus de perte par rapport à “Statique” parce que la ﬁle
d’attente dans le cas de “Dynamique” est beaucoup plus sollicitée. Ceci montre
l’eﬃcacité de l’utilisation de la synchronisation non bloquante où le surcoût est
assez faible. En eﬀet aﬁn d’aﬃrmer que l’augmentation du surcoût d’ordonnance-
ment lorsque le nombre de threads augmente est principalement due au surcoût de
gestion des phases, nous avons comparé les résultats des tests des implémentations
“Dédiée” et “Dynamique” dans le cas où le nombre de phases est le même pour
les deux implémentations. Dans ce cas puisque le nombre de phases est le même
alors le surcoût de gestion des phases devrait être presque égal entre les deux cas.
Et puisque le cas de “Dédiée” n’engendre pas de surcoût dû à la synchronisation
de la ﬁle d’attente alors il devrait générer la moindre perte due au surcoût total
d’ordonnancement. Cependant les résultats des tests ont montré que les surcoûts
d’ordonnancement pour les deux implémentations sont presque identiques. Ainsi
nous pouvons en déduire que le surcoût dû à la synchronisation de la ﬁle d’attente
lors d’une implémentation non bloquante est faible et n’a pas d’inﬂuence majeure
sur la perte totale et si on voulait améliorer les performances il faudrait minimiser
le traitement lors de la gestion des phases d’ordonnancement. En ce qui concerne
le surcoût d’interférence les graphes de la Figure 6.12 représentent les pertes dues
à ce surcoût pour les quartes implémentations décrites plus haut.
Nous remarquons que dans le cas de “Dynamique” par exemple nous avons
perdu une accélération d’environ 0.5 à cause de ce surcoût d’interférence lors de
l’utilisation de 8 threads. Aﬁn de diagnostiquer de prêt la cause de ce surcoût nous
avons utilisé l’outil d’analyse de performance, «Concurrency Visualizer», qui vient
avec l’environnement de développement Microsoft Visual Studio 2010. Cet outil
permet d’instrumenter l’exécution des applications mutilthreads aﬁn de générer














Figure 6.12 Surcoût d’interférence.
matériel, le système d’exploitation et d’autres processus sur l’ordinateur. Parmi
ces informations nous retrouvons entre autres :
Le temps écoulé pendant lequel un thread était en état d’exécution ou en
état de blocage dû à une synchronisation, E/S, défauts de page, préemption,
etc.
Les dépendances entre les threads.
Des statistiques sur la partie du code qui a engendré le plus de temps d’exé-
cution ou qui était la cause d’un temps élevé de synchronisation
Ainsi grâce à cet outil nous avons remarqué que lors de l’exécution d’une
transaction, une partie du temps écoulé est due à la synchronisation de threads de
l’application avec les threads dédiés à la gestion du Garbage Collector. En eﬀet,
la Figure 6.13 illustre une situation de dépendance entre le Thread numéro 332,
qui fait partie du Pool de thread de l’application en cours de test, et le thread
dédié pour la gestion du Garbage Collector numéro 5072. L’état de la pile au
moment du blocage(Appel de la fonction wait for gc done) montre qu’il était en
train d’attendre la ﬁn de l’exécution du Garbage Collector. Le trait de dépendance
entre les deux threads montre que c’est le thread 5072 qui a débloqué le thread 332
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Figure 6.13 Attente du Garbage Collector pour ﬁnir le ra-
massage.
une fois qu’il a ﬁni l’exécution du Garbage Collector. Pour savoir l’état de la
pile du thread qui est à l’origine du déblocage, nous pouvons consulter l’onglet
«Unblocking stack»(Ce n’est pas aﬃché dans la Figure).
Cette situation de synchronisation entre les threads de l’application et les
threads du Garbage Collector est à l’origine du surcoût d’interférence dont nous
avons illustré son impact dans la Figure 6.12. Les résultats de la Figure 6.12 sont
obtenus en conﬁgurant un Garbage Collector de type serveur. C’est ce type de
Garbage Collector qui a engendré le surcoût d’interférence le moins important.
En fait, on retrouve en tout trois types de Garbage Collector que voici :
Station de Travail non Simultané : Le Garbage Collector s’exécute par
le thread qui a déclenché ce dernier. Pendant l’exécution du GC tous les
autres threads sont suspendus en attente de la ﬁn de la collection.
Station de Travail Simultané : Ce type de Garbage Collector permet que
certaines phases de la collection se déroulent dans un thread dédié concur-
remment avec d’autres threads de l’application. Ceci n’est pas dans le but
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d’avoir de meilleures performances, mais plutôt de minimiser la durée des
pauses. Il est plutôt utile pour les applications avec interface utilisateur aﬁn
que l’utilisateur ne sente pas que l’application se bloque de temps à autre.
Ainsi il favorise un meilleur temps de réponse par rapport à une meilleure
gestion de la mémoire et un meilleur débit.
Serveur : Un Garbage Collector de type serveur permet de paralléliser
l’exécution d’une collection par plusieurs threads. Durant une exécution du
Garbage Collector de ce type les autres threads de l’application sont toujours
suspendus, cependant le temps d’une collection est maintenant moins im-
portants comparé à celui des autres types puisque le traitement est partagé





















Station de Travail Simultané
Station de Travail non Simultané
Figure 6.14 Comparaison des surcoûts d’interférence selon le
type du Garbage Collector.
Le Garbage Collector de type ”Station de Travail Simultané” est le type qui
est pris par défaut par la plate-forme .Net. Ainsi au début des tests nous avons
obtenu des accélérations qui ne dépassent pas les 2.5. Par la suite, grâce à l’outil
d’analyse des performances nous avons pu détecter la principale cause du surcoût
d’interférence et nous avons par conséquent passé à un Garbage Collector de type
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Serveur qui nous a permis d’avoir une perte due au surcoût interférence, à peu
près, 4 fois inférieure 1(voir Figure 6.14).
Aﬁn de pouvoir minimiser encore le surcoût d’interférence il faut minimiser
le traitement du Garbage Collector pour qu’il ait mois d’objets à nettoyer. Pour
cela il faut diminuer la pression sur la mémoire en optimisant les allocations
des objets. Ainsi en inspectant davantage le code en s’aidant de l’outil d’analyse
des performances pour collecter des informations concernant les allocations et les
durées de vie des objets, nous avons remarqué qu’il y des tableaux qui peuvent
être créés une seule fois et réutilisés plusieurs fois au lieu d’être instanciés à chaque
fois qu’ils sont utilisés. Aussi certaines classes d’objets qui sont assez utilisées ont
été remplacées par des structures. L’avantage d’utiliser des structures est que ces
dernières sont allouées dans la pile d’exécution au lieu du heap. Donc elles ne sont
pas sujettes au Garbage Collector. Ces changements nous ont permis de minimiser
davantage le surcoût d’interférence.
6.2.4 Optimisation de l’ordonnancement
D’après le théorème de sérialisabilité 4.15, pour qu’une exécution concurrente
soit valide il faut que le graphe de sérialisabilité soit acyclique. Par conséquent si le
multigraphe de conﬂit d’un modèle transactionnel est acyclique alors nous sommes
sûres que n’importe quelle exécution concurrente sera valide puisque son graphe de
sérialisabilité sera automatiquement acyclique. Dans ce cas notre ordonnancement
va être constitué d’une seule phase composée de toutes les transactions où elles
peuvent être exécutées simultanément sans risque de briser la propriété d’atomicité
de chacune d’elle. Ceci a pour avantage d’augmenter le degré du parallélisme en
minimisant le nombre de phases et le surcoût d’ordonnancement qui s’en suit.
D’où on devrait améliorer les performances.
Maintenant dans le cas où le multigraphe de conﬂit(voir déﬁnition 4.18), que
nous notons MC , est composé de cycles, nous allons essayé d’empêcher, lors d’une
1. Ces résultats sont obtenus en utilisant Windows Vista. Lorsque nous avons mis à jour la
machine à Windows 7, la diﬀérence des pertes entre les trois conﬁgurations est devenue moins
importante.
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exécution concurrente, de se retrouver avec un graphe de sérialisabilité cyclique.
Pour cela nous allons procéder comme suit :
1. Génération d’un graphe de verrous : Nous commençons par calculer un
arbre couvrant («Spanning Tree») le multigraphe du conﬂit que nous notons
par ST . Appelons graphe de verrous le graphe résultant de la diﬀérence de
MC et ST , MC − ST , après avoir fusionné les arêtes parallèles.
2. Génération et Attribution Des Verrous : Si nous ajoutons à l’arbre
couvrant une arête a du graphe de verrous, alors nous allons former un
cycle. Pour que tel cycle ne soit pas la cause d’un circuit dans le graphe de
sérialisabilité, il faut que les transactions qui sont reliées par l’arête a soient
synchronisées de telle façon qu’elles ne puissent pas s’exécuter en parallèle.
Par conséquent, nous allons synchroniser l’exécution de deux transactions
adjacentes par des verrous pour éviter qu’elles ne s’entrelacent. Chaque ver-
rou est attribué à deux ou plusieurs transactions. Nous allons voir plus bas à
la section 6.2.4.1 comment générer et attribuer les verrous aux transactions.
Ainsi si une transaction est associée à un verrou, elle doit acquérir ce verrou
avant qu’elle ne puisse entamer son exécution. Une fois l’exécution est ﬁnie,
le verrou est libéré. De cette manière deux transactions qui partagent un
même verrou ne peuvent pas s’entrelacer. Aﬁn d’éviter de se retrouver dans
une situation d’interblocage, les verrous doivent être obtenus toujours dans
un même ordre.
3. Exécution des transactions : Durant chaque itération, toutes les tran-
sactions sont lancées simultanément. Le fait que certaines transactions sont
synchronisées par des verrous va engendrer certaines séquentialités lors de
l’exécution aﬁn de garder la propriété de sérialisabilité comme mentionnée
plus haut. La Figure 6.15 illustre l’ordonnancement des transactions appli-







Figure 6.15 Ordonnancement des tran-
sactions en présence de verrous.
6.2.4.1 Minimisation des verrous
La manière la plus directe pour générer les verrous est d’associer à chaque arête
du graphe de verrous un verrou. Cependant ceci n’est pas optimal et peut générer
des verrous qui ne sont pas nécessaires et qui risquent d’augmenter le surcoût de
synchronisation et ainsi dégrader les performances. Prenant à titre d’exemple le
graphe de la Figure 6.16.
T1
T2T3
Figure 6.16 Associer un seul ver-
rou pour les trois transactions du
graphe de verrous au lieu d’un ver-
rou pour chaque paire.
Si nous associons à chaque arête un verrou, nous allons nous retrouver avec
trois verrous distincts. Cependant d’après la relation entre les trois transactions il
ne peut y avoir qu’une seule transaction qui peut s’exécuter à un moment donné.
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Par conséquent nous pouvons associer les trois transactions à un seul et même
verrou.
Le problème de minimisation des verrous a été étudié dans [64] en proposant
une heuristique étant donné que le problème est NP-complet. Pour la résolution
de ce problème de minimisation dans le cas de la présente étude de cas nous
avons utilisé, de la même manière que pour le calcul de l’ordonnancement qui
est déjà présenté dans la section 5.3, le solveur des problèmes linéaires “IBM
ILOG CPLEX Optimizer[33]”. Dans ce qui suit nous présentons la formulation du
problème linéaire de minimisation de verrous[64].
Étant donné un graphe de verrous G = (V ,E ), nous introduisons des variables
binaires fu,i pour indiquer si le verrou i est aﬀecté au nœud u dans G , 1 ≤ u ≤ |V |,
1 ≤ i ≤ |E |. Nous utilisons aussi des variables binaires li pour indiquer si le verrou
i est utilisé par au moins une transaction : li = f1,i∨f2,i∨. . .∨f|V |,i . Cette condition
est représentée par les contraintes suivantes :
f1,i + . . .+ f|V |,i ≥ li (6.2)
f1,i + . . .+ f|V |,i ≤ |V | × li (6.3)
Nous introduisons ensuite les variables binaires su,v ,i pour indiquer si les transac-
tions u et v partagent un même verrou i . Ainsi nous avons su,v ,i = fu,i ∧ fv ,i . Cette
condition est imposée par les contraintes suivantes :
fu,i + fv ,i ≥ 2× su,v ,i (6.4)
fu,i + fv ,i ≤ 2× su,v ,i + 1 (6.5)
Nous utilisons enﬁn les variables binaires su,v pour indiquer si deux transactions
u et v partagent au moins un verrou. Ceci est décrit par les contraintes suivantes :
su,v ,1 + . . .+ su,v |E | ≥ su,v (6.6)
su,v ,1 + . . .+ su,v |E | ≤ |E | × su,v (6.7)
139
Maintenant nous voulons que deux transactions adjacentes dans le graphe de
verrous partagent au moins un verrou. D’un autre côté, deux transactions non
adjacentes ne doivent partager aucun verrou pour qu’elles puissent s’exécuter en
parallèle. Ces deux conditions sont imposées par les contraintes suivantes :
su,v =
 1, si les transactions u et v sont adjacentes,0, autrement. (6.8)
Le nombre total N de verrous utilisés est :
N = l1 + . . .+ l|E | (6.9)
Le problème d’optimisation linéaire est alors de minimiser N sujet aux contraintes
6.2 à 6.8.
Malheureusement la résolution du problème de minimisation des verrous en
utilisant la formulation précédente prend un temps considérable dû à la présence
de symétrie, comme c’était le cas pour le problème partitionnement en utilisant le
modèle des équations 5.2-5.6. Aﬁn d’optimiser le temps de résolution, nous pro-
posons une nouvelle formulation en nous basant sur le problème de couverture de
cliques maximales. En eﬀet, pour que nous ayons un nombre de verrous inférieur
aux nombres d’arêtes il faut que nous puissions attribuer un même verrou à plus
que deux transactions. Les contraintes 6.8 imposent que pour que deux transac-
tions ou plus partagent un même verrou il faut qu’elles appartiennent à une même
clique (sous graphe complet). Ainsi si nous associons à chaque clique un verrou
unique, le problème d’optimisation consiste alors à minimiser le nombre de cliques
nécessaires à couvrir toutes les arêtes de graphes. Et puisque pour chaque solution
à ce problème nous pouvons remplacer une clique non maximale par une autre
maximale englobant la première, nous pouvons nous limiter aux solutions ayant
seulement des cliques maximales. Ainsi pour minimiser le nombre de verrous nous
procédons comme suit.
D’abord, nous exécutons l’algorithme de Bron–Kerbosch[13] aﬁn de trouver
l’ensemble T de toutes les cliques maximales. Ensuite nous associons pour chaque
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clique t ∈ T une variable binaire xt telle que :
xt =
 1, si la clique t a été attribuée un verrou.0, si la clique t n’a pas besoin de verrou.
Le problème d’optimisation consiste alors à minimiser le nombre de cliques en





en s’assurant que toutes les cliques qui lui ont été attribuées un verrou couvrent
tout le graphe. Autrement dit, chaque arête du graphe doit appartenir à au moins




t ∈ T | e ∈ t}
xt ≥ 1 e ∈ E (6.11)
Grâce à cette nouvelle formulation le temps de résolution pour l’étude de cas en
cours (voir section 6.1) est passé de plusieurs minutes à quelques 1/10 de secondes.
6.2.4.2 Abstraction en variables
Avant d’introduire cette nouvelle optimisation qui consiste à abstraire certaines
structures de données en variables, nous allons tout d’abord appliquer les étapes
de génération de verrous sur l’étude de cas en cours (voir section 6.1) aﬁn de
mieux illustrer le besoin de cette optimisation.
La Figure 6.17 montre le multigraphe de conﬂit correspondant à l’étude de cas
en cours en utilisant une IFFT combinatoire. Puisque chaque conﬂit correspond
à une arête, nous pouvons nous retrouver avec une ou plusieurs arêtes reliant la
même paire de transactions. Ce cas de plusieurs arêtes parallèles est représenté
par le double trait. .
Puisque des arêtes parallèles forment des cycles dans le multigraphe de conﬂit,












Figure 6.17 Multigraphe de Conﬂit
gure 6.18 montre le graphe de verrous obtenu ainsi que les attributions de verrous à
chacune des arêtes de ce graphe. Nous constatons que l’exécution des transactions
synchronisées par les verrous selon la Figure 6.18 n’ajoute pas plus parallélisme
que celui obtenu lors de l’ordonnancement en deux phases de la ﬁgure 6.5 où dans
chaque phase les transactions peuvent s’exécuter en parallèle sans nécessité de
synchronisation. En eﬀet deux transactions sont synchronisées par un même ver-
rou dans le graphe de verrous si et seulement si elles appartiennent à deux phases
successives dans l’ordonnancement de la Figure 6.5. Par conséquent si deux tran-
sactions peuvent s’exécuter en parallèle dans le premier cas alors il en est de
même pour le deuxième cas et inversement. Puisque le même degré de parallé-
lisme est obtenu dans les deux cas, les performances vont être plutôt inﬂuencées
par l’importance de surcoût que chaque stratégie va engendrer.
Dans ce qui suit nous allons proposer comment minimiser le nombre de cycles
du multigraphe de conﬂit aﬁn d’obtenir plus de parallélisme entre les transactions.
L’idée est d’abstraire certaines structures de données en de simples variables en
considérant que les opérations à l’intérieur de ces structures de données corres-
pondent à de simples opérations atomiques d’écritures et lectures. Suite à cela




















Figure 6.18 Graphe de Concurrence et Attribution des
Verrous.
misées pour une exécution parallèle. Aﬁn de mieux expliquer l’idée, nous allons
illustrer celle-ci à l’aide de la FIFO. Supposons que deux transactions t1 et t2 com-
muniquent à travers la FIFO, la première fait une opération enqueue pour enﬁler
une nouvelle donnée et l’autre fait une opération dequeue pour déﬁler une donnée
de la FIFO. Le code suivant montre les instructions à l’intérieur de chacune de
ces opérations.
public void enqueue(T x) {
if (num_elements == data_size) Retry();




if (num_elements == 0) Retry();
T val = data[head];





En supposant que le seul conﬂit entre les deux transactions est lors de l’accès à
la FIFO, le sous-multigraphe de conﬂit entre ces deux transactions va être composé
de 4 arêtes, comme illustrer dans la Figure 6.19. Chacune de ces arêtes représente






Figure 6.19 Relations de
conﬂits lors de l’accès à la FIFO
d’accès conﬂictuel à la FIFO explique la présence de cycles dans le multigraphe
de conﬂit de la Figure 6.17 entre certaines paires de transactions.
Maintenant supposons que nous avons implémenté une FIFO concurrente dont
les opérations enqueue et dequeue sont atomiques et sont optimisées pour permettre
un accès parallèle avec un moindre surcoût de synchronisation. Le cas de la FIFO
qui a été prouvée correcte dans l’Annexe I est un exemple de FIFO concurrente
que nous avons implémenté dans notre environnement .NET. L’avantage de cette
implémentation est qu’elle n’a pas besoin d’utiliser des verrous ni de construc-
tions non bloquantes pour contrôler la synchronisation en cas d’accès concurrent
entre le producteur et le consommateur.. La Figure 6.20 donne un aperçu sur
l’implémentation de la FIFO.
Les attributs WriteAccess et ReadAccess permettent à l’analyseur d’abstraire les
opérations enqueue, dequeue et pop comme étant des simples opérations atomiques
d’écriture et de lecture. Ceci va permettre de généraliser la notion de conﬂit à des
structures de données en les traitant comme des simples variables où les seules





T value = frame[head];
full[head] = false;








tail = (tail + 1) % _size;
}
[ReadAccess]




Figure 6.20 Exemple de FIFO Concurrente
La Figure 6.21 montre le nouveau multigraphe de conﬂit généré suite à cette
abstraction de la FIFO en variable.
Nous remarquons que certaines arêtes parallèles ont été remplacées par une
seule arête minimisant ainsi le nombre total des cycles. Ceci a eu comme consé-
quence de minimiser le nombre de verrous qui a eu pour avantage d’augmenter le
parallélisme entre les transactions.
La Figure 6.22 compare les résultats de cette nouvelle stratégie par rapport à
l’ancienne.
6.2.4.3 Évaluation des optimisations
Nous avons testé trois autres implémentations diﬀérentes aﬁn d’évaluer les
optimisations proposées précédemment dont voici les descriptions :
Dynamique : C’est l’implémentation qui a donné les meilleurs résultats
dans la section précédente (voir Figure 6.9). Elle utilise un pool de threads















Figure 6.21 Nouveau multigraphe de conﬂit ayant
moins de cycles et de verrous
Verrous : C’est l’implémentation décrite dans la section 6.2.4. L’ordon-
nancement est composé d’une seule phase. Nous utilisons des verrous pour
synchroniser les transactions conﬂictuelles et éviter de nous retrouver avec
un graphe de sérialisabilité cyclique.
Verrous & Abstraction : Dans cette conﬁguration nous implémentons
l’optimisation proposée dans cette section 6.2.4.2 en abstrayant la FIFO à
une simple variable partagée aﬁn de minimiser les cycles dans le graphe
de conﬂit. Ensuite nous générons le même ordonnancement que celui de
l’implémentation “Verrous” qui précède.
Dans cette expérimentation nous avons utilisé une IFFT pipelinée de trois
étages. Dans chaque étage nous avons utilisé 4 blocs parallèles. La Figure 6 aﬃche
les résultats des tests de ces trois implémentations.
Nous remarquons que les implémentations “Verrous & Abstraction” et “Ver-
rous” sont toujours meilleures que “Dynamique”. L’explication de ce résultat est
comme suit. Premièrement, même si l’implémentation “Verrous & Abstraction”
nous a permis d’avoir plus de parallélisme, nous n’avons pas proﬁté de ce parallé-


















Figure 6.22 Temps d’exécution par abstraction de la FIFO
que nous avons gagné touche plutôt des transactions de faible charge de travail.
Donc, pour le cas de cette expérimentation, au point de vue du parallélisme, les
deux implémentations ne sont pas très diﬀérentes. Ainsi le temps que nous avons
pu gagner est plutôt dû à la réduction de surcoût. En eﬀet, l’ordonnancement dans
“Verrous” et “Verrous & Abstraction” utilise une seule phase, comparée à celui
de “Dynamique”. Ceci a eu pour résultats de minimiser le surcoût d’ordonnance-
ment. D’un autre côté, “Verrous” et “Verrous & Abstraction” ont un surcoût dû à
la synchronisation des transactions par des verrous que “Dynamique” n’en a pas.
Ce que nous pouvons conclure est que le surcoût d’ordonnancement est plus im-
portant que le surcoût de synchronisation par les verrous. Et puisque “Verrous &
Abstraction” a moins de verrous que “Verrous” alors le surcoût généré est encore
moindre.
Par conséquent, grâce à l’implémentation qui utilise les verrous et la FIFO
optimisée nous avons amélioré l’accélération de 4.25 à 4.65. Cependant, il nous
manque toujours plus que deux points d’accélération à cause du surcoût engendré.
Ainsi, il est intéressant d’appliquer de nouvelles optimisations aﬁn de minimiser
encore les surcoûts d’ordonnancement et d’interférence.
Toutefois, nous pourrions toujours améliorer l’accélération si nous avons utilisé
un nombre de cœurs supérieur à huit. En eﬀet, imaginons la situation suivante qui
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n’est pas loin de la situation actuelle. Nous avons n transactions ayant à peu près
le même temps d’exécution t et qui peuvent s’exécuter d’une manière totalement
parallèle. Avec n/2 cœurs, nous pouvons avoir une accélération maximale de n/2.
Si nous augmentons le nombre de cœurs, cette accélération ne change pas jusqu’à
ce que nous arrivons à n cœurs. À ce moment l’accélération passe brusquement
de n/2 à n et atteint sa valeur optimale. Dans notre cas, la valeur de n est
égale à 14. C’est pourquoi nous remarquons (voir Figure 6.22) qu’à partir de
7 cœurs, l’accélération commence à se stabiliser. Ainsi, il faut utiliser 14 cœurs
pour s’attendre à un changement. Cette situation est due au fait qu’il faut ﬁnir
d’exécuter toutes les transactions avant de pouvoir passer à une autre itération.
Aﬁn de solliciter davantage les cœurs de la machine de simulation il faut penser
à paralléliser les transactions sur plusieurs itérations.
Finalement, comme nouvelles voies à explorer, nous proposons un nouvel or-
donnancement optimisé qui est calculé comme suit : après avoir généré le graphe
de verrous, au lieu d’utiliser des verrous pour synchroniser les transactions, nous
allons partitionner les transactions comme nous l’avons déjà fait pour le cas de
“Dynamic” en utilisant le graphe de conﬂit. De cette façon, deux transactions
adjacentes ne peuvent pas s’exécuter en parallèle. Ainsi nous allons obtenir un
ordonnancement à plusieurs phases qui doit obligatoirement générer un meilleur
temps d’exécution puisque nous nous sommes basés au départ sur un graphe de
verrous qui est un sous graphe du graphe de conﬂit. Aussi, lorsque nous calculons
l’arbre couvrant nous pouvons tenir compte du temps d’exécution des transactions
pour choisir un arbre qui minimise la durée d’exécution de l’ordonnancement ﬁnal
à générer. Toutefois, la question qui se pose quel type de synchronisation faut-il
utiliser ? Synchronisation basée sur les verrous ou utilisant les ordonnancements.
Puisque notre environnement de simulation est dynamique, il est toujours possible
d’estimer la meilleure conﬁguration, puis altérer d’ordonnancements au fur et à
mesure que la simulation avance. Toutes ces possibilités nécessitent d’être implé-
menté et expérimenter. Cependant, il est plus intéressant d’utiliser une étude de
cas plus importante, telle qu’un encodeur H.264 ayant un niveau d’abstraction




Dans un premier temps, nous présentons le bilan de cette thèse. Nous rappe-
lons les motivations de ce travail puis nous résumons les principales réalisations
et les contributions apportées. Ensuite, nous montrons comment nous pouvons
étendre les travaux déjà eﬀectués dans le but de déﬁnir une méthodologie com-
plète basée sur les transactions permettant de réduire l’écart de productivité dans
la conception des systèmes sur puce.
7.1 Bilan
Ces dernières années, il y a eu un eﬀort de collaboration regroupant plusieurs
acteurs dans l’industrie des semiconducteurs aﬁn de soutenir et faire progresser
SystemC en tant que norme pour la conception des systèmes sur puce. L’avantage
de SystemC est qu’il permet de procurer une plateforme virtuelle à plusieurs
niveaux d’abstraction permettant principalement l’exploration architecturale, le
développement du logiciel embarqué très tôt dans le cycle de développement et
la covériﬁcation logicielle/matérielle en se basant sur la simulation. Cependant,
avec la complexité croissante des systèmes sur puces, d’autres besoins sont en
cours d’émerger aﬁn de réduire l’écart de productivité dans la conception de ces
systèmes. L’ITRS a identiﬁé deux déﬁs majeurs à relever : 1) Rendre les moyens de
vériﬁcation plus ﬁables aﬁn de réduire l’eﬀort de vériﬁcation et améliorer la qualité
de la vériﬁcation 2) Développer des techniques de synthèse de haut niveau plus
eﬃcaces. Plusieurs eﬀorts autour de SystemC sont en cours aﬁn de relever ces déﬁs
tels que des travaux de recherche pour améliorer le temps de simulation, inclure
des techniques de vériﬁcation basées sur les assertions, ou déﬁnir des sémantiques
formelles dans le but d’appliquer la vériﬁcation formelle et la synthèse de haut
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niveau. Cependant, à cause du modèle de concurrence complexe de SystemC,
relever ces déﬁs reste toujours une tâche diﬃcile.
Par conséquent, aﬁn de répondre aux besoins cités plus haut, nous pensons
qu’il est primordial d’adopter une approche de conception qui possède une meilleure
abstraction pour modéliser des composants parallèles, et ceci à plusieurs niveaux
d’abstraction. Cette approche devait posséder une sémantique formelle qui consti-
tuerait la base pour développer des applications visant la vériﬁcation formelle et
semi-formelle, l’optimisation de la simulation et le raﬃnement incrémental. Par
conséquent, au cours de ce projet nous avons étudié une méthodologie de concep-
tion basée sur les transactions. Grâce à la simplicité de raisonnement que procure
le concept de transaction, ce concept a eu un grand intérêt dans plusieurs do-
maines de l’informatique. Nous avons montré comment plusieurs de ces travaux
peuvent être adaptés pour la conception des systèmes sur puce en matière de
vériﬁcation formelle, raﬃnement incrémental et synthèse matérielle.
Dans le but d’évaluer l’eﬃcacité de cette méthodologie, nous avons ﬁxé l’ob-
jectif d’optimiser la vitesse de simulation d’un modèle transactionnel en proﬁtant
d’une machine multicœur. En conséquence, nous avons développé un environne-
ment de modélisation et de simulation de systèmes sur puces basé sur le concept
de transactions. Nous décrivons par la suite les principales tâches qui ont été
réalisées pour arriver à bout de cet environnement et des objectifs ﬁxés tout en
précisant à chaque fois les avantages clés de cet environnement (voir Figure 7.1).
Modélisation : Nous avons déﬁni la structure à donner à un modèle tran-
sactionnel. Nous avons introduit la notion de module pour déﬁnir l’architec-
ture d’un modèle transactionnel et la notion de transaction pour déﬁnir son
comportement. Nous avons introduit aussi la construction Retry, une ma-
nière plus simple pour raisonner sur les gardes des transactions. Nous avons
appliqué toutes ces notions pour modéliser une étude de cas industrielle
spéciﬁant un transmetteur selon la norme Wi-Fi 802.11a.
Il est important de noter que nous avons fait en sorte que le modèle transac-
tionnel soit complètement indépendant de la manière dont il va être simulé.
150
Modèle Transactionnel























Figure 7.1 Environnement de modélisation et simulation
En eﬀet, le modèle est représenté sous une forme de bibliothèque plutôt
qu’un exécutable. Cette séparation nous a permis d’appliquer aux modèles
plusieurs stratégies de simulation sans avoir à toucher ou à modiﬁer le mo-
dèle initial.
Analyse : Nous avons développé un analyseur aﬁn d’extraire l’architecture
d’un modèle transactionnel, les transactions qui le composent et l’interac-
tion entre ces transactions. L’analyseur initie une exécution dynamique du
modèle qui consiste en une phase d’élaboration aﬁn de déterminer l’architec-
ture du modèle à travers les modules instanciés puis d’une analyse statique
pour déterminer les interactions entre les diﬀérents modules à travers les
transactions déclarées. L’interopérabilité entre ces deux phases, l’une dy-
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namique et l’autre statique, est facilitée grâce à l’introspection qui est une
caractéristique de la plateforme .NET.
L’analyseur prend comme entrée une assemblée .NET décrivant un modèle
transactionnel. Cette assemblée représente le modèle transactionnel sous un
format intermédiaire en utilisant du code CIL. L’avantage de cette approche
est qu’elle est complètement indépendante du langage de programmation
utilisé dans le modèle initial et ainsi elle peut supporter diﬀérents langages.
Cet analyseur sera un outil essentiel pour d’autres applications en cas où
nous voudrions étendre cet environnement de conception pour intégrer des
solutions pour la vériﬁcation formelle ou la synthèse matérielle.
Ordonnancement : Après avoir donné une sémantique d’exécution for-
melle à un modèle transactionnel, nous avons présenté une condition né-
cessaire pour qu’une exécution concurrente des transactions soit considérée
valide. Sur la base de cette étude théorique, nous avons implémenté des al-
gorithmes d’ordonnancement aﬁn de pouvoir calculer des ordonnancements
parallèles des transactions, qui sont prouvés corrects par construction. Ces
ordonnancements tiennent compte du graphe de conﬂit du modèle tran-
sactionnel décrivant les interactions entre les diﬀérentes transactions, du
nombre de cœurs de la machine de simulation et d’une estimation du temps
d’exécution. Nous avons étudié diﬀérentes stratégies d’ordonnancement en
matière de parallélisme et de surcoût de synchronisation. Nous avons testé
ces algorithmes d’ordonnancement sur le modèle du transmetteur Wi-Fi
802.11a. Avec deux threads, nous avons obtenu une accélération d’environ
1.8 qui se rapproche d’une accélération optimum. Avec 8 threads, malgré que
la charge de travail des diﬀérentes transactions n’était pas importante, nous
avons pu atteindre une accélération d’environ 4.6, ce qui est un résultat très
prometteur. En eﬀet, si nous utilisons une étude de cas à un niveau d’abs-
traction plus haut où les charges de travail des transactions seraient plus
importantes, nous prévoyons atteindre de meilleures accélérations.
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7.2 Perspectives
La Figure 7.2 montre comment la méthodologie basée sur les transactions peut
être appliquée pour la conception des systèmes sur puces. Elle représente un ﬂot
de conception complet, allant d’un modèle transactionnel de spéciﬁcation fonc-































Figure 7.2 Flot de conception utilisant la méthodologie basée sur les
transaction.
La clé de cette méthodologie est la conception par raﬃnement où le détail
est ajouté et vériﬁé progressivement. Ceci serait possible grâce à la sémantique
formelle des modèles transactionnels à partir desquels nous pouvons appliquer des
techniques de vériﬁcation formelle telles que le «Model Checking»[39], la preuve
par déduction[15] et le raﬃnement modulaire[1, 63] ou des techniques de vériﬁca-
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tion semi-formelle[49] basées sur la simulation et des langages d’assertions formels
tels que SVA (SystemVerilog Assertions) ou PSL (Property Speciﬁcation Lan-
guage).
Le ﬂot de conception commence par spéciﬁer un modèle de transactions décri-
vant les diﬀérentes fonctions constituant le système sur puce sans tenir compte de
l’architecture de la plateforme d’implémentation. Chaque transaction va décrire
une fonctionnalité spéciﬁque de ce système.
Aﬁn de vériﬁer la fonctionnalité du modèle de spéciﬁcation, nous pouvons
utiliser deux techniques sous-jacentes : une qui se base sur la vériﬁcation formelle
et une qui se base sur la vériﬁcation dynamique par simulation. L’avantage de la
vériﬁcation formelle est qu’elle permette une couverture complète, contrairement
à la vériﬁcation par simulation qui a une couverture limitée et ne permet pas de
garantir la validité du modèle. Pour les deux techniques, nous proposons d’utiliser
un même langage d’assertions tels que SVA ou PSL aﬁn de spéciﬁer formellement
les propriétés du modèle à vériﬁer.
En ce qui concerne la vériﬁcation formelle nous proposons deux méthodes
basées sur le langage formel TLA+. La première est une technique de «Model
Checking» qui se base sur le «Model Checker» TLC de TLA+. L’avantage de
cette méthode est qu’elle est automatique, cependant elle ne peut généralement
être appliquée qu’à des modèles de taille limitée. Toutefois, grâce à l’isolation que
procure l’atomicité des transactions, certaines propriétés peuvent être vériﬁées
indépendamment pour chaque transaction. Par exemple, si nous vériﬁons que pour
chaque transaction un invariant est valide, nous pouvons conclure que l’invariant
reste valide pour tout le modèle. Dans le cas où la taille du modèle ne permet pas
l’utilisation de la technique de «Model Checking» nous proposons une deuxième
technique qui se base sur la preuve par déduction. L’avantage de cette technique
est qu’elle n’est pas limitée par la taille du modèle, cependant, elle nécessite des
connaissances approfondies des règles de déductions de la logique derrière TLA+.
En plus, certaines preuves peuvent être longues et fastidieuses. L’application de
cette technique nécessite la formulation du langage TLA+ dans un prouveur de
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théorèmes. Pour cela nous pouvons utiliser l’encodage de TLA+ déjà formulé à
l’aide de l’assistant de preuve générique Isabelle [15].
Si la technique de vériﬁcation formelle n’arrive pas à valider certaines asser-
tions, il est toujours possible de procéder par vériﬁcation dynamique. Pour cela
les propriétés à vériﬁer sont transformées en des moniteurs qui s’exécutent en pa-
rallèle avec le modèle à simuler. Pour cela nous pouvons étendre les travaux faits
dans [49] aux modèles transactionnels.
Au fur et à mesure que le concepteur descend dans les niveaux d’abstraction,
le modèle est raﬃné en ajoutant à chaque fois de plus en plus de détails décri-
vant l’architecture et la microarchitecture des diﬀérents composants constituants
le système sur puce. Aﬁn de montrer que le nouveau modèle raﬃné est correct et
vériﬁe les assertions déjà validées, il suﬃt de prouver que le raﬃnement fait est
une implémentation du modèle de plus haut niveau. Cependant aﬁn de pouvoir
appliquer cette technique indépendamment de la complexité de design, il faut pro-
céder d’une manière modulaire de telle manière que seulement la partie de design
qui est raﬃnée soit vériﬁée. Cette méthode est primordiale aﬁn de contourner le
problème d’explosion d’états et rendre les techniques de vériﬁcation formelle plus
ﬁables et contrôlables, comme il a été suggéré par l’ITRS(Voir les motivations
présentées plus haut 1.1 ). Les études déjà faites sur la composabilité et la mo-
dularité des systèmes d’actions[63] et le raﬃnement des spéciﬁcations TLA+[1]
fournissent un point d’entrée aﬁn d’appliquer les techniques de raﬃnement modu-
laire et progressif à la conception des systèmes sur puce. Si pour une raison ou une
autre le raﬃnement ne peut pas être validé, il est toujours possible d’appliquer
les autres techniques de vériﬁcation. Ceci reste possible puisque tout le long du
cycle de développent, nous utilisons le même modèle transactionnel pour décrire
le système quel qu’il soit le niveau d’abstraction.
Une fois que le modèle de la microarchitecture est prêt, nous passons aux
synthèses matérielles et logicielles. Pour la synthèse matérielle, il est possible de
générer un modèle Bluespec ou d’étendre les travaux présentés à la section 3.2 pour
générer directement un modèle RTL en VHDL ou Verilog. En ce qui concerne la
synthèse logicielle, nous pensons garder le même modèle transactionnel comme im-
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plémentation ﬁnale en synthétisant un gestionnaire de mémoire transactionnelle
capable d’ordonnancer et synchroniser les transactions dans la plateforme cible.
Cette approche qui consiste à utiliser les mémoires transactionnelles dans les pro-
grammes parallèles a été suggéré par l’ITRS, aﬁn d’améliorer la productivité dans
le développement logiciel.
Il est clair qu’établir une méthodologie de conception de systèmes sur puce
basée sur le concept des transactions est un gros travail qui demande beaucoup
d’eﬀorts de recherche. Néanmoins, nous espérons que l’étude qui a été faite autour
des transactions ainsi que le travail qui a été accompli durant cette thèse vont
promouvoir cette méthodologie et feront continuer les recherches aﬁn d’arriver à
une meilleure méthodologie qui permettra de réduire l’écart de productivité.
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Dans cette annexe, nous présentons comment raﬃner une FIFO en utilisant
le langage TLA+ et le «Model Checker» TLC. En commençant par une spéciﬁca-
tion abstraite, nous procédons par des étapes de raﬃnement progressives jusqu’à
obtenir une implémentation dans un langage procédural tel que C#.
Aﬁn de simpliﬁer l’exemple, nous considérons le cas où la FIFO est accédée par
un seul producteur et un seul consommateur. Le code suivant montre le module
TLA+, Fifo, décrivant la spéciﬁcation initiale de la FIFO.
module Fifo
extends FifoInterface
variables seq , pc1, pc2
constants Size
assume (Size ∈ Nat) ∧ (Size > 0)
vars ∆= 〈in, out , seq , pc1, pc2〉
InternalVars ∆= 〈seq , pc1, pc2〉
Goto(pc, a, b) ∆= ∧ (pc = a)
∧ (pc′ = b)
Init ∆= ∧ (seq = 〈〉)
∧ (pc1 = 0)
∧ (pc2 = 0)
∧ IntInit
Enq ∆= ∧ ∃ v ∈ Val : IntEnq(v)
∧ unchanged InternalVars
ComputeEnq ∆= ∧Goto(pc1, 0, 1)
∧ in.state = ”waiting”
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∧ Len(seq) ≤ Size
∧ seq ′ = Append(seq , in.value)
∧ unchanged 〈in, out , pc2〉
ReturnEnq ∆= ∧Goto(pc1, 1, 0)
∧ IntEnqRet
∧ unchanged 〈seq , pc2〉
Deq ∆= ∧ IntDeq
∧ unchanged InternalVars
ComputeDeq ∆= ∧ out .state = ”waiting”
∧ seq 6= 〈〉
∧ seq ′ = Tail(seq)
∧ out ′ = [out except ! .value = Head(seq)]
∧ unchanged 〈in, pc1〉
ReturnDeq ∆= ∧Goto(pc2, 1, 0)
∧ IntDeqRet
∧ unchanged 〈seq , pc1〉
Next ∆= Enq ∨ ComputeEnq ∨ ReturnEnq ∨Deq ∨ ComputeDeq ∨ ReturnDeq
FifoSpec ∆= Init ∧2[Next ]vars
Lorsque le producteur (consommateur) est prêt pour écrire (lire) dans la FIFO
il exécute l’action Enq(Deq). En ce moment, l’action interne de la FIFO, Compu-
teEnq(ComputeDeq) est activée. Une fois que la FIFO a terminé son exécution, elle
rend la main au producteur (consommateur) en exécutant l’action ReturnEnq(Re-
turnDeq). La spéciﬁcation complète est déﬁnie par la formule TLA FifoSpec qui
est la disjonction des 6 actions Enq, Deq, ComputeEnq, ComputeDeq, ReturnEnq et
ReturnDeq.
I.1 Interface
La spéciﬁcation de la FIFO a 5 variables : in, out, seq , pc1, pc2. Les va-
riables seq , pc1, pc2 représentent l’état interne de la FIFO alors que les variables
in et out représentent l’état du consommateur et du producteur durant l’appel à la
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FIFO. En d’autres termes, les variables in et out décrivent l’interaction de la FIFO
avec son environnement qui est composé d’un producteur et d’un consommateur.
La Figure I.1 schématise les interactions entre la FIFO et son environnement.
Producteur FIFO(seq,pc1,pc2) Consomateur
in out
Figure I.1 Interaction de la FIFO avec son environnement
Il est souvent préférable de mettre dans un module séparé la partie de la
spéciﬁcation qui décrit seulement l’interface. Voici le code TLA+ du module Fi-
foInterface qui spéciﬁe l’interface de la FIFO :
module FifoInterface
extends Naturals, TLC , Sequences
variables in, out
constants Val , NoVal
ChannelState ∆= [state : {”ready”, ”waiting”}, value : Val ]
IntInit ∆= ∧ (in = [state 7→ ”ready”, value 7→ NoVal ])
∧ (out = [state 7→ ”ready”, value 7→ NoVal ])
IntEnq(v) ∆= ∧ in.state = ”ready”
∧ in ′ = [state 7→ ”waiting”, value 7→ v ]
∧ unchanged out
IntDeq ∆= ∧ out .state = ”ready”
∧ out ′ = [state 7→ ”waiting”, value 7→ NoVal ]
∧ unchanged in
IntEnqRet ∆= ∧ in ′ = [state 7→ ”ready”, value 7→ NoVal ]
∧ unchanged out
IntDeqRet ∆= ∧ out ′ = [out except ! .state = ”ready”]
∧ unchanged in
InterfaceVars ∆= 〈in, out〉
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La formule FifoSpec, décrit les comportements (séquences de valeurs) des va-
riables internes et externes. Cependant, un utilisateur de la FIFO interagit avec
la FIFO seulement en utilisant les variables d’interface in et out. Ainsi il s’in-
téresse seulement aux comportements dont les variables in et out sont les seules
qui sont observables. C’est-à-dire qu’une spéciﬁcation de la FIFO serait de dire
que les variables in et out se comportent comme s’il existe seq, pc1 et pc2 tels
que le comportement des 5 variables réunies satisfait la formule FifoSpec. Ceci est
exprimé par la formule TLA suivante :
∃ seq , pc1, pc2 : FifoSpec
I.2 Raﬃnement des données
Dans la spéciﬁcation initiale de la FIFO nous avons utilisé la variable seq aﬁn
de stocker les données internes de la FIFO. Cependant si nous voulons implémenter
seq comme un tableau, l’opération Tail va être couteuse en temps d’exécution
puisqu’il faut décaler tous les éléments du tableau vers la gauche à chaque fois
que l’opération ComputeDeq est exécutée. Ainsi, nous remplaçons la variable seq
par quatre autres variables head, tail , frame et full. Les actions ComputeEnq
et ComputeDeq sont alors remplacées par les déﬁnitions suivantes.
ComputeEnq ∆= ∧Goto(pc1, 0, 1)
∧ in.state = ”waiting”
∧ full [tail ] = false
∧ frame ′ = [frame except ! [tail ] = in.value]
∧ full ′ = [full except ! [tail ] = true]
∧ tail ′ = (tail + 1)%Size
∧ unchanged 〈in, out , head , pc2〉
ComputeDeq ∆= ∧Goto(pc2, 0, 1)
∧ out .state = ”waiting”
∧ full [head ] = true
∧ full ′ = [full except ! [head ] = false]
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∧ head ′ = (head + 1)%Size
∧ out ′ = [out except ! .value = frame[head ]]
∧ unchanged 〈in, frame, tail , pc1〉
Maintenant nous voulons vériﬁer que la nouvelle spéciﬁcation de la FIFO, Fifo2Spec
implémente la spéciﬁcation FifoSpec. C’est à dire vériﬁer que le théorème suivant
est valide.
Fifo2Spec ⇒ ∃ seq , pc1, pc2 : FifoSpec
Malheureusement, TLC n’est pas en mesure de vériﬁer ce genre de théorème
impliquant le quantiﬁcateur existentiel. Cependant, nous pouvons déﬁnir un map-
ping qui lit chaque variable interne impliquant la formule FifoSpec : seq, pc1 ,
pc2 en fonction des variables internes de Fifo2Spec : head, tail, frame, full,
pc1, pc2. Informellement, ceci correspond à simuler le comportement des variables
seq, pc1 et pc2 à l’aide des variables internes de Fifo2Spec. Voici le module Ref2
qui déﬁnit ce mapping :
module Ref 2
extends Fifo2
x ∆= if head < tail then tail − head else tail + Size − head
count ∆= if x = Size ∧ full [head ] = false then 0 else x
FifoIns ∆= instance Fifo with
seq ← [n ∈ (1 . . count) 7→ frame[(head + n − 1)%Size]],
pc1← pc1,
pc2← pc2
Ref 2 ∆= FifoIns !FifoSpec
theorem Fifo2Spec ⇒ Ref 2
I.3 Raﬃnement de l’atomicité
L’implémentation Fifo2Spec comprend les actions ComputeEnq et ComputeDeq
qui ne peuvent être directement implémentées dans un langage procédural (sauf
xix
en utilisant des mécanismes de synchronisation tels que l’exclusion mutuelle) puis-
qu’elles doivent être exécutées d’une manière atomique. Par conséquent, il faut
décomposer ces actions en plusieurs actions atomiques qui correspondront à des
instructions atomiques du langage cible. Voici les déﬁnitions des actions Compu-
teEnq et ComputeDeq après décomposition.
ComputeEnq ∆= ∨ ∧Goto(pc1, 0, 1)
∧ in.state = ”waiting”
∧ full [tail ] = false
∧ frame ′ = [frame except ! [tail ] = in.value]
∧ unchanged 〈in, out , head , pc2, full , tail〉
∨ ∧Goto(pc1, 1, 2)
∧ full ′ = [full except ! [tail ] = true]
∧ unchanged 〈in, out , head , pc2, frame, tail〉
∨ ∧Goto(pc1, 2, 3)
∧ tail ′ = (tail + 1)%Size
∧ unchanged 〈in, out , head , pc2, frame, full〉
ComputeDeq ∆= ∨ ∧Goto(pc2, 0, 1)
∧ out .state = ”waiting”
∧ full [head ] = true
∧ out ′ = [out except ! .value = frame[head ]]
∧ unchanged 〈in, frame, tail , pc1, full , head〉
∨ ∧Goto(pc2, 1, 2)
∧ full ′ = [full except ! [head ] = false]
∧ unchanged 〈in, frame, tail , pc1, head , out〉
∨ ∧Goto(pc2, 2, 3)
∧ head ′ = (head + 1)%Size
∧ unchanged 〈in, frame, tail , pc1, full , out〉
Aﬁn de vériﬁer que la nouvelle spéciﬁcation Fifo3Spec implémente Fifo2Spec,
nous procédons de la même manière que pour le raﬃnement, Ref2. Voici le module
Ref3 qui permet à TLC de vériﬁer que la décomposition de l’atomicité est valide.
module Ref 3
extends Fifo3
Fifo2Ins ∆= instance Fifo2 with
frame ← frame,
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head ← if pc2 ∈ {1, 2} then (head + 1)%Size else head ,
tail ← if pc1 ∈ {1, 2} then (tail + 1)%Size else tail ,
full ← if pc1 = 1 ∧ pc2 = 1 then
[full except ! [tail ] = true, ! [head ] = false]
else if pc1 = 1 then
[full except ! [tail ] = true]
else
if pc2 = 1 then
[full except ! [head ] = false]
else
full ,
pc1 ← if pc1 ∈ {2, 3} then 1 else pc1,
pc2 ← if pc2 ∈ {2, 3} then 1 else pc2
Ref 3 ∆= Fifo2Ins !Fifo2Spec
theorem Fifo3Spec ⇒ Ref 3
I.4 Implémentation ﬁnale
La spéciﬁcation de la FIFO Fifo3Spec contient encore certains inconvénients.
En eﬀet, la condition full[tail] = false est traduite par la boucle
while (full[tail] != false). C’est une attente active que nous voulons éviter. En
prenant comme cible le langage C#, nous allons utiliser la classe AutoResetEvent
aﬁn de synchroniser les opérations de lecture et écriture. Cette classe contient
deux méthodes Set et WaitOn. Si un processus veut se suspendre en attente d’un
évènement, il appelle la méthode WaitOn. Lorsqu’un autre processus appelle la
méthode Set, le processus en suspension est notiﬁé pour continuer son exécution.
Remarquer que l’appel à la fonction Set est persistant. C’est-à-dire que si un pro-
cessus appelle Set avant qu’un autre processus appelle la fonction WaitOn, l’eﬀet
de Set reste visible jusqu’à qu’un processus exécute la méthode WaitOn. À ce mo-
ment, ce dernier processus continue son exécution sans avoir à attendre. Aussi, le
fait d’appeler la méthode Set plusieurs fois avant un appel à WaitOn est équivalent
à un seul appel à Set. Le module TLA+ suivant spéciﬁe ces deux méthodes.
module AutoResetEvent
Set(x ) ∆= ∧ x ′ = 1
WaitOn(x ) ∆= ∧ x = 1
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∧ x ′ = 0
La nouvelle spéciﬁcation de la FIFO introduit les nouvelles variables WaitRead
et WaitWrite qui vont correspondre à deux objets de classe AutoResetEvent. La
variable WaitRead est utilisée pour que le consommateur notiﬁe le producteur en
cas de lecture. De même, WaitWrite est utilisée pour que le producteur notiﬁe
le consommateur en cas d’écriture. Voici la nouvelle spéciﬁcation, Fifo4Spec, des
actions ComputeEnq et ComputeDeq.
ComputeEnq ∆=
∨ ∧ in.state = ”waiting”






∨ ∧Goto(pc1, 5, 0)
∧WaitOn(WaitRead)
∧ unchanged 〈in, out , frame, full , tail , head , pc2, WaitWrite〉
∨ ∧Goto(pc1, 6, 1)
∧ frame ′ = [frame except ! [tail ] = in.value]
∧ unchanged 〈in, out , head , pc2, full , tail , WaitRead , WaitWrite〉
∨ ∧Goto(pc1, 1, 2)
∧ full ′ = [full except ! [tail ] = true]
∧ unchanged 〈in, out , head , pc2, frame, tail , WaitRead , WaitWrite〉
∨ ∧Goto(pc1, 2, 3)
∧ Set(WaitWrite)
∧ unchanged 〈in, out , frame, full , tail , head , pc2, WaitRead〉
∨ ∧Goto(pc1, 3, 4)
∧ tail ′ = (tail + 1)%Size
∧ unchanged 〈in, out , head , pc2, frame, full , WaitRead , WaitWrite〉
ComputeDeq ∆=
∨ ∧ out .state = ”waiting”







∨ ∧Goto(pc2, 5, 0)
∧WaitOn(WaitWrite)
∧ unchanged 〈in, out , frame, full , tail , head , pc1, WaitRead〉
∨ ∧Goto(pc2, 6, 1)
∧ out ′ = [out except ! .value = frame[head ]]
∧ unchanged 〈in, frame, tail , pc1, full , head , WaitRead , WaitWrite〉
∨ ∧Goto(pc2, 1, 2)
∧ full ′ = [full except ! [head ] = false]
∧ unchanged 〈in, frame, tail , pc1, head , out , WaitRead , WaitWrite〉
∨ ∧Goto(pc2, 2, 3)
∧ Set(WaitRead)
∧ unchanged 〈in, out , frame, full , tail , head , pc1, WaitWrite〉
∨ ∧Goto(pc2, 3, 4)
∧ head ′ = (head + 1)%Size
∧ unchanged 〈in, frame, tail , pc1, full , out , WaitRead , WaitWrite〉
Voici le «reﬁnement mapping» aﬁn de valider que la nouvelle spéciﬁcation
Fifo4Spec implémente la spéciﬁcation Fifo3Spec
module Ref 4
extends Fifo4
Fifo3Ins ∆= instance Fifo3 with
head ← if pc2 = 3 then (head + 1)%Size else head ,
tail ← if pc1 = 3 then (tail + 1)%Size else tail ,
pc1 ← if pc1 ∈ {5, 6} then 0 else if pc1 = 4 then 3 else pc1,
pc2 ← if pc2 ∈ {5, 6} then 0 else if pc2 = 4 then 3 else pc2
Ref 4 ∆= Fifo3Ins !Fifo3Spec
theorem Fifo4Spec ⇒ Ref 4
Voici l’implémentation C# de la spéciﬁcation Fifo4Spec. L’avantage de cette
implémentation est qu’elle n’utilise aucun mécanisme de blocage entre les pro-
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cessus producteur et consommateur. Les deux processus peuvent s’exécuter en






/*0*/ while (!full[head]) /*5*/ WaitWrite.WaitOne();
/*6*/ value = frame[head];
/*1*/ full[head] = false;
/*2*/ WaitRead.Set();
/*3*/ head = (head + 1) % _size;
/*4*/ return value;
}
public void Enqueue(T v){
/*0*/ while (full[tail]) /*5*/ WaitRead.WaitOne();
/*6*/ frame[tail] = v;
/*1*/ full[tail] = true;
/*2*/ WaitWrite.Set();





Les numéros correspondent aux valeurs de pc1 et pc2 dans la spéciﬁcation
TLA+.
