Abstract: Consider distributional fixed point equations of the form
Introduction
Many applied probability problems, ranging from the average case analysis of algorithms to statistical physics, reduce to distributional fixed point equations of the form
where f (·) is a possibly random real valued function, N ∈ N, N = {0, 1, 2, 3, . . . } ∪ {∞}, {C i } N i=1 are real valued random weights and {R i } i≥1 are iid copies of R, independent of (N, C 1 , . . . , C N ). For a recent survey of a variety of problems where these equations appear see [1] . The solutions to these types of equations can be recursively constructed on a weighted branching tree, where N represents the generic branching variable and the {C i } N i=1 are the branching weights. For this reason, we also refer to (1.1) as recursions on weighted branching trees.
In this paper, we develop an Implicit Renewal Theorem, stated in Theorem 3.4, that enables the characterization of the power tail behavior of the solutions R to many equations of multiplicative nature of the form in (1.1). This result extends the prior work in [16] , which assumed nonnegative weights {C i }, to general real valued weights. This work also fully generalizes the Implicit Renewal Theorem of Goldie (1991) [12] , which was derived for equations of the form R D = f (C, R) (equivalently N ≡ 1 in our case), to recursions (fixed point equations) on trees. Note that even in the classical non-branching problem the proof of the mixed sign case is quite involved, see the proof of Case 2 on pp. 145-149 in [12] . We provide here a streamlined matrix form derivation of Theorem 2.3 in [12] that seamlessly extends to trees. For completeness, we also derive the lattice version of our implicit renewal theorem in Theorem 3.6. One of the key observations leading to Theorems 3.4 and 3.6 is that an appropriately constructed measure on a weighted branching tree is a matrix renewal measure, see Lemma 3.3 and equation (3.12) .
We illustrate the developed theorem by deriving the power tail asymptotics of the nonhomogeneous linear recursion 2) where N ∈ N ∪ {∞}, {C i } N i=1 are real valued random weights, Q is a real valued random variable with P (Q = 0) > 0 and {R i } i≥1 are iid copies of R, independent of (N, C 1 , . . . , C N ). This recursion appeared recently in the stochastic analysis of Google's PageRank algorithm, see [15, 16, 25] and the references therein for the latest work in the area. These types of weighted recursions, also known as weighted branching processes [22] , are found in the probabilistic analysis of other algorithms as well [21, 23] , e.g. Quicksort algorithm [11] , see [1, 4, 14-16, 19, 22, 23] for additional references. In addition, equation (1. 2) generalizes other well studied problems in the literature, e.g.: for N ≡ 1, it reduces to an autoregressive process of order one and for C i ≡ constant, R represents the busy period of an M/G/1 queue (e.g. see [26] ). In the context of Google's PageRank algorithm, R represents the rank of a generic page, N is the number of neighbors of such a page, and the {C i } are the weights that determine the contribution of each neighboring page to the total rank R. Here, we argue that if the pointer by neighbor i represents a negative reference, then the weight C i of such a reference should be negative as well, i.e., negative references should not increase the rank of R. Hence, in this paper, we allow the weights {C i } to be possibly negative.
Note that the majority of the work in the rest of the paper goes into the application of the main theorem to the nonhomogeneous recursion in (1.2) . In this regard, in Section 4, we first construct an explicit solution (4.6) to (1.2) on a weighted branching tree and then provide sufficient conditions for the finiteness of moments of this solution in Lemma 4.5. In addition, under quite general conditions, it can be shown that this solution is unique under iterations, see Lemma 4.5 in [16] . However, the fixed point equation (1.2) can have additional stable solutions, as it was recently discovered in [4] ; earlier work for the case when {C i }, Q are deterministic realvalued constants can be found in [5] . Furthermore, it is worth noting that our moment estimates are explicit, see Lemma 4.4, which may be of independent interest. Then, the main result, which characterizes the powertail behavior of R is presented in Theorem 4.6. In addition, for integer power exponent (α ∈ {1, 2, 3, . . . }) the asymptotic tail behavior can be explicitly computed, see Corollary 4.9 in [16] . Furthermore, for non integer α, Lemma 5.2 can be used to derive an explicit bound on the tail behavior of R.
Similarly as in [16] , our technique could be potentially applied to study the tail asymptotics of the solution to the critical, E N i=1 C i = 1, homogeneous linear equation
where
is a real valued random vector with N ∈ N ∪ {∞} and {R i } i≥1 is a sequence of iid random variables independent of (N, C 1 , . . . , C N ) having the same distribution as R; note that [16] considered the nonnegative
case. See [14, 19, 20] and the references therein for prior work on the power tail asymptotics of the homogeneous linear recursion. For additional references on weighted branching processes and multiplicative cascades see [2, 3, 18, 19] and the references therein. For earlier historical references see [6, 10, 13, 17] . In the same fashion, one can also study many other possibly nonlinear distributional equations, e.g.,
(1.4) see [16] for additional details on how Theorem 3.4 can be applied to these, as well as other stochastic recursions. The majority of the proofs are postponed to Section 5. 
Model description
First we construct a random tree T . We use the notation ∅ to denote the root node of T , and A n , n ≥ 0, to denote the set of all individuals in the nth generation of T , A 0 = {∅}. Let Z n be the number of individuals in the nth generation, that is, Z n = |A n |, where | · | denotes the cardinality of a set; in particular, Z 0 = 1.
Next, let N + = {1, 2, 3, . . . } be the set of positive integers and let U = ∞ k=0 (N + ) k be the set of all finite sequences i = (i 1 , i 2 , . . . , i n ) ∈ U , where by convention N 0 + = {∅} contains the null sequence ∅. To ease the exposition, for a sequence i = (i 1 , i 2 , . . . , i k ) ∈ U we write i|n = (i 1 , i 2 , . . . , i n ), provided k ≥ n, and i|0 = ∅ to denote the index truncation at level n, n ≥ 0. Also, for i ∈ A 1 we simply use the notation i = i 1 , that is, without the parenthesis. Similarly, for i = (i 1 , . . . , i n ) we will use (i, j) = (i 1 , . . . , i n , j) to denote the index concatenation operation, if i = ∅, then (i, j) = j.
We iteratively construct the tree as follows. Let N be the number of individuals born to the root node ∅, N ∅ = N , and let {N i } i∈U be iid copies of N . Define now
It follows that the number of individuals Z n = |A n | in the nth generation, n ≥ 1, satisfies the branching recursion
Now, we construct the weighted branching tree T Q,C as follows. Let {(Q i , N i , C (i,1) , . . . , C (i,N i ) )} i∈U be a sequence of iid copies of (Q, N, C 1 , . . . , C N ). N ∅ determines the number of nodes in the first generation of of T according to (2.1), and each node in the first generation is then assigned its corresponding vector
) from the iid sequence defined above. In general, for n ≥ 2, to each node i ∈ A n−1 we assign its corresponding (Q i , N i , C (i,1) , . . . , C (i,N i ) ) from the sequence and construct
For each node in T Q,C we also define the weight Π (i1,...,in) via the recursion
where Π = 1 is the weight of the root node. Note that the weight Π (i1,...,in) is equal to the product of all the weights C (·) along the branch leading to node (i 1 , . . . , i n ), as depicted in Figure 1 . In some places, e.g. in the following section, the value of Q may be of no importance, and thus we will consider a weighted branching tree defined by the smaller vector (N, C 1 , . . . , C N ). This tree can be obtained form T Q,C by simply disregarding the values for Q (·) and is denoted by T C .
Studying recursions and fixed point equations embedded in this weighted branching tree is the objective of this paper.
Implicit renewal theorem on trees
In this section we present an extension of Goldie's Implicit Renewal Theorem [12] to weighted branching trees with real valued weights {C i }. The key observation that facilitates this generalization is the following lemma which shows that a certain measure on a tree is a matrix product measure; its proof is given in Section 5.1. For the case of positive weights, a similar observation was made for a scalar measure in [7] . Throughout the paper we use the standard convention 0 α log 0 = 0 for all α > 0.
Let F = (F ij ) be an n × n matrix whose elements are finite nonnegative measures concentrated on R. The convolution F * G of two such matrices is the matrix with elements (F * G) ij n k=1 F ik * G kj , j = 1, . . . , n, where F ik * G kj is the convolution of individual measures. Definition 3.1. A matrix renewal measure is the matrix of measures
is the point measure at 0, and I is the identity n × n matrix.
Definition 3.2.
A distribution F on R is said to be lattice if it is concentrated on a set that forms an arithmetic progression, that is, on a set of points of the form a + jλ, where a ∈ R, λ > 0 are constant numbers and j ∈ Z = {0, ±1, ±2, . . . }. The largest number λ with this property is called the span of F . A distribution that is not lattice is said to be nonlattice. Lemma 3.3. Let T C be the weighted branching tree defined by the vector (N, C 1 , . . . , C N ), where N ∈ N∪{∞} and the {C i } are real valued. For any n ∈ N and i ∈ A n , let V i = log |Π i | and
for n = 0, 1, 2, . . . , and let η ± (dt) = µ
is a probability measure on R that places no mass at −∞, and has mean
Furthermore, if we let µ n = (µ
where H * n denotes the nth matrix convolution of H with itself.
We now present a generalization of Goldie's Implicit Renewal Theorem [12] that will enable the analysis of recursions on weighted branching trees. Note that except for the independence assumption, the random variable R and the vector (N, C 1 , . . . , C N ) are arbitrary, and therefore the applicability of this theorem goes beyond the linear recursion that we study here. 
|C j | γ < ∞ for some 0 ≤ γ < α, and that R is independent of (N, C 1 , . . . , C N ).
or, respectively, E[((R − ) β ] < ∞ for any 0 < β < α, and
where 0 ≤ H ± < ∞ are given by
< ∞ for any 0 < β < α, and both (3.2) and (3.3) are satisfied, then
Remark 3.5. (i) As pointed out in [12] , the statement of the theorem only has content when R + , R − or |R|, respectively, has infinite moments of order α, since otherwise H + , H − or H, respectively, are zero. (ii) Note that the case of nonnegative weights {C i } ≥ 0 a.s. was recently proved in Theorem 3.2 in [16] . Here, in the proof of Theorem 3.4 we refer to it as Case a), and provide an alternative proof that does not require the finiteness of E N j=1 |C j | α log |C j | ; when this expectation is infinite the constants H ± , H are zero which can be interpreted as R having lighter tails than t −α . (iii) We also point out that our proof provides a streamlined derivation of the classical theorem of Goldie [12] (N = 1) through the use of a matrix renewal measure. (iv) Note that in both cases, (a) and (b), provided that (3.2) and (3.3) hold, we have
(v) It appears, as noted in [12] , that some of the early ideas of applying renewal theory to study the power tail asymptotics of autoregressive processes (perpetuities) is due to [9] .
We give below the corresponding theorem for the lattice case.
Theorem 3.6. Let (N, C 1 , . . . , C N ) be a random vector, where N ∈ N ∪ {∞} and the {C i } are real valued random variables such that for all i, given
some 0 ≤ γ < α, and that R is independent of (N, C 1 , . . . , C N ).
< ∞ for any 0 < β < α, and 4) or, respectively, E[((R − ) β ] < ∞ for any 0 < β < α, and
then, for almost every t ∈ R (with respect to the Lebesgue measure),
where 0 ≤ H ± (t) < ∞ are given by
< ∞ for any 0 < β < α, and both (3.2) and (3.3) are satisfied, then, for almost every t ∈ R (with respect to the Lebesgue measure),
The absolute integrability conditions (3.4) and (3.5) can be replaced by
(ii) This theorem can be used to derive the tail behavior of the solutions to a variety of fixed point equations under the lattice assumption, e.g., those studied in [16] for the nonlattice case. In particular, one can obtain an alternative derivation of existing results in the literature for the homogeneous equation (Q = 0) with nonnegative weights (C i ≥ 0) under the lattice assumption, e.g., see Proposition 7 in [14] and Theorem 29(b) in [20] . We refrain from such possible derivations here since our primary motivation for this work is the nonhomogeneous linear recursion (1.2). In addition, we focus on the nonlattice assumption since the results tend to be more explicit. (iii) Early results for perpetuities (R D = CR + Q) in the lattice case can be found in Theorem 2(b) of [9] .
Before going into the proof of Theorem 3.4 we need the following monotone density lemma, which is taken from [16] . Since the proof of the lattice case is very similar to that of Theorem 3.4, we postpone the proof of Theorem 3.6 to Section 5.1.
Proof of Theorem 3.4. Let T C be the weighted branching tree defined by the vector (N, C 1 , . . . , C N ). For each i ∈ A n and all k ≤ n define V i|k = log |Π i|k |; note that Π i|k is independent of N i|k but not of N i|s for any 0
Assume also that R is independent of the entire weighted tree, T C . Then, for any t ∈ R, we can write P (R > e t ) via a telescoping sum as follows (note that all the expectations in (3.6) are finite by Markov's inequality and (3.11))
Now, define the measures µ 
, and
It follows that for any t ∈ R and n ∈ N,
Next, for any β > 0, define the operatorf
and note that
Now, we will show that one can pass n → ∞ in the preceding identity. To this end, let η ± (du) = µ
1 (du), and note that by Lemma 3.3 (η + + η − )(·) is a probability measure on R that places no mass at −∞ and has mean,
To see that (η + + η − )(·) is nonlattice note that by assumption the measure P (log |C j | ∈ du, |C j | > 0, N ≥ j) is nonlattice, since, if we suppose to the contrary that it is lattice on a lattice set L, then on the complement L c of this set we have (by conditioning on N )
which is a contradiction.
Moreover, in the notation of Lemma 3.3,
Also, η + +η − being nonlattice implies that at least one of η + or η − is nonlattice, and therefore H is nonlattice.
Since µ = 0, then (|f | * ν (±) )(t) < ∞ for all t whenever f is directly Riemann integrable. By (3.2) and (3.3) we know that g ± ∈ L 1 , so by Lemma 9.1 from [12] ,g ± is directly Riemann integrable, resulting in
For case b), to see thatδ n (t) → 0 as n → ∞ for all fixed t, note that from the assumptions E
Similarly, one obtains bounds for case a) by replacing |R| by either R + or R − .
It remains to show that the expectation in (3.10) converges to zero as n → ∞. First note that from the independence of R and T C ,
where E[|R| β ] < ∞, for 0 < β < α. For the expectation involving Π i|n condition on F n−1 and use the independence of (
Since E N j=1 |C j | β < 1, then the above converges to zero as n → ∞. Hence, the preceding arguments allow us to pass n → ∞ in (3.8) , and obtain
To complete the analysis we need to consider two cases separately.
Case a):
For this case we have η − ≡ 0, from where it follows that
which in turn implies thatȓ
Then, by the matrix version of the Key Renewal Theorem on the real line, Theorem 4 in [24] ,
Clearly, H + ≥ 0 since the left-hand side of the preceding equation is positive, and thus, by Lemma 3.8,
To derive the result for P (R < −t), simply start by developing a telescoping sum for P (R < −e t ) in (3.6), define r(t) = e αt P (R < −e t ) and follow exactly the same steps to obtain
To compute the constants H + , H − note that
For this case we have that η − is nonzero. Also, note that the matrix
is irreducible and has eigenvalues {1, q − p}, and therefore spectral radius equal to one. Moreover, (1, 1) and (1, 1) T are left and right eigenvalues, respectively, of H((−∞, ∞)) corresponding to eigenvalue one, and by assumption,
Furthermore, since the matrix of measures H is nonlattice, Theorem 4 in [24] gives
from where it follows that
Note that H = (H + + H − )/2, and by Lemma 3.8,
To derive the result for P (R < −t) simply start by defining r(t) = e αt P (R < −e t ), which in this case leads to the same asymptotics as above, that is,
Finally, we note, by using the representations for H + and H − from Case a), that
Motivated by the information ranking problem on the internet, e.g. Google's PageRank algorithm [15, 16, 25] , in this section we apply the implicit renewal theory for trees developed in the previous section to the following linear recursion: 1) where
are real valued random weights, Q is a real valued random variable with P (Q = 0) > 0 and {R i } i≥1 are iid copies of R, independent of (N, C 1 , . . . , C N ). Note that the power tail of R for the case Q ≥ 0, {C i ≥ 0} was previously studied in [16] , the critical homogeneous case (Q ≡ 0) with {C i ≥ 0} was considered in [19] and [14] .
The first result we need to establish is the existence and finiteness of a solution to (4.1). For the purpose of existence we will provide an explicit construction of a solution R to (4.1) on a tree. Note that such constructed R will be the main object of study of this section.
Recall that throughout the paper the convention is to denote the random vector associated to the root node ∅ by (Q, N, C 1 
We now define the process
on the weighted branching tree T Q,C , as constructed in Section 2.
Define the process {R (n) } n≥0 according to
that is, R (n) is the sum of the weights of all the nodes on the tree up to the nth generation. It is not hard to see that R (n) satisfies the recursion
where {R (n−1) j } are independent copies of R (n−1) corresponding to the tree starting with individual j in the first generation and ending on the nth generation; note that R (0) j = Q j . Moreover, since the tree structure repeats itself after the first generation, W n satisfies
where {W (n−1),k } is a sequence of iid random variables independent of (N, C 1 , . . . , C N ) and having the same distribution as W n−1 . 
To this end, note that that for any > 0
where the last inequality follows from the elementrary inequality ( i y i ) β ≤ i y β i for y i ≥ 0 and 0 < β ≤ 1; this elementary inequality is used repeatedly in the remainder of this proof and paper. Now, the last sum can be easily evaluated since by Lemma 4.3 below we have
where ρ β = E N j=1 |C j | β . Therefore, by combining the preceding two inequalities we obtain
as n → ∞, which completes the proof of the a.s. convergence part. Thus, the infinite sum in (4.6) is properly defined and
Furthermore, under the assumption of the preceding lemma, it is easy to see that the sum of all the absolute values of the weights on the tree are a.s. finite, i.e., ∞ n=0 i∈An
Hence, it can be easily seen from the construction of R on the tree, that it can be decomposed into the following identity
where {R j } are independent copies of R corresponding to the infinite subtree starting with individual j in the first generation. The derivation provided above implies in particular the existence of a solution in distribution to (4.1). Moreover, we will show in the following section that, under additional technical conditions, R is the unique solution. The constructed R, as defined in (4.6), is the main object of study in the remainder of this section. Note that, in view of the very recent work in [4] , (4.1) may have other stable law solutions that are not considered here.
Moments of W n and R
In order to establish the finiteness of moments of W n and R let A T = ∞ n=0 A n and note that 
exists a constant K β > 0 such that for all n ≥ 0,
Asymptotic behavior
We now characterize the tail behavior of the distribution of the solution R to the nonhomogeneous equation (4.1), as defined by (4.6).
Theorem 4.6. Let (Q, N, C 1 , . . . , C N ) be a random vector, with N ∈ N ∪ {∞}, {C i } N i=1 real valued weights, Q a real valued random variable with P (|Q| > 0) > 0 and R be the solution to (4.1) given by (4.6). Suppose that there exists j ≥ 1 with P (N ≥ j, |C j | > 0) > 0 such that the measure P (log |C j | ∈ du, |C j | > 0, N ≥ j) is nonlattice, and that for some α > 0,
In addition, assume
where H ± ≥ 0 are given by
where 
< ∞ is needed. When the {C i } are nonnegative iid and independent of N (given the other assumptions), the latter condition reduces to E[N 1+ ] < ∞, which is consistent with Theorem 4.2 in [15] . (ii) Note that the expressions for H ± and H given in terms of moments are more suitable for actually computing them, especially in the case of α being an integer (see Corollary 4.9 in [16] ). When α is not an integer, we can derive bounds on H ± and H by using moment inequalities, e.g. in the case when Q ≥ 0 and {C i ≥ 0}, the elementary inequality
Before giving the proof of Theorem 4.6, we state the following preliminary lemmas; their proofs are contained in Section 5.2. With some abuse of notation, we will use throughout the paper max 1≤i≤N x i to denote sup 1≤i<N +1 x i in case N = ∞.
Lemma 4.8. Suppose (N, C 1 , . . . , C N ) is a random vector with N ∈ N and {C i } real valued random variables. Let {R i } i≥1 be a sequence of iid real valued random variables having the same distribution as R, independent of (N, C 1 , . . . , C N ). Further assume
< ∞ for some β > 1, and
Then, for d(t) equal to any of the functions t + , t − or |t|,
Lemma 4.9. Suppose (N, C 1 , . . . , C N ) is a random vector with N ∈ N and {C i } real valued random variables. Let {R i } i≥1 be a sequence of iid real valued random variables having the same distribution as R, independent of (N, C 1 , . . . , C N ). Further assume
for some 0 < β ≤ 1, 0 < < 1, and E[|R| η ] < ∞ for all 0 < η < β. Then, for d(t) equal to any of the functions t real valued weights, and let {R i } i≥1 be a sequence of iid random variables having the same distribution as R, independent of (N, C 1 , . . . , C N ). For α > 0, suppose that
< ∞ for some 0 < < 1. Then,
where T i can be taken to be any of the random variables
real valued weights and Q real valued, and let {R i } i≥1 be a sequence of iid random variables independent of (Q, N, C 1 , . . . , C N ).
Suppose that for some α > 0 we have
Proof of Theorem 4.6. By Lemma 4.5 we know that E[|R| β ] < ∞ for any 0 < β < α. To verify that
we have, by the assumptions of the theorem and
Jensen's inequality,
The statement of the theorem with the first expressions for H + , H − , H will follow from Theorem 3.4 once we prove that conditions (3.2) and (3.3) hold. To this end define
and let T i be any of C i R i , −C i R i or |C i R i |, depending on which condition is being verified; respectively, let T * be the corresponding R * , −R * or |R * |. Then,
1(T i > t) .
To analyze the second absolute value, note that
Now it follows that
Note that the integral corresponding to (4.8) is finite by Lemma 4.10 if we show that the assumptions of Lemma 4.10 are satisfied when α > 1. Note that in this case we can choose > 0 such that α/(1 + ) ≥ 1 and use the inequality
Therefore, it only remains to show that
By Lemma 5.3 in Section 5.2,
Note that (4.12) is finite by Lemma 4.10, so it only remains to verifty that (4.11) is finite. To see this let
The first expectation on the right hand side is finite by Lemma 4.11, while the second one is finite by Lemmas 4.8 and 4.9.
Finally, applying Theorem 3.4 gives the asymptotic expressions for P (R > t) and P (R < −t) with the integral representation of the constants H + , H − and H.
To obtain the expressions for H + , H − and H in terms of moments note that
where (4.13) is justified by Fubini's Theorem and the integrability of
which is a consequence of (4.10) and Lemma 4.10; and (4.14) follows from the observation that
are each almost surely absolutely integrable with respect to v as well. This completes the proof.
Proofs
We separate the proofs corresponding to Sections 3 and 4 into the following two subsections.
Implicit renewal theorem on trees
This section contains the proofs of Lemma 3.3 and Theorem 3.6.
Proof of Lemma 3.3. To see that η + + η − is a probability measure note that
We then have that
Similarly, the mean of η + + η − is given by
To show that (3.1) holds we proceed by induction. For i ∈ A n , set V i = log |Π i|n |, and let F n , n ≥ 1, denote the σ-algebra generated by { (N i , C (i,1) , . . . ,
Hence, using this notation we derive
Using the independence of (N i , C (i,j) , . . . , C (i,j) ) and F n we obtain
and hence µ
The same arguments also give
n )(dt). In matrix notation the last two equations can be written as
and now the induction hypothesis gives the result.
Before going into the proof of Theorem 3.6 we need the following lattice analogue of the monotone density lemma.
Lemma 5.1. Let α, β > 0 and fix t ∈ R. Suppose that
Proof. Fix 0 < δ, < min{η, 1}. By assumption, for any b > 1, ∈ (0, 1), and n sufficiently large,
Since was arbitrary, we can take the limit as → 0 to obtain lim inf
Now take the limit as δ ↓ 0 to obtain
Similarly, one can prove that lim sup t→∞ P (R > e t+λn )e α(t+λn) ≤ H(t) by starting with the integral
Now we proceed with the proof of Theorem 3.6.
Proof of Theorem 3.6. Define η + , η − and H as in Lemma 3.3. We first note that by assumption,
are both lattice measures on the lattice L. Then, according to Definition 5 in [24] (with α 1 = α 2 = 0), the matrix H is lattice with span λ.
The proof of the theorem is identical to that of Theorem 3.4 up to the point where the matrix analogue of the Key Renewal Theorem on the real line, Theorem 4 in [24] , is used.
Applying Theorem 4 in [24] we obtain that for any t ∈ R,
We now verify that the limit lim δ→0 (e βδ G ± (t + δ) − G ± (t))/δ exists. To do this first define the function H ± (t) λ µ ∞ k=−∞ g ± (t + kλ) and fix 0 < δ < λ. Then,
where the rearrangement of summands in the first equality is justified by the absolute summability of the expressions, and the exchange of the integral and sum in the fourth equality is justified by Fubini's theorem and the observation that by (3.4) and (3.5)
Similarly,
Taking the limit as δ → 0 and using the Lebesgue differentiation theorem gives
for almost every t ∈ R.
Next, by using Lemma 5.1 we obtain
where G(t) = (G + (t) + G − (t))/2. By using Lemma 5.1 we obtain (for almost every t ∈ R)
where H(t) = (H + (t) + H − (t))/2.
The linear recursion: R
In this section we give the proofs of Lemmas 4.8−4.11. We also state and prove an analogue of Lemma 4.1 in [16] for the positive parts of general random variables, which will be used in the proofs of the lemmas mentioned above, and a version of Lemma 9.4 in [12] needed in the proof of Theorem 4.6.
be a sequence of real valued random variables and let
be a sequence of real valued iid random variables having the same distribution as Y , independent of the {D i }.
For β > 1 set p = β ∈ {2, 3, 4, . . . }, and if k = ∞ assume that
Remark: Note that the preceding lemma does not exclude the case when
Proof of Lemma 5.2. Let p = β ∈ {2, 3, . . . } and γ = β/p ∈ (β/(β + 1), 1]. Suppose first that k ∈ N and define
Then, for any sequence of nonnegative numbers {y i } i≥1 we have
where for the last step we used the well known inequality
for 0 < γ ≤ 1 and x i ≥ 0. We now use the conditional Jensen's inequality to obtain
The rest of the proof is essentially the same as that of Lemma 4.1 in [16] , and is therefore omitted.
Proof of Lemma 4.8. Suppose first that d(t) = t + and let
Note that (5.3) is finite by Lemma 5.2. The first expectation in (5.2) can be bounded as follows
where in (5.5) we used the conditional independence of C i R i and S − C i R i and in (5.6) we used Jensen's inequality. Now, when β > 2 (5.4) is bounded by
where in (5.7) we used the conditional independence of C i R i and S − C i R i .
For the second expectation in (5.2) we use the elementary inequality
for any x, y ≥ 0 to obtain that 9) where in the last equality we used the conditional independence of (S + − (C i R i ) + ) β−1 and (C i R i ) − . To see that (5.9) is finite note that if 1 < β ≤ 2, Jensen's inequality gives
And if β > 2, we use Lemma 5.2 to obtain, for p = β − 1 ,
1/r . Next, using the monotonicity of || · || r it follows that
This completes the proof for d(t) = t + . To obtain the same result for d(t) = t − simply note that
and apply the result for d(t) = t + .
Finally, for d(t) = |t|, we use the fact that |x|
which is finite by the previous cases d(t) = t + and d(t) = t − .
Proof of Lemma 4.9. From the proof of Lemma 4.8 we see that it is enough to prove the result for
β for any real numbers {y i } and any k ∈ N ∪ {∞}. Hence,
The first expectation in (5.10) can be bounded as follows. Let a = β/(1 + ) and b = β/(1 + )
where in the second equality we used the conditional independence of C i R i and S − C i R i .
To analyze the expectation in (5.11) note that since |x β − y β | ≤ |x − y| β for any x, y ≥ 0, it follows that
which is finite by the same arguments used above.
Finally, to analyze the second expectation in (5.10), note that it is bounded by
which is finite by Lemma 4.10.
Proof of Lemma 4.10. Let T i be any of the random variables C i R i , −C i R i , or |C i R i | and note that the integral is positive since
(T i > t) .
To see that the integral is equal to the expectation involving the α-moments note that
where the last equality is justified by the assumption that
The rest of the proof is essentially the same as that of Lemma 4.7 in [16] and is therefore omitted.
Proof of Lemma 4.11. Let S = N i=1 C i R i and suppose first that d(t) = t + . If 0 < α ≤ 1, then we can use the inequality |x α − y α | ≤ |x − y| α for all x, y ≥ 0 to obtain
If α > 1 we use the inequality (x + t) κ ≤ x κ + t κ , 0 < κ ≤ 1, x κ + κ(x + t) κ−1 t, κ > 1, for any x, t ≥ 0. Let p = α , apply the second inequality p − 1 times and then the first one to obtain
Hence, it follows that
+ E (S + ) α 1(Q < 0, S + Q < 0)
+ E αS α−1 (Q − ) 1(Q < 0 ≤ S + Q) + E (Q − ) α 1(Q < 0, S + Q < 0)
To see that each of the expectations of the form E (S + ) α−i |Q| i is finite note that S + ≤ N i=1 |C i R i | and follow the same steps as in the proof of Lemma 4.8 in [16] .
To establish the result for d(t) = t − simply note that
and apply the result for the positive part. Finally, for d(t) = |t| we use the fact that |x| β = (x + ) β + (x − ) β for any x ∈ R to obtain
which is finite by the previous two cases d(t) = t + and d(t) = t − .
Lemma 5.3. For any two real valued random variables X and Y on a common probability space,
finite or infinite.
Proof. Note that |1(X > t) − 1(Y > t)| = |1(X > t, Y ≤ t) − 1(Y > t, X ≤ t)| ≤ 1(Y ≤ t < X) + 1(X ≤ t < Y ).
It follows from this observation and Fubini's theorem that 
