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Abstract
Metric embedding has become a common technique in the design of algorithms. Its applica-
bility is often dependent on how high the embedding’s distortion is. For example, embedding
finite metric space into trees may require linear distortion as a function of its size. Using
probabilistic metric embeddings, the bound on the distortion reduces to logarithmic in the size.
We make a step in the direction of bypassing the lower bound on the distortion in terms
of the size of the metric. We define “multi-embeddings” of metric spaces in which a point is
mapped onto a set of points, while keeping the target metric of polynomial size and preserving
the distortion of paths. The distortion obtained with such multi-embeddings into ultrametrics is
at most O(log∆ log log∆) where ∆ is the aspect ratio of the metric. In particular, for expander
graphs, we are able to obtain constant distortion embeddings into trees in contrast with the
Ω(log n) lower bound for all previous notions of embeddings.
We demonstrate the algorithmic application of the new embeddings for two optimization
problems: group Steiner tree and metrical task systems.
1 Introduction
Finite metric spaces and their analysis play a significant role in the design of combinatorial algo-
rithms. Many algorithmic techniques were introduced in recent years concerning and using metric
spaces and their approximate embedding in other spaces, see the surveys [20, 21] for an overview
of this topic.
Definition 1. An embedding of a metric space M = (VM , dM ) into a metric space N = (VN , dN ) is
a mapping φ : VM → VN . The embedding is called non-contractive if for all u, v ∈ VM , dM (u, v) ≤
dN (φ(u), φ(v)) and has distortion at most α if in addition for all u, v ∈ VM , dN (φ(u), φ(v)) ≤
α · dM (u, v). A non-contractive embedding whose distortion is at most α is called α-embedding.
The general framework for applying metric embeddings in optimization problems is to embed
a given metric spaces into a metric space from some “nice” family and then apply an algorithm
for that space. As a result, the approximation ratio increases by a factor equal to the embedding’s
distortion.
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Among others, embeddings into low dimensional normed spaces [12, 24] as well as probabilistic
embeddings into trees [2, 3, 15, 4] have many algorithmic applications. In both cases the distortions
of the embeddings are logarithmic in the size of the metric. Unfortunately, there is a matching
lower bound on the distortion of these embeddings as well, which sets a limit to their applicability.
This paper presents a partial remedy for this problem.
Tree metrics, and in particular ultrametrics, seem a natural choice as a target class of “simple”
metric spaces. Unfortunately, standard embedding is not useful when the target space is a tree
metric. Embedding arbitrary metric spaces into trees requires distortion linear in the size of the
metric space [27]. Probabilistic embedding [2] provides a way to bypass this problem:
Definition 2 (Probabilistic Embeddings). A metric space M = (VM , dM ) is α-probabilistically
embedded in a set of metric spaces S if there exists a distribution D over S and for every N ∈ S, a
non-contractive embedding φN : VM → VN , such that for all u, v ∈ VM , EN∈D[dN (φN (u), φN (v))] ≤
α · dM (u, v).
Using probabilistic embeddings, it is possible to obtain much better bounds on the distortion
[1, 2, 3, 15, 4]. The following bound is shown in [15, 4]:
Theorem 1. Any metric space on n points can be O(log n) probabilistically embedded in a set of
n-point ultrametrics. Moreover, the distribution can be sampled efficiently.
Theorem 1 found many algorithmic applications in approximation algorithms, online algorithms,
and distributed algorithms, see for example [2, 17, 16, 23, 7]. The bound on the distortion in
Theorem 1 is tight even for probabilistic embeddings into tree metrics for which there is an Ω(log n)
lower bound [2].
Theorem 1 was originally formulated for a class of metric spaces defined by the following natural
generalization of ultrametrics:
Definition 3 ([2]). For k ≥ 1, a k-hierarchically well-separated tree (k-HST) is a metric space
defined on the leaves of a rooted tree T . To each vertex u ∈ T there is associated a label ∆(u) ≥ 0
such that ∆(u) = 0 if and only if u is a leaf of T . The labels are such that if a vertex v is a child of a
vertex u then ∆(v) ≤ ∆(u)/k. The distance between two leaves x, y ∈ T is defined as ∆(lca(x, y)),
where lca(x, y) is the least common ancestor of x and y in T .
The definition of finite ultrametric is the same as a 1-HST. Any k-HST is therefore, in particular,
an ultrametric and any finite ultrametric can be k-embedded in some k-HST [3]. We can therefore
restrict our attention to ultrametrics, while all results generalize to k-HSTs.
The main contribution of this paper is in offering a new type of metric embedding that makes
it possible to bypass lower bounds for the standard and even probabilistic metric embeddings.
There are two key observations that lead to this new type of embedding. The first is that in
some applications it is natural to match a point onto a set of points in the target metric space.
Motivated by two applications of Theorem 1: the group Steiner tree problem (henceforth, GST),
and the metrical task systems problem (henceforth, MTS), we propose the following definition:
Definition 4 (Multi Embedding). A multi embedding of M in N is a partial surjective function
f from N on M , i.e. each point x ∈M is embedded into a non-empty set f−1(x). Points in f−1(x)
are called representatives of x in N .
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The role of f−1 in Definition 4 is analogous to the role of φ in the Definitions 1 and 2 of embedding
and probabilistic embedding. Another way to define multi embedding is by φ : M → 2N , in which
φ(u) ∩ φ(v) = ∅ for every u 6= v. In our notation we have φ(x) = f−1(x). Since the f notation will
be more convenient, henceforth we will exclusively use it.
The second observation is that for many applications, including those mentioned above, there
is no need to approximate the original distance for every pair of representatives. What is really
needed is that every path in the original space will be approximated well by some path in the target
space.
A path in a metric space is an arbitrary finite sequence of points in the space. The length of a
simple path p = 〈u1, u2, . . . , um〉 in a metric spaceM = (V, d) is defined as ℓ(p) =
∑m−1
i=1 d(ui, ui+1).
Definition 5 (Path Distortion). A multi-embedding f of M in N , is called non-contractive if for
any u, v ∈ N , dN (u, v) ≥ dM (f(u), f(v)). The path-distortion of a non-contractive multi-embedding
of M in N , f : N → M , is the infimum over α, for which any path p = 〈u1, u2, . . . , um〉 in M , has
a path p′ = 〈u′1, u
′
2, . . . , u
′
m〉 in N such that f(u
′
i) = ui and ℓ(p
′) ≤ α · ℓ(p).
A multi embedding whose path-distortion is at most α is called α-path embedding.
A crucial parameter for multi-embeddings is the size of the target space Γ. In general, it will
be desirable that Γ will be polynomial in the size of the source space. In fact, if Γ =∞ then there
is a simple 1 path embedding of any finite metric space by trees: Take all finite paths, convert each
path to a simple path (by duplicating points, if necessary), and put them under a single root with
an edge of length half the diameter. This motivates a study of the trade-off between Γ and the
path distortion of arbitrary metric spaces by tree metrics. In Section 4 we study path embedding
of expander graphs and the hypercube into tree metrics. We show e.g. that an n-point Ramanujan
graphs have 3-path-embedding into tree metrics of size Γ(n) ≤ poly(n). This is in sharp contrast
to the status of expander graphs for previous notions of embeddings for which they are considered
“worst case” examples with Ω(log n) distortion [24]. These results directly imply nearly tight results
on the approximation ratio for GST on expander graphs and hypercubes.
We consider multi embeddings when the class of target metric spaces are ultrametrics. First, we
observe that probabilistic embedding into ultrametrics directly implies a bound for path embedding
by putting all the trees in S (the set used in the probabilistic embedding) under a common new
root. This results with an α-path embedding into an ultrametric of size |S|n. Using the bound of
[13] on the number of ultrametrics needed in Theorem 1 we obtain an O(log n) path embedding
into an ultrametric of size O(n2 log n).1
An important parameter of the metric spaces appearing in practice is the aspect ratio of the
metric, which is the ratio between the diameter and minimum non-zero distance in the metric
space. It will be convenient for us to assume that the minimum distance is 1, and so the aspect
ratio becomes the diameter. It turns out that the aspect ratio of the metric plays a significant role
in the path distortion of multi-embeddings. In Section 3 we prove:
Theorem 2. Fix β > 1. For any metric space M = (V, d) on |V | = n points and aspect ratio ∆,
there exists an efficiently constructible multi-embedding into an ultrametric of size nβ, whose path
1In a preliminary version of this paper [10], we also introduced the notion of probabilistic multi-embedding. Using
that notion we were able to show probabilistic multi-embedding into ultrametrics of polynomial size and path distor-
tion O(log n log log log n). Since an O(log n) bound now follows from Theorem 1 [15, 4], we have decided to drop the
probabilistic multi-embedding result from this version.
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distortion is at most
Oβ(min{log n · log log n, log ∆ · log log∆}).
Our construction beats the probabilistic embedding based constructions on metrics with small
aspect ratio. Expander graphs are examples where a lower bound of Ω(∆) exists on probabilistic
embedding using trees [24].
The constructions of multi-embeddings are in a sense dual to Ramsey-type theorems for metric
spaces [6, 8], where the goal is to find a large subset which is well approximated by some ultrametric.
We also provide a simple example in which Theorem 2 is almost tight: Any α-path embedding
into ultrametrics of a simple unweighted path of length n has α = Ω(log n). It follows, in particular,
that any α-path embedding into ultrametrics of the metric defined by an unweighted graph of
diameter ∆ has α = Ω(log∆). Path embedding is motivated by two intensively-studied algorithmic
minimization problems: GST and MTS, mentioned above. For both, the best known algorithms
use probabilistic embedding into trees/ultametrics. In Section 2 we prove that in order to reduce
these problems to other metric spaces it is sufficient to use path embedding. We therefore achieve
improved algorithms for these problems whenever the path embedding distortion beats that of
probabilistic embedding, and in particular, when the underlying metric is of small aspect ratio.
2 Applications
In this section we define MTS and GST show that path distortion of multi-embeddings reduces
these problems to similar problems with different underlying metrics.
Metrical Task Systems (MTS) [11] was introduced as a framework for many online minimization
problems. A MTS on metric space M = (S, d), |S| = n, is defined as follows. A “system” has a
set of n possible internal states S. It receives a sequence of tasks σ = τ1τ2 · · · τm. Each task τ is
a vector τ : S → R+ ∪ {∞} of nonnegative costs for serving τ in each of the internal states of the
system. The system may switch states (say from u to v), paying a cost equal to the distance d(u, v)
in M , and then pays the service cost τ(v) associated with the new state. The major limiting factor
for the system is the requirement to process the sequence in an online fashion, i.e., serving each
task without knowing the future tasks.
As customary in the analysis of online algorithms, MTS is analyzed using the notion of compet-
itive ratio. A randomized online algorithm A is called r-competitive if there exists some constant c
such that for any task sequence σ, E[costA(σ)] ≤ r · costOpt(σ) + c, where costA(σ) is the random
variable of the cost for serving σ by A, and costOpt(σ) is the optimal (offline) cost for serving σ. The
current best online algorithm for the MTS problem in n-point metric spaces is O(log2 n log log n)
competitive [16, 15] (an improvement of [5, 3]). Both papers [5, 16] actually solve the MTS problem
for ultrametrics, and then reduce arbitrary metric spaces to ultrametrics using Theorem 1. We next
show that path embedding suffices:
Proposition 1. Assume that a metric space M is α-path embedded in N . Assume also that N has
an r-competitive MTS algorithm. Then there is an αr-competitive algorithm for M .
Proof. We construct an online algorithm A for M as follows: Let AN be an r-competitive online
algorithm for N , and f : N → M an α path embedding of M in N . The task sequence σ is
translated to a task sequence σN for N task by task as follows. A task τ for M is translated into
a task τN for N such that τN (u′) = τ(f(u′)). A maintains the invariant that if AN is in state v
′,
then A is in state f(v′).
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It is easy to verify that costA(σ) ≤ costAN (σ
N ), since the service costs are the same, and the
distances in N are larger. Consider Opt(σ), it defines a path p of serving σ in M . Thus there
exists a path pN as in the statement of Definition 5. The path pN is the way σN would be served
in N . In this way, since f(pN ) = p, the service costs in N are the same as the services costs in M ,
and ℓ(pN ) ≤ αℓ(p). Thus costOptN (σ
N ) ≤ α · costOpt(σ). Summarizing:
E[costA(σ)] ≤ E[costAN (σ
N )] ≤ r · costOptN (σ
N ) + c ≤ αr · costOpt(σ) + c.
Corollary 2. There is an O(log∆ log log∆ · log n log log n)-competitive randomized MTS algorithm
for MTS defined on metric spaces with diameter ∆.
Proof. Apply Theorem 2 on the original metric and obtain an O(log∆ log log∆) path embedding
into an ultrametric of size Γ(n) = poly(n). This ultrametric has O(log Γ(n) log log Γ(n)) competi-
tive algorithm [16]. Now apply Proposition 1 to obtain the claim.
The Group Steiner Tree Problem (GST) [29] can be stated as follows: Given a graph G = (V,E)
on n vertices with a weight function c : E → R+, and subsets of the vertices g1, . . . , gk ⊂ V (called
groups), the objective is to find a minimum weight subtree T of G that contains at least one
vertex from each gi, i ∈ [k]. Under certain standard complexity assumptions, this is hard to
approximate by a factor better than max{log2−ε k, log2−ε n} [19]. The current best upper bound
on the approximation factor is O(log2 n log k) [17, 15]. In [17], an O(log n log k) approximation
algorithm for tree metrics is given, and the general case is reduced to tree metrics using Theorem 1.
Again, we show that it is actually sufficient to use multi embedding for this problem.
As a first step we observe that the problem can be easily cast in terms of metric spaces instead
of graphs: Given a graph G = (V,E) with weights w : E → R+, let M = (V, d) be the shortest
path metric induced by G and w on V . A tree T in M can be transformed into a tree Tˆ in G such
that the total weight in Tˆ is not larger than the total weight in T , and Tˆ contains all the vertices
in T . This is done by replacing each edge in T by the shortest path between its endpoints in G,
and taking a spanning tree of the resulting subgraph. It therefore suffices to solve GST on metric
spaces.
Proposition 3. Assume that a metric space M is α path embedded in a metric space N . Assume
in addition that there is a [randomized] polynomial time r approximation algorithm for any GST
instance with k groups defined on N . Then there exists a [randomized] polynomial time 2αr-
approximation algorithm for any GST instance with k groups defined on M .
Proof. We construct an approximation algorithm A for the instance
σ = (M ; g1, . . . , gk) as follows. Denote by f : N →M the α path embedding of M in N . Consider
the following instance of GST: σN = (N ; f
−1(g1), . . . f
−1(gk)). Let AN be an r-approximation al-
gorithm for σN . Let TN = AN (σN ) be the tree constructed by AN . Denote by f(TN ) the image
graph of TN . I.e., if TN = (VN , EN ), then f(TN ) = (f(VN ), {f(u)f(v)| uv ∈ EN}). The graph f(TN )
is a connected and its weight is at most the weight of TN . It also spans at least one representative
form each group. Algorithm A returns a spanning tree of f(TN ). This tree is a feasible solution
and it satisfies costA(σ) ≤ costAN (σN ).
Consider the tree Opt(σ), double each edge in Opt(σ) and take an Euler tour p of this graph.
There exists a path in N , pN , as in the statement of Definition 5, such that f(pN ) = p. The path
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pN is a connected graph and spans at least one representative from each group f
−1(gj). As the
weight of p is twice the weight of Opt(σ), we have
costOptN (σN ) ≤ ℓ(pN ) ≤ αℓ(p) ≤ 2αcostOpt(σ).
Summarizing:
E[costA(σ)] ≤ E[costAN (σN )] ≤ r costOptN (σN ) ≤ 2αr costOpt(σ).
Corollary 4. There is an polynomial time O(log∆ log log∆ log n log k) approximation algorithm
for GST on metric spaces with diameter ∆.
3 Multi Embedding into Ultrametrics
The following theorem is a restatement of Theorem 2 in a more general form.
Theorem 3. Given any metric space M = (V, d) on |V | = n points and diameter ∆, for any
t ∈ N, M is O(tmin{log ∆, log n}) path embedded into an efficiently constructible ultrametric of
size Γ ≤ nβ, where β = min{(log n)1/t, [t log(4∆)]2/t}.
Proof. The construction of the multi-embedding is motivated by the construction of subspaces
approximating ultrametric in [6, 8], but instead of deleting points, we duplicate them. We then
prove the bounds on the path distortion.
Let ∆ be the diameter ofM . Let x and x¯ be two points realizing the diameter ofM , and assume
without loss of generality that |{y ∈ M : d(x, y) < ∆/4}| ≤ n/2 (otherwise, switch the roles of x
and x¯). Define a series of sets A0 = {x}, and for i ∈ {1, 2, . . . , t}, Ai = {y ∈ M | d(x, y) < i∆/4t},
and “shells” Si = Ai \Ai−1. Let |V | = n and let εi = |Ai|/n.
The algorithm for constructing the multi-embedding works as follows: Choose a shell Si, i ∈ [t].
Recursively, construct a multi-embedding of the sub space Ai into an ultrametric T1 and a multi-
embedding of the subspace V \Ai−1 into an ultrametric T2. To construct the multi-embedding for
M , we construct an ultrametric T with root labelled with ∆, and two children, one is T1 and the
other is T2. This is a multi-embedding since the points in Si are essentially being “duplicated” at
this stage. Note that this is a non-contractive multi-embedding.
Next we prove an upper bound on the size of the resulting ultrametric T , assuming that the shell
was chosen carefully enough. The bound we prove is nβ, where β = min{(log n)1/t, [t log(4∆)]2/t}.
We begin with the first bound. Let β = β(n) = (log n)1/t. The proof proceeds by induction
on n (whereas t is fixed). There must exist i ∈ [t] such that εi−1 ≥ ε
β
i . Indeed, note that
n−1 ≤ ε0 ≤ εt+1 ≤ 1/2. Assume for the contrary that εi−1 < ε
β
i for all i ∈ [t], then
ε0 < ε
β
1 < · · · ε
βt
t ≤ (
1
2
)logn =
1
n
,
which is a contradiction. Therefore we can fix i such that εi−1 ≥ ε
β
i . Inductively, assume that
the recursive process results in at most (εin)
β(εin) ≤ (εin)
β leaves in T1 and at most ((1 −
εi−1)n)
β((1−εi−1)n) ≤ ((1 − εi−1)n)
β leaves in T2. So |T | ≤ (ε
β
i + (1 − εi−1)
β)nβ. Since εi−1 ≥ ε
β
i ,
we have εβi + (1− εi−1)
β ≤ εi−1 + (1− εi−1) = 1 and we are done.
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We next prove the second bound. Let β = β(∆) = [t log(4∆)]2/t. The proof is by induction on
(the rounded value of) ∆. We claim that
∃i ∈ [t] εi−1 ≥ ε
β(∆/2)
i n
β(∆/2)−β(∆). (1)
Indeed, assume for the contrary that no such i exists. Set a = log(2∆) ≥ 1, so that β(∆/2) = (ta)2/t
and β(∆) = [t(a + 1)]2/t. Denote b = n(ta)
2/t−[t(a+1)]2/t and c = (ta)2/t. The opposite of (1) then
becomes εi−1 < ε
c
ib, for any i ∈ [t]. Iterating this t times we get:
1
n
= ε0 < ε
ct
t b
1+c+c2+...+ct−1 ≤ εc
t
t b
ct−1 ≤ bc
t−1
.
So that:
n(ta)
2−2/t[[t(a+1)]2/t−(ta)2/t] < n,
but this is a contradiction, since an application of the mean value theorem implies the existence of
ξ ∈ [a, a+ 1], for which
(ta)2−2/t
[
[t(a+ 1)]2/t − (ta)2/t
]
= (ta)2−2/t[2t−1+2/tξ−1+2/t] = 2(ta)
(
a
ξ
)1−2/t
≥ ta ≥ 1.
Choose an index i ∈ {1, . . . , t} satisfying (1). Since i ≤ t, ∆(Ai) ≤ ∆/2. The choice of the
index i, and using the inductive hypothesis, gives the required lower bound on the cardinality of T
since:
|T | ≤ (εin)
β(∆/2) + [(1− εi−1)n]
β(∆) ≤ εi−1n
β(∆) + (1− εi−1)n
β(∆) ≤ nβ(∆).
We note that the running time of the algorithm above is O(n2) on each vertex in the tree and
therefore O(nβ+2) for the whole tree . A slight variation on this algorithm (and a more careful
analysis) has an O(nmax{β,2}) running time.
The multi-embedding described above has the following properties:
1. The multi-embedding is non-contractive.
2. The tree structure defining the ultrametric is a binary tree.2
Let u be an internal vertex in the binary tree defining the ultrametric, and T the subtree rooted
at u. We can rename the subtrees rooted with the children of u, as T1 and T2 such that:
3. Let x and y two points in M . If ∅ 6= f−1(x) ∩ T ⊂ T1 and ∅ 6= f
−1(y) ∩ T ⊂ T2, then
d(x, y) ≥ ∆(T )/4t.
4. |f(T1)| ≤ |f(T )|/2.
5. ∆(T1) ≤ ∆(T )/2.
We next show, using the properties above, that the path distortion of this multi embedding
is at most 8t log min{n,∆}. Let p = 〈u1, u2, . . . , um〉 be a path in M whose length is ℓ(p) . We
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T1 T2
uj1 uk1 uj2
uj3
uk2
um
u1
uk3
Figure 1: A partition of the path to subpaths.
construct a path p¯ on the leaves of T whose length satisfies ℓ(p¯) ≤ 8t log min{n,∆}·ℓ(p). The proof
proceeds by induction on the height of the tree defining the ultrametric.
We partition p into sub-paths as follows. Define a sequence of indices and a sequence of sub-trees
of the root: Let j1 = 1 and let Tˆ1 ∈ {T1, T2} be the subtree of the root that includes the longest
prefix of p. Assume inductively that we have already defined ji−1 and Tˆi−1 ∈ {T1, T2}. Define ji to
be the minimum index such that uji is the first point in p after uji−1 with no representative in Tˆi−1.
Let Tˆi ∈ {T1, T2} be the other subtree of the root. Assume this process is finished with js, Tˆs. Next
we define another sequence of indexes: ks = m, for i < m we define ki to be the largest number,
smaller than ji+1, such that uki does not have a representative in Tˆi+1. By the construction of Tˆi,
we have that ji ≤ ki and uki has a representative in Tˆi. See Figure 1 for example of such partition.
We have partitioned p into sub-paths (〈uji , . . . , uki〉)i and (〈uki , . . . , uji+1〉)i. Informally, a sub-path
〈uji , . . . , uki〉 will be realized in Tˆi, while sub-path 〈uki , . . . , uji+1〉 will be realized in T1.
More formally, let L = ℓ(p), Li1,i2 = ℓ(〈ui1 , ui1+1, . . . , ui2〉), n = |f(T )|, n1 = |f(T1)|, n2 =
|f(T2)|, and ∆ = ∆(T ), ∆1 = ∆(T1), and ∆2 = ∆(T2). We construct by induction on the tree
structure T a path p¯ in T whose length satisfies L¯ = ℓ(p¯) ≤ 8t log min{∆, n} · L.
By the induction hypothesis it is possible to construct for any i, a path in Tˆi of representatives
of 〈uji , . . . , uki〉 whose length is
L¯ji,ki ≤ Lji,ki · 8t log min{n,∆}.
Next, for any i, we construct a path of representatives of 〈uki , . . . , uji+1〉. Note that uki+1, . . . , uji+1−1
have representatives in both Tˆi and Tˆi+1. Therefore, we construct inductively a path from a rep-
resentative of uki+1 to a representative of uji+1−1 in T1, so L¯ki,ji+1 ≤ Lki,ji+18t log min{n1,∆1}.
We then connect the representative of uki with the representative of uki+1 and the representative
of uji+1−1 with the representative of uxi+1 , each such edge is of length at most the diameter of
T , ∆. We have therefore constructed a path of representatives of 〈uki , . . . , uji+1〉 whose length is
L¯ki,ji+1 + 2∆.
Since uki does not have a representative in Tˆi+1 and uji+1 does not have representative in Tˆi,
we conclude using property (3) above, that dM (uki , uji+1) ≥ ∆/4t, and so ∆ ≤ 4t · Lki,ji+1 . To
2Note that more generally, any ultrametric can be defined by a binary tree.
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summarize,
L¯ki,ji+1 ≤ Lki,ji+18t log min{n1,∆1}+ 2∆
≤ Lki,ji+18t
(
log min{n/2,∆/2} + 1
)
= Lki,ji+18t log min{n,∆}.
We conclude,
L¯ =
s∑
i=1
L¯ji,ki +
s−1∑
i=1
L¯ki,ji+1
≤ 8t log min{n,∆} ·
( s∑
i=1
Lji,ki +
s−1∑
i=1
Lki,ji+1
)
= 8t log min{n,∆}L.
We end the discussion on multi embedding into ultrametrics with the following impossibility
result.
Proposition 5. Consider the metric defined by a simple N -point path. Then any α path-embedding
of this metric in an ultrametric must have α = Ω(log n).
Proof. Let M = {v1, v2, . . . , vn} be the metric space on n points such that dM (vi, vj) = |i −
j|. We prove that for any non-contractive multi-embedding into an ultrametric T , any path of
representatives of 〈v1, v2, . . . , vn〉 is of length at least g(n) =
n
2 log n.
The proof proceeds by induction on n. For n = 1 the claim is trivial. For n > 1, let
〈v′1, v
′
2, . . . , v
′
n〉 be a path of representatives in T . Let u = lcaT (v
′
1, v
′
n), ∆(u) = dT (v
′
1, v
′
n) ≥
dM (v1, vn) = n− 1. Let T1 be the subtree of the child of u that contains v
′
1. T1 does not contains
v′n. Let i1 < n be the maximal i such that {v
′
1, . . . , v
′
i1
} ⊂ T1. As i1 + 1 is not contained in T1, it
must be that dT (v
′
i1
, v′i1+1) ≥ ∆(u) ≥ n− 1. By the induction hypothesis
ℓT (〈v
′
1, . . . , v
′
i1〉) ≥ g(i1), ℓT (〈v
′
i1+1, . . . , v
′
n〉) ≥ g(n− i1).
Since g is a convex function, (g(i1) + g(n − i1))/2 ≥ g((i1 + (n− i1))/2) = g(n/2). We conclude
ℓT (〈v
′
1, . . . , v
′
n〉) ≥ g(i1) + (n− 1) + g(n − i1)
≥ 2g(n/2) + n− 1 = 2n4 log
n
2 + (n− 1) ≥
n
2 log n.
4 Multi-Embedding into Trees
In this section we consider multi embeddings into arbitrary tree metrics. We only have preliminary
results. Specifically, we only consider two important types of metric spaces: expander graphs and
the discrete cube with the Hamming metric, for which we obtain better results. For both of them
the preceding sections proved an upper bound of O(log log n log log log n) and a lower bound of
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Ω(log log n) on the path distortion of multi-embeddings into ultrametrics (the lower bound follows
since both metrics contain a path of length Ω(log n)).
We begin with the observation that for Γ = ∞ it is easy to obtain 1 path embedding of any
finite metric space into trees. This is achieved by defining an infinite tree metric as follows: joining
all possible finite paths with a common root, where the first node in the path is connected with an
edge weight of ∆/2 to the root. Moreover,
Proposition 6. Given a metric space M defined by an unweighted graph of maximum degree d and
diameter ∆, and let s ∈ N. Then M can be (2 + ∆s ) path-embedded into a tree metric of size nd
s.
Proof. Along the lines of the construction described above, we take all paths of length s, and join
these with a common root, where the first node in the path is connected with an edge weight of
∆/2 to the root. Obviously, there are at most nds such paths. Notice that our choice of weights to
the edges adjacent to the root guarantees that distances in the resulting tree are no smaller than
the original distances. We next claim that the path distortion is at most (2 + ∆s ). To see this,
consider a path p = 〈v1, . . . vℓ〉 of length ℓ. We partition p into sub-paths of length s: p = p1p2 · · · pt,
where t = ⌈ℓ/s⌉, pj = 〈v(j−1)s+1, . . . , vjs〉 for j < t, and pt = 〈v(t−1)s+1, . . . , vℓ〉. Now the sub-path
pj is mapped to the appropriate path in the tree. Note that the length of the image path is
2ℓ+ (t− 1)∆.
This simple fact is particularly interesting for its implication for expander graphs. Let G be an
(n, d, γd) graph, i.e., a d-regular, n-vertex graph whose second eigenvalue in absolute value is at
most γd. It is known [14] that such a graph has diameter at most 1 + log1/γ n, and so we obtain:
Corollary 7. Any (n, d, γd)-graph has 3 path embedding in a tree of size dn1+log1/γ d.
We also note that for the trees constructed in the proof of Proposition 6, it is particularly easy
to obtain a better approximation algorithm for GST.
Lemma 8. Consider a tree metric M = (V, d), where V = P1 ∪ P2 ∪ · · · ∪ Pℓ, Pi = 〈v
i
1, v
i
2, . . . , v
i
s〉
is an unweighted simple path of length s, and d(vi1, v
j
1) = ∆ for i 6= j. Then an instance of the GST
with k groups defined on M has (1 + 2s∆ )(1 + ln k) approximation algorithm.
Proof. Consider a GST instance g1, . . . gk defined on M . We first check whether there is a solution
that is completely contained in one Pi. This can be checked in polynomial time by noting that if
an optimal solution is contained in one Pi then it is an interval. Thus all is needed to be checked
are ℓ
(
s+1
2
)
intervals.
Otherwise, the optimal solution intersects t > 1 of the paths P1, . . . Pℓ. Define a Hitting Set
instance whose ground set is {P1, . . . , Pℓ} and the subsets are g
′
1, . . . , g
′
k, where g
′
i = {Pj ; Pj ∩ gi 6=
∅}. It follows that the optimal cost of the hitting set problem is at least t − 1. The Hitting Set
problem has a polynomial time 1+ln k approximation algorithm [22, 25]. Let S be the approximate
solution for the hitting set. We define a solution for the GST instance by taking a natural path
over ∪{Pi; Pi ∈ S}. Note that its length is at most (∆ + 2s)|S| ≤ (∆ + 2s)(t − 1)(1 + ln k). But
the cost of the optimal GST algorithm is at least (t− 1)∆.
Corollary 9. For fixed d > λ, There exist constants c = cd,λ, C = Cd,λ, and polynomial p(t) =
pd,λ(t) such that GST on (n, d, λ) graphs has p(n)-time (C log k) approximation algorithm, and it
is NP-hard to approximate within a factor of c log k.
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Proof. The approximation algorithm follows from Proposition 6 and Lemma 8, by setting s = ∆.
The hardness result follows since an (n, d, λ) graph contains a subset of nΩd,λ(1) points that is
Od,λ(1) approximated by an equilateral space [8]. GST on equilateral space is equivalent to a
standard Hitting Set problem, which is NP-hard to approximate within a factor of c ln k [28, 26].
Usage of points not in this subspace (“Steiner points”) can improve the approximation factor by
at most a factor of two [29, 18].
We next examine multi-embedding of the h-dimensional hypercube with n = 2h vertices. Using
Proposition 6 with s = h/ log h, and using d = h and ∆ = h, we obtain (log log n+2) path embed-
ding into trees of size Γ(n) ≤ n2. Using Lemma 8 it also implies a polynomial time O(log k log log n)
approximation algorithm to GST on the cube. Similarly to the expander graphs, it is hard to ap-
proximate instances of GST on the cube to within a c log k factor, for some constant c > 0, since
the cube contains a subset of nΩ(1) points that is O(1) approximated by an equilateral space.
5 Discussion
An interesting open problem is to determine worst case bounds for path distortion of multi embed-
ding into trees of polynomial size. As indicated by the case of expander graphs, such bounds may
be better than those for ultrametrics.
Results on multi-embedding into trees directly reflect on the approximability of GST. As shown
for expanders and hypercubes, it is possible that for special classes of metric spaces, a combination of
improved path embedding and a specialized solution would yield (nearly) tight upper bounds. Our
approach to show the (near) tightness of the results in those cases stems from metric Ramsey-type
considerations (i.e. the existence of large approximately equilateral subspace). Such considerations
are in fact more general and may lead to more results of this flavor. 3
Multi-embedding into ultrametrics, also implies multi embedding into ℓdp, where d = O(log n)
with similar path distortion [9]. It is natural to ask whether better path distortion is possible
for multi-embedding into ℓ1 or ℓ2. Further study of multi-embeddings in other settings and their
applications seems an attractive direction for future research.
Acknowledgments
We thank Robi Krauthgamer and Assaf Naor for fruitful discussions.
References
[1] N. Alon, R. M. Karp, D. Peleg, and D. West, A graph-theoretic game and its application
to the k-server problem, SIAM J. Comput., 24 (1995), pp. 78–100.
[2] Y. Bartal, Probabilistic approximations of metric space and its algorithmic application,
in Proceedings of the 37th Annual Symposium on Foundations of Computer Science, 1996,
pp. 183–193.
3In [8] it is shown that any metric space contains a “large” subspace which is approximately an ultrametric, or a
k-HST. Such trees were used in [19] to prove inapproximability results for GST. It is plausible that these techniques
can be combined to obtain tight bounds for GST in specific metric spaces.
11
[3] , On approximating arbitrary metrics by tree metrics, in Proceedings of the 30th Annual
ACM Symposium on Theory of Computing, 1998, pp. 183–193.
[4] Y. Bartal, Graph decomposition lemmas and their role in metric embedding methods, in 12th
Annual European Symposium on Algorithms, 2004.
[5] Y. Bartal, A. Blum, C. Burch, and A. Tomkins, A polylog(n)-competitive algorithm
for metrical task systems, in Proceedings of the 29th Annual ACM Symposium on Theory of
Computing, May 1997, pp. 711–719.
[6] Y. Bartal, B. Bolloba´s, and M. Mendel, A Ramsey-type theorem for metric spaces
and its application for metrical task systems and related problems, in Proceedings of the 42nd
Annual Symposium on Foundations of Computer Science, 2001, pp. 396–405.
[7] Y. Bartal, M. Charikar, and D. Raz, Approximating min-sum k-clustering in metric
spaces, in Proceedings of the 33rd Annual ACM Symposium on Theory of Computing, 2001,
pp. 11–20.
[8] Y. Bartal, N. Linial, M. Mendel, and A. Naor, On metric Ramsey-type phenomena, in
Proceedings of the 35th Annual ACM Symposium on Theory of Computing, 2003, pp. 463–472.
[9] Y. Bartal, N. Linial, M. Mendel, and A. Naor, Low dimensional embeddings of ultra-
metrics, European J. Combinatorics, (2004), pp. 87–92.
[10] Y. Bartal and M. Mendel, Multi-embedding and path approximation of metric spaces,
in Proceedings of the 14th Annual ACM-SIAM Symposium on Discrete Algorithms, 2003,
pp. 424–433.
[11] A. Borodin, N. Linial, and M. Saks, An optimal online algorithm for metrical task sys-
tems, J. Assoc. Comput. Mach., 39 (1992), pp. 745–763.
[12] J. Bourgain, On lipschitz embedding of finite metric spaces in Hilbert space, Israel J. Math.,
52 (1985), pp. 46–52.
[13] M. Charikar, C. Chekuri, A. Goel, S. Guha, and S. Plotkin, Approximating a finite
metric by a small number of tree metrics, in Proceedings of the 39th Annual IEEE Symposium
on Foundations of Computer Science, 1998, pp. 379–388.
[14] F. R. K. Chung, Diameters and eigenvalues, J. Amer. Math. Soc., 2 (1989), pp. 187–196.
[15] J. Fakcharoenphol, S. Rao, and K. Talwar, A tight bound on approximating arbitrary
metrics by tree metrics, in Proceedings of the 35th Annual ACM Symposium on Theory of
Computing, 2003, pp. 448–455.
[16] A. Fiat and M. Mendel, Better algorithms for unfair metrical task systems and applications,
in Proceedings of the 32nd Annual ACM Symposium on Theory of Computing, 2000, pp. 725–
734.
[17] N. Garg, G. Konjevod, and R. Ravi, A polylogarithmic approximation algorithm for the
group steiner tree problem, J. Algorithms, 37 (2000), pp. 66–84.
12
[18] A. Gupta, Steiner points in tree metrics don’t (really) help, in Proceedings of the 12th Annual
ACM-SIAM Symposium on Discrete Algorithms, 2001, pp. 220–227.
[19] E. Halperin and R. Krauthgamer, Polylogarithmic inapproximability, in Proceedings of
the 35th Annual ACM Symposium on Theory of Computing, 2003, pp. 585–594.
[20] P. Indyk, Algorithmic applications of low-distortion geometric embeddings, in Proceedings of
the 42nd Annual Symposium on Foundations of Comptuer Science, 2001, pp. 10–33.
[21] P. Indyk and J. Matousˇek, Low distortion embeddings of finite metric spaces, in Handbook
of Discrete and Computational Geometry, CRC Press LLC, 2nd ed., 2004.
[22] D. Johnson, Approximation algorithms for combinatorial problems, Journal of Computer and
System Science, 9 (1974), pp. 256–278.
[23] J. Kleinberg and E. Tardos, Approximation algorithms for classification problems with
pairwise relationships: metric labeling and markov random fields, Journal of the ACM (JACM),
49 (2002), pp. 616–639.
[24] N. Linial, E. London, and Y. Rabinovich, The geometry of graphs and some of its
algorithmic applications, Combinatorica, 15 (1995), pp. 215–245.
[25] L. Lova´sz, On the ratio of optimal integral and fractional covers, Discrete Math., 13 (1975),
pp. 383–390.
[26] C. Lund and M. Yannakakis, On the hardness of approximating minimization problems, J.
ACM, 41 (1994), pp. 960–981.
[27] Y. Rabinovich and R. Raz, Lower bounds on the distortion of embedding finite metric
spaces in graphs, Discrete Comput. Geom., 19 (1998), pp. 79–94.
[28] R. Raz and S. Safra, A sub-constant error-probability low-degree test, and a sub-constant
error-probability PCP characterization of NP, in Proceedings of the 29th Annual ACM Sym-
posium on Theory of Computing, ACM, 1997, pp. 475–484.
[29] G. Reich and P. Widmayer, Beyond Steiner’s problem: A VLSI oriented generalization,
in Garph-Theoretic Concepts in Computer Science, 15th International Workshop, WG ’89,
vol. 411 of Lecture Notes in Computer Science, 1990, pp. 196–210.
13
