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Abstract Ramp loading using graded density impactors as
flyers in gas-gun-driven plate impact experiments can yield
new and useful information about the equation of state and
the strength properties of the loadedmaterial. Selective Laser
Melting, an additive manufacturing technique, was used to
manufacture a graded density flyer, termed the “bed-of-nails”
(BON). A 2.5-mm-thick × 99.4-mm-diameter solid disc of
stainless steel formed a base for an array of tapered spikes of
length 5.5 mm and spaced 1 mm apart. The two experiments
to test the concept were performed at impact velocities of
900 and 1100 m/s using the 100-mm gas gun at the Institute
of Shock Physics at Imperial College London. In each exper-
iment, a BON flyer was impacted onto a copper buffer plate
which helped to smooth out perturbations in the wave profile.
The ramp delivered to the copper buffer was in turn transmit-
ted to three tantalum targets of thicknesses 3, 5 and 7 mm,
which weremounted in contact with the back face of the cop-
per. Heterodyne velocimetry (Het-V) was used to measure
the velocity–time history, at the back faces of the tantalum
discs. The wave profiles display a smooth increase in veloc-
ity over a period of ∼2.5µs, with no indication of a shock
jump. The measured profiles have been analysed to gener-
ate a stress vs. volume curve for tantalum. The results have
been compared with the predictions of the Sandia National
Laboratories hydrocode, CTH.
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1 Introduction
It is well known that experiments to measure the chang-
ing profiles of ramp compression waves can provide useful
data on the material through which the wave propagates (for
example, see [1,2]). One way of generating a ramp wave is
to impact a disc of the specimen material with a flyer whose
density is low at the leading face but increases with distance
from that face. In this paper, we explore the potential of a
flyer, manufactured by selective laser melting (SLM), such
that the average (or areal) density varies in awaywhichgener-
ates ramp waves in an impacted target. The procedure was as
follows.A stainless steel flyerwasdesigned inwhich the areal
density varied over an axial distance of 5.5 mm. The region
of varying density was built on a 2.5-mm-thick solid base
(also manufactured by SLM). The Sandia National Labora-
tories code CTHwas used to compute the wave delivered to a
series of solid targets at a range of impact velocities. Based on
the computational study, experiments were designedwith the
objective of demonstrating the bed-of-nails concept for gen-
erating ramp waves and determining the validity of CTH to
compute the configuration. Experiments were performed and
the results were compared with CTH. A simple analysis was
used to illustrate how longitudinal stress vs. specific volume
relationships could be constructed for the target material.
2 The “bed-of-nails” concept
A bed-of-nails (BON) flyer was manufactured by SLM. In
the procedure used in this work, a ∼40µm layer of 316 L
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Fig. 1 a The “bed-of-nails”
array. The nails merge with a
2.5-mm-thick disc and are
bordered by a 0.5-mm-thick
steel rim. The parabolic profile
gives a linear density variation
through the thickness of the
disc. b The cut-down variant
used in some simulations. c Nail
profiles (see main text for
further details)
Z
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Protective steel rim (0.5 mm)
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stainless steel powder was deposited on a base plate. A laser
beamwith a diameter of∼40µmwas scanned over the layer,
melting it in a pattern specified by a Stereo Lithography (stl)
file. An stl file is a format used to export a model from a
Computer Aided Design (CAD) package. The structure was
built up by adding more layers. The density variation was
achieved by building a “bed-of-nails” structure on a 2.5-mm-
thick base plate. Our initial target was to fabricate a structure
in which the density varied linearly with distance from the
impact surface.We judged that the simplestway todo thiswas
to construct individual nailswhose cross-sectional area forms
a square with an area that increased linearly with distance
from the impact face. In principle, this aim can be achieved
by assigning a parabolic profile to the nail with the tips of the
nails co-incident with the leading face of the flyer. However,
in view of the limited spatial resolution of the SLM build
process, the tips of the needles were trimmed as illustrated
in Fig. 1. The length of the trimmed nails was 5.5 mm. They
were centered on a 1 mm × 1 mm grid and sat on a 2.5-mm-
thick base of solid stainless steel. The form of the nails used
in the initial CTH assessment is shown by the two solid black
lines in Fig. 1c. The profile indicted by the two dashed lines
will be discussed later. Our coordinate system is defined in
Fig. 1b.
3 CTH simulations
Confidence in the ability of the BON concept to generate
useful ramp waves was gained by running CTH simula-
tions. CTH is a multi-dimensional, multi-material Eulerian-
based code developed by Sandia National Laboratories [3].
It is suitable for the simulation of large deformations and
material distortions loaded under shock and high strain
rate conditions. CTH incorporates many popular equations-
of-state (e.g. Mie-Gruneisen) and strength models (e.g.
Steinberg-Guinan [4], Johnson-Cook [5]) used to describe
the behaviour of materials subjected to high-rate loading.
It has a 3D capability together with the ability to read in
descriptions of shapes defined using the stereolithography
representation (stl) generated with computer aided design
(CAD) software. In previous work, we have studied the
response of cellular materials manufactured using SLM to
shocks delivered by projectiles in the velocity regime 300–
900 m/s [6]. The results compared well with CTH predic-
tions giving confidence in the code in a regime similar to
that envisaged for the ramp wave studies described in this
paper.
A series of simulations based on the BON concept were
run using CTH with the aim of estimating the rate of pres-
sure rise and the smoothness of the wave delivered to a
range of target materials. The constitutive model used for
the stainless steel was described in [6]. Initial simulations
were based on the expected experimental flyer which mea-
sured 99.4 mm diameter × 8 mm thick. However, later in
the study, computer time was saved by reducing the config-
uration to a 2 mm × 2 mm element with reflective bound-
aries as shown in Fig. 1b. To test for mesh convergence, one
variant of the reduced configuration was run with both 50
and 25µm meshes. The smaller mesh gave slightly more
detailed definition in the images of the material distortion
in the vicinity of the tips of the impacting nails but had no
noticeable effect on the stress patterns delivered to the tar-
get. From this evidence, we concluded that the simulations
could be consideredmesh converged at 50 µm.Therefore, all
future full and reduced configurations were run with 50 µm
meshing.
The first assessment of the wave delivered by the BON
flyer was made by running CTH simulations in which a 16-
mm-long copper targetwas impacted by a 99.4-mm-diameter
BON flyer at 900 m/s. The choice of a relatively thick tar-
get ensured that complications due to the reflection of the
impact shock from the rear surface of the target would have
minimal effect. Further, it was envisaged that using amaterial
whose shock properties are relatively well knownwould give
confidence that the simulations would be reasonably repre-
sentative of reality. Initially, for simplicity, the copper was
treated as a fluid (no strength).
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Fig. 2 Particle velocity distributions on the x–y plane inmaterialwhich
was initially 3 mm from the impact face for the simulation depicted in
Fig. 3. a and b Show the pressure distributions at 1.2µs from impact
time predicted by CTH when a the copper is treated as a fluid and b a
Johnson–Cook strength model is assigned to the copper. The alphanu-
merical combinations in the upper left corner of each image identify
the run number of the simulation
60
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20
20
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Z (mm)-10 100
8 GPa
6 GPa
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2 GPa
ggh1ag: 3.0 µs
Fig. 3 Cross section showing the stress distribution following a 900
m/s impact of the BON flyer onto a 16-mm copper target at 3.0µs from
impact. At the instant of impact, the flyer extends from 0 to 8 mm and
the copper target extends from 8 to 22 mm
The simulations suggested that the pressure profile gen-
erated in the target using this model would be unacceptably
perturbed in both the direction of wave propagation (z) and in
the plane of the wave front (x–y plane). For example, Fig. 2a
is a snapshot of the x–y plane at 1.2µs obtained with a fluid
copper model. The plot shows that the imprint of the nails is
clearly evident within the copper at a plane 3 mm from the
impact surface. However, assigning strength to the copper
using the Johnson–Cook model [3] dramatically reduced the
perturbations in the target as shown by comparing Fig. 2b
with Fig. 2a. Note that the identifiers for the simulations in
Fig. 2 (ggh5ag and ggh1bg) are superimposed on these and
most of the other simulations in the paper. These identifiers
have been added to allow the correspondingCTHsimulations
to be easily identified.
Figure 3 shows a section through the y–z plane framed just
before the leading edge of the wave reached the back of the
16-mm copper target. Although perturbations are just visible
in the target, these appear trivial compared with those in the
impactor.
Fig. 4 Wave profiles in a 16-mm copper target impacted at 900 m/s.
The traces are 0.2 µs apart. The slope of the dashed line is ∼ 0.45
GPa/mm which, assuming a wave velocity of ∼3.94mm/µs, gives a
time gradient of 1.8 GPa/µs
Fig. 5 a and b set-ups for simulations to determine in situ and free
surface particle velocities
Figure 4 shows a series of pressure vs distance profiles
corresponding to the simulation in Fig. 3. Note that, since
the target was impacted on its left face, the waves propagate
to the right. As indicated by the dashed line, the pressure
in the wave rises by ∼0.45 GPa/mm (equivalent to ∼1.8
GPa/µs).
It was concluded from our study of the impact of the BON
flyer on a thick copper target that themethod could be used to
deliver a ramp wave which was reasonably linear in its rate
of rise and furthermore was reasonably smooth on a scale
comparable with the spacing of the nails in the pilot design.
In the next phase of the CTH simulations, computing
requirementsweremuch reduced by adopting the “cut down”
configuration depicted in Fig. 1b. The simulated region con-
sists of a 2 mm × 2 mm element with reflective boundaries
on the x–z and y–z planes. Comparison between full and
cut-down simulations showed insignificant differences, jus-
tifying the use of the cut-down configuration.
The next objective of the CTH study was to assess the
smoothness of the ramp wave delivered to a possible sam-
ple material. In the configuration shown in Fig. 5a, the ramp
wave was transmitted via a 6-mm copper smoothing layer to
a 6-mm Tantalum target. Again, a picture of the calculated
perturbations in the copper/tantalum acceptor is provided by
imaging the x–y plane as thewave passes through it. The time
sequence in Fig. 6 shows the simulated velocity distribution
halfway through the 6-mm copper “buffer” depicted in Fig.
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5a. The times indicated are measured from impact time and
the grey scales show calculated velocities in metres per sec-
ond. Although the “imprint” of the nails is significant within
the early part of the wave, the fractional variation in veloci-
ties across the x–y plane has almost disappeared in the later
part of the wave. The sequence in Fig. 7 shows the predicted
velocity at the back surface of the tantalum coupon. Note
the very narrow velocity limits in the scale adjacent to the
velocity maps. It can be seen that the predicted perturbation
at the back surface of the tantalum is ∼0.5 % of the mean
velocity. It was concluded from these simulations that the
wave delivered to, and emerging from, the tantalum sample
was acceptably smooth across planes perpendicular to the
wave propagation direction. Simulated velocity vs. time pro-
files corresponding to the configurations depicted in Figs. 5,
6 and 7 are shown in Fig. 8.
Note that the configuration in Fig. 5a is a plausible exper-
imental configuration; the simulation of the surface velocity
Fig. 6 CTH simulations of the configuration shown in Fig. 5 (a),
(with a 3-mm tantalum coupon). Velocity distributions, in m/s, mid-
way through the 6-mm copper buffer are shown
Fig. 7 CTHsimulations of the configuration shown in Fig. 5 (b), show-
ing the velocity distributions at the back face of a 3-mm tantalumcoupon
of the tantalum coupon in Fig. 5a provided an estimate of
the wave profile that could be checked against experiment.
However, to unfold such an experiment to yield data about
the sample material, we need to know what the profile would
have been if the profile had not been perturbed by the free
surface. In other words, we need the “in situ” wave profile.
CTH allows us to compare the simulated in situ velocities
with the in situ velocities derived from free surface veloci-
ties. Free surface velocities were computed by running the
configurations shown in Fig. 5a with coupon thicknesses of
3, 5, and 7 mm. In situ velocities computed at locations 3,
5 and 7 mm into the thick tantalum sample are shown as
solid red lines in Fig. 8. The computed surface velocities,
depicted as blue lines in Fig. 8 have been divided by two to
allow comparison with the corresponding in situ velocities.
It is seen that to a close approximation the in situ velocity
is half the free surface velocity, as would be expected from
simple hydrodynamic analysis. This approximation will be
used later to analyse the experimental results.
Finally, in this section, Fig. 9 shows pressure vs. distance
plots for the configuration shown in Fig. 5b. It is seen that
the rate of pressure increase in the wave is similar to that
observed when the ramp was delivered directly to a thick
copper target.
Based on the simulations presented in this section, it was
judged that the configuration depicted in Fig. 5b should form
the basis of an experimental study.
4 Experiments
Twonominally identical samples of theBONflyerwereman-
ufactured using the SLM technique. As outlined earlier, each
flyer incorporated a protective cylinder of 316 L stainless
Fig. 8 CTH comparisons of in situ and free surface velocities. It is
seen that over most of the profile, the in situ trace estimated by dividing
the free surface velocity by two agrees well with the actual simulated
in situ velocity profile
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Fig. 9 Pressure plots for 900 m/s impact onto a target consisting of 6-
mm copper plus 16 mm of tantalum. As indicated by the dashed lines,
the initial positions of the BON/Cu and Cu/Ta interfaces are at 6 and 12
mm, respectively
Fig. 10 Experimental set-up
steel of outer diameter 99.4 mm, length 8 mm and thick-
ness 0.5 mm. At the rear of the flyer was a 2.5-mm disc of
stainless steel on which was mounted a 1-mm square array
of parabolic nails. The weights of the two samples were 330
and 334 g.
The experimental set-up is shown in Fig. 10 and a pho-
tograph showing the leading part of the flyer is shown in
Fig. 11. As shown in Fig. 11, the shoulder of the flyer was
machined back to provide a reflecting face to allow the impact
velocity to be measured using Het-V probes. Experiments
were conducted at 900 and 1100 m/s nominal velocity. Sur-
face velocities were measured using the Het-V system [7].
In each experiment, piezoelectric probes were used to mea-
sure impact times (1 probe) and the arrival of the shock at
the back surface of the copper smoothing layer (5 probes).
Reasonable timing datawere obtained for the 900m/s experi-
ment. However, for the 1100m/s experiment, the probe times
were unacceptably scattered rendering the experiment diffi-
cult to analyse. Therefore, for the remainder of this paper,
we confine our attention to the 900 m/s experiment.
Fig. 11 Photograph of BON flyer
Fig. 12 Results of 900 m/s experiment for comparison with the mass
corrected CTH simulation. It is believed that the jump in the CTH trace
(indicated by the black arrow) is the result of a wave reflected from the
BON/copper interface (also indicated by a black arrow)
5 Results
The measured surface velocities for the three target thick-
nesses are shown for the 900 m/s experiment (termed
BON1-1) as black lines in Fig. 12. The traces were com-
pared with CTH predictions run using the stl file that was
used to manufacture the specimens. In these initial simu-
lations, it was found that the simulated velocity profile lay
significantly below the experimental observation. We con-
cluded that the reason for the discrepancy was that the mass
corresponding to the stl file was, at 299 g, significantly lower
than the measured value of 330 g. To allow a meaningful
code vs. experiment comparison, a new stl file was created
by moving the outer surface of the BON sample outwards
until the stl mass matched the measured mass. It was found
that an offset of 0.05 mm was needed to obtain a match. The
nail profile used for the comparison shown in Fig. 12 is indi-
cated by the dashed profile in Fig. 1c; it will be referred to in
the remainder of this paper as the “adjusted-mass” profile.
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Fig. 13 Velocity plots for a 900 m/s impact of a mass corrected BON
flyer onto a target consisting of 6 mm of copper and 3 mm of tantalum.
Note that the zero time frame is a material plot. The first motion of the
free surface of the tantalum occurs at ∼2 µs. A wave reflected from the
BON/copper interface arrives ∼2 µs later (at ∼4 µs)
Overall, we felt that the simulation using the adjustedmass
stl file matched the experiment reasonably well. In particu-
lar, it is interesting that the measured traces appear smoother
than the CTH traces. Themain discrepancy is that in the CTH
traces there is a noticeable jump in velocity at ∼2µs after
wave arrival, which was not observed experimentally. This
jump displaces the simulated trace upwards for the remain-
der of the record. We note in the schematic distance–time
plot, inset in Fig. 12, that the timing of the jump suggests
that it arises from a reflection at the BON/copper interface.
This hypothesis is further supported by examination of the
time sequence shown in Fig. 13. This sequence, which again
was runwith the adjustedmass stl file, shows particle velocity
maps. (Note, however, that the zero time frame, positioned at
the extreme left shows amaterial, rather than a velocity, plot).
Examination of the CTH velocity maps, in Fig. 13, suggests
that the velocity jump seen in Fig. 12 arises from a reflec-
tion at the BON/copper interface. We are unsure why this
feature is absent in the experimental traces, but it is possible
that the interface presents a more dispersed density profile
in the experiment than that computed; this could reduce the
sharpness of the reflected wave.
If it is assumed that the free surface velocities are twice
the in situ velocities, as suggested by the CTH calculations
in Fig. 8, the shock wave conservation relations can be used
to generate longitudinal stress vs. specific volume plots or
longitudinal stress vs. engineering strain plots corresponding
to each of the three pairs of results available from the data.
Analysis of the data to extract thematerial properties requires
the Lagrangian sound speed to be calculated by determining
the time to reach a given value of particle velocity in targets
of different thickness. The equations used to generate the
longitudinal stress vs. volume relationships are as follows:
cL = (z2 − z1)/
(
t2(up) − t1(up)
)
(1)
Fig. 14 Stress vs. volume plots for the three pairs of records provided
by the 900 m/s experiment
dσ = ρ0cLdup (2)
dV = −V0
(
dup/cL
)
(3)
dεE = dup/cL (4)
where cL is Lagrangian longitudinal sound speed, up the par-
ticle velocity, ρ0 the initial density, z the target thickness,
t (up) the time at which particle velocity, up, is reached, σ
the longitudinal stress, V the volume and εE the engineering
strain.
As each experiment recordeddata from three targets of dif-
ferent thicknesses, there are three routes to calculate the stress
vs. volume relationship depending on which two channels of
data are selected. The plots of longitudinal stress vs. specific
volume for all three routes are shown in Fig. 14. Note that (4)
would allow stress to be plotted against engineering strain if
required. It is seen that the three stress vs. volume curves are
slightly different from each other suggesting that there are
some errors in the method. Possible sources of error include
uncertainties over the projectile tilt and the arrival time of
the ramp at the front face of the tantalum target. In addition,
it is possible that the composition of the flyer varied across
its face. For instance, some of the nails, (or groups of nails),
could have had a slightly different shape or composition from
others. Variations of this type could lead to differences in the
waves delivered to the different tantalum samples.
6 Conclusions
An stl file was generated for a flyer in which the average
density varies linearly over a distance of 5.5 mm. The Sandia
National Laboratories code CTH suggested that, at 900 m/s,
this would deliver a pulse with a rise time of ∼1.8GPa/µs
to a copper target. Bed-of-nails flyers were manufactured by
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exporting an stl file from a CAD package to a “3D Printer”.
However, it was found that the mass of the components was
greater than the mass corresponding to the stl file. A “cor-
rected” stl file was created by moving the outer profile of the
nails outwards. Experiments were conducted in which Het-V
was used to measure the free surface velocities of tantalum
target discs of thicknesses 3, 5 and 7 mm. The measured pro-
files appeared reasonably smooth and in broad agreement
with the simulations. Simulations run using the corrected
stl file were compared with the experimental results and a
reasonable match was obtained. However, the simulations
suggested that the profile would be affected by reflections
from the impact interface. Assuming that the surface veloc-
ity is twice the in situ velocity allows longitudinal stress vs.
specific volume curves (and stress vs. engineering strain) to
be derived.
The work reported here showed that there can be signif-
icant differences between the ideal design as defined by the
stl file and the actual design generated by the SLM process.
Clearly, in future work, methods should be sought of deter-
mining the actual structure of the samples and, in particular,
the uniformity of the structure across the face of the flyer.
Possible approaches include radiographic tomography, and
sectioning followed by optical examination.
Improvements will be made in the recording of the pro-
jectile tilt and arrival time of the ramp wave at the sample. In
future experiments, the moment of impact between the flyer
and the sample will be recorded by a ring of piezoelectric
probes and the arrival of the ramp at the back face of the
copper will be recorded using additional Het-V channels.
Finally, we note that assigning strength to a copper accep-
tor has the effect of damping the perturbations initially gen-
erated in the copper by the tips of the impacting nails. This
observation leads us to speculate whether measuring the rate
of decay of perturbations in the target could provide a mea-
sure of the strength of the target material under dynamic
loading. The concept is akin to that pioneered by Sakharov
et al. in [8].
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