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Anderson localization does not lead to an exponential decay of intensity of an incident wave with
the depth inside a strongly disordered three-dimensional medium. Instead, the average intensity
is roughly constant in the first half of a disordered slab, sharply drops in a narrow region in the
middle of the sample, and then remains low in the second half of the sample. A universal, scale-free
spatial distribution of average intensity is found at the mobility edge where the intensity exhibits
strong sample-to-sample fluctuations. Our numerical simulations allow us to discriminate between
two competing local diffusion theories of Anderson localization and to pinpoint a deficiency of the
self-consistent theory.
Studies of wave propagation in disordered media
mainly focus on the scattering problem in which one is
interested in determining the link between incident and
scattered waves outside the disordered sample and of-
ten even in the far field of it [1, 2]. Transmission and
reflection coefficients of disordered media have been ex-
tensively studied in this context, including their statistics
and correlations [2]. Scattered waves outside the medium
are not only easier to measure, they are also relevant for
understanding practically important quantities, such as
the electrical conductance of metals [3] or the whiteness
of paints [4], as well as for developing applications for
complex material [5] or biological tissue [6] sensing, imag-
ing through opaque, turbid media [7], or cryptography
[8]. In contrast, the spatial distribution of wave intensity
inside a disordered medium has attracted much less at-
tention even though it is important for such prospective
applications of disordered materials as light harvesting
in solar cells [9], random lasing [10] or optical frequency
conversion [11] as well as for the photoacoustic tomogra-
phy [12]. For three-dimensional (3D) media we know that
the average intensity exhibits diffusive behavior for weak
disorder and hence, in the absence of absorption, decays
linearly with the depth inside a disordered layer (slab)
illuminated by a plane wave [1, 2]. However, nothing is
known at the moment about the way in which this linear
behavior is modified when the disorder becomes strong
enough for reaching the critical point of the Anderson lo-
calization transition (the mobility edge) and crossing it
to enter the Anderson localization regime [13, 14].
The spatial distribution of the average wave intensity
〈I(r)〉 inside a strongly disordered medium of length L
illuminated by a monochromatic wave has been studied
theoretically for a one-dimensional (1D) medium [15–17]
and for a quasi-one dimensional (quasi-1D) waveguide
[18]. In both cases, the behavior of 〈I(r)〉 = 〈I(z)〉 dif-
fers from a simple exponential decay with the distance
z from the sample boundary. This suggests that the ex-
ponential decay of eigenmodes in space does not directly
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map to the exponential decay of the average intensity.
Instead, 〈I(z)〉 exhibits a step-like shape, first remaining
virtually constant with z, then dropping sharply in a nar-
row region around the middle of the disordered sample
z = L/2, and finally remaining low for L/2 < z < L. A
tendency towards such a behavior has been experimen-
tally observed by Yamilov et al. in two-dimensional (2D)
quasi-1D waveguides [19].
In this Letter we use ab initio numerical simulations of
wave scattering in large 3D ensembles of point scatterers
and the local diffusion theories of Anderson localization
to discover two important results. First, we show that
the behavior that was previously found for 〈I(z)〉 in 1D
and quasi-1D samples, generalizes to 3D slabs, provided
that the disorder is strong enough for reaching Anderson
localization. Two competing local diffusion theories—
the self-consistent (SC) theory of Anderson localization
and the supersymmetric (SUSY) field theory—yield an-
alytic expressions for 〈I(z)〉 as a function of z/L that
are parameterized by a single parameter L/ξ, where L is
the slab thickness and ξ is the localization length. Sec-
ond, we compute 〈I(z)〉 at the mobility edge, i.e. in the
critical regime that does not exist in lower-dimensional
systems. Analytic expressions for 〈I(z)〉 following from
SC and SUSY theories become scale-independent for L
much exceeding the mean free path `. By repeating cal-
culations for light scattering by atoms in a strong mag-
netic field we demonstrate that our results are universal
and hold beyond the scalar wave model. This completes
the palette of behaviors expected for 〈I(z)〉 for any dis-
order strength, any dimensionality of space, and for both
scalar and vector waves. Comparison of SC theory with
numerical simulations and SUSY theory confirms its va-
lidity at the mobility edge but reveals its deficiency in the
Anderson localization regime. Understanding limitations
of SC theory is important in view of its applications for
interpretation of 3D acoustic [7, 20] and cold-atom [22]
experiments as well as large-scale numerical simulations
of light localization [23].
We consider a monochromatic plane wave ψ0(r) =
exp(ikz) incident at z = 0 on a disordered sample (slab)
confined between the planes z = 0 and z = L and hav-
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2ing a shape of a cylinder of length (thickness) L, radius
R L and volume V = piR2L. We denote the frequency
of the wave by ω and its wave number by k = ω/c, where
c is the speed of the wave in the homogeneous medium
by which the sample is surrounded. Our point-scatterer
model assumes that the sample is simply an ensemble of
N  1 identical resonant point scatterers with a polariz-
ability α(ω) = −(Γ0/2)/(ω−ω0 + iΓ0/2) located at ran-
dom positions {rm}, m = 1, . . . , N , inside the slab. The
resonance width Γ0 is assumed to be much smaller than
the resonance frequency ω0 of an individual scatterer. A
vector ψ = [ψ(r1), . . . , ψ(rN )]
T of wave amplitudes at
scatterer positions obeys [24, 25]
ψ = ψ0 + α(ω)
[
Gˆ(ω)− i1
]
ψ, (1)
where ψ0 = [ψ0(r1), . . . , ψ0(rN )]
T and
Gmn(ω) = iδmn + (1− δmn) exp(ik|rm − rn|)
k|rm − rn| . (2)
The solution of Eq. (1) reads
ψ =
(
1− α(ω)
[
Gˆ(ω)− i1
])−1
ψ0. (3)
We compute the average intensity 〈I(r)〉 inside the sam-
ple by averaging |ψ(rm)|2 over all rm inside a small
volume around r and over many (up to 5 × 105) ran-
dom and statistically independent scatterer configura-
tions {rm}. In addition, 〈I(r)〉 is averaged over a suffi-
ciently large circular area of radius R1 around the sample
axis (1/k  R1 < R) in order to obtain 〈I(z)〉 which is
independent of r⊥ = {x, y} and mimics the average in-
tensity in a disordered slab of infinite transverse extent
R→∞.
We have extensively studied Anderson localization in
the model defined by Eqs. (1)–(3) in our previous works
[26, 27]. In particular, we have found that spatially
localized modes appear for scatterer number densities
ρ = N/V & k30/4pi in a narrow frequency band between
two density-dependent mobility edges ωIc = ω
I
c(ρ/k
3
0) and
ωIIc = ω
II
c (ρ/k
3
0) slightly above the resonance frequency
ω0. Here we will use these previous results to study
〈I(z)〉 in the localized regime by choosing the frequency
ω ∈ (ωIc, ωIIc ) and in the critical regime for ω = ωIc or
ω = ωIIc .
The results of the point-scatterer model (1) will be
compared to two competing local diffusion theories of
Anderson localization [4–6, 33, 34]. In these theories,
the average intensity of a wave 〈I(r)〉 obeys a diffusion
equation with a position-dependent diffusivity D(r):
−∇ ·D(r)∇〈I(r)〉 = S(r), (4)
where S(r) describes the distribution of wave sources in
the medium. In 3D, the position dependence of D(r) in
Eq. (4) arises only for strong disorder and can be found
in two different ways. First, SC theory of localization
[1, 2, 4] yields D(r) determined self-consistently via the
return probability P (r, r′ = r) found as a solution of
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FIG. 1. Spatial distributions of the average wave intensity in-
side slabs of disordered medium of different thicknesses k0L =
8–14. Symbols correspond to the point-scatterer model (1)
with ω in between the two mobility edges ωIc = ω0 + 0.256Γ0
and ωIIc = ω0 + 0.935Γ0 for ρ/k
3
0 = 0.15 [27], k0R = 20 and
k0R1 = 10. Almost coinciding dashed and solid lines show fits
of SC (7) and SUSY (8) theories to the point-scatterer data
for k0z > 2 with the localization length ξ as a free parameter.
The upper inset shows the best-fit values of ξ following from
SC (black squares) and SUSY (red circles) theories. Dashed
lines show average values of ξ. The lower inset shows the
average transmission through the slab as a function of slab
thickness.
Eq. (4) with S(r) = δ(r− r′) and an appropriate cut-off
procedure to regularize the unphysical divergence of the
solution for r′ = r [4, 5]:
1
D(r)
=
1
DB
+
12pi
K2`
P (r, r), (5)
where DB is the bare value of D in the absence of lo-
calization effects and K is the effective wave number in
the disordered medium. In a slab, Eqs. (4) and (S2)
should be solved with appropriate boundary conditions
for P (r, r′) [35]. A second approach is based on field-
theoretic, SUSY methods and has been mainly devel-
oped for 1D and quasi-1D media [6, 33, 34]. It does not
provide a simple microscopic expression or an equation
for D(r) that would hold for any sample geometry, but
it yields a scaling relation between D∞(z) in the semi-
infinite medium and D(z) in a slab of finite thickness L
[33].
Interestingly enough, both SC and SUSY theories yield
D∞(z) = D(0) exp(−2z/ξ) in the Anderson localization
regime (K` < 1)[38], but solutions for the slab geom-
etry differ. SC theory yields a result that for L  ξ
is well described by an interpolation formula DSC(z) =
[D∞(z)1/2 + D∞(L − z)1/2]2 [35]. The SUSY approach
yields a different result: DSUSY(z) = D∞[z(L − z)/L]
[33]. In both cases, flux conservation implies that Jdif =
−D(z)∂〈I(z)〉/∂z is independent of z for z  `. Thus,
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FIG. 2. Same as Fig. 1 but at the low- (a) and high-frequency (b) mobility edges ω = ωIc and ω = ω
II
c , respectively, and for
k0R = 25. Dashed and solid lines show, respectively, SC and SUSY theory fits to numerical results with the decay length η as
a free fit parameter. The fits were performed for k0z > 2 (a) or k0z > 3 (b). The upper insets show the best-fit values of η for
SC (black squares) and SUSY (red circles) models, with average values of η represented by dashed lines. The lower insets show
the average transmission through the slab as a function of slab thickness.
we immediately find
〈I(z)〉 = 〈I(0)〉 − Jdif
∫ z
0
dz′
D(z′)
(6)
for z  `. Because of the symmetry of D(z) with re-
spect to z = L/2, in the limit of large L  ` we expect
〈I(L/2)〉 = 〈I(0)〉/2. Using this condition, we apply Eq.
(6) to obtain
〈I(z)〉SC = 〈I(0)〉 sinh[(L− z)/ξ]
sinh(z/ξ) + sinh[(L− z)/ξ] , (7)
〈I(z)〉SUSY = 〈I(0)〉
2
{
1 +
erf
[
(L− 2z)/√2Lξ]
erf(
√
L/2ξ)
}
, (8)
where erf(x) is the error function.
The point-scatterer model and SC and SUSY theories
yield consistent results for the distribution of the average
intensity 〈I(z)〉 inside the disordered slab in the localized
regime. As we see from Fig. 1, 〈I(z)〉 does not decay
exponentially with z as one could expect from naive con-
siderations, but instead exhibits a rapid drop near the
middle of the slab, while varying much slower near its
boundaries. Such a behavior is similar to that found pre-
viously in 1D [15–17] and quasi-1D [18] media.
Even though both SC and SUSY theories provide good
and, in fact, hardly distinguishable fits to the numeri-
cal data, only SUSY model consistently yields the same
(within error bars) best-fit values of ξ for different L as we
show in the inset of Fig. 1. The underlying problem of SC
model is best demonstrated by computing the width δ of
the spatial region in which the average intensity changes
rapidly near the middle of the sample:
δ =
[
− 1〈I(z)〉
∂
∂z
〈I(z)〉
]−1∣∣∣∣∣
z=L/2
. (9)
We find δSC = ξ and δSUSY =
√
(pi/8)Lξ for L  ξ,
which predict different scalings of δ with L. The need for
different values of ξ to fit the numerical data correspond-
ing to different L with SC theory signals that the scaling
that it predicts for δ is wrong. In contrast, SUSY theory
yields the correct scaling for δ and describes the data in
Fig. 1 with a single value of ξ for all L. We note that
the deficiency of SC theory manifests itself in the scaling
of the spatial distribution of wave intensity inside the
medium and cannot be detected in the behavior of the
average transmission coefficient 〈T 〉, for which SC theory
provides a globally correct exponential scaling with the
slab thickness (see the lower inset of Fig. 1).
An interesting regime that is not accessible in low-
dimensional systems is the critical one. In order to study
it in the framework of the point-scatterer model (1), we
choose the frequency of the wave ω exactly at one of the
the mobility edges ωI,IIc determined in Ref. [27]. The re-
sulting spatial distributions of 〈I(z)〉 are shown in Fig. 2
by symbols. To study the critical regime using the local
diffusion theories, we note that for a semi-infinite medium
(L→∞) one finds D(z) = D∞(z) ' D(0)/(1 + z/η) [4]
with a decay length η ∼ `. For a slab of finite thick-
ness L, the results of SC theory may be nicely interpo-
lated by D(z) = [D∞(z)2 +D∞(L− z)2]1/2 [35], whereas
the SUSY model implies DSUSY(z) = D∞[z(L − z)/L]
[33, 34]. Proceeding in the same way as for deriving
Eqs. (7) and (8), we obtain expressions for 〈I(z)〉 that
depend on z/L and L/η. The full expression following
from SC theory is quite cumbersome and we reproduce
it elsewhere [35] whereas the SUSY result is simpler:
〈I(z)〉SUSY = 〈I(0)〉
(
1− z
L
)[
1 +
z
L (1− 2 zL )
1 + 6 ηL
]
. (10)
Comparison of these results with numerical simulations
of the model (1) is shown in Fig. 2. The agreement is less
4






















































0 2 4 6 8 10 12
1.0
10.0
5.0
50.0
2.0
20.0
3.0
30.0
1.5
15.0
7.0
FIG. 3. Relative fluctuations of intensity at the two mobility
edges for a slab of thickness k0L = 12 and all other parameters
as in Fig. 2. Dashed line shows the result σ = 1 expected in
the diffuse regime K` 1.
striking than in the localized regime but it improves when
L increases. In addition, variations of the best-fit η with
L are similar for SC and SUSY theories but differ from
SC theory expectations [35]. Universal, parameter-free
intensity distributions follow in the limit of L η:
〈I(z)〉SC = 〈I(0)〉
2
{
1 (11)
+
3
√
2arcsinh(1− 2 zL )− 2(1− 2 zL )
√
1− 2 zL (1− zL )
3
√
2 arcsinh(1)− 2
}
,
〈I(z)〉SUSY = 〈I(0)〉
(
1− z
L
)2 (
1 + 2
z
L
)
. (12)
These two expressions are very close when plotted as
functions of z/L. They both yield the average transmis-
sion coefficient 〈T 〉 = −D(L)∂〈I(z)〉/∂z|z=L−` ∝ 1/L2
as expected at a mobility edge and in agreement with
our numerical results [see the lower insets of Figs. 2(a)
and (b)]. This allows us to conclude that SC and SUSY
theories are consistent and are both reasonably accurate
at the critical point.
Comparison of results corresponding to the two mobil-
ity edges ω = ωIc and ω = ω
II
c suggests that the behaviors
of our disordered system at these frequencies are quite
different. First, the mean free path ` can be estimated
as a position of the maximum of 〈I(z)〉 in Figs. 2(a) or
(b) and turns out to be considerably larger at the sec-
ond, high-frequency mobility edge. As a consequence,
the results presented in Fig. 2(b) correspond to shorter
optical thicknesses L/` than the data in Fig. 2(a). Sec-
ond, the sample-to-sample fluctuations of intensity at the
second mobility edge are much stronger than at the first
one. This is illustrated in Fig. 3 where we show the rel-
ative intensity fluctuation σ =
√〈δI(r)2〉/〈I(z)〉, where
δI(r) = I(r)−〈I(z)〉, as a function of z for k0L = 12. At
the first mobility edge ωIc, σ reaches 3 in the central part
of the sample, which is already considerably larger than
σ = 1 characteristic of the diffuse regime. Surprisingly,
σ is amplified by yet another factor of roughly 7 at the
second mobility edge ωIIc , where the large number of inde-
pendent atomic configurations ∼ 5×105 that we sampled
to obtain Fig. 3 is barely sufficient to suppress statistical
fluctuations of σ. We attribute these giant fluctuations
as well as the overall difference between the two mobil-
ity edges to subradiant states localized on small atomic
clusters (typically, pairs of atoms) and corresponding to
frequencies ω right above ωIIc [26]. The statistical weight
of these states should be negligible in the thermodynamic
limit but they play a considerable role in our simulations
that deal with finite numbers of scatterers.
In conclusion, we have found analytic formulas for the
spatial distribution of average wave intensity 〈I(z)〉 in-
side a thick 3D slab of strongly disordered medium illumi-
nated by a monochromatic plane wave. In the Anderson
localization regime, 〈I(z)〉 exhibits a step-like shape and
drops sharply within a region of width δ ∼ √Lξ in the
middle of the sample. At a mobility edge, 〈I(z)〉 takes
a universal, parameter-free shape as a function of z/L.
Comparison of ab initio numerical simulations with lo-
cal diffusion theories allowed us to reveal a deficiency of
SC theory for description of Anderson localization in 3D.
In contrast, SC theory turns out to be a good approxi-
mation at the mobility edge, at least as far as the aver-
age intensity is concerned. A realistic physical system in
which Anderson localization of light can been observed is
a large ensemble of cold atoms in a strong magnetic field
[36, 37]. Repeating all the calculations presented above
for this system yields very similar, almost identical re-
sults [35]. This shows that the reported findings apply
to different kinds of waves and are not restricted to scalar
waves.
Numerical calculations of the spatial distributions of
average intensity and of the transmission coefficients were
carried out with the financial support of the Russian Sci-
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6Supplemental Material
We justify the approximate interpolation formulas for the position-dependent diffusivity follow-
ing from SC theory of localization and give the full expression for the position dependence of
the average intensity in a disordered slab following from SC theory at a mobility edge. We
calculate the average intensity of light in a dense ensemble of two-level atoms subjected to a
static magnetic field and demonstrate that it can be described by the analytical formulas that
we have derived.
Position-dependent diffusivity from SC theory of
localization. Self-consistent (SC) theory of localization
was formulated by Vollhardt and Wo¨lfle [S1–S3]. Later
on, Van Tiggelen et al. extended it by allowing for a po-
sition dependence of the renormalized diffusivity D [S4].
This position dependence has been rigourously justified
[S5, S6]. For the stationary case (i.e., no time depen-
dence), SC theory reduces to two self-consistent equa-
tions:
−∇ ·D(r)∇P (r, r′) = δ(r− r′), (S1)
1
D(r)
=
1
DB
+
12pi
K2`
P (r, r), (S2)
where DB is the diffusivity in the absence of localization
effects, K is the effective wave number in the disordered
medium, and ` is the mean free path.
The return probability P (r, r) plays the key role in Eqs.
(S1) and (S2). Because of the divergence ∝ 1/|r − r′|
of P (r, r′) following from Eq. (S1), a cutoff is needed
to regularize P (r, r) entering Eq. (S2). We implement
the cutoff in the Fourier space and, anticipating the slab
geometry to which we will apply Eqs. (S1) and (S2) in the
following, only for the component q⊥ of the wavevector
q = {q⊥, qz}:
P (r, r) =
1
2pi
∫ qmax⊥
0
dq⊥q⊥Pˆ (q⊥, z = z′), (S3)
where
Pˆ (q⊥, z = z′) =
∫
d2r⊥P (r = {r⊥, z}, r′ = {r′⊥, z})
× exp [−iq⊥(r⊥ − r′⊥)] (S4)
and r⊥ = {x, y}.
The cutoff qmax⊥ determines the critical value (K`)c of
the Ioffe-Regel parameter K` for which D vanishes and
the Anderson localization transition takes place in the
infinite disordered medium. We set qmax⊥ = pi/6` cor-
responding to (K`)c = 1. Then the solution of Eqs.
(S1) and (S2) decays exponentially in space for K` < 1:
P (r, r′) = exp(−|r − r′|/ξ)/(4piξ2|r − r′|), with a local-
ization length ξ = 6`(K`)2/[1− (K`)4].
For a disordered, infinitely wide slab confined between
the planes z = 0 and z = L, D(r) = D(z) and Eqs.
(S1) and (S2) should be supplemented with boundary
conditions [S4]
P (r, r′)∓ z0D(z)
DB
∂
∂z
P (r, r′) = 0 (S5)
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FIG. S1. Position dependence of the diffusivityD(z) in disor-
dered slabs of different thicknesses L in the localized regime.
Solid lines show the numerical solutions of Eqs. (S1)–(S5).
Dashed lines show Eq. (S6). There are no free fit parameters
for the dashed lines.
at the slab boundaries z = 0 and z = L, respectively. We
use z0 = 2`/3 corresponding to the absence of internal
reflections [S5].
To solve Eqs. (S1)–(S5) numerically in a slab of disor-
dered medium, we follow an iteration algorithm detailed
in Ref. [S7]. In short, we start from D(z) = DB , solve
the Fourier transform of Eq. (S1) for Pˆ (q⊥, z), compute
P (r, r) using Eq. (S3) and then D(z) using Eq. (S2). The
whole procedure is then repeated many times until con-
vergence of D(z) to a stable profile that does not change
from iteration to iteration anymore.
Figure S1 shows D(z) obtained by solving Eqs. (S1)–
(S5) numerically for slabs of different thicknesses L in
the localized regime. We have set K` = 0.55 resulting
in the localization length ξ = 2` but similar results are
obtained for all K` < 1 as far as L is much larger than ξ.
We compare our numerical solution to a simple analytic
interpolation formula
D(z) =
[
D∞(z)1/2 +D∞(L− z)1/2
]2
, (S6)
where
D∞(z) = D∞(0) exp(−2z/ξ) (S7)
is the solution of Eqs. (S1)–(S5) with the same K` <
1 but in the semi-infinite medium (L → ∞). We find
that the agreement of Eq. (S6) with numerical results
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FIG. S2. Position dependence of the diffusivity D(z) in disordered slabs of different thicknesses L at the mobility edge (a).
Solid lines show the numerical solutions of Eqs. (S1)–(S5). Dashed lines show fits of Eq. (S8) to numerical results with η
as a free fit parameter. The best-fit values of η are shown in the panel (b) together with a power-law fit that describes the
convergence of η to a constant value η∞ ' 3.47 with increasing L.
is remarkable not only for the parameters used in Fig.
S1 but also for all L  ξ > `. This suggests that this
equation can be used as a reliable analytic approximation
of numerical results provided that the condition L ξ >
` is obeyed.
The behavior of D(z) at the mobility edge K` = 1
can also be described by a simple interpolation formula
similar (but not identical) to Eq. (S6). We find that
D(z) =
[
D∞(z)2 +D∞(L− z)2
]1/2
(S8)
with
D∞(z) = D∞(0)
1
1 + z/η
(S9)
as established previously [S4], provides very good fits to
the numerical solutions of Eqs. (S1)–(S5), see Fig. S2.
The fit parameter η is a length scale of the order of the
mean free path. It slowly converges to roughly 3.5` when
the thickness of the slab L increases, as we illustrate in
Fig. S2(b). This justifies our use of Eq. (S8) as an ana-
lytic approximation for D(z) at the mobility edge, in the
main text.
Substituting Eq. (S8) into Eq. (6) of the main text
yields
〈I(z)〉SC = 1 +
{[
L3(u− w)− 2L2(−ηu+ 2uz + ηw)
+ 2L
(
η2(u− w) + 3uz2 − 2ηuz)
− 4uz (η2 + z2)]− (3/√2)ηuw(2η + L)2
× ln
(
L−√2ηu
L−√2ηw − 2z
)}
×
{
ηuw
[
2ηLu+ 3
√
2(2η + L)2
× ln
(√
2ηu− L
2η + L
)]}−1
, (S10)
where u = [2 + L/η(2 + L/η)]1/2 and w = {2 + L/η[2 +
L/η(1 + 2(L/η − 1)L/η)]}1/2. We use this expression to
fit the results of numerical simulations in Figs. 2 and S4.
Light scattering by atoms in magnetic field. To
compute the spatial distribution of light intensity in a
slab filled with two-level atoms subjected to an external
magnetic field B parallel to the z axis of the coordinate
system, we apply a combination of approaches developed
previously in Refs. [S8], [S9] and [S10]. The interaction
of light with N identical two-level atoms (resonance fre-
quency ω0, natural decay rate of the excited state Γ0,
total angular momenta of the ground and excited states
Jg = 0 and Je = 1, respectively) located at random po-
sitions {rj}, j = 1, . . . , N , is described by the following
Hamiltonian:
Hˆ =
N∑
j=1
1∑
m=−1
(~ω0 + geµBBm) |ejm〉〈ejm|
+
∑
s⊥k
~ck
(
aˆ†ksaˆks +
1
2
)
−
N∑
j=1
Dˆj · Eˆ(rj)
+
1
20
N∑
n 6=j
Dˆj · Dˆnδ(rj − rn), (S11)
where Dˆj are the atomic dipole operators, Eˆ(rj) is the
electric displacement vector divided by the vacuum per-
mittivity 0, aˆ
†
ks and aˆks are the photon creation and
annihilation operators corresponding to a mode of the
free electromagnetic field having a wave vector k and a
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FIG. S3. Same as Fig. 1 of the main text but for scattering
of circularly polarized light by two-level atoms in a strong
magnetic field ∆ = 103.
polarization s, 2pi~ is the Planck’s constant, µB is the
Bohr magneton, and ge is the Lande´ factor of the excited
state. |ejm〉 denotes the excited state of the atom j in
which the eigenvalue of the projection of the total angu-
lar momentum operator Jˆe on the quantization axis z is
equal to m.
Following our previous work [S9], we introduce a
3N×3N Green’s matrix G of the considered spatial con-
figuration {rj} of atoms:
Gejmenm′ = (i− 2m∆) δejmenm′ +
2k30
~Γ0
(1− δejmenm′ )
×
∑
µ,ν
dµejmgjd
ν
gnenm′
eik0rjn
k0rjn
×
[
δµνP (ik0rjn) +
rµjnr
ν
jn
r2jn
Q(ik0rjn)
]
. (S12)
Here P (x) = 1 − 1/x + 1/x2, Q(x) = −1 + 3/x − 3/x2,
k0 = ω0/c, ∆ = geµBB/~Γ0 is the Zeeman shift in units
of Γ0, deimgi = 〈Jem|Dˆi|Jg0〉, and rjn = rj − rn. The
resolvent
R(ω) = [(ω − ω0)1 + (Γ0/2)G]−1 , (S13)
allows us to compute the position-dependent population
P (r) of excited states. We assume that the atomic sample
has a shape of cylinder of radius R and length (thickness)
L  R parallel to the z axis, and that it is illuminated
by a circularly polarized monochromatic plane wave with
a frequency ω, a wave vector kin = (ω/c)ez: Ein(r) =
uinE0 exp(ikinr), where the unit vector uin (|uin| = 1)
determines the polarization of the incident light. Then
[S8]
P (r) = lim
∆V→0
1
~2∆V
1∑
m=−1
∣∣∣∣∣∣
∑
rj∈∆V
∑
n,m′
Rejmenm′
× denm′gn ·Ein(rn)
∣∣∣∣∣∣
2
, (S14)
where ∆V is an infinitesimal volume element centered
at r. We now average P (r) over a wide circular area of
radius R1 < R around the cylinder axis and over a large
number (up to 9× 105) statistically independent atomic
configurations {rj}. This yields a quantity that depends
only on z and not on r⊥ = {x, y} and approximates the
population of excited states in an infinitely wide (R →
∞) slab of atoms:
〈P (z)〉 = 1
piR21
∫
r⊥<R1<R
〈P (r = {r⊥, z})〉d2r⊥. (S15)
Variance of P (r) can be calculated in the same way, by
averaging [P (r)− 〈P (z)〉]2 instead of P (r).
Finally, we assume that the population of excited
states P (r) and the intensity of light I(r) are propor-
tional to each other with a proportionality coefficient that
is independent of position r. This assumption is justified
by the linearity of the considered physical system and al-
lows us to analyze P (r) instead of I(r) and vice versa, as
far as the we are not interested in the absolute magnitude
of P or I but only in their variations in space.
In order to determine the positions of mobility edges
in the considered scattering system, we rely on our pre-
vious work [S11] where a localization phase diagram has
been established for it in the limit of B →∞. In partic-
ular, we have found that four mobility edges exist when
the atomic number density ρ is high enough. They form
closely located pairs near frequencies ωm = ω0 +mΓ0∆,
m = ±1. We choose one such a pair ωIc = ωm + 0.399Γ0
and ωIIc = ωm + 0.890Γ0 for ρ/k
3
0 = 0.15. A frequency ω
in between ωIc and ω
II
c corresponds to Anderson localized
states. Average intensity profiles obtained for a circularly
polarized incident plane wave [uin = (ex ± iey)/
√
2 for
m = ∓1] at such a frequency are shown in Fig. S3 (sym-
bols) together with SC and SUSY theory fits. We see
that the agreement between numerical simulations and
theory is as good as in the scalar case (cf. Fig. 1 of the
main text) and that the best-fit ξ of SUSY theory vary
less with k0L than ξ of SC theory, showing a tendency to
saturation at large k0L. The agreement between numer-
ical simulations and the local diffusion theories remains
good at the two mobility edges, see Fig. S4. This al-
lows us to conclude that the analytical expressions for
〈I(z)〉 derived in this work are valid beyond the scalar
wave model and are likely to be universal for Anderson
localization of any waves.
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FIG. S4. Same as Fig. 2 of the main text but for scattering of circularly polarized light by two-level atoms in a strong magnetic
field ∆ = 103.
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