A class of permutations Π is called closed if π ⊂ σ ∈ Π implies π ∈ Π, where the relation ⊂ is the natural containment of permutations. Let Π n be the set of all permutations of 1, 2, . . . , n belonging to Π. We investigate the counting functions n → |Π n | of closed classes. Our main result says that if |Π n | < 2 n−1 for at least one n ≥ 1, then there is a unique k ≥ 1 such that F n,k ≤ |Π n | ≤ F n,k · n c holds for all n ≥ 1 with a constant c > 0. Here F n,k are the generalized Fibonacci numbers which grow like powers of the largest positive root of x k − x k−1 − · · · − 1. We characterize also the constant and the polynomial growth of closed permutation classes and give two more results on these.
It is known to hold for all π of length at most 4 (Bóna [13] ), for all layered π (Bóna [14] , see below for the definition of layered permutations), and for all π in a weaker form with an almost exponential upper bound (Alon and Friedgut [3] ). A permutation π of [n] is called layered if [n] can be partitioned into intervals I 1 < I 2 < . . . < I k so that every restriction π|I i is decreasing and π(I 1 ) < π(I 2 ) < . . . < π(I k ). ( We call π layered also in the case when π(I 1 ) > π(I 2 ) > . . . > π(I k ) and the restrictions π|I i are increasing.) Equivalently, π is layered (in the former sense) if and only if it contains neither (2, 3, 1) nor (3, 1, 2) . Other works dealing with the conjecture and/or the containment of permutations are, to name a few, Adin and Roichman [1] , Albert et al. [2] , Bóna [12] , Klazar [20] , Stankova-Frenkel and West [30] , and West [34] .
A class Π of permutations is closed if, for every π and σ, π ⊂ σ ∈ Π implies π ∈ Π. The symbol Π n , n ∈ N = {1, 2, . . .}, denotes the set of all permutations in Π of length n. The counting function of Π is the function n → |Π n | whose value at n is the number of permutations in Π of length n. For example, n → 0 is the counting function of the empty class Π = ∅, while the (closed) class of all permutations has the counting function n → n!. The Stanley-Wilf conjecture says, in effect, that except for the latter trivial example, there are no other superexponential counting functions.
A reformulation of the Stanley-Wilf conjecture. Let Π be any closed class of permutations different from the class of all permutations. Then |Π n | < c n for all n ≥ 1 and a constant c > 0.
Indeed, if Π is closed and π ∈ Π, then |Π n | ≤ f (n, π) for all n ≥ 1. On the other hand, for every π the function n → f (n, π) is the counting function of the closed class consisting of all permutations not containing π.
If one starts to investigate the realm of closed permutation classes from the top, one gets immediately stuck at the question whether every counting function different from the trivial n → n! has to be at most exponential. In this article we take the other course and start from the bottom, at the empty class Π = ∅. We shall investigate the counting functions of 'small' closed permutation classes.
We summarize our results and give a few more definitions. Theorem 2.1 points out two simple set-theoretical facts about the set of all closed classes. Theorem 2.2, due to P. Valtr, gives a uniform lower bound on lim inf n→∞ f (n, π) 1/n . Sections 3 and 4 contain our main results. Theorem 3.4 shows that any counting function grows either at most polynomially or at least as the Fibonacci numbers F n . Thus n → F n is the smallest superpolynomial counting function. Theorem 3.8 classifies the possible exponential growth rates below n → 2 n−1 : Either |Π n | ≥ 2 n−1 for all n ≥ 1, or there is a unique k ≥ 1 such that |Π n | grows, up to a polynomial factor, as the generalized Fibonacci numbers F n,k . Theorem 4.2 shows that any counting function is either eventually constant or grows at least as the identity function n → n. Thus n → n is the smallest unbounded counting function. Recall that N denotes {1, 2, . . .}, the set of positive integers, and [n] denotes the set {1, 2, . . . , n}. More generally, for a, b ∈ N and a ≤ b, the interval {a, a + 1, . . . , b} is denoted by [a, b] . If π is a permutation of [n], we say that n is its length and write |π| = n. Let A 1 , A 2 , B 1 , B 2 ⊂ N be four finite sets of the same cardinality. We call two bijections f : A 1 → A 2 and g : B 1 → B 2 similar iff f (x) = j(g(h(x))) holds for every x ∈ A 1 , where h : A 1 → B 1 and j : B 2 → A 2 are the unique increasing bijections. In other words, using only the order relation we cannot distinguish the graphs of f and g. Every bijection between two n-element subsets of N is similar to a unique permutation of [n]. For two permutations σ and π, σ contains π iff a subset of σ (regarded as a set of pairs) is similar to π. We take the restriction π|X of a permutation π of [n] to a subset X ⊂ [n] to be the unique permutation similar to the usual restriction. For a set of permutations X we define Forb(X) = {π : π contains no σ ∈ X}.
For any X, this is a closed class. Note that for every closed class Π there is exactly one set X of permutations pairwise incomparable by ⊂ (that is, X is an antichain) such that Π = Forb(X); the set X consists of the minimal permutations not in Π. Thus the closed permutation classes correspond bijectively to antichains of permutations. A function f : N → N eventually dominates another function g :
for every n ≥ n 0 .
The number of closed classes and a lower bound on f (n, π)
If Π and Π are closed classes of permutations and Π\Π is finite then, trivially, n → |Π n | eventually dominates n → |Π n |. By the following theorem, there are uncountably many classes such that this trivial comparison does not apply for any two of them. [29] ) that there is an infinite antichain of permutations A. Then {Forb(X) : X ⊂ A} is a set of 2 ℵ 0 closed classes. Indeed, every Forb(X) is closed and it is easy to see that
(2) In fact, if X, Y ⊂ A and π ∈ X\Y then π ∈ Forb(Y )\Forb(X). It suffices to show that there is a system of 2 ℵ 0 subsets of A such that the set difference of every two distinct members of the system is infinite. For the notational convenience we identify A with N. Recall that for X ⊂ N = A, the upper and lower asymptotic densities of X are defined as
For every real constant c, 0 < c < 1 2 , we select a subset
} is a set of 2 ℵ 0 closed classes with the stated property. Indeed, for every two real constants c, d
Of course, there is nothing special about permutations in the previous theorem. It holds for the closed classes in any countably infinite poset that has an infinite antichain. Do there exist two closed classes of permutations such that their counting functions are incomparable by the eventual dominance? Are there 2 ℵ 0 such closed permutation classes? We take the opportunity to include an unpublished lower bound on the size of a class characterized by a forbidden permutation. The following theorem and its proof are due to Pavel Valtr [33] and are reproduced here with his kind permission. 
Proof. Let π be a permutation of length k. A random permutation τ of length m contains π with probability
We set m = dk 2 where 0 < d < e −2 is a constant. Then, by the Stirling asymptotics, this probability goes to 0 with k → ∞ and for all sufficiently large k we have
We can assume that π cannot be split as 
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By the choice of m, for any ε > 0 and
Arratia [4] proved that lim n→∞ f (n, π) 1/n always exists, and therefore in the previous bound we can replace lim inf with lim. For a general permutation π of length k the bound is best possible, up to the constant c, because
The first inequality follows from the fact that by Dilworth's theorem, every permutation with no increasing subsequence of length k can be partitioned into at most k − 1 decreasing subsequences. The second inequality follows by the multinomial theorem. Thus
By the exact asymptotics found by Regev [27] , 
where k is the length of π.
Below n → 2
n−1
-the Fibonacci growths
In this section we prove Theorem 3.8 which characterizes the exponential growth rates possible for the closed permutation classes Π satisfying |Π n | < 2 n−1 for at least one n ≥ 1. For the proof of the following classic result see, for example, Lovász [24, Problem 14.25] . A permutation π, |π| = n, has k alternations if there are 2k indices 1
A closed permutation class Π unboundedly alternates if for every k ≥ 1 there is a π ∈ Π such that π or π −1 has k alternations.
Lemma 3.2 If a closed permutation class Π unboundedly alternates, then |Π
for every n ≥ 1.
Proof. We suppose that for any k there is a π ∈ Π with k alternations; the case with π −1 is analogous. Using Theorem 3.1 and the fact that Π is closed, we see that for every n ≥ 1 there is a π ∈ Π 2n+1 such that the restriction π|{2i − 1 : 1 ≤ i ≤ n + 1} is monotone, and π(i) > π(j) whenever i is odd and j is even. We may assume that the restriction is increasing; the other case when it is decreasing is quite similar. Since Π is closed, there is for every
We say that u is alternating if u = ababa . . . for two distinct symbols a and b. For a word u we denote (u) the maximum length of an alternating subsequence of u. Let
be the set of all words over the alphabet [m] of length n which have no alternating subsequence of length l + 1. Claim (1) of the following lemma is a result of Davenport and Schinzel [15] .
u n is a word over [m] which has no immediate repetitions and satisfies
(2) For every m, l, n ≥ 1 we have 
(3) We consider the unique splitting u = I 1 I 2 . . . I t , where I 1 is the longest initial interval of u using at most one letter from every A j , I 2 is the longest following interval with the same property, etc. Note that every pair I i I i+1 has a subsequence a, b (where b is the first term of I i+1 ) such that a, b ∈ A j for some j and a = b. Now arguing similarly as in (1), we see that
The shifted Fibonacci numbers (
The explicit formula is
By induction, F n ≤ 2 n−1 for every n ≥ 1. The next theorem identifies the jump from the polynomial to the exponential growth and shows that n → F n is the first superpolynomial growth rate. Although it is fully subsumed in the more general Theorem 3.8, we give a sketch of the proof. We think that it may be interesting and instructive for the reader to compare how the concepts used here develop later in the more complicated proof of Theorem 3.8. (1) There is a constant c > 0 such that |Π n | ≤ n c for all n ≥ 1.
Proof. (Extended sketch.) We split any permutation π into π = S 1 S 2 . . . S m where S 1 is the longest initial monotone segment, S 2 is the longest following monotone segment, and so on. We mark the elements in S i by i and read the marks from bottom to top (that is, from left to right in π −1 ). In this way, we obtain a word u(π) over the alphabet For a closed permutation class Π and π ranging over Π we distinguish four cases. Case 1a: m(π) is bounded and so is (u(π)). Case 1b: m(π) is bounded and (u(π)) is unbounded. Case 2a: m(π) is unbounded and the maximum number of mutually intersecting intervals in the system S(π) = {T π,1 , T π, 3 , T π,5 , . . .} is unbounded as well. Case 2b: m(π) is unbounded and so is the maximum number of mutually disjoint intervals in the system S(π).
In case 1a we use (2) of Lemma 3.3 and deduce the polynomial upper bound of claim (1). In case 1b, the class Π unboundedly alternates and, by Lemma 3.2, |Π n | ≥ 2 n−1 ≥ F n . In case 2a, the class Π again unboundedly alternates and |Π n | ≥ 2 n−1 ≥ F n . In case 2b, it follows by Theorem 3.1 and the definition of T π,i , that either for every n ≥ 1 we have (2, 1, 4, 3, 6, 5, . . . , 2n, 2n − 1) ∈ Π or for every n ≥ 1 we have (2n − 1, 2n, 2n − 3, 2n − 2, . . . , 1, 2) ∈ Π. Using the fact that Π is closed, we conclude that in this case,
To state Theorem 3.8, we need a few more definitions and lemmas. For k an integer and F a power series, [x k ]F denotes the coefficient at x k in F . We define the family of generalized Fibonacci numbers F n,k ∈ N, where k ≥ 1 and n are integers, by
In particular, F n,1 = 1 for every n ≥ 1 and F n,2 = F n . More generally, F n,k = 0 for n < 0, F 0,k = 1, and
(1) For n → ∞, we have the asymptotics
where α k is the largest positive real root of
(3) For all integers m and n,
(4) For every n ≥ 1 we have
Proof. (1) . (3) and (4): These are easy to verify inductively by the recurrence for F n,k . We only prove (3). We proceed by induction on m + n. For m < 0 or n < 0 the inequality is true. It also holds for m = n = 0. Let m ≥ 0 and n ≥ 1. Then 
Proof. In the general situation we have the identity
and the inequality p(w, n) ≥ 2 n−1 follows by induction from the recurrence
starting from p(w, n) = 0 for n < 0 and p(w, 0) = 1. 2
In (2), one might be interested in a more precise bound. Since 1−(2x
, the decomposition into partial fractions gives
where α, β 1 , . . . β k−1 ∈ C are suitable constants and ζ i are the k-th roots of unity distinct from 1.
i and, for n → ∞, we obtain the asymptotics
An upward splitting of a permutation π, |π| = n, is a partition [n] = [1, r] ∪ [r + 1, n], where 1 ≤ r < n, such that π([1, r]) < π([r + 1, n]).
If π has no upward splitting, we say that π is upward indecomposable. The set Ind + consists of all upward indecomposable permutations and Ind Notions symmetric to these are obtained in the obvious way, replacing the appropriate signs < by the opposite signs >. Thus we get the definitions of downward splittings, downward indecomposability, downward decompositions, downward blocks, and the sets Ind − and Ind − n . We prove that one can delete an entry from any upward indecomposable permutation in such a way that the result is upward indecomposable. Needless to say, the same holds for downward indecomposable permutations. Also, we associate with π the word v + (π) over the alphabet Ind + describing the upward decomposition of π. By h + (π) ∈ N we denote the maximum size of an upward block of π appearing in the upward decomposition of π.
Lemma 3.7 For every π ∈ Ind

Proof. For a permutation π of [n] and i ∈ [n] we say that i is a record of π if π(j) < π(i)
* . In the analogous way we define v − (π) and h − (π).
Theorem 3.8 Let Π be any closed class of permutations. Then either Π is finite, or exactly one of the following possibilities holds. (1) There is a unique k ≥ 1 and a constant
Proof. The k-decomposition, where k ≥ 2 is an integer, of a permutation π, |π| = n, is the unique partition of [n] into the intervals U 1 < U 2 < . . . < U m such that U 1 is the longest initial interval of [n] with h + (π|U 1 ) < k or h − (π|U 1 ) < k, U 2 is the longest following interval with the same property, etc. We call the intervals U i the k-segments of π. The number m of k-segments of π is denoted by s k (π).
Let Π be an infinite closed permutation class. Let s k (Π) = max{s k (π) : π ∈ Π}. We set s 1 (Π) = ∞. For every fixed k ≥ 1 we prove the following claims.
for every n ≥ 1 and some constants c 1 , c 2 > 0.
This will prove the theorem. To see this, note that either
In the former case, claim A implies that |Π n | ≥ F n,n = 2 n−1 for every n ≥ 1 (by (4) of Lemma 3.5). In the latter case, we apply claim A with k and claim B with k + 1 and conclude that either again |Π n | ≥ 2 n−1 for every n ≥ 1 or that F n,k ≤ |Π n | ≤ F n,k · n c for every n ≥ 1 (c 1 was absorbed in the enlarged c 2 ). We consider the system of intervals
Proof of Claim A. For a π ∈ Π with the k-segments U
By the Ramsey theorem, either for every m ≥ 1 there is a π ∈ Π such that S(π) contains m mutually intersecting intervals or for every m ≥ 1 the same holds with mutually disjoint intervals. In the former case, it is easy to see that π must have at least m/2 alternations, since all members of a system of mutually intersecting intervals must have a point in common. By Lemma 3.2 and (4) 
We prove that then always
For unbounded (u(π)) we can find a π ∈ Π with as many alternations in π −1 as we wish and thus |Π n | ≥ 2 n−1 for every n ≥ 1 by Lemma 3.2. For unbounded (v {σ, τ } there is a π ∈ Π with v + (π) = v. Using Lemma 3.7 again, we can take a set of permutations Σ = {σ 1 , σ 2 , . . . , σ j } such that σ i ∈ Ind + i , σ i ⊂ σ i+1 , and σ j = σ. Since Π is closed, for every word v over the alphabet Σ ∪ {τ } there is a π ∈ Π with v + (π) = v. By (2) of Lemma 3.6, |Π n | ≥ 2 n−1 for every n ≥ 1. This finishes the proof of case B1.
We prove the upper bound
Every π ∈ Π n is uniquely determined by the word 
It remains to show that
Let σ be a generic restriction π|U i with |U i | = m and π ranging over Π n . We have that h + (σ) < k or h − (σ) < k; we may assume the former. For 1 ≤ j ≤ k − 1 we write v
* , we apply (3) of Lemma 3.3 and conclude that there is a partition into intervals
such that every J i uses at most one letter from any subalphabet Ind + j . Let Q(m) be the number of τ ∈ Π m such that h + (τ ) < k and v + (τ ) uses at most one letter from every Ind 
This finishes the proof of case B2, of claim B, and of the whole theorem. 2
Every growth rate n → F n,k is attained by a closed class of permutations (take, for example, the permutations π whose upward blocks are decreasing sequences of length at most k). This result was proved also by Egge in [16] . See [16] and Egge and Mansour [17] for many enumerative results on closed permutation classes involving the numbers F n,k .
Constant and polynomial growths
We look in more detail at the slow growths and begin with the constant growth. and π|[n + 1, 2n] are monotone but π is not, then π(n − 1), π(n), π(n + 1) or π(n), π(n + 1), π(n + 2) is non-monotone. From this it easily follows, as in (1) , that there are n distinct permutations σ, |σ| = n, such that σ ⊂ π. Thus |Π n | ≥ n for all n ≥ 1.
(3) The restrictions of π and τ on [n]\J must be different because at least 2 terms remained from the monotone sequences π|I and τ |I and thus π and τ can be completely reconstructed from the restrictions. (1) |Π n | is constant for n ≥ n 0 .
(2) |Π n | ≥ n for all n ≥ 1.
Proof. We may assume that Π is a closed permutation class such that, for some r ≥ 1, for every π ∈ Π neither π nor π −1 has the r-intrusion property and π does not have the r-union property. If r does not exist, we are done because (1) and (2) of Lemma 4.1 then imply that (2) holds. Now let π ∈ Π n be arbitrary and let n ≥ 9r
2 . Consider the longest monotone subsequence of π, determined by X ⊂ [n]. Thus π|X is monotone, |X| is maximum, and, by Theorem 3.1, |X| ≥ 3r. We partition X into the sets X 1 < Y < X 2 where 
All possible constant growths are attained. The growth n → 0 is attained by Π = ∅ and n → k, n ≥ k, is attained by {π ⊂ (1, 2, . . . , n, n + k, n + k − 1, . . . , n + 1) : n ∈ N}. Similarly, n → n is attained by {π ⊂ (1, 2, . . . , n, 2n, 2n − 1, . . . , n + 1) : n ∈ N}. We were informed by M. Atkinson that the structure of closed classes with bounded growth, given in the previous proof, was also determined in Atkinson and Beals [6] .
We proceed to the polynomial growth and partially characterize polynomially growing counting functions of closed permutation classes. The elements of S n can be represented by partitions of [n] into m nonempty intervals, and therefore the next lemma is a particular case of Theorem 3.1 in [19] . However, the direct proof is not too difficult; and for the sake of completeness, we give it here. 
where a i < ∞ means that the i-th coordinate of a is unrestricted. Canonical sets are closed and for a canonical S determined by b we have
where the empty sum equals 0. If
, and the formula is true with all a i,j zero. Otherwise, the formula follows by the binomial theorem. Thus the lemma holds in the case when S is a canonical set, even with nonnegative a i,j . It is clear that every intersection of canonical sets is again a canonical set. Therefore, by the inclusion-exclusion principle, the lemma holds more generally for every finite union of canonical sets (now we may get negative a i,j ). It is an interesting question to fully characterize those polynomials that can be realized (for n ≥ n 0 ) as n → |Π n |. For example, it follows from Theorem 4.2 that no polynomial n−i 1 = n − i, i ∈ N, can be realized as a counting function. Note that a part of Theorem 4.2, the fact that every bounded counting function must be eventually constant, is an immediate corollary of the last theorem.
Concluding remarks
The fact that the containment order of permutations admits an infinite antichain has been known for a long time. The earliest references are Laver [23, p. 9] , Pratt [26] , and Tarjan [32] . Kruskal [22, p. 304 ] mentions Laver's (counter)example four years earlier and Laver himself "[uses] a construction of Jenkyns and Nash-Williams" [18] . Thus the idea seems to go back to the late 1960s. The recent reference is Spielman and Bóna [29] . See Atkinson, Murphy and Ruškuc [7] for further results on permutation antichains.
Closed classes of permutations and their counting functions have been investigated before by Atkinson [5] who, together with West [34] , gives the counting function n → |Π n | for every closed Π of the form Π = Forb({α, β}) where |α| = 3, |β| = 4, and α ⊂ β. Our approach is much inspired by the works of Scheinerman and Zito [28] and Balogh, Bollobás and Weinreich [8, 9, 10] on the hereditary classes and monotone classes of graphs. (For graphs, hereditarity means that the class is 'closed' with respect to induced subgraphs, while monotonicity means that it is 'closed' with respect to all subgraphs.) As far as we know, graphs are the only combinatorial structures for which the counting functions of hereditary (closed) classes have been systematically investigated from a 'global' viewpoint. One global result (although cast in the 'local' Forb(X) language) on hereditary classes of set partitions is in Klazar [19, Theorem 3.1] . The counting functions of the hereditary classes of set partitions are further investigated in [21] .
The question posed after Theorem 2.1, whether there are 2 ℵ 0 closed permutation classes with counting functions mutually incomparable by the eventual dominance, has a positive answer for graph hereditary classes, see [9, Theorem 11] . Note also that if we restrict our attention to polynomially growing permutation classes, then by Theorem 4.4, the eventual dominance is a linear order.
