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The objective of this work was to develop a molecular simulation method with the 
capacity to represent the synthesis of metal-organic framework (MOF) structures to 
the extent of being able to accurately predict the MOF structures that form under 
specified reaction conditions.  MOFs are a class of porous, crystalline solids 
composed of metal-ion vertices coordinated by organic linker molecules.  MOFs are 
created in a self-assembly process in which the building blocks (reactants) retain 
their integrity.  Under different experimental synthesis conditions, a particular 
combination of building blocks can react to form differing MOF structures.   
 
The structure of MOFs confers a large degree of tunability, allowing almost limitless 
potential for the materials to be designed with the capacity to fulfil the requirements 
of a specific application.  Consequently, MOFs have shown promise for a variety of 
applications including gas storage, separation and catalysis.  Thus, the ability to 
accurately predict the MOF formed by specifying reaction parameters such as 
temperature, pH and the concentrations of reactants has great potential because, upon 
identification of a promising hypothetical structure for a particular application, the 
synthesis conditions ascertained via the simulation method could be used as the basis 
for the determination of an experimental synthesis procedure.  In addition, a 
simulation method with the capacity to predict MOF structures affords the 




synthesis conditions on the structures formed, so as to enable progress towards the 
rational design of MOFs.  
 
In this work, the experimental synthesis of MOFs via self-assembly is modelled 
using a kinetic Monte Carlo approach.  Ideally, simulation of the self-assembly of the 
building blocks would be modelled atomistically with all atoms in the reactant and 
solvent molecules represented explicitly.  However, due to the prohibitive 
computational requirements of such a simulation, in this work a “potential-of-mean-
force” (PMF) approach was used to represent the solvent implicitly by encompassing 
the solvent-mediated behaviour in the interactions between building blocks, thereby 
reducing the computational cost.  The PMF approach to the implicit representation of 
the solvent involved the utilisation of effective pairwise interactions between the 
constituents of the reactant species.  Following extensive testing to ensure that the 
explicit-solvent behaviour of the reactants could be replicated using the PMF 
method, this approach allowed computationally efficient implicit-solvent simulations 
of the synthesis of MOF materials to be performed. 
 
Thorough assessment of a method developed to simulate the synthesis of MOFs 
required investigation of a system which, under different reaction conditions, forms 
differing structures.  In this respect, the cobalt succinates represent an unparalleled 
test because under different reaction temperatures, reactant concentrations, pH and 
reaction time, seven different phases have been identified.  Furthermore, the 
parameters within which the different phases form have been clearly delineated 
experimentally.  The method developed has been employed, under the appropriate 
reaction conditions, to simulate the synthesis of two of the seven identified phases of 
the cobalt succinates.  Whilst still subject to computational limitations, the MOF-
synthesis simulation method yields structures characteristic of those expected 
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The work described in this thesis was undertaken with the broad objective of 
optimising nanoporous adsorbents for hydrogen purification.  This chapter serves to 
introduce the background information pertinent both to this objective and to the more 
specific aim of the work, which is subsequently outlined.  Additionally, this chapter 
gives a brief summary of the contents of the following chapters.  In establishing the 
context for the general objective of the work that is subsequently detailed, this thesis 
commences, in Section 1.1, with a description of the requirement for hydrogen 
purification. 
1.1 Hydrogen Purification 
The depletion of global fossil fuel resources, on which over 80 % of the present 
world energy requirements are based,
1
 in conjunction with increasing environmental 
awareness has led to renewed and growing interest in hydrogen as a clean energy 
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carrier with a wide range of applications.  In addition, there is great demand for 
hydrogen as a raw material in the production of ammonia, for oil refining, in the 
manufacture of methanol, and in the chemical and metallurgical industries.
2
  
However, hydrogen is produced as a by-product in industrial processes including: the 
production of chlorine and caustic soda in the chlor-alkali process, catalytic 
reforming in petroleum refineries, and in the manufacture of ethylene.
3
  Such by-
product hydrogen streams can be recycled, in hydrogen-consuming processes, or, in 
the absence of better means of utilisation, vented or flared as waste.  In view of the 
development of hydrogen-based technologies, there is compelling incentive to 
capture the full potential of hydrogen-rich by-product streams by maximising 
hydrogen recovery and recycling. 
 
The purity of by-product hydrogen is dependent on the origin: whilst hydrogen from 
the chlor-alkali process is of a high purity, the hydrogen from refineries is only 70 - 
80 % pure.
4
  Thus, in order to recycle the hydrogen-rich, but impure, by-product 
process streams, hydrogen purification is required, the degree of which is related to 
the source of the by-product hydrogen stream and the ultimate application of the 
purified hydrogen.  Hydrogen purification techniques include pressure swing 
adsorption (PSA), membrane separation and cryogenic separation.  To achieve 
purification of a mixture of gases, PSA involves the separation of the components in 
the mixture by selective adsorption, whilst membrane processes exploit differences 
in the selective permeation of different gas molecules, and cryogenic distillation uses 
differences in the boiling temperatures of components in the mixture to separate 
impurities.
5
  Of the three purification methods, PSA offers greatest flexibility of 
operation in terms of the ability to maintain hydrogen purity and recovery under 
varying conditions, and, crucially, yields the highest hydrogen purity: cryogenic and 
membrane processes typically deliver hydrogen at 90 – 98 volume percent, whereas 
PSA can produce hydrogen at above 99 volume percent.
6
  Thus, PSA is used 
extensively for hydrogen purification in industrial processes.  A comprehensive 
description of the PSA process for hydrogen purification is provided by Stöcker et 
al.
7
  PSA is based on the underlying mechanism of adsorption, the fundamentals of 




Adsorption is a process wherein molecules in the gas phase or in solution adhere in a 
layer of condensed phase to a solid or liquid surface.  The molecules that bind to the 
surface are defined as the adsorbate, whilst the surface on which molecules 
accumulate is called the adsorbent.  The reverse process, in which adsorbate 
molecules are released from the adsorbent, is termed desorption.
8
  A diagram of 






Figure 1.1: Adsorption and desorption processes, where, in this illustration, the 
adsorbate is gaseous and the adsorbent is a solid material.  The adsorbate molecules are 
represented by filled black circles, the adsorbent is coloured grey and pores in the 
adsorbent are shown as white regions in the adsorbent. 
 
The adsorption process represented in Figure 1.1 is typical of that involved in PSA, 
in which gas adsorbate molecules adhere to a solid adsorbent.  In the case of 
adsorption on solid adsorbents, the surface area available for the adherence of 
adsorbate molecules includes surface irregularities and pore interiors that can be 
accessed by the adsorbate molecules.  The process shown in Figure 1.1 more 
specifically represents the category of adsorption known as physical adsorption 
(physisorption), which results from relatively weak interactions (van der Waals 
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interactions) between the adsorbate and the adsorbent.  Due to the weak attraction 
between the adsorbate molecules and the adsorbent, physisorption is usually readily 
reversible.  A second category of adsorption is chemical adsorption (chemisorption), 
which involves the sharing or interchange of electrons between the adsorbent 
material and the adsorbate species.  Chemisorbed adsorbate molecules are bonded 
very strongly to the surface of the adsorbent material and, consequently, are not 
easily released from the adsorbent.  To achieve purification of a mixture of gases, 
PSA exploits the fact that increasing adsorption capacity is possible with increasing 
pressure, at a particular temperature, on an adsorbent material.  Accordingly, PSA 
involves steps in which components of the gas mixture are selectively adsorbed and 
desorbed.  Thus, PSA processes generally involve physisorption of adsorbate species. 
 
Adsorption on an adsorbent material results from the adsorbate-adsorbent 
interactions, which are dependent on the nature of the adsorbate molecule and 
characteristics of the surface.  Therefore, for a gas mixture containing a number of 
types of adsorbate molecules, there are differences in the affinities of respective 
components of the mixture for a particular adsorbent.  These differences allow the 
selective adsorption of a particular component in a gas mixture and represent the 
basis for gas separation or purification by PSA.  Thus, the interactions between the 
adsorbent material and the adsorbate molecules play an important role in the 
adsorption process.  The features of materials typically used as adsorbents are 
described in Section 1.2.1. 
1.2.1 Characteristics of Adsorbent Materials 
Since the ability of an adsorbent to discriminate between different adsorbate species 
dictates the efficacy of the separation of a gas mixture and therefore the gas 
purification capacity, care is required in the selection of a suitable adsorbent material 
for a particular separation process.  Thus, corresponding to the wide variety of 
separation and purification applications involving adsorption, there is a vast range of 
materials that have been successfully employed as adsorbents.  Nevertheless, several 
general attributes are common to the adsorbent materials used in adsorptive 
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separations.  Virtually all solid surfaces can act as adsorbents, with the associated 
adsorption behaviour dependent on the species in the vicinity.  However, because the 
amount adsorbed is related to the surface area, for effective employment in an 
adsorption process, an adsorbent material must have a high internal surface that is 
accessible to the adsorbate molecules.
9
  Therefore, the adsorbents used in PSA are 
porous materials.  Porous materials can be categorised, according to the IUPAC 
notation,
10
 in relation to the dimensions of their pores, with materials containing 
pores with widths less than 2 nm referred to as microporous.  Materials containing 
pores with dimensions between 2 nm and 50 nm are termed mesoporous and those 
with pores of widths larger than 50 nm are classified as macroporous.  In addition to 
the requirement that adsorbent materials have high internal surface areas and, thus, 
high adsorption loading capacities, to be suitable for use in PSA separation an 
adsorbent must be capable of the selective adsorption of one adsorbate species over 
another.  The extent of the ability of a material to separate component A from 












where xA and xB are, respectively, the mole fractions of components A and B in the 
adsorbed phase, and yA and yB are the mole fractions of components A and B in the 
bulk phase, respectively. 
 
Whilst exhibiting different affinities for the species in a mixture so as to enable 
selective adsorption and therefore separation of a mixture, an adsorbent material 
must be compatible with the involved adsorbate species to the extent of being 
chemically inert to all components in the mixture.  This compatibility between the 
adsorbent and the adsorbate species relates to the aforementioned requirement that, 
in a PSA process, the adsorbate molecules should not react irreversibly with the 
adsorbent material because the sequential cycles of adsorption and desorption 
commonly involved in industrial PSA systems necessitate easy regeneration of the 
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adsorbent material.  For effective utilisation, adsorbent materials must also have the 
capacity to withstand the operating conditions under which the adsorption process is 
executed. 
  
The outlined characteristics are features of the adsorbent materials utilised in 
industrial adsorption processes.  These adsorbents include amorphous materials such 
as silica gel and activated carbons, and zeolites, which are crystalline materials.  The 
focus of this work is the class of porous materials known as metal-organic 
frameworks (MOFs).  MOFs are described further in Section 1.3. 
1.3 Metal-Organic Frameworks 
MOFs have emerged as a class of crystalline porous materials with significant 
potential for an array of applications including, in addition to gas purification and 




  Whilst an overview of the 
structure, synthesis and properties of MOFs is presented in this thesis, 
comprehensive reviews can be found elsewhere.
13-15
  In relation to the 
aforementioned functions for which MOFs show promise, the specific performance 
capabilities of a particular MOF are dependent on the intrinsic structure of the 
material.  Details of the structures and related properties of MOF materials are 
described in Section 1.3.1. 
1.3.1 Structure and Properties of MOFs 
MOFs are composed of vertices, which are metal ions or metal ion clusters, 
connected through coordination bonds by organic linker molecules to form regularly 
ordered networks.  Such structures can exhibit uniformly arranged pores and 
channels, which, generally, following synthesis, are filled with solvent molecules.  
Frameworks involving strong coordination bonds between vertex and linker species 
are of sufficient stability that the removal of these guest molecules, by exposing the 
material to heat or to vacuum conditions, can be tolerated.
16
  Therefore, the 
production of frameworks from linker and vertex ‘building blocks’ can yield porous, 
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solid structures with large pore volumes and high internal surface areas.
17
  The limit 
of thermal stability of MOFs, however, is lower than that of pure inorganic solids 
and is typically between 200 and 400 °C in air.
18
  That MOFs are thermally less 
stable than adsorbent materials such as zeolites reflects the weakness of the 





At a fundamental level, the formation of MOF structures from the vertex and linker 
species can be represented by the schematic shown in Figure 1.2.  The topology of 
the MOF structure produced from a certain combination of vertex and linker species 
is governed by the coordination preferences directed by the synthesis conditions, and 
the rigidity of the linker.  Because the vertices provide the coordination sites for the 
organic linkers, the metal coordination geometry, which is related to the oxidation 
state of the metal ion, determines the geometry of the framework.  To bridge the 
vertices in a MOF structure, the organic linkers have multiple functional groups and 
are typically di-, tri- or tetravalent ligands.  If the ligands are rigid and act as rods 
between the vertices, robust frameworks with permanent porosity can be produced.  
The use of ligands with flexible coordination modes has the potential to yield flexible 
frameworks that can undergo dynamic structural transformations.
20
  Thus, in contrast 
with the synthesis of zeolite-related solids, which involves the use of templates in 
addition to the solvent and the constituents of the structure, the formation of MOFs 





Figure 1.2: Metal-ion vertices and organic linkers combine to form MOFs, where the 





There exist extensive ranges of possible organic linker and metal vertex constituents 
from which MOFs might be constructed, giving rise to a virtually limitless number of 
theoretically possible MOF structures.
13
  By judicious selection of the linker and 
vertex species, the modular structural composition of MOFs allows the rational 
design of the framework structures such that the shapes and aperture sizes of the 
pores can be tuned, and the pore surface functionalities can be tailored.  For instance, 
the use of differently structured linkers with identical bonding-group arrangements 
can yield topologically similar MOFs with different pore sizes.  This is evident in the 
IRMOF series of complexes, which consist of ZnO4-cluster vertices bridged by 
different linear ditopic carboxylate linkers.
21
  In this series, the use of progressively 
longer linkers enables the production of a number of frameworks based on the same 
cubic topology but with different pore dimensions and chemical functionalities, and, 
as a consequence, differing adsorption behaviour.
22
   
 
In addition to the IRMOF structures with cubic networks, a number of the cubic 
frameworks that incorporate longer linkers have interpenetrated counterparts that are 
produced under different reaction conditions.
21
  Interpenetration is a form of 
catenation, which is the intergrowth of two or more identical frameworks and is a 
frequently encountered phenomenon in MOFs.  The generation of catenated 
frameworks can result from the use of long organic linkers but the possibility for 
catenation is also dependent on the topology of the MOF network.
23
  MOF structures 
are described as interpenetrated when the physically entangled frameworks are 
maximally displaced from one another.  This results in subdivision of the pores and, 
thus, reduces the pore sizes.  Frameworks can also be interwoven, which is another 





In addition to the potential to tune the size and shape of the pores in MOF structures, 
because, in comparison with other porous materials, there is greater correlation 
between the properties of the constituents of MOFs and the attributes of the resulting 
structure, there exists great potential for the formation of MOFs with specific pore-
surface qualities.  Thus, there is the possibility for the construction of MOFs that 
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incorporating building blocks that possess these characteristics.  The ability to 
control the chemical and physical characteristics of the pores in MOFs yields the 
capacity for the frameworks to be synthesised so as to be selective towards a 
particular species, as required in adsorptive separation processes.  Nevertheless, the 
ability to produce a MOF structure with a particular functionality is dependent on the 
synthesis method and the conditions under which the MOF forms.  The synthesis of 
MOFs is detailed in Section 1.3.2.    
1.3.2 Synthesis of MOFs 
The formation of MOF structures occurs as a single synthetic step because the 
insolubility of MOFs precludes recrystallisation.
23
  In addition, the reaction 
conditions must provide an environment that facilitates the interaction of the reactant 
species, and can also satisfy the necessary balance of being mild enough to preserve 
the functionality of the building blocks yet sufficiently reactive as to allow the 
formation of the linker-vertex bonds.
15
  Therefore, experimentally, MOFs are 
traditionally generated via “one-pot” synthesis under solvothermal or hydrothermal 
reaction conditions.  In such a MOF-synthesis preparation, the reactants are 
immersed in either an organic or inorganic solvent contained within an enclosed 
system under elevated temperature and autogenous pressures.
26
  MOFs are usually 
synthesised at temperatures below 250 °C,
13
 and the time taken for formation of a 
MOF structure from the relevant reacting species ranges from a matter of minutes to 
several days.
18
  In the synthesis of MOFs, the organic ligands are usually introduced 
directly to the experimental synthesis preparation as reactants or, as is the case for 
polycarboxylate linkers, input as the corresponding acid.  Generally, the source of the 
metal component is a salt or a metal that undergoes further oxidation in the reaction 
preparation such that the metal-based vertices form in situ.
16
   
 
In addition to the aforementioned solvo- and hydrothermal methods for MOF 
synthesis, there are several alternative routes to the production of MOFs.  Early work 
relating to the formation of MOFs involved the use of nonsolvothermal synthesis 
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techniques carried out below the boiling point of the employed solvent in open 
reaction vessels under ambient pressure.
27
  More recently approaches involving 
microwave-heating, which can allow high-speed synthesis, and sonochemical 
techniques have been utilised to produce MOF materials.
28
  Furthermore, in recent 
times, high-throughput methods for solvothermal syntheses have been employed to 
aid in the optimisation of synthesis procedures by examining the influence of 
separate reaction parameters on the generation of a product material.
29
    
 
The synthesis of MOF materials from the constituent organic linkers and vertices is a 
self-assembly process in which the building blocks interact to yield the MOF 
framework.
29
  This relates to the fact that, as a result of the vertex-linker interactions, 
the component building blocks arrange themselves, in solution, to form ordered 
structures in which the vertices and linkers are connected by highly labile 
coordination bonds.  The lability of the coordination bonds means that the bond 
formation is rapidly reversible.
30
  Thus, coordination bonds between incorrectly 
connected building blocks can rupture, allowing the reacting entities to rearrange and 
then reattach to form the thermodynamically favoured structure.
14
  This enables the 
generation of the crystalline architectures inherent to MOFs and prevents the 
formation of amorphous structures.   
 
Whilst a MOF structure is generated in a single reaction step, to obtain a material 
suitable for the required application, further processing is generally necessary to 
remove solvent molecules from the pores in the structure.  This constitutes a simple 
form of post-synthesis modification, the use of which can also enable alteration of 
the MOF structure following the initial synthesis procedure.
31
  Thus, post-synthetic 
modification of MOFs can be used to introduce certain functionalities to the pores of 
a structure so that the resulting material has the attributes required for a particular 
purpose.         
 
As previously stated, the building blocks from which MOFs are synthesised maintain 
their integrity throughout the synthesis process, such that the characteristics of the 
constituent species are retained and exhibited in the product framework.  In an 
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experimental preparation, this gives a reasonable degree of control over the nature of 
the MOF structure produced from the reactants.  However, an experimental synthesis 
procedure is influenced by many properties of the reacting system.  For example, in 
conventional solvothermal syntheses many parameters, such as the starting reactant 
stoichiometry, the temperature of the system, the solubility of the reactants, the 
reaction time, and the pH of the solution containing the reactants can have a bearing 
on the outcome of the synthesis procedure.
13, 29
  Thus, under different reaction 
conditions a given combination of building blocks can form distinct MOF structures.  
Therefore, for a particular application, whilst the characteristics of a promising 
hypothetical MOF structure might be identified, experimentally determining the 
reaction conditions that yield the desired structure is not a straightforward task and 
can involve a significant degree of trial-and-error.  This represents the incentive for 
the objective of this work, as described in Section 1.4. 
1.4 Objective 
Motivated by the difficulties associated with ascertaining the experimental synthesis 
conditions required for the production of a particular hypothetical MOF structure of 
interest, the objective of this work is to develop a method by which the synthesis of 
MOFs can be simulated.  Given the wide range of applications of MOFs and the 
ever-increasing demand for new structures, a method that can accurately predict the 
structure formed when specified building blocks react under particular synthesis 
conditions affords great advantage.  There exist a number of computational 
approaches to the prediction of crystal structures.
32
  The development of these crystal 
structure prediction approaches stemmed from the desire to guide the design of new 
materials for which the physical property or characteristic of interest was sensitive to 
the crystal structure.
33
  Crystal structure prediction can, alternatively, assist in 
evaluating the likelihood, with respect to a molecule with a known crystal structure, 
of presently undiscovered polymorphism.
34
  In general, crystal structure prediction 
methods are based on the assumption that the crystal structure is determined solely 
by energy, and that the lowest-energy structure is most likely.  Therefore, crystal 
structure prediction approaches usually constitute efforts in global energy 
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minimisation, with different methods being distinguishable by the natures of the 
procedures utilised for the generation of approximate structures and the techniques 
(most often based on the calculation of lattice energies using density functional 
theory or force field methods) that are employed as a means of ranking the structures 
generated.
35
   
 
The most promising computational techniques for crystal structure prediction include 
simulated annealing, Monte Carlo basin hopping (MCBH), and evolutionary 
algorithms.  Simulated annealing
36
 is a powerful stochastic search procedure 
involving exploration of the crystal structure energy landscape by execution of a 
random walk (a succession of random steps representing structural alterations) in 
which there is an ever-decreasing probability of accepting a structural alteration to 
form a less energetically favourable solution of the crystal structure.  The simulated 
annealing approach has been utilised successfully in determining structures from 
experimental data, and in predictive studies involving inorganic solids.
35
  Monte 
Carlo basin hopping
37
 methods start from a random configuration of the structure and 
involve successive structural alterations that are accompanied by local minimisation.  
This transforms the potential energy landscape in to a discrete set of local minimum 
energy configurations, and, by keeping a history of the sampled minima, can enable 
faster convergence to the predicted minimum-energy structure.  MCBH has been 
applied successfully in the prediction of the crystal structures of clusters up to 100 
atoms.
38
  Energy-landscape explorations via simulated annealing and MCBH 
methods start from a single point, resulting in the possibility that not all of the low-
energy configurations are sampled, and necessitating the execution of multiple runs 
from different starting configurations.  This issue is not a problem associated with 
evolutionary algorithm methods, which work on a set of samples.
35
  Evolutionary 
algorithm
39
 methods involve moves (representing structural alterations) that imitate 
aspects of biological evolution such that the starting set is gradually improved (in 
terms of the energy of the configuration) by performing successive operations 
analogous to the evolutionary processes of crossover (which involves combining 
structural motifs in different candidate structures in the set sampled to form a new 
structure), mutation (which involves performing random displacements of atoms in a 
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sampled structure to generate a new structure), and natural selection (which involves 
removing less favourable configurations from the set sampled).  Thus, sampled 
structures displaying favourable features prosper and those with less favourable 
features diminish, with the result that the most energetically favourable structure 
should evolve.  There exist many variations of the exact natures of the operations 
central to evolutionary algorithms and the capabilities of these methods have been 
demonstrated in a variety of situations, including in the structure prediction of 
metallic and alloy clusters,
40





The described methods represent a small proportion of the many crystal structure 
prediction approaches that have been formulated.  In recent years progress in the 
field of crystal structure prediction has been evaluated by carrying out blind 
prediction tests.
34, 42-45
  These tests involve the assessment of predictions, made by 
several participating groups employing a range of computational methodologies, of 
the structures of a number of organic compounds for which the experimental crystal 
structures have been accurately determined.  As a means of judging the progress of 
crystal structure prediction methods, the periodic execution of blind tests is, 
however, limited by the fact that the results of the tests can be influenced by the 
natures of the molecules selected for structure prediction in addition to the 
methodological advances made between successive tests.
44
  Nevertheless, the results 
of the blind tests have shown that significant advances have been made in recent 
times.  The need for further work in the field of crystal structure prediction is clear, 
however.  
 
In relation to MOFs, the AASBU (automated assembly of secondary building units) 
method, which involves simulated annealing, has previously been shown to be 
capable of structure solution.
46
  This approach involves the combination of secondary 
building units, using physically reasonable rules, to compile a library of plausible 
structures.  In the work described in this thesis, the aim is to represent the synthesis 
of MOFs by developing a simulation method that follows a reaction pathway that is 
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dependent on the relevant synthesis conditions, and, thus, obtain a means of 
predicting the MOF structure that forms under certain conditions.   
 
In pursuit of this aim, work was undertaken in several distinct areas.  The work 
carried out in relation to each topic is described separately in the following chapters, 
the contents of which are summarised in Section 1.5. 
1.5 Thesis Outline 
Following the introduction to this thesis and the definition of the objective of this 
work given in this chapter, Chapter 2 (Simulation of the self-assembly of metal-
organic framework materials) contains details of the simulation methodologies 
employed in this work and presents the MOF system that is focussed on as a means 
of testing a method developed to simulate the synthesis of MOFs.  Further, in 
Chapter 2, details are given of an initial simulation of the self-assembly of the 
components of the test system.  
 
Chapter 3 (Calculation of the potential of mean force between ionic species) presents 
the development of an alternative means of representing the solvent, for application 
in simulations of the synthesis of MOFs.  Thus, Chapter 3 contains details of both the 
underlying theory behind this solvent-representation method and the procedures 
involved in the development of the method. 
 
The capacity of the method developed for representing the solvent in simulations of 
the synthesis of MOFs was assessed in Chapter 4 (Evaluation of the potential-of-
mean-force approach).  This was achieved by comparing the behaviour of the 
building blocks involved in the test system in simulations involving, respectively, the 
initial solvent representation, and the developed solvent representation. 
 
Chapter 5 (Implicit-solvent simulation of the synthesis of MOF materials) contains a 
description of the simulation method developed to represent the synthesis of MOFs, 
and, further, gives details of the implementation of the method.  With application of 
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the simulation method to the test system utilised in this work, this chapter also 
outlines the ability of the method to predict the MOF structures that form under 
specified reaction conditions.  
 
Whilst Chapter 6 (Evaluation of the applicability of ideal adsorbed solution theory to 
mixture adsorption in MOFs) is not specifically related to the primary objective of 
this work, this chapter contains a thorough evaluation of the capacity of a means of 
predicting mixture adsorption in MOFs.  Additionally, this chapter serves to 
highlight the impact of characteristics of the structures of MOFs on the adsorption of 
different mixtures of gases.    
 
The overall findings and outcomes of the contents of Chapters 1-6 of this thesis are 
discussed in Chapter 7 (Conclusions and further work).  This chapter also contains 
recommendations for future work.   
 
The results of both work described herein and undertakings executed in association 
with the work detailed in subsequent chapters have been published and/or presented 
in a number of sources.  These sources are specified in Section 1.6.   
1.6 Publications and Presentations 
Publications 
 
“Evaluation of ideal adsorbed solution theory as a tool for the design of metal-
organic framework materials”, N. F. Cessford, T. Düren and N. A. Seaton, Industrial 
and Engineering Chemistry Research, 2012, 51, 4911-4921 
 
“The synthesis, structures and reactions of zinc and cobalt metal-organic frameworks 
incorporating an alkyne-based dicarboxylate linker”, A. D. Burrows, L. C. Fisher, D. 
Hodgson, M. F. Mahon, N. F. Cessford, T. Düren, C. Richardson and S. P. Rigby, 




“Protecting group and switchable pore-discriminating adsorption properties of a 
hydrophilic-hydrophobic metal-organic framework”, M. I. H. Mohideen, B. Xiao, P. 
S. Wheatley, A. C. McKinlay, Y. Li, A. M. Z. Slawin, D. W. Aldous, N. F. Cessford, 
T. Düren, X. B. Zhao, R. Gill, K. M. Thomas, J. M. Griffin, S. E. Ashbrook and R. E. 





N. F. Cessford, T. Düren and N. A. Seaton 
“Evaluation of the applicability of the ideal adsorbed solution theory to mixture 
adsorption in metal-organic framework materials” poster presentation 
BZA Annual Meeting, August 2009, Ambleside, UK  
 
N. F. Cessford, T. Düren and N. A. Seaton 
“Building blocks for hydrogen purification: simulation of the synthesis of metal-
organic framework materials” poster presentation 













2. Simulation of the self-assembly of 





Self-assembly is the fundamental mechanism that controls the formation of well-
defined structures from disordered parts.  With minimisation of the free energy of the 
system as the driving force, self-assembly can, through spontaneous and reversible 
organisation of components, yield ordered structures which represent the 
thermodynamic minimum, or an approach to the thermodynamic minimum 
configuration.
47
  Specifically, when the constituents involved in self-assembly are 
molecules, the process is labelled molecular self-assembly.  Self-assembly in a 
molecular system is defined by a number of distinguishing characteristics:
48
 firstly, 
the self-assembled system must have a higher degree of order than the isolated 
components; secondly, the interactions between the components that self-assemble 
are generally weak and non-covalent, commonly taking the form of van der Waals 
and Coulombic interactions, hydrophobic interactions and hydrogen bonding, but 
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weak covalent bonds (coordination bonds) have also been acknowledged as being 
valid in self-assembling systems;
49
 thirdly, for self-assembly to yield ordered 
structures, the components either must associate reversibly or must be allowed to 
alter their positions within the self-assembled entities formed.  The opportunity for 
the constituents of the self-assembled entities to undergo repositioning or to 
reversibly associate is necessary for realisation of the thermodynamically favoured 
structure.  In addition, to achieve the mobility required for the components to 
assemble to form ordered structures, self-assembly generally occurs in solution or at 
an interface.  The environment in which the components interact, and self-assembly 
therefore occurs, has a significant bearing on the process.  Thus, the production of 
regular, ordered MOF structures via the formation of coordination bonds between 
metal vertices and organic linkers that interact in a solvent clearly represents a self-
assembly process.  
 
In order to develop a simulation method to accurately predict the MOF structure 
resulting from a particular set of reaction conditions, the self-assembly process must 
be suitably represented in the simulation.  Computer simulation represents a tool by 
which molecular systems can be studied so as to explore macroscopic properties by 
evaluating the behaviour at a microscopic level.
50
  A computer simulation is the 
execution of a model which embodies the characteristics of the system under 
investigation, where execution involves the calculation of numerical values for 
specific properties at certain thermodynamic states and is effectively a ‘computer 
experiment’.  The macroscopic properties are connected to the microscopic 
simulation via statistical mechanics, which represents a bridge between the 
microscopic variables that characterise the individual molecules of the system, and 
the macroscopic behaviour of the entire system.
51, 52
  The principles of statistical 




  In 
statistical mechanics, the properties of a system are determined by constructing a 
large number of replicas of the system, each representative of a particular 
microscopic state.  Together the replicas constitute an ensemble, i.e. a collection of 
configurations of which each represents a point in the phase space, which is defined 
as the space containing all of the possible values of the position and momentum of 
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each molecule in the system.  The selection of an appropriate ensemble is dependent 
on the conditions of the physical process under investigation.  In relation to systems 
which self-assemble, the macroscopic variables that remain constant are the number 
of molecules involved, N, the volume, V, in which the system undergoes self-
assembly, and the temperature, T, at which the process occurs.  Therefore, the natural 
choice of method for the simulation of self-assembly is the canonical or NVT 
ensemble.  The canonical ensemble is introduced in Section 2.1. 
2.1 Canonical Ensemble 
Characterised by a fixed total number of molecules, a given volume, and a specified 
temperature, the canonical ensemble
54
 relates to the situation in which the system is 
not isolated from the surrounding environment, but rather is maintained in thermal 
equilibrium with a much larger system, known as a reservoir, which imposes on the 
system the specified temperature.  A schematic representation of a system in a 
canonical ensemble is presented in Figure 2.1.   
 
 
Figure 2.1: The system in contact with an energy reservoir.  The bold border line 
enclosing the reservoir represents the thick boundary isolating the composite system 
from the environment, and the faint border line surrounding the system represents the 
thin, rigid, diathermal, impermeable boundary through which energy is exchanged. 
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In the context of thermodynamics and statistical mechanics, the reservoir constitutes 
a body that, compared to the system under investigation, is sufficiently large so as 
not to experience an appreciable change in temperature as a result of exchanging heat 
with the system.  The walls of the system are rigid, such that the volume is fixed, and 
impermeable to molecules, so that the number of molecules remains constant.  The 
energy of the system is not fixed by the contact with the reservoir and can, therefore, 
vary over all the possible energy values associated with the system.  Thus, in the 
canonical ensemble, each microstate is associated with a particular energy value. 
 
The probability, Pi, of finding the system in a particular microstate i with energy, Ei, 








P   2.1 
 
 
where β = 1/kBT, in which identity kB represents the Boltzmann constant.  QNVT is a 
normalisation constant defined as the canonical partition function.  The exponential 
term in Equation 2.1 is known as the Boltzmann factor and represents the weighting 
attached to a given microstate.  Thus, Equation 2.1 shows both that the probability 
with which a particular microstate is visited depends on the energy of the microstate 
and the temperature of the system, and that the probability associated with a 
particular microstate is not related to the properties of the energy reservoir beyond 
the involvement of the reservoir in the establishment of the temperature of the 
system.  In addition, that the probability of occurrence of a specific microstate is 
proportional to an exponential function of the energy indicates that high-energy 
microstates will be visited exponentially less frequently than microstates with low 
energies.  The canonical partition function is given by the summation of the 
Boltzmann factors of all accessible microstates of the system, as shown in Equation 




iNVT EQ )(exp   2.2 
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The canonical partition function serves as a bridge between the canonical ensemble 
and the key thermodynamic properties of the system.  Since the canonical partition 
function and the Helmholtz free energy, ANVT, are both associated with the natural 
independent variables of temperature, volume and number of molecules, the relation 
shown in Equation 2.3 can be derived. 
 
NVTBNVT QTkA ln  2.3 
 
 
The Helmholtz free energy is a fundamental property of the system, from which all 
other thermodynamic properties can be determined.  Thus, the partition function 
represents a means by which the macroscopic properties of the system can be 
evaluated from the characteristics of the system at the microscopic scale.  The 
microscopic behaviour of the system can be studied via simulations involving the 
generation of microstates, so as to construct an ensemble.   
2.2 Simulation Techniques 
The simulation techniques by which the microstates can be produced are now 
considered.  Computer simulations in statistical mechanics are based on two types of 
techniques: those based on deterministic approaches, molecular dynamics (MD), and 
those founded on stochastic methods, Monte Carlo (MC).  In addition, there are a 
number of different hybrid methods which incorporate features of both MD and MC 
techniques.
55
  MC and MD simulation techniques involve the generation of a 
sequence of microstates representing the appropriate statistical ensemble for the 
relevant variables.  Both methods represent cases of importance sampling, such that 
the computational effort is concentrated on creating microstates that are 
representative of the equilibrium ensemble, rather than merely sampling the entire 
phase space.
56
  This effects a vast improvement in efficiency, which makes computer 
simulations involving statistical mechanical models practicable.  The principles 
directing the way in which the system moves from one microstate to another are 
described for MD and MC simulations, respectively, in Sections 2.2.1 and 2.2.2. 
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2.2.1 Molecular Dynamics 
MD is described in detail by Allen and Tildesley.
57
  In MD simulations, microstates 
are generated through the solution of Newton’s equations of motion for all of the 
atoms in the system.  The relevant equation of motion for atom j, with mass, mj, and 











F  2.4 
 
 
where Fj is the force vector for atom j and can be written as the negative of the 
gradient of the potential energy function, U(r1,...,rN), through which the N-body 
systems interacts, as shown in Equation 2.5.  
 
),...,( 1 Njj rrUF  2.5 
 
 
The differential equation produced by combining Equations 2.4 and 2.5 can be 
solved, yielding a trajectory describing the variations with time of the positions, 
velocities and accelerations of each atom.  Thus, the temporal evolution of the 
system can be tracked from the initial positions, orientations and momenta assigned 
to the molecules by successively applying the forces for a small time step and 
updating the atomic configurations and parameters using an integration algorithm.  
The time step in MD simulations is typically of the order of femtoseconds (10
-15
 s), 
as dictated by the fastest atomic motions.  Such a time step limits the time scale 
accessible by MD simulations.  In MD, the molecular motions constituting the 
evolution of the system occur naturally under the influence of the specified potential 
energy function.  However, the accuracy of the molecular motions is dependent on 
the selection of the potential function. 
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2.2.2 Monte Carlo 
MC simulations are described in detail by Frenkel and Smit.
56
  MC simulations 
involve the generation of a series of microstates by making successive random trials, 
altering the molecular configuration of the system following a Markov chain 
approach in which a new microstate in+1 is generated stochastically from the 
preceding microstate, i, so that no information relating to the previous configurations 
in-1, in-2, ... is required.  MC simulations typically incorporate the importance 
sampling method introduced by Metropolis et al.,
58
 such that a new configuration 
generated by a random change to the previous configuration is accepted or rejected 
according to a criterion devised to produce the desired probability distribution.  For 
the canonical ensemble, which, as previously described, is suited to the simulation of 
self-assembly, the trial moves attempted involve the translation of molecules and, for 
non-spherical species, the rotation of molecules.  The probability of acceptance, p, is 
based on the potential energy change, ΔU = U(n) – U(o), associated with the random 
move from old, o, to new, n, configurations, such that   
 
 min 1,exp{ }p U      2.6 
 
 
Thus, if the energy change associated with the random movement of a molecule is 
negative, the move is always accepted and is added to the ensemble.  A positive 
energy change results in the move being accepted with probability exp{-β(ΔU)}.  
Rejection of a trial move results in the molecule concerned being retained at the old 
position, and the old configuration being added to the ensemble.   
 
Rather than evolving smoothly in correspondence with the equations of motion, as 
per MD simulations, MC simulations sample phase space by moving abruptly from 
configuration to configuration, and so cannot yield the evolution of the system with 
respect to time.  In addition, since MC simulations need not follow a realistic path 
between sampled configurations to obtain the correct equilibrium probability 
distribution, there is greater flexibility with respect to the choice of moves that can be 
implemented to most effectively sample phase space.
59
  Therefore, in MC 
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simulations, the stochastic transitions between microstates might or might not be 
physically realisable as long as detailed balance, also known as microscopic 
reversibility, is obeyed.  Adherence to the detailed balance criterion demonstrates 
that the sampling in the MC simulation is uniform and unbiased, and is proof that the 
correct distribution is sampled.  When detailed balance is enforced, the Markov 
process is guaranteed to be reversible, a feature that is essential for accurate 
representation of the self-assembly process.  Detailed balance implies that, at 
equilibrium, the probability of being in a given state o and transitioning to state n is 
equivalent to the probability of being in state n and moving to state o.  The detailed 
balance criterion is expressed as:  
 
( )π( ) ( )π( )N o o n N n n o    2.7 
 
 
where o represents the old state, n signifies the new state, and π symbolises the 
transition between the old and new states.  Thus, as shown in Equation 2.7, the 
rejected moves are implicated in the attainment of detailed balance. 
 
In comparison with MD simulations, a greater variety of ensembles can be simulated 
using MC, with the trial moves attempted depending on the ensemble of interest.  In 
order to determine whether to accept or reject the configurations resulting from the 
trial moves in MC simulations all relevant interactions must be evaluated.  Therefore, 
as with MD simulations, the use of an accurate potential function is critical to the 
success of the simulation.  Due to their inherent randomness, MC simulations are 
naturally ergodic, such that the entire phase space is sampled during the progress of 
the simulation.  In contrast, the deterministic nature of MD simulations means that 
accomplishing ergodicity is a more challenging task.
59
   
2.3 Simulation Methodology for MOF Self-Assembly   
Since the primary objective of this work is to develop a method that can predict the 
MOF structures resulting from specified reaction conditions, the time dependence of 
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the process is of little concern.  Therefore, the MC method was selected as a means 
of conducting the self-assembly simulations.  In addition to not being subject to time 
limitations, the MC approach is more flexible with regard to the implementation of 
new move types, so that, as is necessary in order to simulate the synthesis of MOFs, 
a move representing the reaction between the reactants from which the MOF is 
generated can be more easily developed.   
 
In addition to statistical theory, MC simulations involve a number of techniques that 
are employed to ensure successful application, and to save computational effort.  The 
general objective of MC simulations is to yield information about molecular systems 
at the macroscopic level.  However, in any simulation, the number of molecules is 
limited to that for which the desired properties can be obtained in a reasonable 
computation time.  Thus, the number of molecules involved in a MC simulation is far 
removed from the number typical of a thermodynamic system, which is of the order 
of Avogadro’s constant (10
23
).  At an equivalent density to the macroscopic system 
of interest, the number of molecules involved in the simulation will be contained 
within a small dimension of the system, with the effect that a significant proportion 
of the molecules in the system will be influenced by the boundaries of the system.
60
  
A simulation of a system in which a large proportion of the molecules are influenced 
by the boundaries would not be characteristic of a small volume constituent of the 
thermodynamic system.  Within the MC simulation approach, the impact of the 
system boundaries can be dealt with, as described in Section 2.3.1, by imposing 
periodic boundary conditions (PBCs) on all faces of the simulation cell. 
2.3.1 Periodic Boundary Conditions 
The application of periodic boundary conditions allows a finite system to 
approximate the properties of an infinite system, by eliminating the finite-size effects 
resulting from the influence of the boundaries.
61
  PBCs solve the finite-size problem 
by generating image copies of the original simulation cell, which periodically repeat 
the system in every direction, so as to preserve macroscopic homogeneity and 
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effectively represent an infinite system.  The copies are virtual representations of the 
unit cell, and the molecules included in the copies are not explicitly modelled.   
 
 
Figure 2.2: A two-dimensional representation of a system in which periodic boundary 
conditions are applied.  The original simulation cell is shaded. 
 
As shown in Figure 2.2, when simulations are carried out using PBCs, when a 
molecule is moved such that it exits one side of the central simulation box, a 
corresponding image molecule re-enters the opposite face of the central box.  Thus, 
the application of PBCs ensures both that the simulation cell always contains the 
correct number of molecules and that the molecules are free to move without being 
influenced by the boundaries of the system.  For the purposes of calculating the 
potential energy of a particular microstate sampled in a MC simulation, PBCs ensure 
that each molecule in the system is surrounded by the correct neighbouring 
molecules, which might belong either to the original unit cell or to the periodic 
images of the original simulation box.  However, for accurate evaluation of the 
potential energy of a given configuration the correct interactions must be considered.   
In a periodic system, the minimum image convention can be employed to guarantee 
the inclusion of the appropriate interactions in the calculation of the potential energy 
of a given microstate, as explained in Section 2.3.2. 
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2.3.2 Minimum Image Convention 
A consequence of the application of PBCs in a simulation is that a molecule will 
“see” multiple copies of itself and of each of the surrounding molecules.  However, 
the interaction between a particular molecule and a certain neighbouring molecule 
should only be counted once.  In simulations, in which interactions between 
molecules are typically calculated as the sum of the pairwise interactions between the 
atom constituents of the molecules, the minimum image convention is implemented 
such that, for a particular atom, only interactions with the closest images (the 
minimum image) of each of the neighbouring atoms will be considered, regardless of 
whether the surrounding atoms exist in the original simulation box or in one of the 
periodic image boxes.
62
  This can be achieved by ensuring that atoms only interact 
with neighbouring atoms closer than half of the shortest dimension of the simulation 
cell.  Thus, for simulations in which the minimum image convention is applied, the 
effects of the artificial periodicity imposed on the system by PBCs will be 
indiscernible.  
 
Thus, in simulations, the application of PBCs and the minimum image convention 
represents a suitable methodology for the calculation of the interactions involved in 
computations of the potential energy.  However, the form of the interactions involved 
in the calculation is also crucial to the accuracy of the evaluation of the potential 
energy values required in simulations.  Therefore, the utilisation of appropriate 
molecular potentials, through which the interactions are described, is a key feature in 
the realistic simulation of the self-assembly process.  The details of the molecular 
potentials employed in this work are outlined in Section 2.4. 
2.4 Molecular Potentials 
As described in Section 2.2.2, accurate calculation of the potential energy associated 
with the sampled configurations is fundamental to the success of MC simulations.  In 
the MC approach, the molecular potential energy reflects how a molecule interacts 
both with itself and with the other molecules in the system, and is generally 
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represented as the sum of the contributions resulting from intermolecular (non-
bonded) interactions and the intramolecular (bonded) interactions.  The relevant 
interactions are modelled using molecular potentials, in which the energy is specified 
by means of an analytical expression relating the energy to the geometry of the 
atomic configuration.  The functional forms of the molecular potentials are selected 
so as to emulate the forms of the corresponding real interactions.  Constants in the 
functions are parameterised by fitting certain properties in test simulations to the 
equivalent properties obtained from either experimental sources or high-level 
quantum mechanical calculations.
63
   
 
Molecules are generally represented in simulations as a collection of interaction 
points, which frequently relate to the positions of the atoms in the molecule, but 
might also correspond to a definable position in the molecule if so required for the 
accurate representation of the features of the molecule.  Molecules can also be 
modelled such that a group of the constituent atoms are represented by a single 
interaction site, known as a “united atom”.  Such entities can effect a substantial 
reduction in the number of interactions that must be evaluated in the simulation.  
Thus, evaluation of the potential energy of a molecule involves consideration of both 
bonded and non-bonded interactions for all relevant interaction sites.  The details of 
the intermolecular and intramolecular interactions required for evaluation of the 
molecular potential energy are described, respectively, in Sections 2.4.1 and 2.4.2. 
2.4.1 Intermolecular Interactions 
Intermolecular, or non-bonded, interactions describe the alteration in the potential 
energy resulting from changes in the external position of a molecule.  Such 
interactions are usually associated with van der Waals and electrostatic energy 
contributions.  Typically, molecular potentials specify such interactions as occurring 
between pairs of interaction sites, with the magnitude of the potential related to the 
separation distance between two individual sites.  Thus, the potential energy of a 
microstate sampled in a MC simulation is determined by assuming pairwise 
additivity, such that the total energy of a collection of species is calculated as the 
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sum of the interactions between pairs of species considered to be isolated from all 
other molecules.
64
  The representations of van der Waals interactions and 
electrostatic interactions are described, respectively, in Sections 2.4.1.1 and 2.4.1.2.  
2.4.1.1 van der Waals Interactions  
The van der Waals interactions between interaction sites are represented by means of 
the Lennard-Jones (LJ) 12-6 potential, which encompasses both long-range 
dispersion interactions and the short-range repulsive interactions that result from the 
overlap of electron clouds.  The LJ potential, ULJ, as a function of the distance, rij, 
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where εij and σij are known as the LJ parameters and represent, respectively, the 
depth of the LJ potential well and the collision distance for interaction sites i and j.  
The functional form of the LJ potential is shown in Figure 2.3.   
 
 
Figure 2.3: The functional form of the Lennard-Jones 12-6 pair potential. 
 
In the specification of a molecule, the parameters associated with the individual 
interaction sites contained within the molecule are detailed.  However, for the 
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interaction between dissimilar interaction site types, the LJ parameters are generally 
calculated according to a set of rules, such as the Lorentz-Berthelot mixing rules, 
shown in Equations 2.9 and 2.10 for calculation of the cross-site sigma and epsilon 





BBAAAB    2.9 
 




Thus, for the interaction between sites A and B, the collision diameter, σAB, is equal 
to arithmetic mean of the values for the individual sites, and the well-depth εAB is 
represented by the geometric mean of the values for the respective interaction sites. 
2.4.1.2 Electrostatic Interactions 











  2.11 
 
 
where qi and qj are the magnitudes of charges associated with interaction sites i and j 
separated by rij, and ε0 is the vacuum permittivity.  The partial charges involved in 
the calculation of electrostatic interactions are assigned to the interaction sites in a 
molecule so as to approximate the molecular charge distribution.  Where appropriate, 
molecular potentials can specify the placement of the partial charges such that the 
electric moments of the molecule (eg. dipole, quadrupole) can be reproduced.
65
   
 
Electrostatic interactions decay slowly with order r
-1
 and are, therefore, long-ranged 
compared to the van der Waals interactions, which decay with order r
-6
.  Thus, whilst 
the short-ranged van der Waals interactions can be effectively calculated using a 
spherical cut-off method, this treatment is liable to introduce errors if applied to the 
evaluation of the longer-ranged electrostatic interactions.
66
  The application of a 
Simulation of the self-assembly of metal-organic framework materials 31 
 
simple spherical cut-off scheme to an interaction site involves the specification of a 
distance that corresponds to the limit to the radial distance within which interaction 
sites must exist to be included in the pairwise summation calculation of the potential.  
With respect to electrostatic interactions, the application of a spherical truncation can 
produce a discontinuity near the cut-off distance.
67
  Consequently, a number of 
alternative methods have been developed for handling electrostatic interactions.  The 
most basic of these are schemes involving the application of shifting or switching 
functions, which modify the potential so as to attempt to minimise the effect of 
discontinuities that result from abrupt truncation.  The purpose of the implementation 
of such functions is to alter the coulombic potential so that the potential is reduced to 
zero at the cut-off distance.
68
  A more efficient approach to the treatment of 
electrostatic interactions in systems with PBCs is the Ewald summation technique.  
Ewald summation was developed by Ewald
69
 in 1921, and is described in detail 
elsewhere.
56, 70
  Ewald summation involves the division of the slowly convergent 
Coulombic energy sum into two rapidly convergent components.  The first term is 
short-ranged and handled in real space, whilst the second term is long-ranged and 
dealt with in reciprocal space.  The splitting of the Coulombic sum is accomplished 
by means of shielding charge distributions centred at the same locations in space as 
the charges associated with interaction sites, but with opposite charges.  The 
shielding charge distributions give rise to the short-range component because, by 
shielding the charges, the electrostatic interactions decay rapidly and can be 
evaluated through the application of a spherical cut-off.  The shielding distributions 
are cancelled by adding a second charge distribution with equal magnitude but 
opposite sign to those in real space.  This represents the second, long-ranged 
component of the sum, which is a smooth function with a rapidly decaying Fourier 
transform.  The combination of the components in real space and reciprocal space 
yields the original charge distribution.  The charge distributions in the original, real 
and reciprocal spaces are illustrated in Figure 2.4.  
 
Simulation of the self-assembly of metal-organic framework materials 32 
 
 
Figure 2.4: Charge distributions in Ewald summation.   
 
The Ewald summation technique has been implemented for evaluation of 
electrostatic interactions in a range of systems, including condensed systems.
71
  
However, the application of the Ewald method is limited by the considerable 
computational cost associated with the calculation in reciprocal space.
68
  Several 
variations of the standard Ewald method have been successfully implemented, 
including the particle mesh Ewald (PME)
72





A further technique for the evaluation of electrostatic interactions is the pairwise 
summation method proposed by Wolf et al.
74
  The central concept on which the Wolf 
method is based is that the poor convergence of the Coulombic energy summation 
results from the non-neutrality of the local charge within a spherically truncated 
system, with radius rcut.  Thus, the method involves the addition of a correcting term, 
which guarantees that the net charge within a cut-off sphere is equal to zero, to the 
direct pairwise summation of the spherically truncated Coulombic potential for a 
system containing N charges.  As shown in Equation 2.12, the energy contained 
within the charge-neutralised sphere, Ucharge neutral, can be calculated by subtracting 
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Computation of the charge-neutralised energy in a sphere, as demonstrated by 
Adams,
75
 approximates shifting the correct energy by a constant, which represents 
















)(  2.13 
 
 
Thus, for the spherically truncated system, the approximate correct energy, UWolf, is 
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Equation 2.14 converges to the correct values of the Coulombic sum for high values 
of rcut, and could, in theory, be used to evaluate the electrostatic interactions in a 
simulation.  However, in practice, the cut-off value required would be of such 
magnitude as to be impracticable.
76
  Therefore, to make the Wolf method 
computationally efficient, a damping function, which takes the form of the fast-
decaying complementary error function, erfc, is applied, yielding the summation 



























































where α is a damping parameter.  In addition to being easier to implement, the Wolf 
method can significantly reduce computational time in comparison with Ewald 
summation, without sacrificing accuracy.
77
  Thus, there exist a number of different 
methods by which electrostatic interactions can be evaluated in MC simulations.  
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Whilst the intermolecular interactions describe the potential between molecules in a 
simulation, the interactions between atoms belonging to the same molecule are also 
important for the accurate representation of a molecular species.  The methods by 
which intramolecular interactions are represented are discussed in Section 2.4.2. 
2.4.2 Intramolecular Interactions 
Intramolecular, or bonded, interactions describe the changes in the molecular 
potential energy resulting from alterations in the internal configuration of a molecule.  
Within a molecule, the intramolecular interactions are typically calculated between 
interaction sites that correspond to the positions of the atoms.  The internal structure 
of a molecule is described by the bond lengths between two atoms, the bond angles 
characterised by the positions of three atoms, and the dihedral angles defined by 
three consecutive bonds between atoms.  Therefore, bonded interactions include 
contributions arising from bond stretching, bond angle bending and torsional 
rotations.  Representations of the intramolecular interactions described in molecular 
potentials are illustrated in Figure 2.5. 
 
 
Figure 2.5: Types of intramolecular interactions. 
 
The stretching of the bond length between two atoms in a molecule is modelled using 





)( bijbijbond rrkrU   2.16 
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where kb is the force constant associated with the stiffness of the bond, rb is the 
equilibrium bond length between the two atoms in the structure, and rij is the actual 
distance between the bonded atoms.  The harmonic form of the potential means that 
an increase in the energy associated with the bond, Ubond, will result from distortion 
from the equilibrium bond length.  The function describing how the bond angle 
energy, Uangle, varies with deformation away from the equilibrium position is also 






)(    kU angle  2.17 
 
 
where kθ is the force constant associated with the angle, θ0 is the equilibrium value of 
the bond angle, and θ is the actual bond angle.   The third type of intramolecular 
interaction describes the variation in energy of a molecule as a result of torsional 
rotation about one of the bonds in the molecule.  The torsional angle potential 





)(    nkU torsional  2.18 
 
 
where ϕ is the torsional, or dihedral, angle, kϕ is the torsional force constant, n is the 
periodicity of the angle, and δ is the phase of the angle.  In addition to the potentials 
associated with the internal bond lengths, bond angles and dihedral angles in 
molecules, in some molecular potentials, additional van der Waals and electrostatic 
interactions are included between pairs of atoms belonging to the same molecule.  
Such interactions are calculated between atoms separated by three or more 
consecutive bonds and are, thus, known as 1-4 intra-pair intramolecular interactions.    
 
Thus, the details of both the methods of representing molecules and the techniques 
involved in simulations have been described.  In the development of a method to 
simulate the synthesis of MOFs, evaluation of the predictive capacity of the method 
necessitates assessment for a system for which more than one MOF structure can be 
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synthesised through the application of different reaction conditions.  The system for 
which the method was tested is described in Section 2.5. 
2.5 MOF System 
To thoroughly assess, and have confidence in, the validity of a method developed to 
simulate the synthesis of MOFs, the cobalt succinates are used as a test system.  The 
cobalt succinates represent an unparalleled class of MOF materials by virtue of the 
fact that, under different reaction temperatures, reactant proportions, pH and reaction 
time, seven different phases have been identified.  In addition, for the cobalt 
succinate system, the parameters within which each of the seven phases form have 
been clearly delineated experimentally, thereby providing the capacity to effect a 
precise test of the method developed. 
 
The capacity for multiple phases of the cobalt succinate system to be produced from 
identical species reacting under different synthesis conditions was initially 
recognised when the dependence of the structure of the cobalt succinates on the 
temperature of the synthesis reaction was investigated by Forster et al.
78
 in a study 
carried out with the aim of clarifying the reaction conditions that lead to the 
formation of distinct cobalt succinates structures.  Prior to this, four cobalt succinate 
structures had been produced, but these structures had been synthesised from 
different reactants and stoichiometries, and at different pH values.  In their study, 
Forster et al.
78
 demonstrated that, from a single starting mixture, all four previously 
synthesised phases, as well as a fifth, could be produced by altering only the 
temperature of the synthesis reaction.  Further to this, in a more comprehensive study 
by Forster et al,
79
 high-throughput experimentation was used to elucidate the precise 
reaction conditions by which each phase could be formed.  By investigating the roles 
of temperature, concentration, pH and reaction time in determining the structure 
formed, and finding temperature and reactant ratio to be the more important reaction 
variables, this high-throughput work enabled the synthesis of four of the five 
previously reported phases and an additional two new phases.  Thus, high-throughput 
experimental synthesis allowed the generation of a crystallisation diagram 
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delineating the temperatures and the reactant ratios at which the different cobalt 
succinate phases form, as shown in Figure 2.6.   
 
 
Figure 2.6: The cobalt succinate system crystallisation phase diagram in terms of 
reactant ratio and temperature.  The letters in the phase diagram correspond to the 
phases shown in Table 2.1.  This figure was adapted from ref. 
79
.   
 
In both studies by Forster and co-workers, the cobalt succinates were formed by 
reacting cobalt hydroxide (Co(OH)2) and the dicarboxylic acid, succinic acid 
(HO2C(CH2)2CO2H), with water as the solvent.  The organic linker was provided by 
the succinic acid, and cobalt hydroxide provided the metal entity for the synthesis of 
the cobalt succinates.  The initial study carried out to determine the effect of 
temperature involved the utilisation of the reactants in a 1:1 molar ratio.  Between the 
two works, the phases of cobalt succinate were produced via experimental syntheses 
with cobalt initially at such concentration as to be present in the solvent in a molar 
ratio of Co(OH)2:H2O = 1:110.  The formulae of the cobalt succinate phases are 
given in Table 2.1, and Table 2.2 gives, for Phases A-F, the experimental densities 
and the coordination (in terms of H2O/Co
2+
 ) in the structures.  Whilst, by virtue of 
being different in colour to the other phases, Phase G can be easily distinguished 
from the other cobalt succinate structures, due to the difficulty of obtaining single 
crystals or phase-pure powder samples, the exact structure of Phase G has not been 
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established.  Therefore, details relating to the experimental structure of this material 
are not included.  Due to the intricacies of the structures of the cobalt succinate 
materials, for reasons of brevity, information relating to all of the bond lengths and 
bond angles in the structures is not included.  This data can be found in the relevant 
references indicated in Table 2.1, however.  For the same reason, because there are 
22 crystallographically independent cobalt atoms in Phases A-F, the specific 
arrangements of ligands (and coordinated solvent molecules) around all differently 
environed cobalt atoms in each structure are not illustrated in this thesis.  As regards 
the cobalt-coordination data given in Table 2.2 the first number refers to the total 
water content of the structure and the second (shown in parentheses) relates to the 
number of water molecules coordinated to the cobalt atoms in the structure.       
 
Table 2.1: Formulae of the cobalt succinate phases.   






























A 1.945 4(4) 
B 1.926 2(2) 
C 2.085 1(½) 
D 2.197 ⅓(0) 
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The structures of Phases A-F of the cobalt succinates are shown in Figure 2.7.  The 
structure of Phase A is one-dimensional and is composed of chains of cobalt atoms 
linked by succinate ions.  The carboxylic group in the succinate ion is monodentate, 
and therefore presents a free oxygen atom, which is involved in hydrogen boding 
with adjacent cobalt-succinate chains.  Each cobalt atom in Phase A is octahedrally 
coordinated to two succinate ions and four water molecules.
80
  The structure of Phase 
B is similar to that of Phase A.  However, instead of the isolated cobalt atoms linked 
by succinate ions that constitute Phase A, Phase B consists of clusters of three 
octahedrally coordinated cobalt atoms connected by succinate ions to form one-
dimensional chains.  In this structure, in the clusters of three cobalt atoms the two 
outer cobalt atoms are coordinated by three water molecules and three oxygen atoms 
belonging to succinate ions.  The central cobalt atom in each cluster is fully 
coordinated by oxygen atoms from succinate ions.
78
  Phase C features a two-
dimensional network of edge-sharing cobalt (CoO6) octahedra.  The connection of 
the cobalt polyhedra forms 14-membered ring windows, which are stabilised by 
succinate ions, of which each is linked to four cobalt atoms.  These rings form layers 
(as shown in Figure 2.7c) of which a stacked succession connected by hydrogen 
bonds produces the hydrated channels associated with this phase.  This phase also 
differs from Phases A and B in that the cobalt atoms are coordinated by hydroxyl 
groups in addition to water and succinate ions.
81
  The structure of Phase D constitutes 
a three-dimensional open network that consists of layers connected by succinate 
molecular pillars.  The layers are constructed from edge-sharing cobalt polyhedra, 
which are interconnected to produce 14-membered, rhombic-shaped rings.  The 
layers in the structure are consolidated by both hydroxyl groups and succinate ions 
but, in contrast with Phases A-C, no water molecules are coordinated to the cobalt 
atoms.  In this phase (unlike Phase C in which adjacent layers are linked via weak 
interactions) successive layers are covalently connected by succinate groups, 
producing hourglass-shaped channels.
82
   
 






Figure 2.7: The structures of the cobalt succinate phases where (a) shows one of the 
linear chains that associate by hydrogen bonding to form Phase A, (b) shows the 
structure of Phase B, (c) shows a representation of one layer of the structure of Phase 
C, (d) shows a single layer of the structure of Phase D, (e) gives a representation of one 
layer of the structure of Phase E, and (f) shows a single layer of Phase F.  In (a) – (e) the 
blue octahedra represent CoO6 centres in the structures.  The green octahedra in (b) 
represent the CoO6 centres that are distinct from those represented by blue octahedra 
in Phase B.  In (f) the CoO6 centres are represented by purple octahedra.  In all images, 
the carbon atoms in the structures are represented by grey spheres, the hydrogen 
atoms are represented by white spheres and the oxygen atoms are represented by red 
spheres.  The images included in this figure were adapted with permission from ref. 
86
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Phase E exists as a three-dimensional framework.  This framework consists of 
infinite two-dimensional layers of edge-sharing cobalt octahedra that are connected 
by succinate ions.  Like Phase D, the octahedral coordinations of the cobalt atoms in 
this structure arise from bonds with succinate ions and hydroxyl groups.  Within the 
layers in this structure, the cobalt octahedra form 12-membered, lozenge-shaped 
cavities in which are located the alkyl chains of succinate ions.  As with Phase D, in 
Phase E the adjacent layers are connected covalently by succinate pillars.
83
  The 
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structure of Phase F consists of one-dimensional, covalently connected metal-
oxygen-metal chains of CoO6 octahedra that are joined by succinate-ion ligands to 
form an infinite sheet.  Within the sheets, the cobalt coordination arises from 
connections with hydroxyl groups, succinate ions and water molecules.  The sheets 
in this structure are linked by hydrogen bonding between both constituents of the 
sheets and unbound water molecules.
84
   
 
Thus, the cobalt succinates are a well-characterised family of transition metal 
dicarboxylates, with the currently reported structures incorporating only water and/or 
hydroxide as additional components.  In general, as regards the structures of the 
cobalt succinate phases, with increasing temperature there is a tendency for fewer 
water molecules to coordinate to each cobalt ion.  Also, with increased temperature, 
the structures exhibit both increased edge-sharing connectivity and higher 
coordination numbers for carboxylate groups, and, in phases formed above 100 
o
C, 
hydroxide ions are incorporated.
78
  The development of a simulation method for the 
synthesis of MOFs using the cobalt succinates as the test system required accurate 
representation of the reactants involved in the synthesis of the MOF structures.  This 
necessitates knowledge of the chemistry of the cobalt succinate system. 
2.5.1 System Chemistry 
Of primary concern when developing a simulation method that attempts to predict 
the cobalt succinate structure synthesised under specified reaction conditions is that 
the entities modelled in the simulation are representative of those present in the 
equivalent experimental system.  Thus, knowledge of the behaviour of the starting 
materials (in this case, succinic acid and cobalt hydroxide) with respect to one 
another in the specified solvent (water) was required.   
 
In relation to the behaviour of the initial compounds in the solvent, cobalt hydroxide, 
which constitutes the initial compound providing the metal source in the cobalt 
succinate phases, is of such low solubility in water as to be considered insoluble.  
Therefore, for the dissociation of cobalt hydroxide in water, as given by the solubility 
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equilibrium shown in Equation 2.19, the equilibrium lies to the very far left (i.e., 
favouring cobalt hydroxide). 
 
 + - 2+ -






Succinic acid, which provides the organic linker in the cobalt succinate materials, is a 
weak acid and, in water, exists in equilibrium with the monoprotonated and 
nonprotonated succinate ions.  The equilibrium lies to the left (i.e., favouring 
succinic acid).  The succinic acid dissociation is given by Equation 2.20:  
 
- +
2 2 2 2 2 2 2HO C(CH ) CO H HO C(CH ) COO +H   
- - +




In the preparation of cobalt succinates, when cobalt hydroxide and succinic acid are 
added to the solvent, the dissociated Co
2+
 ions react with the succinate ions in 
solution, as shown in the complexation reaction given in Equation 2.21.  
 
- - 2+






 ion is very labile, with the effect that complexation reactions involving 
Co
2+
 usually occur very quickly.  As the Co
2+
 ions and succinate ions in solution 
undergo complexation, the equilibria represented in Equations 2.19 and 2.20 will 
move to the right, with the effect that more succinic acid will be ionised and more 
cobalt hydroxide will dissociate.  Since syntheses of MOFs typically take place in 
solution (as opposed to at a surface), the formation of cobalt succinates was assumed 
to occur in solution rather than at the surface of the undissolved cobalt hydroxide.  
Thus, in syntheses of cobalt succinate materials, the components involved in self-
assembly were assumed to be Co
2+
 ions and succinate ions.  In this work, for 
simplicity, only the species involved in the self-assembly process, which, 
experimentally, yields the desired product, were considered throughout the 
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simulations.  Consequently, changes in the starting components arising from their 
combined immersion in the solvent were not represented in the simulations.  
Therefore, in simulating the self-assembly process by which the cobalt succinate 
materials form, only Co
2+
 ions and succinate ions were represented as solutes.  For 
further simplification, the self-assembly process was assumed to involve only the 
nonprotonated form of the succinate ion.  The structure of the nonprotonated 










Figure 2.8: Nonprotonated succinate ion 
 
In addition to the potential of the cobalt succinate materials to provide a thorough 
test of the capability of a method established for simulation of the synthesis of 
MOFs, the formation of cobalt succinates by reacting Co
2+
 ions and succinate ions in 
water presented several advantages with respect to the modelling of such systems.  
With only two reactant species involved in the formation of cobalt succinates, the 
number of molecules to be modelled was kept to a minimum.  Also, in relation to the 
minimisation of substances to be modelled, the physical reaction does not yield any 
salt by-products.  This has the added benefit of preventing any difficulties arising 
from the necessity to consider the role of different bases, additional phases that may 
incorporate cations from the bases, and the influence on the reaction of the salt by-
product concentration. 
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2.5.2 Cobalt Succinate System – Molecular Potentials 
For the initial system studied, three types of molecule were required to simulate the 
experimental situation: (i) the linker species, the succinate ion, (ii) the vertex species, 
the Co
2+
 ion, and (iii) the solvent molecule, water.  The ability of a simulation of the 
self-assembly of the reactant species to realistically replicate the experimental 
behaviour of the reactants is dependent on the accuracy of the molecular potentials 
used to represent the interactions between species in the system.  As regards 
modelling the succinate ion, the OPLS (optimised potentials for liquid simulations) 
molecular potentials, using a partially united-atom model (OPLS-UA), have been 
shown to correctly reproduce thermodynamic and structural data (in terms of the 
interaction energies and geometries predicted by ab initio calculations, and 
experimental hydration enthalpies and primary hydration numbers) for dilute 
solutions of the monocarboxylate ions formate (HCOO
-





The applicability of these potentials for the representation of difunctional carboxylate 
ions such as the succinate ion has not been assessed.  However, using the equivalent 
all-atom (OPLS-AA) potential functions, and employing parameters derived for 
monofunctional molecules, the simulated behaviour of both the difunctional succinic 





Therefore, by analogy, the OPLS-UA parameters derived for monofunctional 
carboxylate ions were applied to the succinate ion.  In this representation each atomic 
nucleus is represented by an individual interaction site except CHn groups, which are 
treated as united atoms centred on the carbon atom.  Where appropriate, the OPLS-
UA parameters for carboxylate ions
87
 were adopted from previously determined 




  In addition, the OPLS-UA 
parameters for carboxylate ions specify that the C-O bond length and O-C-O bond 
angle have values of 1.231 Å and 131°, respectively.
87
  However, the OPLS-UA 
carboxylate ion parameter set does not give values suitable for the CH2 group in the 
succinate ion.  Therefore, to ensure correspondence, OPLS-UA parameters 
developed for hydrocarbons were utilised and the CH2 united atom was represented 
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using LJ parameters developed for the sp
3
 hybridised CH2 group in n-butane.  
Similarly, the CH2-CH2 bond length was taken as that between two sp
3
 hybridised 
carbons in a hydrocarbon molecule.  Furthermore, following the approach used in the 
aforementioned study of the sampling of the monoprotonated succinate ion,
88
 the 
CH2-C-O bond angle in the succinate ion representation was specified according to 
the corresponding OPLS-UA parameters defined for amides.  The dihedral angles in 
the succinate ion were specified according to the OPLS-UA parameters developed 
for hydrocarbons
89
 and, where the OPLS-UA parameters were deficient, the 
appropriate OPLS-AA values.
92
    
 
 In the model of the succinate ion the interaction sites were assigned charges, 
corresponding to those specified in the OPLS-UA carboxylate ion parameter set,
87
 
such that the overall charge on the ion was -2, thus maintaining a physically realistic 
depiction of the system.  The geometry of the interaction sites in the succinate ion is 
described in terms of the bond lengths, bond angles and dihedral angles given, 
respectively, in Tables 2.3, 2.4 and 2.5.  The LJ parameters and the charges 
associated with the interaction sites in the succinate ion are given in Table 2.6.  As 
regards intramolecular interactions, the OPLS-UA force field involves fixed bond 
lengths and angles but, for hydrocarbons, alcohols and amides, parameters describing 
torsional motion have been developed.  However, the aforementioned study 
regarding the conformational sampling of difunctional succinic acid required re-
parameterisation of the OPLS-AA torsional parameters developed for 
monofunctional carboxylic acids,
88
 indicating that the parameters describing 
torsional motion are not easily transferable.  Thus, since the OPLS-UA torsional 
parameters were not developed in relation to difunctional carboxylate ions, rather 
than include incorrect torsional motion, the succinate ion was modelled as a rigid 
species, with intramolecular interactions considered within the succinate ion only 
between pairs of non-bonded atoms that are separated by more than four bonds.   
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Table 2.3: The bond lengths between interaction sites in the succinate ion model.  The 
reference relates to the initial publication of the corresponding OPLS-UA parameter. 
 
Table 2.4: The bond angles in the succinate ion model.  The reference relates to the 
initial publication of the corresponding OPLS-UA parameter. 
 
Table 2.5: The dihedral angles in the succinate ion model.  The reference relates to the 
initial publication of the corresponding parameter. 
 
Table 2.6: LJ parameters and charges associated with interaction sites in the model of 





 ion was modelled, as a single interaction site, using a force field developed 
for divalent metal cations in water.
93
  Through adjustment of the LJ parameters 
describing the ion-water interaction in such a way that the hydration free energy of 
the ion can be replicated, this force field can capture the microscopic solvent 
molecular effects around the cation.  The parameters for the Co
2+
 ion were developed 
for use in conjunction with proteins.  However, the constituents of the organic linker 



























Site σ (Å) ε/kB (K) q(eu) Reference 
O 2.960 105.676 -0.8 
87
 
C 3.750 52.838 0.7 
87
 
CH2 3.905 59.380 -0.1 
87, 90
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are sufficiently similar to those of proteins that the force field can reasonably be used 
to represent the intermolecular interactions calculated by pairwise summation.  As 
with the succinate ion, the cobalt ion was assigned the natural charge value of +2.  
The LJ parameters and the charge associated with the Co
2+
 ion are shown in Table 
2.7. 
 
Table 2.7: Parameters associated with the Co
2+
 ion model 
 
Interactions with the solvent play a critical role in the simulation of a condensed 
system.  Thus, the molecules constituting the solvent within which the Co
2+
 ions and 
the succinate ions are immersed must be accurately represented.  The parameters for 
the Co
2+
 were obtained in conjunction with the use of the TIP3P
94 
water model, 
which has three interaction sites, corresponding to the three atoms of the water 
molecule.  All OPLS models, such as the OPLS-UA force field employed in the 
description of the succinate ion, have been developed to be compatible with the 
TIP4P
94
 representation of water molecules.  The TIP4P water model is a four-site 
representation, in which an additional charge is placed at a fictive site along the 
bisector of the hydrogen sites.  Both the TIP3P and TIP4P models involve rigid 
representations of the water molecule, and so neither model includes intramolecular 
interactions.  The arrangements of the interaction sites in the TIP3P and TIP4P water 
models are shown in Figure 2.9.  Despite their inherent differences, the TIP3P model 
yields very similar results to the TIP4P model to the extent that the two models can, 
for most purposes, be considered interchangeable.
95
  Thus, in this work, the TIP3P 
water was utilised in the representation of explicit water molecules because the 
TIP4P model does not offer a sufficient improvement in accuracy to justify the 
additional computational cost resulting from the higher number of interaction sites.  
The structural parameters associated with the TIP3P water model are given in Table 
2.8, and the LJ parameters and charges relating to the interaction sites in the TIP3P 
model are shown in Table 2.9. 
 
Site σ (Å) ε/kB (K) q(eu) Reference 
Co 2.186 14.392 2.0 
93
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Figure 2.9: Structures of the TIP3P and TIP4P representations of water molecules, in 
which the red circles denote oxygen atoms, the white circles denote hydrogen atoms, 
and the yellow circle represents a dummy site.   
 
Table 2.8: The bond length and angle involved in the TIP3P water model.
94






Table 2.9: LJ parameters and charges associated with interaction sites in the TIP3P 
water model.
94
   
 
In order to examine the suitability of the outlined molecular potentials for 
representing the reactants and the solvent involved in the synthesis of cobalt 
succinates, simulations of the self-assembly of Co
2+
 ions and succinate ions in water 
were carried out, as described in Section 2.6. 
2.6 Explicit-Solvent Self-Assembly Simulation 
The self-assembly of Co
2+
 ions and succinate ions in explicitly-modelled water was 
represented via MC simulations in the canonical ensemble.  To examine the 
suitability of the simulation methods and the molecular potentials employed, the 
explicit-solvent self-assembly simulation was executed at a temperature and reactant 
ratio corresponding to those for which Phase A of the cobalt succinates forms 
Geometry Bond Length (Å) / Angle (°) 
O-H 0.9572 
H-O-H 104.52 
Site σ (Å) ε/kB (K) q(eu) 
O 3.151 76.526 -0.834 
H 0.0 0.0 0.417 
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 ratio of 1.2:1.  Initially, the least computationally intensive size 
of system was studied, and a simulation of the smallest possible system containing 
entire reactant ions was carried out.  Thus, corresponding to the succinate:Co
2+
 ratio 
of 1.2:1, the smallest simulation cell included six succinate ions and five Co
2+
 ions.  
The ions were modelled using the parameters detailed in Section 2.5.2.  In 
compliance with the experimental Co
2+
:H2O ratio of 1:110, the solvent in the 
simulation cell was represented by 550 TIP3P water molecules.  The reactant species 
and the solvent were contained within a cubic simulation box, the size of which was 
dictated by the requirement for the density to be equivalent to that of the 
experimental system at the specified temperature.  For this system, the dimensions of 
the simulation box were 26.43 Å.   
  
The starting configuration for the explicit-solvent self-assembly simulation was 
generated by means of grand canonical Monte Carlo (GCMC) simulations.
56
  In 
addition to the translation and rotation moves by which different configurations are 
sampled in the canonical ensemble, GCMC simulations also involve the insertion 
and deletion of molecules.  By terminating GCMC simulations when the simulation 
box contains a specified number of molecules, a configuration comprising the 
requisite numbers of each species, with no overlap between molecules, can be 
produced.  The starting configuration for the self-assembly simulation was created by 
firstly inserting the required number of water molecules in the simulation cell.  
Following equilibration, by means of a canonical MC simulation, of the system 
containing the water molecules, the correct numbers of cobalt and succinate ions 
were added to the simulation cell.  The GCMC simulations and the equilibration 
simulation, as with the self-assembly simulations in the canonical ensemble, were 
executed using the simulation code Music.
96
  In all of the simulations performed the 
electrostatic interactions between species were calculated using Ewald summation 
and van der Waals interactions were represented using the LJ potential.  The LJ 
potentials were cut-off at 12.0 Å, which is greater than three times the largest LJ 
sigma value associated with the species involved in the simulation and, thus, 
represents a distance at which the interaction energies are negligible.   
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From the starting configuration, the self-assembly of Co
2+
 and succinate ions in 
water was simulated for 4×10
9
 steps, taking approximately six weeks.  The starting 
configuration, and the final configuration, viewed along the x-, y- and z- axes are 






Figure 2.10: Configurations sampled in the explicit-solvent self-assembly simulation 
where (a) represents the starting configuration, and (b), (c), and (d) represent, 
respectively, the final configuration viewed along the x-, y- and z-axes.  In these images 
the cobalt ion is represented by a pink sphere and in the succinate ion oxygen is 
represented by a red sphere, carbon is represented by a dark grey sphere, and 
methylene is represented by a light grey sphere.  The water molecules in the simulation 
cell are represented in ‘stick’ form, with the oxygen and hydrogen atoms denoted, 
respectively, by red and white regions.  
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The images of the final configuration shown in Figure 2.10 demonstrate that, after a 
large number of steps, the Co
2+
 and succinate ions have undergone a degree of self-
assembly, and, within the simulation cell, the ions are located over a smaller region 
than in the starting configuration.  However, there is no clear arrangement of the 
ions, and a number of ions remain isolated and surrounded by layers of water.  
Comparison of the average distances between the centres of mass of the ions in, 







indicates, as shown in Figure 2.11, that there was minimal variation in the relative 
positions of the ions throughout the simulation.  Indeed, throughout the extent of the 
explicit-solvent simulation, the average separation distances associated with the pairs 
of ions varied by less than 10 % of the initial value.   
 
 
Figure 2.11: Variation, with step number, in the average separation distance between 









The lack of variation in the relative positions of the ions in the explicit-solvent 
simulation indicates that there were only marginal differences between successive 
configurations sampled throughout the simulation.  This is a consequence of the 
presence of the water molecules in the simulation box, such that the movement of the 
ions was restricted to very small alterations in position.  Large shifts in the positions 
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of the ions would result in overlap with the water molecules and were, thus, 
unfavourable.  Consequently, even for the small system studied, significantly more 
simulation steps were required to achieve an appreciable extent of self-assembly.   
 
To be practical, a method developed for simulating the synthesis of MOFs must be 
capable of predicting the behaviour of larger systems than the one studied and within 
reasonable simulation time.  Therefore, the computational cost associated with the 
use of an explicit-solvent representation is not feasible.  In order to reduce the 
computational demands of the self-assembly simulation, the use of an implicit-











3. Calculation of the potential of 





Molecular simulations in which solvent molecules are modelled explicitly as discrete 
entities provide the most accurate and detailed description of the system under 
investigation.  However, simulations with explicitly modelled solvent molecules 
have high numbers of degrees of freedom, arising from all of the modes of motion of 
all simulated molecules, and are therefore very computationally intensive, requiring 
prohibitively long computational times to obtain meaningful results with regard to 
the properties of the solutes.  Thus, there is great advantage in accounting for the 
influence of the solvent environment in a manner that is both computationally 
efficient and physically realistic.  Implicit-solvent approaches, in which the effects of 
the solvent are approximately described without including an explicit representation 
of the solvent molecules, reduce the time for each interaction calculation and allow 
much faster sampling of solute configurations and phase space. 
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Several implicit-solvent techniques have been developed to allow the exclusion of 
large numbers of solvent molecules from simulations.  Whilst an outline description 
of these methods follows, detailed reviews can be found elsewhere.
97-100
  The 
primary concern when implementing an implicit-solvent method is that the 
simulation accurately represents the necessary solvent effects.  Therefore, as is 
appropriate to the extent of the range of solvated systems of interest, implicit-solvent 
representations vary in the level of detail they feature, and, by association, the 
computational cost.  At the opposite end of the spectrum of solvent detail from 
explicit methods, the most computationally efficient implicit-solvent approaches are 
based on continuum electrostatic approximations, in which the solvent environment 
is represented as an infinite, featureless dielectric medium.  However, the 
applicability of continuum methods is limited by the loss of atomistic detail and the 
associated lack of accuracy.
97
  Continuum electrostatic representations are often 
combined with solvent-accessible surface area (SASA) models,
101, 102
 which 
approximate the nonpolar contribution to the solute-solvent interaction by assuming 
that the solvent-induced interaction is proportional to the exposed surface area of the 
solute molecule.  However, SASA-based approaches are liable to inaccuracy as a 
result of the failure to account for the attractive van der Waals interactions between 
solvent and solute atoms.
103
  Other implicit-solvent methods include hydration shell 
models,
104, 105
 in which the solvation energy of a solute is assumed to be proportional 
to the solvent-accessible volume of a defined solvation shell, and statistical 
mechanical theories based on integral equations.
106, 107
  The ability of hydration shell 
methods to represent solvent effects are limited by the exclusion of molecular-scale 
detail.
108
  Techniques based on integral equations do consider the solvent molecular 
structure but there is some uncertainty as to their precision and accuracy.
109
  Thus, 
there are advantages and disadvantages associated with all of the different implicit-
solvent methods.  In simulations of self-assembly, to generate realistic configuration 
of the solute species, the implicit-solvent method must combine computational 
efficiency with the ability to include sufficient solvent structural detail.  Therefore, in 
this work, the solvent was modelled implicitly by incorporating the effects of the 
solvent using a ‘potential-of-mean-force’ (PMF) approach to represent the 
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interactions between the self-assembling species.  The PMF methodology is 
described in Section 3.1. 
3.1 Potential-of-Mean-Force Theory 
First introduced by Kirkwood
110
 in 1935, the PMF along a coordinate of the system, 
defined as the reaction coordinate, is a measure of the relative free energy of the 
system as a function of the selected coordinate.  With the reaction coordinate defined 
as the distance between two species that are immersed in solvent, the PMF represents 
the free-energy profile along the separation distance.  By averaging over all the 
degrees of freedom of the system other than the reaction coordinate (i.e., the relative 
orientations of the solute species and the conformations of the surrounding solvent), 
a PMF in terms of separation distance, W(r), can be obtained.  Such a PMF provides 
a fundamental measure of the reversible work required to bring together the solutes 
from infinitely far apart to a separation r, in the solvent.  Therefore, the PMF 
encompasses some of the solvent-mediated behaviour in an effective solute-solute 
interaction potential, which replaces the explicit treatment of the solvent-solvent and 
solvent-solute interactions.  Thus, the use of PMFs allows simulations to be carried 
out such that only the solute molecules are explicitly represented.  The effect of the 
utilisation of PMFs, as a means of representing the effects of the solvent molecules in 
a simulation, is illustrated in Figure 3.1. 
 
 
Figure 3.1: For a pair of solute molecules, the interactions considered between the 
species present with an explicit-solvent representation, as shown in (a), can be replaced 
by a PMF between the solutes so that only a single interaction potential between the 
solutes is required with the implicit-solvent representation shown in (b).  In these 
images grey spheres represent the solvent molecules and red spheres represent the 
solute species.  
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The free energy at a particular separation, W(r), is directly related to the equilibrium 
probability, P(r), of finding the solute species a certain distance apart in the solvent: 
 
B( ) k ln ( )W r T P r    3.1 
 
where T is the absolute temperature of the system and kB is the Boltzmann constant.  
In order to calculate the correct probability distribution along the reaction coordinate, 
all regions of the reaction coordinate must be adequately sampled.  In principle, 
standard Monte Carlo (MC) or Molecular Dynamics (MD) techniques can be 
employed to obtain the distribution of probabilities with which each configuration 
along a reaction coordinate is sampled.  However, the logarithmic nature of the 
relationship between W(r) and P(r) means that for regions of the reaction coordinate 
where the PMF exceeds a magnitude of a few times kBT, the probability of 
occurrence is very low.  Therefore, in a typical MC or MD simulation, to sample all 
possible conformations of interest along the reaction coordinate and obtain 
statistically meaningful results would require unfeasibly long simulation times.  
Several approaches have been developed to circumvent the sampling difficulties and 
calculate PMFs along reaction coordinates via molecular simulations.  Among them, 
free energy perturbation (FEP),
111-114





 combined with the weighted histogram analysis method 
(WHAM)
117, 118
 are frequently used for calculating PMFs.  Determination of a free-
energy profile using the FEP method
119, 120
 involves calculation of the sum of the 
differences in the free energy between a succession of incremental perturbations 
representing intermediate states between the initial and final points of interest along 
the reaction coordinate, whereas the TI technique
121
 allows computation of a PMF by 
integrating the derivative of the free energy along the reaction coordinate path.  
Whilst both FEP and TI approaches have been successfully applied to determine 
PMFs, the FEP method has been shown to cause instability and hysteresis and, 
consequently, poor convergence, and TI has been found to propagate errors.
122
  Thus, 
in this work, to determine the PMF between a pair of solutes, as an efficient method 
for sampling low-probability events, umbrella sampling was employed to guarantee 
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exploration of all regions of the relevant reaction coordinate.  The umbrella sampling 
technique is outlined in Section 3.1.1.  
3.1.1 Umbrella Sampling  
The umbrella sampling method, first detailed by Torrie and Valleau,
123, 124
 involves 
simulating the microscopic system under investigation in the presence of an artificial 
biasing potential, which is added to the potential energy.  As shown in Equation 3.2, 
the overall energy is augmented by addition of the biasing potential: 
 
)()()(' rVrUrU    3.2 
 
 
where U(r) represents the total energy of the unbiased simulation, V(r) is the biasing 
potential, and U’(r) is the total energy of the biased simulation.  The purpose of the 
biasing potential is to force the simulation to explore regions of conformational space 
that are inadequately sampled in unbiased simulations.  Thus, the efficiency of 
umbrella sampling is greatly influenced by the selection of the biasing potential.  
Ideally, the biased simulation would produce a uniform distribution of conformations 
along the reaction coordinate.  However, since this could only be achieved through 
the use of a biasing potential equivalent to the negative of the PMF,
125
 which, clearly, 
has not been established prior to the start of the calculation to determine the PMF, 
the biasing potential must take a different form.   
 
Therefore, in umbrella sampling, to ensure that the entire pathway of interest is 
sufficiently well sampled, the reaction coordinate is divided, as shown in Figure 3.2, 
into a number of regions (termed windows), which are simulated independently.  The 
region of the reaction coordinate being explored in each window is simulated in the 
presence of a particular biasing potential which is selected to restrain the system to 
sample configurations within a small region of a prescribed value, which is typically 
the centre of the window.  Thus, multiple simulations are performed with different 
biasing umbrella potentials that centre the sampling in overlapping regions along the 
reaction coordinate.  


































Figure 3.2: To determine a PMF, the utilisation of umbrella sampling requires that the 
reaction coordinate is divided into a number of windows.  
 
The biasing potential utilised in umbrella sampling usually takes the form of a simple 









where r is the value of the reaction coordinate, and Ki and ri are, respectively, the 
harmonic force constant and the central location of window i, at which the harmonic 
function, Vi(r), is centred and around which the sampling will be enhanced.  
Consequently, umbrella sampling yields a biased probability distribution of the states 
sampled in each window along the reaction coordinate.  In practice, in simulations 
involving the implementation of umbrella sampling, such distributions of the 
probabilities with which states are visited are obtained via normalisation of 
histograms measuring the frequency with which the states are sampled.  Such 
histograms are essentially arrays of equally sized bins that correspond to increments 
of the reaction coordinate, with the bin size dictated by the requirement for the 
histogram to be discretised so as to achieve satisfactory resolution.  Each bin in a 
histogram contains a number of counts, which represents the number of visits to the 
particular region of the reaction coordinate contained within the bin.  Throughout the 
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simulation, counts are added to the appropriate bins in the histogram either after 
every step, or following a set block of steps of stipulated length.
126
  From the 
probability distributions produced in umbrella sampling simulations, the PMF of 
interest can be obtained using the WHAM technique, which is described in Section 
3.1.2.    
3.1.2 Weighted Histogram Analysis Method 
The PMF for the unbiased system in a given window, )(rW ui , is given by:  
 
B( ) k ln ( ) ( )
u b
i i i iW r T P r V r C      3.4 
 
 
where )(rPbi is the biased probability distribution obtained in window i, Vi(r) is the  
biasing potential applied in window i, and Ci is an unknown constant that represents 
the free energy associated with introducing the bias potential to window i.  In order 
to calculate the complete PMF from the probability distributions obtained along a 
reaction coordinate from a series of windows in which artificial biasing potentials 
have been applied, the effect of the biasing potentials must be eliminated and the data 
from individual windows must be combined.  This can be achieved using the 
constant-temperature WHAM, which is derived in full in the original publication by 
Kumar et al.
117
  The WHAM calculates the unbiased probability distribution as a 
weighted sum over the data extracted from the NW individual windows in which 
umbrella sampling simulations were carried out.  Thus, by utilising the overlap 
between the biased probability distributions determined from umbrella sampling 
simulations in adjacent windows and without discarding any of the data from the 
biased simulations, the WHAM analysis involves calculation of the minimum 
variance estimate of the constants Ci and, by association, the unbiased probability 
distribution, P(r), by iteratively solving Equations 3.5 and 3.6 to self-consistency. 
 


























  3.5 
 
 
B Bexp[ / k ] d exp[ ( ) / k ] ( )i iC T r V r T P r     3.6 
 
 
Ni is the total number of configurations sampled in window i used to construct the 
corresponding biased probability distribution )(rPbi .  After determination of the 
optimal estimate of the unbiased probability distribution, the unbiased PMF can be 
calculated using Equation  3.1.   
 
In the determination of unbiased PMFs by means of umbrella sampling followed by 
WHAM analysis there are a number of considerations relating to the associated 
simulation procedures.  These considerations are outlined in Section 3.2. 
3.2 Simulation Details 
3.2.1 PMF Entity 
For the cobalt succinate system, in which structures are synthesised following the 
reaction between the initial solutes (cobalt ions and succinate ions) in the solvent 
(water), implicit representation of the solvent can be achieved through the use of 
PMFs to represent the effective interaction between these initial solute species. 
However, because the PMF is determined by averaging over all degrees of freedom 
of the solvent and the relative orientations of the solutes, to obtain PMFs that 
adequately describe effective implicit-solvent potentials between the solute ions in 
their entireties would, as a consequence of the aspherical shape of the succinate ion, 
require consideration of a complicated array of solute-solute separation distances and 
approach angles.  This would necessitate the application of the umbrella sampling 
pseudopotential in a number of Ångström and degree increments over the number of 
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windows required to calculate the PMFs.  The computational requirements of this 
would be prohibitive.  Therefore, in order to reduce both the computational and 
human effort involved in the data collection necessary to determine implicit-solvent 
effective interactions between the solute ions, PMFs were calculated individually for 
each pair of atoms from which the solute ions were comprised, over the separation 
distance of interest.  Since all atoms in the solute ions can be represented as spherical 
entities, there is no requirement for consideration of the effects of the angle of 
approach when calculating PMFs between atoms.   
 
The use of pair PMFs to represent the interactions between constituents of molecules 
in self-assembly simulations has been shown to be capable of successfully capturing 
the behaviour of the corresponding explicit-solvent atomistic simulations.  In 
preliminary simulation studies of the self-assembly of the hydrophobic dipeptide 
molecule, diphenylalanine, Villa et al.
127
 found reasonable agreement between all-
atom, explicit-solvent self-assembly simulations and implicit-solvent, coarse-grained 
simulations with the diphenylalanine molecule represented by seven small, 
spherically symmetric molecules corresponding to fragments of the dipeptide and 
with nonbonded interactions between the fragments described by pair PMFs. 
Similarly, for implicit-solvent simulations of the self-assembly of flexible surfactant 
molecules, Shinto et al.
128
 used PMFs between small molecules approximating, 
separately, the hydrophilic and hydrophobic regions of the surfactant molecule to 
describe the effective interactions between molecules and obtained reasonable 
agreement with the equivalent atomistic simulations and with experimental 
measurements of the ionic surfactant molecules in aqueous solution.  However, in 
this work, the effective interactions directing self-assembly take the form of PMFs 
between pairs of atoms in the molecules involved in self-assembly rather than 
between pairs of small molecules representative of regions of the self-assembling 
entities.  The approach employed in this work is likely to allow the incorporation of a 
more detailed representation of the solvent structuring in relation to the individual 
atoms in the solute species.   
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In summary, in this work, so as to ensure computational practicability, the implicit-
solvent approach is based on the calculation of separation-distance-based PMFs 
between the constituent atoms in the solute ions that are involved in self-assembly in 
the cobalt succinate system.  Utilisation of this approach is intended to allow the 
execution of implicit-solvent simulations of the self-assembly process with only the 
solute species explicitly represented, and the solvent-mediated effects included 
implicitly by the pairwise summation of PMFs between the atom constituents of the 
solute species.  The strategy utilised in this work, such that the associated PMFs 
describe the solvent-influenced interaction between pairs of atoms that are 
represented as spherical species, eliminates any requirement for consideration of the 
angles of orientation of the solute species.  This necessitates evaluation of PMFs in 
one dimension only, and minimises the computational expense of the development of 
the PMF-based implicit-solvent method.  In addition to simplifying the PMF-
calculation requirements, the benefit of such an approach is the easy transferability to 
application in simulations representing the synthesis of cobalt succinate materials.  
Such simulations, by necessity, must involve representations of the species formed in 
the reactions between the initial solute ions.  Therefore, an implicit-solvent method 
involving PMFs between pairs of atoms (which are common to both initial solute 
species and the species produced in reactions) can be implemented much more 
straightforwardly than could a method that involved PMFs between pairs of the 
solute species in their entireties.  In order to ensure that the necessary atom-pair 
PMFs were accurately calculated for implementation in the self-assembly 
simulations, as previously described, in this work PMFs were calculated by utilising 
umbrella sampling followed by application of the WHAM formulation.  The steps 
involved in the calculation of a PMF between a pair of atoms are depicted in Figure 
3.3.  
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• The reaction coordinate (the distance separating a pair of 
species) is considered as a series of windows.
• Initial configurations, involving the pair of explicitly solvated 
species separated by a distance corresponding to the 
associated window, are generated for each window.
Initialisation
•Each window is simulated independently under the 
influence of a biasing potential that constrains the pair of 
species.
• Throughout each window simulation, data relating to the 
separation distance between the pair of species are 
collected.
•Each window simulation yields a probability distribution of 
the separation distances sampled between the pair of 
species in explicit solvent when constrained by the biasing 
potential.
Umbrella Sampling
• The probability distributions resulting from all windows 
along the reaction coordinate are combined and the effects 
of the utilised biasing potentials are eliminated.
•An unbiased probability distribution for the extent of the 
reaction coordinate is produced.  
WHAM
Potential of Mean Force
between pair of species.
 
Figure 3.3: Flow chart showing the procedures involved in the calculation of a PMF 
that is accurately represented over all regions of the reaction coordinate.  In this work, 
the species involved in the calculation of PMFs identify as the individual constituent 
atoms of the solute molecules that self-assemble. 
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3.2.2 Electrostatic effects 
In order that the PMFs between the atom constituents of the self-assembling species 
can replicate the interactions between the solute ions, the atoms were modelled using 
parameters identical to those used when the atom existed in the solute-ion 
environment.  Since the atoms in the overall charged solute ions are assigned 
individual charges, the PMFs were calculated between pairs of charged species.  This 
required the evaluation of Coulombic interactions in the calculation of PMFs 
between pairs of atoms.  However, when determining the PMF between a pair of 
atoms with associated charges, selection of a suitable method for treatment of 
electrostatic interactions is fundamental to the accurate computation of the free 
energy profile.  The customary procedures for calculation of the electrostatic 
interactions involve either a truncation method, or the Ewald summation technique.
56
  
Both approaches introduce approximations into the treatment of the system and have 
inherent shortcomings associated with the calculation of a PMF between a pair of 
charged species.  Whilst truncation methods, in which interactions are considered 
only within a sphere of specified cut-off radius, are computationally more efficient 
than Ewald summation, such schemes are liable to introduce errors as a consequence 
of the spherical cut-off even with the incorporation of one of the variety of available 
shifting or switching functions used to modify the Coulomb potential.
129
  However, 
while the summation to infinity of the periodic replicas of the simulated system that 
characterises Ewald summation means that errors associated with truncation are not 
an issue, the order imposed by the periodic boundary conditions can influence the 
accuracy of the calculation of PMFs between charged species because the ions 
between which the PMF is to be determined will be repeated periodically.  As a 
result, the charged atoms between which the PMF is calculated will interact with 
their periodic images,
130
 and the PMF obtained will, therefore, include the effect of 
the periodic copies of the ions in the unit cell.  In addition, for calculation of a PMF 
between species with unlike charges, the evaluation of electrostatic interactions using 
Ewald summation is further complicated because the Ewald sum converges to the 
electrostatic sum only for systems with a vanishing dipole.  Therefore, in the 
calculation of a PMF between a pair of oppositely charged atoms that effect a non-
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vanishing dipole in the simulation cell, the use of Ewald summation is likely to 
introduce artifacts.
131
  Nevertheless, for the calculation of PMFs between charged 
species, both spherical truncation
132, 133
 and Ewald summation 
134, 135
 techniques have 
been employed in the treatment of electrostatic interactions.  In general, despite the 
problems associated with the use of the Ewald summation method to evaluate 
electrostatic interactions in the simulations involved in the determination of PMFs 
between pairs of charged species, where PMFs obtained using the spherical cut-off 
and Ewald techniques have been compared, those calculated via simulations with 
spherical truncation of electrostatic interactions have been shown to be adversely 
influenced by the treatment of electrostatic interactions,
136, 137
 even resulting in 
physically unrealistic behaviour. 
 
In this work, in order to reduce uncertainties, arising from the method of evaluating 
electrostatic interactions, in the accuracy of the PMFs determined, the electrostatic 
interactions were handled using a method developed by Wolf et al.,
74
 who showed 
that artifacts in simulations involving spherical cut-offs are connected to the presence 
of net charges in the truncation spheres, as a consequence of the inclusion of a finite 
number of interactions.  By achieving local neutralisation of charges, the Wolf 
method allows exact calculation of the coulombic interaction.  Whilst the Wolf 
approach to the evaluation of electrostatic interactions has not previously been 
applied in the determination of a PMF between charged species, the suitability of the 
method as a means of calculating Coulombic interactions has been demonstrated for 
the simulation of ions in condensed systems.
138, 139
 
3.2.3 PMF Calculation – Simulation Details 
The PMFs for the approach of solute atoms in solvent were calculated from 
probability distribution functions obtained using Monte Carlo simulations in the 
canonical ensemble with the addition of artificial umbrella sampling potentials.  
Experimentally, Phase A of the cobalt succinates is synthesised at 348 K.  Therefore, 
all umbrella sampling simulations involved in the calculation of PMFs intended for 
application in implicit-solvent simulations of the self-assembly of Phase A were 
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carried out at this temperature.  The accuracy of PMFs determined using umbrella 
sampling and WHAM calculations is influenced by both the overlap of the windows 
in which biasing potentials are applied, and the sampling within the windows, as a 
consequence of the impact of such features of the simulated windows on the 
convergence of the PMF.  The characteristics of the windows are controlled by 
interplay of the number of windows simulated, the force constants applied, and the 
number of steps simulated.  In the simulation of a particular window, the magnitude 
of the force constant dictates the proportion of the configurations sampled which 
exist within the bounds of the window, and, consequently, the amount of sampling 
outside the window, which constitutes the overlap with adjacent windows exploited 
when optimally combining windows in the implementation of the WHAM algorithm.  
The number of steps simulated is crucial to the accuracy of the PMF since the range 
of the reaction coordinate examined in a given window must be adequately sampled 




 PMFs calculated between ions have been found to display 
minimal solvent effects and, accordingly, a relatively smooth profile beyond 
approximately 8.0 Å.  In this work, separation distances were examined through the 
application of window sampling potentials starting between 1.0 Å and 2.0 Å, 
depending on the nature of the atom, and extending to 12.0 Å.  This maximum 
separation distance was employed to make certain that all pertinent features were 
included in the PMFs.  For all pairs of atoms, a window dimension of 0.1 Å was 
employed in the calculation of the PMF as a function of the distance separating the 
atoms.  Following the suggestion by Wang et al.
143
 that, for optimal application of 
the WHAM equations, approximately 30 % of the configurations sampled in each 




 was used for the majority of umbrella sampling simulations.  Where necessary, to 
ensure that the sampling was sufficiently confined to the locality of a particular 
window, higher force constants were utilised.   
 
The use of narrow windows and the corresponding magnitude of the force constants 
applied were dictated by the requirement to minimise the number of steps required in 
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each umbrella sampling simulation; wider windows would necessitate the use of 
lower force constants and demand a greater number of steps to adequately sample the 
region of the reaction coordinate contained within the window.  To ensure 
satisfactory sampling of the reaction coordinate, each window was simulated in the 
presence of the umbrella biasing potential for 300×10
6
 steps, with distribution data 
collected every step.  All simulations were carried out in a periodic cubic box with 
dimensions of 25 Å and containing explicitly represented water molecules in an 
amount corresponding to the experimental water density at the temperature studied.  
In the simulation of a particular window, solute atoms were initially placed in an 
equilibrated box of water such that the solutes were positioned centrally and 
separated by a distance equivalent to that at which the harmonic function used as the 
artificial biasing potential in the window is a minimum.  The explicit water 
molecules in the simulation cell were represented using the TIP3P model,
94
 which is 
suitable for use in conjunction with the utilised solute representations.
95
  Use of the 
TIP3P model, which is a three-site representation of water, is associated with a lower 
computational cost than alternative water models involving higher numbers of 
interaction sites.     
 
The potential parameters for the atoms in the solute ions and the solvent molecule 
were as shown in Table 3.1, and the cross-species interaction parameters were 
determined using the Lorentz-Berthelot mixing rules.  The van der Waals 
interactions were expressed using the Lennard-Jones potential and, as previously 
described, electrostatic interactions were handled by means of the Wolf method.  
Both van der Waals and electrostatic interactions were cut-off at 12.0 Å.  This 
distance corresponds to the maximum separation distance for which PMFs were 
calculated.  Furthermore, since electrostatic interactions have been observed to be 
effectively short-ranged in condensed phase systems,
144
 at this cut-off distance the 
interaction energies are expected to be negligible.   
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Table 3.1: Parameters for atoms in solute ions and solvent molecule.  OW and HW 
represent, respectively, the oxygen and the hydrogen atoms in the water molecules. 
Atom σ (Å) ε (K) q (eu) Ref. 
Cobalt ion     
Co 2.186 14.392 +2.000 
93
 
Succinate ion     
O 2.960 105.676 -0.800 
87
 
C 3.750 52.838 +0.700 
87
 
CH2 3.905 59.380 -0.100 
87, 90
 
TIP3P Water      
OW 3.151 76.526 -0.834 
94
 




The umbrella sampling simulations were performed using a modified version of the 
multipurpose simulation code, Music,
96
 whereas the WHAM analysis was performed 
using a program developed by the writer of this thesis.  To further ensure the 
accuracy of the calculated PMFs, particular consideration was given to the 
convergence of the WHAM equations.  Generally, solution of the WHAM equations 
is accepted as the point where the sum of the free energy constants is converged to a 
specified tolerance.  However, this does not guarantee an equivalent convergence in 
the PMF because additional iteration of the coupled WHAM equations can effect 
changes of many kJ/mol in the PMF values.  Thus, in this work, following the 
approach of Allen et al.,
145
 full convergence of the unbiased PMF was judged to be 
attained only when every data point on the PMF satisfied the criterion of being 
converged to within 0.001 kcal/mol over 100 iterations.  The WHAM calculations 
produce a smooth PMF profile with an uncertain baseline level.  Thus, the PMFs 
obtained between pairs of atoms were shifted, in accordance with the practice 
adopted by Madhusoodanan and Tembe,
146
 to coincide with the macroscopic 
coulombic potential at the maximum separation distance examined.   
 
Errors in the PMFs were calculated using bootstrap analysis,
147
 a resampling 
technique through which the reliability of a set of data can be evaluated.  The use of 
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bootstrapping for the determination of errors associated with PMFs obtained using 
the WHAM algorithm has previously been implemented, and described in detail for 
calculation of PMFs obtained using the WHAM algorithm, by Hub et al.
148
  
Bootstrapping involves the generation of hypothetical probability distributions 
through random sampling of the data sets resulting from window simulations.  The 
statistical uncertainty in the calculated PMF is determined through comparison of 
PMFs calculated from the hypothetical probability distributions.  However, as a 
means of assessing the accuracy of the calculated PMFs, bootstrapping calculates 
only the statistical errors in the data sampled and cannot yield the extent of the 
uncertainty associated with the correlation between the specific region of the reaction 
coordinate that was intended to be sampled in a given window simulation and the 
actual location of the data represented in the sampled probability distribution. 
3.3 Atom pair potentials of mean force  
PMFs were calculated between all possible pairs of atoms belonging to the two 
solute ions using the method outlined previously.  The positions of the atoms within 
the respective solute ions are illustrated in Figure 3.4.  The PMFs obtained between 
the different pairs of atoms show distinct differences, which can be related to the 

















Figure 3.4: The atoms, of which PMFs are calculated between all possible pairs, are 
illustrated in relation to the solute species, where (a) shows the succinate ion, and (b) 
shows the cobalt ion.    
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As shown in Figure 3.5, the PMF between a pair of carbon atoms, as present in the 
succinate ion, is positive and therefore repulsive for all separation distances.  This 
results from the repulsive nature of the coulombic attraction between the like-
charged carbon atoms.  The relatively featureless nature of the carbon-carbon PMF is 
a consequence of the hydrophobic nature of the carbon atom such that the water 
ordering has little impact on the relative positions of the carbon atoms.  As 
demonstrated in Figure 3.5, the errors in the carbon-carbon PMF, calculated via 
bootstrap analysis method, are minimal to the extent that only the lines representing 
the upper and lower bounds of the error bars are visible.  Since the errors in all of the 
PMFs calculated between pairs of atoms are of similar magnitude no error bars are 
displayed on subsequent representations of PMFs.   
 
 
Figure 3.5: The potential of mean force between a pair of the carbon atoms in the 
succinate ion at 348 K, with error bars shown.  
 
The PMF between the carbon atom and the methylene united atom in the succinate 
ion is shown in Figure 3.6.  The distinct peaks and troughs apparent are characteristic 
of a PMF between a pair of oppositely charged species.  The trough in the PMF at a 
separation distance of approximately 3.7 Å represents the contact distance (i.e., the 
distance at which the atoms are in direct contact with one another and, thus, no 
solvent exists between the atoms).  The minimum in the PMF at approximately 6.6 Å 
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corresponds to the solvent-shared distance, at which the carbon and methylene 
species are separated by a single layer of solvent.  The maximum between the contact 
distance and the solvent-shared distance at approximately 5.3 Å signifies the 
separation distance at the centre of the transition state between the two minima.
142
   
 
 
Figure 3.6: The potential of mean force between the carbon atom and the methylene 
united atom in the succinate ion at 348 K.   
 
The PMF between the carbon atom in the succinate ion and the cobalt ion is shown 
in Figure 3.7.  As with the carbon-carbon PMF shown in Figure 3.5, this PMF is 
positive for all values of separation distance, again reflecting the repulsive nature of 
the coulombic charge between the atoms.  In comparison with the carbon-carbon 
PMF, the higher values of the carbon-cobalt PMF at shorter separation distances are 
a consequence of the greater charge on the cobalt ion.  That the carbon-cobalt PMF is 
almost constant beyond approximately 7.5 Å demonstrates the negligible influence of 
the solvent ordering, at greater separation distances, on this pair of species. 
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Figure 3.7: The potential of mean force between the carbon atom in the succinate ion 
and the cobalt ion at 348 K.  
 
The PMF between the carbon atom in the succinate ion and the oxygen atom in the 
succinate ion is shown in Figure 3.8.  As with the carbon-methylene PMF there is a 
clearly defined contact minimum, which, for the carbon-oxygen pair, occurs at a 
separation distance of approximately 3.1 Å.  However, for the carbon-oxygen PMF, 
the solvent-shared minimum, at approximately 5.5 Å, is less distinct than that 
apparent for the C-CH2 pair.  That the solvent-shared minimum is less pronounced 
reflects both the hydrophobic nature of the carbon atom and the influence of the 
oxygen atom on the ordering of the solvent, whereby the water molecules arrange 
themselves with hydrogen atoms directed towards the oxygen solute atom.  When the 
carbon and oxygen atoms are separated by distances greater than that at which there 
is a layer of solvent between the species, the oxygen atom will be surrounded by 
water molecules, from which the carbon atom is repelled.  Therefore, beyond the 
distance corresponding to the second minimum in the C-O PMF, there are no 
configurations which are appreciably more or less favourable, with the effect that the 
second minimum is not especially well defined.  
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Figure 3.8: The potential of mean force between the carbon atom and the oxygen atom 
in the succinate ion at 348 K.  
 
 
Figure 3.9: The potential of mean force between a pair of the methylene united atoms 
belonging to the succinate ion at 348 K. 
 
The PMF for a pair of methylene united atom groups from the succinate ion is shown 
in Figure 3.9.  In contrast with the other PMFs between like-charged atoms, the PMF 
for the CH2-CH2 united atom pair shows a distinct minimum at approximately 3.9 Å.  
This reflects the lower influence of the repulsive coulombic potential as a 
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consequence of the smaller magnitude of the charge on the methylene united atom.  
Therefore, the LJ interactions are more influential in the PMF calculation between 
the pair of methylene united atoms than for pairs of atoms with higher like-charges.  
The short-ranged nature of the CH2-CH2 PMF, such that there is little variation in the 
PMF beyond 6.5 Å, is also a consequence of the low charge on methylene because 
the electrostatic interactions between the methylene united-atoms are easily screened 
by the solvent molecules. 
 
 
Figure 3.10: The potential of mean force between the methylene united atom in the 
succinate ion and the cobalt ion at 348 K.  
 
The PMF between the methylene united atom in the succinate ion and the cobalt ion 
is shown in Figure 3.10, which demonstrates that there is minimal variation in the 
PMF with separation distance for the CH2-Co pair.  This results from the fact that the 
species are relatively weakly interacting.  Nevertheless, since CH2 and Co are 
oppositely-charged, the coulombic interaction between the species is attractive in 
nature.  Therefore, beyond the combined LJ sigma parameter value (σCH2-Co   = 3.046 
Å), both the coulombic and non-coulombic interactions effect an attraction between 
CH2 and Co.  Despite this, the PMF between CH2 and Co shows that the species 
repel each other for separation distances less than approximately 4.7 Å, a distance 
which exceeds even that at which the LJ minimum occurs (3.418 Å).  This is likely 
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to be a consequence of the proclivity of the cobalt to form an octahedral complex 
with six coordinated water molecules because the work required to supplant these 
solvent molecules exceeds that which can be gained by the methylene united atom 





The PMF between the methylene united atom in the succinate ion and the oxygen 
atom in the succinate ion is shown in Figure 3.11.  Despite the relatively strong 
attractive (beyond 3.43 Å) non-coulombic interaction between methylene and 
oxygen, the CH2-O PMF shows that the repulsive electrostatic interaction arising 
from the like-charges of the species is dominant, and produces a gradual 
diminishment in the PMF values between approximately 3.3 Å and 6 Å. 
 
 
Figure 3.11: The potential of mean force between the methylene united atom and the 
oxygen atom in the succinate ion at 348 K.  
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Figure 3.12: The potential of mean force between two cobalt ions at 348 K. 
 
The PMF between two cobalt ions is shown in Figure 3.12.  The characteristics of the 
Co-Co PMF are primarily related to the tendency for the cobalt ion to surround itself 
with six water molecules in an octahedral configuration.  Configurations 
representative of those sampled in four different window simulations along the 
reaction coordinate are shown in Figure 3.13.  The arrangement of the cobalt pair and 
coordinating water molecules shown in Figure 3.13a was sampled in the simulation 
of the window in which the biasing potential applied was used to constrain the 
sampling close to 2.0 Å.  Because of the proximity of the cobalt ions, in order that 
both ions have a full complement of coordinating water molecules, two water 
molecules must be coordinated in cooperation between the ions.  The obligation to 
share two water molecules presents great difficulties to the cobalt ions with respect to 
the preservation of the octahedral arrangement of water molecules.  Therefore, this 
configuration is extremely unfavourable and, as a consequence, is a very high-energy 
state, as shown in Figure 3.12.   
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Figure 3.13: Configurations representative of those sampled when a biasing potential is 
applied to constrain the Co-Co pair at: (a) 2.0 Å; (b) 3.0 Å; (c) 5.0 Å; (d) 7.0 Å.  Spheres 
are not representative of atom size. (Co, pink; O, red; H, white).  Dashed lines show the 
arrangement of the water molecules coordinating the cobalt ions. 
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The configuration shown in Figure 3.13b is typical of those sampled when a biasing 
potential constraining the pair of cobalt ions at a separation of 3.0 Å is applied.  With 
a greater distance separating the cobalt ions, only one water molecule must be shared 
between the cobalt ions to satisfy the requirement that the cobalt ions are both 
coordinated to six water molecules.  One mutual water molecule represents a lesser 
problem for the maintenance of the octahedral arrangement of the water molecules 
coordinating the cobalt ions but is nevertheless impedimental, with the result that, at 
a separation distance of 3.0 Å, the configurations sampled are high-energy states.  
Typical of the configurations sampled when a pair of water-coordinated cobalt ions 
is constrained at a separation distance of 5.0 Å, the arrangement shown in Figure 
3.13c demonstrates that, at this separation distance, the cobalt ions are sufficiently far 
apart that both ions can coordinate six respective water molecules.  Consequently, as 
shown in Figure 3.12, at a separation distance of 5.0 Å, the configurations sampled 
are much more favourable and represent much lower-energy states.  However, the 
proximity of the cobalt ions is such that there remains some hindrance to the 
formation of perfectly octahedral arrangements of cobalt and water because the water 
molecules coordinated to one cobalt ion will impact upon the arrangement of the 
water molecules surrounding the other cobalt ion.  With greater distance between the 
cobalt ions, the configuration shown in Figure 3.13d, which is characteristic of those 
sampled when the cobalt-cobalt distance was constrained at 7.0 Å, demonstrates that 
the water molecules surrounding one cobalt ion have less bearing on the arrangement 
of the water molecules coordinated to the opposing cobalt in the pair.  Therefore, 
when separated by a distance of 7.0 Å, the cobalt ions are able to adopt much more 
favourable configurations and, correspondingly, represent comparatively low-energy 
states, as shown in Figure 3.12. 
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Figure 3.14: The potential of mean force between the cobalt ion and the oxygen atom in 
the succinate ion at 348 K. 
 
The PMF between the cobalt ion and the oxygen atom in the succinate ion is shown 
in Figure 3.14.  The PMF between Co and O is influenced both by the tendency for 
Co to coordinate water molecules in an octahedral configuration and by the ability of 
the oxygen atom to influence the ordering of the solvent molecules.  The deep 
minimum, at approximately 1.9 Å, in the Co-O PMF indicates the contact distance 
for Co and O.  The depth of the minimum reflects that the ‘contact’ configuration is 
highly favourable, as a consequence of the large opposing charges of the species, 
which are, therefore, strongly attracted.  The configuration shown in Figure 3.15a, is 
representative of those sampled in the simulation of a window biased to sample 
separation distances close to 1.9 Å.  This configuration demonstrates that, at the 
contact-separation distance, the solute oxygen atom constitutes one of the six oxygen 
atoms coordinated to the cobalt in order to fulfil the requirement for an octahedral 
configuration, where, otherwise, oxygen atoms are constituents of the solvent water 
molecules.   
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Figure 3.15: Configurations representative of those sampled when a biasing potential is 
applied to constrain the Co-O pair at: (a) 1.9 Å; (b) 2.8 Å; (c) 4.1 Å; (d) 5.2 Å; (e) 6.3 Å.  
Spheres are not representative of atom size. (Co, pink; O (solute), dark red; O 
(solvent), red; H, white).  Black dashed lines show the arrangement of the solvent water 
molecules surrounding the Co and O solutes and the orange dashed line represents that 
the solute O is coordinated to Co. 
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The peak, at approximately 2.8 Å, in the PMF between Co and O represents the 
transition between the contact distance and the solvent-shared minimum, which is 
apparent at approximately 4.1 Å.  The configuration shown in Figure 3.15b is typical 
of those sampled when cobalt and oxygen are constrained at a separation distance of 
2.8 Å.  At this separation distance the gap between the cobalt and oxygen species is 
such that two of the water molecules coordinated to the cobalt are associated in the 
ordering of the water molecules surrounding the oxygen atom.  Because of the 
combined influence, on the nearby solvent molecules, of the cobalt and oxygen at 
such proximity, this configuration is particularly unfavourable and represents a very 
high-energy state in the Co-O PMF.  Figure 3.15c exemplifies a configuration 
representative of those sampled when the cobalt-oxygen pair is constrained at a 
separation of 4.1 Å.  In this arrangement only one of the water molecules coordinated 
to the cobalt is directly involved in the ordering of the first layer of solvent 
surrounding the oxygen atom.  Therefore, at a separation distance of 4.1 Å, the cobalt 
and oxygen are sufficiently far apart that the water molecule in question can adopt a 
position, with respect to both the cobalt and oxygen species and the other solvent 
molecules, whereby the configuration represents a relatively low-energy state, as 
shown in Figure 3.14.  The minimum in the Co-O PMF at a separation distance of 
approximately 6.3 Å represents the solvent-separated minimum and signifies the 
distance at which the cobalt and oxygen species are both surrounded by an 
individual, intact layer of solvent.  As shown in the configuration displayed in Figure 
3.15e, which is characteristic of the arrangements sampled in the simulation of the 
window in which a harmonic function is applied to constrain the distance between 
Co and O close to 6.3 Å, both cobalt and oxygen are surrounded by water molecules.  
At this separation distance, the water molecules constituting the shells of solvent 
surrounding Co and O can position themselves so as to have little impact on one 
another and the resulting configuration is relatively low-energy.  In contrast, the 
configuration typical of those sampled in a window simulation involving the 
application of a constraint distance of 5.2 Å, as shown in Figure 3.15d, demonstrates 
that, at a shorter separation distance, the water molecules involved in the layer of 
solvent surrounding one solute species have an influence on the water molecules 
contained in the shell of solvent encasing the other solute.  Therefore, as shown in 
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Figure 3.14, configurations in which cobalt and oxygen are separated by 5.2 Å are 
less favourable and represent higher-energy states than those in which the Co-O 
separation distance is 6.3 Å.  
 
 
Figure 3.16: The potential of mean force between a pair of the oxygen atoms belonging 
to the succinate ion at 348 K. 
 
The PMF between a pair of the oxygen atoms from the succinate ion is shown in 
Figure 3.16.  The O-O PMF is largely influenced by the effect of the oxygen atom on 
the ordering of the water molecules.  As illustrated in Figure 3.16, the oxygen-
oxygen PMF shows a minimum at a separation distance of approximately 4.0 Å.  A 
representative configuration of the pair of oxygen atoms constrained at a separation 
distance of 4.0 Å is shown in Figure 3.17a.  This arrangement demonstrates that, at 
such an oxygen-oxygen separation, of the water molecules involved in the 
arrangement of the layers of solvent surrounding the oxygen atoms, two water 
molecules are positioned such that they are constituents of the solvation shells of 
both oxygen atoms.  These two water molecules effectively bridge, and therefore 
stabilise, the oxygen pair to form a favourable configuration.   
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Figure 3.17: Configurations representative of those sampled when a biasing potential is 
applied to constrain the O-O pair at: (a) 4.0 Å; (b) 5.2 Å; (c) 6.5 Å.  Spheres are not 
representative of atom size. (O (solute), dark red; O (solvent), red; H, white).  Dashed 
lines show the arrangement of the water molecules surrounding the oxygen solute 
atoms. 
 
Beyond the minimum in the oxygen-oxygen PMF, all separation distances are 
associated with positive PMF values.  This reflects the repulsion between the like-
charged oxygen atoms.  Within the repulsive region of the O-O PMF, the peak at a 
separation distance of approximately 5.2 Å indicates that when the oxygen atoms are 
separated by this distance, the resulting configurations are particularly unfavourable.  
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As demonstrated in the configuration shown in Figure 3.17b, which is typical of 
those sampled when the oxygen atoms are constrained at a distance of 5.2 Å, at this 
separation distance only one solvent molecule is involved in the primary solvation 
shells of both oxygen atoms.  However, at an oxygen-oxygen separation distance of 
5.2 Å, for a water molecule to be jointly associated with the solvation shells of both 
oxygen atoms, the water molecule must be positioned a non-optimal distance from 
the oxygen atoms, with the result that the configuration is a relatively high-energy 
state.  When separated by a greater distance, the oxygen atoms have individual 
solvation shells that do not impact on each other, as illustrated in Figure 3.17c, which 
shows a configuration representative of those sampled when the distance between the 
oxygen atoms was constrained at 6.5 Å.  Thus, configurations involving a pair of 
oxygen atoms separated by a distance of 6.5 Å are more favourable and represent a 
lower-energy state, with the effect that there is a minimum in the O-O PMF at 6.5 Å, 
corresponding to the solvent-separated minimum. 
3.4 Validation of methods implemented 
That all of the PMFs calculated between pairs of the atoms involved in the succinate 
and cobalt ions have relatively smooth profiles and tend to constant values at 
distances less than the maximum distance at which the PMF was determined 
indicates that the outlined method for obtaining PMFs between pairs of ions yields 
accurate results.  Nevertheless, for further validation of the implementation of the 
methods, the influence of the cut-off distance was examined through comparison 
with a PMF calculated using a longer cut-off distance.  Since the features of the Co-
O PMF were most distinct, the effect of the implementation of a longer cut-off 
distance was assessed for the cobalt-oxygen pair.  Effective analysis of the influence 
of the cut-off distance required that the influence of an appreciably greater cut-off 
distance was examined.  This necessitated the use of a larger unit cell so that the cut-
off distance was not greater than half of the length of the unit cell.  Therefore, the 
Co-O PMF calculated in a cubic unit cell with dimensions of 25 Å and using a 12.0 
Å cut-off distance was compared with the equivalent PMF determined using 
simulations performed in a cubic unit cell with dimensions of 30 Å, with interactions 
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cut-off at 14.0 Å.  As shown in Figure 3.18, for completeness, the aforementioned 
PMFs were assessed alongside the cobalt-oxygen PMF obtained in simulations 
carried out in a cubic unit cell with dimensions of 30 Å, where the evaluation of 
interaction potentials involved the application of a 12.0 Å cut-off distance. 
 
 
Figure 3.18: Evaluation of the influence of cut-off distance on the Co-O potential of 
mean force at 348 K. 
 
As shown in Figure 3.18, at longer separation distances, the Co-O PMF calculated 
using a 14.0 Å cut-off distance is virtually identical to that obtained using the shorter 
cut-off.  Therefore, the use of a 12.0 Å cut-off distance for the evaluation of 
interaction potentials is adequate for the calculation of PMFs.  The differences in the 
PMF values at the Co-O contact distance at a separation distance of 1.9 Å are a 
consequence of the favourableness of this configuration.  Due to the propensity of 
the cobalt-oxygen pair to exist in the contact configuration, there is some difficulty 
associated with accurately sampling the less favourable configurations that involve 
the cobalt-oxygen pair separated by distances marginally shorter or longer than the 
contact distance.  Therefore, there is a greater degree of uncertainty associated with 
the PMF values at distances close to the contact distance than the PMF values at 
other regions of the reaction coordinate.  However, the extent of the disparity, shown 
in Figure 3.18, in the different PMF values at the contact distance is not of sufficient 
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magnitude as to be significant in comparison with the actual value of the PMF at this 
distance. 
 
In addition, in all simulations involved in the calculation of the PMFs between the 
pairs of the constituents of the succinate and cobalt ions, the solvent molecules were 
represented by the TIP3P model for water.  This water model was employed in the 
derivation of the potential parameters for the cobalt ion.
93
  However, the parameters 
for the atoms involved in the succinate ion
87, 90
 were obtained in conjunction with the 
TIP4P
94
 representation of the water molecule.  Nevertheless, since the two different 
water models generate results of sufficient resemblance as to be considered virtually 
transposable,
95
 the use of the TIP3P model was thought to represent an acceptable 
approximation.  In order to confirm this, the O-O PMF obtained using the TIP3P 
water model was compared with the equivalent PMF determined with the solvent 
represented using the TIP4P description, as shown in Figure 3.19.  This comparison 
was effected for the oxygen-oxygen pair since, of the atoms in the succinate ion, the 
oxygen atom is the most influenced by the solvent. 
 
 
Figure 3.19: Comparison of the oxygen-oxygen PMFs calculated using, respectively, the 
TIP3P and TIP4P water models. 
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As shown in Figure 3.19, with water molecules described using the TIP4P model (the 
parameters for which are shown in Table 3.2), the solvent-separated minimum is 
slightly less favourable than the corresponding configuration involving solvent 
molecules represented using the TIP3P parameters.  Thus, the use of the four-site 
TIP4P water model produces only a small difference, at short separation distances, in 
the O-O PMF, as compared with the use of the TIP3P representation.  Furthermore, 
the locations of the maxima and minima are not influenced by the solvent 
representation method, indicating that the use of the TIP3P model is a reasonable 
approximation. 
 
Table 3.2: TIP4P water parameters.
94
 M represents a dummy atom in the water model. 
Atom σ (Å) ε (K) q (eu) 
TIP4P Water     
OW 3.154 78.009 0.000 
HW 0.000 0.000 +0.520 
M 0.000 0.000 -1.040 
 
As described in Section 3.2.2, there is much question relating to the appropriateness 
of the usage of particular methods of evaluating electrostatic interactions with respect 
to the calculation of PMFs between species of ionic character.  The effects of the 
different approaches to the calculation of electrostatic interactions are examined in 
Section 3.5.   
3.5 Consideration of electrostatic interactions treatment 
In studying different treatments of electrostatic interaction in relation to the 
calculation of PMFs, a comparison was effected of the cobalt-oxygen PMFs obtained 
using a number of techniques for the representation of electrostatic interactions.  
Thus, as shown in Figure 3.20, the Co-O PMF calculated from simulations involving 
electrostatic interactions handled using the Wolf method was compared with the 
corresponding PMFs determined in simulations in which electrostatic interactions 
were evaluated using Ewald summation and a spherical truncation method.  The 
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spherical truncation method applied involved truncating the interaction and shifting 
to zero at the cut-off distance.  At low separation distances, all of the evaluated PMFs 
are concurrent on the locations of the maxima and minima, with only small 
differences in the PMF values at the distances at which these features are apparent.  
At large separation distances, there are only marginal differences between the PMFs 
obtained using the Wolf method and those calculated with electrostatic interactions 
handled using the Ewald technique.  However, the PMF obtained using spherical 
truncation shows significant undulations and does not converge to a constant value at 
large separation distances.  Therefore, with respect to the calculation of a PMF 
between charged species, Figure 3.20 indicates that the Wolf and Ewald approaches 
give very similar results, which differ from the results of the spherical truncation 
method.  Whilst this comparison cannot provide a definite indication of the accuracy 
or otherwise of the Wolf approach employed in this work, the fact that there is need 
for careful consideration of the method of evaluating electrostatic interactions is 
clear.   
 
 
Figure 3.20: Evaluation of the influence, on the cobalt-oxygen potential of mean force 
at 348 K, of different methods of calculating electrostatic interactions. 
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3.6 Summary 
To enable the development of a computationally practicable means of simulating the 
synthesis of MOFs an implicit-solvent technique has been formulated.  A PMF 
approach was employed to allow MOF-synthesis simulations to be carried out 
without the explicit representation of solvent molecules.  In utilising the cobalt 
succinate materials as a test system such that the implicit-solvent method was 
required to represent the interactions between succinate and cobalt ions, PMFs were 
calculated between all pairs of the constituent atoms.  These PMFs are presented and 
the forms of the profiles are discussed.  All of the calculated PMFs are reinforced by 
physically reasonable explanations for the features and characteristics displayed, 
indicating that the outlined method can be employed to obtain accurate PMFs 
between species of ionic nature.  The smoothness of the PMF profiles indicates that 
all regions of the reaction coordinate were sufficiently well sampled and 
demonstrates that the bin size employed was appropriate to ensure convergence.  The 
adequacy of the sampling of the reaction coordinates in the calculation of PMFs was 
further exhibited by the near negligibility of the errors in the PMFs, which indicates 
that the errors in the probability distributions sampled are minimal.   
 
The suitability of the method used to calculate the PMFs between the charged species 
was additionally demonstrated through investigation of the influence of certain 
parameters.  In conjunction with the illustration of the negligible impact of the 
application, with respect to the calculation of interaction potentials, of a longer cut-
off distance, the fact that the PMFs determined tend to constant values at higher 
separation distances shows that the distance at which interaction potentials were cut-
off was suitable.  Comparison of PMFs determined using TIP3P and TIP4P water 
representations indicates that the explicit solvent molecules can be reasonably 


















The successful implementation of an implicit-solvent method requires that the 
technique can reasonably accurately replicate the explicit-solvent behaviour.  In 
Chapter 3, details are given of a potential-of-mean-force approach to the implicit 
representation of the solvent in a system that undergoes self-assembly.  Before the 
approach described can be applied in MOF-synthesis simulations involving an 
implicit representation of the solvent, the capabilities of the method must be 
assessed.  
 
In implicit-solvent simulations involving PMFs calculated between all possible pairs 
of the constituents of the solutes there are a number of potential sources from which 
might arise inconsistencies with the corresponding explicit-solvent simulations.  
PMFs calculated between individual atoms represent the implicit-solvent potential 
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between the atoms in infinite dilution and, therefore, do not take into account the 
other atoms that exist within the solute species.  Thus, there is a possibility that, in 
simulations of only the fully solvated constituent-pair, as involved in the calculation 
of a PMF, the favourabilities of respective configurations sampled might not, as a 
consequence of steric hindrance or bonding interactions, correspond to those that 
result when the corresponding atoms exist within the molecular environment.  In 
addition, accurate determination of the interactions between the solute species by 
pairwise summation of the PMFs is dependent on the suitability of the approximation 
that, in the calculation of interactions, the constituent PMFs are additive.  A further 
lack of consistency is that in implicit-solvent simulations the solute species are 
present at higher concentrations than in the simulations from which PMF data were 
obtained.  Therefore, the infinite-dilution, pairwise PMFs might not adequately 
reflect the interactions.  Thus, the approach of determining the effective interactions 
between the atom constituents of the solute species does not necessarily result in 
potentials with the capability to reproduce the interactions and the associated 
behaviour observed in an explicit-solvent simulation.  There is merit, therefore, in 
evaluating, in relation to the implicit-solvent method developed in this work, any 
impact such possible inconsistencies might have.  This can be achieved through 
comparison of the functioning of the implicit-solvent method with the performance 
of the employed explicit-solvent approach, which, as described in Chapter 2, is based 
on the use of well-founded molecular potentials.   
4.1 Evaluation of explicit-solvent and implicit-solvent 
representations  
To establish the suitability of the obtained PMFs for representing the potentials 
between the initial reactants in the cobalt succinate system (i.e. the succinate ion and 
the cobalt ion), explicit-solvent and implicit-solvent representations were compared 
for each respective pair of the ions to determine whether representative 
configurational sampling is reproduced using pairwise PMFs.  However, the 
incentive for the development of an implicit-solvent method – that the explicit-
solvent simulations are unfeasibly long – also impinges on this comparison, since 
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thorough evaluation of the configurations sampled with the solvent modelled 
explicitly would require extensive simulation.  Therefore, in order to obtain the 
correct configurational sampling in the explicit-solvent simulations within a 
reasonable time-scale, constraining, harmonic potentials were imposed to restrict the 
sampling close to a specified separation distance.  Thus, for explicit-solvent and 
implicit-solvent simulations, the application of equivalent harmonic potentials 
between pairs of ions allowed comparison, of the distributions of the distances 
separating the ions, and enabled evaluation of any differences, arising from the 
method of solvent representation, in the configurations sampled.   
 
For both explicit-solvent and implicit-solvent cases, data relating to the 
configurations sampled were collected using MC simulations in the canonical 
ensemble,
56
 which is described in Chapter 2, with the positions of the species 
involved in the simulation altering by displacement and, where appropriate, 
rotational moves.  In the implicit-solvent sampling simulations, interactions between 
the ions were determined by pairwise summation of the PMFs between the 
constituent atoms.  For consistency, the methods employed in the explicit-solvent 
sampling simulations corresponded to those implemented in the simulations 
employed in the determination of the PMFs and, thus, van der Waals interactions 
between species were represented using the LJ potential and electrostatic interactions 
were treated using the Wolf
74
 method.  The initial configuration for the explicit-
solvent simulation was generated by immersing the pair of ions of interest in a box of 
equilibrated water molecules with a density corresponding to the experimental water 
density at the temperature at which both the implicit-solvent and explicit-solvent 
sampling simulations were carried out.  The temperature corresponded to that at 
which the PMFs utilised in the implicit-solvent simulation were obtained (348 K).   
 
The ions were initially positioned centrally in the simulation box so as to be 
separated by a distance equivalent to the minimum in the constraining potential.  
Thus, the starting configurations for equivalent explicit-solvent and implicit-solvent 
sampling simulations contained the ions in identical relative positions.  This is 
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illustrated in Figure 4.1, which also demonstrates the action of the constraining, 
harmonic potential between the solutes.   
 
 
Figure 4.1: Representative initial configurations in (a) explicit-solvent, and (b) implicit-
solvent sampling simulations.  In these images, the red spheres represent the solute 
species, the grey spheres represent the solvent molecules, and the double-headed arrow 
reflects the action of the constraining potential.  
 
The magnitude of the constraining potential, as imposed by the value of the force 
constant in the harmonic function constraining the ions, dictates the extent to which 
the ions can separate, and influences the number of simulation steps required to 
obtain the final distribution of separation distances between the ions in the 
configurations sampled.  Therefore, so as to avoid the need to undertake extremely 
lengthy explicit-solvent sampling simulations, a series of sampling simulations 
involving decreasing values of force constant were performed.  This ensured 
determination of the lowest force constant for which the explicit-solvent sampling 
simulations could be carried out within a reasonable time-frame.  The use of this 
lowest practicable force constant allowed the comparison of the explicit-solvent and 
implicit-solvent methods by means of distributions of separation distance resulting 
from sampling simulations least influenced by constraining potentials.  These 
distributions of the separation distances between specified locations on both 
members of a given pair of ions were determined by accumulating data from each 
step of a simulation in which possible configurations were sampled.  The probability 
density distributions employed as a means of comparing the behaviour of the ion 
pairs in explicit-solvent and implicit-solvent representations were determined by 
examining the convergence of the distributions produced as the sampling simulation 
progressed.  For both implicit-solvent and explicit-solvent sampling simulations the 
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final distributions were taken as those that were unchanged by the inclusion of more 
steps.  The explicit-solvent and implicit-solvent configurational sampling of all 
possible pairs of the solute ions involved in the cobalt succinate system is evaluated 
in Section 4.2.    
4.2 Configurational sampling of pairs of solute ions 
4.2.1 Cobalt-cobalt configurational sampling 
The comparison of the explicit-solvent and implicit-solvent representations for the 
cobalt-cobalt ion pair is effectively an assessment of the accuracy of the Co-Co PMF.  
To examine the range of separation distances included in the PMF, for the cobalt-
cobalt pair, the explicit-solvent and implicit-solvent representations were compared 
by determining distributions of the distances separating two Co
2+
 ions constrained so 
as to be located at separation distances close to 3, 5, 7 and 9 Å. 
 
Comparisons of the probability density distributions resulting from explicit-solvent 
and implicit-solvent sampling simulations involving cobalt ions constrained at a 





shown in Figure 4.2, and the Co-Co PMF is given in Figure 4.3.  With a force 




, in the explicit-solvent sampling simulation, 
configurations are sampled in which the cobalt ions are separated by distances 





separation distances between the cobalt ions in the sampled configurations range, 
respectively, from 4.1 to 5.2 Å and from 4.8 to 6.5 Å.  The differences in the ranges 
of separation distances sampled are a consequence of both the steep negative 
gradient and the strongly repulsive nature of the Co-Co PMF at low separation 
distances, such that the application of a lower force constant in the harmonic function 
constraining the cobalt ions has the effect of allowing the ions to occupy a wider 
range of separation distances located further from the constraint distance.  Therefore, 
the distributions resulting from the applications of the three different force constants 
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are necessary for evaluation of the ability of the Co-Co PMF to replicate the cobalt-
cobalt behaviour when the solvent is represented explicitly.   
 
 
 Figure 4.2: Comparison of implicit-solvent and explicit-solvent probability density 
distributions of the sampled separation distances between two cobalt ions constrained 













.  In these images the implicit-solvent distributions are 
represented by red lines and the explicit-solvent distributions are represented by black 
lines.  The implicit-solvent distributions incorporate data from 1×10
6
 sampling steps 
and the explicit-solvent distributions incorporate data sampled from (a) 8×10
8
 steps, (b) 
4×10
9
 steps, and (c) 2×10
9
 steps.   
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 is applied the 
distributions of separation distances sampled in the implicit-solvent and explicit-
solvent simulations differ significantly.  This indicates that the Co-Co PMF does not 
accurately replicate the explicit-solvent behaviour of a pair of cobalt ions for the 
entire range of separation distances sampled when this force constant is imposed.  
However, the agreement, shown in Figures 4.2b and 4.2c, between the explicit-
solvent and implicit-solvent probability density distributions obtained when force 




 are employed demonstrates that the Co-Co PMF 
can effectively represent the explicit-solvent interactions in the corresponding ranges 
of separation distances.   
 
 
Figure 4.3: The potential of mean force between two cobalt ions at 348 K. 
 
The comparison of the explicit-solvent and implicit-solvent probability density 
distributions of separation distances between a pair of cobalt ions constrained, using 




, to sample distances close to 5 Å is shown in 
Figure 4.4.  In this case, the cobalt-cobalt ion pair exists in configurations in which 
the separation distance between the cobalt ions ranges from 5.0 to 7.6 Å and there is 
reasonable agreement between the distributions obtained for explicit and implicit 
representations of solvent.   
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Figure 4.4: Comparison of implicit-solvent and explicit-solvent probability density 
distributions of the sampled separation distances between two cobalt ions constrained 




.   
 
 
Figure 4.5: Comparison of implicit-solvent and explicit-solvent probability density 
distributions of the sampled separation distances between two cobalt ions constrained 






As illustrated in Figure 4.5, when the cobalt ions are constrained, through the 




, at a separation distance of 7 Å, the 
probability density distributions of separation distances sampled in simulations with 
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explicit-solvent and implicit-solvent representations show fairly good concordance.  
The implementation of the aforementioned constraint leads to the sampling of 
configurations in which the separation distances between the cobalt ions range from 
5.8 to 9.0 Å.  In order to study the ability of the Co-Co PMF to represent the 
behaviour, in explicit-solvent, of a pair of cobalt ions constrained at a separation 




 was required to ensure that, in 
the configurations sampled, the ions were separated by distances shorter than that at 
which the interactions were cut-off.  As shown in Figure 4.6, with the cobalt ions 
constrained as described, the sampling simulations involved configurations in which 
the ions were separated by distances ranging from 7.8 to 10.5 Å.  The resulting 
probability density distributions from explicit-solvent and implicit-solvent 
simulations agree fairly well for the range of separation distances involved. 
 
 
Figure 4.6: Comparison of implicit-solvent and explicit-solvent probability density 
distributions of the sampled separation distances between two cobalt ions constrained 






In summary, with the exception of the range of separation distances sampled when a 




 was used to constrain a pair of cobalt ions close 
to 3 Å, the Co-Co PMF can represent, with reasonable accuracy, the explicit-solvent 
behaviour of the cobalt-cobalt pair.  Therefore, disparity between the explicit-solvent 
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and implicit-solvent representations was only significant at separation distances 
where the interaction between the cobalt ions is highly repulsive, and the associated 
configurations are extremely unfavourable.  Consequently, the differences between 
the probability density distributions resulting from explicit-solvent and implicit-
solvent sampling simulations will be of little consequence in self-assembly 
simulations with the cobalt-cobalt interactions represented using the PMF approach.  
The agreement between the distributions obtained from explicit-solvent and implicit-
solvent simulations for the ranges of separation distances sampled in all other 
constrained simulations indicates that the cobalt-cobalt interaction can be represented 
using the Co-Co PMF and provides further evidence of the accuracy of the PMF. 
 
For the comparisons, shown in Figure 4.2 and Figures 4.4 – 4.6, of the probability 
density distributions obtained from explicit-solvent and implicit-solvent sampling 
simulations, the final distributions of the separation distances between the cobalt ions 
in the configurations sampled were obtained, in a matter of minutes, within 1×10
6
 
steps when the solvent was represented implicitly.  However, with the solvent was 
modelled explicitly the number of steps required to determine the final distribution of 




, and the sampling 
simulations took several weeks to complete.  This both shows the power of the PMF 
approach and confirms the impossibility of studying the self-assembly of MOFs 
using explicit-solvent simulations.   
4.2.2 Cobalt-succinate configurational sampling 
For thorough analysis of the capability of the implicit-solvent method in relation to 
the interaction between the succinate and cobalt ions, the behaviour of the ion pair 
was evaluated separately for the cobalt ion constrained parallel to the carbon chain in 
the succinate ion and for the cobalt ion constrained perpendicular to the chain of 
carbon atoms in the succinate ion.  The arrangements of the cobalt and succinate ions 
in these individual assessments are shown in Figure 4.7.  The respective comparisons 
of the probability density distributions for explicit-solvent and implicit-solvent 
representations are detailed in Sections 4.2.2.1 and 4.2.2.2.  






Figure 4.7: The cobalt-succinate ion pair was evaluated for the cobalt ion approaching 
the succinate ion (a) parallel to the carbon chain, and (b) perpendicular to the chain of 
carbon atoms. 
4.2.2.1 Cobalt ion constrained parallel to succinate ion carbon chain   
With the cobalt ion constrained parallel to the chain of carbon atoms in the succinate 
ion, the assessment of the ability of the implicit-solvent method to replicate the 
explicit-solvent behaviour was intended primarily as a judgement of the accuracy of 
the Co-O PMF.  Because the terminal carbon in the succinate ion is attached to two 
identical oxygen atoms, which both interact with the cobalt ion, the separation 
distance data from which the probability density distributions were constructed was 
collected between the cobalt ion and both oxygen atoms.  Therefore, to effectively 
compare the explicit-solvent and implicit-solvent methods, and ensure that in the 
configurations sampled the cobalt ion interacted principally with the oxygen atoms, 
constraints of equal magnitude were applied between the cobalt ion and both oxygen 
atoms in the succinate ion, as shown in Figure 4.8.   
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Figure 4.8: The cobalt ion was constrained parallel to the carbon chain in the succinate 
ion by means of constraints (represented by dashed arrows) between the cobalt ion and 
both oxygen atoms at one end of the succinate ion. 
 





, from both of the oxygen atoms at one terminus of the succinate ion, 
the sampling simulations yielded the probability density distributions of separation 
distance shown, for explicit-solvent and implicit-solvent representations, in Figure 
4.9.  This comparison clearly demonstrates that there are significant differences 
between the configurations sampled when the solvent is modelled explicitly and 
those sampled when PMFs between the atom constituents of the ions are employed to 
represent the solvent implicitly.  In the explicit-solvent distribution shown in Figure 
4.9, the peak of high magnitude evident between approximately 1.8 and 2.1 Å 
indicates that configurations involving the cobalt ion positioned a distance within this 
range from one of the oxygen atoms in the succinate ion are particularly favourable.  
In such configurations, the distance between the cobalt ion and the other oxygen 
atom at the same terminus of the succinate ion ranges from approximately 3.1 to 4.2 
Å, as demonstrated by the second peak in the explicit-solvent distribution.  The 
greater width of the peak at higher separation distances reflects that, while there is a 
distinct optimum distance at which the cobalt ion exists from an oxygen atom, there 
are a range of positions the cobalt ion can occupy at the favourable proximity.  That 
the implicit-solvent method does not replicate the explicit-solvent behaviour, 
particularly at short separation distances, demonstrates that there is a problem 
associated with the use of the pairwise PMFs to represent the interactions between 
the succinate ion and the cobalt ion. 
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Figure 4.9: Comparison of implicit-solvent and explicit-solvent probability density 
distributions of the separation distances sampled in simulations involving the succinate-
cobalt ion pair constrained between the cobalt ion and the oxygen atoms at one 





.   
 
The reason for the failure of the implicit-solvent sampling simulations to yield the 
peak corresponding to the optimum separation distance between the cobalt ion and 
an oxygen atom in the succinate ion was investigated by examining the locations 
occupied, through the course of sampling simulations, by the cobalt ion in relation to 
the succinate ion.  With the succinate ion at a fixed site in the centre of the 
simulation box and the cobalt ion free to move in the absence of any constraints, the 
positions sampled by the cobalt ion were recorded for explicit-solvent and implicit-
solvent simulations.  The distributions of the point locations occupied by the cobalt 
ion are shown in Figures 4.10a and 4.10b, respectively, for explicit-solvent and 
implicit-solvent representations.   
 





Figure 4.10: Distributions of the positions occupied by the cobalt ion in relation to a 
fixed-position succinate ion for: (a) explicit-solvent simulations, and (b) implicit-solvent 
simulations, where black points represent the locations sampled by the cobalt ion. 
 
With the solvent modelled implicitly, cobalt-ion position data were collected during 
a simulation involving 1×10
6
 steps and with an explicit-solvent representation data 
were obtained for a simulation lasting 2×10
9
 steps.  As shown in Figure 4.10a, with 
an explicit-solvent representation, the positions occupied by the cobalt ion in relation 
to the fixed-position succinate ion are distributed in the vicinity of only one of the 
oxygen atoms in the succinate ion.  This is a result of the explicit representation of 
the solvent molecules, which surround the succinate ion and inhibit the acceptance of 
sampling moves that would allow the cobalt ion to be positioned close to the other 
oxygen atoms in the succinate ion.  Therefore, the distribution resulting from the 
unconstrained explicit-solvent simulation by no means represents of all of the sites 
that the cobalt ion might occupy.  However, the distribution of locations sampled by 
the cobalt ion in the implicit-solvent simulation is a good exemplification of all the 
locations in which the cobalt ion might exist when the interactions between the 
cobalt ion and the succinate ion are represented using PMFs between the constituents 
of the ions.  Therefore, since the implicit-solvent distribution of cobalt locations does 
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not include any points closer than 3.225 Å from any of the oxygen atoms in the 
succinate ion, the fact that all of the points which constitute the explicit-solvent 
distribution are within this distance of their nearest oxygen atom indicates that some 
feature of the PMFs prevents the cobalt ion from closely approaching the succinate 
ion, even when no constraining potential is applied. 
 
Thus, the absence, in the implicit-solvent distribution, of a peak corresponding to the 
optimum separation distance for the cobalt ion in relation to the succinate ion results 
from the cobalt ion being prevented from occupying regions close to the oxygen 
atoms in the succinate ion.  Situated at the termini of the succinate ion, the oxygen 
atoms in the ion exist in environments not greatly dissimilar from the isolated atom 
which was involved in the calculation of PMFs.  Therefore, any restriction to the 
approach of the succinate ion by the cobalt ion was unlikely to result from 
characteristics of the PMF between the cobalt ion and the oxygen atom.  However, 
being attached to three other species, the carbon atom in the succinate ion exists in a 
significantly different environment to that employed in the determination of the C-Co 
PMF.  Thus, since the PMF between the carbon atom and the cobalt ion does not 
account for the effect of the atoms attached to the carbon atom, the possibility for 
inconsistency when the C-Co PMF is implemented with respect to the entire 
succinate ion is not insignificant.   
 
For the implicit-solvent method to accurately replicate the explicit-solvent behaviour 
of the cobalt-succinate ion pair an acceptable solution to the problem associated with 
the utilisation of a solely PMF-based approach must be devised.  Since the situation 
of the carbon atom amongst the other species in the succinate ion is such that the 
impact of the C-Co interaction on the behaviour of the cobalt-succinate ion pair is 
minimal, the PMF between the carbon atom and the cobalt ion was replaced with a 
hard-sphere potential.  As shown in Equation 4.1, with the interaction between the 
carbon atom and the cobalt ion represented by means of a hard-sphere potential, UHS, 
the potential at a separation distance, rij, below or equal to a specified cut-off 
distance, rcut, is of infinite magnitude and for separation distances greater than the 
cut-off distance the potential is zero.   


















The form of the hard-sphere potential used to represent the C-Co interaction is shown 
alongside the C-Co PMF in Figure 4.11.  The hard-sphere potential in this 
comparison results from the application of a cut-off distance equivalent to the cross-
species Lennard-Jones sigma value for the carbon-cobalt pair.  As demonstrated in 
Figure 4.11, the hard-sphere potential between the carbon atom and the cobalt ion 
has lower magnitude than the equivalent PMF for all separation distances beyond the 
hard-sphere cut-off.  Thus, the hard-sphere potential presents less obstruction to the 
cobalt ion approaching the oxygen atoms in the succinate ion.   
 
 
Figure 4.11: Comparison of the PMF and the hard-sphere potential for the carbon-
cobalt interaction. 
 
The suitability of the use of a hard-sphere potential to represent the interaction 
between the carbon atoms in the succinate ion and the cobalt ion was assessed by 
determining the positions, surrounding the succinate ion, available to the cobalt ion.  
The distribution of the locations occupied by the cobalt ion with respect to the 
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succinate ion is shown in Figure 4.12.  In determining this distribution, with the 
exception of the carbon-cobalt potential, which was represented by the hard-sphere 
potential, the interactions were represented by means of the relevant PMFs.  As in 
the determination of similar distributions, the cobalt ion and succinate ion were 
unconstrained.  As shown in Figure 4.12, the positions, in relation to the oxygen 
atoms in the succinate ion, of the sites occupied by the cobalt ion when the carbon-
cobalt interaction is represented by means of a hard-sphere potential correspond to 
the relative locations of the ions in the configurations sampled in the equivalent 
explicit-solvent simulation.   
 
 
Figure 4.12: Distribution of the positions occupied by the cobalt ion in relation to a 
fixed-position succinate ion, where black points represent the locations sampled by the 
cobalt ion.  The solvent was represented implicitly and a hard-sphere potential was 
employed in place of the C-Co PMF.  
 
For a clearer comparison of the suitability of employing a hard-sphere potential in 
place of the C-Co PMF in the implicit-solvent sampling simulations, probability 
density distributions resulting from implicit-solvent and explicit-solvent 
representations were evaluated from sampling simulations involving the cobalt-





 and constraint distances of 3 Å.  The resulting distributions of the 
separation distances between the cobalt ion and the constrained oxygen atoms in the 
succinate ion in the configurations sampled are shown in Figure 4.13.  The presence 
of the peak spanning separation distances of approximately 1.8 – 2.1 Å in the 
implicit-solvent probability density distribution demonstrates that by representing the 
carbon-cobalt interaction by means of a hard-sphere potential there is no hindrance to 
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the cobalt ion closely approaching the oxygen atoms in the succinate ion.  That the 
height and baseline width of this peak coincide well with the equivalent peak in the 
explicit-solvent distribution indicates the better capacity of the hard-sphere potential, 
in comparison with the C-Co PMF, to represent the carbon-cobalt interaction.   
 
 
Figure 4.13: Comparison of implicit-solvent and explicit-solvent probability density 
distributions of the separation distances sampled in simulations involving the succinate-
cobalt ion pair constrained between the cobalt ion and the oxygen atoms at one 





.  In the implicit-solvent simulation the C-Co interaction in the implicit-
solvent simulation was represented using a hard-sphere potential. 
 
From Figure 4.13, there is some disparity between the explicit-solvent and implicit-
solvent peaks which correspond to the separation distances between the cobalt ion 
and the more distant constrained oxygen atom in the succinate ion.  The extent of the 
differences was examined further by repeating the sampling simulations using lower 




 at constraint distances of 3 Å.  Again there is 
good agreement between the lower-separation distance peaks in the explicit-solvent 
and implicit-solvent distributions, as shown in Figure 4.14.  However, there are clear 
differences between the peaks at greater separation distances in the explicit-solvent 
and implicit-solvent distributions.  That such differences arise, even when the 
configurations sampled are influenced by minimal constraining potentials, indicates 
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that the interaction potentials utilised in the implicit-solvent sampling simulation 
cannot precisely replicate the configurations adopted by the cobalt-succinate ion pair 
when the surrounding solvent is represented explicitly.  Nevertheless, the explicit-
solvent and implicit-solvent distributions agree sufficiently well as to demonstrate 
that, when the cobalt ion and the succinate ion are in close proximity, the interaction 
potentials associated with the implicit-solvent method can reasonably accurately 




Figure 4.14: Comparison of implicit-solvent and explicit-solvent probability density 
distributions of the separation distances sampled in simulations involving the succinate-
cobalt ion pair constrained, between the cobalt ion and the oxygen atoms at one 





.  In the implicit-solvent simulation the C-Co interaction was 
represented using a hard-sphere potential.    
 
The ability of the implicit-solvent potentials to replicate the explicit-solvent sampling 
was also assessed for the cobalt-succinate ion pair when the cobalt ion and the 
succinate ion were separated by a greater distance.  Because of the favourability of 
configurations involving the cobalt ion in close contact with one of the oxygen atoms 
in the succinate ion, to ensure that the ions were further apart, larger constraining 
potentials were required.  Therefore, for implicit-solvent and explicit-solvent 
representations, in order to obtain distributions of the separation distances between 
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the ions from simulations in which the cobalt ion was constrained at, and maintained 
close to, a distance of 4 Å from the oxygen atoms in the succinate ion, a force 




 was required.  The agreement, shown in Figure 4.15, 
between the resulting explicit-solvent and implicit-solvent distributions indicates 
that, under the influence of the constraints, the implicit-solvent interaction potentials 
can reproduce the behaviour of the cobalt-succinate ion pair in an explicitly-
represented solvent.  However, the value of this comparison is limited by the 
necessity for a high constraining potential. 
 
 
Figure 4.15: Comparison of implicit-solvent and explicit-solvent probability density 
distributions of the separation distances sampled in simulations involving the succinate-
cobalt ion pair constrained, between the cobalt ion and the oxygen atoms at one 





.  In the implicit-solvent simulation the C-Co interaction was represented 
using a hard-sphere potential. 
 
Extending the assessment of the capacity of the implicit-solvent representation to 





.  With the configurations sampled by the cobalt-succinate ion pair 
influenced by such constraints, the resulting explicit-solvent and implicit-solvent 
distributions differ in terms of the most favourable separation distance between the 
ions, as shown in Figure 4.16.  However, there is good agreement between the ranges 
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of distances separating the ions in the configurations sampled in the explicit-solvent 
and implicit-solvent simulations.   
 
 
Figure 4.16: Comparison of implicit-solvent and explicit-solvent probability density 
distributions of the separation distances sampled in simulations involving the succinate-
cobalt ion pair constrained, between the cobalt ion and the oxygen atoms at one 





.  In the implicit-solvent simulation the C-Co interaction was represented 
using a hard-sphere potential. 
 
In summary, the implicit-solvent method has been shown to adequately represent the 
behaviour of the cobalt-succinate ion pair for separation distances close to 3, 4 and 5 
Å.  For greater separations, however, evaluation of the suitability of the potentials 
involved with the implicit-solvent representation proved impossible.  With the 
application of constraints which force the cobalt and succinate ions further apart than 
5 Å, the overall length of the succinate ion along an axis parallel to the carbon 
backbone of the ion is such that the succinate ion can rotate to yield configurations in 
which the cobalt exists in close proximity to an oxygen atom at the opposite terminus 
of the succinate ion to those involved in the constraints.  The ability of the implicit-
solvent method to reproduce the explicit-solvent behaviour for equivalent 
configurations has been assessed previously.  The situation could be overcome by 
employing constraining potentials between the cobalt ion and the oxygen atoms at 
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both termini of the succinate ion.  However, by imposing greater numbers of 
constraints between the ions, the configurations sampled in the simulations are 
significantly influenced by the constraining potentials, and the resulting comparison 
of the explicit-solvent and implicit-solvent methods would have less value as a 
means of evaluating the capacity of the implicit-solvent representation.  Furthermore, 
for the purpose of simulating the synthesis of MOFs, that the interactions between 
the self-assembling entities can be accurately represented by utilising the implicit-
solvent method is most important at short separation distances.  This reflects the fact 
that, in aligning themselves prior to reaction, the building-block constituents of 
MOFs are positioned in fairly close proximity.  Therefore, the inability to rigorously 
assess the capabilities of the implicit-solvent representation at large separation 
distances is not greatly important.  
4.2.2.2 Cobalt ion constrained perpendicular to succinate ion carbon chain 
Further to the assessment of the capacity of the implicit-solvent method to replicate 
the explicit-solvent configurational sampling when the cobalt ion was constrained 
parallel to the carbon chain in the succinate ion, the implicit-solvent method was 
evaluated for the situation involving the cobalt ion constrained perpendicular to the 
carbon chain in the succinate ion.  A schematic of such an arrangement of the ions is 
illustrated in Figure 4.7b.  Evaluation of the capacity of the implicit-solvent 
representation to yield the explicit-solvent sampling for configurations involving the 
cobalt ion approaching the succinate ion perpendicular to the chain of carbon atoms 
required the application of equal constraints between the cobalt ion and the two 
carbon atoms in the succinate ion, as shown in Figure 4.17.  As before, due to the 
propensity for the cobalt ion to occupy positions close to an oxygen atom in the 
succinate ion, when the ions are constrained in this way and a short constraint 
distance is employed, the ion pair exists in configurations for which the ability of the 
implicit-solvent method has previously been evaluated.  Therefore, with the ion pair 
constrained between the cobalt ion and the carbon atoms, the initial constraint 
distance used was 5 Å.   
 
Evaluation of the potential-of-mean-force approach 112 
 
 
Figure 4.17: The cobalt was constrained perpendicular to the carbon chain in the 
succinate ion by means of constraints (represented by dashed arrows) between the 
cobalt ion and the carbon atoms in the succinate ion. 
 
To maintain the cobalt and succinate ions close to a separation distance of 5 Å, a 




 was required.  The distributions of separation 
distances, sampled in explicit-solvent and implicit-solvent simulations, between the 
cobalt ion and all four oxygen atoms in the succinate ion are shown in Figure 4.18.  
The two peaks evident in the distributions shown in Figure 4.18 correspond to the 
separation distances between the cobalt ion and, respectively, the closer and further 
oxygen atoms on the termini of the succinate ion.  The correspondence between the 
peaks in the explicit-solvent and implicit-solvent distributions indicates that, under 
the influence of the applied constraints, the cobalt and succinate ions occupy similar 
relative positions in both solvent representations.  This good agreement between the 
distributions resulting from simulations involving implicit and explicit solvent 
representations indicates that the implicit-solvent effective potentials can accurately 
replicate the behaviour of the cobalt-succinate ion pair.  The value of the comparison 
is, however, diminished by the necessity for the application of strong constraining 
potentials.  For separation distances greater than 5 Å, to assess the ability of the 
potentials associated with the implicit-solvent representation to replicate the explicit-
solvent behaviour for the cobalt ion approaching the succinate ion perpendicular to 
the chain of carbon atoms the constraining potential required was of such magnitude 
compared to the strengths of the potentials at the separation distances involved as to 
Evaluation of the potential-of-mean-force approach 113 
 
overwhelm the actual interaction between the ions.  Thus, comparisons of the 
explicit-solvent and implicit-solvent distributions from simulations of the cobalt-
succinate ion pair constrained at greater distances would be tantamount to 
evaluations of the impact of the applied constraining potentials. 
 
 
Figure 4.18: Comparison of implicit-solvent and explicit-solvent probability density 
distributions of the separation distances between the cobalt ion and the oxygen atoms in 
the succinate ion when the cobalt-succinate ion pair was constrained, between the 
carbon atoms in the succinate ion and the cobalt ion, at a distance of 5 Å using a force 




.  The C-Co interaction was represented in the implicit-
solvent simulation using a hard-sphere potential. 
 
In summary, in order for the implicit-solvent method to accurately represent the 
interactions between the cobalt and succinate ions, the carbon-cobalt interaction was 
represented by a hard-sphere potential.  The implementation of this modification to 
the implicit-solvent method allowed problems associated with the utilisation of an 
entirely PMF-based approach to be overcome.  The evaluation of the capacity of the 
implicit-solvent representation to replicate the explicit-solvent behaviour of the 
cobalt and succinate ions was, however, restricted in terms of the range of separation 
distances that could be examined.  Nevertheless, for assessments involving the cobalt 
ion constrained, respectively, parallel and perpendicular to the chain of carbon atoms 
in the succinate ion, the implicit-solvent method was shown to have the ability to 
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accurately represent the explicit-solvent configurational sampling for the extent of 
the cobalt-succinate separation distances that are most important in simulations of the 
synthesis of MOFs.  
4.2.3 Succinate-succinate configurational sampling  
To ensure a detailed examination of the implicit-solvent method with respect to the 
interactions between succinate ions, the association of the ions was assessed 
independently for two separate arrangements.  With the chains of carbon-containing 
entities in the succinate ions parallel to one another, the succinate-succinate ion pair 
was firstly constrained such that one ion approached the other along an axis parallel 
to the carbon chains, and secondly constrained in order that one ion primarily 
approached the other along an axis perpendicular to the carbon chains in the ions.  
The succinate-succinate ion pair arrangements for the two assessments are illustrated 





Figure 4.19: The succinate-succinate ion pair was evaluated for, with the carbon chains 
in the succinate ions in parallel, one succinate ion approaching the other (a) along an 
axis parallel to the carbon chains in the ions, and (b) along an axis perpendicular to the 
carbon chains in the ions. 
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The separate comparisons of the probability density distributions for explicit-solvent 
and implicit-solvent representations are described in Sections 4.2.3.1 and 4.2.3.2.  
The ability of the implicit-solvent interactions to represent the behaviour of the pair 
of succinate ions was determined only for arrangements involving the succinate ions 
aligned so that the chains of carbon atoms in the ions are parallel, and no assessment 
was made for arrangements of the succinate-succinate ion pair in which the carbon 
backbones of the succinate ion were constrained to be perpendicular.  This was 
because succinate ions are unlikely to self-assemble in water to be orientated 
perpendicular to one another, due to the differing natures of the hydrophobic carbon-
containing species and the hydrophilic termini in the succinate ions. 
4.2.3.1 Succinate-succinate ion pair approaching along an axis parallel to the 
carbon chains in the ions 
Evaluation of the ability of the implicit-solvent representation to yield the explicit-
solvent sampling for configurations involving succinate ions, aligned with parallel 
carbon chains, approaching along an axis parallel to the carbon backbones required 
the application of equal constraints, in the form of harmonic potentials, between 
adjacent oxygen atoms.  The constraints applied are shown with respect to the 
succinate-succinate ion pair in Figure 4.20.   
 
 
Figure 4.20: The succinate ions were constrained, with parallel carbon backbones, to 
approach one another along an axis parallel to the carbon chains by means of 
constraints (represented by dashed arrows) between adjacent terminal oxygen atoms 
 
To compare the explicit-solvent and implicit-solvent methods, the separation 
distance data from which probability distribution data are constructed were collected 
between, in one succinate ion, the carbon atom at the terminus involved in the 
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constraints and, in the other member of the ion pair, the two constrained oxygen 
atoms.  This enabled a thorough analysis of the configurations sampled in the 
simulations with the respective solvent representations.  For the ion pairs 
investigated so far, the shortest constraint distances for which the implicit-solvent 
and explicit-solvent representations were compared was 3 Å.  However, as a 
consequence of the repulsion between the oxygen atoms when succinate-succinate 
ion pair is constrained as shown in Figure 4.20, the force constant required to 
maintain the separation is of such magnitude as to severely restrict the value of the 
comparison.  Thus, the shortest constraint distance applied with the succinate ions in 
this arrangement was 4 Å.   
 
 
Figure 4.21: Comparison of implicit-solvent and explicit-solvent probability density 
distributions of the separation distances between a pair of succinate ions constrained, 





.   
 
With neighbouring oxygen atoms in a succinate-succinate ion pair constrained at 




, the explicit-solvent and 
implicit-solvent distributions shown in Figure 4.21 were produced.  The application 
of these constraining potentials between the succinate ions involved in the sampling 
simulations yields an implicit-solvent distribution in which two distinct peaks are 
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apparent, whereas the distribution of separation distances produced from the explicit-
solvent simulation consists of only one peak.  This indicates that with an implicit-
solvent representation the favourable relative orientations of two succinate ions differ 
from the preferred arrangements of the succinate-succinate ion pair in an explicit-
solvent representation.  Nevertheless, the fact that the maxima in the implicit-solvent 
and explicit-solvent distributions occur at similar separation distances shows that the 
most frequently sampled configurations in simulations with implicit-solvent and 
explicit-solvent representations are not greatly dissimilar.  In addition, as shown in 
Figure 4.21, the implicit-solvent and explicit-solvent distributions have similar 
baseline ranges.  This indicates that, with the different solvent representations, in the 
configurations possible, under the influence of the applied constraints, the succinate 





Figure 4.22: Representative succinate-succinate ion pair configurations relating to (a) 
the peak in the explicit-solvent distribution, (b) the shorter-separation-distance peak in 
the implicit-solvent distribution, and (c) the longer-separation-distance peak in the 
implicit-solvent distribution, where arrows reflect the actions of the constraints. 
 
Representations of typical succinate-succinate ion pair configurations that 
correspond to the peaks in the explicit-solvent and implicit-solvent distributions are 
shown in Figure 4.22.  In this assessment of the capabilities of the implicit-solvent 
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method, the distributions obtained relate to the association of a pair of succinate ions 
with constraints applied between the termini.  The reasonable agreement between the 
peak in the explicit-solvent distribution and the shorter-separation-distance peak in 
the implicit-solvent distribution is reflected in the similarity of both the approach 
separation distances between the constrained ends of the succinate ions and the 
relative orientations of the constrained terminal oxygen atoms in the configurations 
depicted in Figure 4.22a and b.  It is apparent, however, that there are significant 
differences in the overall relative orientations of the succinate-succinate ion pair in 
these configurations.  The clear differences between the approach distances and 
relative orientations of the constrained ends of the succinate ions in the 
configurations given in Figure 4.22a and b and that shown in Figure 4.22c, which is 
representative of those that relate to the higher-separation-distance peak in the 
implicit-solvent distribution, correspond to the fact that the second peak is not 
present in the explicit-solvent distribution.  Thus, the implicit-solvent method allows 
the succinate ions to exist, under the influence of the constraints applied, in 
configurations that are not possible with an explicit representation of the solvent.  
Nevertheless, whilst the implicit-solvent interaction potentials cannot exactly 
represent the explicit-solvent behaviour of a pair of succinate ions constrained in this 
way, the similarities in the distributions resulting from explicit-solvent and implicit-
solvent sampling simulations indicate that with an implicit representation of the 
solvent the explicit-solvent association is, on the whole, adequately well represented.  
 
Because of the repulsion between pairs of the oxygen atoms belonging to different 
succinate ions, when constraints are imposed between the oxygen atoms, 
configurations resulting from the application of constraints in the form of harmonic 
functions centred at 5 Å are more favourable than those sampled at shorter separation 
distances.  Therefore, with a constraint distance of 5 Å, the final probability density 
distributions can be achieved from sampling simulations involving weak constraints 
in fewer steps than would be required for simulations involving shorter constraint 
distances.  The explicit-solvent and implicit-solvent distributions resulting from 
simulations involving the succinate-succinate ion pair constrained, between adjacent 





Evaluation of the potential-of-mean-force approach 119 
 
shown in Figure 4.23.  With the application of these constraints, as with the 
distributions produced from the succinate-succinate ion pair sampling simulations 
involving constraints centred at 4 Å, the baseline widths of the implicit-solvent and 
explicit-solvent distributions shown in Figure 4.23 correspond well.  This 
demonstrates that in the configurations sampled in simulations with, respectively, 
implicit-solvent and explicit-solvent representations the succinate ions are separated 
by similar distances.  However, whilst the implicit-solvent distribution shows two 
distinct peaks, the explicit-solvent distribution exhibits a single peak.  The fact that 
the maximum in the explicit-solvent distribution corresponds, in terms of the 
associated separation distance, to the trough between the two peaks in the implicit-
solvent distribution indicates that there are clear differences in the relative 
arrangements of the succinate ions in the most favourable configurations sampled 
with explicit-solvent and implicit-solvent representations.  Therefore, the implicit-
solvent method cannot exactly replicate the explicit-solvent behaviour of the 
succinate-succinate ion pair constrained as described.   
 
 
Figure 4.23: Comparison of implicit-solvent and explicit-solvent probability density 
distributions of the separation distances between a pair of succinate ions constrained, 




.   
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As regards MOF-synthesis simulations of the cobalt succinate system, the succinate 
ions, which constitute the linker species in the cobalt succinate materials, do not react 
with other succinate ions.  Furthermore, the termini of succinate ions are unlikely to 
closely approach one another in the absence of a cobalt ion, which is the vertex 
species in the cobalt succinate materials.  Therefore, the fact that the implicit-solvent 
method is unable to precisely replicate the representative configurational sampling of 
the succinate-succinate ion pair with an explicit-solvent representation does not 
detract significantly from the suitability of the implicit-solvent approach as a means 
of representing the solvent in MOF-synthesis simulations.    
 
For configurations involving the succinate-succinate ion pair constrained, between 
oxygen atoms, at distances beyond 5 Å, certain pairs of atoms in the ions will be 
separated by distances greater than the cut-off distances applied in the simulations 
and, in the implicit-solvent simulation, the atoms are likely to be further apart than 
the maximum separation distance for which the PMFs were calculated.  Since 
marginal differences in the configurations sampled in the explicit-solvent and 
implicit-solvent simulations might result in variations in the pairs of atoms between 
which interactions are considered, the capacity of the implicit-solvent method cannot 
be assessed reliably.  Therefore, with the succinate ions constrained between adjacent 
oxygen atoms, the explicit-solvent and implicit-solvent representations were not 
compared for distances beyond 5 Å.   
4.2.3.2 Succinate-succinate ion pair approaching along an axis perpendicular 
to the carbon chains in the ions 
The capacity of the implicit-solvent interaction potentials to yield the explicit-solvent 
sampling for configurations involving a pair of succinate ions, initially aligned with 
parallel carbon backbones, approaching along an axis perpendicular to the chains of 
carbon-containing species was assessed.  This required the application of equal 
constraints, in the form of harmonic potentials, between the methylene united atoms 
in one succinate ion and a carbon atom in the other succinate ion, as shown in Figure 
4.24.  Constraining the ions in this way limited the configurational sampling possible 
but still allowed the succinate-succinate ion pair to exist in configurations in which 
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the ions were not completely parallel.  The explicit-solvent and implicit-solvent 
representations were compared through evaluation of probability density 
distributions of the separation distances between, in the configurations sampled, the 
carbon atom involved in the constraints and all four oxygen atoms on the other 
member of the succinate-succinate ion pair. 
 
 
Figure 4.24: The succinate ions were constrained, initially with parallel carbon 
backbones, to approach one another along an axis perpendicular to the carbon chains 
by means of constraints between the methylene united atoms in one succinate ion and a 
carbon atom in the other succinate ion. 
 
With the ions constrained between species located in the backbones of the succinate 
ions, the shortest constraint distance applied was 4 Å.  The distributions of the 
separation distances between the pair of succinate ions in configurations sampled in 
explicit-solvent and implicit-solvent simulations in which the ions are constrained 




 are shown in 
Figure 4.25.  With the application of these constraints there are differences in the 
ranges of separation distances between the succinate ions in the configurations 
sampled in explicit-solvent and implicit-solvent simulations.  The greater tendency 
for the succinate ions to exist at further separation distances when the solvent is 
modelled implicitly indicates that the implicit-solvent method cannot exactly 
reproduce the explicit-solvent behaviour of the succinate-succinate ion pair.  
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However, with respect to the most favourable separation distances sampled, there is 
good agreement between the explicit-solvent and implicit-solvent distributions.  
 
 
Figure 4.25: Comparison of implicit-solvent and explicit-solvent probability density 
distributions of the separation distances between a pair of succinate ions constrained, 






The implicit-solvent method was further evaluated for the application of 5 Å 
constraints between species in the carbon backbones of the succinate ions.  The 
explicit-solvent and implicit-solvent probability density distributions produced when 





 are shown in Figure 4.26.  Although the explicit-solvent and 
implicit-solvent distributions are not entirely dissimilar, the described constraining 
potentials yield distributions between which a degree of discrepancy is apparent.  
Additionally, the distribution resulting from the implicit-solvent simulation contains 
multiple peaks instead of the single distinct peak that is evident in the explicit-
solvent distribution.   
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Figure 4.26: Comparison of implicit-solvent and explicit-solvent probability density 
distributions of the separation distances between a pair of succinate ions constrained, 






Representative succinate-succinate ion pair configurations sampled in both explicit-
solvent and implicit-solvent simulations with the succinate ions constrained at a 




 are shown in Figure 4.27.  
The greater baseline range of the implicit-solvent distribution in comparison with the 
explicit-solvent distribution in Figure 4.26 relates to the fact that, as shown in Figure 
4.27b, with the solvent represented implicitly the succinate ions tend to position 
themselves almost perpendicular to one another.  This means that with an implicit-
solvent representation the oxygen atoms (in one succinate ion) that are furthest from 
the other succinate ion are more distant than the equivalent atoms in the explicitly 
solvated pair of succinate ions.  Furthermore, with an implicit-solvent representation 
there is greater degree of specificity as regards the configurations that can be adopted 
by the pair of succinate ions.  This produces, in the implicit-solvent distribution, 
several distinct peaks that correspond to the separations associated with specific 
oxygen atoms, where the peak occurring at greatest separation distances relates to the 
positions of the two oxygen atoms situated furthest from the other succinate ion in 
the configurations sampled.   
 





Figure 4.27: Representative succinate-succinate ion pair configurations relating to (a) 
the explicit-solvent distribution, and (b) the implicit-solvent distribution. 
 
In summary, differences were present to some extent in all evaluations of the ability 
of the implicit-solvent potentials to replicate the explicit-solvent behaviour for a pair 
of succinate ions, with the implicit-solvent distributions showing distinct peaks and 
troughs and much less smooth profiles than the corresponding explicit-solvent 
distributions.  This indicates that the implicit-solvent representation cannot precisely 
replicate the behaviour of the succinate ions, in terms of the arrangements of the 
favourable configurations, when the solvent is represented explicitly.  This is, 
perhaps, a result of differences between the environment in which the PMFs are 
applied (i.e., where the relevant atoms exist within the succinate ions), and the 
environment in which the PMFs were determined (i.e., where the atoms exist in fully 
solvated pairs).  Nevertheless, the probability density distributions obtained from 
sampling simulations with implicit-solvent and explicit-solvent representations agree 
sufficiently well as to demonstrate that the implicit-solvent potentials can adequately 
approximate the explicit-solvent association of a pair of succinate ions.  
4.3 Conclusions 
The capacity for the use of PMFs between the constituents of the succinate and 
cobalt ions to represent the association of the ions has been evaluated through 
comparison with the explicit-solvent behaviour.  For each respective pair of ions, the 
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explicit-solvent and implicit-solvent behaviour has been assessed by means of 
sampling simulations, from which probability density distributions of the separation 
distances between the ions were obtained.  The sampling simulations, by necessity, 
involved the use of constraints between the pair of ions to limit the possible 
configurations.  Thus, the implicit-solvent method has been evaluated as extensively 
as possible given the restrictions imposed by comparison with the explicit-solvent 
equivalent. 
 
The overall good agreement obtained in comparisons of the explicit-solvent and 
implicit-solvent distributions of distances separating a pair of cobalt ions indicates 
that the Co-Co PMF can accurately represent the explicit-solvent association of the 
cobalt-cobalt ion pair.  The use of only PMFs to represent the interactions between 
the cobalt and succinate ions was found to prevent the ions from existing in 
configurations which were favourable with the solvent modelled explicitly.  This 
resulted from the inability of the carbon-cobalt PMF, determined for a pair of 
isolated species in solvent, to represent certain interactions involving the carbon 
atom, which is located, in the succinate ion, amongst several other atoms.  
Replacement of the problematical PMF with a hard-sphere potential enabled the 
implicit-solvent method to approximate well the explicit-solvent behaviour of the 
cobalt-succinate ion pair.  For the succinate-succinate ion pair, the implicit-solvent 
interaction potentials between atoms were not capable of precisely replicating the 
explicit-solvent association but, nevertheless, yielded acceptable approximations of 
the probability density distributions obtained from sampling simulations involving 
explicit-solvent representations. 
 
Thus, the interaction potentials associated with the implicit-solvent method have 
been shown capable of adequately representing the explicit-solvent behaviour of the 
cobalt and succinate ions for all possible pairs of the ions.  Accordingly, the implicit-
solvent potentials were considered acceptable as a means of directing the self-











5. Implicit-solvent simulation of the 





Having established in Chapter 4 that the implicit-solvent approach described in 
Chapter 3 can adequately represent the explicit-solvent behaviour of the primary 
reactant species in the MOF system under investigation, the next stage in the 
development of a method for simulating the synthesis of MOFs is to extend the 
simulation technique employed to represent the organisation of the species in the 
self-assembly process so as to incorporate a means of allowing the species to react.  
A simulation method with the potential to accurately predict the formation of MOF 
structures in relation to imposed reaction conditions must, as a consequence of the 
reversibility of the self-assembly process by which MOFs synthesise, have the 
capacity to execute both forward and reverse reactions.  These reactions, which 
involve bond-forming and bond-breaking events, occur between the various different 
structural entities produced during the progression of the synthesis of a MOF 
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material.  Therefore, a simulation of the synthesis of MOFs must be capable of 
representing reactions involving the differing species that are generated throughout 
the course of the simulation and, thus, cannot be identified prior to the 
commencement of the simulation.  In addition, the simulation method must have the 
ability to yield results within an acceptable time-scale and, ideally, should be easily 
extended to the study of the synthesis of different MOF systems. 
 
There exist a number of techniques by which reactions might be handled in 
simulations.  These reaction simulation methods can be classified into two distinct 
categories: quantum mechanical approaches and classical mechanics simulation 
techniques.
150
  Procedures based on the principles of quantum mechanics involve 
electronic structure theory calculations and, thus, have provision for accurately 
handling the breaking, formation, or distortion of bonds in simulations of chemical 
reactions.
151
  Approaches involving quantum mechanical calculations include ab 
initio methods such as the Hartree-Fock theory
152, 153
 and Møller-Plesset perturbation 
theory.
154
  Such computations involve determination of a molecular wavefunction 
and can yield highly accurate and consistent results.
155
  However, simulations 
involving ab initio calculations are extremely computationally demanding and are 
therefore limited to small chemical systems.
156
  An alternative to standard ab initio 
methods is Density Functional Theory (DFT),
157
 which describes the energy of a 
system as a function of the electron density.  Simulations involving DFT calculations 
can produce reasonably accurate results and are more computationally efficient than 
conventional ab initio schemes.
66
  Nevertheless, whilst DFT allows the study of 
larger systems (containing 100 atoms or more), the computational requirements of 
DFT techniques are still excessive for many systems.
158
   
 
The high computational demands associated with the application of approaches 
based solely on quantum mechanics prompted the development of semi-empirical 
(SE) methods, of which, as reviewed elsewhere,
150, 159-161
 there exists a diverse range.  
SE formalisms involve simplification of the computation necessary in ab initio 
methods and disregard many of the time-consuming terms in the associated 
calculations.  To amend for the approximations introduced, empirical parameters are 
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incorporated and calibrated against reliable experimental results or highly precise ab 
initio reference data.
162
  In addition to being less computationally expensive than 
techniques based strictly on ab initio calculations, SE methods can yield results of 
acceptable accuracy and have been applied successfully in simulations of a variety of 
chemical reactions.
163-165
  The precision of SE schemes is, however, reliant on both 
the suitability of the associated approximations and the correctness of the 
parameterisation,
166
 and, whilst SE computations have been found to be highly 
effective for the description of organic molecules, data calculated for transition 
metals are generally less accurate.
167
   
 
The second distinct category of methods for modelling reactions, classical 
mechanical simulations, comprises techniques that have no capacity to directly 
represent the electron redistribution that occurs in chemical reactions.  Nevertheless, 
such techniques are more computationally efficient than approaches based on 
quantum mechanics
168
 and have demonstrated considerable ability to yield details of 
the reactivity of chemical systems.  Classical simulation methods, such as the 
reaction ensemble Monte Carlo (RxMC) approach,
169, 170
 can permit the elucidation 
of equilibrium behaviour of chemically reactive systems by considering only the 
reactants and products of a reaction and not the reaction mechanism.  RxMC 
involves the sampling of predefined forward and reverse reaction events such that the 
energetics of bond creation and destruction are not required.  RxMC has been 
employed to study a wide range of systems, including those in which the reactions 
occur in solution and those that involve reactions near solid surfaces.
171
  However, 
because the RxMC method is capable only of predicting the equilibrium properties of 
reactants defined in advance and has not the wherewithal to create additional species, 
this approach is not suitable for simulating the synthesis of MOFs.  The inability of 
classical mechanical simulations to describe bond breaking and forming events was 
addressed by the formulation of reactive force fields, which involve the use of 
analytical reactive potentials.  Such potentials are developed by parameterising 
experimental reaction energetics data or by executing detailed electronic structure 
calculations of the pertinent chemical events.
171
  A number of distinct reactive force 




  Analytical reactive 
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potentials have been employed to study, via molecular dynamics, numerous 
systems
174
 and can enable the simulation of chemical reactions with accuracy almost 
comparable to that achieved using quantum mechanical methods.
175
  However, the 
development of analytical reactive potentials requires extensive parameterisation and 




Classical simulation methods can further represent instances of the breakage and 
formation of chemical bonds by means of the kinetic Monte Carlo (kMC) 
technique,
176
 which can yield insight into the evolution of reactive systems.  The 
kMC simulation method provides a means of reproducing the dynamics of processes 
occurring over longer time-scales than can be studied using molecular dynamics.
177
  
By sampling reaction transition processes with probabilities regulated by the ratio of 
the relevant reaction rate in relation to the rates of all the reaction events possible at 
that point in the simulation, kMC enables the generation of stochastic trajectories.
178
  
In general, to obtain the exact evolution, in the real-time domain, of a process, 
application of this technique requires that all possible reaction events and the 
associated rates, in terms of real time, are known in advance.
179
  These rates depend 
on the energy barriers between states separated by the reactions and can be obtained 
from experimental data or derived using computational methods such as transition 
state theory.
180, 181
   
 
In addition to the two primary categories of reaction simulation methods, quantum 
mechanical and classical simulation techniques can be combined to produce hybrid 
approaches, the study of which was instigated by Warshel and Levitt.
182
  These 
techniques involve partitioning the system of interest into regions which are 
represented using different degrees of approximation.  In simulations of reactions, 
hybrid approaches involve highly accurate quantum mechanical treatment of the 
atoms directly implicated in the chemical reaction, while the rest of the system, 
which is assumed not to participate in the reaction and is, therefore, in need of a less 
detailed description, is described using less precise quantum mechanical methods or 
empirical molecular potentials.
183
  A variety of hybrid methods have been developed, 
many of which have been applied to study chemical reaction processes.
184
  However, 
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the development of hybrid techniques is generally associated with a significant 
degree of complexity in terms of the precision of the parameterisation of interactions 
between the distinct regions.
185
   
 
In striving to develop a computationally practicable simulation method by which the 
synthesis of MOFs can be represented the method must have the ability to describe 
the creation and rupture of chemical bonds between priorly unknown species.  
Furthermore, because a simulation of the synthesis of a MOF material involves a 
significant number of different entities that can undergo reactions, the MOF-
synthesis simulation method must have the capacity to represent systems of quite 
considerable size and complexity.  However, in their standard implementations, none 
of the outlined existing simulation approaches have the capacity to represent such 
systems.  Therefore, for the purpose of simulating the synthesis of MOFs, 
formulation of a means of representing the associated chemical reactions was 
required.  The approach utilised in this work is detailed in Section 5.1. 
5.1 Simulation Methodology 
5.1.1 Simulation Basis 
The simulation method utilised for representing the synthesis of MOFs is based on 
the assumption that the role played by the physical interactions between the building-
block constituents of MOFs in aligning the building blocks is of greater importance 
than the way the reactions between the building blocks are handled.  In order to 
represent the MOF-synthesis process, the simulation method employed in this work 
involves a form of kMC.  As previously described, the standard application of kMC 
requires the specification, for all possible instances of reaction, of rate constants, 
which characterise the probabilities with which the different reaction events occur.  
In this work, the kMC approach utilised reflects the assumption that the rate 
constants (and, thus, reaction rates) depend primarily on physical factors relating to 
the alignment of the building blocks, and not on the energetics and dynamics of the 
reaction.  Therefore, within the simulation method developed, the likelihood of a 
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reaction taking place is dominated by physical interactions, arising from the relative 
positions and orientations of the individual building blocks.  As a result, once the 
building blocks are properly aligned the probability of reaction is irrelevant.  
Therefore, the simulation method utilised reflects the fact that, in the self-assembly 
process by which MOFs are synthesised, the time scale for the physical 
rearrangement of the building blocks is assumed to be much longer than the time 
scale for the reaction between the building blocks.  However, this assumption that the 
rate-limiting step is the physical rearrangement of building blocks and not the actual 
reactions means that the simulation method does not have the capacity to represent 
the MOF-synthesis process in relation to a quantifiable time.    
 
The formulation of the simulation approach in relation to the outlined assumptions 
has certain implications in terms of the implementation of the method.  In order that 
the likelihood of a reaction occurring is governed only by the physical interactions 
between building blocks and not by an associated probability, at any step in the 
simulation, all species in the simulation have equal likelihood of being involved in an 
attempt at a reaction move.  Furthermore, in assuming that the physical interactions 
are more important than the means of handling the reactions between the MOF 
constituents, since all reactions involved in the synthesis of MOFs occur between 
similarly composed entities, the mechanisms involved in all reactions are assumed to 
be similar.  Therefore, all reactions corresponding to a particular bond-altering 
process are considered to be accompanied by a certain energy change related to the 
change in enthalpy associated with the reaction.  As regards the suitability of this 
approach for simulating the synthesis of MOFs, because the primary focus is on the 
structures of the species that form as a result of a reaction, the actual mechanism 
leading to the changes in bond connectivity that occur during the reaction event 
yielding the species is of less concern.  Thus, the absence of detailed descriptions of 
the electron arrangements intrinsic to the reaction mechanism should provide no 
barrier to accurate simulation of the synthesis of MOFs provided the products of all 
reactions can be suitably represented.   
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Crucial to the ability of the simulation method to represent the synthesis of MOFs is 
the procedure by which the reaction moves are carried out.  Details of the algorithm 
implemented in this work are presented in Section 5.1.2.  
5.1.2  Simulation Algorithm  
To simulate the synthesis of MOFs, the self-assembly process is represented by 
executing reaction moves alongside the standard translational and rotational moves 
employed in MC simulations.  Thus, with implementation of the implicit-solvent 
method developed, these simulations are intended to describe the interaction and 
association of the self-assembling entities so as to enable the sampling of 
conformations representative of those generated during the experimental synthesis 
process and thus determine the formation of the MOF produced under given reaction 
conditions.  A flow diagram outlining the approach developed to simulate the 
synthesis of MOFs is shown in Figure 5.1.  
 
As shown in Figure 5.1, to represent the synthesis of MOFs, the simulation firstly 
entails random selection of an entity for which a move is to be attempted.  Initially, 
the simulation involves only entities representative of the organic linkers and the 
metal vertices but subsequently, as the simulation progresses, the species present 
include those formed in the reactions that have occurred.  Selection at random 
ensures that, throughout the simulation, all entities in existence at the commencement 
of any iteration step might be chosen with equal probability.  The nomination of a 
particular entity is followed by random selection of a move type.  This appointment 
of a type of move is performed in accordance with specified ratios describing the 
relative frequencies with which all of the respective moves available to the chosen 
entity are to be attempted.  By defining equivalent ratios of move types for all of the 
types of species in the simulation (including those generated in reactions), at any step 
in the simulation all entities can be considered to have equal probability of being 
involved in an attempted reaction move.  Thus, each step in the simulation involves 
the trial move, by translation, rotation or reaction, of a randomly selected entity.  
Trial moves relating to translations and rotations of the selected entity are performed 
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as described in Chapter 2.  The execution of trial moves representing reactions 
requires further explanation, however.   
 
execute translation 
or rotation trial move  
start simulation
select species at 
random
select move type at 
random
translation / rotation move reaction move
select reaction 
direction at random 
apply acceptance 
criterion
Is there a 
reacting atom 







no – move rejected













update statistics update statistics
yes




return to old 
configuration
 
Figure 5.1: Flow diagram showing the steps in the MOF-synthesis simulation 
algorithm. 
 
The initial operation in undertaking a trial reaction move is to randomly select 
whether a forward or reverse reaction move is to be attempted.  To make certain that 
the simulation of MOF synthesis pertains as closely as possible to the experimental 
procedure and does not involve unphysical moves, trial forward reactions proceed 
only when the constituents of a pair of reacting atoms belonging to different entities 
exist within a certain separation distance.  This reaction separation distance can be 
specified on a physically justifiable basis through consideration of the form of the 
reacting atom pair potential of mean force (PMF) employed in the developed 
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implicit-solvent representation.  Thus, both the reacting atom in the selected entity 
and the corresponding member of the reacting atom pair (which is a component of a 
second reactant entity implicated in the trial forward reaction) can be identified.  
However, given the framework-forming natures of the constituents from which 
MOFs synthesise there is a high likelihood that more than one atom that identifies as 
a component of the pair of reacting atoms will exist within a particular entity for 
which a forward reaction is to be attempted.  There is a small chance, therefore, that 
an entity might exist in a configuration whereby more than one of the component 
atoms are members of pairs of reacting atoms that exist within the reaction separation 
distance, with the effect that there is not just one single possible forward reaction in 
which the entity might engage.  In this case the forward reaction is attempted 
between the pair of reacting atoms that are more proximately located.  As shown in 
Figure 5.1, in the circumstance that no pairs of reacting atoms exist within the 
specified separation distance, the trial forward reaction move is rejected.   
 
As regards trial reverse reaction moves the reaction separation distance is of no 
relevance because both members of the reacting atom pair initially exist within the 
same entity.  However, in order to carry out a reverse reaction move, the pair of 
atoms that reversibly react must be identified.  For entities containing multiple pairs 
of bonded reacting atoms, the atom pair involved in the reverse reaction trial is 
selected at random.  When the random selections of the entity and the move type 
demand that a reverse reaction be attempted with respect to entities (such as those 
initially present in the simulation) that contain no bonded pair of reacting atoms, the 
trial reaction move is considered to be rejected.  
 
Having identified the reacting atoms in the entities involved in a trial forward 
reaction, the move can be attempted.  However, there can be no prior knowledge of 
the structure of the product formed in any reaction.  Therefore, the reacting entities 
are assumed to approximately maintain the relative orientations at which they 
approach, as directed by the self-assembly process, in the formation of a new 
product.  As a result of the self-assembly process prior to a reaction move, the 
reactants are considered to be arranged such that their relative positioning is 
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energetically favourable.  Therefore, there is reason to assume that the reactant 
entities will approximately preserve their spatial structuring when connected to form 
a single product entity.  As previously outlined, to represent the self-assembly 
process, the simulation method involves, for the purpose of describing intermolecular 
interactions, the utilisation of pairwise summation of PMFs between the atom 
constituents of separate entities.  As regards intramolecular interactions, as explained 
in Chapter 2, the model used to describe the succinate ion contains no representation 
of bond stretching, bond bending, or torsional effects.  Furthermore, the specification 
of parameters to accurately characterise the intramolecular interactions involving 
bonded atoms for all species generated in reactions would not be feasible.  Therefore, 
all entities in the simulation were represented as rigid structures.  Thus, within the 
simulations, the only intramolecular interactions considered were those between 
pairs of non-bonded atoms that belong to a single entity but are separated by more 
than four bonds.  For such pairs of atoms existing within the cut-off distance applied, 
these interactions were described by means of the relevant PMFs. 
 
The attempted forward reaction between two reacting entities involves the formation 
of a bond between the relevant pair of reacting atoms.  Because, for the purpose of 
developing a method for simulating the synthesis of MOFs, the ability of the 
simulation technique is being evaluated for existing structures for which the bond 
lengths between constituent atoms are already known, in this work, the length of the 
bond created in a forward reaction can be specified according to that occurring 
between the reacting atom pair in the experimentally derived structure.  The 
formation of the bond in a trial forward reaction serves to link two reacting entities, 
which are considered to ‘click’ together to form a single product.  The opposite 
occurs in an attempted reverse reaction such that a bond linking two reacted atoms, 
which exist within a single reactant species, is broken to yield two distinct entities.  
In addition, there are slight differences in the execution of forward and reverse 
reaction moves.  An attempted forward reaction entails one reacting entity moving 
closer to the other, whilst approximately preserving an approach direction governed 
by self-assembly, to form a bond of specified length.  Thus, the position to which one 
reactant must shift to bond with the second reacting entity can be determined.  
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Furthermore, the relocation associated with a forward reaction is performed in 
relation to the arrangement of the reacting entities which, as with the surrounding 
species, exist in positions directed by the prior self-assembly process.  Therefore, 
there is unlikely to be any significant degree of overlap between species as a 
consequence of this repositioning.  However, in the execution of a trial reverse 
reaction, no precise distance and direction can be defined for a displacement 
(converse to the coming-together of the reacting entities in a trial forward reaction 
move) designed to separate the reacting atoms following the bond-breaking event.  
The only possible route to separating the entities produced in the reaction would be 
to apply a random displacement as part of a trial reverse reaction move.  This would 
be akin to attempting a translational move in conjunction with the attempt to 
undertake the bond-breaking incident.  Therefore, to avoid the acceptance of a 
reverse reaction trial being based to some extent on an intrinsic translation, an 
attempted reverse reaction move consists only of the rupture of the bond between the 
relevant atoms.  As a result, the constituent atoms in the unconnected, individual 
products generated in a trial reverse reaction move occupy the same positions as the 
atoms belonging to the associated reactant species.       
 
For both forward and reverse reaction trial moves performed as described, the 
probability, p, of acceptance or rejection, as with the translational and rotational 
moves employed in the simulations, is governed by the criterion given in Equation 
5.1:  
 
 min 1,exp{ }p U      5.1 
 
 
where, as previously stated, β = 1/kBT, in which kB is the Boltzmann constant and T 
corresponds to the temperature at which the simulation is carried out.  The potential 
change, ΔU, associated with a reaction move represents the difference in energy 
between the original configuration, which involves the reactant entities, and the 
configuration that is generated as a result of the trial reaction move and therefore 
contains a representation of the product species.  The energy change associated with 
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a trial reaction move incorporates an energy term that represents the enthalpy change 
pertaining to the reaction.  As described in Section 5.1.1, the reaction between a 
particular pair of reacting atoms is associated with a certain enthalpy change, the 
value of which must be specified prior to the start of the simulation.  Acceptance of a 
reaction move is followed by removal, from the simulation, of the reactants.  The 
simulation thus proceeds from the configuration involving the product species 
formed in the reaction.  Following rejection of a trial reaction move the simulation 
proceeds from the original configuration containing the reactants. 
 
The outlined procedure constitutes the means by which simulations developed to 
represent the synthesis of MOFs are executed.  As described, the method has the 
facility to represent reaction moves between the species involved in the formation of 
MOF structures.  The reaction moves are implemented in the simulation method such 
that there is a requirement for prior specification of the ratio of the move types 
employed, the reaction separation distance, the enthalpy change associated with the 
reaction between species, and the length of the bond formed in the reaction between 
two atoms.  With respect to the formation of bonds, in addition to the definition of a 
bond length between reacting atoms belonging to separate entities, for the simulated 
entities to yield products with structures that might be realised in the corresponding 
experimental synthesis, the simulations must involve as realistic as possible a 
representation of the reactions that occur during the formation of MOFs.  This is 
essential if the simulation method is to have the capacity to predict the MOF 
structures formed under specified reaction conditions.  Therefore, there is a demand 
for including, in simulations involving accounts of the reactions between entities, a 
means of ensuring that the species react to form structurally viable products.  This 
requires a more detailed description of the species containing the reacting atoms 
between which a bond might form during a trial reaction move.  In this work, with 
respect to the creation of bonds between reacting entities, a greater degree of 
accuracy is realised by utilising the Atoms in Molecules (AIM) method.  The 
underlying theory and resulting capabilities of the AIM analysis are described in 
Section 5.1.3.    
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5.1.3 Bond Formation in Reactions 
Formulated by R. F. W. Bader, the AIM methodology
186
 provides a means of 
evaluating the electron density distribution associated with a molecule, and thereby 
yields the capacity to interpret the atoms and bonds, and their relevant attributes, in a 
molecule.  Whilst an overview of the AIM method is presented herein, in-depth 
descriptions are given elsewhere.
187-189
  The AIM analysis involves determining, as a 
function of the position vector, r, the electron density distribution, ρ(r), from either 
experimental results (obtained using, for example, X-ray crystallography) or 
theoretical data (derived from, for instance, ab initio calculations).  The topology of 
ρ(r) provides a means of partitioning a molecule such that the constituent atoms can 
be defined via the gradient vector field, ( ) r , which comprises a collection of 
gradient paths.  As curves that trace the direction of steepest ascent in ρ(r), these 
paths commence from and terminate at positions in space, known as critical points, 
where ( ) r vanishes.  These critical points can be classified as maxima, minima, or 
saddle points by ascertaining the Laplacian, 2 ( ) r , of the electron charge density 
distribution.  A local maximum is exhibitive of a position where the electron charge 
density is concentrated with respect to the immediate neighbourhood, and therefore 
corresponds to a nuclear position.  In a gradient vector field in the locality of a 
nucleus, all of the gradient paths finish at the nucleus, which is, therefore, termed an 
attractor.  The region of space that encompasses all of the gradient paths that 
terminate at a particular attractor is designated as the basin of the attractor.  Thus, the 
three-dimensional space of a molecular system can be partitioned into atoms, each of 
which is represented by an attractor and the associated basin.   
 
The properties of the gradient vector field of ρ(r) can further yield information for 
the description of molecular structure.  The critical points in the gradient vector field 
can be characterised in terms of the eigenvalues (λ1, λ2 and λ3)  of the diagonalised 
ρ(r) Hessian, a 3 × 3 matrix of the second derivatives of ρ(r) with respect to the 
Cartesian position coordinates of x, y and z.  The eigenvalues represent the curvature 
of the electron density at the critical points, and are negative at a maximum and 
positive at a minimum.  The critical points can be categorised as (ω,σ) in relation to 
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the rank, ω, which represents the number of non-zero eigenvalues at the critical 
point, and the signature, σ, which corresponds to the sum of the three eigenvalues.  In 
molecules, four types of critical point are of particular interest: (3,-3), (3,+3), (3,+1) 
and (3,-1).  All curvatures of ρ(r) are negative at a (3,-3) critical point, which is a 
local maximum and corresponds to a nuclear position.  At a (3,+3) critical point all 
curvatures are positive, and ρ(r) is a local minimum.  Because such behaviour is 
characteristic of the electron density inside a cage, a critical point with (3,+3) 
classification is called a cage critical point.  There are two positive curvatures and 
one negative curvature at a (3,+1) critical point.  This is representative of the 
topology of the electron density at the centre of a ring of a cyclic molecule and such 
critical points are, therefore, termed ring critical points.  A (3,-1) critical point has 
two negative curvatures and one positive curvature.  This indicates that the point 
exists between two neighbouring nuclei, signifying the presence of a chemical bond 
between the nuclei.  Such a point is, therefore referred to as a bond critical point.  
Bond critical points are connected to the adjacent nuclei via atomic interaction lines.  
Collectively, for a molecular system, the atomic interaction lines define the 
molecular graph, which generally represents the network of chemical bonds 
connecting the constituent atoms.        
 
Further, through utilisation of the Laplacian of the charge density, 2 , the AIM 
theory allows detection of reactive sites in a species.  Because this quantity allows 
identification of regions of local electron charge concentration or depletion, the shell 
structure of an atom can be mapped.  So that a charge concentration, or accumulation 
of electrons, is denoted by a positive value and a charge depletion corresponds to a 
negative value, for convenience the function 2  is plotted.  Such a plot defines an 
outermost zone of charge concentration, which is followed by a shell of charge 
depletion extending to infinity.  The outer shell of charge concentration is termed the 
valence shell charge concentration.  In a molecule, within this outer shell there exist 
regions of bonding charge concentration, which result from bonded interactions, and 
non-bonding charge concentration, which indicates the presence of lone pairs of 
electrons, as characterised by the Lewis
190
 model.  Regions of non-bonding charge 
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concentration represent sites at which electrophilic attack can occur.  Therefore, the 
AIM analysis has the capacity to indicate, with respect to the reacting atoms in the 
entities involved in simulations of the synthesis of MOFs, the locations where 
reaction is possible.  Consequently, for the purposes of realistically representing 
reaction moves, the AIM method can be employed prior to the start of the simulation 
to identify, for the reacting atoms in the initial species, the regions where bonding is 
permissible.   
5.1.4 Simulation Method – Further Considerations 
In the development of a simulation technique there are certain factors, on which the 
related capabilities are based and which, therefore, merit consideration.  Of great 
importance when implementing a simulation method is that the detailed balance 
condition is satisfied.  As described in Chapter 2, detailed balance implies that when 
equilibrium is reached the probability of making the transition from one state of the 
system to another is equal in the forward and reverse directions.  There are two key 
considerations in relation to the detailed balance criterion.  The first concern is that 
all of the transitions occurring in the simulation have a corresponding transition in 
the opposite direction.  Since the magnitudes and directional components of the 
translational and rotational moves are specified randomly, there is no barrier to the 
occurrence of equivalent forward and reverse transitions.  With respect to the 
reaction moves implemented in the simulation method, the most exacting route to 
ensuring that reciprocal forward and reverse reaction moves occur would be to store 
the details of the reactants from which product species are generated throughout the 
simulation.  This would allow reaction moves to be carried out such that any entity 
undergoing a reverse reaction could yield, as products, the reactant species involved 
in the complementary forward reaction.  However, the memory requirements of such 
a simulation would be excessive.  In this work, when an entity is involved in a 
reverse reaction the bond (between reacted atoms) that is to be ruptured is selected at 
random.  Therefore, a species undergoing a reverse reaction move will not 
necessarily produce entities identical to those which combined in the precise 
equivalent forward reaction.  Nevertheless, since the acceptance of a trial reaction 
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move is related to the associated energy change, the formation of a very-high-energy 
species will be similarly unfavourable in both forward and reverse reaction trial 
moves.  Thus, the simulation method is considered to yield similar entities as 
products of the executed forward and reverse reaction moves.  As a result, for the 
scheme described in this work, for a particular reaction, both reactant and product 
states are capable of being produced via the transitions (corresponding to reactions) 
that take place.  Therefore, detailed balance is regarded as being upheld if the 
probabilities associated with the reactions are correctly specified.  Similarly, since 
the trial moves representing translations and rotations involve the species generated 
in reactions, the fact that both the reactant and product states associated with reaction 
moves can be produced indicates that there is no barrier to the execution of 
complementary translational and rotational moves if the related probabilities are 
accurately defined.     
 
Therefore, the second matter connected with the preservation of detailed balance is 
that, at equilibrium, equivalent transitions are performed with equal probability.  
Since all of the entities represented in the simulation are capable of undergoing 
different reactions, which are assumed to occur with equal probability within a 
particular step, the initial operation in each step is to select an entity at random.  
However, this presents a complication with respect to the maintenance of detailed 
balance because the number of entities involved in the simulation changes, as a result 
of reaction moves, as the simulation progresses.  As previously described, a forward 
reaction between two reactant entities produces a single product and a reverse 
reaction yields two product entities from a single reactant.  However, because 
forward and reverse reactions are attempted with equal probability, the number of 
entities present in the simulation can be considered not to vary significantly provided 
forward and reverse trial reaction moves are equally likely to be accepted once 
equilibrium has been reached.  This being the case, at equilibrium, in all iterations 
every one of the entities present can be deemed to be equally likely to be involved in 
a trial of a particular transition.  The preservation of detailed balance requires, 
however, that, at equilibrium, equivalent forward and reverse transitions between 
states are performed with equal probability.  Since the simulation method has been 
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demonstrated to attempt corresponding transitions with equivalent probability, the 
detailed balance condition requires that the acceptance rates of complementary 
transitions are equal.  In the simulation method described in this work the 
translational and rotational trial moves are implemented such that the magnitudes of 
the associated relocations are adjusted to ensure a 50 % acceptance rate.  The 
acceptance of reaction moves is dependent on the value of the related enthalpy 
change.  Thus, the extent of the enthalpy change associated with the reaction between 
a particular pair of reacting atoms should be specified with the intention of achieving 
equivalent acceptance rates for corresponding forward and reverse reaction trial 
moves.   
 
By virtue of the fact that a reaction separation distance is defined such that reactions 
are only permitted to take place between pairs of reacting atoms in separate but 
closely situated species, the entities involved in reactions must demonstrate some 
degree of self-assembly.  With respect to the self-assembled entities, the acceptance 
of only trial forward reaction moves (and not attempted reverse reactions) is 
dependent on the necessity that a relevant constituent pair of reacting atoms is 
positioned less far apart than the reaction separation distance.  However, this 
requirement, which has the potential to influence the acceptance rate of transitions 
representing forward reactions, is considered not to have any impact on the 
preservation of detailed balance.  At equilibrium, the self-assembled components in 
the system are assumed to maintain their level of arrangement to the extent that there 
is minimal likelihood of an associated trial forward reaction being rejected on the 
grounds that, in relation to the selected entity, there is no complementary pair of 
reacting atoms within such distance as to permit an attempt at a forward reaction 
move.  However, in the execution of forward reaction moves, one reacting entity can 
be displaced by a distance up to that corresponding to the difference between the 
specified reaction separation distance and the bond length between the reacting atom 
pair.  Therefore, depending on the separation between adjacent self-assembled 
entities, a forward reaction move has the capacity to disrupt the arrangement so as to 
render previously feasible reactions impossible.  Whilst the implementation of 
translation moves enables alteration of the displacement distance to ensure 50 % 
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acceptance, no equivalent practice can be employed in the treatment of forward 
reaction moves.  Therefore, following an accepted forward reaction move there is 
some likelihood that on a purely distance-related basis, a number of translations are 
required to recover the extent of self-assembly present (such that equivalent reactions 
are practicable) before acceptance of the move.  Thus, to attempt to ensure that, at 
equilibrium, trial forward reaction moves of self-assembled species are unlikely to be 
rejected due to the absence of any appropriate pairs of reacting atoms, consideration 
can be paid to the magnitudes of the displacements associated with both reaction and 
translation moves when specifying the ratio defining the relative frequencies with 
which the different types of moves are attempted.  
 
Therefore, the reaction simulation method formulated can be considered to satisfy 
the detailed balance condition.  This ensures the accuracy of the sampling associated 
with the simulations and, in addition, because, as reversible reactions, the chemical 
reactions involved in the synthesis of MOFs are microscopically reversible,
191
 the 
fact that the method enables the execution of simulations representing reactions so as 
to preserve detailed balance gives further credibility to the results produced.  
Nevertheless, the test of any simulation method proposed to represent the synthesis 
of MOFs is the ability of the method to reproduce, under equivalent reaction 
conditions, the characteristics of the experimentally derived structures.  Therefore, 
the capacity of the approach, of which the underlying assumptions, the operational 
procedure and requirements, and the underpinning principles have been described, to 
simulate the synthesis of MOFs was assessed by means of the implementation 
detailed in Section 5.2.   
5.2 Simulation of the Synthesis of MOFs 
By implementing the described simulation method alongside the implicit-solvent 
approach developed, the capacity of the approach to represent the synthesis of MOFs 
was studied for the cobalt succinate materials for which, as described in Chapter 2, a 
detailed phase diagram has been defined.  As the results presented by way of 
explaining the development and evaluation of the implicit-solvent method were 
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obtained at a single temperature (348 K), the assessment of the capabilities of the 
simulation technique will focus on the cobalt succinate structures that are synthesised 
at this temperature.  Therefore, the capacity of the simulation method was assessed 
for Phases A and F of the cobalt succinate series.  The structures of these phases are 
introduced in Section 5.2.1. 
5.2.1 Cobalt Succinate Structures 
As described in Chapter 2, the cobalt succinate materials are formed in the reaction 
between succinic acid, the organic linker source, and cobalt hydroxide, the metal 
source, with water as the solvent, such that the reacting species are the succinate ion 
and the Co
2+
 ion.  Phase A,
80
 which is the simplest-structured material in the family 
of cobalt succinates, can be synthesised in isolation, at 348 K, from molar reactant 
ratios of succinic acid to cobalt hydroxide ranging from 1:1 to 2:1.  This phase, 
shown in Figure 5.2, has a one-dimensional structure and consists of chains of cobalt 
atoms, which are coordinated by four water molecules, bridged by succinate ions.  
Therefore, the cobalt atoms in the structure are octahedrally coordinated and form 
CoO6 octahedra.  The carboxylic groups in the succinate ions are monodentate and, 
thus, yield free terminal oxygen atoms, which are implicated, along with the water 
molecules coordinated to the cobalt atoms, in hydrogen bonds that hold the chains 
together.   
 
At 348 K, Phase F
84
 can be synthesised, in isolation, from molar reactant ratios of 
succinic acid to cobalt hydroxide ranging from 0.2:1 to 0.4:1.  The structure of Phase 
F, which is shown in Figure 5.3, is represented by one-dimensional metal-oxygen-
metal chains of CoO6 octahedra bridged by succinate ligands to form an infinite, 
two-dimensional sheet.  In this phase, the carboxyl groups are bidentate, with the 
associated oxygen atoms coordinated to different cobalt atoms.  Therefore, in the 
syntheses of both Phases A and F, the reactions between the succinate ion and Co
2+
 
ion reactants result in the formation of coordination bonds between the oxygen atoms 
in the carboxyl groups, and the cobalt atoms.  Thus, in simulations of the synthesis of 
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cobalt succinate materials the reacting atoms are cobalt and the oxygen atoms in the 





Figure 5.2: The structure of Phase A of the cobalt succinate materials where (a) shows 
the chains of octahedrally coordinated cobalt atoms bridged by succinate ions, (b) 
demonstrates the position of the chains within the unit cell, and (c) displays the chains 
in the unit cell, as viewed in the ac plane, in which oxygen atoms are represented by red 
spheres, carbon atoms are represented by grey spheres, hydrogen atoms are 
represented by white spheres, the CoO6 centres are surrounded by purple octahedra, 
and the edges of the unit cells are delineated in black.  The chains shown in these 
images are held together by hydrogen bonds (which are not illustrated) between the 









Figure 5.3: Phase F of the cobalt succinate materials as viewed in the bc plane where (a) 
shows the unit cell structure, and (b), in presenting a range of adjacent unit cells, 
demonstrates the chains of CoO6 octahedra, which are bridged by succinate ions to 
form a sheet.  In these images oxygen atoms are represented by red spheres, carbon 
atoms are represented by grey spheres, hydrogen atoms are represented by white 
spheres, the CoO6 centres are surrounded by purple octahedral, and the edges of the 
unit cells are delineated in black. 
 
For the purposes of simulating the experimental syntheses of the materials described, 
representative ratios of succinic acid to cobalt hydroxide of 1.2:1 and 0.2:1 were 
utilised, respectively, as the molar reactant ratios under which Phases A and F form.  
These ratios, along with the specified temperature of 348 K constitute the defined 
reaction conditions and, thus, correspond to the terms under which the ability of the 
simulation method to represent the equivalent experimental synthesis is judged.  
However, evaluating the capacity of the simulation method to represent the synthesis 
processes of these structures requires, as previously explained, a number of further 
specifications.  The procedures involved in defining the necessary parameters and 
strictures are outlined in Section 5.2.2. 
5.2.2 Simulation Specifications 
As previously described, in relation to the implementation of reaction moves, there 
are a number of requirements that must be specified prior to execution of the 
simulation method.  In the event that a trial forward reaction move can proceed such 
that a bond forms between the reacting atoms, the length of the bond must be 
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defined.  Details of the bond lengths specified between reacting atoms in Phases A 
and F of the cobalt succinate materials are outlined in Section 5.2.2.1.  
5.2.2.1 Bond Length 
Because, in this work, the capacity of the simulation technique to represent MOF 
synthesis is being evaluated for known phases of the cobalt succinates, the lengths of 
the bonds formed in forward reactions can be specified in accordance with the 
lengths of the equivalent bonds in the experimentally synthesised structures.  In 
Phase A the length of the bonds connecting cobalt atoms and the oxygen atoms in the 
succinate linkers is 2.090 Å.
80
  In Phase F of the cobalt succinates the average length 
of the bonds joining cobalt atoms and the succinate oxygen atoms is 2.092 Å.
84
   
 
These bond lengths can be applied to determine the structure of a new species 
resulting from the reaction between two separate entities in a trial forward reaction 
move.  As discussed in Chapter 2, to avoid the introduction of inaccuracy, the 
succinate ion is represented as a rigid structure.  For this reason, and because the 
generation of accurate parameters pertaining to all types of intramolecular 
interactions in every species formed in all reactions that occur would not be feasible, 
the entities constructed in reactions are considered to exist as rigid structures.  Thus, 
in the structure of the product of a reaction, the bond connecting the atoms that have 
reacted is fixed at the length specified. 
 
In carrying out a trial forward reaction move the initial requirement for proceeding is 
that belonging to the selected species there is an atom within a prescribed reaction 
separation distance of another atom that represents the corresponding member of the 
reacting atom pair.  The basis on which this reaction separation distance is defined is 
described in Section 5.2.2.2      
5.2.2.2 Reaction Separation Distance  
In specifying a separation distance within which the atoms involved in the formation 
of bonds to yield the structures representing Phases A and F of the cobalt succinates 
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can be allowed to react, the relevant PMF is examined.  The PMF, as determined in 
Chapter 3, between the reacting atoms (cobalt and oxygen) is shown in Figure 5.4.  
 
 
Figure 5.4: PMF between the cobalt ion and the oxygen atom in the succinate ion at 348 
K, where the reaction separation distance is indicated by the red dashed line.  
 
 As described in Chapter 3, the minimum in the PMF at approximately 1.9 Å 
represents the contact distance for the reacting atom pair, and the peak at 
approximately 2.8 Å relates to the transition state between the contact distance and 
the solvent-shared minimum.  The transition state corresponds to the separation 
distance at which the water molecules are squeezed from between the atom pair.  
Therefore, within the separation distance relating to the transition state, the approach 
of one member of the reacting atom pair by the other is favourable and, because the 
solvent molecules are not positioned between the atoms, minimal reordering of the 
surrounding solvent molecules is required as the atoms approach.     
 
In this work, in the reaction between a pair of atoms, the bonds that form between 
reacting atoms are considered to be rigid and maintain the specified length, and there 
is no associated bond-stretching intramolecular energy term.  Consequently, with the 
formation of a bond between a reacting atom pair, the overall change in energy for 
the cobalt-oxygen atom pair represents the difference between the energy related to 
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the separation between the atoms before the reaction (i.e., the PMF value 
corresponding to the relevant separation distance)  and the energy associated with the 
bonded atoms, which is 0 kJ/mol.  Therefore, for the formation of a bond between 
reacting atoms to be exothermic, the PMF value at the starting reacting atom pair 
separation must be less than 0 kJ/mol.  Thus, for the cobalt-oxygen reacting atom 
pair, in assuming that a reaction is possible when the solvent does not present a 
significant barrier to the approach of one reacting atom by the other constituent of 
the pair, the reaction separation distance was defined as 2.45 Å.  In the execution of 
the simulation method, a trial forward reaction will be allowed to proceed when the 
selected entity contains an atom that exists within this distance of a corresponding 
reacting atom belonging to another entity.   
  
In determining whether a trial move involving either a forward or a reverse reaction 
should be accepted, the energy change related to the reaction move must be 
ascertained.  This energy change incorporates a term representing the enthalpy 
change associated with the reaction.  The means by which the value of the enthalpy 
change is specified are outlined in Section 5.2.2.3.    
5.2.2.3 Reaction Enthalpy Change 
Application of the simulation method to the cobalt succinate system requires 
specification of the enthalpy change relating to the reaction that, in the forward 
direction, involves the formation of a bond between a cobalt atom and an oxygen 
atom so as to connect two separate entities.  In the absence of data relating to the 
magnitude of the enthalpy change associated with the reactions involved in the 
experimental synthesis of cobalt succinates, a suitable value must be defined.  As 
previously described, for the maintenance of detailed balance the enthalpy change 
should be defined so as to yield equivalent acceptance rates of corresponding 
attempted forward and reverse reaction moves at equilibrium.  Thus, the value 
representing the enthalpy change is specified with the intention that approximately 
50 % of possible trial reaction moves are accepted.   
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In this work, a particular type of reaction (i.e., the reaction occurring between a given 
pair of atoms) is considered to be associated with a specific enthalpy change.  In the 
simulation method described, the enthalpy change connected with a reaction 
constitutes the total energy change within the reacting species due to the formation or 
rupture of a bond between the reacting atom pair.  Therefore, this energy change 
includes the differences in the interaction energies between all of the pairs of atoms 
belonging to the entities involved in a reaction.  The variations in interaction energies 
result from changes in the separation distance between pairs of atoms and differences 
in the interactions that are actually considered.  Different atom-atom interactions will 
be taken into account in the reactant and product species associated with a particular 
reaction because within a single entity intramolecular interactions are calculated only 
for pairs of atoms separated by more than four bonds but interactions between all 
pairs of constituent atoms are represented for the related unconnected entities.        
 
Therefore, to assign a suitable value for the enthalpy change associated with the 
reactions involved in the synthesis of cobalt succinates, which are generated from 
initial reactants comprising cobalt ions and succinate ions, a version of the simulation 
method was applied to represent the association of a pair of the reacting species.  
Following an equilibration simulation involving only moves representing the 
displacement and rotation of species, a simulation in which the entities (one cobalt 
ion and one succinate ion) were allowed to engage in reaction moves in addition to 
translational and, where applicable, rotational moves (with moves involving 
translations, rotations and reactions attempted according to the ratio 1:1:0.05).  In 
both simulations the solvent was modelled implicitly using the method detailed in 
Chapter 3.  The reaction moves were implemented so as to proceed only when the 
distance separating the reacting atoms was less than the specified reaction separation 
distance of 2.45 Å.  In determining the structure produced in the attempted reaction 
moves, the bond length between the reacting atoms was defined as 2.09 Å.  In this 
version of the simulation method, the reaction enthalpy value was set to 0 kJ/mol.  
This enabled the collection of data relating to the energy change resulting solely from 
the reaction between the reactive species.  The employment of moves representing 
displacements and rotations of the species allowed sampling of the energy change 
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accompanying the reaction for all possible configurations of the pair of initial 
species.  Because the purpose of this simulation was to determine the enthalpy 
change associated with the reaction, the value was determined only by sampling 
forward reactions – there can be no means of sampling trial reverse reactions without 
knowing details of the products within which reverse reactions occur.  However, as 
forward and reverse reactions are assumed to be complementary, the magnitude of 
the enthalpy change should be equivalent for reactions in both directions.    
 
Probability density distributions of the separation distances between the cobalt ion 
and the oxygen atoms in the succinate ion are shown in relation to the number of 
sampling steps in Figure 5.5a.  Since no reactions were accepted (because the 
enthalpy change was specified as 0 kJ/mol in the sampling simulation) the Co-O 
distances represented in these distributions are characteristic of those occurring when 
the cobalt and succinate ions approach one another as separate entities.  The 
concurrence of the distributions obtained at different numbers of steps indicates that 
the simulation adequately samples the configurations of the ion pair.  Therefore, the 
energy change data, from which the enthalpy value is specified, should be 
representative of that associated with reactions between similar reacting species in all 
possible configurations.  In determining the enthalpy change associated with the 
reaction, as previously described, the value was specified such that 50 % of the 
reaction moves sampled in the simulation would have been accepted.  Thus, the 
value of the enthalpy change associated with the formation of a bond between the 
reacting atom pair was defined as -78.5 kJ/mol. 
 
The cobalt-succinate ion pair sampling simulation was carried out with the intention 
that the configurations sampled were not governed by the applied ratio of 
translational, rotational and reaction moves.  To have confidence that this was the 
case, probability density distributions of the Co-O separation distance were 
determined for equivalent sampling simulations involving different move type ratios.  
As shown in Figure 5.5b, these distributions, which represent the sampled 
configurations of the cobalt and succinate ions, correspond for all of the ratios 
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implemented.  Therefore, the enthalpy change specified was not influenced by the 
imposed move type ratio.       
 
 
Figure 5.5: Probability density distributions of the separation distance between the 
cobalt ion and the oxygen atoms belonging to the succinate ion, where (a) shows the 
distributions sampled after different numbers of steps in the simulation and (b) 
illustrates the distributions obtained after 1×10
5
 steps in sampling simulations with 
different move type ratios (defined as translation: rotation: reaction).    
 
The execution of simulations representing the formation of the cobalt succinate 
phases requires specification of a suitable ratio that governs the relative frequencies 
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with which the different types of moves are attempted.  The means by which this 
ratio is defined for such simulations is described in Section 5.2.2.4. 
5.2.2.4 Ratio of Move Types 
In specifying a move type ratio the primary objective was that the respective moves 
should be executed such that the simulation has the capacity to adequately sample 
different configurations.  In addition, as previously described, for the preservation of 
detailed balance the simulation method requires that the relative frequencies with 
which different moves are carried out enable the maintenance, at equilibrium, of the 
level of self-assembly in the system.  Thus, specification of the ratio of move types 
must take into account the capacity for the operation of forward reaction moves to 
disturb the relative arrangements of the surrounding entities. 
 
The distance shifted by a reacting component involved in a forward reaction relates 
to the difference between the separation between reacting atoms in the entities as a 
result of the prior self-assembly and the separation between the reacting atoms due to 
the formation of a bond (i.e., the bond length).  As regards the reactions involved in 
the production of cobalt succinate materials, knowledge of the typical displacement 
distance associated with a forward reaction move requires information relating to the 
characteristic separation, prior to reaction, between the pairs of reacting atom types 
in the entities involved in the formation of the cobalt succinates.  Whilst details of 
the structures of the entities produced in the synthesis process cannot be known in 
advance, the interactions between the initial reactants (cobalt and succinate ions) can 
be assumed to be similar to those between the generated species of which the starting 
components are constituents.  Thus, the typical separation distances between reacting 
atoms prior to reaction were determined from simulations in which, with an implicit-
solvent representation, the cobalt and succinate ions were allowed to interact, and 
change position by means of moves involving translations and rotations, but not 
react.   
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These simulations were carried out to evaluate the characteristic ion-ion separation 
distances associated with the syntheses of Phases A and F of the cobalt succinates.  
Thus, the simulations were carried out at the temperature (348 K) and succinate ion 
to cobalt ion ratios (1.2:1 for Phase A and 0.2:1 for Phase F) corresponding to the 
reaction conditions under which the respective phases form.  The ions were inserted 
in the simulation cell by means of GCMC simulation, of which a brief outline is 
given in Chapter 2.  In all simulations, cubic simulation cells were employed and, 
whilst the solvent was represented implicitly, in following the experimental cobalt 
succinate synthesis procedure that cobalt ions and water molecules should be present 
in a molar ratio of 1:110, the dimensions of the cells corresponded to those required 
to yield the experimental water density at the temperature utilised.  Distributions of 
the distances between the cobalt ions and the oxygen atoms in the succinate ions 
were determined from these simulations once equilibrium had been attained.  These 
distributions, which represent the distances between the pairs of reacting atom types, 
are shown for two different system sizes for Phases A and F in Figure 5.6.  For 
clarity, only separation distances up to 3.0 Å are presented.   
 
 
Figure 5.6: Probability density distributions of the separation distance between the 
cobalt ions and the oxygen atoms belonging to the succinate ions in implicit-solvent 
simulations in which the ions interact but no reactions are permitted.  Distributions are 
shown for two system sizes, corresponding to different numbers of ions present, for 
both Phases A and F.  
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The probability density distributions of the distances between the pairs of reacting 
atom types indicate that, inside the reaction separation distance, the atoms with the 
potential to react exist at separations close to the length of the bond (approximately 
2.09 Å) that forms between cobalt and oxygen atoms in a forward reaction.  
Therefore, the displacement associated with an accepted forward reaction move is 
minimal, and, as a consequence, there will be no requirement for significant 
repositioning of the surrounding entities to maintain the level of self-assembly 
present before the reaction.  Thus, no consideration need be made of any necessity to 
specify the move type ratio so as to ensure that, for the purpose of maintaining 
detailed balance, the entities can regain a prior degree of arrangement.  
Consequently, as regards the simulation method developed to represent the synthesis 
of cobalt succinates, the ratio of move types was specified such that translations, 
rotations and reactions were attempted with equal probability.  
 
For the range of separations distances shown in Figure 5.6, the distribution of 
distances between the Co-O atom pair indicates that the cobalt and succinate ions 
exist in particular relative positions.  Therefore, in determining the distributions from 
simulations representing the association of the ions without reaction for the two 
phases studied, there is merit in examining the arrangements of the cobalt and 
succinate ions which produce the distributions.  The simulations carried out do not 
permit elucidation of the phase behaviour of the system in which reactions occur 
because there is representation of only the individual initial reactants and not the 
species that form when reactions take place.  Nevertheless, such simulations can 
provide some insight into differences in the association of the ions resulting from the 
application of different synthesis conditions.  Employment of the synthesis 
conditions associated with the formation of Phase A (i.e., a temperature of 348 K and 
a succinate ion to cobalt ion ratio of 1.2:1) results in the succinate and cobalt ions 
amassing in a single assemblage.  This is evident in Figures 5.7 and 5.8, which, 
respectively, show configurations arising from simulations of a small system, 
containing 36 succinate ions and 30 cobalt ions, and a larger system, involving 120 
succinate ions and 100 cobalt ions. 
 




Figure 5.7: Configurations from a simulation representing the association without 
reaction of 36 succinate and 30 cobalt ions under the synthesis conditions 
corresponding to the formation of Phase A, where (a) shows the starting positions of the 
ions and (b) demonstrates an equilibrium arrangement of the ions.  In images (a) and 
(b) cobalt is represented by a pink sphere, oxygen is represented by a red sphere, and 
carbon and methylene are represented by grey spheres.  Image (c) illustrates, by 
considering periodic replicas of the ions, the grouping of the ions into a spherical 
cluster.  In (c) all constituents of the ions existing in the central unit cell are coloured 
purple, and all atoms belonging to periodic replica ions are coloured turquoise. 
 
Whilst in the smaller system the cobalt and succinate ions group together into a 
spherical cluster, as shown in Figure 5.7c, in larger systems, with greater numbers of 
ions, the configurations sampled in the simulation carried out under the synthesis 
conditions related to the formation of Phase A reflect the tendency for the cobalt and 
succinate ions to arrange themselves to form cylinders, as demonstrated in Figure 5.8 
for a system containing 120 succinate ions and 100 cobalt ions.  Similar behaviour is 
observed for larger systems but is less comprehensible in presentation.  This 
behaviour is a result of the hydrophobic effect,
192
 which leads to the association of 
organic species in water.  As a consequence of the hydrophobicity of their carbon 
backbones, the succinate ions, of which, as directed by the applied succinate to 
cobalt ratio, there are a greater number present than cobalt ions, seek to minimise the 
surface area in contact with the surrounding water, which is represented implicitly in 
the simulation.  The fact that this behaviour is apparent is indicative of the capacity 
of the implicit-solvent method developed to represent the collective physical 
characteristics of the ions.  
 




Figure 5.8: Configurations from a simulation representing the association without 
reaction of 120 succinate and 100 cobalt ions under the synthesis conditions 
corresponding to the formation of Phase A, where (a) shows an equilibrium 
arrangement of the ions and (b) demonstrates, by including periodic replicas, the 
grouping of the ions to form cylinders.  In image (a) cobalt is represented by a pink 
sphere, oxygen is represented by a red sphere, and carbon and methylene are 
represented by grey spheres.  In image (b) all constituents of the ions existing in the 
central unit cell are coloured purple, and all atoms belonging to periodic replica ions 
are coloured turquoise. 
 
With the application of the synthesis conditions under which Phase F forms (i.e., at a 
temperature of 348 K and with succinate and cobalt ions present in the ratio 0.2:1), 
similar behaviour was apparent for all system sizes.  For ease of viewing, the 
arrangement of the ions is illustrated, in Figure 5.9, for a small system containing 40 
succinate ions and 200 cobalt ions.  The equilibrium configuration obtained for this 
system shows that the cobalt ions are dispersed throughout the simulation cell and 
the succinate ions are positioned in a number of small clusters.  This behaviour 
results both from the tendency of the cobalt ion to be surrounded by six water 
molecules in an octahedral configuration and from the aforementioned hydrophobic 
nature of the carbon backbone in the succinate ion.  Whilst the arrangements 
illustrated in Figures 5.7 - 5.9 relate to those sampled in one particular simulation of 
each respective system, the configurations shown are qualitatively representative of 
the ion-association behaviour exhibited in each of the multiple (at least three) times 
that all of the different sizes of systems were simulated under the conditions applied.   
 




Figure 5.9: Configurations from a simulation representing the association without 
reaction of 40 succinate and 200 cobalt ions under the synthesis conditions 
corresponding to the formation of Phase F, where (a) shows the starting positions of the 
ions and (b) demonstrates an equilibrium arrangement of the ions.  In these images 
cobalt is represented by a pink sphere, oxygen is represented by a red sphere, and 
carbon and methylene are represented by grey spheres.   
 
In carrying out a simulation of the synthesis of a cobalt succinate phase such that the 
ions have the capacity to react, in order to adequately represent the experimental 
reactions information relating to the precise locations of reactive sites is required.  As 
previously explained, this can be achieved by utilising the AIM formulation.  The 
procedures involved in applying the AIM method and the implications as regards 
simulating the synthesis of cobalt succinate materials are described in Section 
5.2.2.5. 
5.2.2.5 AIM Analysis 
Since all reactions occurring in the formation of cobalt succinate materials take place 
between cobalt and oxygen atoms, for the purpose of determining, with respect to the 
reacting entities, the positions of reactive regions, each reaction is considered 
equivalent to that between the cobalt ion and an oxygen atom in the succinate ion.  
As the cobalt ion is represented as a spherical entity, there is assumed not to be any 
circumferential variation in reactivity.  Therefore, the succinate ion was analysed 
using the AIM method to identify any preferentiality with respect to reaction 
locations. · 
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Prior to AIM analysis of the succinate ion, the geometry of the structure was 
optimised using the (DFT) B3LYP method and the 6-311+G basis set.  This 
approach has been employed successfully to study the conformations of 
dicarboxylate dianions.
193, 194
  As described in Chapter 2, the model employed in this 
work for representation of the succinate ion involves, through the use of the OPLS-
UA force field, implicit inclusion of the hydrogen atoms by means of united-atom 
methylene groups.  However, for the purpose of carrying out the AIM analysis, the 
optimised succinate ion structure was obtained from an initial all-atom representation 
in which the hydrogen atoms attached to the carbon backbone were, prior to the 
optimisation procedure, positioned according to the parameters specified in the 
OPLS-AA force field.
195
  That force fields were combined to produce the starting 
atomistic representation was of no consequence because the structure was 
subsequently optimised.  The geometry was optimised in the solvent (water) that was 
employed in the experimental synthesis of the phases belonging to the system of 
interest.  The geometry optimisation and subsequent AIM analysis were performed 
using the Gaussian09 program package.
196
   
 
The electron density distribution contour plot obtained via the AIM method is shown, 
alongside the corresponding Laplacian plot, for the succinate ion in Figure 5.10.  As 
shown in Figure 5.10a, the electron density contour lines round the oxygen atoms in 
the succinate ion are very close together, demonstrating that the electron density 
changes sharply in this region.  In the contour plot of the negative Laplacian of the 
electron density, the thin crescent-shaped regions round the oxygen atoms indicate 
that the non-bonding electron density (corresponding to multiple lone pairs of 
electrons) is smoothed out round the oxygen atoms.  The even distribution of the 
non-bonded charge round the exposed circumference of the oxygen atom (i.e., the 
part of the oxygen atom where reactions might take place) indicates that all 
accessible regions on the oxygen atoms are equally reactive and that there is no 
requirement for specification of orientational preferences of the reacting entities 
when representing the reaction between oxygen and cobalt atoms in simulations of 
the synthesis of cobalt succinates.  
 






Figure 5.10: Contour plots with respect to the carbon-backbone plane of symmetry in 
the succinate ion of (a) the electron density distribution in the range 0 to 0.075 e/a0
3
 in 
steps of 0.025 e/a0
3
 and (b) the negative Laplacian of the electron density in the range -
5.0 to 5.0 e/a0
5
 in steps of 0.5 e/a0
5
, where positive contours (which relate to regions of 
charge concentration) are delineated in red and negative contours (which relate to 
regions of charge depletion) are delineated in black.  Local bonding and non-bonding 
charge concentrations are indicated by arrows.  Atomic interaction lines are depicted 
as black lines and bond critical points are represented as black circles.  The hydrogen 














Figure 5.11: The lone pairs of electrons belonging to the terminal oxygen atoms in (a) 
the resonant structures of a carboxylate ion and (b) a carboxylic acid molecule.  
 
As shown in Figure 5.11a, a carboxylate ion is a hybrid of two resonant structures.  
Therefore, the electrons can be considered to be delocalised over more than one 
location.  In contrast, in a carboxylic acid molecule, as shown in Figure 5.11b, the 
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carbonyl oxygen atom has two distinct lone pairs of electrons.  Therefore, to have 
confidence that the AIM method could correctly identify the locations of the non-
bonding charge concentration, the same analysis was performed on the succinic acid 
molecule.  For this purpose, an initial succinic acid structure, which underwent 
geometry optimisation prior to the AIM analysis, was obtained using parameters 
taken from the OPLS-AA force field.
92
  Contour plots of the electron density 
distribution and the negative Laplacian of the electron density determined for the 






Figure 5.12: Contour plots with respect to the carbon-backbone plane of symmetry in 
the succinic acid molecule of (a) the electron density distribution in the range 0 to 0.75 
e/a0
3
 in steps of 0.025 e/a0
3
 and (b) the negative Laplacian of the electron density 
distribution in the range -5.0 to 5.0 e/a0
5
 in steps of 0.5 e/a0
5
, where positive contours 
(which relate to regions of charge concentration) are delineated in red and negative 
contours (which relate to regions of charge depletion) are delineated in black.  Local 
bonding and non-bonding charge concentrations are indicated by arrows.  Atomic 
interaction lines are depicted as black lines and bond critical points are represented as 
black circles.  The hydrogen atoms bonded to carbon atoms do not appear within the 
plane of symmetry used.   
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The contour plot, shown in Figure 5.12b, of the negative Laplacian of the electron 
density demonstrates that the non-bonding charge concentration is evenly distributed 
round the carbonyl oxygen atom, which maintains two lone pairs of electrons, and 
that there are no precisely defined locations at which the associated lone pairs exist.  
This indicates that with respect to the oxygen atoms in the succinate ion, over which 
electrons are delocalised, greater resolution of the positioning of the associated lone 
pairs of electrons would not be expected.  Accordingly, the distribution of the 
electron density determined for the succinate ion was considered to be accurate.   
 
The AIM analysis has, therefore, shown that in simulations of the synthesis of cobalt 
succinates, the execution of reaction moves requires no consideration of orientational 
preferences with respect to the reacting entities.  Thus, the procedures involved in 
defining the specifications necessary for execution of the simulation method have 
been fully described.  With the implementation of these parameters, the capacity of 
the simulation method to represent the synthesis of cobalt succinate materials is 
examined in Section 5.2.3. 
5.2.3 MOF-Synthesis Simulations 
To evaluate the capacity of the described simulation method to represent the 
syntheses of Phases A and F of the cobalt succinate materials, MOF-synthesis 
simulations were carried out.  Execution of the simulations involved the use of a 
modified version of the Music simulation code.
96
  Before commencing the 
simulations carried out with the aim of representing the syntheses of cobalt succinate 
materials, starting configurations were generated via GCMC simulation.  Thus, for 
each system studied, succinate and cobalt ions were inserted into the simulation box 
in numbers consistent with the ratio specified by the relevant synthesis conditions 
(i.e., ions were present in succinate to cobalt ratios of 1.2:1 and 0.2:1 for Phases A 
and F respectively).  In accordance with the temperature at which Phases A and F are 
synthesised, all synthesis simulations were carried out at 348 K.  All simulations 
were performed in cubic simulation boxes with dimensions specified such that the 
inclusion of water molecules in accordance with the cobalt:water ratio of 1:110 
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would yield the experimental water density at the relevant temperature.  In 
simulations of the synthesis of cobalt succinate materials, the water molecules, which 
constituted the solvent, were represented implicitly and the interactions between 
simulated species were evaluated by means of pairwise summation of PMFs (cut-off 
at a distance of 12.0 Å) between the atom constituents of the species, other than the 
cobalt-carbon atom pair, for which the interaction was represented by a hard-sphere 
potential.  The relevant PMFs were also employed to represent the intramolecular 
interactions between pairs of atoms separated by more than four bonds in a particular 
entity.  
 
As described in Section 5.1.2, the self-assembly process by which the cobalt 
succinate structures form was represented by allowing the simulated species to 
undergo moves involving translations, rotations and reactions.  In keeping with the 
specified relation, these moves were attempted in the ratio 1:1:1.  Due to the 
difficulties in assigning accurate intramolecular potentials to species formed as 
products of reactions, all entities involved in the synthesis simulations were modelled 
as rigid structures and no moves involving alterations of the internal coordinates of 
the entities in the simulation were carried out.  As outlined in Section 5.2.2.1, 
reaction moves involved the formation or rupture of a bond between cobalt and 
oxygen atoms, with the lengths of the bonds between the reacting atoms 
corresponding to those existing in the experimentally derived structures.  Therefore, 
the lengths of the bonds formed in forward reaction moves were 2.09 Å and 2.092 Å 
for Phases A and F respectively.  Attempts at forward reaction moves were only 
permitted between different entities containing corresponding reacting atoms 
separated by a distance less than 2.45 Å.  In linking two reacting entities the 
formation of a bond between reacting atoms was associated with an enthalpy change 
of -78.5 kJ/mol.  When establishing the structure of the product of a forward reaction 
move, as prescribed by the AIM analysis, there was no requirement for consideration 
of the orientational preferences of the reactants.  Therefore, the structures of the 
product species formed in reactions were solely directed by the prior self-assembly 
process that yielded the configuration of the reacting entities.  
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The procedure and specifications associated with the use of the simulation method to 
represent the synthesis of Phases A and F of the cobalt succinate materials have been 
fully detailed in Section 5.2.2.  However, the implementation of the simulation 
method in Music requires a detailed specification of all entities produced in every 
reaction that takes place.  This means that execution of the synthesis simulations is 
computationally expensive in terms of the accompanying memory requirements.  
This restricts the extent to which the simulations representing the synthesis of the 
cobalt succinate phases can proceed.  Therefore, in order to assess the capacity of the 
simulation method to represent the synthesis of cobalt succinate Phases A and F, a 
balance of the extent of the synthesis process that can be simulated and the possible 
degree of variation in the products formed was considered.  The potential variation in 
the structures formed in reactions reflects the number of ions present in the simulated 
system.  In systems containing only a small number of self-assembling entities there 
can be, in comparison with larger systems, relatively few product structures formed 
in reactions.  Therefore, in simulations of small systems, there can be little basis on 
which to judge the ability of the simulation method to reliably predict the 
characteristics of the structures produced experimentally.  Thus, results are presented 
for the largest system sizes yielding insightful data.  The capacity of the simulation 
method to represent the synthesis of Phases A and F of the cobalt succinates is 
described in Sections 5.2.3.1 and 5.2.3.2 respectively. 
5.2.3.1 Phase A 
The capacity of the simulation method to represent the synthesis of Phase A of the 
cobalt succinate materials was assessed primarily by studying the system that 
initially contained 120 succinate ions and 100 cobalt ions in a cubic unit cell with 
dimensions of 72 Å.  For this system, the progression of the synthesis simulation, in 
terms of the fractions of cobalt atoms coordinated to different numbers of oxygen 
atoms, is shown in Figure 5.13.  The data involved in this representation of the 
progression of the simulation were obtained by recording, periodically (at a specified 
interval) throughout the simulation, the numbers of cobalt atoms with each different 
number of bonded oxygen atoms. 




Figure 5.13: Evolution, in terms of MC steps, of the fractions of cobalt atoms 
coordinated to 0, 1 or 2 oxygen atoms within a synthesis simulation starting from a 
configuration comprising 120 succinate ions and 100 cobalt ions and involving the 




Figure 5.14: Evolution, in terms of MC steps, of the overall % of cobalt atoms that are 
bound to at least one oxygen atom.  This data was obtained from a synthesis simulation 
starting from a configuration comprising 120 succinate ions and 100 cobalt ions and 
involving the reaction conditions corresponding to Phase A of the cobalt succinate 
materials. 
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Figure 5.13 shows the extent to which the simulation of this system had progressed 
in a simulation time of approximately two hours.  Throughout the extent of the 
simulation possible for this system, the fractions of cobalt atoms that have 
coordinated oxygen atoms increase, albeit less rapidly during the final steps than in 
the initial stages of the simulation.  This indicates that within the number of steps 
simulated, equilibrium has not been attained and the full capacity of the simulation 
method to predict the structures formed under the relevant reaction conditions cannot 
be ascertained.  In evaluating the cobalt-coordination data, the variation in the overall 
proportion of cobalt atoms that are bound to oxygen atoms in succinate ions can be 
studied, as shown in Figure 5.14.  As illustrated in this figure, the % of instances in 
which cobalt atoms are bound to oxygen atoms in succinate ions increases with 
respect to step number throughout the simulation, including at the final steps 
represented.  This confirms the fact that in the simulation carried out the system does 
not reach equilibrium, and indicates that, to better evaluate the full capabilities of the 
approach formulated to represent the synthesis of MOFs, further development of the 
implementation of the method is necessary.  Nevertheless, examination of the 
simulation progression and the structures of the entities produced in the reactions that 
have occurred can yield insight into the capabilities of the simulation method.  As 
described previously, Phase A of the cobalt succinates consists of cobalt ions linked 
by succinate ions to form chains in which the cobalt atoms are coordinated by two 
oxygen atoms.  That, within the extent of the simulated synthesis process, the 
oxygen-coordination of the cobalt atoms does not exceed two suggests that the 
simulation method has the ability to represent the experimental structure with 
sufficient accuracy as to yield the correct coordination preferences of the cobalt ion.  
There cannot, however, be complete certainty that further coordination would not 
occur within a longer simulation.  Configurations produced in the synthesis 
simulation of the system studied are shown in Figure 5.15.  Comparison of Figure 
5.15a, which demonstrates the starting positions of the succinate and cobalt ions, 
with Figure 5.15b-d, which give representations, from different viewpoints, of the 
final configuration sampled, demonstrates that the synthesis simulation has resulted 
in the self-assembly of the entities to form a large cluster.  This behaviour 
corresponds to that observed in the results, shown in Figure 5.8, of the simulation 
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representing the association without reaction of the equivalent system.  As previously 
described, that the simulated entities arrange themselves in this manner is evidence 






Figure 5.15: Configurations from a synthesis simulation initially comprising 120 
succinate ions and 100 cobalt ions and involving the reaction conditions corresponding 
to the formation of Phase A, where (a) shows the starting positions of the ions.  Image 
(b) highlights the structures of the entities consisting of cobalt atoms coordinated to one 
oxygen atom in the final configuration as viewed along the z-axis, (c) highlights the 
structure of a ‘correct’ short chain in the final configuration as viewed in the negative 
direction of the y-axis, and (d) highlights the structure of an ‘incorrect’ short chain in 
the final configuration as viewed along the y-axis.  In these images cobalt is represented 
by a pink sphere, oxygen is represented by a red sphere, and carbon and methylene are 
represented by grey spheres.   
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Typical structures of the primary product entities (as formed in the reaction between 
a cobalt ion and a succinate ion) are highlighted in Figure 5.15b.  The orientation of 
the ions in these entities is such that there is the capacity for subsequent reactions to 
result in the formation of chains.  This demonstrates that the simulation method has 
the potential to yield the structures that are expected experimentally.  As indicated by 
Figure 5.13, the final configuration of the simulated system contains a number of 
entities composed of cobalt atoms coordinated to two oxygen atoms belonging to 
succinate ions.  A structure typical of such an entity is highlighted in Figure 5.15c.  
That this structure consists of a relatively linear short chain indicates that the 
simulation method has the ability to accurately predict the characteristics of the 
underlying structure of the experimentally synthesised materials.  For the system 
initially involving 120 succinate and 100 cobalt ions, examination of all entities 
composed of a cobalt ion coordinated to two oxygen atoms revealed the existence of 
the structure highlighted in Figure 5.15d.  That this structure is not linear indicates 
that the simulation method can predict incorrect arrangements.  To assess the ability 
of the MOF-synthesis method to accurately predict structures, characteristics of the 
entities formed in simulations were compared with those associated with the 
experimentally synthesised structure of Phase A.  Thus, the O-Co-O angles (where 
the O refers to the oxygen atom that is bonded to the Co atom) in the structures that 
consist of a short chain composed of bonded succinate-cobalt-succinate were 
compared with the equivalent angle in the experimental structure.  In the MOF-
synthesis simulation, the O-Co-O angle in these short-chain structures ranged from 
97.5° to 161.4°, with an average value of 126°.  The equivalent angle in the structure 
produced experimentally is 175.7°.  Whilst the comparison is based on only the small 
number of this type of entity produced in the MOF-synthesis simulation, the disparity 
between the sizes of the angles in the experimental structure and those in the entities 
formed in the simulation indicates that the MOF-synthesis simulation method does 
not, at present, have the capacity to yield structures identical to the experimental 
arrangement of Phase A.     
 
Analysis of a smaller system, which initially contained 36 succinate ions and 30 
cobalt ions and was simulated in a cubic unit cell with dimensions of 48 Å, 
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demonstrates, as highlighted in Figure 5.16, that the simulation method predicts the 
formation of a non-linear chain of three succinate ions linked by two cobalt ions.  In 
this entity the O-Co-O angles have values of 99° and 130°, and, thus, differ 
significantly from the equivalent angle (175.7°) in the experimental structure.  The 
greater progress, in terms of the numbers of reactions required to yield the products 
generated, of the synthesis simulation in which this entity is formed is a result of the 
smaller system size.  However, a system of this scale is less representative of the 
experimental synthesis.     
 
 
Figure 5.16: The final configuration, in which a chain of three succinate linkers 
connected by two cobalt ions is highlighted, from a synthesis simulation initially 
comprising 36 succinate ions and 30 cobalt ions and involving the reaction conditions 
corresponding to the formation of Phase A.  In this image cobalt is represented by a 
pink sphere, oxygen is represented by a red sphere, and carbon and methylene are 
represented by grey spheres.   
 
The entities highlighted in Figure 5.15d and Figure 5.16 suggest that, whilst the 
simulation method has the ability to represent the characteristics of the structures 
formed experimentally, the method has some difficulty in correctly predicting the 
precise arrangement of the products of reactions.  This is confirmed by the disparity 
that is evident between the entities produced in the simulation and those in the 
experimental structure in terms of local structural details such as bond angles.    
There is a possibility that, with longer simulations, these incorrect structures would 
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undergo reverse reactions and that the components would then react again to yield 
acceptably linear chains.  However, it is more likely that the incorrect formation of 
these structures signifies the necessity for the incorporation of some means of 
allowing the products of reactions to undergo moves that result in alteration of their 
internal coordinates.  This would, however, require the formulation of accurate 
intramolecular potentials for the entities generated in reactions.     
5.2.3.2 Phase F  
The capacity of the simulation method to represent the synthesis of Phase F of the 
cobalt succinate materials was assessed mainly through examination of the system 
that initially contained 120 succinate ions and 600 cobalt ions.  This system was 
simulated in a cubic unit cell with dimensions of 128 Å.  For this system, the 
progression of the synthesis simulation, in terms of the respective fractions of 
oxygen-coordinated and isolated cobalt atoms, is shown in Figure 5.17.  As before, 
the data involved in this representation of the progression of the simulation were 
obtained by recording, periodically throughout the simulation, the numbers of cobalt 
atoms with each different number of bonded oxygen atoms. 
 
 
Figure 5.17: Evolution, in terms of MC steps, of the fractions of cobalt atoms 
coordinated to 0 or 1 oxygen atoms within a synthesis simulation starting from a 
configuration comprising 120 succinate ions and 600 cobalt ions and involving the 
reaction conditions corresponding to the formation of Phase F of the cobalt succinate 
materials. 
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Figure 5.18: Evolution, in terms of MC steps, of the overall % of cobalt atoms that are 
bound to at least one oxygen atom.  This data was obtained from a synthesis simulation 
starting from a configuration comprising 120 succinate ions and 600 cobalt ions and 
involving the reaction conditions corresponding to Phase F of the cobalt succinate 
materials. 
 
Figure 5.17 shows the extent to which the simulation of this system had progressed 
in a simulation time of approximately four hours.  The sharp increase in the fraction 
of cobalt atoms coordinated to oxygen atoms shortly after the start of this simulation 
indicates that a certain degree of arrangement of the initial ions is required before 
any reactions can be accepted.  Beyond this point, the fraction of coordinated cobalt 
atoms increases gradually until the final step of the simulation.  This demonstrates 
that, as with the simulation carried out under the influence of the synthesis conditions 
associated with the formation of Phase A, within the number of steps carried out in 
the simulation, equilibrium was not reached.  In the simulation carried out under the 
influence of the reaction conditions associated with the formation of Phase F, there 
are no cobalt atoms bonded to more than one oxygen atoms.  Therefore, in evaluating 
the cobalt-coordination data, the variation in the overall proportion of cobalt atoms 
that are bound to oxygen atoms in succinate ions, as shown in Figure 5.18, is 
equivalent to the evolution, with MC steps, of the fraction of cobalt atoms 
coordinated to one oxygen atom.  Thus, evaluation of the % of instances in which 
cobalt atoms are bound to oxygen atoms only upholds the fact that the simulation of 
the system does not evolve to equilibrium, and that, to more thoroughly assess the 
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capacity of the MOF-synthesis simulation method, further development is required.  
As before, the capabilities of the simulation method were assessed by examining 
both the simulation progression and the structures of the entities generated in 
reaction moves.  As previously described, the structure of Phase F of the cobalt 
succinate materials is composed of chains of CoO6 octahedra linked by succinate 
ions such that the carboxyl groups are bidentate.  Therefore, in this phase, all oxygen 
atoms in the succinate ions are coordinated to different cobalt atoms.  In being 
bridged by succinate linkers, the cobalt atoms are generally coordinated to two 
oxygen atoms belonging to different succinate ions.  In Phase F, for the most part, 
where two succinate ions are coordinated to a particular cobalt atom the succinate 
ions are positioned such that their carbon backbones are approaching being parallel 
in alignment.   
 
Upon examination of the structures of the entities produced in the synthesis 
simulation starting from a configuration containing 120 succinate ions and 600 cobalt 
ions, the succinate ions were found to be highly coordinated by cobalt ions such that, 
typically, two or three of the four oxygen atoms in each succinate ion were bonded to 
cobalt atoms.  Typical structures, from the final configuration of this simulation, of 
entities comprising numerously coordinated succinate ions are shown in Figure 5.19.  
That such entities are generated in the reactions that take place during the simulation 
carried out under the reaction conditions associated with the formation of Phase F is 
evidence of the ability of the simulation method to represent the synthesis of Phase F 
of the cobalt succinates to the extent of being able to correctly predict characteristics 
of the experimentally produced structure.  Furthermore, that structures consisting of 
succinate ions with three coordinated cobalt ions are produced in the simulation 
carried out under the Phase F synthesis conditions but not in the simulation carried 
out with respect to the reaction conditions associated with the formation of Phase A 
suggests that, under different reaction conditions, the simulation method has the 
ability to predict different structures.        
 





Figure 5.19: The final configuration from a synthesis simulation initially comprising 
120 succinate ions and 600 cobalt ions and involving the reaction conditions 
corresponding to the formation of Phase F.  Given in (a) a succinate ion with two 
coordinated cobalt atoms and (b) a succinate ion with three coordinated cobalt atoms 
are enlarged versions of the structures highlighted in the final simulation configuration.  
In these images cobalt is represented by a pink sphere, oxygen is represented by a red 
sphere, and carbon and methylene are represented by grey spheres.   
 
As shown in Figure 5.17, within the extent of the synthesis simulation that initially 
contained 120 succinate ions and 600 cobalt ions, no cobalt ions were coordinated to 
more than one oxygen atom.  However, such entities, composed of two succinate 
ions coordinated to a single cobalt atom, were generated in the equivalent simulation 
in which initially 100 succinate ions and 500 cobalt ions were present.  This system 
involved the use of a cubic unit cell with dimensions of 120 Å.  Within a structure 
typical of the entities composed of doubly coordinated cobalt ions, as shown in 
Figure 5.20, the relative positioning of the two succinate ions is similar to that 
expected in such arrangements evident in the experimentally synthesised structure of 
Phase F.  Indeed, in terms of local structural specifics, the O-Co-O angle (where O 
refers to oxygen atoms bonded to the Co atom) of interest in the experimental 
structure is 90.2°, and the average of the equivalent angles in the entities formed in 
the MOF-synthesis simulation is 113.6°.  Whilst this comparison is based only on the 
small number of examples, in the MOF-synthesis simulation, of the formation of this 
succinate-cobalt-succinate entity, the reasonable agreement between the values from 
simulation and experiment demonstrates the capacity of the simulation method to 
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predict features and local structural details of the structure of Phase F.  However, as 
with the entities generated in simulations carried out under the reaction conditions 
relevant to Phase A, to achieve greater accuracy in predicting the precise 
arrangements of the entities formed in reactions would require the implementation of 
moves enabling modification of the internal coordinates of the entities.  Nevertheless, 
that the structure of the entity displayed in Figure 5.20 differs from the typically 
chain-like structures produced in simulations involving the reaction conditions 
associated with the synthesis of Phase A shows that the simulation method described 
in this work has the ability to predict different structures under the influence of 
different reaction conditions.   
   
 
Figure 5.20: The final configuration from a synthesis simulation initially comprising 
100 succinate ions and 500 cobalt ions and involving the reaction conditions 
corresponding to the formation of Phase F.  An entity composed of a cobalt atom 
coordinated to two oxygen atoms within succinate ions is highlighted (and shown in 
greater detail below the unit cell).  In this representation cobalt is represented by a 
pink sphere, oxygen is represented by a red sphere, and carbon and methylene are 
represented by grey spheres.   
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5.3 Conclusions 
With the aim of developing a means of representing the synthesis of MOFs, a kinetic 
Monte Carlo simulation method has been formulated.  The capacity of the simulation 
method to predict the structures formed under different reaction conditions has been 
assessed through application to the study of the formation of two cobalt succinate 
phases.  Whilst the implementation of the method is limited by the associated 
computational requirements, the simulation results demonstrate the ability of the 
method to represent the syntheses of Phases A and F of the cobalt succinate 
materials.  By incorporating, from the equivalent experimentally known structures, 
only the length of the bond formed between reacting atoms, the simulation method 
has been shown to have the capacity to correctly predict characteristics of the 
experimentally synthesised structures of the studied cobalt succinate phases.  In so 
doing, that the simulation method has the ability to yield differing structures under 
the application of different reaction conditions has been demonstrated.   
 
Whilst the simulation method developed has been demonstrated to have the capacity 
to predict characteristics of the experimentally synthesised structures of Phases A 
and F of the cobalt succinate materials, the arrangements of the structures produced 
indicate that, to realise a greater degree of precision, there is a requirement for the 
incorporation of moves that permit alteration of the internal coordinates of the 
entities involved in the MOF-synthesis simulations.  Nevertheless, given that the 
structures formed in the MOF-synthesis simulation are influenced by the interactions 
between the reacting entities, the fact that the simulation method has the ability to 
correctly generate entities with the characteristics of the experimental structures 
demonstrates the capacity of the implicit-solvent method to accurately represent the 
interactions between the building blocks.  Furthermore, that the extents to which the 
MOF-synthesis simulations progressed took only a small number of hours 
demonstrates the suitability of the implicit-solvent method for application in such 
simulations.  
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The execution of simulations carried out under the respective reaction conditions 
under which Phases A and F of the cobalt succinate materials can be synthesised 
experimentally required prior definition of a number of specifications.  In particular, 
the ratio with which the different moves involved in the simulations were attempted, 
and the value of enthalpy associated with the simulated reactions were specified in 
relation to the requirement that the simulation adhered to the detailed balance 
condition.  However, due to their associated computational costs, the simulations 
carried out as a means of representing the synthesis of the cobalt succinate materials 
did not reach equilibrium.  Therefore, the suitability of these specifications could not 
be fully evaluated with respect to the precise considerations relevant to their 
definitions.  Nevertheless, the fact that the simulations involving the specified 
parameters have the capacity to accurately predict characteristics of the 
experimentally synthesised cobalt succinate materials of interest is indicative of the 












6. Evaluation of the applicability of 
ideal adsorbed solution theory to 





As expressed previously, MOF materials show promise for the adsorption-based 
separation and purification of mixtures of gases.
197
  However, the design and 
development of an adsorption-based separation process requires knowledge of both 
single-component and mixture adsorption equilibria and, whilst single-component 
isotherms can be obtained relatively easily, accurate experimental measurement of 
mixture isotherms is time-consuming and relatively expensive.
198
  Therefore, the 
ability to accurately predict adsorption isotherms for the components in a mixture 
affords great advantage.  Ideal Adsorbed Solution Theory (IAST) is a technique by 
which multi-component adsorption isotherms can be derived solely from single-
component adsorption isotherm data.  The ability of IAST to predict mixture 
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adsorption is, however, dependent on the characteristics of the adsorbent and the 
behaviour of the mixture of adsorbates.  Consequently, foretelling the ability of IAST 
to predict the adsorption of a given mixture in a particular adsorbent is difficult.
199
  
Therefore, given the number of possible MOF structures and the associated 
significant number of potential applications, insight into the ability of IAST to 
predict mixture adsorption in relation to the adsorbent structure and the constituents 
of the mixture is of value. 
 
Assessment of the accuracy of IAST predictions of mixture adsorption requires 
comparison with measured mixture isotherms.  Obtaining the very large amount of 
data needed from experimental measurements of mixture adsorption is not 
practicable.  Therefore, both the single-component adsorption data, used as the inputs 
to IAST calculations, and the mixture data required to evaluate the performance of 
IAST, were obtained by means of a Monte Carlo simulation method that has been 
shown to give accurate results for adsorption in MOFs.
200
  This approach was also 
taken by earlier, more limited, studies of the applicability of IAST to MOFs, which 
showed that, for the MOFs studied, mixture adsorption is reasonably well predicted 
by IAST.  Yang and Zhong
201
 found that for mixtures of methane and hydrogen, and 
methane and carbon dioxide in IRMOF-1 and Cu-BTC, IAST results closely 
matched mixture simulation results.  These findings have been confirmed, in part, by 
an investigation by Babarao et al202 in which good agreement was obtained between 
IAST predictions and simulations for a binary mixture of CO2 and CH4 in IRMOF-1, 
and work by Keskin et al,203 which supported the finding that for mixtures of CH4 
and H2 in Cu-BTC, IAST predictions were in agreement with simulation results.  In 
addition, Bae et al204 obtained good agreement between IAST predictions and 
simulated isotherms for the separation of a binary mixture of CO2/CH4 in a mixed-
linker MOF and Liu et al205 found that IAST predictions corresponded closely to 
simulation results for mixtures of methane and hydrogen in interpenetrated MOFs, in 
which a second framework coexists inside the first.  By comparing, and achieving 
good agreement between, IAST predictions and simulated isotherms for different 
compositions of mixtures of carbon dioxide and nitrogen and mixtures of carbon 
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dioxide and oxygen in Cu-BTC, Yang et al206 concluded that IAST was applicable 
for the prediction of the adsorption behaviour for that particular system.  Thus far, 
the only examples of disparity between IAST and simulations of mixture adsorption 
have been found by Yang and Zhong
201
 for the mixture of carbon dioxide and 
hydrogen in IRMOF-1 and Cu-BTC. 
 
Although the capacity for IAST to predict mixture adsorption in MOFs has been 
demonstrated, evidence of the applicability of IAST to MOFs exists for only a small 
number of MOF structures and for a limited range of mixtures of light gases, for 
which, because the different gas molecules are of similar sizes and the intermolecular 
interactions are of comparable strengths, ideal behaviour is expected and thus 
significant deviations from IAST are not expected.  This is not a sufficient basis for 
the systematic application of IAST to predict mixture adsorption in MOFs.  In this 
work, in order to develop an understanding of the limitations of IAST in relation to 
the adsorbate properties and the structural characteristics of the adsorbents, the 
applicability of IAST was evaluated, through comparison with simulations, for 
mixtures of adsorbate molecules of different sizes, asphericities and polarities in a 
number of structurally differing MOFs.  There are a number of reasons for the 
occurrence of deviations from IAST, as outlined, alongside a delineation of the 
underlying principles of IAST, in Section 6.1.    
6.1 Ideal Adsorbed Solution Theory 
Derived by Myers and Prausnitz,
207
 IAST is a method for predicting the adsorption 
equilibria for components in a mixture, using only single-component adsorption data 
at the same temperature and on the same adsorbent.  IAST is based upon three 
assumptions: (i) that the same surface area is available to all adsorbates, (ii) that the 
adsorbent is inert, and (iii) that the multi-component mixture behaves as an ideal 
solution (such that the mean strength of interaction is equal between all molecules of 
the solution) at constant spreading pressure and temperature.   
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For a particular component, i, in an ideal adsorbed phase: 
 
iii xff )(




  is the fugacity of component i in the bulk gas phase, ƒi
0
 is the fugacity for 
component i at the solution temperature, T, and the spreading pressure, π, of the 
binary mixture when the adsorbed and bulk gas phases are in equilibrium, and xi is 
the mole fraction of component i in the adsorbed phase.  For each component, ƒi
0
 and 












where ni is the amount adsorbed of component i (obtained from the single-
component adsorption isotherm) at pressure, P, which, in this work, was related to 
the component fugacity, fi, using the Peng-Robinson equation of state.
208
  A is the 
surface area of the adsorbent and R is the ideal gas constant.  At equilibrium, each 
component has the same spreading pressure: 
 
jiji   . 6.3 
 
Since the sum of the mole fractions of all components in the adsorbed phase is equal 











which can be solved for a given bulk fugacity, ƒi
-
 , for each component to obtain the 
value of ƒi
0 
for each component.  Thus, the adsorbed phase composition, xi, can be 
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calculated from Equation 6.1 and the number of moles, ni
0
, of component i that 
would be adsorbed from the pure gas at ƒi
0
(π) can be found from the single-
component isotherm for each component.  The total amount adsorbed of the mixture, 











The actual number of moles adsorbed of each component is then: 
 
tii nxn  . 6.6 
 
To calculate the spreading pressure using Equation 6.2, the functional forms of the 
single-component isotherms must be specified by fitting a continuous function to a 
discrete set of adsorption data obtained over a finite range of pressures.  Therefore, in 
this work, IAST was applied to single-component adsorption isotherms fitted using 
































where n(P) is the adsorbed amount at pressure P, K is Henry’s law constant, α is a 
measure of capacity, c determines the radius of curvature of the isotherm and κ 
accounts for the compressibility of the adsorbed phase.  An inherent feature of IAST 
is that prediction of multi-component adsorption requires extrapolation of the single-
component isotherms outside the range of pressures over which the data were 
collected and to which the form of the isotherm was fitted and specified.  This is a 
consequence of the equality of component spreading pressures at equilibrium and 
because, as shown in Equation 6.2, the spreading pressure is related to the amount 
adsorbed, data for the less strongly adsorbed component are extrapolated to a greater 
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extent.  Extrapolation of single-component adsorption data can introduce a degree of 
uncertainty in IAST predictions.  Therefore, the use of an equation which accounts 
for the compressibility of the adsorbed phase and, in so doing, provides an accurate 
description of adsorption behaviour at high pressures is advantageous when assessing 
the applicability of IAST. 
 
Departures from IAST may be attributed to the dissimilarity of the adsorbate 
molecules, and to the heterogeneity of the adsorbent.
210
  In relation to differences in 
the adsorbates, disparity between the adsorbate-adsorbate interactions in the 
adsorbed solution will effect deviations from ideality unless the adsorbate-adsorbate 
interactions are small in comparison with the adsorbate-adsorbent interactions.  In 
this case adsorption is governed by the interaction between the adsorbate molecules 
and the adsorbent and the non-idealities resulting from the interactions between 
adsorbate molecules will be inconsequential.
211
  In MOFs, because of their open 
structure, the adsorbate-adsorbent interactions are often much weaker than in 
conventional adsorbents, such as zeolites or activated carbons.  As a result, the 
adsorbate-adsorbate interactions have greater influence,
212
 and so differences in the 
strengths of interactions between different adsorbate molecules in a mixture are 
likely to cause significant deviations from ideality.   
 
Heterogeneities in the adsorbent structure can have considerable influence on the 
applicability of IAST.  In conjunction with differences in the adsorbate molecules in 
a mixture, adsorbent surface heterogeneities at length-scales of the same order as the 
size of the adsorbate molecules can, as a result of competition between different 
adsorbates for adsorption sites, render particular sites of the adsorbent inaccessible to 
one component in a mixture.  Therefore, the assumption that the same surface area is 
available to all adsorbate molecules might be invalid.  In addition, larger scale 
energetic or structural adsorbent heterogeneities can affect the capability of IAST to 
predict mixture adsorption.  IAST predictions are calculated on the basis that all of 
the information pertaining to the adsorption of a particular adsorbate in a given 
adsorbent can be derived solely from the single-component isotherm and the fact 
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that, in a heterogeneous adsorbent, the isotherm represents the aggregate of the 
contributions from regions of different energy or geometry is not taken into account.  
Consequently, where, due to adsorbent heterogeneities, different regions of an 
adsorbent have disparate adsorption selectivities for the components in a mixture, 
deviations from IAST can result.
213
  In comparison with conventional adsorbents, as 
a consequence of the innumerable coordination geometries possible through 
judicious selection of metal vertices and organic linkers, MOFs present much more 
structural diversity and exhibit wide variation in pore topology.  Therefore, given the 
extent to which the different pores in one particular MOF can vary in terms of shape 
and size, the effect of adsorbent heterogeneities on the applicability of IAST to the 
prediction of mixture adsorption in MOFs is likely to be significant.  The effect of 
palpable heterogeneities in the adsorbent structure can be estimated by assuming 
local adsorption (i.e., adsorption at a particular site/pore) to be described by IAST 
and applying IAST separately to distinct sites so as to implement a form of 
Heterogeneous Ideal Adsorbed Solution Theory (HIAST).
210
  Further details of the 
application of HIAST are given, following delineation of the simulation method 
through which the adsorption isotherms required for appraisement of IAST were 
obtained and specification of the adsorbent structures and the adsorbates involved in 
the mixtures for which the ability of IAST was assessed, in Section 6.2. 
6.2 Simulation Method and Models 
6.2.1 Simulation Method 
The single-component and mixture adsorption isotherms necessary to evaluate the 
applicability of IAST to MOFs were obtained by means of Monte Carlo simulations 
in the grand canonical ensemble.  Grand canonical Monte Carlo (GCMC) simulation 
is a method by which equilibrium adsorption in porous materials can be studied at 
the molecular level.  The statistical-mechanical basis for the GCMC technique is 
outlined in detail elsewhere.
56, 57
  As in experimental measurements of adsorption, 
GCMC simulations are performed such that the chemical potentials of the 
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adsorbates, μ, the volume of adsorbent, V, and the temperature, T, are held constant, 
while the total number of molecules, N, is allowed to fluctuate.  To sample 
equilibrium configurations characteristic of the specified thermodynamic state, the 
GCMC method employs insertion and deletion moves, in addition to the translational 
and, where appropriate, rotational moves, for which the criterion governing the 
probability of acceptance is specified in Chapter 2.  The respective probabilities of 
acceptance, pins and pdel, of the insertion and deletion moves are dependent on the 
number of molecules in the system, as shown in Equations 6.8 and 6.9. 
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is the thermal de Broglie wavelength, in which expression h represents Planck’s 
constant and m is the adsorbate molecular mass.  ΔUins = U(N + 1) – U(N) represents 
the energy change associated with the addition of one molecule at a random position 
and ΔUdel = U(N – 1) – U(N) is the energy difference resulting from the removal of a 
randomly selected molecule.  As before, β = 1/kBT, in which kB represents the 
Boltzmann constant.  In this work, the chemical potentials were related to the 
pressure and composition of the bulk gas using the Peng-Robinson equation of 
state
208
 and GCMC simulations were executed using the multipurpose simulation 
code Music.
96
  Typically, simulations were run so as to allow 20 000 Monte Carlo 
moves, on average, for each adsorbed molecule to ensure that equilibrium was 
reached.  The first 40 % of the moves were used for equilibration and, as such, were 
not included in the calculation of isotherms.  To obtain reliable statistics, the number 
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of unit cells involved in a particular simulation was selected such that the minimum 
number of molecules adsorbed at a given pressure value was 100.  Further, in 
mixture simulations, sufficient unit cells were used so as to ensure that, on average, a 
minimum of 10 molecules of the less strongly adsorbed component were present in 
the simulation.   
 
GCMC simulation is well established as a means of gaining insight in to adsorption 
in MOFs.  The ability of GCMC to reproduce experimental adsorption behaviour in 
MOFs has been reviewed in detail elsewhere.
200
  In general, GCMC simulations of 
adsorption in MOFs have been shown to be reasonably successful at replicating the 
behaviour of the equivalent experimental systems provided the potential models used 
to represent the system are accurate.  In this work, where possible, the simulation 
parameters employed to represent adsorbent-adsorbate systems have been taken from 
previous simulation studies that have demonstrated the capacity to accurately predict 
the experimental behaviour of the systems of interest.  Where GCMC simulations of 
adsorption in MOFs have been found to differ from the corresponding experiments, 
the discrepancies have often been attributed to the fact that the simulations involve a 
representation of the perfect crystal structure whereas the real material used in 




       
In this work, for the purpose of evaluating the capacity of IAST to predict adsorption 
in MOFs, both single-component isotherms (from which IAST predictions were 
made) and mixture isotherms were determined via simulation.  Therefore, the fact 
that the GCMC simulations carried out involve the perfect MOF structures does not 
impact on this evaluation of IAST.  Utilisation of the perfect crystal structures as part 
of a simulation-based evaluation of the capacity of IAST to predict adsorption in 
MOFs means that this work does not constitute an exacting assessment of the ability 
of IAST with respect to experimentally measured adsorption isotherms.  However, 
because GCMC simulations are generally considered to reasonably accurately 
represent adsorption behaviour in MOFs, the applicability of IAST in terms of 
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experimental measurements of adsorption is assumed to be comparable with the 
capabilities of IAST in relation to simulated adsorption isotherms in MOFs, as is 
discussed in this work.    
 
In all simulations, the adsorbents were treated as rigid frameworks and modelled 
atomistically with the atomic positions fixed from crystallographic data.  To 
minimize the computational requirements of the GCMC simulations, for each 
adsorbate species the potential energy between the adsorbate and adsorbent 
framework was pre-calculated on a three-dimensional grid with 0.2 Å spacing.  
During the simulations, the potential energy at any particular position in the 
adsorbent was calculated by interpolation using the grid.  The van der Waals 
interactions between adsorbate molecules were calculated using the pair-wise 
additive Lennard-Jones (LJ) 12-6 potential.  For simulations of a single-component, 
A, LJ potentials were cut off at 5σAA, at which distance the interaction energy is 
negligible.  Likewise, for simulations of mixtures of components A and B, 
interactions were cut off at 5σAA where σAA > σBB.  All of the force fields and mixing 
rules used in this work have previously been successfully employed to model 
adsorption in MOFs, as detailed elsewhere.
200
  The Lorentz-Berthelot mixing rules 
were applied to calculate mixed Lennard-Jones parameters.  Lennard-Jones 
parameters for framework atoms were taken from the Universal Force Field 
(UFF).
215
  For simulations involving molecules such as CO2, which is quadrupolar, 
electrostatic effects were non-negligible and so Coulombic interactions between 
adsorbate and adsorbent were accounted for using the Ewald summation technique.
69
  
Since the applicability of IAST to adsorption in MOFs would not be expected to vary 
significantly with temperature, all simulations were performed at 300 K, which is 
within the range of temperatures relevant to many adsorptive separation processes.  
This simulation method was employed to obtain adsorption isotherms in a number of 
adsorbent materials, the structures of which are described in Section 6.2.2. 
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6.2.2 MOF Structures 
In order to gain insight into the applicability of IAST to MOFs in general, several 
MOFs with widely differing structures and pore geometries were investigated.  
IRMOF-1
216
 is a member of the class of isoreticular MOFs and consists of Zn4O 
clusters connected by 1,4-benzenedicarboxylate (BDC) linkers to form a three-
dimensional porous cubic framework.  Linkers in the structure alternate between 
pointing inwards and outwards, conferring upon the structure two alternating inter-
connected cavity types: smaller cavities of approximately 11.2 Å and larger cavities 
with dimensions of approximately 14.4 Å.
 
 A second MOF with a three-dimensional 
pore structure, Cu-BTC, which was first reported by Chui et al.,
217
 contains copper 
ions, Cu
2+
, as metal centers coordinated to benzene-1,3,5-tricarboxylate (BTC) linker 
molecules such that the resulting framework has three types of pore: two different 
main cavities of square cross-sections with dimensions of 10.5 Å and 12.2 Å 
respectively, and tetrahedral side pockets, approximately 5.0 Å in diameter.  MIL-
68(V),
218
 which is composed of vanadium octahedron vertices coordinated by 
terephthalate linkers to form unconnected one-dimensional channels, exhibits two 
distinct pore types: large hexagonal and small triangular channels with pore 
openings, respectively, of approximately 13.6 Å and 4.8 Å.  MIL-47(V)
219
 is 
composed of the same vertices and organic linker molecules as MIL-68 but has one-
dimensional channels which are rhombic in shape with a pore diameter of 
approximately 7.4 Å.  Larger, one-dimensional rhombic channels with a cavity 
diameter of approximately 10.4 Å are present in MOF-69A,
220
 which is composed of 
infinite Zn-O-C columns stacked in parallel and connected by biphenyl linkers.  All 
pore sizes are as calculated using the method of Gelb and Gubbins,
221
 which yields 
the diameter of the largest sphere that can fit into the cavity without overlapping the 
framework atoms.  The structures of the MOFs studied are shown in Figure 6.1 and 
the Lennard-Jones parameters for the framework atoms are given in Table 6.1.  The 
partial charges on the framework atoms in the MOF structures examined are 
displayed in Table 6.2.  The applicability of IAST for the prediction of mixture 
adsorption in the aforementioned MOF structures was evaluated for a number of 
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mixtures of adsorbates.  The details of the models by which the adsorbate molecules 
were represented in GCMC simulations of adsorption are described in Section 6.2.3.   
 
 
Figure 6.1: Crystal structures of the MOFs studied: (a) IRMOF-1; (b) Cu-BTC; (c) 
MOF-69A; (d) MIL-68; (e) MIL-47 where unit cells are delineated. (Zn, blue; Cu, 
green; V, purple; O, red; C, grey.  H atoms are omitted for clarity.)  Reproduced with 
permission from ref. 
222
.  Copyright 2012 American Chemical Society.  
 
Table 6.1: Lennard-Jones parameters for atoms in the adsorbents studied, where ε is 
the LJ well depth, kB is the Boltzmann constant, and σ is the atomic diameter.  
Parameters were taken from the Universal Force Field.
215
  Reproduced with permission 
from ref. 
222
.  Copyright 2012 American Chemical Society.   
Framework Atom σ (Å) ε/kB (K) 
H 2.571 22.14 
C 3.431 52.8 
O 3.118 30.19 
Zn 2.462 62.4 
Cu 3.114 2.516 
V 2.8 8.05 
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Table 6.2; Partial charges on framework atoms in the MOFs studied.
223
  Reproduced 
with permission from ref. 
222
.  Copyright 2012 American Chemical Society.   
Framework Atom IRMOF-1 Cu-BTC MIL-68 MIL-47 
C1 0.76 -0.001 -0.071 -0.12 
C2 0.02 -0.131 0.598 0.76 
C3 -0.14 0.679 -0.067 -0.08 
O1 -0.76 -0.601 -0.4875 -0.52 
O2 -1.56 - -0.613 -0.55 
H 0.15 0.159 0.143 0.11 
Zn 1.47 - - - 
Cu - 0.989 - - 
V - - 1.213 1.32 
6.2.3 Adsorbate Models 
For the range of MOF structures studied, the dependence of the applicability of IAST 
on the characteristics of the mixture of adsorbates was examined by comparing IAST 
predictions with GCMC results for mixtures of adsorbate molecules of differing 
sizes, asphericities and polarities.  The applicability of IAST to mixtures of 
adsorbates of differing sizes was investigated by comparing IAST predictions with 
GCMC results for mixtures of adsorbates modelled as different sized spherical 









were modelled as single spheres of increasing diameter.  
 
By evaluating IAST predictions alongside GCMC results for mixtures containing 
short alkanes, the applicability of IAST for mixtures of adsorbates of differing 
degrees of asphericity was assessed. Using the united-atom approach, CH3 and CH2 
groups were considered as single LJ spheres and ethane and propane were 
represented, respectively, as two and three uncharged interaction sites.  The LJ 
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Comparison of IAST predictions with simulation results for mixtures containing CO2 
allowed investigation of the applicability of IAST for mixtures of adsorbates of 
differing polarity.  Carbon dioxide, which is a quadrupolar molecule, was modelled 
as a rigid linear tri-atomic molecule with a charged Lennard-Jones site located at 
each atom.  The Lennard-Jones potential parameters for the atoms, for a CO2 
molecule with C-O bond length of 1.16 Å and bond angle OCO of 180
o
, were 
taken from the TraPPE force field developed by Potoff and Siepmann.
227
  The 
intrinsic quadrupole moment of CO2 was represented by partial charges assigned to 
each atom.  The charges for oxygen and carbon atom sites were, respectively, -0.35e 
and 0.7e.  The Lennard-Jones parameters of all the adsorbates studied in this work 
are given in Table 6.3. 
 
Table 6.3: Lennard-Jones parameters for the adsorbates used, where ε is the LJ well 
depth, kB is the Boltzmann constant, and σ is the molecular diameter.  Reproduced with 
permission from ref. 
222
.  Copyright 2012 American Chemical Society.   
Adsorbate σ (Å) ε/kB (K) Ref. 
H2 2.958 36.7 
224
 
CH4 3.73 148.0 
225
 
CF4 4.662 134.0 
226
 
SF6 5.128 222.1 
226
 
alkane CH3 group 3.75 98.0 
225
 
alkane CH2 group 3.95 46.0 
225
 
C (in CO2) 2.8 27.0 
227
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Of the structures described in Section 6.2.2, two MOFs, Cu-BTC and MIL-68, 
contain more than one type of cavity.  As expressed in Section 6.1, the impact of 
such large-scale structural heterogeneities, which can affect the ability of IAST to 
predict the adsorption of mixtures of adsorbates, can be assessed by implementing a 
type of HIAST.  The details of the simulation procedures involved in the application 
of the HIAST method employed in this work are described in Section 6.2.4.   
6.2.4 HIAST Method 
HIAST is an extension of IAST that enables consideration of the effect of palpable 
heterogeneities in the adsorbent structure.
210
  Thus, HIAST can be applied to account 
for the intrinsic heterogeneities in the structures of MIL-68 and Cu-BTC, in which 
more than one kind of pore is present.  Implementation of HIAST requires definition 
of individual sites which correspond to different pore types in the MOF.  This can be 
achieved by creating, for a particular structure, a sitemap which takes the form of a 
three-dimensional grid with 0.1 Å spacing.  Since different pore types represent 
distinct sites, by assigning each site a different number, the pores in the MOF can be 
allocated a site number.  By defining mathematical inequalities relating to the 
boundaries of the pores, each grid point on the sitemap can be assigned a number 
corresponding to the site (e.g. type of pore) within which it is positioned.  Thus, for 
MIL-68, where the smaller, triangular pores constitute one site and the larger, 
hexagonal pores represent a second site, using inequalities to distinguish between 
pores, a sitemap can be produced detailing the locations of the individual sites.  The 
distinct adsorption sites accessible to a methane molecule, modelled as described in 
Section 6.2.3, in MIL-68 are illustrated in Figure 6.2.  Sites in Cu-BTC can be 
defined using the same method, with the tetrahedral side pockets representing one 
site, and the two main cavities forming a second site.   
 
When the adsorption simulation data are processed, the sitemap can be incorporated 
to obtain isotherms which describe the adsorption on separate sites.  IAST 
predictions of adsorption, of a mixture of adsorbate species, for the individual sites 
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can be calculated from single-component GCMC data for adsorption of the species 
on the sites, which are identified as distinct types of pore in the MOF.  HIAST 
predictions of mixture adsorption in a MOF structure represent the sum of these 
IAST predictions.  Thus, HIAST constitutes a means of considering the effect of 
major structural heterogeneities on the ability of IAST to predict mixture adsorption.  
HIAST predictions determined, where appropriate to the system under investigation, 
via the procedure detailed are given in Section 6.3 alongside the results of the 
assessment of the applicability of IAST for the prediction of mixture adsorption in 
MOFs.   
 
 
Figure 6.2: MIL-68 unit cell showing the adsorption sites available to a methane 
molecule where all areas coloured red represent one site (larger, hexagonal pores) and 
all areas coloured green represent a second site (smaller, triangular pores).  The 
positions occupied by the framework atoms (i.e. where adsorption is not possible for 
methane) are coloured white.  Reproduced with permission from ref. 
222
.  Copyright 
2012 American Chemical Society.   
6.3 Results 
As expressed in Chapter 1, in adsorptive separation processes, the most sensitive 
measure of the separation capability is the selectivity of a porous material for 
different components in the mixtures.  Therefore, the applicability of IAST was 
assessed by comparing values of selectivity calculated from IAST predictions 
alongside the equivalent selectivities obtained from GCMC simulation results.  
Evaluations of the ability of IAST to predict the adsorption in MOFs of mixtures of 
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adsorbates of differing sizes, asphericities and polarities are given, respectively, in 
Sections 6.3.1, 6.3.2 and 6.3.3. 
6.3.1 Size of the Adsorbate Molecule 
To investigate the applicability of IAST to systems with differing adsorbate sizes, 
IAST predictions were compared with simulation results for mixtures of the spherical 
adsorbates H2, CH4, CF4 and SF6.  Because hydrogen is much more weakly adsorbed 
than the other adsorbates, single-component hydrogen isotherms were simulated and 
fitted for pressures up to 80 000 kPa.  For equimolar mixtures of methane and 
hydrogen in the adsorbents IRMOF-1, Cu-BTC, MIL-68, MOF-69A and MIL-47 
there are significant differences in the variation of the respective selectivities with 
pressure, as shown in Figure 6.3.   
 
 
Figure 6.3: Selectivity for methane from an equimolar mixture of methane and 
hydrogen as a function of pressure in IRMOF-1, Cu-BTC, MIL-68, MOF-69A and 
MIL-47 at 300 K.  Reproduced with permission from ref. 
222
.  Copyright 2012 
American Chemical Society.     
 
IRMOF-1, MOF-69A and MIL-47 exhibit virtually pressure-independent selectivity 
values, whilst the GCMC simulation results for MIL-68 and Cu-BTC display, with 
the initial pressure increase, a rapid decrease in selectivity, followed by more gradual 
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decline in selectivity at higher pressures.  The characteristics of the adsorption 
behaviour are attributable to the differences in pore structure and topology of the 
MOFs.  Whereas MOF-69A and MIL-47 have only one pore type and the pores in 
IRMOF-1 are similar in shape and dimension, both MIL-68 and Cu-BTC have two 
kinds of cavity of which one is smaller.  Because the strength of adsorption is greater 
in the small pores, molecules are adsorbed preferentially in the smaller pores in MIL-
68 and Cu-BTC.  Thus, at lower pressures, the selectivity is high as result of the 
energetic advantage of the adsorption of the more strongly adsorbed component.  
Similarly, the higher selectivity for methane from an equimolar mixture of methane 
and hydrogen in MIL-47 as compared with MOF-69A reflects the greater strength of 
adsorption as a consequence of the smaller pores in MIL-47.  The higher selectivity 
in MOF-69A than in IRMOF-1 results from the stronger interactions in the corners in 
MOF-69A.  IAST predictions for the adsorption of the equimolar mixture of methane 
and hydrogen show good agreement with GCMC results with average relative errors 
between IAST and GCMC selectivities of 4 %, 4.7 % and 4.3 % for IRMOF-1, 
MOF-69A and MIL-47 respectively.  The larger deviations between IAST and 
GCMC results evident at lower pressures in the adsorbents with more than one type 
of pore lead to marginally greater overall disparities of 6.2 % and 9.2 % between 
selectivity values calculated from IAST predictions and from GCMC results for, 
respectively, Cu-BTC and MIL-68. 
 
To further investigate the influence of the inherent heterogeneities resulting from the 
two pore types in Cu-BTC (in which there are smaller, tetrahedral side pockets and 
larger, square pores) and MIL-68 (which contains smaller, triangular pores and 
larger, hexagonal pores), HIAST was also applied.  Selectivity values calculated 
from HIAST are shown alongside IAST predictions and GCMC mixture simulation 
results for Cu-BTC and MIL-68 in Figure 6.4.  For both structures HIAST results 
show good agreement with GCMC simulations, indicating that the deviations 
between IAST predictions and GCMC results are a consequence of the structures of 
the MOFs being heterogeneous.   
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Figure 6.4: Selectivity for methane from an equimolar mixture of methane and 
hydrogen as a function of pressure at 300 K in (a) Cu-BTC, and (b) MIL-68.  Adapted 
with permission from ref. 
222
.  Copyright 2012 American Chemical Society. 
 
The effects of differences in adsorbate size on the applicability of IAST were 
investigated further through examination of a mixture of CF4 and CH4.  The variation 
with pressure of the adsorption selectivity for CF4 from an equimolar mixture of CF4 
and CH4 is shown in Figure 6.5.  The GCMC selectivities are generally well 
predicted by IAST throughout the range of pressures examined, with average relative 
errors between selectivity values calculated from IAST and GCMC results 
significantly below 10 % for all adsorbents studied with the exception of MIL-47, for 
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which large differences between GCMC and IAST in the low pressure region 
contributed to a higher average deviation of 12.6 %.  This good agreement between 
IAST predictions and GCMC simulation data was not unexpected, given the 
similarity of the magnitudes of the Lennard-Jones parameters for CF4 and CH4, since 
the strengths of the interactions between adsorbate molecules are of similar 
magnitude for all molecules in the binary mixture, which therefore resembles an 
ideal solution.  The good agreement for the mixture of CF4 and CH4 is in contrast to 
the results for the mixture of methane and hydrogen, for which the GCMC 
simulation results are much less well predicted by IAST in all adsorbents studied at 
low pressures.  This indicates that the effects of the heterogeneities in MIL-68 and 
Cu-BTC are less significant for the adsorption of the mixture of CF4 and CH4.   
 
 
Figure 6.5: Selectivity for CF4 from an equimolar mixture of CF4 and CH4 as a function 
of pressure in IRMOF-1, Cu-BTC, MIL-68, MOF-69A and MIL-47 at 300 K.  
Reproduced with permission from ref. 
222
.  Copyright 2012 American Chemical Society.   
 
To investigate the differences in the influence of the adsorbent heterogeneity on the 
applicability of IAST for the CF4/CH4 mixture and for the CH4/H2 mixture, the 
selectivity values in the two distinct pore types in both MIL-68 and Cu-BTC were 
calculated separately for the two mixtures.  As shown in Figure 6.6, in both Cu-BTC 
and MIL-68 there is great disparity between the selectivities in the different kinds of 
pore in a particular MOF for the mixture of methane and hydrogen, whilst the 
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selectivity values for adsorption of the mixture of CF4 and CH4 are of similar 
magnitude for the different pore types in a given structure.   
 
 
Figure 6.6: Comparison of adsorption selectivity values for CH4 from an equimolar 
mixture of CH4 and H2 and for CF4 from an equimolar mixture of CF4 and CH4 in the 
respective pores in (a) Cu-BTC, and (b) MIL-68, as calculated from GCMC 
simulations.  Adapted with permission from ref. 
222
.  Copyright 2012 American 
Chemical Society.   
 
Figure 6.6 also demonstrates that in comparison with the selectivities for methane 
from equimolar mixtures of methane and hydrogen, the selectivities in the smaller 
pores in both Cu-BTC and MIL-68 are much lower for the mixture of CF4 and CH4.  
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This is because there is much less disparity in the strengths of adsorption of CF4 and 
CH4.  That the selectivity for CF4 from an equimolar mixture of CF4 and CH4 is 
lower in the smaller pores than in the larger pores in the respective structures is a 
consequence of the limited size of the small pores such that there are few adsorption 
sites available to the more strongly adsorbed, but larger, CF4 molecules.  Thus, the 
heterogeneities of MOFs with different kinds of pores are influential as regards the 
applicability of IAST only for mixtures for which there is significant disparity 
between the adsorption selectivities in the distinct pore types within the structure.   
 
The effects of greater disparity in adsorbate size were assessed by evaluating the 
applicability of IAST for the prediction of a mixture of SF6 and CH4.  The variation 
with pressure of the adsorption selectivity for SF6 from an equimolar mixture of SF6 
and CH4 is illustrated separately for lower and higher pressure regions in Figure 6.7 
in order to examine the applicability of IAST to the prediction of SF6/CH4 mixture 
adsorption throughout the pressure range studied without being subject to the 
influence of the magnitude of scale necessary to display the high selectivity values at 
low pressures. Given the relative strengths of adsorption of SF6 and CH4, the high 
selectivities for the adsorption of SF6 over CH4 exhibited by all adsorbents at low 
pressures, as shown in Figure 6.7a, were expected.  Over the pressure range studied, 
in all adsorbents examined there were significant deviations between selectivity 
values calculated from IAST predictions and those from GCMC simulations.  The 
average deviations between IAST and GCMC results were particularly high for 
MOF-69A and MIL-47, amounting to 42 % and 34 % respectively.  Slightly lower 
were the average relative errors between selectivities calculated from IAST 
predictions and GCMC simulations for IRMOF-1, Cu-BTC and MIL-68 with, 
respectively, values of 26 %, 26 % and 21 %.  The greater deviation, for all 
adsorbents, between IAST predictions and GCMC results for the SF6/CH4 mixture, in 
comparison with the average deviations for the CF4/CH4 and CH4/H2 is in agreement 




 stating that IAST will fail if 
the co-adsorbates differ substantially in size, on the basis of studies performed in 
zeolite 13X and BPL-activated carbon adsorbents respectively.   
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Figure 6.7: Selectivity for SF6 from an equimolar mixture of SF6 and CH4 as a function 
of pressure in IRMOF-1, Cu-BTC, MIL-68, MOF-69A and MIL-47 at 300 K for (a) 
pressures up to 150 kPa and (b) pressures above 150 kPa.  Reproduced with permission 
from ref. 
222
.  Copyright 2012 American Chemical Society.   
 
The disparity between IAST predictions and GCMC simulation results evident for all 
adsorbents is due to competition for adsorption sites.  The larger SF6 molecules are 
much more strongly adsorbed and therefore block adsorption sites to the smaller, less 
strongly adsorbed methane molecules, with the effect that unequal surface areas are 
available to the different adsorbate molecules, therefore contravening one of the 
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main assumptions of IAST.  The competition for adsorption sites by SF6 appears 
particularly marked in MOF-69A, in which the higher energy regions of the pore are, 
by the nature of their positions in the acute angles of the rhombic pores, fairly easily 
obstructed by the adsorption of SF6.  Because the effect of this competition in MOF-
69A, such that the methane molecules cannot access the higher energy regions in the 
pore, cannot be predicted by IAST, the adsorption of methane is significantly over-
predicted by IAST.  Thus, the deviation between IAST and GCMC selectivity values 
is much more significant for MOF-69A than MIL-68, in which, because adsorption is 
principally in the large hexagonal pores, there exist no such isolated high energy 
regions and no sites which can be so easily blocked. 
 
In the evaluation of the effects of differing adsorbate sizes on the applicability of 
IAST for the prediction of mixture adsorption in MOFs, for larger adsorbate 
molecules standard GCMC simulations in Cu-BTC are inconsistent with the 
equivalent experiments.
229
  In Cu-BTC, the small pockets are accessible from the 
main pores through triangular windows of diameter 4.6 Å, without taking into 
account the van der Waals diameters of the framework atoms.
229
  Therefore, 
experimentally, the small pores in Cu-BTC are inaccessible to CF4 and SF6 
molecules due to size restrictions.  However, in standard GCMC simulations, 
molecule insertions are attempted in the whole volume of the MOF and the 
restrictive effects of the triangular windows are not imposed.  Thus, to gain insight 
into the applicability of IAST to the prediction of the adsorption of the SF6/CH4 and 
SF6/CF4 mixtures by means of GCMC simulations consistent with experiments in 
Cu-BTC, the CF4 and SF6 single-component and GCMC simulations for both 
mixtures were repeated with the restriction that the adsorption of CF4 and SF6 
molecules in the small pockets was not permitted.    
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Figure 6.8: Selectivity for CF4 from an equimolar mixture of CF4 and CH4 as a function 
of pressure in Cu-BTC at 300 K, where restricted results represent the selectivities 
where CF4 has no access to the small pockets in Cu-BTC. Reproduced with permission 
from ref. 
222
.  Copyright 2012 American Chemical Society.   
 
As is evident in Figure 6.8, when the adsorption of CF4 is not permitted in the small 
pockets in Cu-BTC, the selectivity for CF4 from an equimolar mixture of CF4 and 
CH4 is lower throughout the pressure range studied, most significantly at low 
pressures.  This demonstrates the importance of considering only accessible pore 
space in GCMC simulations.  The reduction in selectivity was expected since, by 
blocking the adsorption of CF4 in the small pore, where adsorbate molecules are 
preferentially and more strongly adsorbed at low pressures, selective adsorption of 
CF4 over CH4 may take place only in the larger main cavity in Cu-BTC.  Also 
apparent is that when the restriction of CF4 adsorption is applied to simulations, the 
disparity between IAST predictions and GCMC results is higher, with an average 
relative error of 9.7 %, whereas the average deviation between IAST and GCMC 
selectivities for the unrestricted results is 5.2 %.  Given that blocking the access of 
CF4 to the small pore in Cu-BTC contravenes the inherent assumption of IAST that 
equal surface areas are available to both adsorbates, this poorer agreement was not 
unexpected.  Nevertheless, even using single-component isotherms from GCMC 
simulations with CF4 confined to experimentally accessible regions of Cu-BTC, 
IAST adequately predicts the adsorption of a mixture of CF4 and CH4.  This 
Evaluation of the applicability of ideal adsorbed solution theory to mixture 
adsorption in MOFs 202 
 




Figure 6.9: Selectivity for SF6 from an equimolar mixture of SF6 and CH4 as a function 
of pressure in Cu-BTC at 300 K, where restricted results represent the selectivities 
where SF6 has no access to the small pockets in Cu-BTC, and partial IAST results 
represent the sum of IAST predictions for the main cavities and single-component 
GCMC results for methane adsorption in the small pockets.  Reproduced with 
permission from ref. 
222
.  Copyright 2012 American Chemical Society.   
 
As shown in Figure 6.9, the application of restrictions to the pore space accessible to 
SF6 results in much lower adsorption selectivities for SF6 from an equimolar mixture 
of SF6 and CH4 than when no exclusions are in place.  Again this is a consequence of 
selective adsorption in only the larger main cavity in Cu-BTC.  The disparity 
between selectivities calculated from IAST predictions and those from GCMC 
simulations is much more significant for the mixture of SF6 and CH4 when the 
adsorption of SF6 is confined to the main cavities in Cu-BTC.  To minimize the 
effects of the inequality of the areas accessible to the different adsorbates, the 
different sites in Cu-BTC were treated individually such that results (denoted partial 
IAST) were obtained from IAST performed using the single-component isotherms 
obtained from GCMC simulations in the main cavities in Cu-BTC in addition to the 
single-component isotherm representing methane adsorption in the small pockets.  
Partial IAST results show much better agreement than restricted IAST results when 
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compared with the GCMC results obtained with a restriction imposed on the 
adsorption of SF6.  Thus, for the prediction of mixture adsorption in an adsorbent 
which presents restrictions to the adsorption of one component, by adhering as 
closely as possible to the underlying assumptions of the theory in the application of 
IAST, mixture adsorption can be well predicted.  Owing to the greater difficulty in 
obtaining experimental isotherms for distinct regions of a structure, the application of 
this method to the equivalent real system would be much more complicated.  
 
 
Figure 6.10: Selectivity for SF6 from an equimolar mixture of SF6 and CF4 as a function 
of pressure in IRMOF-1, Cu-BTC, MIL-68, MOF-69A and MIL-47 at 300 K.  
Reproduced with permission from ref. 
222
.  Copyright 2012 American Chemical Society.   
 
The effects of differences in adsorbate size on the applicability of IAST were further 
assessed by examining a mixture of SF6 and CF4. The variation in adsorption 
selectivity with pressure for SF6 from an equimolar mixture of SF6 and CF4 is shown 
in Figure 6.10.  As a consequence of the inability of a typical GCMC simulation to 
detect the inaccessibility of the small pockets in Cu-BTC to both SF6 and CF4 
molecules, the single-component isotherms for SF6 and CF4, and the SF6/CF4 mixture 
adsorption isotherms for Cu-BTC were obtained with the condition that adsorption in 
the small pockets was not allowed.  In general, there is better agreement between 
IAST predictions and GCMC results for the SF6/CF4 mixture than for the SF6/CH4 
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mixture.  This is a consequence of the smaller difference in both adsorbate size and 
strength of adsorption for the molecules in the SF6/CF4 mixture in comparison with 
the SF6/CH4 mixture such that the competition for adsorption sites is less influential.  
The ability of IAST to predict mixture adsorption in MOFs was further assessed, 
through comparison with GCMC simulation results, for mixtures of adsorbate 
molecules differing in asphericity, as described in Section 6.3.2.    
6.3.2 Asphericity of the Adsorbate Molecule 
Evaluation of the applicability of IAST for mixtures of adsorbates of differing 
asphericities was achieved through comparison of IAST predictions and GCMC 
simulation results for mixtures of CH4, C2H6 and C3H8.  The variation with pressure 
of the adsorption selectivity for ethane from an equimolar mixture of ethane and 
methane is shown in Figure 6.11.   
 
 
Figure 6.11: Selectivity for C2H6 from an equimolar mixture of C2H6 and CH4 as a 
function of pressure in IRMOF-1, Cu-BTC, MIL-68, MOF-69A and MIL-47 at 300 K.  
Reproduced with permission from ref. 
222
.  Copyright 2012 American Chemical Society.   
 
As shown in Figure 6.11, the selectivity values calculated from GCMC results are 
largely well predicted by IAST throughout the range of pressures examined, with 
average relative errors between IAST and GCMC results below 10 % for MIL-68, 
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MOF-69A and MIL-47.  Despite the greater average discrepancies between IAST 
predictions and GCMC simulation results for Cu-BTC and IRMOF-1, which 
amounted to 13.8 % and 21 % respectively, there was generally good agreement 
throughout the pressure range studied.  The agreement between IAST predictions and 
GCMC simulation results indicates that the differences in shape and adsorption 
strength of the different adsorbate molecules in a mixture of ethane and methane are 
not of sufficient magnitude as to effect deviations from IAST. 
 
The effects of greater disparity in adsorbate asphericity were assessed by evaluating 
the applicability of IAST to the prediction of adsorption of an equimolar mixture of 
propane and methane.  The variation with pressure of the adsorption selectivity for 
propane from an equimolar mixture of propane and methane is shown in Figure 6.12, 
in which the comparison between IAST and GCMC selectivity values is given for 
pressures below that at which the bulk mixture of propane and methane becomes a 
liquid.  For the equimolar mixture of propane and methane, although IAST 
predictions deviate, quantitatively, from GCMC results, there is reasonable 
qualitative agreement.  The largest disparities between IAST predictions and 
simulation results were obtained for those MOFs, Cu-BTC and MIL-68, in which 
there was greatest variation in selectivity with pressure, with average deviations of 
33 % and 23 % respectively.  This is a consequence of the inability of IAST to 
predict mixture adsorption in adsorbents where, due to heterogeneities, different 
regions of the adsorbent have greatly disparate selectivities.  For IRMOF-1, MOF-
69A and MIL-47, the average disparities between IAST and GCMC selectivity 
values were of similar magnitude, amounting to 14.5 %, 16.7 %, and 13.3 % 
respectively.  Together with short-scale heterogeneities in the adsorbent structures, 
the considerable differences in both the sizes and adsorption strengths of the propane 
and methane molecules contribute to the deviation between IAST predictions and 
GCMC selectivity values since the ensuing competition for adsorption sites results in 
unequal areas available for adsorption of the different adsorbate molecules in the 
mixture.   
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Figure 6.12: Selectivity for C3H8 from an equimolar mixture of C3H8 and CH4 as a 
function of pressure in IRMOF-1, Cu-BTC, MIL-68, MOF-69A and MIL-47 at 300 K.  
Reproduced with permission from ref. 
222
.  Copyright 2012 American Chemical Society.   
 
 
Figure 6.13: Selectivity for C3H8 from an equimolar mixture of C3H8 and C2H6 as a 
function of pressure in IRMOF-1, Cu-BTC, MIL-68, MOF-69A and MIL-47 at 300 K.  
Reproduced with permission from ref. 
222
.  Copyright 2012 American Chemical Society.   
 
The effect of differences in adsorbate asphericity on the applicability of IAST was 
further assessed by examining a mixture of propane and ethane.  The variation with 
pressure of adsorption selectivity for propane from an equimolar mixture of propane 
and ethane at 300 K is shown in Figure 6.13.  As with the propane/methane mixture, 
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the comparison between GCMC and IAST results for the equimolar mixture of 
propane and ethane is shown only for pressures lower than that at which the bulk 
mixture becomes a liquid.  In terms of the applicability of IAST to the prediction of 
mixture adsorption of an equimolar mixture of propane and ethane, the average 
deviation between IAST and GCMC results was lower than the corresponding value 
for the propane/methane mixture.  However, for MIL-68, the average relative error 
between IAST predictions and GCMC simulation results of 22 % demonstrates only 
a marginal improvement in agreement for the mixture of propane and ethane.  For 
IRMOF-1, Cu-BTC, MOF-69A, and MIL-47, the average discrepancies between 
selectivity values obtained from IAST and GCMC results were 6 %, 8.2 %, 10 % and 
10.3 %, respectively.  Thus, with lower disparity between both the adsorbate 
asphericities and the strengths of adsorption of the components in the mixture, the 
capacity for IAST to predict mixture adsorption is greater.  The suitability of IAST as 
a means of predicting mixture adsorption in MOFs was further evaluated for 
mixtures of adsorbates of different polarities, as detailed in Section 6.3.3.  
6.3.3 Polarity of the Adsorbate Molecule 
The applicability of IAST to mixtures containing molecules of different polarity was 
assessed for equimolar mixtures of carbon dioxide and hydrogen.  Because hydrogen 
is much more weakly adsorbed than carbon dioxide, IAST results were calculated 
using the functional forms of isotherms fitted to single-component hydrogen data 
simulated at pressures up to 80 000 kPa.  As shown in Figure 6.14a, there is 
significant deviation between IAST predictions and simulated results for mixtures of 
CO2 and H2 in all adsorbents examined.  Both MIL-68 and Cu-BTC display an initial 
decrease in selectivity with pressure, which reflects the presence of distinct small 
pores in their structures.  The average relative error between IAST and GCMC 
selectivity values was significant for all adsorbents studied, with the most sizeable 
average deviation, with a value of 67 %, between IAST and GCMC results for 
IRMOF-1.  Average deviations between IAST predictions and simulation results for 
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Cu-BTC, MIL-68 and MIL-47 were considerably lower, amounting to 30 %, 30 % 
and 40 % respectively.   
 
 
Figure 6.14: Selectivity for CO2 from an equimolar mixture of CO2 and H2 as a 
function of pressure in IRMOF-1, Cu-BTC, MIL-68 and MIL-47 at 300 K with (a) 
CO2-CO2 and CO2-framework electrostatic interactions included and (b) CO2-CO2 
electrostatic interactions excluded.  Reproduced with permission from ref. 
222
.  
Copyright 2012 American Chemical Society.   
 
For the equimolar mixture of carbon dioxide and hydrogen the failure of IAST to 
predict the mixture adsorption behaviour is most pronounced at higher pressures, 
indicating that the poor agreement is a consequence of the non-ideality of the 
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adsorbed phase since, at higher pressures, with greater loading of each adsorbate, the 
adsorbed phase less closely resembles an ideal solution.  Due to the differing 
polarities of CO2 and H2, the mixture deviates significantly from ideality: as a result 
of the electrostatic interactions of the quadrupolar CO2 molecules, there is great 
disparity in the strengths of interaction between different components in the mixture.  
In order to elucidate the effect of the electrostatic interactions between CO2 
molecules on the applicability of IAST to the prediction of the adsorption of a 
mixture of CO2 and H2, the simulations were repeated without taking into account 
the intermolecular CO2 electrostatic interactions, while calculating the CO2-
framework interactions as before.  As shown in Figure 6.14b, with the exclusion of 
electrostatic interactions between CO2 molecules, there is much better agreement 
between selectivity values calculated from IAST predictions and from GCMC 
simulations.  Quantitatively, the average relative errors between IAST predictions 
and GCMC simulation results were lower, for all adsorbents studied, than when CO2-
CO2 electrostatic interactions were included.  Average discrepancies between IAST 
and GCMC results obtained when intermolecular CO2 electrostatic interactions were 
not taken into account amounted to 14.2 %, 18 %, 23 %, and 26 % for IRMOF-1, 
CU-BTC, MIL-68 and MIL-47 respectively.  Thus, by disregarding the 
intermolecular CO2 electrostatic interactions, and consequently lessening the 
disparity in the strengths of interactions between different constituents of the 
mixture, a considerable improvement in the agreement between IAST predictions 
and GCMC results was found.  This confirms that the failure of IAST to predict the 
CO2/H2 mixture adsorption was partially due to the non-ideality of the adsorbed 
phase, resulting from the differing polarities of the components in the mixture. 
 
That the deviation between IAST predictions and GCMC simulation results is 
significant even in the absence of intermolecular CO2 electrostatic interactions shows 
that the poor agreement cannot be attributed solely to the non-ideality of the 
adsorbed phase.  Given the substantial inequalities in terms of the shape and strength 
of adsorption of CO2 and H2, the disagreement between IAST predictions and 
GCMC simulation results is likely to result from competition for adsorption sites 
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causing disparity in the areas available for adsorption of different adsorbate 
molecules.  This effect is particularly marked in MIL-47 as the small pore size 
restricts the number of adsorption sites.   
6.4 Conclusions 
In this chapter, the ability of IAST to predict binary mixture adsorption in MOFs was 
assessed through comparison with GCMC simulations.  By means of examination of 
the predictive capability of IAST for binary mixtures of adsorbates of differing sizes, 
asphericities and polarities in a range of MOF structures, the applicability of IAST 
was studied in relation to both the properties of the mixtures and the structural 
features of the MOFs. 
 
In general, in MOFs that present no major heterogeneities, such as cavities of very 
different sizes, the adsorption of mixtures of adsorbates of similar sizes and strengths 
of adsorption can be well predicted by IAST, such that average deviations between 
IAST predictions and GCMC mixture simulation results are typically below 10 %.  
However, ranges of approximately 20 – 40 % and 15 – 35 % for the average 
deviations between IAST and GCMC results for, respectively, the SF6/CH4 and 
C3H8/CH4 mixtures in the MOFs studied showed that IAST is less able to predict the 
adsorption of mixtures of adsorbates of disparate sizes or asphericities.  For such 
mixtures, in conjunction with the adsorbate-scale heterogeneity in the cavities 
presented for adsorption in MOFs, the competition between different adsorbates for 
adsorption sites results in situations which deviate from the underlying assumptions 
of IAST.   
 
Particularly significant deviations from IAST have been found to arise from adsorbed 
phase non-idealities.  Where, as a consequence of the significant disparity in the 
strengths of interaction between molecules in a mixture of adsorbates of differing 
polarities, the adsorbed phase does not resemble an ideal solution, the ability of IAST 
to predict mixture adsorption is particularly poor.  This was evident for the mixture 
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of CO2 and H2, for which average deviations between IAST and GCMC results 
















As the culmination of this thesis, this chapter provides a discussion of the 
conclusions and findings of the work described in the previous chapters.  In addition, 
this chapter supplies suggestions for areas in which additional work would be 
worthwhile.  The conclusions arising from the work undertaken in this thesis are 
presented in Section 7.1, and recommendations for further work are described in 
Section 7.2. 
7.1 Conclusions 
The main body of work in this thesis was undertaken in pursuance of the aim of 
developing a simulation method with the capacity to represent the self-assembly 
process involved in the synthesis of MOFs to the extent of being able to accurately 
predict the MOF structures that form under specified reaction conditions.  With this 
objective, as described in Chapter 2, a canonical Monte Carlo simulation, 
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incorporating an explicit-solvent representation, of the self-assembly of the vertices 
(cobalt ions) and linkers (succinate ions) associated with the formation of the series 
of cobalt succinate materials was carried out.  In this explicit-solvent simulation the 
self-assembling vertex and linker components were modelled almost atomistically 
using established molecular potentials.  The use of an explicit-solvent approach was 
found to be impracticable, in terms of the associated computational demands, for the 
purpose of simulating the synthesis of MOFs.  This instigated the development of an 
implicit-solvent approach, which is outlined in Chapter 3.  This approach involves, as 
a means of representing the effective interactions between solute species, the 
utilisation of PMFs determined between all pairs of the atom constituents of the 
initial reactants in the cobalt succinate system.  These PMFs were calculated via 
umbrella sampling followed by WHAM analysis.  In the umbrella sampling 
simulations, the atoms were modelled using the parameters with which they were 
represented in the respective initial reactant ions.  The PMF-calculation approach 
utilised was found to yield PMF profiles with features that relate to the physical 
behaviour of the species in question. 
 
The ability of the implicit-solvent approach to replicate the equivalent explicit-
solvent behaviour was assessed for all possible pairs of the initial reactants that are 
involved in the formation of the cobalt succinate materials, as described in Chapter 4.  
The implicit-solvent and explicit-solvent approaches were compared by evaluating 
the capacity of the implicit-solvent method to reproduce the representative 
configurational sampling resulting from the use of the explicit-solvent representation.  
In order for the explicit-solvent sampling simulations to be computationally feasible, 
comparison of the implicit-solvent and explicit-solvent representations, by necessity, 
involved the use of constraining potentials to restrict the sampling close to a 
specified ion-ion separation distance.  The implicit-solvent approach was 
demonstrated to require the employment of a hard-sphere potential in place of the 
PMF between the cobalt ion and the carbon atom, which exists largely surrounded by 
other species, in the succinate ion.  The implicit-solvent and explicit-solvent 
representations were found to agree acceptably well at the separation distances that 
are most important when the respective ions interact in simulations of the synthesis 
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of MOFs.  In comparing the implicit-solvent and explicit-solvent approaches the far 
lower computational demands of the implicit-solvent method were demonstrated.  
Thus, the implicit-solvent approach was concluded to have the capacity to enable the 
execution of simulations in which solvent molecules are not explicitly included, and 
was therefore considered suitable for application in simulations of the synthesis of 
MOFs.  
 
To represent the synthesis of MOFs, a simulation method involving a kinetic Monte 
Carlo approach in which the physical interactions between reacting entities are 
considered to be more important than the energetics of the actual reactions between 
the entities was developed, as described in Chapter 5.  This simulation method was 
applied under the different reaction conditions corresponding to the experimental 
syntheses of Phase A and Phase F of the cobalt succinate materials.  That the two 
studied cobalt succinate phases are produced under different reaction conditions 
enabled evaluation of the capacity of the simulation method to predict the structure 
formed in relation to specified synthesis conditions.  The simulation method is 
limited, due to the associated computational demands resulting from the manner of 
implementation, in terms of the extent of the synthesis process that can be 
represented.  Nevertheless, the MOF-synthesis simulation method was found to have 
the capacity to accurately predict characteristics of the experimentally synthesised 
structures of Phases A and F of the cobalt succinate materials when the different 
synthesis conditions under which the structures form experimentally were applied.  
Thus, the simulation method developed in this work was concluded to have some 
capacity to represent the synthesis of MOFs.  However, the requirement for, in order 
to enable a greater degree of precision as regards the arrangements of the structures 
generated, the incorporation of moves that allow intramolecular alterations of the 
simulated species was demonstrated.      
 
The ability of the MOF-synthesis simulation method to predict details of the MOF 
structures that are synthesised under particular reaction conditions confirmed the 
capacity of the implicit-solvent simulation method to realistically represent the 
interactions between the building blocks.  In addition, the relatively short time scales, 
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of a matter of hours, associated with the extents of the MOF-synthesis processes 
simulated provided further evidence of the suitability of the implicit-solvent 
approach utilised.  As the test system for the development of the implicit-solvent 
approach and the application of the MOF-synthesis method, the cobalt succinate 
system proved to be a good selection.  The simplicity of this system, such that only 
two solute species were involved, and the fact that the solute species were composed 
of small numbers of constituents meant that the determination of the PMFs 
associated with the implicit-solvent method was fairly straightforward.  Furthermore, 
the clearly distinct differences in the cobalt succinate phases that form under 
different reaction conditions allowed judgement of the abilities of the formulated 
simulation method as a means of representing the synthesis of MOFs. 
 
As a means of crystal structure prediction, the MOF-synthesis simulation method 
demonstrates potential.  By allowing the generation of candidate structures within an 
environment representative of that in which the experimental structures are 
synthesised, the MOF-synthesis method developed in this work has the potential to 
accurately predict the formation of different crystal structures under different 
reaction conditions.  Many of the crystal structure prediction methods in existence 
are devoid of this capacity.  The fact that the simulation method formulated as 
described herein can correctly predict characteristics of experimental structures that 
are synthesised from the same building blocks influenced by different reaction 
conditions is indicative of the merit of adopting this approach.  Nevertheless, it is 
clear that, at present, the MOF-synthesis method developed in this work cannot 
predict crystal structures at the precise level of detail that has been achieved through 
the application of other prediction methods in studies examining different structures.  
However, with further development of the MOF-synthesis simulation described in 
this work, a greater level of exactness in terms of the structure-predicting capacity 
might be possible.   
 
In Chapter 6, away from the main objective of the work, a systematic study of the 
applicability of IAST to MOFs was performed by using GCMC simulations to 
investigate the suitability of IAST for the prediction of adsorption of mixtures of 
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molecules of differing sizes, asphericities and polarities in a range of structurally 
differing MOFs.  IAST was shown to be generally accurate for the prediction of 
mixture adsorption in MOFs.  Where IAST was found to be less accurate, deviations 
resulted from both mixture effects, in the form of non-idealities in the adsorbed 
phase, and characteristics of the adsorbent structures.  In terms of the MOF structure, 
departures from IAST were found to be a consequence of heterogeneities both on the 
scale of the unit cell and on shorter length-scales, whereby competition for 
adsorption sites has a strong influence.  The HIAST method was implemented as a 
potential means of accounting for possible limitations of IAST that result from 
heterogeneities in the structures of MOFs.  The HIAST method was found to be 
capable of accounting for large-scale heterogeneities in the structures of MOFs, and, 
therefore, represents a technique suitable for predicting mixture adsorption in 
structurally heterogeneous MOFs.  Furthermore, in addition to the conclusions drawn 
from the results of examining the ability of IAST to predict mixture adsorption in 
MOFs, the results of the work undertaken in the assessment of the applicability of 
IAST serve to demonstrate the capabilities of MOFs as adsorbent materials suitable 
for separation processes.   
7.2 Future Work 
Advancement of the work in this thesis would be worthwhile in relation to two 
principal matters: the implicit-solvent method and the simulation method employed 
as a means of representing the synthesis of MOFs.  Recommendations for further 
work in these areas are discussed in Sections 7.2.1 and 7.2.2, respectively.    
7.2.1 Implicit-Solvent Method 
Whilst the capabilities of the developed implicit-solvent method have been 
established, there are a number of areas with respect to which further exploration 
would be beneficial.  In this work, to ensure the utmost precision, the PMFs were 
very painstakingly determined.  This involved performing the appurtenant window 
simulations individually and for a high number of MC steps.  The precision of this 
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approach is indicated by the negligibility of the errors associated with the PMF data.  
Nevertheless, obtaining the PMFs in this manner is fairly computationally expensive 
and there is merit in the consideration of means to lessen the demands of the task.  
This could be achieved by reducing the number of steps involved in the window 
simulations from which the PMFs are derived, or by continuous simulation of 
successive windows along the reaction coordinate.  The impact, on the capabilities of 
the implicit-solvent method, of such changes to the PMF-calculation method could 
be assessed through comparison with the previously obtained evaluations of the 
behaviour of the solute ion pairs. 
 
Furthermore, as regards the requirements associated with the implementation of the 
implicit-solvent method, consideration of the structural basis for the determination of 
PMFs is worthwhile.  In this work, the implicit-solvent method is based on the 
calculation of PMFs between all of the atoms in the solute species.  Because the 
methylene groups in the succinate ion are represented by a united atom, between the 
cobalt and succinate ions associated with the cobalt succinate system there are four 
different types of constituent entities, requiring the calculation of ten PMFs.  
However, if the MOF-synthesis simulation method and, by association, the implicit-
solvent approach were applied to MOF systems involving species that are composed 
of greater numbers of atoms, the calculation of the PMFs between all pairs of atoms 
could be a significant task.  Therefore, in such a situation, there would be value in 
considering whether such an approach is necessary for the purpose of representing 
the synthesis of MOFs.  In this work, the level of solvent-structuring detail provided 
by a PMF was not suitable for the carbon-cobalt interaction as a result of the position 
of the carbon atom, which is largely surrounded by other atoms within the succinate 
ion.  This suggests that an implicit-solvent approach based on the calculation of 
PMFs between all possible atom pairs is not entirely essential and that there might be 
some potential for reducing the number of PMFs required.  Therefore, before 
applying the MOF-synthesis simulation method to systems containing different 
solute species, there would be some value in investigating, by examining different 
MOF systems, whether there is any possibility of identifying the characteristics of 
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atoms for which the related interactions need not necessarily be considered by means 
of PMFs.   
7.2.2 MOF-Synthesis Simulation Method 
Clearly, as regards the MOF-synthesis simulation method, the initial focus of further 
undertakings should be on the formulation of a means of implementing the 
simulation method such that the associated computational requirements are not 
restrictive.  Ideally, the computational demands of the simulation method should 
present no barrier to the simulated system reaching equilibrium.  This would allow a 
more thorough evaluation of the capacity of the simulation method to represent the 
synthesis of MOF materials and give greater insight as to the ability of the method to 
predict the MOF structures that form under specified reaction conditions.  
Furthermore, the development of the simulation method to enable MOF-synthesis 
simulations to proceed to equilibrium would allow examination of the suitability of 
parameters, such as the enthalpy change associated with the reaction moves and the 
ratio with which different move types are attempted.  In this work, for the cobalt 
succinate system, these parameters were specified in relation to the requirement that, 
at equilibrium, the simulated system satisfied the detailed balance condition.  
Therefore, assessment of the simulated cobalt succinate systems at equilibrium 
would yield insight as to the appropriateness of the bases on which these parameters 
were established.  This would provide valuable knowledge of the considerations 
relevant to the specification of parameters that must be defined prior to commencing 
the simulations of the synthesis of MOFs.  Undoubtedly, greater understanding of the 
issues involved in the definition of simulation parameters is of vital importance for 
further application of the simulation method to other MOF systems 
 
Beyond the establishment of a less computationally costly MOF-synthesis simulation 
method, the results in Chapter 5 indicated the requirement for the incorporation of 
moves that permit modification of the internal coordinates of the entities involved in 
the simulations of MOF synthesis.  The introduction of such moves would require 
the formulation of accurate intramolecular potentials for both the initial reactants and 
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the species generated in reactions.  An essential requirement of any molecular model 
is that the conformational properties of the species in question can be correctly 
reproduced.  However, the determination of potentials that exactly represent all 
possible bond-stretching, bond-bending and torsional intramolecular movements for 
all entities involved in a MOF-synthesis simulation would be an enormous task.  
Therefore, there would be merit in investigating the extent of the intramolecular 
variation, in terms of both the relevant bonds and the manner of the intramolecular 
alteration, that is actually necessary for the simulation method to have the capacity to 
accurately predict structures corresponding to the experimentally derived structures.  
This will, of course, depend to some degree on the characteristics of the MOF 
structure under examination.    
 
In employing the simulation method as a means of representing the synthesis of 
MOFs, whilst further assessment of the capabilities of the simulation method would 
naturally accompany any efforts to rectify the outlined deficiencies of the present 
formulation, there are a number of areas in which evaluation of the method would be 
pertinent.  Examination of any impact, on the ability of the method to represent the 
synthesis of MOFs, of the size of the system and of the shape of the simulation cell 
would yield insight as to the system properties that must be considered for future 
application of the method.  In addition, upon establishment of a computationally 
practicable implementation of the MOF-synthesis simulation method, the method 
could be applied to different, known, systems of MOFs.  This would allow analysis 
of the capacity of the method in relation to the characteristics of the building blocks, 
such as the linker flexibility and the metal-source lability.  This would yield a 
thorough evaluation of the MOF-synthesis simulation method, and would give 
insight as to the level of confidence there could be in the application of the method as 








A. Appendix A 
 
 
This section provides the definitions of all acronyms used repeatedly in this thesis. 
 
AIM  Atoms In Molecules 
DFT  Density Functional Theory 
IAST  Ideal Adsorbed Solution Theory 
IRMOF Isoreticular Metal-Organic Framework 
GCMC Grand Canonical Monte Carlo 
HIAST Heterogeneous Ideal Adsorbed Solution Theory 
kMC  kinetic Monte Carlo  
LJ  Lennard Jones 
MC  Monte Carlo 
MD  Molecular Dynamics 
MOF  Metal-Organic Framework 
MUSIC Multipurpose Simulation Code 
OPLS-AA Optimised Potentials for Liquid Simulations – All Atom 
OPLS-UA Optimised Potentials for Liquid Simulations – United Atom 
PMF  Potential of Mean Force 
PSA  Pressure Swing Adsorption 
UFF  Universal Force Field 








B. Appendix B 
 
 
This section provides details of the simulation code relevant to the work in this 
thesis.  The source code that was employed in both the development of the implicit-
solvent method and the execution of simulations of the synthesis of MOFs is a 
modified form of the Music simulation code.  The Music code is available from 
http://zeolites.cqe.northwestern.edu/Music/ and the simulation code employed in this 
work might be obtained by contacting N.Cessford@ed.ac.uk.   
B.1 Code alterations and development 
Execution of the work in this thesis necessitated the implementation of changes to 
the Music code in relation to three main purposes – umbrella sampling, the 
application of PMFs, and MOF-synthesis simulations.  The code development 
associated with these undertakings is described in Sections B.1.1, B.1.2, and B.1.3, 
respectively.  In addition, the code development associated with the WHAM 
analysis, which was developed to be functional separately from Music, is given in 
Section B.1.4.  As regards evaluation of IAST with respect to MOFs, both single-
component and mixture adsorption isotherms were determined using an unmodified 
version of Music.  However, obtaining the associated IAST predictions required code 
development, as described in Section B.1.5.    
Appendix B 222 
 
B.1.1 Umbrella Sampling 
The execution of umbrella sampling simulations required implementation of the 
capacity to apply a harmonic potential, according to definable parameters, between 
species.  In addition, to enable construction of the probability distributions necessary 
for analysis of the umbrella sampling simulations, the ability to collect, store and 
display data relating to the positions of the species required implementation.  The 
introduction of these capabilities necessitated, in addition to alterations to existing 
modules, the creation of the following new modules in Music: 
 umbrellapot.F90 
 pcf.F90 
B.1.2 PMF Application 
The execution of implicit-solvent simulations in which the interactions between 
solutes were represented by means of PMFs required implementation of the capacity 
to apply PMFs as potentials between pairs of species, making use of PMF-data 
supplied in input files.  This necessitated, in addition to alterations to existing 
modules, the creation of the following new module in Music: 
 PMF.F90 
B.1.3 MOF-Synthesis Simulations 
The execution of simulations of the synthesis of MOFs required development of a 
means of carrying out reaction moves as per the approach outlined in Chapter 5.  
This necessitated, in addition to alterations to existing modules, the creation of the 
following new module in Music: 
 reaction.F90 
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B.1.4 WHAM Analysis 
Obtaining PMFs from the data obtained from umbrella sampling simulations 
required development of a code that enables the WHAM analysis in terms of the 
associated equations, as specified in Chapter 3.  This code was not developed as part 
of Music but requires, as input, the probability distributions produced in umbrella 
sampling simulations using Music, and produces, as output, the PMF data necessary 
for implementation of PMFs in Music. 
B.1.5 Evaluation of IAST 
Evaluating IAST predictions from the relevant single-component isotherm data 
required development of a code that enabled application of the underlying theory, as 
specified in Chapter 6.  This code was developed separately from Music.  As input, 
this code utilises the single-component isotherms produced in Music simulations and, 
as output, produces IAST predictions with which mixture simulation data, obtained 
using Music, were compared.  
B.2 Input and Output Files  
The simulations carried out in this work are based on the use of the Music simulation 
code.  Details of the input and output files associated with the use of Music can be 
found at http://zeolites.cqe.northwestern.edu/Music/Documentation/index.html.  
With the presence of such comprehensive instruction in the use of Music, because 
the input/output files are extremely extensive, only the alterations that were made to 
the Music input and output files to enable the execution of the work described herein 
are given in this thesis. 
 
The execution of the self-assembly simulations described in this thesis required 
utilisation of the Music files in their standard formats.  A brief description of the 
purposes and contents of these standard input and output files is given in Section 
B.2.1.  The alterations to the input and output files that were necessary for execution 
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of the umbrella sampling simulations are shown in Section B.2.2 and the file changes 
necessary for the application of PMFs are given in Section B.2.3.  The modifications 
to the Music input and output files involved in the execution of MOF-synthesis 
simulations are shown in Section B.2.4.       
B.2.1. Self-Assembly Simulations 
A number of input files are required for the execution of self-assembly simulations in 
the NVT ensemble in Music: 
 The control file.  This file contains details of the user-specified parameters 
necessary for execution of the required simulation.  This file gives 
information relating to the molecules (and the associated atoms) involved in 
the simulation, the simulation cell, the moves involved in the simulation, and 
the initial configuration as well as various other details. 
 The molecule-molecule interactions file.  This file contains details of the 
specifications and parameters required for determination of the interactions 
between the all of the pairs of molecules in the simulation.   
 The atom-atom interactions file.  This file contains details and the relevant 
parameters required for representation of the interactions between all of the 
pairs of atoms in the molecules in the simulation. 
 The intramolecular interactions file.  This file specifies the intramolecular 
interactions that must be considered for each molecule involved in the 
simulation. 
 The initial configuration file.  This file gives the initial positions of all of the 
species represented in the simulation. 
 Molecule files.  These files, of which one is required for each type of 
molecule involved in the simulation, give details of the structure, charge, 
connectivity, and intramolecular behaviour of the molecules represented in 
the simulation.  
 Atom files.  These files, of which one is required for each type of molecule 
involved in the simulation, give basic information relating to the atoms in the 
simulated molecules.  
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In addition, running a self-assembly simulation in Music produces a number of 
output files: 
 The log file.  This file gives details of all of the output from the simulation, 
including information relating to the acceptance of moves and a summary of 
the energies associated with the simulation.  
 The movie file.  This file gives, periodically throughout the simulation, the 
locations of the atoms in the simulated molecules.  This enables visualisation 
of the behaviour of the molecules in the simulation.  
B.2.2. Umbrella Sampling  
Development of the Music code to enable the execution of umbrella-sampling 
simulations required a small number of changes to the input files: 
 In the molecule-molecule interactions file, the utilisation of the harmonic 
potential required to enable umbrella sampling must be specified for the 
relevant pair of molecules.  This can be achieved by adding the keyword 
UMB to the specification of the non-coulombic (identified by the keyword 
NCOUL) interaction associated with the pair of molecules between which the 
constraining umbrella potential is applied.  In this case, the umbrella potential 
is applied between two cobalt ions (identified by the names Cobalt_ion_1 and 
Cobalt_ion_2). 
 
 In the atom-atom interactions file, the details of the harmonic potential 
required to enable umbrella sampling must be specified for the relevant pair 
of atoms.  This can be achieved through the addition of a line of keywords 
equivalent to that given.  This specification line relates to the application of 
an umbrella potential (denoted by UMB) between a pair of cobalt atoms 
(denoted by Cobalt_1 and Cobalt_2).  The DIST keyword and associated 
parameter (denoted, in this case, by @2.0) relate to the distance at which the 
harmonic potential is centred, and the FORCE keyword and associated 
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parameter (denoted, in this case, by @28.0) relate to the force constant 
associated with the harmonic potential.   
 
 In the control file, in order to collect the data required to produce the biased 
probability distributions resulting from the umbrella sampling simulation, the 
addition of a new section (titled pcf Information) was necessary.  This section 
contains information relating to the atoms between which the umbrella-




In addition to the standard music output files, umbrella-sampling simulations 
produce, as output, files displaying the sampled data from which probability 
distributions were determined.  A truncated example is shown below.   
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B.2.3. PMF Application 
Development of the Music code to enable the application of PMFs so as to allow the 
execution of implicit-solvent simulations required a small number of changes to the 
input files: 
 In the molecule-molecule file, the use of PMFs to represent the interactions 
between a pair of molecules can be achieved by adding the keyword PMF to 
the specification of the non-coulombic interaction associated with the pair of 
molecules. 
 
 In the atom-atom interactions file, the details of the applied PMFs must be 
specified.  This can be achieved through the addition a line of keywords 
equivalent to that shown below.  This specification line relates the application 
of a PMF (denoted by the keyword PMF).  The DATA keyword and 
associated filename relate to the location of the PMF data, the HICUT 
keyword and associated parameter convey the maximum separation distance 
at which the PMF potential is applied, and the LOCUT keyword and 
associated parameter convey the minimum separation distance at which the 
PMF potential is applied. 
 
 An input file (named according to the filename given in the atom-atom 
interactions file) providing the necessary PMF-data is also required.  Such 
files give the PMF values (right column) at distance intervals (left column) 
along the reaction coordinate.   
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B.2.4. MOF-Synthesis Simulation 
Development of the Music code to enable the execution of MOF-synthesis 
simulations required a number of changes to the input files:  
 In the control file the addition of a new section was necessary.  This section 
gives information relating to the ‘product’ molecules in the simulation.  The 
product molecules are all of those that do not exist at the start of the 
simulation.  The final two lines in this section represent the manner in which 
reaction moves are specified.  This manner of specification is also used for 
the molecule types that are present from the start of the simulation.  The final 
line in this section refers to the name of another input file, in which data 
relating to the reaction parameters are provided. 
 
 Parameters relating to the reaction moves in the MOF-synthesis simulations 
are provided in files (one for each of the starting molecule types, and one for 
the product molecules) such as that shown below.  An example of such a 
reaction-data file is given below for a product molecule. 
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In addition to the standard music output files, MOF-synthesis simulations produce, as 
output, a file containing details of the coordination of the metal centres represented 
in the simulation.  The coordination data is given periodically, at a specified interval, 
throughout the simulation.  Shown below is a segment of such a file.   
 
B.3 Computer Resources and Simulation Details 
All of the simulations involved in the work described in this thesis were carried out 
using the following resources:    
 The CLX compute cluster230 managed by the School of Engineering at the 
University of Edinburgh.  This cluster is a Beowulf
231
 cluster based on 2.4 
GHz or 2.6 GHz Advanced Micro Devices (AMD) Opteron dual-core CPUs.  
Each machine node has 4 CPUs and 32 GB of RAM (8 GB of RAM per 
CPU).  Sun Grid Engine is utilised for managing jobs on this cluster. 
 The Condor compute pool232 in the School of Engineering at the University 
of Edinburgh.  Condor is a batch job management system that schedules jobs 
submitted to a pool of interconnected computers, taking advantage of the idle 
CPU-cycles.  The Engineering Condor Pool consists of two types of node: a 
large number of servers with 2 cores and 2 GB of memory (1 GB per core), 
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and a small number of servers with many cores and a large amount of 
memory (up to 32 GB).  
 The compute component of the Edinburgh Compute and Data Facility 
(ECDF),
233
 known as Eddie.  Eddie is composed of two parts: 130 IBM 
dx360M2 iDataPlex servers with two Intel Westmere E5620 quad-core 
processors and 24 GB of RAM, connected with gigabit ethernet (Mark 2 
Phase 1), and 156 IBM dx360M3 iDataPlex servers with two Intel Westmere 
E5645 six-core processors and 24 GB of RAM, connected with gigabit 
ethernet (Mark 2 Phase 2).  By default Eddie offers 2 GB to each job slot 
used, though more is available on request. 
 
The CLX compute cluster was employed to carry out explicit-solvent self-assembly 
simulations and all simulations involved in the evaluation of IAST with respect to 
MOFs.  As described in Chapter 2, explicit-solvent self-assembly simulations had 
execution times of the order of weeks.  The GCMC simulations carried out as part of 
the evaluation of IAST had execution times ranging from a few minutes to a number 
of days, and the simulations performed to evaluate IAST predictions were completed 
in minutes.  The umbrella sampling simulations and WHAM analysis associated with 
the development of the implicit-solvent method, and all sampling simulations 
involved in the evaluation of the implicit-solvent method were performed using the 
Condor Pool.  The use of the Condor Pool allowed the simultaneous execution of 
umbrella sampling simulations in numerous windows, with, for the precision attained 
in this work, individual simulations lasting in the region of one day.  The WHAM 
analysis of the probability distributions produced in the umbrella sampling 
simulations required simulation times of the order of minutes.  As described in 
Chapter 4, whilst the implicit-solvent sampling simulations associated with the 
evaluation of the PMF-approach required only minutes-long simulations, the 
equivalent explicit-solvent sampling simulations lasted weeks.  The Condor Pool was 
also utilised to carry out the MOF-synthesis simulations, which, as described in 
Chapter 5, had execution times of a matter of hours.  Eddie was employed in the 
execution of the AIM-analysis simulations, which had simulation times of under an 
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hour.  All of the simulations executed as part of this work were carried out via serial 
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