Cyclostationary approaches for spatial RFI mitigation in radio astronomy by Hellbourg, Gregory et al.
Cyclostationary approaches for spatial RFI mitigation in
radio astronomy
Gregory Hellbourg, Rodolphe Weber, Ce´cile Capdessus, Albert-Jan Boonstra
To cite this version:
Gregory Hellbourg, Rodolphe Weber, Ce´cile Capdessus, Albert-Jan Boonstra. Cyclostationary
approaches for spatial RFI mitigation in radio astronomy. Comptes Rendus Physique, Elsevier
Masson, 2012, 13 (1), pp.71-79. <10.1016/j.crhy.2011.10.010>. <hal-00668944>
HAL Id: hal-00668944
https://hal.archives-ouvertes.fr/hal-00668944
Submitted on 10 Feb 2012
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
The next generation radiotelescopes/ Les radiote´lescopes du futur
Cyclostationary approaches for spatial RFI mitigation in radio
astronomy
Approches spatiales cyclostationnaires pour le traitement des
interfe´rences en radioastronomie
Gre´gory Hellbourg a,b, Rodolphe Weber a,c, Ce´cile Capdessus c, Albert-Jan Boonstra b
aObservatoire de Paris - Station de radioastronomie de Nanc¸ay, F-18330 Nanc¸ay, France
bASTRON P.O. Box 2, 7990 AA Dwingeloo, Netherlands
cLaboratoire PRISME - Universite´ d’Orle´ans, Site Galile´e, 12 rue de Blois, 45067 Orle´ans cedex 2, France
Abstract
Radio astronomical observations are increasingly corrupted by radio frequency interferences (RFIs), and real
time filtering algorithms are becoming essential. In this paper, it is shown how spatial processing techniques can
limit the impact of the incoming RFIs for phased array radio telescopes. The proposed approaches are based on
estimation of the RFI spatial signature. It requires the diagonalization of either the classic correlation matrix or
the cyclic correlation matrix of the array. Different diagonalization techniques are compared. Then, RFI detection
and RFI filtering techniques are illustrated through simulations on data acquired with the Low Frequency Array
Radio telescope, LOFAR. The originality of the study is the use of the cyclostationarity property, in order to
improve the spatial separation between cosmic sources and RFIs. To cite this article: G.Hellbourg et al., C. R.
Physique 13 (2012).
Re´sume´
Approches spatiales cyclostationnaires pour le traitement des interfe´rences en radioastronomie.
L’environnement e´lectromagne´tique est de plus en plus exploite´ par les activite´s de te´le´communications, limitant
ainsi la sensibilite´ et les performances des radiote´lescopes. Il devient donc ne´cessaire de de´velopper des traitements
efficaces afin de limiter l’impact de ces interfe´rences radioe´lectriques (RFI). Les approches propose´es reposent sur
l’estimation de la signature spatiale de l’interfe´rence graˆce a` la diagonalisation de la matrice de corre´lation classique
ou cyclique. Dans cet article, diffe´rentes techniques de diagonalisation de ces matrices sont compare´es. Ensuite,
des techniques de de´tection ou de filtrage des interfe´rences sont illustre´es sur des observations acquises avec
le radiote´lescope LOFAR. L’originalite´ de l’e´tude repose sur l’utilisation des caracte´ristiques cyclostationnaires
intrinse`ques aux RFIs. Pour citer cet article : G.Hellbourg et al., C. R. Physique 13 (2012).
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1. Introduction
Radio astronomy was born in the nineteen thirties and its growth followed that of the related technolog-
ical fields, such as electromagnetism, electronics and computer science. Based on these same technological
advances, telecommunications also developed extensively and became perturbation for sky observation.
The radio observatories located close to populated areas are of course affected by many man-made Ra-
dio Frequency Interferences (RFIs). But even in the most remote locations, they still can be reached by
satellite communications and positioning systems, so that the choice of an adequate location, though still
a major issue, cannot ensure immunity to electromagnetic pollution (Figure 1 shows an example of the
potential electromagnetic activity that can be expected in the radiotelescope LOFAR band). Further-
more, the sensitivity of radio telescopes has improved drastically, thanks to a wider reception surfaces
and electronic devices that generate less noise, thus allowing faster sampling, increased data storage and
averaging. For example, the Square Kilometre Array telescope (SKA), which is presently under study,
should be 50 times more sensitive than any other radio instrument. The drawback of such sensitivity is
that interferences that were once drowned in the noise now become prevailing. Some frequency bands
have been dedicated to radio observation (see RAS indications on Figure 1), based on the main wave-
length produced by celestial bodies. However, the redshift effect alter these wavelengths and make the
recorded signals of distant sources falling into an unprotected frequency band. Furthermore, the allocated
frequency bands were chosen based on immediate knowledge of celestial bodies, and exploring the other
frequency bands may lead to discoveries for radio astronomers.
So far, observation strategies have taken advantage of the sparse nature of telecommunication signals.
First, their sparsity in the frequency domain allows sky observations in sub bands of the allocated fre-
quency bands. Second, most communication systems emit intermittently, so that corrupted parts of the
signal can be eradicated and sky observation performed on the remaining ones. Unfortunately telecommu-
nication companies also intend to make the most of that sparsity, for instance through Ultra Wide Band
(UWB) communication systems or cognitive radio[1]. The development of automated RFI detection and
mitigation techniques has thus become a necessity. The techniques developed so far have taken advantage
of both the radio astronomy specificities and the RFI features[2]. However, new generation telescopes,
such as LOFAR or SKA, are multi-sensor devices, or groups of such devices located in distant places,
allowing interferometry and the construction of sky maps. They are associated to real-time correlators,
and allow spatial processing, such as beamforming. RFI detection or mitigation algorithms can be based
on either pre-correlation or post-correlation methods, and can take advantage of the fact that correlation
matrices are estimated for the needs of radio astronomy. Indeed, it has been shown that under some
assumptions on the noise features and assuming that the antenna is calibrated, diagonalization of the
correlation matrix makes it possible to estimate the number of interferences and to eradicate them by
spatial filtering[3,4]. These techniques can be improved by taking into account the cyclostationarity of
RFI signals, since all communication signals exhibit cyclostationarity[5], tied either to their carrier fre-
quency or to their baud rate. These characteristics can be a priori known from lists of identified RFI
or estimated from the recorded signals. Some cyclostationary detectors have already been proposed for
single dish radio telescopes[6,7].
We propose here new detection and mitigation techniques based on the diagonalization of cyclic correla-
tion matrices at given cyclic frequencies corresponding to the RFI to be eradicated. These new algorithms
do not require prior antenna calibration nor do they assume any special features for the noise. Further-
more, slight modifications to the existing correlators would allow the estimation of cyclic correlation
matrices for real-time implementation of the proposed algorithms. Preliminary work has already been
Email addresses: gregory.hellbourg@obs-nancay.fr (Gre´gory Hellbourg), rodolphe.weber@univ-orleans.fr
(Rodolphe Weber), cecile.capdessus@univ-orleans.fr (Ce´cile Capdessus), boonstra@astron.nl (Albert-Jan Boonstra).
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Figure 1. Electromagnetic environment of the LOFAR radio telescope (20-300 MHz band). Some of the empty bands are
progressively occupied by digital radio (DAB) and television (TV) transmissions (DAB stands for Digital Audio Broadcast
and DVB stands for Digital Video Broadcast). RAS stands for RadioAStronomy protected band, AM and FM stand
respectively for Amplitude Modulation and Frequency Modulation (radio transmission)
published in [8]. In section 2, the problem formulation will be addressed and the correlation and cyclic
correlation matrices will be defined. In section 3, several diagonalization techniques will be presented and
evaluated. In section 4, some RFI detection or mitigation algorithms will be described and applied to
simulations as well as real-life signals. Section 5 presents the conclusion and some perspectives.
2. Data model
Consider a phased array radio telescope consisting of M antennas, each having a received signal zk(t),
k = 1, · · ·M . It is assumed that the narrowband condition holds and that the geometric delay for each
antenna and each impinging source can be represented by a phase shift. In this case, the telescope output
vector z(t) can be modeled in complex baseband form as:
z(t) = arr(t) +Ass(t) + n(t) (1)
where:
– z(t) = [z1(t)...zM (t)]
T
is the M × 1 vector of radio telescope observations at time t. (.)T is the
transpose operator.
– ar = [a1,r...aM,r]
T
is the spatial signature of the RFI signal, r(t).
– s(t) = [s1(t)...sK(t)]
T
is the K×1 vector of the K white Gaussian independant cosmic source signals.
– As = [as1 ,as2 , ...,asK ] is a M ×K matrix where each ask = [a1,sk ...aM,sk ]
T
is the spatial signature
of the corresponding kth cosmic source.
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– n(t) is the M × 1 system noise vector with independent Gaussian entries. There is no specific as-
sumption made concerning the whitening of the covariance matrix and calibration of the data (i.e.〈
n(t)nH(t)
〉
∞
6= σ2I, where〈.〉∞ is the average operator, (.)
H is the conjugate transpose operator, I is
the M ×M identity matrix and σ2 is the noise power). In particular, if there is no coupling between
antennas, this noise covariance matrix becomes diagonal,
〈
n(t)nH(t)
〉
∞
= diag(σ2k, k = 1, ...,M)
with σ2k the noise power on the k
th antenna.
At this stage, the phased array is not calibrated. Thus, all spatial signatures are multiplied by unknown
complex gain matrices which depend on ionosphere, antennas and system configuration [9]. The calibration
procedure consists in estimating these gain matrices and the noise covariance matrix mentioned above.
Since these estimations have to be based on RFI-free signals, RFI detection must be done prior to any
calibration procedure. Consequently, our data model will consider RFI spatial signatures as random phase
vectors without any predictable structure.
However, even with a calibrated array, there are two other reasons for considering RFI spatial signatures
as random phase vectors. One reason is that RFI may enter through the side lobes which are not well
characterized and the other is that the far field hypothesis may not always be valid for RFI signals.
2.1. Classical correlation matrix
In radio astronomy, sky images are obtained through the correlation matrices measured by phased
array radio telescopes. All the spatial and statistical information on the cosmic sources are contained in
these matrices.
Let us define Rz, the classic correlation matrix of the phased array. With our previous signal model,
Rz is expressed by:
Rz =
〈
z(t)zH(t)
〉
∞
= ara
H
r σ
2
r︸ ︷︷ ︸
RRFI
+AsRsA
H
s︸ ︷︷ ︸
Rsources
+ N︸︷︷︸
RNoise
(2)
where σ2r is the RFI power, Rs is the correlation matrix (K ×K) of the K cosmic sources, and N the
correlation matrix (M ×M) of the system noise.
One classic simplification of this model is to consider that cosmic sources are negligible. This simplifi-
cation is easily accepted since their power is usually very small compared to RFI power.
2.2. Cyclostationary approach
Most telecommunications signals present a hidden periodicity due to the periodic characteristics in-
volved in the signal construction (carrier frequency, baud rate, coding scheme...). These parameters are
usually scrambled and hidden by the randomness of the message to be transmitted. However, by using
a cyclostationary approach, this hidden periodicity can be recovered thus making identification of the
telecommunication signal possible. An exhaustive overview of cyclostationarity theory and applications
can be found in [10,11]. For array signal processing, cyclostationarity was introduced in [5]. In the present
analysis, the correlation matrix, Rz, is replaced by the cyclic correlation matrix:
Rαz =
〈
z(t)zH(t) exp(−j2παt)
〉
∞
(3)
where α is the cyclic frequency. This parameter is linked to the above-mentioned periodic characteristics.
Similarly, we can define the cyclic conjugated correlation matrix, R
α
z , by replacing the operator (.)
H by
(.)T in equation 3. Then, another set of cyclic frequencies can be considered. For example, let us consider
a binary phase shift keying (BPSK) modulation scheme with a baud rate, 1
T0
, and a carrier frequency, f0:
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r(t) = exp(j2πf0t+ jϕ0).
∑
kǫZ
ck.h(t− kT0 − t0) (4)
where ck is the binary random sequence, t0 and ϕ0 are unknown synchronization parameters and h(t)
is the pulse shaping function. The cyclic correlation of r(t) is non zero for the cyclic frequencies α = k
T0
,
kǫZ⋆, and the cyclic conjugated correlation is non zero for the cyclic frequencies α = 2f0 +
k
T0
, kǫZ.
The main idea behind these cyclic operators is to find some periodicities inside the second order statistics
of the signal. Equation 3 can be seen as the Fourier transform of the instantaneous signal power. One can
also remark that by taking α = 0, we retrieve the expression of the classical correlation matrix.
Any signal that is cyclostationary at frequency α will generate non-zero cyclic or cyclic conjugated cor-
relation matrices. Inversely, any stationary signal or cyclostationary signal with different cyclic frequencies
will generate zero in equation 3.
Thus, the cyclic correlation matrix at α0 for the model defined by equation 1 becomes:
Rα0z = ara
H
r R
α0
r +AsRs
α0AHs︸ ︷︷ ︸
→0
+Rn
α0
︸ ︷︷ ︸
→0
(5)
where α0 is the expected RFI cyclic frequency and R
α0
r is the mono-dimensional version of equation 3
(i.e. z becomes a scalar). To simplify the notations, RFIs with different cyclic frequencies are considered
as source signals and are merged into Rα0s . A similar asymptotic expression can be obtained for the cyclic
conjugated correlation matrix.
Equation 5 is expected to give better estimates of the RFI spatial signature than equation 2 due to the
fact that all non cyclostationary terms asymptotically vanish. In the following section, we will compare
different approaches to obtain the right RFI spatial signature from the classic and cyclic correlation
matrices of the observations.
3. Spatial signature vector estimation
The main point of any spatial signal processing is the estimation of source signature vectors. In this
part, we will consider that we are in the presence of one RFI and K cosmic sources. We will present
different methods allowing RFI spatial signature vector estimation (i.e. estimation of ar). These methods
are based on the use of the classic and cyclic correlation matrices.
3.1. Classic eigenvalue decomposition
The classic correlation matrix expressed in equation 2 can be decomposed into eigenvalues:
Rz = ara
H
r σ
2
r +AsRsA
H
s +N = UΛU
H (6)
where Λ = diag(λ1, ..., λM ) contains the eigenvalues of Rz sorted in decreasing order and U =
[u1, ...,uM] contains the corresponding eigenvectors. The eigenvalues of this decomposition give the power
matched by a beamformer pointing in the direction of the related eigenvector. By assuming that the sys-
tem noise is independent and identically distributed over the antennas (i.e. N = σ2I), we can split the
orthonormal basis made by the eigenvectors into two sub-bases generating two different subspaces : a sig-
nal subspace ((K+1) dominant eigenvalues) and a noise subspace[12,13]. If cosmic sources are neglected,
the signal subspace (reduced to a one dimensional vector space) generates exactly the same vector space
as ar (i.e. umax ∝ ar, with umax the eigenvector associated to the maximum eigenvalue).
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3.2. Cyclic singular value decomposition
As shown in equation 5, cyclic correlation matrices calculated for a cyclic frequency α0 are asymp-
totically independent of cosmic sources and RFIs with a cyclic frequency different from α0. However,
an eigenvalue decomposition of this type of matrix is not possible, since they are non hermitian. The
following singular value decomposition (SVD) is defined:
Rα0z = UcyclicΛcyclicV
H
cyclic (7)
with Λcyclic the singular value matrix of R
α0
z , Ucyclic the input basis vector matrix and Vcyclic the
output basis vector matrix. By identification with equation 5, we find λ1 = R
α0
r , with λ1 the only non-null
singular value of Λcyclic, and u1 = ar, with u1 the singular vector associated with λ1. This technique
thus makes it possible to estimate the RFI spatial signature vector. Furthermore, no assumption has been
made on the noise correlation matrix, nor on the presence of other sources. The cyclostationary approach
is therefore an interesting technique to mitigate RFI prior to antenna array calibration.
3.3. Joint diagonalization of multiple cyclic correlation matrices
The basic idea of joint diagonalization is to find a common transformation matrix that allows the
diagonalization of a set of matrices. Most cyclostationary interferences present more than one cyclic
frequency. In order to provide a better estimate of the RFI signature vector, we suggest applying a joint
diagonalization to cyclic matrices calculated at different cyclic frequencies, since all these matrices contain
the same spatial information. Finding a joint diagonalizer for these matrices should therefore decrease
the error made by a single matrix diagonalization due to the finite length correlation estimation.
In [14], Belouchrani et al. introduce the following off function for an n×n matrix M with entries Mij :
off(M) =
∑
1≤i 6=j≤n
|Mij |
2
(8)
By using this function, diagonalizing a matrix consists in finding a matrix P such that:
off(PHMP) = 0 (9)
The aim of joint diagonalization of a set of N matrices M = {M1,M2...Mk} is thus to find a matrix
P that minimizes the following cost function:
c(M,P) =
∑
1..N
off(PHMkP) (10)
Let M be a set of cyclic correlation matrices Rαz calculated over several cyclic and conjugated cyclic
frequencies. As seen in section 3.2, the Rαz matrices do not admit an eigenvalue decomposition (EVD).
In order to fit to the model of equation 10, the following property can be used:
Rαz .R
α
z
H = (U.S.VH).(U.S.VH)H = U.S.VH .V.SH .UH = U.S.SH .UH = P.D.PH (11)
with Rαz = (U.S.V
H) (SVD of Rαz ), P = U and D = S.S
H . By applying this property to all the
matrices stored in M, the RFI spatial signature vector can be estimated by finding a joint diagonalizer
of M.
The main advantage of this method is the use of multiple correlation matrices, thereby improving the
estimation of the RFI signature vector. Although this advantage is important for the estimation accuracy,
the implementation cost of this method is very high. The next section will present a more simple multiple
matrix technique.
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3.4. Mean correlation matrix diagonalization
The principle of this technique is to calculate a mean matrix over all the cyclic and conjugated cyclic
correlation matrices. As all these correlation matrices are biased by the added system noise and by the
signal finite length, computing a mean matrix will improve correlation matrix estimation.
Since all these matrices are defined on the same vector space (observation space), diagonalization of the
mean matrix should provide a better estimate of the RFI spatial signature vector. Two options can be
considered : applying an SVD of a mean cyclic correlation matrix or an EVD of a mean matrix calculated
over cyclic correlation matrices after applying the transformation presented in equation 11 on each of
them. It is however important to normalize matrices before any average calculation step, since cyclic
power is not uniformly distributed over all the cyclic frequencies of a cyclostationary signal. We therefore
divide each cyclic correlation matrix (or transformed cyclic correlation matrix) by its squared Frobenius
Norm defined by the sum of the squared moduli of its elements. This matrix norm is linked to singular
values of the matrix on which it is calculated by the following expression:
‖M‖
2
F =
n∑
k=1
λ2k (12)
with ‖.‖F the Frobenius Norm operator, M a (n× n) matrix and λk the k
th singular value of M.
3.5. Performance analysis
To compare the performance of the different signature vector estimation techniques, we ran a simulation
involving a Binary Phase-Shift Keying (BPSK) RFI (see equation 4) added to white Gaussian noise
(carrier frequency = 0.1 (normalized frequency) and baud rate = 1/12 samples−1). An array composed of
M=10 antennas was used. The array noise was calibrated in a first scenario, and uncalibrated with 20%
noise power fluctuations over antennas in a second scenario. During each run, we generated a new data
set (32768 samples × 10 antennas), estimated the signature vector of the impinging RFI and calculated
the dot product between this estimate and the actual steering vector. In other words, we will use the dot
product as a way to measure how our estimation matches the true signature vector. The Interference-to-
Noise Ratio (INR) of the data was varied from -30dB to 0dB. All our results were averaged over 100 runs
for a fixed INR to provide statistics on signature vector estimation technique performances.
We calculate for each run a cyclic correlation matrix for α0 = 1/T0, where T0 is the symbol duration
of the interference, and three conjugated cyclic matrices at respectively α¯1 = 2.f0 − 1/T0, α¯2 = 2.f0 and
α¯3 = 2.f0 + 1/T0, where f0 is the carrier frequency of the interference.
Figure 2 depicts the performance comparison of the RFI spatial signature vector estimation techniques:
diagonalization of the correlation matrix R, diagonalization of the cyclic correlation matrix Rα (α0 =
1/Tc), joint diagonalization of cyclic and conjugated cyclic matrices (α0 = 1/Tc, α¯1 = 2f0 − 1/Tc,
α¯2 = 2f0, α¯3 = 2f0 + 1/Tc) and diagonalization of the mean cyclic matrix. It can be seen that these
techniques react differently depending on whether the array noise is calibrated or not. Diagonalization
of the classic correlation matrix gives quite good results, even for low INR, when the array is calibrated.
However, its performance is severely impaired with an uncalibrated array noise. One very interesting point
to notice with these plots is the steadiness of cyclic correlation matrices diagonalization, which remains
completely independent of noise calibration (and of other sources, whether cyclostationary or not). The
technique consisting in diagonalizing the mean correlation matrix and the joint diagonalization technique
both present good performances with respect to the calibration hypothesis. This stems from the fact that
they only involve cyclic and conjugated cyclic correlation matrices. Joint diagonalization gives the best
result in all cases, but it suffers from a complex implementation (optimization algorithm).
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Figure 2. Performance comparison of signature vector estimation techniques (dot product between estimated and generated
signature vectors for different techniques and different INR, its value is 1 for an exact estimation). (a) 10-antenna calibrated
array. (b) 10-antenna uncalibrated array (20% noise power fluctuation over antennas).
4. Application to LOFAR data
This section is dedicated to practical applications for the radio telescope LOFAR. After introducing
this antenna array telescope, we will present the cyclostationary techniques used to detect and filter out
RFIs from astronomical signals.
4.1. Description of LOFAR
LOFAR, LOw Frequency ARray[15], is a radio telescope built by the Netherlands Foundation for
Research in Astronomy, ASTRON, and uses the principle of interferometry. Its main applications are low
frequency astronomy (≈ 30-240 MHz)[16].
LOFAR is an antenna array distributed over 1000 km within the Netherlands, with extensions to other
countries (Great Britain, France, Germany, Sweden). The antennas, which are low-cost and omnidirec-
tional, are arranged in clusters, or stations. They are used as phased arrays, allowing electronic steering
of the direction of observation by applying phase delays between them. All the data collected by LOFAR
(several gigabits per second per station) are processed in the Netherlands, at the University of Groningen.
4.2. Detection approach
The cyclostationarity property of RFIs can be used in order to detect a known or unknown interference
in a dataset. The detector principle is based on the estimation of the cyclic spectrum of an antenna array
radiotelescope data set.
A data cube made up of instantaneous correlation matrices is calculated from the antenna network
signals. If one or more RFIs are mixed with the data, these data become cyclostationary. This data cube
will thus exhibit a periodicity. To bring it out, a Fourier transform is applied (see figure 3(a)). This
produces a new data cube, made up of cyclic correlation matrices Rαz , with α = k/L, k ∈ Z
⋆ and L
the Fourier transform length. Asymptotically, Rαz should have a rank of 1 according to our model, and
‖Rαz ‖
2
F = R
α
z (see equation 12). Asymptotically, a single non-null value of ‖R
α
z ‖
2
F should then allow us
to conclude on the presence of at least one α-cyclostationary RFI.
By calculating the Frobenius norm of each of these matrices, we obtain a cyclic spectrum which high-
lights cyclic frequencies, and therefore a cyclostationary blind detection criterion.
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Figure 3. Cyclic detection principle. (a) Cyclic features detection algorithm. (b) Cyclic spectrum calculated on a LOFAR
data set (M = 10 antennas and L = 215 samples) corrupted by an aviation signal at 128.6MHz. Spectral lines correspond
to cyclostationary signatures.
However, since we are working on finite length signals, Rαz is full rank (i.e. λk 6= 0, ∀k). RFI detection
then becomes less efficient.
Figure 3 shows the detector principle, and an example of the method applied to LOFAR data corrupted
by an aviation signal at 128.6MHz.
4.3. Spatial filtering approach
After having detected an RFI, it is possible to use its cyclostationary property to filter it. This filtering
technique[3] is based on the use of a linear projection. As explained in section 3.2, an SVD of the cyclic
correlation matrix provides us with an estimation of the RFI spatial signature ar.
Let us define the following projector:
Ppro = I− ar.a
H
r (13)
Assuming that aHr .ar = 1, it is straightforward to show that Ppro.ar = 0. Thus, by applying the
projector Ppro to the input signal vector z(t) defined in equation 1, a clean version of the observation
can be obtained:
zclean(t) = Ppro(Ass(t) + n(t)) (14)
The bias induced by P in equation 14 can be removed as explained in [4]. Figure 4 shows some results of
this cyclic spatial filtering applied to LOFAR data. By using the cyclostationary approach, it is possible
to focus the spatial filtering on one specific RFI.
This approach remains valid if Kr α0 cyclostationary RFIs are present. In that case, the vector ar will
be replaced by the matrix Ur formed by the singular vectors associated to the Kr largest singular values
of the cyclic correlation matrix.
5. Conclusion
In this paper, after a general introduction to the RFI mitigation problem in astrophysics, new techniques
for RFI detection and mitigation have been proposed, based on the cyclostationary properties of the
interferences. A model of the data recorded on an array radio telescope has been given and the cyclic
9
Figure 4. Cyclic spatial filtering results on LOFAR data (M = 10 antennas, Rα
z
is estimated over L = 215 samples). The
spatial signature was estimated using cyclic singular value decomposition. (a) Data corrupted by FM signals. (b) Data
shown in (a) after filtering of the 107.9MHz RFI. (c) Data corrupted by land mobile signals. (d) Data shown in (c) after
filtering of the starting RFI at 160.2MHz. (e) Data corrupted by an aviation signal. (f) Data shown in (e) after filtering of
the aviation RFI at 128.6MHz
statistics of the observation matrix have been derived and shown to be asymptotically independent of
both the noise and the cosmic sources. Four different multisensor techniques for the estimation of the
direction of arrival of an interference have then been presented. One of these techniques is based on the
diagonalization of the correlation matrix of the sensors array. The other three techniques take advantage
of some a priori knowledge about the cyclostationary features of RFIs and are based respectively on the
diagonalization of a cyclic correlation matrix, the average of various cyclic correlation matrices related to
the same interference and the joint diagonalization of these cyclic correlation matrices. These techniques
have been compared through Monte-Carlo simulations and the cyclic based techniques proved to be more
robust to the array calibration. Lastly, we performed a two step application of the cyclic statistics to real-
life data. The first one is the detection of cyclostationary interferences of unknown features by computing
the Frobenius norms of a set of cyclic correlation matrices. The second one consists in building a projector
from the estimated steering vector in order to remove the interference from the set of observations.
The latter technique has been shown to be efficient on three different real-life situations, including an
intermittent interference case. More generally, it has been shown that the cyclic statistics immunity to
noise and poor calibration can be used to derive robust RFI detection and mitigation techniques.
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