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i内容梗概
近年，コンピュータの小型化・軽量化により，コンピュータを服のように着て生活
するウェアラブルコンピューティング，コンピュータを環境下に埋め込み様々なところ
で利用し，サービスを受けるユビキタスコンピューティングに注目が集まっている．こ
れらの環境において，人々はいつでもどこでも情報取得を行なえるようになるが，そ
の方法は，環境からの働きかけにより，ユーザが特別に操作することなく受動的に情
報を取得する方法を用いる機会が多くなると考えられる．
このような環境のためには，情報提示機構を簡単に，柔軟に構築できること，情報
取得者の心身への影響を考慮した情報提示を行なうことが重要となる．これらを考慮
し，本研究では，ウェアラブル・ユビキタスコンピューティング環境における情報提
示技術の確立を目指す．具体的には，ウェアラブルコンピューティグ，ユビキタスコン
ピューティグそれぞれについて，情報提示機構構築の柔軟化，心身への影響を考慮し
た情報提示について研究を行なう．
本論文は 6章から構成され，その内容は次の通りである．まず，第 1章で序論とし
て研究の背景と目的について述べる．
第 2章では，ウェアラブルコンピューティング環境における情報提示機構を柔軟に
構築できることを目的とし，衣服上での情報提示デバイスの使用について，個々のユー
ザがデバイス種類選択・装着箇所選択を自由にでき，それらを柔軟に変更できるシス
テムについて述べる．ウェアラブルコンピューティング環境では様々な入出力デバイ
スを衣服上に装着して，操作したり，情報提示を受けたりするが，情報提示を行なう
出力デバイスは，使用するデバイスの種類やそれらを配置する位置が，アプリケーショ
ンや状況によって自由に柔軟に変更できることがユーザビリティにおいて重要である．
現在，デバイスの装着について，配線やバッテリの問題無く使用するために，導電性
素材を用いたネットワークシステムが開発されており，導電性衣服上で多様なアプリ
ケーションを利用できる環境が整いつつある．しかし，現状のシステムでは種類や位
置を自由に選択できるが，現状のシステムでは何をどこに配置したのか把握できない．
衣服上に配置されたデバイスの位置を把握することで，各デバイスに機能を割り当て
たり，デバイス同士を関連付けたりといったことが簡単に行なうことができ，ウェア
ラブルコンピューティング環境構築の柔軟性が飛躍的に向上する．そこで，カメラを
ii
用いてデバイスの位置を正確かつ効率的に取得する手法を提案する．デバイスに割り
当てられた IDに基づいて LEDの点灯のタイミングを制御し，2段階の点灯処理を行
なうことで導電性衣服を着た状態でも正確に位置を取得する．提案手法が効率良く位
置検出を行なえるかについてシミュレータおよび実機を用いて評価する．
第 3章では，ウェアラブルコンピューティング環境において，心身への影響を考慮
した情報提示を行なうことを目的とし，頭部装着型ディスプレイによりいつでもどこ
でも情報提示を受けられることを利用するシステムについて述べる．頭部装着型ディ
スプレイによって常時情報閲覧可能といったこれまでに無い新しい情報取得環境が訪
れるが，常にある特定の情報が必要というわけでもなく，見落せない情報が流れてく
るかもしれないという状況はユーザに対して負荷を与えることになる．ここで，認知
心理学の分野では，先行刺激を与えることによって，後続の刺激に対する処理が無意
識的に促進されるプライミング効果が存在する．本研究では，このプライミング効果
の考え方を情報提示システムに適用し，ユーザが取得したい情報に関連する映像を提
示することで，低負荷で無意識的に価値のある実世界情報を取得できるシステムを提
案する．取得したい情報に関連する画像をサーバ上に保管し，表示できるソフトウェ
アを作成する．また，HMD上に表示された映像によりそれに関連した情報に実世界上
で気付きやすくなるかについて実験し，表示した映像により目につくものへの変化が
あるかについて調査する．
第 4章では，ユビキタスコンピューティング環境における情報提示機構を柔軟に構
築できることを目的とし，インタラクティブシステムを簡単に構築でき，センサ技術
に精通していない人でもメンテナンスを行なえるシステムについて述べる．街中での
情報提示の形態としてデジタルサイネージやメディアアート等が増加しているが，そ
れらの提示にインタラクティビティを付与することで多くの情報を伝えたり，観客に
システムを自らの体で経験させて楽しませたりすることができる．しかし，インタラ
クティブシステムの設置には時間がかかったり，センサのトラブルにより情報が提示
されなくなるといった提示そのものに影響が出てしまうことが多いがセンサ技術に精
通した人でないとメンテナンスができなかったりする問題がある．そこで，インタラ
クティブシステムを簡単に設置，誰でもメンテナンスできることを目的とし，様々な
状況下でユーザアクションを認識できるフレームワークを提案し，専門家無しでも運
用できるソフトウェアを実装した．ソフトウェアが様々な素材上で正常に動作するか
についての評価，センサ技術に精通していない人でもインタラクティブシステムを構
iii
築可能になるかの評価を行ない，2度のメディアアートの展示において提案システムを
使用し，考察を行なう．
第 5章では，ユビキタスコンピューティング環境において，心身への影響を考慮し
た情報提示を行なうことを目的とし，観客参加型演劇YOUPLAYにおけるインタラク
ション設計について述べる．情報提示が人にどのように作用するかを実環境で調べる
ために，人の行動に合わせた反応を返すインタラクティブなコンピューティング技術
と，昔から多くの人々に親しまれている演劇を組み合わせることで，新たなジャンル
のエンタテインメントを提案する．本イベントは，情報提示の方法次第で参加者を深
く物語の世界観へと入り込ませられるが，システムがうまく働かないと違和感をもた
せて現実に戻らせてしまうという特徴がある．このようなイベントを一般人に実際に
体験させることで，研究室環境では得られない生の反応を観察する．2度の期間に分け
て全 80公演行ない，そこで見られた様子やアンケート結果から考察を行なう．またシ
ステム運用において起きたトラブルについてもまとめ，今後のシステム設計・運用の
ための重要な指針とする．
第 6章では，本論文の成果を要約したのち，今後の研究課題について述べ，本論文
のまとめとする．
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11 序章
1.1 研究の背景
近年，マイクロエレクトロニクス技術の発展によるコンピュータの小型化・軽量化
と無線通信技術の発達により，コンピュータの利用形態は従来のオフィスなどによる
デスクワークを中心とした利用から，ノート PC や携帯電話などのように時間や場所
を問わずコンピュータを持ち運び利用するモバイルコンピューティング，さらにはコン
ピュータやセンサを身に着けて生活するウェアラブルコンピューティングへと拡大し
ている．また，個人での利用だけでなくコンピュータは街中にも遍在し，あらゆる環
境にセンサやコンピュータが埋め込まれるユビキタスコンピューティング環境が作り
あげられつつある．これらの新しいコンピューティングスタイルによって，人の活動
状況，その場の温度などの気候情報などが記録・解析され，あらゆるサービスへと利
用されている．
このような発展の流れから，今後コンピュータを利用する形態として下記のような
環境が想定される．起床後，服に着替えるが，その服には様々な入出力デバイスが装
着されており，ボタンやスライダ，センサ等を用いて入力処理を行なったり，ユーザの
行動や状況の認識をしたり，インジケータとしての LED，骨伝導イヤホン，振動子等
から情報提示を受けたりする．それらの入出力デバイスはその日の気分や使用予定の
用途によって付け替えられる．服以外にも，メガネのように頭部装着型ディスプレイ
(HMD: Head Mounted Display)を掛け，常時情報を閲覧できる．街中へでかけると，
従来の紙媒体のポスター以外にも，ディスプレイやスクリーンを用いたデジタルサイ
ネージから情報提示を受ける．それらの提示は人々の動き，あるいは状態に合わせて
適した提示方法で出力される．
これらの環境における情報取得は，従来のデスクトップ・モバイルコンピューティン
グ環境とは大きく異なる．デスクトップ・モバイルコンピューティング環境では，ユー
ザ自らが，必要時に情報へアクセスして取得する能動的な情報取得が主であった．しか
し，ウェアラブルコンピューティング環境では，ユーザは常時情報を閲覧できるデバイ
スをもっており，入力デバイスが貧弱であり入力が困難なことが多いなどの理由から，
環境からの働きかけにより，ユーザが特別に操作することなく受動的に情報を取得す
る方法を用いることが多い．ユビキタスコンピューティング環境においても，街中の
2デジタルサイネージ等から情報を取得することは受動的である場合がほとんどである．
受動的な情報取得は，ユーザの意思によらず情報を取得するため，不必要な情報を取
得する可能性があるが，ユーザに入力の手間がなく，ユーザの発想とは異なる視点か
らの情報が得られることがあるという特徴がある．また，ウェアラブルコンピューティ
ング環境では HMDにより常時情報取得が可能であるといったこれまでには無い新し
い環境となる．
上記のような受動的な情報取得の機会の増加，常時情報を閲覧可能環境の利用につ
いて，以下の点を考慮する必要がある．
 個人適用
ウェアラブルコンピューティングの特徴の 1つとして，サービスを個人に合わ
せて，きめ細やかに提供できるといった個人適用が挙げられる．個人ごとに利用
したいサービスは違うと考えられるが，個人ごとの快適な利用環境を簡単にセッ
ティングでき，かつ入出力デバイスを装着することによる不自由がないように生
活できることが重要である．さらに個人ごとに入力デバイスを操作しやすい，出
力デバイスを見やすい・わかりやすい位置に自由に装着でき，柔軟に変更できる
ことが望まれる．
 心身への影響
受動的であったり，常に見えていたりといった情報提示は，取得者の心身に影
響を与えていると考えられるが，何気なく閲覧していたり，他人から提示された
りしているため自身の意思により制御することができない．それらの影響を有効
活用し，悪用されないようにするためにも，どのような影響があるのかについて
明らかにすべきである．
 インタラクティビティ
デジタルサイネージでの情報提示は効果的に聴衆に情報を取得されることが望
まれる．センサを用いてインタラクティビティを付与し，聴衆の動きに合わせて
情報提示が行なわれることで受け入れられやすかったり，注意を引くことができ
たりすると考えられる．人の自然な活動に対して，自然な情報を与えられること
が重要である．また，インタラクティブな情報提示機構を構築したものの，セン
サ等のトラブルによってシステムがうまく働かなくなることが考えられる．こう
いった際にすぐにメンテナンスできる必要がある．
31.2 研究目的
今後の情報技術の発展によって，受動的に情報を取得する環境はさらに増えると考
えられる．このような環境を幅広く，効果的に利用するために，情報提示機構の構築
を簡単・柔軟にすること，情報提示の内容によりユーザの生活を豊か・便利にするこ
とが重要である．
本研究では，ウェアラブル・ユビキタスコンピューティング環境における情報提示
技術の確立を目指して，情報提示機構を誰でも柔軟に構築できるシステム，情報取得
者の心身への影響を考慮した情報提示を行なうシステムの開発を目的とする．
 ウェアラブルコンピューティング環境における情報提示機構の柔軟な構築
様々な入出力デバイスを身につけ，センサによって行動認識，LEDや振動子か
ら情報提示を受けられるようになった際に，個人ごとに多種多様なデバイスから
利用するものを選択し，装着位置を自由に決め，気分や用途に合わせて変更でき
てこそ快適なウェアラブルコンピューティング環境である．衣服上に自由にデバ
イスを配置し，衣服上から電力供給を受け，衣服上で通信を行なうことができる
導電性衣服の開発が進んでいるが，装着したデバイスの位置をオペレーションシ
ステムが把握できることによりその利用の幅は大きく広がる．
そこで本研究では，導電性衣服に配置された入出力デバイスの位置を効率良く，
正確に検出する手法を提案し，ウェアラブルコンピューティング環境での柔軟な
情報提示機構のための重要な基礎技術の確立を目的とする．
 ウェアラブルコンピューティング環境での情報提示の心身への影響
HMDを用いることで常時情報閲覧が可能というこれまでに無い環境が訪れる．
HMDによって常時情報を見ることができるが，常にある特定の情報が必要とい
うわけでもなく，見落せない情報が流れてくるかもしれないという状況はユーザ
に対して負荷を与えることになる．提供者の立場からしても，ユーザに対して有
益な情報を生成し続けるということも現実的ではない．したがって，閲覧が必要
な情報を提示しない空き時間が生じるため，この時間に直接的な情報取得を目的
とせず，ユーザに対して低負荷な情報を提示できる．また，このような環境が人
間の心身に何らかの影響を与えている可能性があり，それを明らかにする必要が
ある．
4そこで本研究では，先行する事柄が後の事柄に影響を与えるというプライミン
グ効果を利用し，空き時間にユーザの関心事に関連する視覚情報を閲覧させるこ
とで無意識に特定の情報に気付きを与えるシステムを提案し，かつ常時情報閲覧
環境において実際に心身に影響を与えているかを調査する．
 ユビキタスコンピューティング環境における情報提示機構の柔軟な構築
液晶ディスプレイやプロジェクタの普及により，デジタルサイネージやメディ
アアートを日常的に見かけるようになってきている．これらのように情報提示を
デジタルにすることで，画像を切り替えたり，動画を流し続けたり等，紙媒体で
は不可能であった提示が行なえるが，多くの情報を伝えたり，聴衆にシステムを
自らの体で経験させて楽しませたりするためには提示をインタラクティブにする
ことが有効である．しかしインタラクティブなシステムをセッティング・メンテ
ナンスするには専門家が作業する必要があったり，パラメータの設定に時間がか
かったりと敷居が高い．
そこで本研究では，インタラクティブシステムを多様な環境下で設置でき，セ
ンサの知識に精通していない人でも簡単にセッティング・メンテンナンスを行な
えるフレームワークを提案し，ユビキタスコンピューティング環境での柔軟な情
報提示機構の開発を目的とする．
 ユビキタスコンピューティング環境での情報提示の心身への影響
インタラクティビティを付与された液晶ディスプレイを用いたデジタルサイネー
ジ以外にも，天井に設置したプロジェクタから床面に対して映像を投影して行な
われる情報提示のスタイルも増えつつある．このような提示は人々の周囲の状況
が大きく変化するので，行動にも影響を与えると考えられる．特に，エンタテイ
ンメントにおいてこのような情報提示を効果的に行なうことで，観客をそこで表
現されている世界観に深く入り込ませ，より楽しませることができるが，情報提
示を受けた人がどのように反応するかは実験室環境ではわからないことが多く，
実環境において一般人の反応を見ることが重要である．
そこで本研究では，観客の周囲を取り巻く映像が動きや会話によって変化する
中で演劇を体験するエンタテインメントイベントYOUPLAYを提案し，一般人
に体験させることで，実環境において情報提示が人にどのように作用するかを調
査する．
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図 1: 論文構成
1.3 本論文の構成
本論文は 6章から構成され，1.2節で説明した各研究目的は図 1のように分けられる．
2章にて，ウェアラブルコンピューティング環境における情報提示機構の柔軟な構築，
3章にて，ウェアラブルコンピューティング環境での情報提示の心身への影響，4章に
て，ユビキタスコンピューティング環境における情報提示機構の柔軟な構築，5章にて，
ユビキタスコンピューティング環境での情報提示の心身への影響に関する研究を行な
う．それぞれの内容は以下の通りである．
まず，第 2章では，導電性衣服上に配置されたデバイスの位置取得のための LED点
滅制御手法について述べる．様々な入出力デバイスを衣服上に装着して，配線やバッ
テリの問題無く使用するために，導電性素材を用いたネットワークシステムが開発さ
れており，導電性衣服上で多様なアプリケーションを利用できる環境が整いつつある．
ウェアラブルコンピューティング環境では，様々なサービスを受け取るために情報提
示を行なう出力デバイスを装着するが，それらの種類や配置位置が自由に選択できる
ようになることで，使用するアプリケーションや状況ごとに適した (行動・作業の邪魔
にならず，わかりやすい・見やすい)状態で情報提示を受けられるようになる．現状の
システムでは配置されたデバイスの位置を把握できず，柔軟性に欠ける．位置を把握
6できることで，各デバイスに機能を割り当てたり，デバイス同士を関連付けたりといっ
たことが簡単に行なうことができ，ウェアラブルコンピューティング環境構築の柔軟性
が飛躍的に向上する．そこで，カメラを用いてデバイスの位置を正確かつ効率的に取
得する手法を提案する．デバイスに割り当てられた IDに基づいて LEDの点灯のタイ
ミングを制御し，2段階の点灯処理を行なうことで導電性衣服を着た状態でも正確に位
置を取得する．また，提案手法が効率良く位置検出を行なえるかについてシミュレー
タおよび実機を用いて評価する．
第 3章では，ユーザの関心事へと引き込みを行なう常時映像閲覧システムについて
述べる．認知心理学の分野では，先行刺激を与えることによって，後続の刺激に対す
る処理が無意識的に促進されるプライミング効果が存在する．本研究では，このプラ
イミング効果の考え方を情報提示システムに適用し，ユーザが取得したい情報に関連
する映像を提示することで，低負荷で無意識的に価値のある実世界情報を取得できる
システムを提案する．HMD上に表示された映像によりそれに関連した情報に実世界上
で気付きやすくなるかについての調査および，表示した映像により目につくものへの
変化があるかについて調査する．
第 4章では，平面をインタラクティブにする加速度センサを用いたユーザアクショ
ン認識システムについて述べる．ユビキタスコンピューティング環境での情報提示の形
態として，デジタルサイネージやメディアアートが増えてきているが，これらの提示に
インタラクティビティを付与することで多くの情報を伝えたり，観客にシステムを自
らの体で経験させて楽しませたりすることができる．インタラクティブな情報提示シ
ステムを簡単に設置できることを目的とし，様々な状況下でユーザアクションを認識
できるフレームワークを提案し，行動認識の専門家なしでも設置できるソフトウェア
を実装した．ソフトウェアが様々な素材上で正常に動作するかについての評価，センサ
技術に精通していない人でもインタラクティブシステムを構築可能になるかの評価を
行ない，2度のメディアアートの展示において提案システムを使用し，考察を行なう．
第 5章では，観客参加型演劇YOUPLAYにおけるインタラクション設計について述
べる．情報提示が人にどのように作用するかを実環境で調べるために，人の行動に合
わせた反応を返すインタラクティブなコンピューティング技術と，昔から多くの人々
に親しまれている演劇を組み合わせることで，新たなジャンルのエンタテインメント
を提案する．一般人に実際に体験させることで，研究室環境では得られない生の反応
を観察する．2度の期間に分けて全 80公演行ない，そこで見られた様子やアンケート
7結果から考察を行なう．
第 6章では，本論文の成果を要約したのち，今後の研究課題について述べ，本論文
のまとめとする．
なお，第 2章は，文献 [96, 97, 98, 99, 105]で公表した結果に基づき論述する．第 3章
は，文献 [100, 101, 103, 107, 112] で公表した結果に基づき論述する．第 4章は，文献
[102, 104, 106, 108, 110] で公表した結果に基づき論述する．第 5章は，文献 [109, 111]
で公表した結果に基づき論述する．

92 導電性衣服上に配置されたデバイスの位置取
得のためのLED点滅制御手法
2.1 まえがき
コンピュータの小型化，軽量化に伴い，センサやコンピュータを身につけて利用す
るウェアラブルコンピューティングに注目が集まっている．ウェアラブルコンピュー
ティング環境では，コンピュータはユーザが装着している各種センサから得られたデー
タを用いてユーザの行動や状況を認識し，その場や状況に応じた情報提示を行なうと
いったサービスを提供する．サービスとしては作業支援 [1, 2]，健康支援 [3]やナビゲー
ション [4]など様々なものが考えられるが，ユーザごとに使用するサービスや，操作し
たり提示を受けたりする入出力デバイスも異なる．出力デバイスとしてはディスプレ
イ以外にも，インジケータとしての LED，振動子やイヤホンなどが考えられ，作業時
には環境によって邪魔にならない場所に配置したかったり，ナビゲーション利用時に
は人によって使いたいデバイスが異なったり，利用サービスごとに変更もしくは兼用
したかったりする．こういった理由から出力デバイスはユーザの嗜好・状況に応じて
衣服上の好きな部位に装着でき，変更も簡単に行なえる必要があるなど，ウェアラブ
ルコンピューティング環境での情報提示サービス構築のためにはデバイス配置の柔軟
性は非常に重要である．
衣服上に配置するデバイスの情報通信や給電について，各デバイス間やそれらを制
御するオペレーティングコンピュータとの接続形態として，有線と無線が考えられる
が，それぞれ，配線が邪魔になる，各デバイスへの安定した電力の供給，デバイス間
やそれらとコンピュータ間の通信をどのように成立させるかといったように，デバイ
スの自由な配置の確保については問題がある．それらの問題を解消するために，近年，
導電性素材から構成された導電性衣服の研究が行なわれている．導電性衣服を用いる
ことにより，衣服上に自由にデバイスを配置して通信させたり，バッテリを導電性素
材のどこかに接続しておくことでケーブルなしで電力供給が行なえる．本研究では導
電性素材上に配置したデバイスを利用できるネットワークシステムTextileNet[5]を用
いる環境を想定する．TextileNetは，衣服の表と裏にそれぞれ導電性素材を用いて電
極とし，ピン型のデバイスを布地に差し込むことで電力供給および電圧に重畳した信
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号によるデータ通信を行なえる．ユーザは導電性衣服上にボタンやスライダなどのデ
バイスを自由に配置でき，音楽プレーヤなどの多様なアプリケーションを利用できる．
このように，TextileNetを用いることで自由なデバイス配置が行なえるが，従来システ
ムでは配置したデバイスの位置をシステムが取得できないという問題があった．ウェ
アラブルコンピューティング環境において自由な箇所にデバイス配置が可能となった
際に，さらにデバイスの位置がわかれば，デバイスの位置と機能の間には密接な関係
が存在するため，機能の自動割当やデバイス同士の関連づけなど高度な処理が行なえ
る [6]．本手法によりウェアラブルコンピューティング環境の構築を個人ごとに柔軟に
行なえるようにし，情報提示デバイスをユーザが自分の好きな位置・組合せで装着で
きるようにすることを目的とする．
そこで本研究では，導電性衣服上に配置されたデバイスをカメラで撮影することに
よって位置を検出する手法を提案する．提案手法ではデバイスの位置を取得するため
に，各デバイスに割当てられた IDに基づきデバイス上の LEDを点灯させる．さらに，
いくつかの点灯パターンのコーディングを行なうことで，効率よくかつ正確な位置取
得を実現する．
以下，2.2節で関連研究について説明する．2.3節で提案手法について記述し，2.4節
でシステムの設計について述べる．2.5節で提案手法を評価し，最後に 2.6節でまとめ
を行なう．
2.2 関連研究
ウェアラブルコンピューティング環境において，衣服上に配置したアクチュエータ
やセンサを用いた多くのアプリケーションが提案されている [7, 8, 9]．これらはデバイ
スを衣服上に縫いつけるため，デバイスの配置や付け替えに制限がある．しかし，導
電性衣服を用いることでデバイスの自由な配置や付け替えが可能になり，ウェアラブ
ルコンピューティング環境における様々なアプリケーションが構築できるようになる．
例えば図 2左の例は，衣服上で音楽プレーヤやデジタルカメラ等の様々なアプリケー
ションを操作する際にボタンやディスプレイなどたくさんの入出力デバイスを装着す
ると想定した例であるが，導電性衣服を用いることで，デバイスを自由に配置し，ア
プリケーションの操作ができる．また既存のシステムも導電性衣服を用いることで使
用がより柔軟になる．図 2右は衣服上に多くの LEDを縫いつけた電飾パフォーマンス
システム [69]であるが，それぞれの LEDは有線でつながれており，動きに制限が加わ
11
図 2: 衣服上へのデバイス配置例
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図 3: TextileNetのシステム構成
る，ケーブルが見た目を損なうといった問題がある．MIT Media Labによる，Musical
Jacket[11]では操作箇所が固定されている．Memory Rich Clothing[12]は衣服への物理
的に触れたことを取得し，衣服上に縫い付けられた LEDを用いて触れられた記憶を表
現するが，縫い付けられているため，配置場所の変更が困難である．これらに導電性
衣服を用いることにより，ケーブルは必要なくなり，配置箇所や装着しての動作に制
限がなくなるため，これらの研究において導電性衣服を自由に使えるようにすること
の意義は大きい．ただし，図 2右の例などデバイス (LED)の位置が表現に大きな影響
を与えるが，単純にデバイスを導電性衣服上に配置するだけではシステムがデバイス
の位置を認識できないため，なんらかの方法でデバイスの位置を取得する必要がある．
導電性衣服を用いたシステムの研究として，Wadeらは導電性素材を両面に用いた
衣服にDC-PLC（直流電力線通信）方式のモデムを備えたデバイスを装着し，直流の
電力供給と通信を行うシステム [13]を提案している．Bharatulaらは縦糸と横糸に，
絶縁被膜をもつ導電糸を用いて編んだ布を用いるシステム [14]の研究を行っている．
Communication-Wear[15]は衣服上の触感による携帯電話の拡張を目的としてデザイン
された導電性衣服であり，Mattmannらは歪みセンサを衣服に縫い込むことにより上
半身の姿勢を認識している [16]．本研究では，デバイス配置が自由であり，再構成も簡
単な TextileNet[5]を用いている．TextileNetのシステム構成と使用するデバイスを図
3に示す．衣服は表と裏に導電性布を用いて電極とし，ピン型デバイスを差し込むこと
で動作する．バッテリを接続することで電力供給が可能となり，差し込まれたデバイ
スはブロードキャストの通信が行える．機能的には他の導電性衣服を用いたシステム
と大きな違いはないため，提案手法は他のシステムにおいても同様に適用できると考
えられる．
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一方，アプリケーションを使用する際，入出力デバイスとそれらに割り当てられる機
能の間には密接な関係があるため，デバイスの位置をシステムが知ることは重要であ
る．松井らは導電性素材を用いたシステム Pin&Play[17]におけるデバイスに対し，そ
の配置に基づいてアプリケーション機能を自動で割り当てるシステム [6]を提案してい
る．この文献によると，自由に配置されたデバイスの位置関係がわかれば，87%の精度
でその機能を予測できるとあり，導電性衣服を用いる際もデバイスの配置箇所がわか
れば，このような手法により機能割当てが行えると考えられる．
様々な場所に散りばめられた多数の小型デバイスを制御するためには各デバイスの
位置を知ることが重要となる．そのためデバイス位置を取得する様々な方法が考えら
れている．Helinらはデバイスを配置する導電性のボードを分割し，配置される箇所を
限定することで，大まかなデバイスの位置を得ている [18]．本研究でも同様に導電性
衣服を電気的に絶縁して大まかな位置を把握することも可能であるが，細かな位置取
得を行うことや細かく絶縁された衣服を製作することが困難であること，位置取得の
ための制御デバイスがそれぞれの箇所に装着するため分割した数だけ必要となること
が問題となる．ピン状のインタフェースを用いる PushPinは Pinger[20]と呼ばれる独
自のデバイスからの光や超音波を受信し，受信の時間差からピンの位置を検出してい
る．この方法は非常に正確であるが，ピンを作り変える必要があり，位置検出のため
に独自のデバイスが必要となる．RFIDや無線 LANを利用し，RSSI値によりデバイ
スの位置推定を行う手法 [21, 22, 23]も考えられるが，ノイズが大きく精度が低いこと
や，事前の学習が必要であるなどの問題があり，また，デバイスを改編する必要があ
る．中田らは，プロジェクタから赤外線光のパターンを照射することにより，LEDに
搭載された照度センサにより多数のLEDデバイスを制御する手法を提案している [24]．
Leeらも同様に，照度センサを用いたデバイス位置検出手法を提案している [25]．これ
らの手法は大量のデバイスを管理することができるものの，各デバイスの位置を検出
することはできない．またTextileNetのシステムがこの手法を使用する場合には，各
デバイスに照度センサを加える必要がある．篠田らは薄いシートを用い，シート内を
伝搬する電磁波による二次元通信を行う技術の研究 [26]を進めており，シート上に配
置されたデバイスの位置取得も行っている．メッシュ層の導電形状をシート上の位置
や方向の情報を表現するように細かな粒度で変形し，その導体パターンを読み取り位
置を取得している．本研究では布を用いるため，素材自体の形状を変形することは難
しい．以上のことを考慮し，本研究ではTextileNetのシステムを変更することなくカ
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メラを用いてデバイスの位置取得を行う．
導電性素材を用いたシステム Pin&Playではボタンやスライダなどのデバイスに備
わっている LEDを点灯させた前後画像の差分画像をとることでデバイスの位置を取得
する方法が提案されている [27]が，この方法では配置されているデバイスの IDが事前
に取得できていることを前提にしており，点灯の認識エラーを考慮していない．ID情
報とカメラを同期させ，順次点滅するビーコンを高速カメラなどを用いて位置を認識
するシステム [28, 29]が商用として存在するが，多数のカメラが必要であり，そのカメ
ラが高性能である必要がある．ID Cam[30]ではデバイスの ID情報をビーコンの時系
列における点滅パターンで送信し，カメラで認識している．デバイスとカメラの距離
に関係なく位置の取得が可能であるが，ビーコンとカメラは同期していないため，比
較的長時間の撮影が必要となり，ウェアラブルコンピューティング環境で用いるには適
していない．rey[31]では LEDの点灯をカメラで撮ることにより各 LEDの位置を算
出する．各 LEDに数字のアドレスを与え，特定ビットが 1である複数の LEDを一度
に並列点灯させる作業をビット列長繰り返すことで，その点灯の組合せにより各 LED
のアドレスとカメラで取得した座標の関係を効率良く取得している．しかし，カメラ
の性能や環境により LEDの座標が重なり識別できないなど，誤検出される可能性が高
い．提案手法は，衣服上の配置を想定しており，LEDの重なりなどによる誤検出が多
発する環境でもデバイスの位置判別が可能な手法である．
2.3 提案手法
本研究ではTextileNetシステムを改変することなくそのまま用いることができ，衣
服を装着した状態でも脱いだ状態でも安価にデバイスの位置取得が行える手法を構築
する．具体的には，導電性衣服上にデバイスを配置したユーザがカメラの前に立ち，シ
ステムがデバイスの動作確認用 LEDを点滅させることで短時間でデバイスの位置を手
軽に登録できるようにする．図 4はシステム構成を示す．想定する環境では，ユーザは
毎日その日に使用するアプリケーションを決定し，そのためのデバイスを衣服上に配
置する．配置したら，ユーザは鏡の前に立つが，鏡にはカメラが装着されており，そ
のカメラによってシステムは衣服上のデバイスの位置を検出し，アプリケーションの
機能を自動で割り当てる．
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図 4: システム構成
2.3.1 点灯アルゴリズム
カメラを用いて位置検出を行う場合，もっともシンプルな方法として，IDを 1ずつ
増やしながらその IDに対応する LEDを順番に光らせ，それをカメラで認識する手法
が考えられる [27]．TextileNetではデバイスの有無やデバイスの IDをシステムが事前
に知ることができないため，この手法では配置される可能性があるデバイス全てを一
つ一つ光らせる必要がある．しかし，図 2左のように衣服上にたくさんのデバイスが
配置された場合や，同図右のように数百もの LEDを散りばめたパフォーマンス目的の
服などにおいて，デバイスを一つ一つ光らせる方法は時間がかかり実用的でない．一
方で，デバイスに割り当てられた ID情報に基づき並列に複数の LEDを点灯させ，効
率良く位置を検出する方法 [31]もあるが，近くに配置されたデバイスの LED点灯を区
別できないなど誤検出が起こる可能性がある．そこで本研究では，LEDを効率良く点
灯させ，かつ正確に位置を取得する方法として次の二段階の点灯方法を提案する．
第一段階: 並列点灯 すべての LEDを並列に光らせることで独立している LEDの位置
を検出する．
第二段階: 逐次点灯 並列点灯で確定できなかった LEDを順番に光らせる．
まず並列点灯では，TextileNetにおいてデバイスに固有で割り振られている IDに対
し，n回目の点灯では IDのnビット目が 1であるデバイスのLEDを同時に点灯させる．
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表 1: 並列点灯の例
Decimal Binary 1st 2nd 3rd 4th
1 0001 - - - ON
2 0010 - - ON -
3 0011 - - ON ON
4 0100 - ON - -
8 1000 ON - - -
15 1111 ON ON ON ON
Captured image Binarized image
・Two LEDs ・Misrecognized as    
only one light
図 5: デバイスを密に配置した例
4th: 4ビット目が1の
LEDが点灯
3rd: 3ビット目が1の
LEDが点灯
・検出結果
ID=1
ID=1
ID=3 ID=1,3が
隣接して配置
ID=3ID=3
ID=3
・並列点灯
・実際のデバイス配置
一つの光と誤検出
4th点灯での誤検出のため
検出はID=3のみ
: デバイス
: LEDの光
図 6: 誤検出の例
例えば，表 1に示すように，デバイス IDが 4ビットで表現されている場合，ID=1は
0001，ID=3は 0011と表現できるため，ID=1のデバイスは 4回目のみの点灯，ID=3
のデバイスは 3回目と 4回目に点灯といったように，IDごとに点灯のタイミングが異
なる．デバイスの IDがN ビットで表現できる場合，N 回の点灯のみですべてのデバ
イスの位置を取得できる．しかし，この手法は図 5のようにデバイスが密な状態で配
置された場合に誤検出が起こる．例えば，図 6に示すような場合，正しくは ID=1のデ
バイスと ID=3のデバイス存在しているが，並列点灯ではデバイスの位置が近いため
図 6のように光が重なり合い，ID=3のデバイスのみが存在すると誤検出される．LED
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並列点灯
Step0.検出IDごとに
候補IDを列挙
Step2.ある1つの検出IDの候補IDを点灯
Step3.未確定のIDを点灯
未確定のIDが存在
点灯開始
点灯終了
Yes
Yes
Yes
No
No
No
検出IDに必ず
含まれるIDが存在
Step1.検出IDに必ず含まれる候補IDを確定
ある1つの検出IDのみの
候補IDが存在
図 7: 逐次点灯のフローチャート
は身体上で点灯させ，撮影中にカメラ画像中で位置のずれが生じるため，一定距離 (誤
検出半径と呼ぶ)内で検出されたLEDは同一のLEDであるとみなす必要があることか
らこの誤検出は頻繁に起こると予想される．
そこで，第二段階として並列点灯において確定できなかったLEDのために逐次点灯
を行う．説明において，検出 IDとは並列点灯において検出された ID，確定 IDとは位
置が確定した ID，候補 IDとはある検出 IDに包合される可能性のある IDのことであ
る．例えば検出 IDが 3のときの初期候補 IDは，1, 2, 3である．逐次点灯は以下の流
れで行なわれる．
Step 0: 検出 IDごとに候補 IDを求める．
Step 1: 検出 IDに必ず含まれる IDを確定する．
Step 2: ある 1つの検出 IDのみに含まれる可能性のある候補 IDを並列点灯させ Step
1に戻る．
Step 3: 未確定の IDを 1つ点灯させ，Step 1へ．すべての IDが確定していれば終了．
逐次点灯のフローチャートと疑似コードを図 7, 8に示す．例として，あるユーザが
音楽プレーヤを操作する際に図 9左のように機能を考え，デバイスを配置したことを
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Algorithm  Sequential blinking
Blinking_Times = Device_Bit_Length;
Dictionary Candidate_Group;    // List of Candidate ID
List Bit_List[];   // Numbers of each Bit
Step0
Candidate_Group.Add(Candidate-ID);
Step1
for i = 1 to Candidate_Group[i].Count{
for j = 1 to Bit_List[j].Count{
if (Bit_List[j].Contain(Candidate_Group[i]))
contain_times++;
}
if  (contain_times == 1)
Delete(Candidate_Group[i][j], Candidate_Group);
}
Step2
if (Candidate_Group.Contain(Candidate_Group[i][j])){
contain_times++;
if  (contain_times == 1)
Temp_Step2_Blinking_List.Add(Candidate_Group[i][j]);
Candidate_Group[i].minimun(Temp_Step2_Blinking_List);
Step2_Blinking_List.Add(Candidate_Group[i][j]);
Delete(Candidate_Group[i][j], Candidate_Group);
}
if(Step2_Blinking_List.Count > 0){
Turn_On(Step2_Blinking_List);
Blinking_Times++;
to Step1;
}else{
to Step3;
} 
Step3
if(Candidate_Group.Count > 0 ){
Turn_On(Candidate_Group[i][j]);
Blinking_Times++;
to Step1;
Delete(Candidate_Group[i][j], Candidate_Group);
}else{
return(0);
}
図 8: 逐次点灯の疑似コード
想定する．このとき，デバイス IDは 4ビットで表現されており図 9右に示すように割
り振られているとする．この場合並列点灯終了後に得られる IDは，図 9右の丸の中の
数字で示す 1, 3, 5, 11, 14, 14である．実際の IDは 1, 2, 3, 5, 6, 9, 10, 12, 14であるの
で誤検出が起こっている．このとき，逐次点灯は下記の手順で実行される．
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数字 : 実際のID
: デバイス
数字 : 検出ID
ディスプレイ
停止ランプ
再生ランプ
戻る
次へ
停止
再生
⾳量⼤
⾳量⼩
・デバイス配置 ・デバイスID
1
3 5
6 10
2 9
14
12
11
14
14
1
3 5
図 9: デバイスの配置例と検出結果
表 2: Step 0 終了時の候補 ID，確定 ID
検出 ID 候補 ID 確定 ID
1 1
3 1, 2, 3
5 1, 4, 5
11 1, 2, 3, 8, 9, 10, 11
14 2, 4, 6, 8, 10, 12, 14
14 2, 4, 6, 8, 10, 12, 14
表 3: Step 1 終了時の候補 ID，確定 ID
検出 ID 候補 ID 確定 ID
1 1
3 2 3
5 4 5
11 2, 8, 9, 10, 11
14 2, 4, 6, 8, 10, 12, 14
14 2, 4, 6, 8, 10, 12, 14
Step 0: 検出 IDごとに候補 IDを求める．
並列点灯で得られた検出 IDごとに候補 IDを求める．この時点ではどのデバイスも
位置を確定できていない．例における検出 IDの候補 IDを表 2に示す．以後，その ID
のデバイスの配置が確定したものは候補 IDから削除する．
Step 1: 検出 IDに必ず含まれる IDを確定する．
本手法では誤検出の可能性のある IDについて再点灯を行うが，一つ一つ再点灯させ
ては時間がかかる．そこで Step 1では再点灯の必要なく決定できる IDを決定し，候
補から除く．具体的には，検出 IDのあるビットにおいて値が 1である候補 IDが 1通
りである場合，その ID以外が同ビットのタイミングで点灯することはないため，その
IDはその座標で確定し，他の候補 IDから削除できる．この処理は該当する IDがなく
なるまで続ける．
例では，まず ID=1が確定し，ID=1が確定したため ID=3, 5が確定される．この時
点での候補 ID，確定 IDを表 3に示す．
Step 2: ある 1つの検出 IDのみに含まれる可能性のある候補 IDを並列点灯させ，
Step 1に戻る．点灯させるものがなければ Step 3へ．
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表 4: Step 2 終了時の候補 ID，確定 ID
検出 ID 候補 ID 確定 ID
1 1
3 2 3
5 4 5
11 2, 8, 10 9
14 2, 4, 8, 10, 14 6
14 2, 4, 8, 10, 14 12
表 5: 検出結果
検出 ID 候補 ID 確定 ID
1 1
3 3
5 5
11 2, 9
14 6, 10
14 12, 14
Step 1終了時点で未確定の IDは個別に再点灯を行う必要がある．Step 2では，少な
い点灯回数で IDを検出するために，複数同時に点灯させられる IDを並列に再点灯さ
せて，その有無，位置を確認する．
それぞれの候補 IDについて，いくつの検出 IDの候補として含まれているかを数え，
ある 1つの検出 IDの候補にしかなっていない IDを点灯させる．ここで，同じ検出 ID
をもつ位置が複数あり，候補 IDが同じであれば，ある 1つの検出 IDの候補にしかなっ
ていないとみなし，該当する IDを点灯させ，どの位置で点灯するかを確認する．また，
ある検出 IDに対して点灯させる IDが複数ある場合は最小値の IDのみを点灯させる．
並列点灯させる IDは全て点灯位置が異なるため，同時に点灯させた際にも位置を検出
できる．
例では，点灯させる IDに 6, 9, 11, 12, 14が該当するが，6, 12, 14は検出 ID 14の候
補 IDであり，9, 11は検出 ID 11の候補 IDである．そのため，まずは 6と 9を同時に
点灯させ，位置を確定する．ここで Step 1に戻るが，今の場合には決定できる IDはな
く，再び Step2に進み 11と 12を同時に点灯させ，12の位置を決定する．Step 2で点
灯させる IDがなくなったため，Step 3へ進む．この時点での候補 ID，確定 IDを表 4
に示す．
Step 3: 未確定の IDを 1つ点灯させ，Step 1へ．すべての IDが確定していれば
終了．
残りの IDは一つ一つ点灯する必要がある．一つ点灯するごとに Step 1に戻る．
例では，2, 4, 8, 10を順に点灯する．10を点灯した後，Step 1は 14を再点灯なく確
定する．結果を表 5に示す．例において，提案手法は並列点灯の 4回を含む計 10回の
点灯で全ての IDの取得し，15個の LEDを一つずつ点灯する手法よりも少ない点灯回
数で位置を取得できる．
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表 6: Reverse methodの並列点灯例
ID Binary Reverse 1st 2nd 3rd 4th 5th 6th 7th 8th
配置 9 1001 0110 ON - - ON - ON ON -
10 1010 0101 ON - ON - - ON - ON
検出 11 1011 0111 ON - ON ON - ON ON ON
候補 0 1 確定 確定
2.3.2 冗長部の追加
本手法では並列点灯での点灯回数は IDのビット数に応じて固定であるが，逐次点灯
での点灯回数はデバイスの数や配置など様々な要因により変動し，取得に多くの時間
がかかることがある．また環境により誤検出半径を大きく設定する必要があり，大き
くするに従い逐次点灯での点灯回数は増加する．そこで並列点灯に冗長部を付け足す
ことで，逐次点灯での点灯回数を減らす手法を提案する．
2.3.1節で説明した手法を Basic methodと呼び，Reverse method, Search method,
Partition method, Pair methodの 4つの手法を提案する．
Reverse method
Basic methodの並列点灯において，あるビットで 0を検出したときは全ての候補 ID
のそのビットの値は 0であることが確定するが，1を検出したときは少なくとも 1つ
の候補 IDのそのビットの値が 1であることしかわからないため，候補 IDの数が多く
なる．そこでReverse methodでは元の IDの 1と 0のを反転した値を付け足すことで，
0を検出する場合を増加させることで候補 IDの数を減らす．並列点灯において，エン
コードされた IDに基づいて点灯する．例えば，IDが 0010 (= 2)で表されるとき，エ
ンコードされた IDは 00101101となる．このとき，検出 IDと反転部の検出結果が一致
しなければ誤検出が起こっていることがわかる．
表 6は誤検出半径内に ID=9, 10が存在したために誤検出が起こる場合の例である．
この例の場合，2回目と 5回目のタイミングではこの位置での点灯はなく，候補 IDは
10 (8, 9, 10, 11)となる (はそのビットが未確定であることを示す)．一方，Basic
methodでの候補 IDは 0 (1, 2, 3, 8, 9, 10, 11)である．
Search method
Reverse methodに，IDの下位 nビットに応じて点灯するパターンを付け足す．例え
ば n = 2の場合，IDの下位 2ビットが 00, 01, 10, 11のどれであるかに応じた 4回の点
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表 7: Search methodの検出例
ID Binary Reverse
1st 2nd 3rd 4th 9th 10th 11th 12th
00 01 10 11
配置 9 1001 0110 ON - - ON - ON - -10 1010 0101 ON - ON - - - ON -
検出 11 1011 0111 ON - ON ON - ON ON -
候補 *0** 1*** 確定 01 10
灯を付け足す．例えば IDが 0010 (= 2)のとき，エンコードされた IDは 001011010010
となる．
表 7は表 6と同様の例である．5回目から 8回目の点灯は表 6と同一であるため省略
する．付加した情報により下位 2ビットの値を確定できるため，候補 IDは 9, 10であ
る．ここで，検出地点に LEDが 2個以上存在することはわかっているため 9, 10は再
点灯の必要なく決定できる．
Partition method
Partition methodでは点灯を 2つ，もしくはそれ以上のグループに分け，並列点灯
でグループごとに検出することにより誤検出を減少させる．例えば，2つのグループに
分ける際には，ある 1ビットの値が 0か 1かで分け，4つのグループに分ける際には，
ある 2ビットの値が 00, 01, 10 ,11のいずれであるかに応じて分ける．この手法におい
ても IDを反転した値を付け足す．
表 8は誤検出半径内に ID=2, 3, 10, 14が存在したために誤検出が起こった例である．
この例では最上位ビットの値が 0である IDを先に点灯させ，最上位ビットの値が 1で
ある IDを次に点灯させる．再点灯の必要なく並列点灯における 12回の点灯で全ての
検出できる．一方，Basic methodでは全ての位置を検出するために 19回の点灯が必要
である．
Pair method
Pair methodでは IDに応じた点灯を行った後に，最上位ビットから 2ビットずつ組
にし，00, 01, 10, 11の組合せに応じて点灯を行う．デバイス IDのビット数が奇数の際
には，最下位ビットは組に入らず IDに応じた点灯のみである．
表 9は誤検出半径内に ID=9, 10が存在したために誤検出が起こった例である．5回
目，7回目，9回目，11回目の点灯により候補 IDは 10**であり，他の点灯により下位
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表 8: Partition methodの検出例
ID Binary Reverse 1st 2nd 3rd 4th 5th 6th
2 0010 1101 - ON - ON - ON
配置 3 0011 1100 - ON ON ON - -10 1010 0101 - - - - - -
14 1110 0001 - - - - - -
検出 (MSB'0') 3 011 101 - ON ON ON - ON
検出 (MSB'1') 14 110 101 - - - - - -
7th 8th 9th 10th 11th 12th
- - - - - -
- - - - - -
- ON - ON - ON
ON ON - - - ON
- - - - - -
ON ON - ON - ON
表 9: Pair methodの検出例
ID Binary
00 01
1st 2nd 3rd 4th 5th 6th 7th 8th
配置 9 1001 ON - - ON - - - ON10 1010 ON - ON - - - - -
検出 11 1011 ON - ON ON - - - ON
10 11
9th 10th 11th 12th
ON - - -
ON ON - -
ON ON - -
2ビットは**01か**10であることがわかる．これより，この例の場合では再点灯の必
要なく，9と 10であると確定できる．
2.4 実装
提案する位置検出手法のプロトタイプを実装した．TextileNetを用いたプロトタイプ
の利用の様子を図 10に示す．実装はノートパソコン（Lenovo ThinkPad X200, CPU:
2.4GHz, メモリ: 3.0GB, OS: Windows 7 Professional），PCに接続された USBカメ
ラ（Logicool Qcam Orbit AF）を用いて行った．プロトタイプは体の部位を接続され
たUSBカメラを通じて認識し，Bluetoothを通じてTextileNet上に配置されたデバイ
スの LEDを点灯させて，その位置を検出する．現在のTextileNetの仕様である 4ビッ
23
USBカメラ
LEDデバイス
導電性布
図 10: プロトタイプ利用
LED
無線通信デバイス
USBカメラ
図 11: LEDを装着した服の利用
ト長のデバイス IDをもつプロトタイプを用いて，提案するカメラを用いた LEDの位
置検出手法が正確に動作することを確認した．本研究で用いたカメラのように一般的
なUSBカメラでは，取得する光の変化が安定するまでに少し時間を要するため，1秒
間に 2回という点灯間隔にし，光が安定するために十分な時間を設けた．カメラの性
能次第ではさらに早い認識も可能である．
また，LEDを全身に装着した服を用いて，LEDの点灯の制御を行うアプリケーショ
ンを作成した．用いたシステムは，LEDデバイスに対し無線でブロードキャストの通
信ができ，LEDの色を指定して点灯させることができる．利用の様子を図 11に示す．
LEDの点灯個数は合計 100個であり，IDは 7ビットで表される．提案手法を用いるこ
とにより，図 12のようにすべてのLEDの IDを位置情報と共に取得することができた．
取得情報を用い，同図のようにマウスで囲った範囲に存在する LEDを制御する．
PC上のソフトウェアの実装はVisual C++.NET 2005を使用し，カメラの画像の取
得，および画像処理には Intel社の画像処理ライブラリであるOpenCV[32]を用いた．
2.5 評価
提案手法の評価を行うために，シミュレータを作成した．シミュレータはデバイス
の配置個数，カメラ領域，誤検出半径，デバイス IDのビット長，試行回数を設定でき
る．シミュレータを用いることにより，それぞれの手法の位置取得にかかる点灯回数
を調べ，評価を行う．提案システムでは一般的なwebカメラを用い，その際に点灯は
1秒間に 2回と指定した．カメラの前に静止した人物の体の揺れを測定した予備実験を
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図 12: アプリケーション利用
表 10: 評価のシミュレーションパラメータ
デバイス配置数 0250 [個]
カメラ領域 640480 [pixel]
誤検出半径 10, 20 [pixel]
デバイスの IDのビット長 712 [bit]
試行回数 1000 [回]
行ったところ，1分を超えると揺れが大きくなり，またユーザが不快感をもつようにな
ることがわかった．つまり，取得は 1分間で行えることが望ましく，点灯回数の上限は
120回である．どのような条件下において，どの手法を用いるとこの上限以内で全ての
デバイスの位置を取得できるかについて点灯回数を調べることで評価する．比較対象
として LEDを一つずつ点灯させる手法（Conventional method）を用いた．評価に用
いたパラメータを表 10に示す．
2.5.1 デバイス IDのビット長の影響
様々な種類のデバイスを用いることを想定するとデバイス IDのビット長を長く設定
する必要がある．そこでデバイス IDのビット数を変化させたときの点灯回数を評価し
た．結果を図 13に示す．デバイスの配置個数が少なければ誤検出も少なく，候補 IDが
少ないため，配置個数が少ないときは並列点灯の少ないReverse methodが有効である．
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図 13: デバイス IDのビット長による影響
誤検出半径が大きいときまたはビット長が大きいとき，デバイスの配置個数が多いと
きには Pair methodが有効となる．これは並列点灯の冗長部により，逐次点灯の点灯
回数が減少したためである．
全ての結果において，提案手法はConventional methodとBasic methodよりも少な
い点灯回数で位置を取得できる．
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図 14: 取得画像中のデバイス個数による影響
2.5.2 設置されたデバイスの個数の影響
使用するアプリケーションが増えるに従い，配置するデバイスの個数も多くなる．そ
こでデバイス IDの個数を変化させたときの点灯回数を評価した．結果を図 14に示す．
デバイス IDが 8ビットの際，誤検出半径が 10ピクセルであれば，冗長部を追加した
どの手法でも 250個までのすべての個数を 1分間以内に取得可能であり，20ピクセル
と 30ピクセルであれば，Partition methodで 2ビットで分けた方法を用いることによ
りすべての位置の取得が可能である．デバイス IDが 12ビットの際，誤検出半径が 10
ピクセルであれば，Pair methodを用いると 100個ほどまで 1分間以内に取得でき，20
ピクセルであれば 40個ほど，30ピクセルであれば 20個ほどまでである．IDが 12ビッ
ト，誤検出半径が 30ピクセルの際，点灯回数は多くなる．従来手法では 4000回以上の
点灯になるものの，Partition methodで 2ビットで分けた方法だと 100個を 10%程度
で検出可能である．
また，8ビットの際，配置個数の増加途中において，ある個数から点灯回数が減って
いるが，これは並列点灯終了時点で決定できる IDが増加し，候補 IDが減ったためで
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図 15: 誤検出半径による影響
ある．Basic methodが最も点灯回数が多い結果ではなくなるのは並列点灯の回数が少
ないためである．
2.5.3 誤検出半径の影響
位置を取得する場所の照度やカメラの精度など，環境により誤検出半径を変更する
必要がある．そこで誤検出半径を変化させたときの点灯回数を評価した．結果を図 15
に示す．デバイス IDが 8ビットの際，配置個数が 10個であれば誤検出半径が 50ピク
セルであってもすべての手法で 1分以内に取得可能である．配置個数が 50個であれば，
Partition methodで 2ビット分けた方法を用いると 50ピクセル，100個であれば同様
の方法で 40ピクセルほどまで 1分間以内に取得可能である．デバイス IDが 12ビット
の際，配置個数が 10個であれば誤検出半径が 50ピクセルであってもほとんど手法で 1
分以内に取得可能である．配置個数が 50個であれば，Partition methodで 2ビット分
けた方法を用いると 10ピクセル，100個であれば同様の方法で 10ピクセルまで 1分間
以内に取得可能である．
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2.6 むすび
本章では，カメラを用いて導電性衣服上に配置されたデバイスの位置を取得する手
法を提案した．デバイスに付属する LEDの点灯のタイミングを各デバイスに割り当て
られた IDにより制御し，カメラを通して取得された情報から位置検出の誤検出をなく
す再点灯の処理を行うことで，デバイス位置の取得を効率良く行うことが可能となっ
た．シミュレーション評価により，それぞれの手法について評価をシミュレータによ
り行い，提案手法の有用性について確認した．
今後の課題として，今回は人のずれにより隣接する ID と重なることのみを考えて
いたが，ビットごとの点灯座標がずれることにより検出 ID が分かれることを考慮に入
れた点灯方法についての検討が必要である．
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3 ユーザの関心事へと引き込みを行なう常時映
像閲覧システム
3.1 まえがき
ウェアラブルコンピューティング環境では，頭部装着型ディスプレイ (HMD: Head
Mounted Display)に代表されるように，ユーザは移動中や他の作業を行なっている途
中など様々な状況においてハンズフリーで常時情報閲覧が可能である．HMDを用いる
ことにより，移動中でもメールのチェックや電車の乗り換え案内等をモバイル端末を取
り出すことなく確認できるため，ユーザのニーズや状況に合わせた多くの情報提示手
法が提案されている [1, 33, 34]．一方，ユーザに対して有用な情報を提示し続けること
は困難である．これは，ユーザが有用であると思う情報を常に生成することが困難で
あるとともに，閲覧しなければいけない情報を大量に提示することはユーザの認知負
荷を高め，システムを快適に利用できなくなるためである．したがって，情報提示シ
ステムには閲覧が必要な情報を提示しない空き時間が生じるが，提示内容自体は無価
値で，その内容把握をユーザに求めない情報であればユーザに負荷をかけることなく
提示し続けてもよいのではないかと考えた．
認知心理学の分野では，先行刺激を与えることによって，後続の刺激に対する処理
が無意識的に促進されるプライミング効果 [35]が存在する．例えば，連想ゲームをす
る前に野球の話をしておくと，道具という言葉から「バット」や「グローブ」が連想
されやすくなる．本研究では，このプライミング効果の考え方を情報提示システムに
適用し，ユーザが取得したい情報に関連する映像を提示することで，低負荷で無意識
的に価値のある実世界情報を取得できるシステムを提案する．例えば，街中にはポス
ターやパブリックディスプレイなどに広告が表示されており，その中にはお気に入り
のアーティストの情報や特売の情報などの個人ごとの関心事に関する情報が含まれて
いるが，関心のない他の情報に隠れてしまい見落とすことも多い．こういった問題に
対し，HMD上へ関連情報を提示し，プライミング効果を引き起こすことによりこれら
の情報に気付きやすくなることを狙う．
以下，3.2節で関連研究を説明し，3.3節で提案システムの構成，3.4節で利用例につ
いて記述する．3.5節で予備実験，3.6節でHMDを使った評価実験について述べ，3.7
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節で実装について説明する．3.8節で提案システムについて考察を行い，最後に 3.9節
で本章をまとめる．
3.2 関連研究
ウェアラブルコンピューティング環境の常時情報閲覧可能という特徴を活かすため，
ユーザの状況や行動に応じた多くの情報提示手法が提案されている．
岡田らはHMDを使用して司会進行を支援するシステムを提案している [33]．HMD
には，話す内容，講演タイトル，時間進行などを提示し，スムーズな司会進行が支援
されている．メンテナンスサポートシステム [1]では，自転車メンテナンス時のネジ回
しや空気入れなど詳細な動作を認識し，作業部分の設計図をHMDに自動表示したり，
間違った作業を行った場合に警告するシステムを実現している．コミュニケーション
支援として，外国人と話すときに，外国語をリアルタイムで翻訳して HMDに提示し
たり，会話の関連情報を自動的に検索して HMDに表示するシステムが開発されてい
る [34]．しかし，これらにおける提示内容はユーザが能動的に必要としている情報その
ものであり，ユーザが意識して情報を閲覧し，提示内容が正しく受け取られることが
前提とされている．提案システムは，その提示情報自体には直接的には価値がないが，
提示情報により人間の行動が変化することに着目している点でこれらと異なる．
情報が正しく受け取られるために，田中らはウェアラブルコンピュータのための知
覚影響度に基づく情報提示手法 [36]を提案しており，ユーザの利用できる情報提示デ
バイスの特徴から提示可能なデバイスを選択し，最適な提示方法で情報を提示する機
構を開発している．矢高らはユーザ状況を考慮した音声情報提示手法を提案している
[37]．これらの手法を考慮することで，本手法の提示内容が自然に閲覧されるように制
御できる可能性がある．
人は主に視覚と聴覚を用いて情報を認知しており，また視覚と聴覚は互いに影響し
合い，これまでの経験から成る潜在記憶も認知に影響を与える．これらを利用して目
標の情報を見つけ出しやすくするために，Lupyanらは目標物の名称を声に出して (あ
るいは頭の中で)繰り返すことにより，目標の情報を早く見つけ出せることを確認して
いる [38]．Vickeryらは目標物の画像を事前に閲覧させることにより，実物を認知しや
すくなるかを評価している [39]．これらの評価は目標とする情報があることや，その
情報を見つけ出すために集中する必要があることが本研究と異なる．本研究の目的は，
特定の目標の情報ではなく提示内容自体は無価値で不定の情報を与えることで，情報
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に無意識的に注意しやすくなるシステムを構築することである．
特定の情報が提示されることにより，人に何らかの効果があることを調べた研究も
多数ある．Jenniferらは，被験者が作業中に食品の広告を見せられることにより，間
食の量が増えることを発見している [40]．The Memory Glasses[41]では，テキストを
HMD上に提示することにより，記憶の補助を行なっている．これらのように，本研究
においてもHMD上に特定の情報を提示することにより，ユーザに影響を与え，その生
活をより豊かにすることができると考えられる．
3.3 提案手法
ウェアラブルコンピューティング環境のように常時ユーザが情報を閲覧できる環境
では，常に特定の取得すべき情報があるわけではないので，その空き時間を利用し，内
容取得を目的とはしていない，本来の人間の機能を補間したり拡張できるような情報
を提示することが可能である．本研究では，ウェアラブルコンピューティング環境に
おいてユーザが提示された内容に関する情報へとひきつけられ，日常生活の物事に気
付きやすくなる低負荷な情報提示手法を提案する．
ユーザに対し無意識的に関心事への気付きを与えるために，本手法ではプライミン
グ効果を利用する．プライミング効果とは，先行してある事柄を見聞きしておくこと
により，別の事柄を記憶しやすくなったり，思い出しやすくなるなど，後続する事柄の
処理が無意識的に促進される効果である [35]．先行する事柄のことをプライムといい，
それには単語，絵，音などの視覚情報や聴覚情報がありうる．本手法ではユーザの関
心事に関連する情報をプライムとし，日常生活において空き時間に常時提示すること
により，集中して提示内容を閲覧することなく無意識的に関心事に気付きやすくなる
ことを目指す．プライミング効果は 24時間以上持続するとの報告もあり [42]，実験室
環境にとどまらず屋外においてもその効果は期待できる．
本研究では視覚情報をプライムとし，HMD上に提示することでユーザが受動的に
情報を閲覧できる環境を想定している．視覚情報は静止画像 (以下，画像)，動画像 (以
下，動画)のどちらかを提示し，その内容は写真，イラスト，撮影映像やアニメーショ
ンなどである．例えば，ユーザがお気に入りのアーティストに関する情報を取得した
い際には，そのアーティストの写真やプロモーションビデオをHMD上に提示する．提
示内容によってプライミング効果が起こり，ユーザは潜在的にそのアーティストに注
目するようになり，街中で関連する情報を得やすくなると考えられる (図 16)．
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図 17: システム構成
図 17にシステム構成を示す．ユーザはHMD本体のストレージやサーバ上に，気付
きたい情報に関連する画像や動画のデータを，カメラで撮影したりインターネット上
のデータをダウンロードしたりして蓄積し，状況に応じてHMDの画面上に表示する．
画像データ等を事前に用意していない際には，リアルタイムでインターネット上で検
索を行ない，その結果を表示する．
3.4 利用例
本提案システムのいくつかの利用シナリオを以下に示す．
平日，会社に出勤する．
(A) 朝，電車に乗って会社へ向かう．好きな俳優やミュージシャンの誰かが電車内や
駅での広告等で話題になっているのが見つかると嬉しい．
(B) 昼休憩，上司と定食屋に行く．ラーメン，ハンバーグやカレーが好きなので，そ
れぞれ新しい店ができていないかを外へ出たついでにチェックしておきたい．
(C) 営業で外回りに出る．次の訪問まで時間があるのでどこかで休憩しようと考えた．
あまり来ないところなのでどこにカフェ等があるのかわからないが，どこか途中で見
つかれば寄ることにする．
(D) 仕事を終え，家に帰る．奥さんの誕生日が近付いてきている．奥さんは読書が好
きで，最近インテリアに興味があるようだ．街中で奥さんの興味・関心についての事
柄を見つけて情報収集しておいて，良いものをプレゼントに買えるようにしよう．
休日，街へ出かける．
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(E) 最近ファッションで何が流行っているのか，どのように取り入れられているのか
チェックしておきたい．他の人の着こなしを参考にしつつ，いいものがあれば買おう．
(F) 街をぶらついていると，展覧会の話題をしている人たちがいた．何の展覧会かは
わからないけど，少し気になる．どこでやっているのか，自分に興味ある内容なのか，
他に話題にしている人たちがいないか，わかったら行ってみよう．
(G) 帰り道に雑貨店があるけど，日用品でストックがなくなりつつあるものがあった
だろうか．何か思い出したら買って帰ろう．
休日，観光に行く．
(H) 目的の観光地の駅に着いた．「プライ」という食べ物がたくさん売られていて，名
物であることがわかった．まだお腹が減っていないけど，後でどこかのお店に立ち寄っ
て食べよう．
(I) この観光地では，「ミング」という花が有名で，様々な場所に咲いているらしい．た
くさん見つけて写真に収めたい．
(A)や (B)のように，自身の興味・関心であっても見落としている可能性もあるの
で，見つけたい情報に関係する画像を蓄積し，そのうちのどれかの画像を表示してお
くことで気付きやすくする．(G)についても同様に日用品の画像を蓄積しておき，それ
らの画像を表示する．
(C)や (F)，(I)のように，ふと考えたものや，日常生活では気付く必要がないがそ
の場では気付きたい情報は，蓄積していないため，その情報についてインターネット
で画像検索した結果を表示する．(E)のように，その時々の流行りについてもトレンド
情報とそれに関する画像をインターネットで検索し，表示する．また視覚的な情報だ
けでなく，(F)のように他人の会話など聴覚情報にも気付きやすくなることも目的とす
る．(D)のように，日常的ではないがある程度の期間がある情報についてはその都度，
画像を蓄積する．この例のように自身の興味・関心以外にも対応することを想定して
いる．
(H)のように，その場で気付いたものはカメラで撮影して，その画像を提示する．日
常的に気付きたい情報についてもカメラによる撮影画像を保存し，随時蓄積する．
3.5 予備実験
特定の情報を常時視界内に提示することによって，それに関連する情報に気付きや
すくなるかを実験により評価する．実験では画像をプライムとして用い，その画像に対
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して現実世界の視覚的な情報に気付くか，および現実世界の聴覚的情報に気付くかを
それぞれ評価する．これまでの研究におけるプライミング効果を調べる実験としては，
後続する刺激への反応時間を測度として研究が行なわれていることが多く，対象は語
彙判断などの文字に対して実験されることがほとんどであった．プライミング効果は，
ある概念が処理された時には，その概念と結びついている関連ある他の概念に対して
も活性化が広がっていくことにより起こるとされており，本研究での狙いであるHMD
上に画像を提示して実世界上の関連する情報に気付きやすくなることにも効果がある
かを本実験により調査する．具体的な手順としては，大学構内を歩行する動画を撮影
し，その動画中の左上に特定の画像が表示される動画を 3種類ずつ (それぞれ画像部分
以外は同じ内容の動画)作成した．これらの動画を 1人の被験者につき 1つPC上で閲
覧させ，関連した情報に気付いたかどうかを調べる．
3.5.1 視覚情報取得への影響
常時提示された情報による，関連した視覚情報の取得への影響について調査する．
実験方法
大学構内を歩行する動画の道中の道脇やベンチの上などには，サッカー関連オブジェ
クト (サッカーボール 3個，ユニフォーム，サッカー雑誌)と，野球関連オブジェクト
(バット 2本，グローブ 2個，野球ボール)のそれぞれ 5つずつが計 10箇所に配置され
ている．作成した 3種類の動画はそれぞれ左上にサッカー関連画像，野球関連画像が
表示されるか，画像表示が無い動画である．サッカー関連画像はボール (図 18左上)
やゴールポスト (図 18右上)，試合中の写真，野球関連画像はグローブ (図 18左下)や
スコアボード (図 18右下)，試合中の写真である．動画の長さは約 4分半で，解像度は
960540，左上の画像はそれぞれ 6種類で 10秒ごとに切り替わり，解像度は 200150
である．動画のスクリーンショットを図 19に示す．
被験者は 10代から 50代の男女 45人で，3種類用意した動画を 15人ずつに閲覧さ
せた (以下，サッカー関連画像付動画閲覧グループをグループVS，野球関連画像付動
画閲覧グループをグループVB，関連画像が無い動画を閲覧した被験者のグループをグ
ループVNとする)．被験者には実験の意図やオブジェクトが配置されていることは伝
えずに閲覧させた．動画終了後，以下の問いに答えさせた．
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図 18: 動画中の関連画像の例 (視覚情報取得)
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図 19: 実験 (視覚情報取得)用動画のスクリーンショット
・サッカー関連の物をいくつ見つけましたか？
　　（左上の写真ではなく、歩行している動画において）
・野球関連の物をいくつ見つけましたか？
　　（左上の写真ではなく、歩行している動画において）
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表 11: 予備実験 (視覚情報取得)の結果 2
項目 gr.VS gr.VB gr.VN
a. サッカー関連 発見個数平均 (個/5個) 0.93 1.3 0.33
b. 野球関連 発見個数平均 (個/5個) 0.60 1.1 0.67
c. サッカー関連 発見個数の標準偏差 1.4 1.4 0.60
d. 野球関連 発見個数の標準偏差 0.95 1.4 1.1
e. サッカー関連の方を多く発見した人数 (人/15人) 4 3 1
f. 野球関連の方を多く発見した人数 (人/15人) 2 5 4
次に，以下の問いに答えさせた．
・それぞれ何を見つけましたか？
　　（覚えている範囲でかまいません）
・それぞれどこにありましたか？
　　（覚えている範囲でかまいません）
「（覚えている範囲でかまいません。）」として，回答することを必須にしていないの
は，返答の煩わしさから回答が煩雑になることを避けるためである．最後に自由記述
欄も設けた．
3.5.2 実験結果と考察
結果を図 20に示す．図 20左上はグループVSの結果であり，縦軸にサッカー関連オ
ブジェクト，野球関連オブジェクトそれぞれの発見された個数を示し，横軸に被験者
をとっており，15人の被験者をVS1 { VS15で表している．図右上，図左下も同様で
あり，被験者はVB1 { VB15, VN1 { VN15と表している．また表 11に項目 a { fに対
する数値を示し，以下の記述においてグループVSの項目 aをVS-aとし，その他同様
にVS-b { VS-f，VB-a { VB-f，VN-a { VN-fとする．オブジェクトについて何を見つ
けたかについてほぼ全ての被験者が回答を記述しており，平均して各自見つけた内の
6割ほどについて書き込まれた．記述の中で唯一あった勘違いが，「コーン」という記
述で，工事用のコーンをサッカー関連だと考えられる．その回答については報告数か
ら引き，これ以外には勘違いはなかった．この結果と，動画中にはボールなどが実験
用に配置したもの以外には存在していなかったことから勘違いによる報告はほぼ無く，
回答の適合率は 100%であったと考えている．また再現率については表 12に示す通り
である．
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図 20: 予備実験 (視覚情報取得)の結果 1
表 12: 予備実験 (視覚情報取得)の結果の再現率
グループ
VS VB VN
サッカー関連 19% 26% 6.6%
野球関連 12% 22% 13%
まず，VN-a, bを見ると，0.33と 0.67であり，VN-bの方が多いが大きな差はなく，
動画中のオブジェクトを発見する難易度は少し野球関連のオブジェクトの方が見つけ
やすかったと考えられる．
VS-aとVS-b，VB-aとVB-bをそれぞれ比べると，ともに項目 aの方が多かったが，
VS-aとVN-a，VB-bとVN-bをそれぞれ比べてみると，どちらも関連画像がある方が
多い．個人ごとの結果については，VS-eとVS-f，VS-eとVS-fをそれぞれ比べると，ど
ちらのグループも関連画像が与えられていた方を多く発見した被験者が多かった．
各グループ (3)発見個数 (2)によって閲覧情報による発見個数への影響を分析した．
分散分析の結果，有意差は見られなかった．また表 11の e, fの項目について  2検定
を行なったところ，有意差は見られなかった．
本実験はサッカーと野球で行なっており，どちらもスポーツであったため，被験者
はスポーツや球技といった情報に引きつけられていた可能性がある．実際に，VN-a, b
の合計とグループ VS, VBの両オブジェクト合計発見個数の平均を比べると，前者の
値は 1.0に対し後者は 2.0であり，10個のオブジェクトの内 1個の違いがあった．
回答後の自由記述を見てみると，グループVNの中には何をどこで見つけたかを書
く欄で本来野球ボールがある箇所に「饅頭があった」と書いている等，オブジェクト
に目が向いているもののそれが関連オブジェクトだと気付いていない被験者がいたが，
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グループVS, VBにはそのような被験者は見られなかった．
3.5.3 聴覚情報取得への影響
常時提示された情報による，関連した聴覚情報の取得への影響について調査する．
実験方法
作成した 3種類の動画はそれぞれ左上にサッカー関連画像，天気関連画像が表示さ
れるか，関連画像が無い動画である．サッカー関連画像は視覚情報取得への影響につ
いての実験と同じ写真，天気関連画像は天気予報のアイコン (図 21)や，天気予報番組
の写真と雲の映った衛星写真である．動画中では，サッカーについて話す人たち 5組
と，天気について話す人たち 5組とすれ違う．それぞれ話す人はすれ違う際に関連す
る単語 (「シュート」や「ボール」，「雨」や「寒い」)を発しており，全て男性である．
動画の長さは約 5分で，解像度は 720540，左上の写真はそれぞれ 6種類で 10秒ごと
に切り替わり，解像度は 160120である．動画のスクリーンショットを図 22に示す．
被験者は 20代から 30代の男女 36人で，3種類用意した動画を 12人ずつに閲覧させ
た (以下，サッカー関連画像付動画閲覧グループをグループAS，天気関連画像付動画
閲覧グループをグループ AW，関連画像が無い動画を閲覧した被験者のグループをグ
ループANとする)．被験者は視覚情報取得への影響を調べた実験の被験者とは全員違
う人であり，動画中で関連する話題をしている人とは面識がない．被験者には実験の
意図は伝えず，インターネット上で配布した動画を閲覧させたが，音声を聞かせる必要
があるため，動画添付ページの前ページで音量の調整を行わせた．この際に，音声を
聞き取ることに注意を向けさせないために，輝度の調整やキーボードの設定も加えて
行わせた (図 23)．動画終了後，サッカー関連の話題をする人と何組すれ違ったか，天
気関連の話題をする人と何組すれ違ったか，それらはどのような話題で，どこで話し
ていたかを答えさせた．またサッカーが好きか，そうでないかを答えさせ，最後に自
由記述欄を設けた．
実験結果と考察
結果を図 24に示す．図 24左上はグループASの結果であり，縦軸にサッカー関連話
題，天気関連話題それぞれの発見された話数を示し，横軸に被験者をとり，12人の被
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図 21: 動画中の関連画像の例 (聴覚情報取得)
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図 22: 実験 (聴覚情報取得)用動画のスクリーンショット
験者を AS1 { AS12で表し，サッカーが好きと答えた被験者の番号にはピリオドを付
けた．図右上，図左下も同様であり，被験者はAW1 { AW12, AN1 { AN12と表して
いる．また表 13に項目 a { fに対する数値を示し，以下の記述においてそれぞれのグ
ループの各項目に対する数値をAS-a { AS-f，AW-a { AW-f，AN-a { AN-fとする．ど
のような話題にを気付いたかについてほぼ全ての被験者が回答を記述しており，平均
して各自見つけた内の 6割ほどについて書き込まれた．回答中に勘違いは無く，実験用
の会話以外に，サッカーや天気に関する会話は無かったので，回答の適合率は 100%で
あったと考えられ，再現率は表 14に示す通りである．
まず，AN-a, bを見ると 2.0と 1.9であり，動画中のそれぞれの話題を発見する難易
度は同程度であったと考えられる．
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図 23: 実験前に設定を行なわせたブラウザのスクリーンショット
表 13: 予備実験 (聴覚情報取得)の結果 2
項目 gr.AS gr.AW gr.AN
a. サッカー関連 発見組数平均 (組/5組) 3.1 2.2 2.0
b. 天気関連 発見組数平均 (組/5組) 1.8 2.6 1.9
c. サッカー関連 発見組数の標準偏差 1.6 2.1 1.5
d. 天気関連 発見組数の標準偏差 1.2 1.8 1.0
e. サッカー関連の方を多く発見した人数 (人/12人) 8 3 7
f. 天気関連の方を多く発見した人数 (人/12人) 0 5 5
AS-aと AS-b，AW-aと AW-bをそれぞれ比べてみると，どちらのグループも関連
画像が与えられていた方を多く発見した被験者が多かった．AS-aと AN-a，AW-bと
AN-bをそれぞれ比べてみると，どちらも関連画像がある方が多くなっている．グルー
プASでは天気関連を多く発見した被験者はいなかった．AW-eが 3人であるが，その
うちの 2人はサッカーが好きと答えているため，元々興味のあるサッカーに気付いた
のだと考えられる．一方で，AW8, 9, 12はサッカーが好きと答えているが，天気関連
を多く発見している．
各グループ (3)発見組数 (2)によって閲覧情報による発見個数への影響を分析した．
分散分析の結果，交互作用が有意であった (F(2:33) = 4.44, p < .05)．発見組数の単純主
効果を検定したところ，グループASにおいて，有意であり (F(1:33) = 9.71, p < .01)，
その他は有意でなかった．
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図 24: 予備実験 (聴覚情報取得)の結果 1
表 14: 予備実験 (聴覚情報取得)の結果の再現率
グループ
AS AW AN
サッカー関連会話 62% 44% 40%
天気関連会話 36% 52% 38%
表 15: 表 13の各セルの調整された残差
グループAS グループAW グループAN
e. 2.49 -1.87y -0.57
f. -2.49 1.87y 0.57
yp < .10 p < .05
また表 13の e, fの項目について 2検定を行なったところ，人数の偏りは有意であっ
た ( 2 (2) = 7.13, p < .05)．残差分析によると (表 15)，サッカー関連情報を見つつ，
サッカーの方を多く見つけた人数がプラスに有意であり，天気を多く見つけた人数が
マイナスに有意であった．その他，天気関連情報を見つつ，サッカーを多く見つけた人
数がマイナスに有意 (有意傾向)，天気を多く見つけた人数がプラスに有意 (有意傾向)
であった．この結果から，関連情報を与えることで発見への影響を与えられていたと
考えられる．天気関連に関しては有意ではなかったが，話題発見の難易度が同程度と
考えられる条件であるため，本手法では影響の起こりやすい目的の情報，もしくは影
響を起こしやすい提示情報がある可能性があることがわかった．
3.5.1節，3.5.2節の 2つの予備実験の結果により，視覚情報を与えることにより関連
情報へとひきつけられることがわかり，提案手法はユーザの関心への気付きを与える
ことに効果があると期待できる．
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3.6 実環境での評価
HMDを装着して実環境中を移動する際にどのような影響が出るかを 2種類の実験に
より調べた．最初の実験では，予備実験と同様に，常時特定の情報を閲覧することに
よって，それに関連するオブジェクトに気付くかどうかを調べる．次の実験では，こ
れまでの実験とは異なり，HMD上に表示された情報によって，人の行動に影響がある
かどうかを調べる．
3.6.1 実環境中の視覚情報取得への影響
本提案システムでは，これまで見落としていた情報に気付きやすくなることを目的
としている．そこでこの実験では，HMD上に表示された映像により，それに関連した
情報に実世界上で気付きやすくなるかについて調べる．
実験方法
実験はHMD上に指定の動画を表示した状態で，被験者に指示したコースを普段の
歩行時のペースで歩かせた．コース上には図 25のように予備実験と同じサッカー，野
球関連のオブジェクトを 5箇所ずつ間隔を空けて配置した．コースは徒歩約 5分で回
りきれ，被験者が歩き慣れている大学構内をコースとし，実験前にコースは記憶させ
た．被験者はそれぞれ 1人で歩行し，コースを間違えないように著者が約 3m後ろをつ
いて行った．被験者は 20代の男女 11人で，HMD上にPCから出力されたサッカーの
試合動画が提示されている被験者が 6人 (グループVS')，野球の試合動画が提示されて
いる被験者が 5人 (グループVB')であり，3.5節で行なった予備実験に参加した被験者
はいない．コースを回る中でオブジェクトが視界に入らずに気付かなかったのか，視
線が向いているにも関わらず気付かなかったのかを調べるために，それぞれのグルー
プで 2人ずつアイトラッカを付けて視線を計測しながら実験を行わせた．オブジェク
トが置かれていることや実験の意図は被験者には伝えず，コースを回り終えた後にそ
れぞれのオブジェクトをいくつずつ見つけたかを答えさせた．実験の様子を図 26に示
す．HMDは島津製作所の単眼シースルーHMDであるDataGlass3/Aを用いた．アイ
トラッカには株式会社ナックイメージテクノロジーのアイマークレコーダ EMR-9[43]
を使用した．この装置は，実環境下での視線の動きを追跡する用途を想定して携帯性
重視の設計が行われており，歩行中における視線の動きも記録できる．図 27はアイト
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配置したオブジェクト
図 25: オブジェクトを配置した様子
HMD
PC
図 26: 実験の様子
図 27: アイトラッカの取得画像
ラッカに装着されたカメラによる取得画像である．図中の赤枠で囲った部分に四角，バ
ツ，丸が表示されているが，四角が右目，バツが左目を表しており，丸がそれらから
算出される両眼で見ている位置である．本稿では丸がオブジェクトに重なると視線が
向いたとして判断する．例えば，図 27ではサッカーボールに視線が向いたと判断して
いる．
実験後には，サッカーの方が好きか，野球の方が好きか，どちらも好きか，どちら
も特に好きというわけではないかを 4択で回答させた．
実験結果
実験結果を表 16に示す．5個のサッカー関連オブジェクトをそれぞれOS1 { OS5で，
野球関連オブジェクトをOB1 { OB5で表しており，グループ VS'の被験者を VS'1 {
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表 16: 実環境中の視覚情報取得への影響の実験結果
被験者 OS OB サッカー 野球1 2 3 4 5 1 2 3 4 5 発見個数 (/5) 発見個数 (/5)
VS'1 0 0
VS'2 0 0
VS'3 ● 1 0
VS'4 ● ● 2 0
VS'5 ● 1 (2) 0 (1)
VS'6 0 (3) 0 (1)
VB'1 ● ● ● 1 2
VB'2 ● 1 0
VB'3 ● 0 1
VB'4 ● ● ● ● ● ● 3 (4) 3 (3)
VB'5 ● 0 (1) 1 (1)
VS'6，グループVB'の被験者をVB'1 { VB'5とし，被験者ごとに発見したオブジェク
トの列に赤い●印，右端 2列にそれぞれのオブジェクトごとの発見個数を示しており，
()内の数字は被験者が視線を向けたオブジェクトの数である．10個のオブジェクトに
ついてそれぞれ見つけた人数を見ると，平均 1.6人に見つけられ，その分散値は 1.24で
あり，あるオブジェクトが突出して見つけられることはなかった．被験者VB'4は他の
被験者に比べて多く見つけているが，ヒアリングの結果からコース序盤で実験の内容
がオブジェクトを発見することであることに気付いてしまったことが原因であると考
えられる．また，何をどこで見つけたかについて全て聞いたところ，勘違いや間違い
は無く，回答の適合率は 100%であり，再現率は表 17に示す通りである．
全体の結果を見てみると，被験者 11人中 6人がHMD上に提示されている動画の関
連オブジェクトの方を多く見つけている．提示された動画と違うオブジェクトの方を多
く見つけた被験者はVB'2のみであった．VB'2はサッカーが好きであるためサッカー
関連オブジェクトにより気付いたと考えられる．
VS'4はサッカーの方が好き，VB'5は野球の方が好きと答えており，元々の関心事で
あり，かつ提示された情報の関連オブジェクトの方が多く気付き，関心事でない関連
オブジェクトには気付いていない．VS'3, 5は野球，VB'1, 3はサッカーの方が好きで
あるが，提示された情報の関連オブジェクトの方が多く気付いている．VS'3, 5, VB'3
は自身の関心事に 1つも気付いておらず，普段の生活でも関心事を見落とす可能性が
あることがわかる．アイトラッカを用いた際の結果を見てみると，視線が向いている
にも関わらず気付いていないことがあるが，関連動画を見ているオブジェクトには気
付くことが多い．
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表 17: 視覚情報取得の実験結果における再現率
グループ
VS' VB'
サッカー関連オブジェクト 13% 20%
野球関連オブジェクト 0% 28%
表 18: 視覚情報提示実験結果 (平均，標準偏差)
グループ VS' VB'
発見個数 サッカー 野球 サッカー 野球
Mean 0.67 0.00 1.0 1.4
S.D. 0.75 0.00 1.1 1.0
各グループ (2)発見個数 (2)によって閲覧情報による発見個数への影響を分析した．
表 18は各郡の発見個数の平均と標準偏差を示したものである．分散分析の結果，交互
作用が有意 (有意傾向)であった (F(1:21) = 4.27, p < .10)．閲覧動画の種類の単純主効果
を検定したところ，野球関連の発見個数において，有意であり (F(1:9) = 9.25, p < .05)，
サッカー関連の発見個数は有意でなかった．また発見個数の単純主効果はどちらも有
意ではなかった．
実験後に動画により意識に変化があったかを質問したところ，全被験者が変化はな
かったと答えており，負荷を与えることなく無意識的に提示情報の効果を受けている
ことがわかった．
3.6.2 実環境中の注意事象への影響
本提案システムでは，これまで気に留めることがほとんどなかった事柄にも注意が
向くようになることも目的としている．そこでこの実験では，HMDに提示した映像に
より，目につくものへの変化があるかについて調べる．
実験方法
HMD上で動作するカメラ撮影用アプリケーションを作成した．図 28にアプリケー
ションの画面を示す．
被験者はHMDを装着した状態で筆者の所属する研究室を出発点・終着点として 30
分以上自由に歩き周り，HMD上のカメラで 8枚以上の何気なく目についたものの写真
を撮影する．実験に使用したHMDはVuzix社のM100[44]で，動作するOSはAndroid
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図 28: 実験で使用したアプリケーション画面
(A) 建物 (B) 自然 (C) 乗物
図 29: 実験で使用したアイコン用画面
4.0.4であり，アプリケーション開発は統合開発環境である Eclipseを用いて Javaで行
なった．アプリケーションの操作はM100上の物理ボタンのみで行なうことができるが，
このアプリケーション以外の機能の操作はできないようになっている．カメラ撮影を同
じ地点で集中的に行わせないために，1度撮影したら 1分間は次の撮影ができない．図
28中の 4つのボタンは左から，\Map"，\Camera"，\Count"，\Garalley"となってい
る．\Camera"をクリックするとカメラが立ち上がり，撮影ができる．\Camera"のア
イコン画像について図 29の 3枚の画像を用意し，被験者ごとにどれか 1枚の画像をア
イコンに用いる．(A)建物，(B)自然，(C)乗物の写真により，被験者が撮影する画像に
どのような変化が現れるかについて調べる．M100のディスプレイの解像度は 432240
であり，各アイコンの画像の大きさは 100100としている．\Count"をクリックする
と次に写真が撮れるまでの時間を表示したり，アイコンが並ぶ画面に現在の時間を表
示したりすることにより，被験者の視線が自然と HMDに向かうようにした．\Map"
は研究室付近の地図が表示され，右端の \Gallery"はAndroidのギャラリーを開くこと
ができるが，実験中に使うことはほとんどなく，\Camera"のアイコンが目立たないよ
うにするために用意した．
被験者は筆者の所属する研究室の 20代の男女 15名で，それぞれの \Camera"アイ
コンについて 5名ずつ実験を行なった．被験者には実験の意図・目的は知らせず，アプ
リケーションの操作方法について教えた後，「HMDとカメラの関係性について調べた
いので，目についたものを自由に撮影してきてください」と伝えて実験に協力させた．
実験後に実験の意図に気付いたか尋ねたところ，気付いた被験者はいなかった．
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表 19: 注意事象への影響の実験結果
被験者 撮影枚数 枚数割合 (%)建物 自然 乗り物 その他 建物 自然 乗り物 その他
A1 0 2 0 8 0 20.0 0 80.0
A2 1 2 0 7 10.0 20.0 0 70.0
A3 3 1 0 6 30.0 10.0 0 60.0
A4 12 1 1 3 70.6 5.9 5.9 17.6
A5 3 0 0 8 27.3 0 0 72.7
B1 1 4 2 12 5.3 21.1 10.5 63.1
B2 3 4 0 10 17.6 23.5 0 58.9
B3 0 3 2 9 0 21.4 14.3 64.3
B4 1 4 1 8 7.1 28.6 7.1 57.2
B5 1 2 2 8 7.69 15.4 15.4 61.5
C1 4 4 0 9 23.5 23.5 0 53.0
C2 0 0 1 8 0 0 11.1 88.9
C3 4 2 1 5 33.3 16.7 8.3 41.7
C4 1 4 1 11 5.9 23.5 5.9 64.7
C5 1 0 5 7 7.7 0 38.5 53.8
実験結果
実験結果を表 19に示す．(A)のアイコンが表示されていた被験者をA1 { A5と表記
し，同様に (B)，(C)についてもB1 { B5，C1 { C5としている．それぞれの被験者が
撮影してきた写真が，建物，自然，乗物，その他のいずれかのジャンルに分類されるか
どうかを判断し，判断されればその枚数，また撮影してきた合計枚数を示し，それぞ
れに分類された枚数が合計枚数の内のどれだけの割合であったかを示している．表 20
には各アイコンを見たグループごとに建物，自然，乗物 (それぞれグループA，グルー
プB，グループCとする)への分類枚数の割合の平均を示す．分類については筆頭著者
と研究室の学生 1名がそれぞれ主観で行ない，両者の意見が一致した写真のみ分類し
ている．学生 1名には写真を全てデータで渡し，それぞれを建物・自然・乗物・その他
に自分が思うように分類するように指示し，その他については自由に項目を作って分
類させており，筆頭著者と学生は別々に話し合いすることなく分類している．図 30に
撮影された写真とその分類の例を示す．
表 20を見てみると，グループA, Bについては，アイコン画像と同ジャンルと判断さ
れる写真を最も多く撮影した被験者が多かった．グループAは建物と判断されなかっ
たが建物の前にある看板，グループBは自然と判断されなかったが木や草が含まれて
いる写真を撮影していることが多かった．グループCは，乗物の写真が最も多かった
わけではないが，他のグループに比べて乗物関係の写真の割合が多く，C1以外が 1枚
以上乗物関係の写真を撮影していた．A4が多くの建物に関する写真を撮影しているが，
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表 20: 注意事象への影響の実験結果の平均
被験者 枚数割合の平均 (%)建物 自然 乗物 その他
グループA 32.8 10.3 1.7 55.2
グループ B 7.8 22.1 9.1 61.0
グループ C 14.7 14.7 11.8 58.8
表 21: その他の写真を分類した枚数割合の平均
被験者 枚数割合の平均 (%)看板・掲示 人物 物体 風景 不一致
A1{A5 19.0 3.4 10.3 0 22.5
B1{B5 9.1 6.5 2.6 5.2 37.6
C1{C5 14.7 14.7 1.5 1.5 26.4
表 22: 撮影合計枚数の調整された残差
建物 自然 乗物 その他
グループA 3.70 -1.44 -2.06 -0.63
グループ B -2.79 1.76y 0.50 0.55
グループ C -0.68 -0.43 1.46 0.04
yp < .10 p < .05 p < .01
図 30右上のような建物の名前の写真が 12枚の内 7枚あり，自分なりにテーマを決めて
撮影していたと考えられる．表 21は，建物，自然，乗物に分類されなかった写真を分
類した際の結果と，2人の不一致となった枚数の結果である．これらの中では 20%を超
える分類はなかったが，グループAが建物の近くにある看板の写真を撮影しているこ
とが多かった．
各グループごとの撮影されたそれぞれの (建物・自然・乗物・その他)合計枚数につい
て  2検定を行なったところ，枚数の偏りは有意であった ( 2 (6) = 19.723, p < .01)．
残差分析によると (表 22)，建物を撮ってきた枚数では，グループ Aがプラスに有意，
グループBがマイナスに有意であった．自然の枚数では，グループBがプラスに有意
(有意傾向)であった．乗物の枚数では，グループAがマイナス有意にであった．その
他の枚数では，どのグループでも有意でなかった．
上記の結果から，HMD上に表示された小さな画像によって，ふと目につく実世界上
の事柄に影響があると考えられる．
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建物
乗物
自然
その他
図 30: 撮影された写真の分類例
3.7 実装
これまでの実験からHMD上に表示した映像はユーザに影響を与えていることがわ
かった．そこで，3.4節で記述したようなシチュエーションで利用可能な，特定の映像
を常時閲覧できるシステムのプロトタイプを実装した．実装したシステムは，HMD上
のアプリケーションとサーバ上のプログラムから構成され，HMD本体に保存された映
像を提示したり，サーバへリクエストを送ることで，サーバに保存された映像やウェブ
上の映像を提示したりすることができる．HMD上のアプリケーションの開発はVuzix
社のM100(OS: Android 4.0.4)上で動かすことを想定し，Javaにより行なった．サー
バはWindows Server 2012を用い，プログラムはC#と PHPにより実装した．
図31にHMD上で働くアプリケーションの画面を示す．ボタンは，\Image"，\Video"，
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\Server"，\Search"，\Trend"，\Camera"，\Upload"，\GPS"である．\Image"をク
リックするとAndroidのギャラリーが開き，選択した画像が画面に表示される．図 32
に画像が表示された状態の画面を示す．\Video"も同様にギャラリーから動画を選択で
き，動画がループ再生される．\Server"をクリックすると，サーバにリクエストを送
り，サーバ上の画像が保存されているフォルダ名のリストが返され，ボタンで表示され
る．HMD上でフォルダ名を選択するとそのフォルダ内に保存されている画像ファイル
名のリストが返され，画像ファイル名を選択するとその画像が表示される．\Image"，
\Video"，\Server"機能により，3.4節 (A), (B), (G)のような状況に対応する．\Search"
をクリックして，HMD上で文字を入力すると，入力された文字がサーバへと送信さ
れる．サーバ上のプログラムは受信した文字でGoogle画像検索を行ない，その画像の
URLを返し，HMD上では検索結果の画像が表示される．このようにサーバを介するこ
とで，検索に用いるAPIに変化があった際やその他のAPIを使いたい祭などに，サー
バ上のプログラムを更新するだけで対応することができる．この \Search"機能により
3.4節 (C), (F), (I)に対応する．\Trend"をクリックすると，3つボタンが現れ，それ
ぞれYahoo!検索ランキングの結果，gooキーワードランキングの結果，Twitterのトレ
ンドワードがサーバ上で取得され，送信される．HMD上でその中から選択したワード
についてGoogle画像検索が行なわれ，その画像を見ることができる．この機能により，
3.4節 (E)に対応する．\Camera"をクリックすると，カメラ機能が立ち上がり，撮影が
できる．撮影すると，\Image"機能での画面に撮影した画像が表示される．この機能に
より，3.4節 (H)に対応する．その他の状況においても，ふと気付いたものをカメラで
すぐに映像記録として残せる．\Upload"をクリックすると，Android上の画像をサー
バにアップロードできる．HMD上で入力した文字のフォルダに保存されるが，サーバ
上にフォルダが存在しない場合はその名前のフォルダが作成される．この機能により，
3.4節 (D)に対応する．\GPS"をクリックすると，現在ユーザがいる地点のGPS情報
が保存される．3.4節 (B)のように，後日行きたい場所を見つけるような状況も考えら
れるため，GPS情報を保存する．
3.8 考察
本研究ではウェアラブルコンピューティング環境において視覚情報を与えるシステ
ムを実装したが，近年，ウェアラブルコンピューティング環境に限らずスマートフォン
やデジタルサイネージなどの普及により，人がコンピュータの画面を見ることが増え
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図 31: アプリケーション画面 図 32: 画像を表示した画面
ている．本手法では関連した視覚情報を与えることでユーザの興味に関連した情報に
気付きやすくさせ，Vickeryらの研究 [39]では特定の視覚情報を閲覧させることにより
目的の実物を認知しやすくさせるといったように，これらの研究では視覚情報により
ユーザの認知心理に影響を与えている．また中村らは生体情報の虚偽情報を視覚的に
ユーザに与えることでプラセボ効果を引き起こす研究 [45]を行なっており，ユーザの生
理に影響を与えている．これらの研究からわかるように，コンピュータの画面を見る
ことが人間の行動や生理に影響を与えており，我々が普段利用しているコンピュータ
画面も我々の行動に思わぬ影響を与えている可能性がある．その影響は悪用されるこ
と (洗脳や誘導等)や，生活にマイナスに働くこと (SNSで他人の風邪を知ることで自
分も体調不良を感じる等)もあり得る．情報コンテンツ作成者が予期せぬ影響を与えな
いようにするためにも，コンピュータの画面を見ることが与える影響について，今後
さらに拡大していく情報社会のためにもよく考えていく必要がある．どのような影響
があり得るのかを知ることは重要であり，知ることにより悪影響を避けることや，対
策を行う情報提示方法も考えていくことができるため，本研究のような調査の意義は
大きい．
本研究では，提示情報によって日常生活で気付きたい情報に気付きやすくなるといっ
たポジティブな効果を狙っている．本研究で想定する効果を起こすことを狙うには，提
示画像と取得したい (させたい)情報が結びつく必要があるが，ある 1種類の画像から
連想する情報の種類はユーザによって異なる可能性がある．しかし，HMDを用いるこ
とで，複数種類の画像を切り替えつつ提示でき，連想される情報を意図する情報へと
収束させていくことができると考えられる．世の中のあらゆる情報がプライムとなり
得るが，HMDにより常に情報が見えていることで周囲の情報を外乱として受けたとし
ても補正できることも期待できる．
また関連情報として視覚情報を与えたが，聴覚情報を与えることによっても気付き
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やすくなるかについても今後研究を行なっていく．これまでに 3.5.1節での実験におけ
る関連画像をそれぞれサッカー関連音，野球関連音に置き換えた動画を被験者に見せ
る実験を行なっている．現在，サッカー関連音付動画を見た被験者 8人の内，サッカー
関連オブジェクトを多く見つけた被験者 1人，野球関連オブジェクトを多く見つけた被
験者 1人，野球関連音付動画を見た被験者 7人の内，サッカー関連オブジェクトを多く
見つけた被験者 0人，野球関連オブジェクトを多く見つけた被験者 3人となっており，
聴覚情報を付加することによっても影響を与えることを期待できるため，今後さらに
実験を進めていく予定である．
3.9 むすび
本章では，ユーザの関心事に関連する情報をHMD上に常時提示することにより，認
知心理学におけるプライミング効果を起こし，ユーザが取得したい情報に無意識的に
気付くことができるシステムを構築した．本稿では，予備実験により，ユーザに提示し
た視覚情報が，関連した情報取得に与える影響について調査した．また，HMD上に特
定の映像を提示した状態で歩行させる実験を行ない，関連した情報に気付きやすくな
るか，どのようなものが目につきやすくなるかを調べた．結果から，視覚情報を与え
ることにより提示情報に関連した実世界情報が取得しやすくなることがわかり，ユー
ザに対し画像や動画を視覚情報として提示するシステムを実装した．
今後は，評価実験をさらに進めていく．視覚情報として，イラスト，写真，もしく
は単純なアニメーション等が考えられるがユーザに対して与える影響について評価を
行い，プライミング効果を起こすために効率の良い視覚情報について考察を行う．作
業の程度についても調べていく必要があり，「歩く」以外の作業を行いつつ視覚情報を
提示した際のシステムの効果についても調査する．今回の評価実験はサッカーと野球
で行なったが，ユーザ自身が選択した関心事をシステム上で提示しながら生活した際
の変化についても調べる．
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4 平面をインタラクティブにする加速度センサを
用いたユーザアクション認識システム
4.1 まえがき
近年，液晶ディスプレイやプロジェクタの普及により，デジタルサイネージやメディ
アアートを日常的に見かけるようになってきた．これらのように情報の提示をデジタ
ルにすることで，画像を切り替えたり，動画を流し続けたり等，紙媒体では不可能で
あった提示が行えるが，多くの情報を伝えたり，観客にシステムを自らの体で経験さ
せて楽しませたりするためには提示をインタラクティブにすることが有効である．
コンピュータの小型化・高性能化により，ユビキタスコンピューティング環境が一般
的になり，ユーザアクションを認識しインタラクティブに動作するシステムが多数提
案されている．例えば，HoloWall[46] は大型ディスプレイの後ろに赤外線 LEDとカメ
ラを備えることにより，ハンズフリーでマルチポインティングを実現し，非接触で物
の接近も感知することができる．しかし，HoloWall はタッチの強さを認識できず，ま
たディスプレイの後ろに広い空間が必要である．PingPongPlus [47]は複数のマイクを
テーブルに設置して，ピンポン球がテーブル状のどこに当たったかを検出できる．他
のテーブルに設置する際には，ハードウェアは設置しやすいが，位置検出のアルゴリ
ズムを再構築する必要がある．ユーザアクションは様々であるが，単一のシステムで
対応できるアクションには限りがあり，設置できる環境も制限が伴うため，既存のシ
ステムは特定のアクション・環境に特化しているものが多い．また認識手法をどのよ
うにするか，どのようなパラメータで設定するかについて多くの時間がかかり，専門
家が必要となり，トラブルが起きた時も素人では対応できない．このことは，認識し
たいアクションを変更したり，設置環境を変更することに十分な柔軟性をもっていな
いことを意味する．
そこで本研究では，様々な状況下でユーザアクションを認識できるフレームワーク
を提案し，行動認識の専門家なしでもインタラクティブシステムを設置できるソフト
ウェアを実装した．提案手法は複数の加速度センサを用いることにより，平面に対し
行なわれたユーザアクションの位置や強さを認識する．本手法では，紙やスクリーン
などの平面の裏側に装着した加速度センサが，ユーザがタッチしたりや引っ張ったり，
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息を吹きかけたりといったアクションをした際に平面が揺れることを検出する．提案
システムは，行動認識に精通していない人でも設置やメンテンナンスを簡単に行なえ
る機能をもっている．インタラクティブシステムの設置者は，まずアクションを行な
う対象に加速度センサを固定し，次に認識したりアクションを複数回・複数箇所に行
なう．その際の加速度データを提案システムは学習データとして記録し，認識器を作
成する．加速度センサは小型なため，観客の目に触れることなく既存の環境にも設置
することができ，提案システムは他の手法と併用し，機能を増やすこともできる．こ
れまでに，2 度のメディアアートの展示において提案システムを使用しており，その有
用性を確認した．
以下，4.2節で関連研究を紹介し，4.3節で提案システムのシステムデザイン，シス
テム構成，認識手法について説明する．4.4節，4.5節で提案システムの実装・評価を
行ない，4.6節で実運用について述べる．最後に 4.7節でまとめを行なう．
4.2 関連研究
平面上においてユーザアクションを認識するために多くの研究が行なわれている．
HoloWall[46]は大型のディスプレイ全体が一種のタッチパネルとして機能し，指や手
だけでなく，全身を利用したインタラクションが可能ある．ディスプレイの後ろに設
置されている赤外線 LEDと赤外線透過フィルタを備えたカメラにより認識しており，
従来のタッチパネルでは不可能であった非接触での物の接近も感知することができる．
HINOCO[48]はカーテンを用いたインタラクティブシステムである．カメラを用いる
ことによって人とカーテンの動きを認識し，測域センサを用いることによって人がカー
テンに触れた位置を検出している．深澤らは，ディスプレイの前に立つユーザのジェ
スチャの認識手法を提案している [49]．カメラのみで認識することにより，ユーザは
ハンズフリーでディスプレイ内の広告などのコンテンツを操作することが可能となる．
ZeroTouch[50]は長方形の枠に LEDと受光器を多数装着することで，その枠内でのマ
ルチタッチを検出できる．この枠を備え付けるだけでどのような面でもマルチタッチ
が可能となる．これらのシステムは，提案システムと同様に平面に対する手を使った
ユーザアクションを認識している．しかし，Holowallは平面の後ろにカメラを配置す
る必要があり，さらにそこには設置とカメラの画角のために十分なスペースが必要と
なる．HINOCOと深澤らのシステムは，聴衆の視界内にカメラを設置する必要がある
ため，公共の場に設置することは難しい．カメラを使った手法では，息を吹きかける
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といったような体の大きな動きのないユーザアクションやアクションの強さを認識す
ることは難しく，そういったアクションを認識したり場合には他の手法と組み合わせ
る必要がある．ZeroTouchはカメラ無しでアクションの位置を認識することができる
が，認識範囲の大きさを変えることは容易ではない．
手によるアクションだけでなく，ボールがテーブルに当たった位置を検出するよう
なシステムも存在する．PingPongPlus[47]はボールがテーブルに当たった位置を認識
し，その位置にエフェクトを起こすといった，卓球を拡張するシステムである．テー
ブルに 8個のマイクを設置し，ボールがテーブルに当たった際の音が伝わる速度の違
いにより位置を認識している．平面に複数のセンサが配置されている点で，本提案シ
ステムと似ているが，この手法では硬い平面上を高周波の波が移動することを用いて
いるため，布のような柔らかい平面では利用できない．
タッチ以外にも息を吹きかけるといったような他のユーザアクションを認識する研
究も行なわれている．BYUBYU-View[51]はスクリーン面を通じた風の入出力と映像の
出力を実現するシステムである．スクリーンに風を通すことのできる特殊な素材を使
用し，スクリーンの後ろに風の入力を検出するセンサを設置することにより，ユーザは
スクリーンに対して息を吹きかけることによって入力を行える．Jellysh Party[52]は，
息を吹き込むことでヘッドマウントディスプレイを通して現実空間内にシャボン玉の
CGが飛び出すインスタレーション作品である．呼気センサを備えた専用デバイスを用
いることによって息を吹き込むことを認識している．livePic[53]とThermoRetouch[54]
では，スクリーンの後ろに赤外線サーマルカメラを備えることによって，ユーザアク
ションの際の表面上の温度の変化を認識している．このシステムではタッチと息を吹
きかけることの両方を認識できる．しかし，BYU-BYU-Viewは風を通すことができる
ような荒いスクリーンを用いるため，高解像度の映像を投影することには向いていな
い．Jellysh Partyはデバイスを手に持つ必要があるため，公共の場で使うには敷居が
高くなる．livePicとThermo-Tabletは提案システムのように息の吹きかけだけでなく，
タッチしたことも認識できるが，赤外線サーマルカメラは非常に高額となり一般的で
はない．
さらにタッチしたことだけでなく，強さなどのより詳しい情報を認識することも重
要である．WrinkleSurface[55]はマルチタッチを認識するタッチパネルである．FTIR
方式のタッチパネルに，柔らかい透明なウレタンゲルシートを張り付けることにより，
入力面に対して指を強く押す，指をずらす，指をねじる等の入力面を変形させる動作に
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よる入力を可能にしている．Touche[56]は液体を含めたあらゆるオブジェクトへのタッ
チを識別するシステムである．どのように触れているのか，触れた面上でどのような
ジェスチャをしているのかを認識することができる．これらのような認識システムが
増えると，インタラクティブシステムの更なる発展が望める．しかし，WrinkleSurface
は平面上に特殊な装置を配置する必要があり，その装置は大掛かりで生成に時間がか
かるためユーザアクションの認識領域を変更することが困難である．Toucheは，アク
ションを認識したい対象に導電性が必要となる．非導電性の対象にインタラクティビ
ティを付与したい際には，導電性インクやテープを用いてコーティングしなければな
らない．
これらのシステムは新しい認識機能をもつが，それらの認識の機構は独自のシステ
ムに特化しており，他の作品に応用することが難しい．言い換えると，インタラクティ
ブシステムを構築するためには，行動認識の専門家が様々な状況に応じて，適切な認
識のために設定やアルゴリズムを用意する必要があるということである．本研究では，
様々な状況下においてインタラクティブな平面を構築するための認識のための統合的
なフレームワークを作成し，専門的な知識がなくても認識の設定を行なえるソフトウェ
アを実装した．さらに，このようなインタラクティブシステム最も重要な問題の 1つは
作品の維持である．システムはセンサの状態が変わってしまうと，再調整の必要があ
るが，専門家が常にシステムを調整できる状況にいることは難しい．提案システムは，
閾値の決定を自動でキャリブレーションしたり，センサに問題が起きた際にはエラー
を通知したり，認識したりアクションの追加を簡単に行えたりする機能をもつ．これ
らの機能により，専門家がいなくても，インタラクティブな平面を構築したり，メン
テナンスしたりできる．
4.3 提案システム
本研究では，様々な環境に設置できるインタラクティブシステムの構築を目指す．提
案システムは，入力対象の表面を揺らすようなユーザアクションを認識する．
4.3.1 システムデザイン
システム要件
本システムの要件を以下に記す．
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 デバイス不装着: 公共スペースで使用する際には，観客に特殊な装置を身につけ
させるべきではない．
 カメラ不使用: 公共スペースにカメラを設置することは現実的ではない．
 デバイス不可視: デバイスやケーブルが見えていると景観を損ないかねないので，
観客から見えないようにすべきである．
 可変な大きさ: システムの設置面は様々な大きさが考えられるので，大きさの違
いに対応できる必要がある．
 様々な素材の設置面: 入力面は布や紙，薄い板といった様々な素材を想定する．
 メンテナンスの容易さ: センサ技術に精通していない人でもシステムのメンテナ
ンスが可能であるべきである．
 他システムとの併用: カメラを使った位置検出システムや，静電容量の変化を用
いたジェスチャ認識システムといったような高精度で特定のアクションを認識で
きる様々な既存のシステムがある．これらのシステムと併用できるようにする．
認識対象
提案システムはインタラクティブシステムにとって重要な以下の 3つを認識する．
1. 種類: 平面に対する，叩く，押す，息を吹きかけるといったようなアクションの
種類を分類する．
2. 強度: 様々な粒度でアクションの強さを認識する．
3. 位置: アクションが行なわれた位置を検出する．
ユーザがタッチしたり，引っ張ったり，息を吹きかけたりすると，表面は揺れ，そ
の上を波が伝わる．提案システムではその波を加速度センサで検出し，ユーザアクショ
ンの種類・位置・強さを認識する．図 33に，天井と床に上下を固定した布に，加速度
センサを長方形 (1000  950 mm) の形で 4 隅に装着し，タッチした際の加速度センサ
データを示す．図左が長方形内側の左上，図右が右上付近をタッチした際のデータで
ある．4つのセンサにおいて，それぞれスクリーン正面から奥方向への 1軸のデータを
示しており，全て違った波形であることがわかる．左のグラフでは長方形の左上にタッ
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図 33: 布にタッチした際の加速度データ例
チし，右のグラフでは長方形の右上タッチしている．タッチした位置の近くに配置さ
れたセンサは，大きな波形を示しておち，これらのデータの違いにより，タッチの位
置や強度を検出できると考えられる．
さらに，提案システムは，加速度センサのレイアウトに制限がないので，既存の環
境に設置しやすい．これにより，システムを設置することによるデザインの制限を無
くすことができる．この特性により，アーティストとシステムエンジニアが展示の作
成・デザインの作業を個別に進めるできる．
設置の容易化ための機能
既存のシステムにおける認識手法はそれぞれの作品に特化しているため，システム
の構築のために行動認識の専門家が必要とされる．さらに，既存のシステムは認識ア
ルゴリズムを選択したり，認識のためのパラメータを設定するために多大な時間が費
やされる．そこで提案システムでは，設置者が認識したいアクションを複数回行なっ
た際のデータを記録し，機械学習を用いて認識器を作成する．設置者は提案システム
を用いることで，簡単にインタラクティブシステムを構築できる．さらに，システム
は新たにアクションを加えたり，別の場所に設置したりしたい場合にも，それらを簡
単に行なえる．提案システムでは，認識器として決定木 (DT)とサポートベクタマシン
(SVM)を用いる．
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図 34: システム構成
4.3.2 システム構成
図34にシステム構成を示す．システムは3軸加速度センサ，PC，マイクロコンピュー
タ，そしてユーザアクションを受け取る平面から構成されている．平面は布や紙，フィ
ルムなどが考えられ，裏面に加速度センサが装着される．平面の大きさや，素材に応
じてセンサの数を調整する．センサのデータはマイクロコンピュータを通じて PC へ
と送られる．
4.3.3 認識手法
図 35は，認識手法のフローチャートを示しており，Preparation, Learning, Recog-
nitionの 3つのステップに分かれている．
Preparation
提案システムは，このステップで学習データを集めるための準備をする．まず，設
置者はアクションを行なう対象の平面に複数の加速度センサを設置する．次に，認識
のタイプ (areaと linear)を決定する．areaタイプの場合は，平面を複数のエリアに分
割し，どの部分に対してアクションを行なったかを認識する．linearタイプの場合は，
アクションを行なった位置を連続的な座標 (x, y)で検出する．
Learning
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図 35: 認識手法のフローチャート
システムは，このステップで学習データを集め，認識アルゴリズムを決定し，アク
ションの認識において用いられる特徴量を選択する．最初に，システムは定常状態に
おけるデータを集める．人が認識対象の平面に近づいたときなどに対象が揺れてしま
うことがあるが，そういった際の揺れと，アクションした際の揺れを区別するために
定常状態のデータも記録する．
次に，システムは，ユーザが実際にアクションを平面に対して行なったときの加速
度データを学習データとして集める．areaタイプの際には，ユーザは各エリアに対し
て複数回ずつ (10回以上行なうことを推奨)アクションを行なう．linearタイプの際に
は，ユーザは座標を計算するために図 36に示しているように 9点に対してアクション
を複数回ずつ行なう．
データ収集後，システムは特徴量を計算し，認識器を作成する．システムは定常状
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態のデータにおける最大値と最小値を用いて，ユーザアクションが開始されたと認識
するための加速度データの閾値を決定する．システムはユーザアクションが開始され
てから 1秒間の加速度データから特徴量を算出する．特徴量は，平均，分散，クロッシ
ングカウントなどであり，それらは本論文末の付録に記載する．各特徴量は，加速度
の 3軸それぞれについてと大きさについて計算される．閾値を超えた後，1秒間のデー
タから計算されるが，特徴量によっては 2分割した 0.5秒ごと，4分割した 0.25秒ごと
の特徴量もそれぞれ計算される．
システムはこれらの特徴量を用いて認識器を作成する．areaタイプで，複数種類のア
クションを認識したい際には，システムはDTを作成する．本研究では，DTの作成の
ために J48graft[58]を用いる．areaタイプで，1種類だけのアクションを認識したい際
には，システムはDTと SVMを作成し，学習データを用いてクロスバリデーションを
行ない，結果の良い認識器を選択する．本研究では，SVMの作成のために SMOreg[59]
を用いる．提案手法において，SVMとして SMOregを使う場合には位置を検出するだ
けであり，アクションの種類の認識を行なうことはできない．linearタイプで，1種類
のアクションを認識したい際には，システムは SVMを作成する．
システムがDTを用いる場合には，ノードとして特徴量を計算し，DTのエッジを順
にたどってアクションの種類や位置を認識する．次に SMOredを用いる場合の計算方
法について記述する．システムは SMOregを用いて各センサごとに係数を算出し，そ
れらの係数を用いてアクションが行なわれたであろう座標と各センサ間の距離を算出
する．それぞれ算出された距離を半径，各センサが設置されている座標を中心とした
円上の近くにアクションされた座標があると予測される．そこで，システムはある点
とそれぞれの円周との距離を計算し，それぞれの距離を半径で割った値の分散値が最
も小さくなる座標をアクションの行なわれた座標とする．このようにしてシステムは
連続した座標の中でアクションの行なわれた座標を検出する．なお，この手法の際に
は，各センサ同士を比較するような特徴量は用いず，個別で算出される特徴量のみを
用いる．またこの手法では複数の種類のアクションを区別することはできず，位置を
検出できるのみである．この手法を areaタイプで用いる場合には，結果として算出さ
れた座標と最も近いエリアをアクションされたエリアとして認識する．
Recognition
認識モデル構築後，システムはユーザアクションを認識するために用いられる．ま
ず，システムは起動後，前のステップで構築された認識のためのパラメータを読み込
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図 36: Preparation modeでのスナップショ
ット
図 37: Learning modeでのスナップショット
み，加速度データを取得し始める．取得データが閾値を超えた場合，特徴量を計算す
ることによって，認識処理を開始する．
認識処理が終了すると，システムは，他のソフトウェアでもその結果を使用できる
ように，OSCもしくはUDPを使って，認識結果を出力する．
4.4 実装
4.3節で説明したキャリブレーションソフトウェアのプロトタイプを実装した．ソフ
トウェアは Preparation, Learning, Recognitionの 3つのモードをもつ．
Preparation mode
システムは，このモードにおいて学習データを集めるための準備をする．図 36はこ
のモードのスナップショットを示す．複数の加速度センサを対象平面に設置し，マイコ
ンがPCに接続された後，ユーザはソフトウェアを起動する．まず，ユーザはコンソー
ルウィンドウにて平面のサイズを入力する．areaタイプで使用する場合には，認識し
たいエリアの数を入力する．linearタイプの場合は，デフォルトで 9点が設定される．
システムはアクションされる点に円を描き，ユーザはその円をドラッグしてアクショ
ンしたい場所へと動かす．
Learning mode
システムは，このモードにおいて学習データを集め，認識器を作成する．図 37はこ
のモードのスナップショットを示す．
システムは，図における下半分に学習のための設定を制御用のグラフィカルユーザ
インタフェース (GUI)を表示する．左上の部分は，加速度の現在のデータを数字で描画
する．右下に複数のボタンがありそれぞれ，Mean, Var, Window, CSV, g0, g1, g2, g3,
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Graph, Sensor Check, Stable, Action Name Set, Action, A+, A-, Temporary Action,
Actioned, Linear, J48graft, SMOreg, Recognition Modeと書かれており，そのほかに
WINDOWと書かれたスライダ，Action Name Setと書かれた上にテキストボックスが
ある．Mean, Varのボタンを押すと，現在のデータの部分に平均値，分散値が表示さ
れるようになる．平均値，分散値を計算するためのウィンドウ幅は，Windowボタンを
押した状態でWINDOWスライダを動かすことによって変更できる．CSVボタンを押
すと，システムは現在のデータと時間をCSV形式で保存し始める．Graphボタンが押
されていると，右上に現在のデータのグラフが表示される．描かれるグラフは，選択
された 1つのセンサにおける 3軸のデータである．g0{g3のラジオボタンを押すことで
どのセンサのグラフを描くかを選択できる．Sensor Checkボタンを押すことで，シス
テムはセンサにトラブルが無いかをチェックし，問題のあるセンサがあれば，アラート
を出し，そのトラブルが修復されるまでそのセンサからのデータは取得しないように
なる．これらの機能は認識器を作成するためには直接関係ないが，どのような性質が
ありそうかを確認するため等に使用できる．
ユーザは以下の流れで認識器を作成する．まず，システムが定常状態にあるときの
データを収集する．システムは Stableボタンが押されている際に，定常状態として加
速度データを保存する．
次に，システムはユーザがアクションした際のデータを収集する．ユーザは図 37左
下に表示されたポイントをクリックして，学習データを集めるためのアクションを行
なう場所を選択する．アクションの名前は，図 37中のテキストボックスに入力するこ
とで設定される (図 37中では Touchと書かれている)．Actionボタンが押されている
と，システムは付けられた名前で加速度データを保存する．ボールを当てることをア
クションとしたいが，当ててみないとどこに当たるかわからない等の，学習データを
集める際に事前にどこにどんなアクションができるかわからない際には，Temporary
Actionボタンを押した状態で一時的にデータを保存し，アクション終了後，場所や名
前を設定してからActionedボタンを押すと，一時的に保存していたデータが記録され
る．認識したくないアクションについては，テキストボックスにNoneと入力して保存
すると認識しないアクションデータとして保存される．同じ場所，同じ種類のアクショ
ンでも複数回分の学習データを保存することを推奨し，いくつでも学習データを保存
できるようになっている．
アクションデータ保存後，システムは J48graftボタンか SMOregボタンを押される
66
ことで特徴量を計算し，認識器を作成する．本研究にて使用する特徴量は論文末の付
録にてすべて記載されている．システムは，認識器を作成するために，機械学習ソフ
トウェアであるWeka[57]を用いる．
システムはユーザがエリア，アクションの強さ，アクションの強さを認識したい際
には，Wekaの J48Graftを用いてDTを作成する．また，アクションの位置を連続的
な座標として検出したい際には，Wekaの SMOregを用いて SVMを作成する．
システムは，Recognition Modeボタンを押されるとRecognition modeへと移行する．
Recognition mode
システムは，このモードにおいて Learning modeで作成された認識器を用いてアク
ションを認識する．図 38はRecognition mode(認識結果をUDPで出力する状態)のス
ナップショットを示す．
認識されたアクションの位置，名前といった結果は，本システム上に表示すること
も，UDPやOSCを通じて外部へ出力もでき，ユーザは最初にそれらを選択する．そ
の後，システムは認識器と定常状態のデータから閾値を読み込む．次に，システムは
加速度データを取得し始め，データが閾値を超えると認識を開始する．
このモードでは一定時間ごとにセンサに問題が無いかを自動でチェックする．問題
を発見したら，アラートを表示し，ユーザにGathering, Learning modesへ戻り，その
センサからのデータが無い状態でやり直すことも求める．
認識結果を受信し，利用するアプリケーションを 2つ実装した．
図 39は音声出力アプリケーションのスナップショットを示す．描画されている円は
アクションされるポイントに対応しており，その円内に音声ファイルをドラッグアン
ドドロップすると，UDPまたはOSCで受信した認識結果に応じて，どの音声ファイ
ルが再生される．
図 40は機能出力アプリケーションのスナップショットを示す．まず，ユーザは機能
の名前を円内にドラッグアンドドロップする．システムが認識結果を受信すると，割
り当てられた機能についてソフトウェアが起動したり，コマンドキーが入力されたり
する．
4.5 評価
実装したシステムを用いて 2種類の評価を行なった．評価を行なった際のシステム
は，ノート PC(CPU: Core i7 2.80 GHz, and RAM of 8 GB)，4つの加速度センサ
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図 38: Recognition modeでのスナップショ
ット
図 39: 音声出力アプリケーションのスナッ
プショット
図 40: 機能出力アプリケーションのスナップショット
(#KXM52-1050 XYZ 2 G)，2つのマイクロコンピュータ (Arduino Nano)から構成さ
れる．ソフトウェアは加速度データを 60Hzで受信する．
4.5.1 様々な素材での使用
評価目的
提案システムの目的の 1つは様々な素材上にインタラクティビティを付与できるこ
とであったので，柔らかい布や硬い板などいくつかの素材上でシステムがうまく働く
かを調べるために本評価を行なった．提案システムが様々な素材上で使われ，特徴量
が自動で計算される中で，どのような認識率になるかについて調査した．さらに，各
素材に対して提案システムがどのような特徴をもつかについても調べた．それらの結
果から提案システムをアップデートできるかについて検討する．
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表 23: 各素材とセンサ設置の長方形のサイズ
素材 サイズ素材 (mm) 長方形 (mm)
ナイロン (上部)
1500 x 1170
1000 x 1150
ナイロン (下部) 1000 x 1150
コットン 1500 x 900 940 x 870
四角形テーブル 600 x 900 530 x 820
コルクボード 450 x 600 420 x 570
ペーパーボックス 250 x 190 x 165 -
評価内容
評価用の素材として，100%ナイロン製の布，100%コットン製の布，四角形のテーブ
ル，コルクボード，ペーパーボックスを用意した．コットンの布は，ナイロンの布よ
りも硬い生地となっている．4つの加速度センサをそれぞれ長方形の形になるように設
置し，アクションする範囲はその長方形の内側である．表 23はそれぞれの素材と長方
形のサイズを示している．ナイロンとコットンの布はハンガーラックに掛けて使用し
た．図 41 { 46は，素材や加速度センサがどのように設置されたかを示す．センサは，
ナイロンとコットンの布には糸で縫い付け，四角形テーブル，コルクボード，ペーパー
ボックスにはビニルテープで貼り付けた．ナイロンは生地の上部に長方形に縫い付け
た時と，下部に縫い付けた時の 2通りで評価を行なった．ペーパーボックスについての
み，4つの加速度センサを各側面の中心に貼り付け，各面に対してアクションを行なっ
た．加速度センサ設置後，複数のアクションの種類をいくつかの点に対して行なった．
各点，各種類ごとに 10回ずつのアクションを行ない，それらのデータを 1つのデータ
セットとしてみなす．データセットは 1つごとに認識器の作成に使用する．この作成さ
れた認識器を他のデータセットに当てはめたときの認識結果から正解率と平均誤差を
計算する．この計算をすべてのデータセットに対して繰り返して行なう．
評価結果
ナイロン，コットン，テーブル，コルクボード
9点，1種類のアクション (パッティング)
9分割したエリアの各中心に対してアクションを行なう．この評価での素材は，ナイ
ロンの布 (センサを上部に縫い付けた状態と下部に縫い付けた状態それぞれ)，コット
ンの布，テーブル，コルクボードである．アクションの種類は 1種類でパッティング
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Accelerometers
図 41: 100%ナイロン製の布
図 42: ナイロン製の布に加速度セ
ンサを縫いつけた様子
Accelerometers
図 43: 100%コットン製の布
である．6データセット，つまり 540回のアクションデータを集めた．テーブルのみ 5
データセット (合計 450データ)となっている．
表 24は正解率の結果を示し，表 25は平均誤差を示している．
例えば，表 24中，左上の値 (65.6)は，第 1のデータセットから J48Graftを使って作
成された認識器によって他の 5つのデータセット (全 450アクションデータ)に対して
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図 44: テーブルに加速度センサを貼り付ける
図 45: コルクボード 図 46: ペーパーボックス
認識をかけた際の平均の正解率を示している．その下の値 (48.2)が，SMOregによる
認識器を使った際の正解率の平均である．表 25中，左上の値 (259.5)は，第 1のデー
タセットから SMOregを使って作成された認識器によって他の 5つのデータセットに
対して認識をかけた際に算出された座標と正解座標との距離の平均である．
この評価ではすべての場合において，SMOregを用いるよりも graftを用いた方が良
い正解率を得られた．最も良い認識結果はナイロン (上部)での 66.3%であった．誤認
識した結果のほとんどは，正解エリアに隣接するエリアであった．この評価では水平
に対する位置は合っていたが，垂直に対する位置を誤認識していた．第 6のデータセッ
トによる認識器を用いた結果が低くなっており，それが正解率を低めている原因となっ
ている．ナイロン (下部)の結果は 58.0%で，上部に縫い付けた時の方が良い結果であ
る．誤認識のほとんどは正解のエリアの近くであり，上部に縫い付けたときと同様に
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表 24: 正解率の結果 (9点，1種類のアクション (パッティング))
素材 認識器 正解率 (%)1 2 3 4 5 6 Ave.
ナイロン (上部) J48graft 65.6 65.8 72.2 69.8 70.0 54.7 66.3SMOreg 48.2 46.0 51.6 47.3 50.9 45.3 48.2
ナイロン (下部) J48graft 58.4 60.4 63.8 55.8 50.4 59.1 58.0SMOreg 38.0 37.3 30.0 22.9 34.2 38.4 33.5
コットン J48graft 53.6 64.7 66.9 54.2 42.0 56.0 56.4SMOreg 32.2 34.2 36.4 31.8 30.0 22.2 31.1
テーブル J48graft 19.7 27.8 31.9 33.1 27.5 28.0SMOreg 22.5 21.4 29.7 24.4 22.2 24.0
コルクボード J48graft 25.8 19.1 36.0 33.3 41.6 35.6 31.9SMOreg 23.8 20.9 19.1 22.0 22.0 22.9 21.8
表 25: 平均誤差の結果 (9点，1種類のアクション (パッティング))
素材 平均誤差 (mm)1 2 3 4 5 6 Ave.
ナイロン (上部) 259.5 276.7 246.2 246.2 235.9 247.4 252.0
ナイロン (下部) 307.6 319.6 377.0 324.4 312.0 315.0 328.9
コットン 284.6 312.5 300.0 282.3 268.0 333.1 296.7
テーブル 295.2 259.8 231.0 246.0 288.1 264.0
コルクボード 193.7 178.4 189.4 186.2 200.8 196.1 191.0
垂直方向への誤認識であった．コットンの結果は 56.4%で，ナイロンの方が良い結果と
なっている．コットンの結果の中では，第 5のデータセットを用いた際の認識率が低
い結果となり，平均の正解率を低くした．テーブルの結果は 28.0%で，比較的低い結果
となっている．システムは多くのデータセットで左上を認識結果として出力していな
かった．コットンの結果の中では，第 1のデータセットを用いた際の認識率が低い結
果となっていた．コルクボードの結果は 31.9%で，第 1と第 2のデータセットを用いた
際の認識率が低い結果であった．コルクボードの結果が低くなったのは，コルクボー
ド自体の大きさが小さく，正確に認識することは難しかった．またコルクボードが硬
い素材であったことも原因として考えられる．
ナイロン (上部)での平均誤差は 252.0mmであった．アクションを行なった手のひ
らの幅は約 200mmであったので，それに収まるように平均誤差は 100mm程度が望ま
しい．算出される誤差のばらつきは少なかったが，時折 800mm程と算出されることが
あった．ナイロン (下部)の結果は 328.9mmで，正解率の結果と同様にナイロン (上部)
の方が良い結果となった．コットンの結果は 296.7mm，テーブルは 264.0mmであった．
コルクボードは素材自体が小さいため 191.0mmという最も小さい値となった．
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表 26: 正解率の結果 (4点，2種類のアクション (パッティング，プッシング))
素材 正解率 (%)1 2 3 4 5 6 Ave.
ナイロン (上部) 71.8 89.5 64.8 86.5 71.5 79.5 77.3
ナイロン (下部) 60.3 58.3 57.0 59.5 55.5 72.5 60.5
コットン 51.5 64.5 68.3 73.2 77.8 51.0 64.4
表 27: テーブルに対する正解率の結果 (4点，2種類のアクション (弱パッティング，強
パッティング))
正解率 (%)
1 2 3 4 5 6 Ave.
54.0 43.5 45.8 44.0 44.5 45.0 46.1
ナイロン，コットン
4点，2種類のアクション (パッティング，プッシング)
4分割したエリアの各中心に対してアクションを行なう．素材はナイロン (上部，下
部)とコットンであり，アクションはパッティングとプッシングの 2種類を行なう．そ
れぞれ 6データセット (合計で 480回のアクション)を集めた．
表 26に結果を示す．ナイロン (上部)の正解率の結果は 77.3%で，アクションの種
類を誤認識し，位置の結果は正解していることが多かった．第 3のデータセットによ
る認識器を用いた際の認識結果が低い正解率となっている．ナイロン (下部)の結果は
60.5%で，上部の時とは異なり，アクションの種類は正解しているが，位置を誤認識し
ていることが多かった．コットンの結果は 64.4%で，ナイロン (上部)が最も良い結果
となった．システムは多くの場合において，左上のエリアを認識しようとしたときに
誤認識することが多かった．
テーブル
4点，2種類のアクション (弱パッティング，強パッティング)
テーブルに対して，4分割したそれぞれのエリアの中心にアクションを行なった．ア
クションは弱パッティングを強パッティングで，強さを変えてパッティングを行なった．
全部で 6データセット (合計で 480回のアクション)を集めた．
表 27は結果を示しており，正解率の平均は 46.1%であった．誤認識について，特に
規則性は見られなかったが，アクションの種類は正しく認識することが多かった．
コルクボード
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表 28: コルクボードに対する正解率の結果 (1点，2種類のアクション (パッティング，
プッシング))
正解率 (%)
1 2 3 4 5 6 Ave.
87.0 85.0 87.0 61.0 89.0 90.0 83.1
表 29: コルクボードに対する正解率の結果 (2点，2種類のアクション (パッティング，
プッシング))
正解率 (%)
1 2 3 4 5 6 Ave.
67.0 59.5 88.0 66.0 74.5 75.0 71.7
1点，2種類のアクション (パッティング，プッシング)
コルクボードに対して，その中心 1点にアクションを行なった．アクションはパッ
ティングとプッシングの 2種類である．全部で 6データセット (合計 120アクションデー
タ)を集めた．
表 28は結果を示しており，正解率の平均は 83.1%であった．第 4のデータセットに
よる認識器を用いたときの結果が低くなっている．
コルクボード
2点，2種類のアクション (パッティング，プッシング)
コルクボードに対して，2分割したそれぞれのエリアの中心ににアクションを行なっ
た．アクションはパッティングとプッシングの 2種類である．それぞれ 6データセット
(合計 240アクションデータ)を集めた．
表 29は結果を示しており，正解率の平均は 71.7%であった．位置に関して誤認識す
ることが多く，アクションの種類に関しては正解していることが多かった．
ペーパーボックス
8点，1種類のアクション (パッティング)
ペーパーボックスに対して，各側面を 2分割したエリアの中心にアクションを行なっ
た．アクションはパッティングの 1種類である．6データセット (合計 480アクション
データ)を集めた．
表 30は結果を示しており，正解率の平均は 22.1%であった．第 3と第 6のデータセッ
トによる認識器を使った結果が悪くなっている．誤認識は規則性がなく，散らばって
いた．
74
表 30: ペーパーボックスに対する正解率の結果 (8点，1種類のアクション (パッティン
グ))
正解率 (%)
1 2 3 4 5 6 Ave.
20.8 25.5 15.8 27.5 30.8 12.5 22.1
表 31: ペーパーボックスに対する正解率の結果 (4点，3種類のアクション (パッティン
グ，プッシング，リフティング))
正解率 (%)
1 2 3 4 5 6 Ave.
41.7 23.5 47.7 23.7 25.2 44.7 34.4
ペーパーボックス
4点，3種類のアクション (パッティング，プッシング，リフティング)
ペーパーボックスに対して，各側面の中心にアクションを行なった．アクションの
種類は 3種類でパッティング，プッシング，リフティングである．6データセット (全部
で 720アクションデータ)集めた．
表 31は結果を示しており，正解率の平均は 34.4%であった．第 2, 4, 5のデータセッ
トによる認識器を使った際の結果が悪くなっている．
考察
5種類の素材で評価を行なった結果，提案手法は柔らかい素材に対して効果的である
ことがわかった．提案システムは硬い素材に対してはあまり良い結果が得られなかっ
た．そこで，テーブルのような硬い素材に対しても対応できるように改善する必要が
ある．
いくつかのデータセットの中で，良い結果が得られない認識器を作成するデータセッ
トがいくつか見つけられた．このようなデータセットは，作成したデータセットを自
身のデータセットの中のアクションデータに対して認識を掛けても悪い結果となって
いた．そのため，システムは，認識器を作成した際に，その認識器を作成するために
使用したアクションデータに対して認識を掛けて，もし悪い結果であれば，アラート
を出して再度学習データを集めるようにすべきである．
システムがある点を全く認識結果として算出しないケースも何度かあった．もし使
用中にシステムが認識のステップにおいてある特定の点を全く認識しないようであれ
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ば，学習データを再度集めるようにアラートを出す必要がある．
4.5.2 インタラクティブシステムの設定
評価目的
本研究では，簡単にインタラクティブシステムを構築できることが重要であったた
め，第 2の評価ではシステムを構築する点について評価を行なった．提案システムを
用いることによって，設置者がインタラクティブシステムを構築するためにどれくら
いの時間がかかるか，十分に働く状態になるかについて調べた．セッティング作業中
にどのような問題が起きるかについても調査し，結果からどのように提案システムを
改善できるかを考えた．
評価内容
被験者は実装したソフトウェアについて説明を受けた後に，指定されたインタラク
ティブシステムをセッティングする．指定したシステムは 4.5.1節の実験中で用いたナ
イロンの布を用いて，2点に対して，パッティングとプッシングの 2種類のアクション
を認識するシステムである．加速度センサは糸を使って 4つ縫い付ける．被験者は 20
代の男性 4名でP1 { P4と記述する．P1は筆者自身で，P3は加速度センサに精通して
いるものの，P2と P4は詳しくない．加速度センサを設置し始めた時点から学習デー
タを取り始めるまでの時間をT1とし，学習データを取り始めてから認識可能な状態ま
での時間をT2として記録した．認識可能な状態になったら 10回ずつ，各点に対して
各種類のアクションを行なう．その合計 40回のアクションから正解が何回になるかを
調べた．
評価結果
表 32に結果を示す．結果中の時間の単位は分と秒である (分：秒)．P2と P4が構
築したところ，アクションしていないにも関わらず，常に何らかの結果を出力してし
まうという問題が起きた．そこで，システムを再構築させ，P2は最初からやり直し，
P4は少しセンサの固定を修正するだけで大丈夫であったので，途中から行なったため
\+2:43"としている．P4(2nd)において，T1+T2は，P4(1st)のT1+T2に 2:43を加え
た結果である．
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表 32: インタラクティブシステム構築の結果
被験者 時間 正解のT1 T2 T1+T2 数 (/40)
P1 31:10 5:35 36:45 34 (85%)
P2 (1st) 22:20 6:17 28:37 -
P2 (2nd) 50:02 5:49 55:51 30 (75%)
P3 45:30 9:37 55:07 23 (57.5%)
P4 (1st) 34:10 7:20 41:30 -
P4 (2nd) +2:43 6:16 43:09 25 (62.5%)
全被験者によるT1+T2の平均は 47分 43秒であった．また全被験者における認識の
正解数は 28回 (正解率: 70%)となった．筆者であるP1を抜いた 3人の被験者の平均の
T1+T2は 51分 22秒で，正解数の平均は 26回 (正解率: 65%)であった．ほとんどの誤
認識はアクションの種類に関してで，位置に関する認識結果の多くは正解していた．
被験者には実験後，自由に意見を書かせた．P3は学習データを集める際にアクショ
ンするごとに音が聞こえるなどのフィードバックがあればよいという意見であった．P2
と P3は加速度センサを取り付けるのが大変だったと記述した．
考察
P2と P4は最初，インタラクティブシステムを構築するのを失敗した．その失敗の
原因は加速度センサの設置によるもので，糸での縫いつけ方が緩かった．そのため学習
データを集める内に，センサの設置状態が変化してしまい，記録した定常状態のデー
タを変わってしまっていた．また，すべての被験者は加速度センサを取り付けるのに
多くの時間がかかっていた．この問題を解決するために，センサが取り付けやすくな
るようなアタッチメントの作成を検討する．システム自身が，加速度センサの定常状
態が学習データとして記録したときと変わってしまったことを認識し，アラートを出
す機能を付け加える必要がある．
P3の正解数が低くなっているのは，パッティングとプッシングの差があまり無かっ
たことが原因である．システムが認識器を作った際に，アクションの種類間に差が大
きくなかった際にユーザに知らせるようにもすべきことがわかった．
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図 47: 34 41.38'N 135 30.7'Eの様子
4.6 実運用
提案システムの有用性を検証するために，2度の展示を行なった．両展示において，シ
ステムはデスクトップPC (CPU Intel Core 2 Quad 2.83 GHz with 3.25 GB of RAM)，4
つの加速度センサ (#KXM52-1050 XYZ 2 G)，2台のマイクロコンピュータ (Arduino
Nano) から構成されている．
4.6.1 34 41.38'N 135 30.7'E
\34 41.38'N 135 30.7'E"は 1部屋を使ったインスタレーションアートである．筆者
らはコンセプチュアルアーティストの迫一成氏と，2012年 8月 10日から 9月 2日にか
けて展示を行なった．図 47は展示の様子を示している．2枚のスクリーンがあり，そ
れぞれ後ろからプロジェクタで新聞の画像を投影されている．図 48のように観客が左
のスクリーンに息を吹きかけると，新聞画像中の文字や図，枠線が息を吹きかけられ
た点を中心に吹き飛び，スクリーンの枠内からなくなり，右のスクリーンから浮かび
上がってくる (図 49)．
このインスタレーションでのシステムは息を吹きかけられたこと，またその強さを
位置を認識することが求められる．ここで，システムは文字や図などの約 12,000個の
オブジェクトを 19201080ピクセルの解像度中に投影しており，それぞれのオブジェ
クトを認識し，エフェクトをかける必要がある．よって，システムは観客がどの位置
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図 48: スクリーンに息を吹きかける様子
図 49: 左から右のスクリーンへオブジェクトが移動した様子
に息を吹きかけたのかを細かな粒度で検出しなければならない．提案システムは大ま
かな位置の検出しかできないため，デプスセンサ (ASUSTek Xtion PRO LIVE [60])を
使ってより正確に位置を検出するといった他の手法と併用することで，今回のインス
タレーションを実現した．デプスセンサによる手法のみでは息を吹きつけられたこと
やその強さを認識することができないが，提案手法と組み合わせることで，それが可
能となる．
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図 50: 34 41.38'N 135 30.7'Eでのシステム構成
システム構成
本展示でのシステム構成を図 50に示す．2枚のスクリーンにはシアターハウス社
の#TPW1200TK+60を用いており，これは前面と背面からの両方のプロジェクショ
ンが可能なスクリーンフィルムである．それぞれのスクリーンを新聞と同じサイズ
(540810mm) にカットし，木枠にセットして使用した．木枠は 4 辺でスクリーンフィ
ルムを固定している．映像はリアプロジェクションされ，加速度センサは図 51のように
スクリーンの裏側，4隅に接着剤で固定されている．システムは加速度センサによって，
息を吹きつけられたことと，その強さを認識することができる．またシステムは息を
吹きつけられた位置を正確に検出する必要がある．位置検出にはデプスカメラを用い，
図 52のように設置した．観客の口の位置を測定する必要があるため，深度カメラから
観客の頭部までの距離を測り，その値に 200mm足した値を，口の高さとした．200mm
という値は，人の頭の大きさには大きな差異はなく，頭頂部から口までが約 200mmで
あることから，採用した．また，深度カメラから得た頭部の中心点を口の水平位置と
した．
アクションの認識
本システムでは，観客が息を吹いた際にスクリーンが揺れ，それにより表面上を伝
わる波を検出することによって，息を吹きかけられたことを認識するが，観客がスク
リーンに頭を近づけただけでもスクリーンはわずかに揺れてしまう．そのわずかな揺
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図 52: 設置した深度カメラ
れは検出しないように，近づいたときの加速度データについても定常状態として扱い，
認識しないようにした．
システムは，息を吹きかけられたことを認識すると，口の位置を中心に文字，図，枠
線を散らばらせる．そしてその散らばる際の半径の大きさは，吹きかけられた息の強
さが強いほど，大きくなる．
考察
本展示を通じて多くの観客がシステムを体験し，楽しかったと感想を残した．日常
生活では行なうことのできない，新聞内のオブジェクトを吹き飛ばすという行為を楽
しんでいた．
息を吹きかけたことを認識するためには，BYU-BYUView[51]のように風が通り抜け
るスクリーンを用いることや，スクリーン上に大量のセンサを配置することなどが考え
られる．しかし，本展示では新聞の文字が読めるように高解像度で映像投影する必要が
あったため，これらの手法は用いることができなかった．本手法を用いることにより，高
解像度を保ち，新聞の文字を読むことができた．また，livePic[53]やThermoTablet[54]
に比べ，はるかに低いコストでシステムを設置することができた．
提案手法では，大まかな位置しか検出することができないが，深度カメラを使用す
る他の手法を取り入れることで，正確な位置検出を行なうことができた．これにより，
提案システムは他の手法と併用できることを確認した．
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図 53: WPSSの様子
4.6.2 White Parallel Small Space
\White Parallel Small Space (WPSS)"は，Designer Show House というアーティス
トやデザイナが各自ビルの 1室をリノベーションするというイベントの際に行なった，
インスタレーションアートである．筆者らはインテリアコーディネータの一鷓眞貴子
氏と，2012年 10月 13日から 11月 4日にかけて展示を行なった．図 53は展示の様子を
示している．図 54に示すように，部屋の端から端へ掛けられているカーテンに，2つ
のプロジェクタから白い円と 3枚の画像が投影されている．無数の白い円は雪のよう
にゆっくりと上から下へ落ちていき，3枚の画像は投影されている付近で漂っている．
図 55のように，観客が 3枚の画像の内いずれかをタッチすると，その画像が右の方へ
と移動し，ランダムな位置で停止すると動画になり，再生される．漂っている 3 枚の
画像は再生される動画のサムネイルである．
本インスタレーションでのシステムは，3枚の画像の内，どれがタッチされたかを認
識する必要がある．展示を行なう部屋が狭いことや，展示のコンセプトから，カメラ
を設置できず，その他の使用する機器も観客から見られる場所に設置できない．そこ
で，本システムは機器をカーテンの後ろに配置し，カーテンをタッチされた位置は提
案手法のみで検出した．
システム構成
本システムのシステム構成図を図 56に示す．投影映像はPC 上では 1 枚の映像であ
り，2台のプロジェクタでその 1枚を投影している．図中左のプロジェクタは超短焦点
(RICOH IPSiO PJ WX4130)であり，3枚の画像と白い円を投影している．観客が 3枚
の画像の内いずれかにタッチすると，その画像が右のプロジェクタで投影される範囲
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図 54: カーテンに 3 枚の画像が投影されている様子
図 55: 観客がカーテンにタッチしている様子
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図 56: WPSSのシステム構成図
に移動し，動画が再生される．カーテンは天井から吊り下げされ，床で固定されてい
る．図 57に示すように加速度センサは，台形 (高さ: 950mm，上底: 1000mm，下底:
250mm) に，細い糸で縫い付けられている．
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図 57: 加速度センサが縫い付けられている様子
アクションの認識
システムは，カーテンの表面上を移動する波によってタッチアクションを検出する．
展示している部屋のドアの開閉によりカーテンが揺れてしまうため，その際の揺れを
認識しないように定常状態のデータとして用いた．
システムは揺れた際の波がそれぞれの加速度センサに到達するまでの時間差を認識
に利用していた．カーテンは波の伝わる時間は垂直方向にはほとんど差が出なかった
が，水平方向にはゆっくりと伝わり，差が生まれていた．
本システムでは，全ての機器が観客から見えなくなっている．1つのプロジェクタ
以外はカーテンの後ろに配置されており，そのプロジェクタも図 56に示すようにオブ
ジェクトによって隠されている．
考察
観客は日用品として見かけているカーテンがインタラクティブであることを不思議
がっていた．システムは提案手法のみでタッチされた位置を認識できたが，少し誤認
識が起こっていた．誤認識の例としては，タッチした画像とは違う画像が移動したこ
とがあげられるが，観客がカーテンを叩くようにタッチするのではなく，表面を撫で
るように触れた際に起こっていた．
部屋は狭く (15003700mm)，壁とカーテンの間もわずか700mmしか確保できなかっ
た．本システムにおいて，カメラを用いてタッチ位置を認識する場合，観客から見えな
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いようにカメラはカーテンの後ろに配置することになり，画角が限られてしまい，非
常に狭い範囲でしか認識できなかったが，提案手法を用いることにより，観客からデ
バイスを隠しつつ，広い範囲での認識が可能となった．
4.7 むすび
本章では，入力対象の平面上に加速度センサを設置することで，ユーザアクション
の種類，強度，位置を認識できるインタラクティブサービス構築のためのシステムを
提案した．提案システムは，小さな加速度センサを用いるだけで，特集な装置やカメ
ラを必要としない．また，設置する環境についても面の大きさによって制限されず，他
の認識手法と統合することができる．提案システムを 5種類の素材上で試してみたと
ころ，柔らかい素材上で効果的に働くといった結果を得られた．2度の実運用について
も行ない，提案システムが実環境でも耐えうることを確認した．
今度は，加速度センサ以外のセンサも併用できるようにシステムを改良する．コル
クボードにおいて評価実験を行なったところ，良い結果が得られなかったが，コルク
ボードの後ろに距離センサを複数個設置することにより，対応できるようになると考
えられる．マイクロフォンを組み合わせることによっても対応できる平面が増やせる
と期待できる．
また，提案手法はアクションの強度の程度を段階的にしか認識できていなかったが，
SMOregを用いることで認識できると考えられるため，キャリブレーションソフトウェ
アにその機能を付け足すことを考えている．
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5 観客参加型演劇YOUPLAYにおけるインタ
ラクション設計
5.1 まえがき
前章で述べたように，センサの小型化や，センシング技術の向上により，人の行動
を認識し，それに対応したサービスを返すインタラクティブなシステムの発展が目覚
ましい．このようなシステムはエンタテインメントの分野と親和性が非常に高く，観客
が参加したり体験したりできるインタラクティブな演出を行なったステージパフォー
マンスやメディアアートに注目が集まっている．ステージパフォーマンスの場面では，
演者がセンサを装着して映像や音楽を変化させることで演出の表現を広げるといった
使い方が多かったが，最近では観客がセンサを装着して演出に参加できるといった試
みが増えてきている．本章では，人の行動に合わせた反応を返すインタラクティブな
コンピューティング技術と，昔から多くの人々に親しまれている演劇を組み合わせる
ことで，新たなジャンルのエンタテインメントを提案する．実際にイベントを行ない，
一般の人に体験させることで，インタラクティブに変化する映像や音声の提示に対し
てどのような反応を返すかを観察することを目的とする．
演劇は，俳優が舞台上で役を演じ，聴衆が観客席から見て楽しむというのが一般的な
スタイルである．しかしここで，小さい頃ほうきを使って空を飛ぶ真似をしたり，ヒー
ロー戦隊ごっこをしたり，大人になっても物まねをしたり，ボディランゲージをしたり
といったことを多くの人が行なっているが，それらは全て演技の一種である．誰もが
普段演じており，演じるということは特別なことではないと考え，演劇をもっと多く
の人に娯楽として提供できるのではないかという着想に至った．
音楽であれば，楽器を扱っている人はセッションなどをして楽しんでおり，楽器を
扱っていない人でも食器を叩いたりして音を出したり，歌ったりしてセッションできる
が，演劇は音楽ほどにはシンプルではなく，「役があり，人が集まればセッションでき
る」というわけではない．そこで，物語の進行や人の動きに合わせて映像や音声が変
化する中で演じることで，複雑なルールの「ごっこ遊び」「演技のセッション」が受け
入れられるのではないかと考え，観客参加型演劇YOUPLAYを提案する．YOUPLAY
は一般の参加者が演者となり，協力して，決められた物語の中で役を演じる舞台となっ
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図 58: YOUPLAY Vol.1のフライヤー 図 59: YOUPLAYの公演中の様子
ている．参加者には設定の書かれた役柄，小道具と衣装が与えられ，それぞれ基本的
にアドリブで物語を展開し，そのアドリブに合わせて，床一面と壁一面に対して投影
された映像や舞台上のスピーカと個々に与えられたヘッドホンから音が出力される．演
じることに対して恥ずかしいといった抵抗をもつ人も多いが，自分の動きに合わせて
映像が動いたり，効果音が出力されることで，参加者がそこに自分の意志が働いてる
と感じ，物語に没入して「演じる」ことを楽しむことを狙う．ワークショップではなく，
参加型ゲームでもなく，体験型アートでもない，観客参加型の演劇を目的としている．
YOUPLAY はこれまでに，2 度の期間に分けて (YOUPLAY Vol.0 と YOUPLAY
Vol.1)，全 80公演行なった．図 58はVol.1に配られたフライヤーで，図 59は公演中の
様子である．
本章ではYOUPLAYの概要，システム構成，公演を通じての考察について述べる．
5.2 関連研究
近年，ステージパフォーマンスやメディアアート等において，画像処理が装着型セ
ンサを用いたインタラクティブなものが多数登場している．このようなシステムは観
衆が体験したり，参加したり，演出の世界観に入り込んだりといった，これまでには
味わえなかった楽しさを得ることができる．
例えば，PingPongPlus[47]は卓球台に複数個のマイクロホンを装着し，卓球の玉が
台のどこへ当たったのかを認識し，それに応じた映像を投影する演出を行なっている．
Jellysh Party[52]は，息を吹き込むことでヘッドマウントディスプレイを通して現実
空間内にシャボン玉の CGが飛び出すインスタレーション作品である．livePic[53]と
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ThermoRetouch[54]では，スクリーンの後ろに赤外線サーマルカメラを備えることに
よって，観客が触れたり，息を吹きかけたりした際の表面上の温度の変化を認識し，ス
クリーン上に投影された映像が変化する．筆者らの研究グループでも，鉛筆などで描
いた部分が導電性をもつことに着目し，絵に触ると音が流れる絵楽器 [61]，「大きな石」
や「赤い花」などお題として出されたものをセンサデバイスを用いて見つける野外学習
システム [62]など多数のセンサ融合型インタラクティブシステムを構築している．Wii
やXbox + Kinect，Playstation + PS Moveなどの体感型ゲーム機でも同様にインタラ
クティビティがあることでユーザはゲームの世界に入り込むことができる．
ステージパフォーマンスにおいても，演者がセンサを装着したり，設置されたカメ
ラで撮影したりすることで，あらかじめ作りこんだ映像・音楽とは合わせ難い動きや，
即興の動きに対応できるよう，インタラクティブにシステムをコントロールし，演出
を行なう試みがなされている．Sparacinoら，岩舘ら，牧らは演者をカメラで撮影し，
その動きから投影映像や音楽にエフェクトをかけて表現を拡張している [63, 64, 65]．
messa di voceは演者の声の音量と発生位置を検出して，映像エフェクトを生成するパ
フォーマンスを行なっている [66]．ファッションデザイナーのATSUSHI NAKASHIMA
は 2014-15年秋冬コレクションNumeripueの舞台演出において，モデルに 3軸傾斜セ
ンサと加速度センサを装着させて，ランウェイに投影される映像を動きに合わせて反
応させている [67]．渡邉らは cell/66bの公演において演者にジャイロセンサを装着さ
せ，そのデータから映像・音楽を変化させて，身体運動と映像のインタラクションに
よって観客のイメージを想起させるような演出について探っている [68]．藤本らは，ダ
ンスステップを靴に装着した加速度センサで認識して，効果音や曲選択をダンサー自
身が行なうシステムを開発している [69]．菅家らは，センサ内蔵ドラムスティックを用
いて，エアドラムと実ドラムを統合的に利用できるようにした演奏システムを構築し
ている [70]．
演者ではなく，観客にセンサを装着させたり，環境に配置したりすることで，観客
が舞台上の演出に関わることができる試みも増えてきている．古くは，1994年から平
沢進氏が「インタラクティブ・ライブ [71]」を行なっており，会場内に仕掛けた独自の
インタフェースを介して観客が映像への介入ができる演出をしている．スマートフォ
ンを介して参加できる試みも多く，Plastikmanがツアー用にリリースした iPhoneアプ
リケーション SYNK[72]では，観客はアプリを通じて，音やステージ上の LEDをコン
トロールできる．iPhoneアプリケーションDROW[73]は，観客が iPhoneの画面上で
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描いた絵をステージ上のスクリーンに投影できる．rhizomatiks社 [74]は携帯キャリア
のCMにおけるイベントライブにスマートフォンを用いて参加できるシステムを提供
している．平林らの研究グループでは，NxPC.Lab[75]という活動において音楽イベン
トを実施し，音楽体験を拡張するための実践的な研究を行なっているが，その中で観
客から会場とパフォーマへのインタラクションを可能にするシステムを多数提案して
いる [76, 77, 78, 79]．Aphex Twinは，パフォーマンス中にカメラで撮影した観客の顔
に，自身の顔をリアルタイムにマッピングして会場内スクリーンに映し出しており [80]，
川本らは，観客全員を映画のキャストとして登場させ，ストーリーへの没入感を体験
可能な新しいコンテンツ形態を提案している [81]．その他にも，観客が装着したリス
トバンドに付いた LEDの点灯パターンを無線制御することで，会場内の一体感を演出
するシステムとして，Xylobands[82], フリフラ [83]，Pixmob[84]などがある．舞台が
セットされたパフォーマンス以外にも，ニワンゴ社の提供するニコニコ生放送 [85]や
DeNA社の提供する Showroom[86]などでは，オンライン上でリアルタイムにパフォー
マンスに対してコメントし，それが画面上表示されることで視聴者が参加できる仕組
みとなっている．米澤らのシステム [87]では，視聴者がコメントだけでなく，演奏者
の配信環境を制御し，演奏の演出を行なうことができる．
上記のように，観客が参加・体験できるエンタテインメントが注目を集めており，
YOUPLAYでは，観客がセンサを身につけてインタラクティブに変化する演出の中で
「演じる」ことを楽しむことを目的としている．
5.3 観客参加型演劇YOUPLAY
5.3.1 概要
YOUPLAYの概要について述べる．基本的には 1ステージ 10名の演者 (一般人)が
10種類のキャラクタ (図 60)のどれかを割り当てられ，さまざまなイベントをこなしつ
つインタラクティブにストーリーを進めていくものである．参加したい場合，あらか
じめなりたいキャラクタと公演日時を決めて予約し，当日は現地で指定の衣装と，ヘ
ルメットを装着し，キャラクタに応じた小道具を持って公演に参加する．それぞれ参加
者は，予約時にウェブサイト上で公演内容の大まかな設定とストーリーを知ることが
できる．上演時間はおよそ 30分間で，物語の中でいくつかの分岐点があり，マルチエ
ンディングとなっている．スムーズに展開するためにいくつかの導線は用意してある．
導線を制御する進行役として図 61中央部のアニメーションのキャラクタを投影し，そ
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図 60: キャラクタの設定
の位置や表情を操作しながら本物の役者がリアルタイムで参加者と会話させた．この
進行役はスペースレンジャーの候補生という設定の参加者に対して，その教官という
役割になっており，物語中の序盤と終盤にのみ登場し，常に参加者が進行役と会話で
きるわけではない．その他にも，事前に複数種類録音しておいたナレーションを場面
に合わせて再生することにより，物語の進行・説明や参加者のサポートを行った．舞台
は図 62のように床 1面壁 1面に映像が投影されており，床に投影された映像内を舞台
として参加者はその中で演技を行う．インタラクティブに投影された映像が変化した
り，ヘルメットから音が聞こえたりすることによって参加者は演劇の世界に没入でき
る仕組みになっている．舞台の周りには観客席が用意され，ただ観るだけの観客もお
り，自分が今後参加する参考にしたり，自分の演じた回との違いを楽しんだりできる．
YOUPLAYはこれまでに YOUPLAY Vol.0 (03/20{24, 2013)と YOUPLAY Vol.1
(11/16{24, 2013)の 2度，大阪梅田のHEP HALLにてそれぞれ全 40公演ずつ行なって
いる．YOUPLAY Vol.0とVol.1は大まかなストーリーは同じであるため，本稿では主
にVol.1について記述する．
5.3.2 ストーリー
参加者が事前に知ることのできるストーリーをウェブサイト [88]より以下に引用する．
とある未来。
あなたは宇宙で起こった様々なトラブルを解決するスペースレンジャーの
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図 61: プロの役者が演じるキャラクタ 図 62: 床一面と壁一面に映像を投影
若き候補生です。
今日は最終訓練の日。
訓練中に届いた救難信号を受け、あなたたちはいよいよ宇宙へ飛び立ちま
す。
果たして、そこで待ち受けていることとは…？！
また，図 60のキャラクタの特徴を一部，同サイトより以下に引用する．
01 ジョージ
幼い頃からヒーローに憧れていたジョージは、ドキュメンタリー番組での
スペースレンジャーのレスキューを見て以来、その一員になることが目標
になった。内にこもりがちだった性格も直し、積極的に人と関わるように
なり、クラスでもリーダーになった。結果、彼はモテるようになり、浮か
れてしまった。今ではスペースレンジャー＝よりモテる、という勘違いで
生きている。
02 キャサリン
キャサリンは元グリーンベレー。とにかく荒っぽい性格だった。しかしとあ
る任務で自分のミスにより友人を亡くしてしまった。それ以来、彼女の銃
の中には常に一発だけ弾丸が込められている。一回の任務で一発だけ。「余
計な引き金は引かない」が彼女のモットー。ネズミや虫のような床を這う
動物が大嫌い。
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これらの設定にどの程度基づいて役を演じるかは，参加者に任されており，基本的
に自由に演じることができる．
開演後のストーリー展開は以下のようになっている．
1. 宇宙船内，教官との出会い・自己紹介
2. 謎の惑星から救難信号を受け，宇宙へ出発
3. 宇宙船内での訓練，アクシンデント発生
4. ミッションに失敗すると宇宙空間浮遊
5. 惑星に到着し，酸素消失までに信号の発生源を探索
6. 夜が訪れ，謎の生物出現
7. 救難信号を発した生物との出会い
8. 1人の酸素が消失，他の全メンバーで救出活動
9. 救助船到着
10. 救助船内で火星から信号を受け，出発
11. エンディング
5.4 演出デザイン
YOUPLAYでの演出や開催するために注意した点について一部を以下に記述する．
本番でのスタッフ構成: 本番中のスタッフは，着替え補助員，ステージマネージャ，音響
オペレータ，進行役，システムオペレータ，システムオペレータ補助員から成る．ステー
ジマネージャは着替えが完了した参加者がホール内に入る前のアイスブレイク，ホール
内への誘導，入室後に簡単なYOUPLAYの説明を行なう．アイスブレイクとは，初対面
の人同士が出会う時など緊張をほぐす働きかけのことで，YOUPLAYでは参加者間で
挨拶をさせたり，ステージマネージャの指示で掛け声をあげさせたりした．YOUPLAY
では最初に，図 61の進行役に対して自己紹介を行なったり，ナレーションからの指示
や物語の進行に合わせて自分の解釈の基アドリブで演じていくことを意識させたりし
ている．
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YOUPLAYではホール内を確認できるようにホール上方にオペレータールームがあ
り，システムオペレータとその補助員，図 61のキャラクタを演じる進行役，音響オペ
レータは公演中そこにいる．システムオペレータは筆頭著者，その補助を第三著者と
筆者らが所属する研究室の学生 2名が行なった．
参加人数: 基本的には 10人で行なうが，それ以下の参加人数でも公演可能である．た
だし，イベントの特性上複数人で行なうことを推奨し，場合によっては時間をずらし
て毎回 4人以上で行なった．演じるキャラクタは参加者が自由に選べるが，ガイドロ
ボ役がいなければ物語を進めることができない内容となっているため，その役が必ず
含まれるように当日に役を変更してもらう等の対応を行なった．
自己紹介カード: ウェブサイトに載っている各キャラクタの特徴を見ずに，自由に演じ
ることもできるが，アドリブが苦手な人用に衣装の胸ポケットに各キャラクタの特徴
を書いたカードを潜ませた．状況に応じて，参加者や観客全員に聞こえるスピーカ (以
下，舞台用スピーカ)から「自己紹介カードが胸ポケットにあることを思い出した」と
いった内容のナレーションを流すことで進行を補助した．
ガイドロボ役: 謎の惑星から信号を受信したり，謎の惑星の宇宙人と会話するといった
シーンがあるが，その信号や声は，舞台用スピーカから理解できない言葉で聞こえて
くる．ガイドロボは翻訳が得意であるという設定があり，その役が装着しているヘッ
ドホンからのみ，その言葉の日本語訳が再生される．ガイドロボ役はその訳を周囲に
伝える必要があるため，参加者間の会話が促進される．
小道具: キャラクタが持つ小道具は全部で 8種類あり，それぞれのキャラクタの特徴に
基づいて割り当てられているが，参加人数の関係から小道具を持つはずのキャラクタ
がいない場合は他の参加者に割り当てる．小道具は物語を進めるための補助となった
り (図 63)，一見関係が無さそうに見えるが参加者の発想次第で進行の補助となったり
する．
小道具のうち，銃と虫取り網にはシステムが組み込まれており，銃は引き金を引く
と舞台用スピーカから銃声が出力される．銃が一度しか発砲できないことは自己紹介
や自己紹介カードによって理解させた．虫取り網は振ると舞台用スピーカから風切り
音のような効果音が聞こえるようにし，臨場感を高めた．振ると音が鳴ることは自己
紹介の際に虫を捕まえる演技をさせるなど網に注目が集まる演出をして理解させた．
映像効果の追従: 舞台上に映像が投影されているが，シーンによっては各参加者を追従
してその周りに投影される画像が含まれる (図 64)．参加者に，物語の世界の中にいる
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図 63: 小道具 (本)の内容を周りに伝える様子
図 64: 酸素ゲージ画像が参加者を追従
ことを感じさせ，演劇に没入させることを狙った．
効果音: 舞台用スピーカと各参加者が装着するヘッドホンから場面に応じて音声が聞こ
える．舞台用スピーカは観客も含めた全員に聞こえるが，ヘッドホンからの音声は装
着者にしか聞こえない．ヘッドホンからのみ音声を流すことで，観客からは参加者が
指示に合わせているのではなく自分の意志で動いているように見える．参加者の動き
に合わせてインタラクティブに効果音を出力することもあり，臨場感や迫力を増大さ
せた．
録音済ナレーション: 物語の進行の補助のために，状況に応じて舞台用スピーカや，個
人ごとのヘッドホンから事前に録音しておいたナレーションを流す．ナレーションの
一部を例にあげると，演技を誘導する「スペースレンジャーたちはいつもの掛け声で
気合を入れた」，進行を補助する「隊員たちは自分と同じ色のコクピットへと急いだ」，
状況を説明する「脱出に失敗して宇宙空間に放り出されてしまった」等である．
進行役: 録音しておいたナレーション以外にも，プロの俳優が声と図 61のアニメーショ
ンによって進行役として参加し，リアルタイムで参加者と会話する．進行補助となる
だけでなく，参加者がプロの俳優と一緒に演劇ができるというエンタテインメント性
も含まれている．
参加者の発声: ナレーション等によって参加者間の会話や協力を促し，初対面の人たち
同士でも自然に演じることができるようにした．また，大声を出す必要があるシーン
を用意し，大声を出すことによって，終演後の達成感を向上させることを狙った．
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5.5 システムデザイン
Vol.1でのシステムは Vol.0でのシステムにさらに機能を追加したものであるため，
この節ではVol.0での反省を踏まえた上でVol.1で実装したシステムについて説明する．
5.5.1 システム構成
システムオペレータが操作するシステムは，1台のデスクトップ PC，5台のノート
PC，2個の PCに接続する無線通信用機器 (XBee-PRO Series 1，以下XBee)，3台の
広角Webカメラ (iBUFFALO BSW20KM11BK，視野角 120度)から構成される．PC
とXBeeはオペレータールームに設置され，2台のカメラはホールの天井，1台のカメ
ラはプロジェクションされた壁の反対側の壁に舞台全体が撮影できるように設置され
ている．図 65は舞台横から見たシステム配置を示しており，図 66はオペレータルーム
を上から見た状態でのシステム配置を示している．プロジェクタは，ホールの天井か
ら舞台の床面に投影するために 4台，オペレータルームからスクリーンへ投影するた
めに 2台，計 6台が設置されている．
音響オペレータが操作する音響システムは，舞台用スピーカがホール内に設置して
あり，オペレータがシステム上で選択した音楽やナレーションを流すことができる．シ
ステムオペレータが担当する映像出力用PCともオーディオケーブルとMIDIケーブル
で接続されており，映像に埋め込まれた音楽やMIDI信号により指定された音を舞台用
スピーカから出力できる．映像投影用システムとして，プロジェクタが壁 1面に投影す
る用に 2台，床 1面に投影する用に 4台設置されており，映像出力用PCから出力され
る映像を変換して，その変換後の映像を床と壁に投影するシステムが構築されている．
システムオペレータが操作するソフトウェアは以下の 7種類である．ソフトウェア
間での情報の送受信はOSC通信を用いている．
1. 映像出力: 映像をストーリーに応じて進めていくためのソフトウェアである．こ
のソフトウェアで，参加者の位置をトラッキングするソフトウェアの結果を受信
して，インタラクティブに変更する映像も重ね合わせる．
2. 映像出力のバックアップ: 映像出力用PCとは別のPC上で，映像出力のバック
アップソフトウェアを動かす．操作ミスにより，場面変更のタイミングではない
にも関わらず，出力される映像が現在のストーリー中でのシーンよりも先へ進ん
でしまう等の事態が想定される．このソフトウェアでは，(4)の出力映像オペレー
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図 65: 舞台横から見たシステム配置
音響システム
ライブナレーション用マイク無線通信用機器
プロジェクタ
デスクトップ PC
ノート PC
映像投影システム
A
B C
D
E
F
A: システムオペレータ B: 進行役 C: 音響オペレータ D, E, F: システムオペレータ補助員
舞台
図 66: オペレータルームのシステム配置
ションソフトウェアからのOSC信号は受信せず，(1)のメインの映像出力ソフト
ウェアでの映像よりもタイミングを遅らせられるように，このソフトウェアが動
く PCのキーボードを直接操作することで映像の変更を行なえる．
3. 音声オペレーション: ヘルメットに付けられたヘッドホンから流れる音声の一
部を制御するためのソフトウェアである．5.5.2節にてヘルメットについて説明
する．
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図 67: 参加者のポーズをスタッフロールの背景に投影
4. 出力映像オペレーション: 描画される映像の一部は手動で操作されるものがあ
り，その操作はこのソフトウェア上でマウスを用いて行なう．動画の切り替えな
どもこのソフトウェア上でキーボードを用いて行なう．
5. 参加者との通信: ヘルメットや小道具につけられたシステムとの通信を行なう．
5.5.3節にて，小道具について記述する．
6. 参加者の位置検出: ホールの天井に設置した赤外線カメラにより，ヘルメット
の頭頂部につけられた赤外線 LEDを撮影して，参加者の位置をリアルタイムで
トラッキングする．5.5.4節にて，位置検出について記述する．
7. 参加者の決めポーズ撮影: エンディングにおいて，参加者たちがポーズをとる
シーンがあり，その様子を撮影する．スタッフロールの中でポーズの画像を投影
し，参加者たちに参加したこと実感させることを狙った (図 67)．
5.5.2 ヘルメット用システム
それぞれ参加者が装着するヘルメットを図 68に示す．メイン基板は後頭部に設置さ
れ，マイクロコンピュータ (Arduino Nano)，MP3ファイル再生アドオンモジュール
(MP3-4NANO)，XBee，加速度センサ (#KXM52-1050 (XYZ 2G))から構成され，頭
頂部の複数の赤外線LED，口元へ伸びたマイクロホン (BOB-09868)につながり，さら
にオーディオケーブルでヘッドホンにつながっている．周囲の音が十分に聞こえる必
要があるので，ヘッドホンと耳には間を開け，周囲の音声，ヘッドホンからの音声ど
ちらも聞こえるようにした．
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図 68: ヘルメットのシステム構成
参加者の位置のトラッキング用の赤外線 LEDはPCのXBeeから送信された信号を
受信することで ON/OFFが切り替えられる．インタラクティブな演出のために，加
速度センサにより参加者の動きを認識し，マイクロホンにより，参加者が声を発した
かどうかを認識する．MP3-4NANOには音声が入った SDカードが差し込まれており，
XBeeからの信号や，加速度センサの認識結果に応じて音声をヘッドホンから再生する．
5.5.3 小道具用システム
小道具の中で銃と虫とり網にシステムを内蔵した．銃の中にはマイクロコンピュー
タ (Arduino Fio)，リチウムイオン電池，XBee，押しボタンスイッチが含まれている．
キャラクタがスイッチを押すとXBeeから信号が送信されPC経由で舞台用スピーカか
ら音が出力される．銃は 1度しか使えない設定であるため，どこで使うべきかを考え
させたり，周囲と相談する会話を促すことを狙った．
虫取り網は図 69のような構成である．システムにはマイクロコンピュータ (Arduino
Fio)，リチウムイオン電池，XBee，Serial SRAM Chip，加速度センサが含まれている．
加速度センサによって網を振る動作を認識し，認識するとXBeeからPCへと信号が送
信される．
また，網に関しては，Arduino Fioのみでは，行動認識のためにデータを保存する
には SRAMのメモリ容量が不足したためMicrochip Technology社のシリアル SRAM
チップを用いてメモリ容量の拡張を行なっている．
99
Lithium ion battery
Serial SRAM Chip
XBee
Arduino Fio
Accelerometer
図 69: 虫取り網のシステム構成
5.5.4 位置検出
YOUPLAYでは，天井に設置した赤外線カメラ 2台と参加者が装着するヘルメット
の頭頂部に付けた赤外線 LEDを用いて，全ての参加者の位置をトラッキングする．参
加者の位置に基づく演出として，参加者の周囲に酸素ゲージが現れる (図 64)，「ライト
オン」と言った人の周りだけ明るくなる，指定した道から外れるとヘッドホンから警
告音が流れる (図 70)，ある地点との距離に比例してヘッドホンから流れる効果音の音
量が大きくなる，コクピットを表す箇所に入るとその部分が明るくなりヘッドホンか
ら効果音が聞こえる (図 71)といったものがある．
参加者の位置を個別に把握するために，参加者のヘルメットに装着された赤外線LED
を１つずつ点灯していき，各点灯タイミングでその光がカメラで撮られた位置にそれ
ぞれのキャラクタに割り当てた IDを当てはめる．1度トラッキング用の IDが割り当
てられると，その後はすべての赤外線 LEDは点灯し，カメラ撮影の毎フレームごとに
前のフレームで IDが割り当てられた位置と，現在のフレームで検出された各光の位置
の最も近い位置に更新していくことでトラッキングを行なう．参加者同士が近付くこ
とによってトラッキング IDが間違った参加者の位置に割り当てるエラーが起きた際に
は，再度 IDの割り当て処理を実行する．上記機能を実装してテストしたところ，PC
のカメラ画像取得の処理が遅く，カメラのフレームレートを 9fps程度しか出すことが
できず，全 IDを割り当てる間に最初の方に割り当てられた IDの位置が大きくずれて
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図 70: 参加者が指定した道から外れると警告音
出力
図 71: 各コクピットへ入ると映像が変化し効果
音出力
図 72: 手動でのトラッキング ID割当
しまい，本番で使える状態にならなかった．そこで，本番ではシステムオペレータの補
助員がカメラの取得画像が表示されたディスプレイを見ながらマウスとキーボードを
使って手動で IDを割り当てる方法をとった．図 72右のようにカメラの取得画像を二
値化した画像がディスプレイに表示され，白い部分をクリックするとそこにキーボー
ドで指定した ID番号が割り当てられ，図 72左のような表示により IDとその位置の確
認ができる．１人の参加者だけをトラッキングするシーンがあるが，そのシーンでは
その参加者の赤外線 LEDのみを点灯させることで，より確実にトラッキングできるよ
うにした．
カメラを 2台用いているのは，1台では舞台全体を撮影できなかったためである．
5.5.5 行動認識
YOUPLAYでは，ヘルメットと虫取り網に付けられた加速度センサによって，それ
ぞれ違う行動の認識を行なう．認識はセンサが接続されたArduinoのみで行ない，結
101
果を無線で PCに集約する．
ヘルメット: ヘルメットに内蔵した加速度センサにより参加者の動き (ジャンプ，重力
が軽くなったようにゆっくり歩く (図 73))や大まかな運動量を認識する．加速度センサ
を靴やベルトに装着するとより正確に行動認識を行なえるが，衣装の着替えを手軽に
し，配線/無線機器を減らすために，他の回路とともに加速度センサもヘルメットに内
蔵した．
ジャンプをしたり，宇宙空間のようにゆっくり歩いたりすると，それぞれに応じた音
がヘッドホンから聞こえる．加速度センサのデータは 30Hz程度で取得している．ジャ
ンプについては，頭が上下する方向の加速度についてウィンドウ幅 10で分散値を計算
し，その値が指定した閾値を一定時間以上超えたらジャンプしたと認識した．宇宙空
間のようにゆっくり歩くことについては，頭が前後に動く方向の加速度の生データの
値が，指定した閾値を下回った後に，その閾値を一定時間以上超えたらゆっくり歩い
ていると認識した．
酸素が無い空間にいるという演技にリアリティを出させるために，酸素ゲージの画
像を投影し，動けば動くほどゲージの減った画像が投影される演出を行なった．その運
動量に関しては，3軸加速度センサのノルムについてウィンドウ幅 10で分散値を算出
し，その値が指定した閾値を超えた後，指定した時間以上その閾値とそれよりも小さ
い値の閾値の間の値であれば，運動したと認識して，PCに運動したことを送信する．
一度認識されると，また閾値を超えるかどうかの判断から認識処理を行なう．PC側で
は運動したことの受信回数を各参加者ごとに加算していき，酸素ゲージに反映させる．
運動量がもっとも多かったと判断された参加者の酸素ゲージはもっとも少ない状態で
表示され，最終的にはその参加者の酸素ゲージがゼロになり，他の参加者がアドリブ
で救助方法を考えるというイベントが発生する (図 74)．
虫取り網: 虫取り網に取り付けられた加速度センサによって「上から振り下ろす」「水
平方向に降る」の 2種類の振りの動作を認識し，PCへと信号が送信される．PCは信
号を受信すると，2種類の振りのそれぞれに応じた音を舞台用スピーカから出力する．
網を振る行動は人によってさまざまであり，簡単な処理で認識することはできない
ため，学習データを用いた波形マッチングによる認識を行った．また，網を振り終え
た後に認識して音を鳴らすと，参加者が意図するタイミングよりも遅く音が出力され，
参加者や観客に対して違和感を与えてしまう．そこでYOUPLAYでは Izutaらが提案
する早期認識の手法 [89]を用いることで，網を振っているタイミングで効果音を出力
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図 73: フワフワと歩くと効果音出力 図 74: もっとも運動量が多かった参加者の酸素
消失
図 75: 参加者の周りに明かりの映像を投影
し，臨場感のある演出を可能にした．
5.5.6 発声認識
参加者が「ライトオン」と大きな声で言うと図 75のように，発言した参加者のとこ
ろに明かりが落ちるような演出を行なった．図 75は参加者全員が発言し終わった状態
を示している．10人の参加者が自由なタイミングで発言するので，手動でそれぞれの
発言に対応することは難しい．認識にはヘルメットにつながったマイクロホンを用い，
そこで取得される生データの値が指定した閾値を超えた状態を指定時間以上超えてい
たら発言したと認識する．
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図 76: マウスやキーボードで操作されるネズミ・虫
5.5.7 手動操作
手動の方が自然な操作ができる演出は手動で行なった．以下に手動で操作を行なっ
た機能の一部を記す．
ネズミと虫の動き: 図 76に示すネズミと虫がストーリーの中で出現する．ネズミは参
加者から逃げ回り，網を持ったキャラクタが網をタイミングよく振りかざすと捕獲さ
れる．虫は特定のキャラクタを追いかけ，銃を撃たれたり，大きな声を出されたりす
ると散らばって逃げ去る．それぞれの動きはシステムオペレータがマウスで操作をし，
捕獲されるなどはキーボードにより操作する．
各参加者の位置をトラッキングしているので，その情報を用いて自動で動かすこと
もできる．しかし，参加者の反応によって細かに動きを変化させ，よりリアリティの
ある動きをできるように手動で操作した．虫が逃げ去るタイミングも，より盛り上が
るシーンを判断するためにプロの役者と演出家と相談しながら，手動で操作した．
入場シーン: 参加者はホール内に入ると，ステージマネージャの指示を受けて，図 77
のようにそれぞれ割り当てられたスポットへと入り，自分のキャラクタの名前と割り
当てられた色を確認する．参加者がスポットへと入ると映像が変化し，音が鳴る．
カメラの位置情報から参加者がスポットへ入ったことを自動で判断することもでき
るが，このシーンは参加者は映像が自分たちの動きによりインタラクティブに変化する
ことを知らせる重要な場面であるため，エラーを起こさないためにも手動で操作した．
キャラクタの表情・向き・位置: 進行役である図 61のキャラクタの顔の向きと位置を
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図 77: 参加者が指定のスポットへと移動
クリックで操作し，表情をテンキーで変化させた．この進行役は，リアルタイムで参
加者たちと会話を行なうが，参加者たちは自由に投影されているキャラクタの画像に
対して話しかける．会話をしているように自然に顔の向きを調整する必要があるため，
手動で操作した．同時に話しかけられたり，参加者のいない方を向く必要があったり
することがあるため，この処理を自動で行なうことは困難である．このキャラクタは
「笑う」「怒る」「驚く」などの 7つの表情をもっているが，会話の中で役者の感情に合
わせて変える必要があるため，役者の手元にテンキーを配置し，手動で操作した．
5.6 問題点と改善策
Vol.0ではシステムに関する問題が多数起き，Vol.1ではそれらを踏まえて改善を行
なった．それらについて記述する．
センサデータの無線送受信:
YOUPLAYでは加速度センサとマイクロホンにより，参加者の行動の認識を行なっ
た．それぞれのセンサからのデータの処理に関して，Vol.0の際には，生データを PC
へ無線で飛ばし，PCで認識処理を行なうことを試みたが，電波環境上受信データが途
切れ途切れになり，加速度データによる行動認識を行なえるような状態ではなかった．
事前に現場環境で無線のテストを行なった際にはデータが途切れることはなかったが，
映像や音響を含めた全てのシステム設営がされた後にデータ受信の確認をしたところ，
データが途切れ途切れとなっていた．演出デザインの段階でこのような事態を想定し
ていたため，加速度センサによる認識は物語の進行には問題が無かったが，臨場感を
減らす演出となってしまった．マイクロホンによる認識の代替策として，「ライトオン」
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と言ったかどうかを目視で確認し，各参加者に対応するキーをキーボードにより押下
することで映像出力のトリガーとした．しかし，発言者と対応するキーの確認に時間
がかかったり，発言者を間違えてしまって違う参加者の所に映像が出力されてしまった
りすることがあった．そこでVol.1ではArduinoのみで認識結果を算出し，その結果を
PCから受信したことの返信があるまで送り続けるようにした．また，不要な場面で認
識を行なってしまわないように，PCからXBeeで信号を送信することにより，認識処
理を行なうかどうかを切り替えた．
ヘッドホンからの音声:
ヘッドホンから音声等が流れてくるが，Vol.0では進行役によるリアルタイムの音声
出力もヘッドホンから個別に行なえるように音声を無線で飛ばすことのできるヘッド
ホンを用いていた．この仕様についてもセンサデータの無線送受信と同様にテスト時
には問題なかったものの本番直前では無線接続がうまくいかなくなった．そこでVol.0
では個別音声が聞こえない物語の進行に問題があるガイドロボ役にのみ無線式のヘッ
ドホンを用いて対応し，このシステムについては問題が起きなかった．Vol.1では事前
に録音した音声を SDカードに保存し，それをオペレータから送信する信号を受信した
ら再生を開始するようにした．このように改善を行なったものの，後に記述する無線
に関するトラブルが起きることがあり，一部の参加者のみ再生されない場面があった．
また，ヘッドホンからはリアルタイムの音声出力が行なえないことにより，事前に様々
なナレーションを用意しておく必要があったり，公演や場面に応じて変化させたりす
ることができなかった．
カメラを用いたトラッキング:
5.5.4節で説明した方法により参加者の位置検出・トラッキングを行なった．記述し
た方法について，Vol.0の際には不具合があったため，図 78に示すようなタブレット
PC上で指でアイコンの位置を動かすことで出力する映像の位置を操作できるソフト
ウェアを実装し，タブレットPCを 2台用意し，オペレータ 2名で操作を行なった．し
かし，オペレータ 1名で 5人の参加者を追いかけることは難しく，物語の内容を考慮し
てトラッキングの正確さについて各キャラクタに優先順位をつけることとなった．ま
た，指で操作していてもカメラでトラッキングを行なう方法と比べて映像の動きが滑
らかにはならなかったり，実際の舞台上とタブレット上での位置関係の把握が難しかっ
たりした．Vol.1ではプログラムを書き直すことにより 5.5.4節で記述した手法に改善
した．
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図 78: タブレット PC上で映像出力の位置を操作
無線通信:
PCとArduinoの無線通信にはXBeeを用い，何らかのデータを受信したら返信して
確認を行なうという処理を行なっていたが，データがぶつかり合うと他の通信を探し
てデータ通信が止まってしまうという問題が生じた．Arduinoが行動認識を行なう状
態にする，位置に応じて音量が変化する状態にする，音声が出力される，といったこ
とを無線通信により切り替えを行なっていたが，それらがうまく働かない事態となっ
た．音声が一部の人には聞こえているものの，自分が聞こえていないという状態は周
囲の状況から参加者に察知され，システムの不具合を感じさせてしまっていた．このト
ラブルについてはVol.1公演中には改善することができず，今後の課題となっている．
YOUPLAYにおいて，無線通信は非常に重要な要素であり，安定することでできる演
出も増えるが，これは他のステージパフォーマンスにも当てはまることであり，安定
した無線通信の確立・仕様を今後検討していく．
5.7 参加者の反応
全 80回の公演を終えて，そこで見られた参加者の特徴的な反応について記述する．
また，参加者，観客それぞれに自由アンケートを依頼しており，そこで書かれていた一
部を引用する．参加者は 10代から 50代の男女で，参加者・観客のべ約 1000人であった．
映像効果の追従: 映像が自分についてくることを楽しんで動き回る参加者もいたが，ど
の参加者もすぐに自然な動きになった．自分に合わせて映像が動くことを確認した後，
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図 79: 矢印で表された道筋を徐々に描画
物語の世界観に没入できていたと考えられる．
しかし，システムが参加者を見失ったり，他の人と情報が入れ違ってしまうといっ
たエラーが起こることがあった．トラッキング IDを手動で割り当てる手法を用いたこ
とで，トラッキング中に IDが間違った人に割り当てられてしまうエラーの際には，ど
のような間違いなのかを確認する必要があり，再割り当てに時間がかかっていた．エ
ラーが起き，映像が追従しないと，ついてきていないことを口頭で指摘する参加者も
多く，物語の世界から抜け出させてしまっていた．人に映像が追従してついてくると
いった演出は，視覚的でわかりやすい変化であるため，うまく働いていないと違和感
も大きくなる．こういった演出を行う際にはエラー対策やロバスト性の強化が重要で
ある．YOUPLAYにおいては，現行の手法では，頭頂部の赤外線LEDの光量を大きく
することや，カメラのフレームレートを上げるといった改善方法が考えられる．また，
頭頂部に再帰性反射材を付け，天井に赤外線投光器を付けてその反射によりトラッキ
ングを行う方法や，舞台の側面にレーザーレンジセンサを配置して人の位置を検出す
る方法を加えて，より強固にすることが考えられる．
映像出力方法: 図 70のシーンでは，参加者はそれぞれのキャラクタごとの色の道筋を
通って指定の場所 (円形の画像が投影されている場所)へと向かうが，Vol.0のときは図
70のような長方形を並べた道筋を出発点から目的地まで同時に表示しており，道筋を
無視する参加者もいた．そこでVol.1では，図 79のような矢印の道筋が，徐々に表れ
るようにしたところ，道筋を無視する参加者はいなくなった．
インタラクティブな効果音: ヘルメットに内蔵した加速度センサを用いて，ジャンプと
歩きを認識し，それに合わせて音を出力した．この機能に関しては劇中では使用シー
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ンが短く，音も個人のヘッドホンにおいてのみ聞こえるので，それに対する参加者の
具体的な反応はわからなかった．しかし，センシングを用いたインタラクティブなシ
ステムの経験がほとんどないスタッフ数名が公演準備中のテスト時にヘルメットから
動きに合わせて効果音が出力されることをチェックした際に，自分の動きに合わせて効
果音が出力されることを楽しんでいた．また，ゆっくり歩くことを試している間，自
らうまく音が鳴るような動きになるように練習している様子が見られた．
虫取り網の効果音に関しては，網を振り効果音が発生すると参加者らが驚きを示し
たことから参加者に振りと音が連動していることを認識させることができていたこと
がわかる．Vol.1と効果音システムを組み込んでいなかったVol.0を比べると，参加者
の動きが大きくなり，音も出力させることから観客もより楽しめたと考えられる．
録音済ナレーション: 状況に応じてナレーションを流すことで誘導等を行なったが，そ
の内容に逆らう参加者はほとんどいなかった．基本的に参加者のアドリブに任せてい
たが，シーンによってはどう動いてよいのかわからない状況に陥ることがあり，そう
いった場合にはナレーションにより補助を行なっており，物語の進行のために重要な
要素となっていた．
宇宙船外の惑星上でのシーンでは，物語の設定上，進行役からの音声は，舞台用ス
ピーカではなく，参加者が装着しているヘッドホンからのみ流すことでリアリティを
出していた．ここで聞こえてくる内容は観るだけの観客には聞こえていないため，ア
ンケートに「何が起きているのかわからないので，全体に聞こえるようにしてほかっ
た．」という記述があった．物語のリアリティを保ったまま改善するには観客にのみ聞
こえる指向性スピーカや，観客にもヘッドホンを装着させる等の方法が考えられる．
「ネズミが苦手なキャサリンはキャッという声をあげた」といった具体的な指示の内
容のナレーションを流すことで，そのシーンで面白くなるようにしたり，その他にも，
「自己紹介を思い出した」といったようなナレーションを流し，参加者の発想を膨らま
せたりといったことも行なっていたが，実際に聞こえた参加者はアドリブでその場を
盛り上げようとする姿が見られた．
ナレーションを流すか流さないか，どのタイミングで流すかといった判断は，舞台
の雰囲気や以降の進行を左右するため重要である．したがって，オペレータは舞台演出
に対してある程度精通している必要がある．また多くのパターンを用意すればするほ
ど様々な状況に対応できるが，とっさの判断が難しくなるためどの程度の数のパター
ンを用意しておくかは熟考した上で決定しなければならない．
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進行役とのやり取り: 開演して間もないシーンで，進行役 (教官)に対して自己紹介を
行なうが，ここで演じる動作をさせたり，発想を促したりすることで，参加者にイベン
トの趣旨の理解を深めさせることができ，また，参加者間で会話させることにより緊
張をほぐさせることができていた．アンケートの中でも，進行役によるライブナレー
ションがあることにより，バラバラだった参加者がまとまって進行できた，といった
記述があった．誰も経験のしたことのないイベントであったため，参加者が進め方を
知るためにも進行役は重要であった．
参加者間のやり取り: 進行役の指示により会話をさせたり，自分しか知らない情報を周
囲に伝えたり，全員でネズミを捕まえさせたり，といったように参加者間でやり取り
をするきっかけを多く与えたが，物語が進むにつれて参加者間の会話がどんどん活発
になり，終盤のシーンでお互いに遠慮することなく意見を言い合うような公演が多数
であった．終演後，参加者で集合写真を撮ることも多かった．
難易度: 序盤はナレーションを多く用いるが，後半に進むにつれて参加者の発想に任せ
ることを増やすなど，徐々にアドリブや発想の重要度や自由度を上げていくような演
出にした．演劇ワークショップでも，最初からあるキャラクタになり切って演技をする
といったような難しいことはせず，まずは声を出すことから始めるなど，少しずつ演
じることの段階を踏んでいくという風にされており，YOUPLAYでもそのような仕組
みを取り入れたことがうまく働いていた．
スペシャル公演: Vol.1での 40公演の内，2公演はスペシャル公演として，プロの劇団
として活躍する sunday[90]と劇団Patch[91]の劇団員が参加者として演じた．観客はプ
ロの役者が台詞のないYOUPLAYに挑む姿を楽しんでおり，多くの笑いも起きていた．
さらに，スペシャル公演観覧後，その日の公演に参加する観客もいた．
アンケート: アンケートでは，「楽しかった」，「もっとやりたかった」，「次回作も期待し
ています」，「素人でも参加できてよかった」などの楽しまれたことが伺える記述がほ
とんどであった．
「楽しかったシーンを教えてください」という質問に対しては，「全部」という回答
が多いが，特定のシーンが書かれているものを見てみても，どれかが突出しているこ
とはなく，様々な人に楽しんでもらえたのではないかと考えられる．
「PLAY時間はどうでしたか？」という質問に対しては，「短い」と「ちょうどよかっ
た」が多く，自由記述でも「もっと長くやりたかった」という意見が多かった．一部
「長い」という回答もあったため，短くするのではなく，話の内容をブラッシュアップ
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したり，システム部分で，映像や音のコンテンツ，インタラクティブな反応により驚か
せるような演出を増やしたりすることを検討する．
自由記述に書かれていたことを一部抜粋すると，「もっと思い切って演じればよかっ
た」，「もっとできたはず」，「次こそはもっとうまく演じたい」等のように演じることに
対して意欲が高まったことが伺える記述が多くあった．「俳優さんってすごい」といっ
た記述も複数あり，演劇に対しての興味・関心が変化したのではないかと考える．実
際に，リピータが多く，Vol.0に参加してVol.1にも参加する人や，Vol.1に複数回する
参加者がいた．これらのアンケートやリピータ率から，本公演の目的であった，演じ
ることの楽しみを伝えることができたと考える．
「自分たちが演じたときと全く違う展開になっていて面白かったです」「自分より上
手く演じられていた」「自分の方が上手い」等のように，演じた後に観覧し，自分たち
とのその違いを楽しむ参加者も多かった．「観覧だけでも楽しめました」といった記述
もあり，素人であっても人が演じるということはエンタテイメント性が高いことが確
認できた．
「映像や音楽の迫力がすごかった」という記述がある一方で「映像に酔った」といっ
た記述もあったため，事前に映像酔いのし易い人への注意を入れていく必要がある．
映像が追従されていないことや，ヘッドホンから音が出力されていないこと等のシ
ステムのエラーに対する記述も一部あった．公演の期間に，映像の追従に対してはト
ラッキングのエラーがないかを確認・修正できるPCを複数台に増やし，ヘッドホンに
ついては毎公演の前に行なっていた音の出力テストの際に目視での配線チェックを追加
した．システムのエラーは公演が進むにつれて減っていったが，システムへの不信感
を与えないためにも，エラー対策や高いロバスト性をもたせることが重要である．
「一人一人の見せ場がもっとほしかった」といった記述もあった．力持ちという設
定のキャラクタの活躍できるシーンがほとんどなかったため，途中から図 76左のネズ
ミが徐々に巨大化し，巨大化するとその力持ちのキャラクタでなければ捕まえられな
いなどの対応をした．今回の物語ではどのキャラクタも平均的に活躍できるようにし
ていったが，特に活躍の多い主役を用意することでさらに参加者間でのコミュニケー
ションが活性化される可能性もあるので，今後検討していきたい．
「アドリブで動けるので自由にできた」，「もっと自由度があってもよかった」，「自
由すぎてどうしたらわからないときがあった」といったように，自由度に対する意見
にはバラつきが見られた．今後イベントを行なう際には，上級・中級・初級といったよ
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うに，自由度について分けて募集を行ない，初めての人は初級か中級しか選べず，リ
ピータは上級も選択できるといったように，参加者が難易度を選択できるようにする
ことで対応する．
Twitter: Twitter[92]にて「#hep youplay」というハッシュタグを用意し，感想等を
書いてもらうことを推奨した．アンケート同様に「楽しかった」，「次回作に期待」と
いったような楽しまれたことを確認できるツイートがほとんどであった．終演後に撮
影した集合写真を載せている参加者も多かった．
感想以外にも，最初に渡される自己紹介カードについて「何も口調を指定せずに箇
条書きで要素を書いておいたら、キャラの幅がもっと広がるんじゃないかな。そして、
オススメの口調を横にヒントとして提示する。」といったようなアドバイスが書き込ま
れたツイートも見られた．
公演中の様子を動画で撮影し，参加者に後日YouTube[93]にて限定公開で配布する
といったサービスも行なったが，それについてもツイートも見られた．「YOUPLAY動
画みて思い出し笑い」「YOUPLAYホント面白かったなぁ…」「youplay動画自分がめっ
ちゃキョドっていてうわぁってなった…ドキドキやったなーまたやるときはもっとがん
ばろ」といったように，動画配布のサービスも楽しまれたことが確認できた．
5.8 考察
全 80公演を終えて，まず参加者の様子を見ていて，「演じる」ことに対して抵抗がな
いことに驚いた．物語の序盤では戸惑う姿も見受けられたが，徐々に慣れていき，終
盤にはほとんどの参加者が役を演じていた．「演じる」という言葉に対して難しさを感
じる人は多いと考えられるが，実際には歌を歌うことや絵を描くことのように「演じ
る」こともプリミティブな表現なのかもしれない．観客参加型演劇YOUPLAYはそれ
を知れたことに新しさを感じたイベントであった．
どの公演も違った展開となり，ひとつとして同じ物語が生まれることはなく，物語
が破綻してしまうような公演もなかった．ゲーム性が高くならないような設定にし，個
人の発想や周囲とのコミュニケーションを重要にしていたため，何度参加しても他の
参加者次第で全く違う展開になり，その多様性も楽しむことができるイベントとなっ
た．脱出ゲームや参加型ゲームとは「答えが無い」という点で違っており，見知らぬ
人と体を動かしながら，コミュニケーションをとり，その言動次第で展開がどんどん
と変わっていくイベントとなり，新しいスポーツのようであった．YOUPLAYは参加
112
者の能動的な行動を期待したコンテンツであるため，参加者が自分から動く必要があ
り，最初にコツをつかんだ人ほど序盤から楽しめていた．観客参加型演劇が普及する
ことでイベントの趣旨を理解した上での参加者が増え，多くの人が公演中終始楽しめ
るようになると考えている．映像や効果音を取り入れたり，さらにそれらがインタラ
クティブに変化することによっても，参加者が気持ちよく動くことができ，没入させ
ることができていた点もこのイベントでは重要な要素となっていた．しかし，今回取
り入れたインタラクティブな要素は個人に対しての変化ばかりで，インタラクティブ
に動くものと他人とのやり取りがうまくつなげられていなかった．インタラクティブ
であることで他人とのやり取りが促進されることや，多人数で動くことによるインタ
ラクションをうまく取り入れることが今後の課題である．
上述したようにテクノロジーを使った演出を行なうことで参加者の没入感を高める
ことができていたが，システムがうまく起動しなかったり，手動で操作が行われてい
ることを気付かせてしまうと，没入感が瞬時に失われてしまう可能性がある．システ
ムで没入感を高める演出を行なうイベントでは，エラー対策やロバスト性が非常に重
要であることが確認できた．
「演じる」ことを多くの人が楽しめることが確認できたが，インタラクティブに映
像や音が変化するといったような演出が「演じる」ことと非常に親和性が高いと考え
られるため，様々な楽しみ方をこれからも提案していきたい．
5.9 むすび
本章では，これまでに 80公演を行なった観客参加型演劇YOUPLAYの概要，シス
テム構成，公演を通じての考察について報告した．本公演を通して，観客自身が演者
となり物語を進めていく観客参加型演劇YOUPLAYが多くの人に楽しまれ，物語が破
綻することなく公演を終えられることがわかった．ナレーションを流すことで物語の
進行を進めることが重要であったり，映像や音声が参加者 (演者)の動きに合わせて変
化することによって没入感が増し，参加者が照れることなく迫力ある動きをできるこ
とがわかった．YOUPLAY Vol.0とVol.1はともに大規模なシステムでの開催となった
が，骨伝導スピーカや頭部装着型ディスプレイを使うことでより汎用的に開催できる
仕組みについても検討する．
観客が参加できるように認識技術を取り入れた試みは今後も増加していくことが予
想されるが，様々な人がシステムを使うことになるので認識のロバストネスやエラー
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処理が重要となる．認識技術を取り入れることによりかえってパフォーマンスのクオリ
ティを下げてしまうことがないよう参画する必要がある．今後もYOUPLAYを通して
得た知見を基に，認識技術やインタラクティブな映像表現をうまく取り入れつつ，様々
な分野とのコラボレーションを進め，エンタテインメントの活性化を図っていきたい
と考えている．
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6 結論
6.1 本論文のまとめ
本論文では，ウェアラブル・ユビキタスコンピューティング環境において今後は受
動的に情報取得を行なう機会が増えることが想像できるが，そのような環境の中でど
のようなことを考えていく必要があるかについて議論した．
まず，第 1章では，ウェアラブル・ユビキタスコンピューティング環境の発展に伴
い想定される，受動的な情報取得の機会の増加，常時情報を閲覧可能環境の利用につ
いてどのようなこと考慮すべきかについて述べ，本研究の目的を明らかにした．
第 2章では，ウェアラブルコンピューティング環境において，ユーザ個人が自分に
適した入出力デバイス配置で情報提示を受けられる環境を柔軟に構築できるようにす
るために，衣服上に配置された入出力デバイスの位置を効率良く，かつ正確に検出す
る手法について提案した．本研究では導電性衣服の使用を想定したが，電源供給シス
テム，デバイス間通信システムをもった導電性衣服を用いることで，ユーザは多種多
様な入出力デバイスを衣服上の好きな位置に配置して，様々なアプリケーションを衣
服上で利用できるようになる．そして配置したデバイスの位置をオペレーションシス
テムが把握することでより高度なサービスを提供でき，ウェアラブルコンピューティ
ング環境を利用しやすくなる．衣服を着てからでもデバイスの位置を検出するために，
位置検出中のズレによる誤検出を想定して，2段階の点灯制御を行なうことで効率さを
失わず，かつ正確にデバイス位置を検出できる手法を提案した．提案手法の有効性を
検証するために評価を行ない，誤検出なく，少ない点灯回数でデバイス位置を検出で
きることを確認した．提案手法は，ユビキタスコンピューティング環境における LED
ディスプレイ等へも適応できると考えられる．
第 3章では，HMDによって常時情報閲覧可能であるという環境を活かすために，情
報提示の空き時間を利用する手法を提案した．認知心理学において，先行刺激を与え
ることによって，後続の刺激に対する処理が無意識的に促進されるプライミング効果
が存在し，提案手法ではこの効果を情報提示システムに適用し，ユーザが取得したい
情報に関連する映像を提示することで，低負荷で無意識的に価値のある実世界情報を
取得できるシステムを実装した．2種類の評価実験の結果，HMDに提示された情報に
ユーザは引きつられることを確認し，提案手法の有用性を示した．同時に，常時情報
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閲覧環境はユーザの心身に影響を与えていることがわかり，その他の効果についても
調べ，悪用されないようにし，ユーザにとって良い効果が得られるような使い方をし
ていく必要があることを示した．
第 4章では，ユビキタスコンピューティング環境での情報提示に使われることが増
えてきている，インタラクティブシステムを様々な状況下において，センサ技術に精
通していない人でも簡単にセッティング・メンテンナンスできるシステムを提案した．
提案システムにより，様々な素材上にインタラクティビティを付与でき，行動認識の
専門家でなくてもインタラクティブシステムを構築できた．また，2度に渡るメディア
アートの展示を行ない，システムが実環境下でも耐えうることを確認した．デジタル
サイネージが増えつつあるが，インタラクティビティが付与され，より人々に受け入
れられるようになることや，聴衆が楽しめるスタイルでの提示が行なわれていくこと
が期待できる．
第 5章では，エンタテインメント現場での情報提示の効果を調べるために，観客参
加型演劇YOUPLAYを提案し，全 80公演を行なった．公演中には，インタラクティブ
に，もしくはオペレータの操作により，観客の周りの映像や音声が変化するが，それ
らがあることにより，観客は演劇の世界に入り込むことができていた．演出を楽しむ
ためには，恥じらいを捨てることも重要であるが，自分の動きに合わせて変化する情
報提示があることによって，恥じらいを捨てやすく，より楽しみやすい環境が作られ
ていた．しかし，システムがうまく働かず情報提示に違和感を感じさせると，エンタ
テインメント性が大きく損なわれることがわかり，こういったイベントでのシステム
開発においてはロバストネスの強化やエラー対策が重要であることを確認した．
6.2 検討課題
本研究では，今後のウェアラブル・ユビキタスコンピューティング環境下における
受動的な情報取得の機会の増加，常時情報を閲覧可能環境の利用を考慮して，情報提
示環境を誰でも簡単に構築できるシステム，情報取得者の心身への影響を考慮した情
報提示を行なうシステムを提案した．しかし，情報提示による人の心身へのその他の
影響の調査し，その利用による情報提示技術のさらなる発展が今後の課題として残さ
れている．本節では，今後検討する予定である情報提示の影響について述べる．
色や文字の視覚情報: 本研究では，常時情報閲覧環境における，静止画像と動画像によ
る影響を探ったが，単純に色のみや，何らかの文字が提示されているだけでもユーザ
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の心身へ影響を与えると考えられる．例えば，「急」や「速」といった文字がHMD上に
表示されていると，作業スピードや歩行速度が無意識的に速くなる可能性がある．歩
行速度を数値で表示していても同様の効果があるかもしれない．今後はそれらの影響
について調べ，ユーザの状況・行動に合わせて適した表示を行なえるシステムを開発
する予定である．
視覚以外の提示: ウェアラブルコンピューティング環境では，HMDのようなディスプ
レイ以外からも情報提示を受けることができる．耳を塞ぐ必要のない骨伝導スピーカ
から音声が聞け，近年商品化が急速に進むスマートウォッチには振動により通知を伝え
るためのバイブレータが内蔵されており，また，匂いを出力できる香りディスプレイ
の研究も進んでいる [94]．これらからの情報提示が常時行なわれることによってもユー
ザの心身に何らかの影響を与えることは想像できる．実際に，振動を指先などに与え
ることにより，触覚知覚感度が向上することが確認されており [95]，その他の影響につ
いても調査していく．
ユビキタスコンピューティング環境での提示: デジタルサイネージの増加に伴い，駅の
構内などで歩行中に複数枚のディスプレイを連続して目にすることがある．歩行に合わ
せて連続的に映像を変化させていくような新しい提示もできるようになってきており，
その効果的な提示についても探っていく．個人が装着しているHMDやスマートウォッ
チとの連携も考えられ，より豊かな情報量の提示もできるようになるが，そのために
もユーザの行動認識，ディスプレイ周囲の環境認識も適切に行なえるようにし，それ
らを統合した情報提示システムの開発を進めていく．
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A 付録
4章で用いた全特徴量リスト
特徴量の種類 時間区間
平均 1sec, 0.5sec, 0.25sec
分散 1sec, 0.5sec, 0.25sec
最大値 1sec, 0.5sec, 0.25sec
最小値 1sec, 0.5sec, 0.25sec
ピークピーク値 1sec, 0.5sec, 0.25sec
クロッシングカウント 1sec, 0.5sec, 0.25sec
全センサのピークピーク値の平均との差 1sec, 0.5sec, 0.25sec
分散 1sec, 0.5sec, 0.25sec
ピークピーク値の順位 1sec, 0.5sec, 0.25sec
クロッシングカウント 1sec, 0.5sec, 0.25sec
全センサのピークピーク値の平均との差の順位 1sec, 0.5sec, 0.25sec
5データ毎の分散の分散 1sec, 0.5sec, 0.25sec
10データ毎の分散の分散 1sec, 0.5sec, 0.25sec
5データ毎の分散の平均 1sec, 0.5sec, 0.25sec
10データ毎の分散の平均 1sec, 0.5sec, 0.25sec
5データ毎の分散の分散の順位 1sec, 0.5sec, 0.25sec
10データ毎の分散の分散の順位 1sec, 0.5sec, 0.25sec
5データ毎の分散の平均の順位 1sec, 0.5sec, 0.25sec
10データ毎の分散の平均の順位 1sec, 0.5sec, 0.25sec
時間区間内の前半後半の差 (平均) 1sec
時間区間内の前半後半の差 (分散) 1sec
時間区間内の前半後半の差 (最大値) 1sec
時間区間内の前半後半の差 (最小値) 1sec
時間区間内の前半後半の差 (ピークピーク値) 1sec
時間区間内の前半後半の差 (クロッシングカウント) 1sec
時間区間内の前半後半の差
1sec(全センサのピークピーク値の平均との差)
時間区間内の前半後半の商 (平均) 1sec
時間区間内の前半後半の商 (分散) 1sec
時間区間内の前半後半の商 (最大値) 1sec
時間区間内の前半後半の商 (最小値) 1sec
時間区間内の前半後半の商 (ピークピーク値) 1sec
時間区間内の前半後半の商 (クロッシングカウント) 1sec
時間区間内の前半後半の商
1sec(全センサのピークピーク値の平均との差)
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特徴量の種類 時間区間
時間区間を 4分割したそれぞれの差 (平均) 1sec
時間区間を 4分割したそれぞれの差 (分散) 1sec
時間区間を 4分割したそれぞれの差 (最大値) 1sec
時間区間を 4分割したそれぞれの差 (最小値) 1sec
時間区間を 4分割したそれぞれの差 (ピークピーク値) 1sec
時間区間を 4分割したそれぞれの差 (クロッシングカウント) 1sec
時間区間を 4分割したそれぞれの差
1sec(全センサのピークピーク値の平均との差)
時間区間を 4分割したそれぞれの商 平均) 1sec
時間区間を 4分割したそれぞれの商 (分散) 1sec
時間区間を 4分割したそれぞれの商 (最大値) 1sec
時間区間を 4分割したそれぞれの商 (最小値) 1sec
時間区間を 4分割したそれぞれの商 (ピークピーク値) 1sec
時間区間を 4分割したそれぞれの商 (クロッシングカウント) 1sec
時間区間を 4分割したそれぞれの商
1sec(全センサのピークピーク値の平均との差)
各センサ間の差 (分散) 1sec, 0.5sec
各センサ間の差 (最大値) 1sec, 0.5sec
各センサ間の差 (最小値) 1sec, 0.5sec
各センサ間の差 (ピークピーク値) 1sec, 0.5sec
各センサ間の差 (クロッシングカウント) 1sec, 0.5sec
各センサ間の差 (5データ毎の分散の分散) 1sec, 0.5sec
各センサ間の差 (10データ毎の分散の分散) 1sec, 0.5sec
各センサ間の差 (5データ毎の分散の平均) 1sec, 0.5sec
各センサ間の差 (10データ毎の分散の平均) 1sec, 0.5sec
各センサ間の商 (分散) 1sec, 0.5sec
各センサ間の商 (最大値) 1sec, 0.5sec
各センサ間の商 (最小値) 1sec, 0.5sec
各センサ間の商 (ピークピーク値) 1sec, 0.5sec
各センサ間の商 (クロッシングカウント) 1sec, 0.5sec
各センサ間の商 (5データ毎の分散の分散) 1sec, 0.5sec
各センサ間の商 (10データ毎の分散の分散) 1sec, 0.5sec
各センサ間の商 (5データ毎の分散の平均) 1sec, 0.5sec
各センサ間の商 (10データ毎の分散の平均) 1sec, 0.5sec
各センサの揺れ始めまでの時間の分散
各センサの揺れ始めまでの時間の差
揺れ始めから最大値までの時間
揺れ始めから最小値までの時間
平均と最大値・最小値の差がどちらが大きいか
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