In this paper, the authors analyze simulations of present and future climates in the western United States performed with four regional climate models (RCMs) nested within two global ocean-atmosphere climate models. The primary goal here is to assess the range of regional climate responses to increased greenhouse gases in available RCM simulations. The four RCMs used different geographical domains, different increased greenhouse gas scenarios for future-climate simulations, and (in some cases) different lateral boundary conditions. For simulations of the present climate, RCM results are compared to observations and to results of the GCM that provided lateral boundary conditions to the RCM. For future-climate (increased greenhouse gas) simulations, RCM results are compared to each other and to results of the driving GCMs. When results are spatially averaged over the western United States, it is found that the results of each RCM closely follow those of the driving GCM in the same region in both present and future climates. This is true even though the study area is in some cases a small fraction of the RCM domain. Precipitation responses predicted by the RCMs in many regions are not statistically significant compared to interannual variability. Where the predicted precipitation responses are statistically significant, they are positive. The models agree that nearsurface temperatures will increase, but do not agree on the spatial pattern of this increase. The four RCMs produce very different estimates of water content of snow in the present climate, and of the change in this water content in response to increased greenhouse gases. 
Introduction
Accurate projections of future regional-scale climates are needed to assess the possible societal impacts of climate change. These may include impacts on water availability, agriculture, human health, air quality, and so on. Uncertainties in projections of regional-scale climate change complicate the process of assessing societal impacts and of making policy decisions to cope with climate change. Systematic studies are needed to quantify uncertainties in regional climate changes, to identify the sources of those uncertainties, and ultimately to reduce them.
In this paper we start the process of evaluating uncertainties in future climate in the western United States, by intercomparing simulations of this region performed with four regional climate models (RCMs) nested within two different global climate models (GCMs). Our goals are to assess 1) how well the different RCM/GCM combinations simulate aspects of the present climate in this region; and 2) the intermodel range of projected regional climate responses to increased atmospheric greenhouse gases. We also assess the skill of spatiotemporal detail produced by dynamical downscaling. Because we are particularly interested in the possible impacts of climate change on water availability, we focus on meteorological variables relevant to this problem: near-surface temperatures, precipitation, and water-equivalent snow depth. We emphasize that errors in the RCM results are not necessarily due to problems in the RCM itself, but often instead reflect errors in the GCM-based lateral boundary conditions. Thus in our analyses of present-climate simulations we are not evaluating the RCMs per se but rather the coupled RCM/GCM models.
Our approach has some significant limitations. First, the RCM simulations we analyzed use different spatial resolutions, different geographical domains, different increased greenhouse gas scenarios for future-climate simulations, and (in some cases) different lateral boundary conditions. Thus, this is not a formal model intercomparison study, but rather an attempt to learn from available simulations. Several carefully controlled studies-the U.S. Project to Intercompare Regional Climate Simulations (PIRCS; Takle et al. 1999) ; the European Prediction of Regional Scenarios and Uncertainties for Defining European Climate Change Risks and Effects (PRUDENCE; Christensen et al. 2002) project, the Canadian Climate Impacts Scenarios (CCIS, information available online at http://www.cics. uvic.ca/scenarios/database/index.cgi) project, the North American regional Climate Change Prediction Project (NARCCAP), and the Regional Model Intercomparison Project (RMIP 2003) for Asia-are underway, however. Second, it is important to avoid equating future-climate uncertainties to intermodel differences. There are important uncertainties (notably in future greenhouse gas levels, and other climate perturbations) that are external to climate models. Also, of course, there may be important errors common to all the models we look at. For these reasons, intermodel differences in projected future climates may be smaller than actual uncertainties in future climate. Furthermore, the true future climate may be outside the envelope of model projections. Finally, the approach of evaluating future-climate uncertainties by assessing intermodel differences implicitly assumes that all models are equally credible. In principle, models that do a better job of simulating the present climate should give more credible projections than other models do. However, Coquard et al. (2004) in examining simulations of western United States climate in the Coupled Model Intercomparison Project (CMIP) simulations, found that models that did relatively poorly at simulating a range of observations in general made future-climate projections that were statistically indistinguishable from those made by models that simulated the same observations relatively well.
Several previous studies have simulated present and/ or future climates in the western United States using nested regional climate models. In fact, the first use of a nested RCM to simulate climate (Dickinson et al. 1989) focused on this region. While the large-scale climate responses to anthropogenic perturbations are strongly influenced by the driving global model, nested RCMs can be used to assess the spatiotemporal variations (e.g., seasonal dependences) of climate responses within the model domain. For example, Giorgi et al. (1994) found different regional-scale responses to increased atmospheric CO 2 in a nested version of the Pennsylvania State University (PSU)-National Center for Atmospheric Research (NCAR) Mesoscale Model version 4 (MM4) regional model than in the driving global model [the NCAR Global Environmental Ecological Simulation of Interactive Systems (GENESIS)]. In some instances these differences were plausibly attributed to surface forcings that were represented more realistically in the nested model. Similarly, Kim (2001) and Kim et al. (2002) found stronger precipitation and temperature responses (increases) at higher elevations in California. These were not seen in the driving model, whose representation of topography was limited by its coarse spatial resolution. Elevation-dependent climate change signals were also found by Giorgi et al. (1997) and by Leung and Ghan (1999b) , who nested the Pacific Northwest National Laboratory (PNNL) version of the fifth-generation PSU-NCAR Mesoscale Model (MM5) within the NCAR Community Climate atmospheric model (CCM3); this in turn was forced by prescribed SSTs and sea ice concentrations. Leung and Ghan found that the climate change signals in the nested model could differ significantly from those in the driving GCM. For example, wintertime temperature responses were greater in the nested model because of snow-albedo feedbacks, which are absent in the driving model because its coarse resolution prohibits formation of snow in the study area. Thus, again, better representation of surface forcings allowed the nested model to produce different climate responses from the driving global model. Snyder et al. (2002) used an approach similar to that of Leung and Ghan in that they used a version of the Second-Generation Regional Climate Model (RegCM2) nested within the CCM3 atmospheric model, which in turn was forced by prescribed SSTs. They found in response to doubled atmospheric CO 2 , a larger response in near-surface temperatures inland and at higher elevations, and a larger precipitation response in the northern part of the state.
The methodological issue of assessing the added skill produced by dynamical downscaling, which we address in section 4 here, has also been previously addressed. Giorgi et al. (1994) showed that downscaled precipitation produced by the MM4 nested model is superior by several objective measures of skill demonstrate than precipitation in the driving GCM (GENESIS). Kim and Lee (2003) showed that precipitation simulated by the Mesoscale Atmospheric Simulation (MAS) model driven by reanalysis generally agrees more closely with rain gauge data than the reanalysis itself does. Similar findings were obtained by Laprise et al. (1998) , Christensen et al. (1998) , and Leung and Ghan (1999a) . Among the conclusions of Pan et al. (2001) is that for simulated December-February (DJF) precipitation in California, errors introduced by dynamical downscaling with the RegCM2 and the combined High Resolution Limited Area Model (HIRLAM) and ECHAM regional climate model (HIRHAM) nested RCMs exceed those due to errors in lateral boundary conditions from the HadCM2 global climate model. A few studies (Bhaskaran et al. 1998; Hassell and Jones 1999) have shown that nested RCMs can produce superior simulations of seasonal time-scale variability than the driving GCM. On daily time scales, nested RCMs can produce superior simulations of the statistics of extreme precipitation events than the driving GCM (Christensen et al. 1998; Durman et al. 2001) . For California, Kim (2004) found that increased atmospheric CO 2 results in an increase in the frequency of days with greater than 0.5 mm of precipitation at all elevations. This results entirely from an increase in frequency of days with strong precipitation events. In some regions, dramatic increases in the frequency of strong precipitation events were found.
Description of models, simulations, and observations
We analyzed simulations of present and future climates performed with four different RCMs. These RCM simulations were all driven by lateral boundary conditions from global ocean-atmosphere general circulation models. The simulations with the MM5 and Regional Spectral Model (RSM) nested models were both driven by results from the NCAR-Department of Energy (DOE) Parallel Climate Model (PCM); however different PCM simulations were used for the two RCMs. The MAS and RegCM2 simulations were both driven by the same simulation performed with the HadCM2 GCM. Salient properties of the models and simulations are listed in Table 1 . For all simulations, 10 yr of results were analyzed (although the MM5 simulations are longer). Each of the models is described briefly below.
The RSM was developed at the National Centers for Environmental Prediction (NCEP; Juang and Kanamitsu 1994; Juang et al. 1997) to provide a physically consistent regional model for the NCEP global model. The RSM was further modified at the Experimental Climate Prediction Center (ECPC; Roads et al. 2003) at the Scripps Institution of Oceanography, University of California, San Diego. The version of the RSM and the regional climate simulations analyzed here were previously described by Han and Roads (2004) .
The PNNL regional climate model was developed based on MM5 (Grell et al. 1993) . Leung et al. (2003) described the model configuration and results of a 20-yr simulation driven by the NCEP reanalysis. The simulations analyzed here were driven by one PCM control simulation and an ensemble of three PCM simulations for the future climate following a business as usual scenario. Leung and Qian (2003a) and Leung et al. (2004) analyzed the hydrologic impacts of climate change in the Columbia River Basin, Sacramento-San Joaquin Basin, and the Georgia Basin/Puget Sound region based on the regional simulations. In this study, we analyzed only the ensemble mean of the three PCM and regional climate simulations for the future climate although differences are quite large among the ensemble members even when averaged over 2040-60.
The MAS model is a limited-area atmospheric model written on a sigma coordinate (Soong and Kim 1996) . Atmospheric-land surface interactions are computed by the Soil-Plant-Snow (SPS) model (Mahrt and Pan 1984; Kim and Ek 1995) that is interactively coupled with the MAS. The coupled MAS-SPS model was originally developed at the Lawrence Livermore National Laboratory (LLNL) and is currently developed and used at University of California, Los Angeles (UCLA) for regional climate and extended range forecast studies. Earlier analyses of the regional climate change data used in this study were presented by Kim (2001 Kim ( , 2004 and Kim et al. (2002) . In addition, performance of the MAS model used for this study was evaluated by Kim and Lee (2003) in an 8-yr hindcast study. The RegCM2 (Giorgi et al. 1993a,b) simulation performed by Iowa State University (ISU) computed precipitation using a simplified version (Giorgi and Shields 1999) of the Hsie et al. (1984) explicit moisture scheme and the Grell et al. (1993) convection parameterization. The model also used the Biosphere-Atmosphere Transfer Scheme (BATS) Version 1e (Dickinson et al. 1992) land surface model and the Holtslag et al. (1990) nonlocal boundary layer turbulence parameterization. Radiative transfer used the CCM2 radiation package (Briegleb 1992) . Pan et al. (2001) give further details of the simulation and discuss general features of the precipitation output and its change under greenhouse warming.
We evaluate these simulations by comparing them to a range of observational data products. In general, these are gridded (i.e., spatially complete) data products that have been produced by applying physically based spatial interpolation methods to sparse observations. The exception is near-surface temperature data from the Global Historical Climatology Network (GHCN), whose station data we display after averaging onto a 0.5°grid. The value we show in each 0.5°box is the mean of all stations within that box; if there are no stations in the box that value is missing. Thus, no interpolation was performed on this data. Table 2 lists salient properties of the observational datasets used in this study.
Results

a. Present climate: Seasonal means
We start by analyzing the ability of the four RCM/ GCM simulations to reproduce aspects of the present climate in the western United States. All four simulations overestimate spatially averaged monthly mean wintertime precipitation, in some months by as much as a factor of 2 (Fig. 1 ). This figure also suggests that these biases in the RCM results are due to similar biases in the driving GCMs. (That is, the RCMs produce too much precipitation because too much moisture enters their domains from the GCM.) This is consistent with the findings of Coquard et al. (2004) , who showed that global climate models tend to overestimate precipitation in the western United States. However, the RSM model, for example, overpredicts western United States precipitation when forced with lateral boundary conditions from reanalysis , as does RegCM2 (Pan et al., 2001; Gutowski et al. 2004) ; thus the tendency to overpredict western United States precipitation may be to some extent inherent in the RCMs. The MAS model, on the other hand, has little systematic bias in monthly mean precipitation when forced with reanalysis boundary conditions (Miller et al. 1999) . Although the different control simulations have similar spatially averaged precipitation amounts, the different RCMs differ in how they spatially distribute wintertime precipitation (Fig. 2) . The too-wet bias is also apparent in Fig . Before these comparisons are made, the model results were interpolated to the grid of the observed dataset (in this case 0.5°ϫ 0.5°). This fine grid (rather than, say, the grid of one of the GCMs) is used for this comparison in order to allow us to assess to what extent dynamical downscaling adds value in the sense of enhancing the finescale solution. (This issue is discussed in section 4.) Caution must be taken that gridded observational data can be biased because of uneven TABLE 2. Observational datasets used for model evaluation. "Quantities used" lists only meteorological quantities that were used in this study; additional quantities may be available from the same data source. T ϭ near-surface temperature; P ϭ precipitation; SWE ϭ snow-water equivalent (i.e., water-equivalent snow depth). VEMAP ϭ Vegetation/Ecosystem Modeling and Analysis Project; NOAA ϭ National Oceanic and Atmospheric Administration; GHCN ϭ Global Historical Climatology Network. NOHRSC ϭ National Operational Hydrologic Remote Sensing Center; UW ϭ University of Washington. (Kim and Lee 2003) . Two statistics are shown, both based on climatological monthly mean values at each location. The radial coordinate represents the standard deviation of model results divided by the standard deviation of observed values. This compares the magnitude of simulated spatiotemporal variability to observed variability; it confirms that for the western United States precipitation the MAS model has the most variability of all models considered, and more variability than observed precipitation. It might seem obvious that this results from this model's spatial resolution, which is finer than that of the other nested models and of the VEMAP data. However, it is clear from Figs. 2 and 3 that the spatial variability in precipitation is higher in the MAS model results than in the National Oceanic and Atmospheric Administration (NOAA) observations, which use an even finer grid. So the spatial variability in precipitation in the MAS model seems to be excessive, and indicative of a problem in the model. Figure 3a also shows that the RCMs have more spatiotemporal variability in simulated western United States precipitation than the GCMs do; it is typical for coarser-resolution models to have less variability. The angular coordinate in Fig. 3 is the correlation coefficient between model results and observations; this measures the extent to which the maxima and minima in simulated quantities occur at the correct locations and times. Figure 3a shows that RCM-simulated precipitation correlates more strongly with observed precipitation than GCM-simulated precipitation does. In the Taylor diagram the results of an ideal model would be plotted on the horizontal axis at a radial coordinate value of 1; the distance on the plot from this ideal point measures the root-mean-square error (rmse) in the model results. Thus, of all the models considered here, the MM5 model has the smallest rmse in western United States precipitation. To give a feel for the importance of observational uncertainties, we plot in Fig.  3a the NOAA observational dataset in the same manner as the models. The RCM/GCM control climates also show some significant biases in spatially averaged monthly mean near-surface temperatures (Fig. 4) . All the control climates are too cold in late winter and spring; the HadCm2/RegCM2 (Iowa State) simulation is also too cold in summer. These biases in the RSM and MM5 results seem to result from similar biases in the driving PCM simulation. Maps of annually averaged nearsurface temperatures (Fig. 5) show that all the RCMs simulate the basic spatial pattern of near-surface temperature quite well; this is not surprising as this pattern is strongly determined by topographic variations. As with precipitation, the MAS model shows the most spatial variability of the four RCMs in near-surface temperatures. This likely results, at least in part, from the higher spatial resolution used in this model compared to the other RCMs, which allows more accurate representation of topography.
A Taylor diagram (Fig. 3b) shows that simulated near-surface temperatures correlate much more strongly with observed values than simulated precipitation does. As with precipitation, the MAS results have the most spatiotemporal variability of all the simulations considered here. Figure 3b also shows that three of the RCMs have higher correlation coefficients (relative to the VEMAP data) in near-surface temperatures than does the NCEP reanalysis. One of these models has a smaller rmse in near-surface temperature than does NCEP. This no doubt results from the relatively coarse spatial resolution of the reanalysis, which makes it unable to capture topographically induced variations in near-surface temperatures.
Compared to data from National Operational Hydrologic Remote Sensing Center (NOHRSC), the PCM/RSM (ECPC), and PCM/MM5 (PNNL) simulations severely underestimate water-equivalent snow depths, or snow-water equivalent (SWE), in the western United States in every month when there is observed snow (Fig. 6) . The other control simulations overestimate SWE in spring, summer, autumn, and early winter. Maps of seasonal-mean SWE for MarchMay (MAM; Fig. 7 ) confirm the biases seen in the spatially averaged SWE results. In addition, Fig. 7 shows some significant apparent errors in the simulated spatial distributions of SWE. For example, the RegCM2 model predicts too much SWE in Nevada and eastern Oregon, and too little SWE in the Cascade Mountains of Oregon and Washington.
The snow amounts seen in the RSM and MM5 control simulations appear to be inconsistent with those simulations' biases in monthly averaged nearsurface temperature and precipitation. Specifically, although these simulations underpredict SWE relative to NOHRSC in every month when snow is observed, both these simulations overestimate regionally averaged precipitation throughout the rainy season (Fig. 1) , and underestimate regionally averaged near-surface temperatures from January onward (Fig. 4) . This suggests that these simulations should overestimate SWE, the opposite of what we find.
To shed light on this puzzle, in Fig. 8 we show scatterplots of monthly mean near-surface temperature bi- ases versus monthly mean precipitation biases. Here, the bias at each location is defined to be the difference between monthly mean model result and climatological monthly mean observed value from VEMAP. To confine the analysis to locations where snow is on the ground, we show results only for November through March, and only at locations where the observed NO-HRSC SWE exceeds zero. (We interpolated all results to the VEMAP grid for this analysis; thus, each point on the plot therefore corresponds to a 0.5°ϫ 0.5°grid cell.) All the control simulations are predominately biased toward being too cold and wet, which should lead to too much SWE. For example, the median bias in near-surface temperature is Ϫ3.24°C in the RSM simulation and Ϫ1.70°C in the MM5 simulation; median precipitation biases are 1.00 and 0.79 mm day
Ϫ1
, respectively. Thus, in most locations where snow cover is observed, these simulations are too cold and too wet. In some locations, the temperature biases in the RCM results exceed 15°C. The same scatterplot analysis using an alternative near-surface data temperature set obtained from the Surface Water Modeling group at the University of Washington (http://www.hydro.washington. edu/Lettenmaier/gridded_data/), the development of which is described by Maurer et al. (2002) , gave very similar results (not shown).
Thus, it is not clear from the meteorology shown in Figs. 1, 4 , and 8 why the RSM and MM5 control simulations should underestimate snow amounts. One possibility is that snow amounts may increase nonlinearly with surface elevation; if this is the case, then in simulations such as those analyzed here where topography is underresolved, one would expect SWE to be underestimated. Another possibility involves daily time-scale temperature and precipitation errors in these simulations. Specifically, our findings could result from positive temperature errors on days with large precipitation amounts (i.e., if the models are too warm during strong precipitation events). This has been seen in some regions of the western United States in other simulations with the MM5 model (Leung et al. 2003) . Without access to daily temperature and precipitation results, however, we cannot determine if this is occurring in these RCM simulations. Defects in representations of land surface processes can also cause large snow-accumulation biases. Leung and Qian (2003b) analyzed regional climate simulations driven by the NCEP reanalysis for the western United States and found a large negative bias in snowpack. Their analysis suggested that up to 50% of the snowpack bias was related to temperature and precipitation bias, but deficiency in the land surface model likely accounted for a substantial part of the remaining bias. Similar results were seen in a recent intercomparison in which 21 land surface models were forced with observed meteorology for 18-yr simulations (Slater et al. 2001) . Since snowfall was prescribed in these simulations, all intermodel differences in SWE, and, in principle, any model biases in SWE, result from inadequacies in the land surface models. This intercomparison revealed large (up to factor of ϳ4) intermodel scatter in simulated SWE. The models' biases relative to observed SWE were predominately positive in some years and negative in others. It was also found that early season biases tended to persist throughout the snow year. Further suspicion of defects in land surface models being a major source of model bias is the fact that both the RSM and MM5 model used a land surface model based on the Oregon State University (OSU) model with a single layer of snow. Clearly, the sorts of defects in land surface models could be an important factor in SWE biases in the RCMs considered here.
Finally, the apparent inconsistency between the RSM and MM5 simulations' biases in near-surface temperature and precipitation and their biases in SWE could result at least in part from the limited number of years represented in the NOHRSC snow data. Specifically, this dataset represents only 1996-2000, which may have more snow than normal in part because of the strong El Niño in 1997-98. A snow dataset including more years might result in smaller apparent model biases. tions in precipitation can be particularly important, resulting in stress on water infrastructure, floods and mudslides.
b. Present climate: Interannual variability
The primary source of interannual variability in the study region is El Niño-Southern Oscillation (ENSO), which introduces variability primarily on times scales of 4 to 7 yr. This affects spatially averaged precipitation in the study region by varying the amount of moisture advected into the region. The two PCM simulations have very different estimates of interannual variability of spatially averaged precipitation (Fig. 9a) ; however, the nested RCMs (MM5 and the RSM) closely reproduce the interannual variability of their respective driving models (whether this is close to correct or not). A similar situation obtains near-surface temperature (Fig.  9b) . Here, both PCM simulations overestimate winter season interannual variability, and this problem is reproduced by the nested models. Thus, as is perhaps to be expected, dynamical downscaling seems to have little effect on interannual variability of spatially averaged surface variables. (Effects of spatially resolved surface variables are discussed in section 4 below.)
The control climates overestimate interannual variability of monthly mean, regionally averaged precipitation in nearly every month (Fig. 9) . This is perhaps to be expected given that the monthly mean precipitation itself is also too high in all the RCMs. The RCM errors in both mean precipitation and interannual variability of monthly mean precipitation are largest in the winter months, when precipitation is also largest. All the simulations successfully represent the higher interannual variability in February relative to January and March. In January and February, the two PCM simulations differ greatly from each other in interannual variability of FIG. 7 . Maps of present-climate western U.S. water-equivalent snow depth, or SWE for MAM. The top row shows results from four nested RCMs. The bottom row shows observed values (left) and values from two GCM simulations that provided lateral boundary conditions to two of the RCMs. precipitation; however, each RCM nonetheless seems to closely follow its driving GCM.
Observations show relatively little seasonal cycle in interannual variability of monthly mean, regionally averaged near-surface temperatures (Fig. 9 ). The PCM model and the RCMs driven by PCM, however, show more variability in winter than in summer and more variability than is observed in winter. The two RCMs that were driven by HadCM2 (RegCM2 and MAS) do better at estimating wintertime variability in time-and space-averaged near-surface temperatures.
Maps of interannual variability of seasonal-mean precipitation (Fig. 10) show that locations of high interannual variability generally coincide with locations of high seasonal-mean precipitation (Fig. 2) . The RCMs generally reproduce the observed spatial pattern of high interannual variability over mountains in California, Oregon, and Washington, and low variability over the dry regions in eastern Oregon, eastern Washington, and Nevada. The RegCM2 model, however, has not enough variability in the mountains and too much in the dry regions. The RSM does not reproduce the observed high variability over the mountains in Washington and Oregon.
Maps of interannual variability of seasonal-mean near-surface temperature (Fig. 11) show that the excessive variability seen in the RSM's spatially averaged temperatures (Fig. 9b) is due primarily to excessive variability inland (in eastern Oregon and Washington, Idaho, and northern Nevada). This clearly results from excessive variability in the same locations in the driving PCM simulation.
c. Simulated responses to increased greenhouse gases
We start by examining the simulated response of regional precipitation to increased CO 2 . In the two RCMs driven by results from the PCM global model, the regionally averaged monthly mean response is consistent with zero in every month (Fig. 12 ). This reflects a simi- larly insignificant regional precipitation response in the PCM results. Especially in the MM5 results, it is striking how closely the RCM response follows that of PCM; this similarity includes not only the multiyear average response, but also the magnitude of interannual variability (indicated by error bars in Fig. 12 ). Because the comparison is made over a geographical area that is significantly smaller than the domain of the nested model, it is noteworthy that the level of agreement is as high as it is. The lack of a significant precipitation response in PCM and in the RCMs driven by PCM is consistent with the generally weak climate sensitivity of the PCM model to increased greenhouse gases (Barnett et al. 2001) , and with the relatively small CO 2 increases considered in these simulations (1.36ϫ and 1.41ϫ).
To avoid confusing a response to increased CO 2 with interannual variability, we assessed the statistical significance of simulated precipitation responses relative to interannual variability at each model grid cell. This was done using a two-sided Student's t test. The RCM simulations driven by results from PCM show almost no area where the simulated precipitation response is significant at a 90% or greater confidence level (Fig. 13) . This no doubt results, as noted above, from the relatively small CO 2 increases used in these simulations, and the low sensitivity of the PCM model to increased atmospheric CO 2 . The MAS and RegCM2 simulations show statistically significant increases in precipitation in northern California, eastern Oregon, and central Idaho. The spatial pattern of simulated precipitation response is quite similar in these two models, when only regions with statistically significant responses are considered. This pattern of precipitation response is similar to that found by Snyder et al. (2002) , who used the CCM3 GCM to drive RegCM2.
Simulated responses in near-surface temperatures to increased CO 2 show no significant seasonal cycle (Fig.  14) . As expected, the larger CO 2 increases in the MAS and RegCM2 simulations, combined with the larger climate sensitivity of HADCM2 than PCM, produce larger responses in near-surface temperatures. As with simulated precipitation responses, it is striking how closely the spatially averaged response in the RSM and PNNL RCMs follows that in their respective driving GCM results. Maps of annual-mean near-surface temperature responses (Fig. 15) show that the MAS and RegCM2 models produce uniformly larger responses in near-surface temperatures.
To allow easier comparison of the spatial patterns of temperature responses across the various models, we show in Fig. 16 normalized near-surface temperature responses. Here the simulated temperature response in each model has been multiplied by a scalar chosen so that the spatial mean of the normalized response is one. The RCMs agree that warming will be greater inland than near the coast, but they do not agree on details of the pattern of temperature response. The RSM model has a notably different pattern of surface temperature response than the other models.
Several previous studies (e.g., Giorgi et al. 1997; Leung and Ghan 1999a,b) have reported increased surface temperature responses at higher elevations in winter; this is interpreted as evidence of a snow-albedo feedback. To look for this effect in our simulations, we calculated the ratio of DJF to June-August (JJA) surface temperature response to increased CO 2 (Fig. 17) . The surface temperature response tends to be higher in inland regions; since the elevations are also higher there, looking at this ratio helps to separate these two effects. If a snow-albedo feedback were increasing the DJF surface temperature response, we would expect this ratio to be elevated in snow-covered regions. Com- paring Figs. 7 and 17 makes it clear that this is not the case, except possibly in the MM5 simulation. This is perhaps not surprising given the unrealistically small snow cover in most of these simulations and the relatively small CO 2 increases that were simulated.
Assessment of added value from nested RCM simulations
The value of any downscaling approach lies in its ability to add meaningful spatiotemporal detail to the large-scale driving solution. This in principle should be possible for nested RCMs because of their more highly resolved representations of physical processes and surface forcings (coastlines, surface elevations, land-cover types, snow, etc.). Han and Roads (2004) also argue that superior formulations of model physical processes can contribute to improved skill in downscaled results. The extent to which dynamical downscaling produces skilful spatiotemporal detail will depend on specific properties of the particular simulation, such as domain size, spatial resolution, and the meteorology of the region in question. In this section we review the results presented above with the specific goal of assessing the added value of downscaled simulations discussed here.
The Taylor diagrams shown in Fig. 3 are useful for this purpose because the statistics on which they are based were calculated after removal of biases (errors in the spatiotemporal means), which we have shown are very similar in the nested and driving models. (We reiterate that the level of agreement we found is not necessarily to be expected, because in some cases the study area is a small fraction of the nested model domain.) Thus, the Taylor diagrams isolate exactly the question at hand. Furthermore, as noted above, the Taylor diagram statistics were calculated on a fine spatial grid; this procedure preserves the finescale information needed to assess the value added by dynamical downscaling. Figure 3a shows that, for precipitation, correlation coefficients (against observations; shown as the angular coordinate on the Taylor diagram) for all of the nested models are higher than for either simulation with the PCM global model. Thus, dynamical downscaling is improving this measure of model skill. The radial coordinate of the Taylor diagram is the spatiotemporal standard deviation of the model results normalized by that of the observations, which is known as the normalized standard deviation (NSD). Thus, for example, NSD of the PCM precipitation results are Ͻ1 (Fig. 3a) indicating not enough spatiotemporal variability in precipitation within the study area. The NSDs of the RCM results are higher, in one case much too high. The normalized rms errors of the downscaled results, shown on the Taylor diagram as the distance from the point on the horizontal axis with a radial coordinate value of 1, are in some cases (PNNL/MM5, ECPC/RSM, and ISU/ RegCM2) less than that of the driving global model, and in one case (UCLA/MAS) significantly greater. Thus, dynamical downscaling in some but not all cases improves simulated precipitation according to this measure of model skill. For near-surface temperature, dynamical downscaling consistently produces improved model skill, as measured by normalized rms errors shown on the Taylor diagram (Fig. 3b) . Since both precipitation and near-surface temperature are strongly influenced by topographic variations, it is easy to understand why dynamical downscaling could produce meaningful regional-scale detail in these quantities. The more consistent additional skill seen in temperature versus precipitation is perhaps a result of the more complex physics involved in simulating precipitation.
What about interannual variability? The nested RCMs clearly reproduce the general features of the observed pattern of interannual variability of DJF precipitation (Fig. 10) . This is in contrast to the two PCM simulations, in which interannual variability of precipitation is much more uniform (spatially) than observed. Thus, this is an example of dynamical downscaling adding value, in this case primarily through improved representation of topography. On the other hand, for JJA precipitation, the nested models predict spatial variations in interannual variability that do not appear in the observations or in the driving global simulations (which are much more uniform). So here, dynamical downscaling is producing fictitious spatial detail.
The two PCM simulations produce very different es- FIG. 13 . Maps of simulated response of wintertime (DJF) precipitation in the western United States to increased atmospheric CO 2 . Units are mm day
Ϫ1
. The top row shows results from four nested RCMs. The bottom row shows results from two GCM simulations that provided lateral boundary conditions to two of the RCMs. Results are shown only in areas where the precipitation response is significant relative to interannual variability at a 90% or greater confidence level; this is determined by applying a two-sided Student's t test.
timates of the spatial pattern of interannual variability in DJF near-surface temperatures. Figure 11a clearly shows that pattern of variability produced by the nested models more closely follows that of the driving GCMs (even when these are unrealistic) than that of the observations. Thus, in this instance, the driving model is determining not only the regional-mean results, but also the large-scale spatial pattern within the study area. Thus, regional results produced by dynamical downscaling can be erroneous; that is, dynamical downscaling appears to add little of no ability to simulate interannual variability in near-surface temperature in the study area.
The concept of added value in downscaled climate change projections presumes that is it useful to know about spatial and/or temporal response variations within the study area even though the spatiotemporal mean climate response is uncertain. Thus, for example, we assume that it would be useful to know if the Sierra Nevada mountains will warm more than the Central Valley, or if warm-season temperature increases will be larger or smaller than cold-season changes, even if we do not know the actual magnitudes of these responses.
Even if one accepts this premise, it is not clear how much useful skill the downscaled simulations examined here add to the GCMs' climate change projections. For example, the four rightmost panels of Fig. 16 very strongly suggest that the difference in near-surface temperature response between coastal and inland regions in the study area is determined more by the driving GCM than by the RCM. The RSM downscaled results show a broad pattern of temperature response that closely follows that in the driving PCM simulation, with inland regions warming significantly more than the coast. The PNNL downscaled results, by contrast, show essentially no difference in temperature response between coastal regions and Nevada, again following the response pattern in the driving GCM. Thus, there is no evidence here of downscaling adding skill on this (relatively large) spatial scale. On a smaller scale, the PNNL downscaling predicts a response contrast between the Sierra Nevada Mountains and surrounding regions. If it FIG. 14. Seasonal cycle of monthly mean spatially averaged near-surface temperature response to increased CO 2 in the western United States Each panel also shows results from one RCM. Next to the RSM and PNNL RCM, results are shown results from the PCM global simulations that provided lateral boundary conditions. Error bars represent interannual variability (1 std dev).
were correct, this prediction would represent added value from dynamical downscaling. None of the other downscaled solutions shows the same phenomenon, however, so it is hard to have confidence in this projection.
For precipitation, the downscaled solutions driven by PCM results show statistically significant responses only in some very small regions; these constitute a small enough fraction of the study area that the apparently significant responses could easily be coincidental, however. The downscaled solutions driven by HadCM2 agree that the precipitation response will be larger in the northern part of the study area; the strong similarity between these two downscaled patterns suggests that the pattern is produced by the common driving GCM. Leung and Ghan (1999b) found that the DJF response of near-surface temperature to increased CO 2 was distinctly larger in their downscaled results than in the driving global simulation. This was plausibly attributed to a stronger snow-albedo feedback in the nested model, and is an example of superior representation of surface forcings in a nested model producing different, and arguably more realistic, climate responses than the driving global model. As discussed above, however, we see no evidence for a different seasonal cycle in response between driving and nested models, for either precipitation or near-surface temperature. This may not be completely contradictory to the Leung and Ghan results, however. For one thing, because of the model's low sensitivity and the small CO 2 increases considered, the PCM simulations show no significant precipitation response. It would be surprising if the nested models amplified this into something significant, since the moisture in the RCMs is supplied by the driving GCMs. For near-surface temperature, PCM's responses are much smaller than those seen by Leung and Ghan. Together with the deficiency in snow amounts in the downscaled simulations examined here, this may account for the lack of amplification of the wintertime response in the nested simulations. The two HadCM2-driven downscaled solutions that we examine show a possible larger near-surface temperature response in FIG. 15 . Maps of simulated response of annual-mean nearsurface temperature in the western United States to increased atmospheric CO 2 . The top row shows results from four nested RCMs. The bottom row shows results from two GCM simulations that provided lateral boundary conditions to two of the RCMs. Results are shown only in areas where the temperature response is significant relative to interannual variability at a 90% or greater confidence level; this is determined by applying a two-sided Student's t test.
July. This, and other similarities between the seasonal cycle of responses (Fig. 14) in the two HadCM2-driven simulations, suggest that this seasonal cycle originates in the driving GCM.
Summary of findings
To incorporate climate change into planning processes, policymakers need projections of climate change that include quantitative information about uncertainties. One approach is to compare results across a range of equally credible models. This provides a range of outcomes that are also equally credible. For uncertainty estimates to be rigorous, a carefully coordinated study in which all models consider the same climate change scenario, etc., is needed. Such studies require a major, multi-institutional effort, however, and are beyond the scope of this paper. Here, we have instead compared available RCM simulations of the western United States, a region with diverse climates and clear vulnerabilities to climate change. This study may be viewed as one step toward the broader analysis that would involve carefully coordinated, multi-institutional simulations and cross comparisons.
We analyzed the ability of the four RCM/GCM combinations to reproduce observations of the present climate, and the intermodel range of predicted responses to increased atmospheric greenhouse gases. In simulations of the present climate, the RCM results show significant biases; in most cases where driving GCM results are available, the RCM biases are very similar to the biases of the driving GCM within the RCM domain. For example, the PNNL and RSM models have positive precipitation biases in winter that are very similar to the biases in the driving PCM simulations. The MAS and RegCM2 models also have positive precipitation biases in winter. While we did not have access to the particular HadCM2 simulation used to drive the MAS and RegCM2 models, this bias is very similar to that seen in other HadCM2 simulations. Although the GCM simulations exert large control over the regional mean precipitation of the RCMs, the spatial distribution of precipitation can vary substantially among RCMs even FIG. 16 . Maps of normalized response of annual-mean nearsurface temperature in the western United States to increased atmospheric CO 2 . Here, temperature response values have been normalized such that the spatial mean in each panel is 1. This allows the spatial patterns of temperature responses in the different models to be easily compared. The top row shows results from four nested RCMs. The bottom row shows results from two GCM simulations that provided lateral boundary conditions to two of the RCMs.
when driven by the same GCM. These differences result from different representations of relevant physical processes and surface forcings (especially topography) in different models. All the RCMs analyzed here seem to have less SWE than one would expect from their biases in precipitation and near-surface temperature. In particular, the PNNL and RSM models have much less SWE than is observed, despite being too cold and having too much precipitation in most snow-covered locations in our study area.
There is little consistency among the models as to responses in precipitation and near-surface temperatures to increased greenhouse gases. The two models driven by PCM (PNNL and RSM) project no significant changes in regionally averaged monthly mean precipitation. Projected precipitation changes are not significant at the 90% confidence level in any location in the study area. This no doubt results from the small CO 2 increases (1.41ϫ and 1.36ϫ, respectively) in these simulations, and the low climate sensitivity of the PCM. The two RCMs driven by HadCM2 (MAS and RegCM2) predict increases in monthly mean regionally averaged wintertime precipitation that are comparable in magnitude to the interannual variability of the precipitation response (one standard deviation), that is, are barely significant. These RCMs predict precipitation increases that are significant at the 90% confidence in northern California, eastern Oregon, and central Idaho. All the RCMs predict warming in response to increased greenhouse gases. The models that simulated larger CO 2 increases and were driven by GCMs with larger climate sensitivity (MAS and RegCM2) predict greater warming. There is no significant seasonal cycle to the predicted warming in any RCM, and the spatial patterns of predicted warming are quite different in the different RCMs. This lack of a seasonal cycle in temperature response contradicts some earlier studies that considered larger increases in atmospheric CO 2 .
An important methodological question is whether or not dynamical downscaling adds meaningful spatiotemporal detail to climate change projections. The superior representations of surface forcings (topography, coastlines, land cover, snow) and more finely resolved physics that generally obtain in nested models argue that this should be so. Perhaps because the climate perturbations considered here are relatively small, however, we see inconsistent evidence for added value from dynamical downscaling.
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