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Abstract
Bowen’s formula relates the Hausdorff dimension of a conformal repeller to the zero
of a ‘pressure’ function. We present an elementary, self-contained proof which bypasses
measure theory and the Thermodynamic Formalism to show that Bowen’s formula holds
for C1 conformal repellers. We consider time-dependent conformal repellers obtained as
invariant subsets for sequences of conformally expanding maps within a suitable class. We
show that Bowen’s formula generalizes to such a repeller and that if the sequence is picked
at random then the Hausdorff dimension of the repeller almost surely agrees with its upper
and lower Box dimensions and is given by a natural generalization of Bowen’s formula. For a
random uniformly hyperbolic Julia set on the Riemann sphere we show that if the family of
maps and the probability law depend real-analytically on parameters then so does its almost
sure Hausdorff dimension.
1 Random Julia sets and their dimensions
Let (U, dU ) be an open, connected subset of the Riemann sphere avoiding at least three points
and equipped with a hyperbolic metric. Let K ⊂ U be a compact subset. We denote by E(K,U)
the space of unramified conformal covering maps, f : Df → U , with the requirement that the
covering domain Df ⊂ K. Denote by Df : Df → R+ the conformal derivative of f , see equation
(2.4), and by ‖Df‖ = supf−1K Df the maximal value of this derivative over the set f−1K. Let
F = (fn) ⊂ E(K,U) be a sequence of such maps. The intersection
J(F) =
⋂
n≥1
f−11 ◦ · · · ◦ f−1n (U) (1.1)
defines a uniformly hyperbolic Julia set for the sequence F . Let (Υ, ν) be a probability space
and let ω ∈ Υ→ fω ∈ E(K,U) be a measurable map. Suppose that the elements in the sequence
F are picked independently, according to the law ν. Then J(F) becomes a random ‘variable’.
Our main objective is to establish the following
Theorem 1.1
I. Suppose that E(log ‖Dfω‖) < ∞. Then the Hausdorff dimension of J(F) equals almost
surely its upper and lower box dimensions and is given by a generalization of Bowen’s formula.
II. Suppose in addition that: (a) The family of maps (fω)ω∈Υ and the probability measure,
ν, depend uniformly real-analytically on complex parameters. (b) For any local inverse f−1ω ,
logDfω ◦ f−1ω is uniformly Lipschitz in parameters and in ω ∈ Υ. (c) The condition number,
‖Dfω‖ · ‖1/Dfω‖, is uniformly bounded in parameters and in ω ∈ Υ. Then the almost sure
Hausdorff dimension depends real-analytically on the parameters (for more precise definitions
see section 6).
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Example 1.2 Let a ∈ C and r ≥ 0 be such that |a| + r < 14 . Suppose that cn ∈ C, n ∈ N are
i.i.d. random variables uniformly distributed in the closed disk B(a, r) and that Nn, n ∈ N are
i.i.d. random variables distributed according to a Poisson law of parameter λ ≥ 0. We consider
the sequence of maps, F = (fn)n∈N, given by
fn(z) = z
Nn+2 + cn. (1.2)
An associated ‘random’ Julia set may be defined through
J(F) = ∂ {z ∈ C : fn ◦ · · · ◦ f1(z)→∞} (1.3)
As shown in section 6 the family verifies all conditions for Theorem 1.1, part I and II. The
random Julia set therefore has the same almost sure Hausdorff and upper/lower box dimension
dim(J(F)) = d(a, r, λ) which in addition depends real-analytically upon a, r and λ. Note that
the sequence of degrees, (Nn)n∈N, almost surely is unbounded when λ > 0.
Rufus Bowen, one of the founders of the Thermodynamic Formalism (henceforth abbreviated
TF), saw more than twenty years ago [Bow79] a natural connection between the geometric
properties of a conformal repeller and the TF for the map(s) generating this repeller. The
Hausdorff dimension dimH(Λ) of a smooth and compact conformal repeller (Λ, f) is precisely the
unique zero scrit of a ‘pressure’ function P (s,Λ, f) having its origin in the TF. This relationship
is now known as ‘Bowen’s formula’. The original proof by Bowen [Bow79] was in the context
of Kleinian groups and involved a finite Markov partition and uniformly expanding conformal
maps. Using TF he constructed a finite Gibbs measure of zero ‘conformal pressure’ and showed
that this measure is equivalent to the scrit-dimensional Hausdorff measure of Λ. The conclusion
then follows.
Bowen’s formula apply in many other cases. For example, when dealing with expanding
‘Markov maps’ the Markov partition need not be finite and one may eventually have a neutral
fixed point in the repeller [Urb96, SSU01]. One may also relax on smoothness of the maps
involved. Barreira [Bar96] and also Gatzouras and Peres [GP97] were able to demonstrate that
Bowen’s formula holds for classes of C1 repellers. A priori, the classical TF does not apply in
this setup. Gatzouras and Peres circumvene the problem by using an approximation argument
and then apply the classical theory. Barreira, following the approach of Pesin [Pes88], defines
the Hausdorff dimension as a Caratheodory dimension characteristic. By extending the TF itself
Barreira goes closer to the core of the problem and may also consider maps somewhat beyond
the C1 case mentioned. The proofs are, however, fairly involved and do not generalize easily
neither to a random set-up nor to a study of parameter-dependency.
In [Rue82], Ruelle showed that the Hausdorff dimension of the Julia set of a uniformly hy-
perbolic rational map depends real-analytically on parameters. The original approach of Ruelle
was indirect, using dynamical zeta-functions, [Rue76]. Other later proofs are based on holomor-
phic motions, (see e.g. Zinsmeister [Zin99] and references therein). In either case it is difficult
to adapt the proofs to a time-dependent and/or random set-up because the methods do not
give sufficiently uniform bounds. In another context, Furstenberg and Kesten, [FK60], had
shown, under a condition of log-integrability, that a random product of matrices has a unique
almost sure characteristic exponent. Ruelle, in [Rue79], required in addition that the matrices
contracted uniformly a positive cone and satisfied a compactness and continuity condition with
respect to the underlying propability space. He showed that under these conditions if the family
of postive random matrices depends real-analytically on parameters then so does the almost
sure characteristic exponent of their product. He did not, however, allow the probability law to
depend on parameters. We note here that if the matrices contract uniformly a positive cone, the
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topological conditions in [Rue79] may be replaced by the weaker condition of measurablity +
log-integrability. We also mention the more recent paper, [Rue97], of Ruelle. It is in spirit close
to [Rue79] (not so obvious at first sight) but provides a more global and far more elegant point
of view to the question of parameter-dependency. It has been an invaluable source of inspiration
to our work.
In this article we depart from the traditional path stuck out by TF. In Part I we present
a proof of Bowen’s formula, Theorem 2.1, for a C1 conformal repeller which bypasses measure
theory and most of the TF. Measure theory can be avoided essentially because Λ is compact and
the only element remaining from TF is a family of transfer operators which encodes geometric
informations into analytic ones. Our proof is short and elementary and releases us from some of
the smoothness conditions imposed by TF. An elementary proof of Bowen’s formula should be
of interest in its own, at least in the author’s opinion. It generalizes, however, also to situations
where a ‘standard’ approach either fails or manages only with great difficulties. We consider
classes of time-dependent conformal repellers. By picking a sequence of maps within a suitable
equi-conformal class one may study the associated time-dependent repeller. Under the assump-
tion of uniform equi-expansion and equi-mixing and a technical assumption of sub-exponential
‘growth’ of the involved sequences we show, Theorem 3.7, that the Hausdorff and Box Dimen-
sions are bounded within the unique zeros of a lower and an upper conformal pressure. Similar
results were found by Barreira [Bar96, Theorem 2.1 and 3.8]. When it comes to random confor-
mal repellers, however, the approach of Pesin and Barreira seems difficult to generalize. Kifer
[Kif96] and later, also Bogenshutz and Ochs [BO99], using time-dependent TF and Martingale
arguments, considered random conformal repellers for certain classes of transformations, but
under the smoothness restriction imposed by TF. In Theorem 4.4, a straight-forward applica-
tion of Kingmans sub-ergodic Theorem, [King68], allows us to deal with such cases without such
restrictions. In addition we obtain very general formulae for the parameter-dependency of the
Hausdorff dimension.
Part II is devoted to Random Julia sets on hyperbolic subsets of the Riemann sphere. Here
statements and hypotheses attain much more elegant forms, cf. Theorem 1.1 and Example 1.2
above. Straight-forward Koebe estimates enables us to apply Theorem 4.4 to deduce Theorem
5.3 which in turn yields Theorem 1.1, part (I). The parameter dependency is, however, more
subtle. The central ideas are then the following:
(1) We introduce a ‘mirror embedding’ of our hyperbolic subset and then a related family of
transfer operators and cones which a natural (real-)analytic structure.
(2) We compute the pressure function as a hyperbolic fixed point of a holomorphic map acting
upon the cone-family. When the family of maps depends real-analytically on parameters,
then the real-analytically dependency of the dimensions, Theorem 6.22, follows from an
implicit function theorem.
(3) The above mentioned fixed point is hyperbolic. This implies an exponential decay of the
fixed point with ‘time’ and allow us to treat a real-analytic parameter dependency with
respect to the underlying probability law. This concludes the proof of Theorem 1.1.
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2 Part I: C1 conformal repellers and Bowen’s formula
Let (Λ, d) be a non-empty compact metric space without isolated points and let f : Λ → Λ be
a continuous surjective map. Throughout Part I we will write interchangeably fx or f(x) for a
map f applied to a point x. We say that f is C1 conformal at x ∈ Λ iff the following double
limit exists :
Dfx = lim
u 6=v→x
d(fu, fv)
d(u, v)
. (2.4)
The limit is called the conformal derivative of f at x. The map f is said to be C1 conformal on
Λ if it is so at every point of Λ. A point x ∈ Λ is said to be critical if ax = 0.
The product Df
(n)
x = Dffn−1x · · ·Dfx along the orbit of x is the conformal derivative for
the n’th iterate of f . The map is said to be uniformly expanding if there are constants C > 0,
β > 1 for which Df
(n)
x ≥ Cβn for all x ∈ Λ and n ∈ N. We say that (Λ, f) is a C1 conformal
repeller if
(C1) f is C1 conformal on Λ.
(C2) f is uniformly expanding.
(C3) f is an open mapping.
For s ∈ R we define the dynamical pressure of the s-th power of the conformal derivative by
the formula:
P (s,Λ, f) = lim inf
n
1
n
log sup
y∈Λ
∑
x∈Λ:fnx=y
(
Df (n)x
)−s
. (2.5)
We then have the following
Theorem 2.1 (Bowen’s formula) [Bow79, Rue82, Fal89, Bar96, GP97] Let (Λ, f) be a C1
conformal repeller. Then, the Hausdorff dimension of Λ coincides with its upper and lower box
dimensions and is given as the unique zero of the pressure function P (s,Λ, f).
For clarity of the proof we will here impose the additional assumption of strong mixing. We
have delegated to Appendix A a sketch of how to remove this restriction. We have chosen to
do so because (1) the proof is really much more elegant and (2) there seems to be no natural
generalisation when dealing with the time-dependent case (apart from trivialities).
More precisely, to any given δ > 0 we assume that there is an integer n0 = n0(δ) < ∞
(denoted the δ-covering time for the repeller) such that for every x ∈ Λ :
(C4)
fn0B(x, δ) = Λ. (2.6)
For the rest of this section, (Λ, f) will be assumed to be a strongly mixing C1 conformal repeller,
thus verifying (C1)-(C4).
Recall that a countable family {Un}n∈N of open sets is a δ-cover(Λ) if diam Un < δ for all n
and their union contains (here equals) Λ. For s ≥ 0 we set
Mδ(s,Λ) = inf
{∑
n
(diam Un)
s : {Un}n∈N is a δ−cover(Λ)
}
∈ [0,+∞]
4
Then M(s,Λ) = limδ→0Mδ(s,Λ) ∈ [0,+∞] exists and is called the s-dimensional Hausdorff
measure of Λ. The Hausdorff dimension is the unique critical value scrit = dimHΛ ∈ [0,∞] such
that M(s,Λ) = 0 for s > scrit and M(s,Λ) =∞ for s < scrit. The Hausdorff measure is said to
be finite if 0 < M(scrit,Λ) <∞.
Alternatively we may replace the condition on the covering sets by considering finite covers
by open balls B(x, δ) of fixed radii δ > 0. Then the limit as δ → 0 of Mδ(s,Λ) need not exist so
we replace it by taking lim sup and lim inf. We then obtain the upper, respectively the lower
s-dimensional Box ‘measure’. The upper and lower Box Dimensions, dimBΛ and dimBΛ, are
the corresponding critical values. It is immediate that
0 ≤ dimHΛ ≤ dimBΛ ≤ dimBΛ ≤ +∞
Remarks 2.2
1. Let J(f) denote the Julia set of a uniformly hyperbolic rational map f of the Riemann
sphere. There is an open (hyperbolic) neighborhood U of J(f) such that V = f−1U is
compactly contained in U and such that f has no critical points in V . Writing d for the
hyperbolic metric on U one verifies that (J(f), f) is a C1 conformal repeller.
2. Let X be a C1 Riemannian manifold without boundaries and let f : X → X be a C1 map.
It is an exercise in Riemannian geometry to see that f is uniformly conformal at x ∈ X iff
f∗x : TxX → TfxX is a conformal map of tangent spaces and in that case, Dfx = ‖f∗x‖.
When dim X < ∞ condition (C3) follows from (C1)-(C2). We note also that being C1
(the double limit in equation 2.4) rather than just differentiable is important.
2.1 Geometric bounds
We will first establish sub-exponential geometric bounds for iterates of the map f . In the
following we say that a sequence (bn)n∈N of positive real numbers is sub-exponential or of
sub-exponential growth if limn
n
√
bn = 1. For notational convenience we will also assume that
Dfx ≥ β > 1 for all x ∈ Λ. This may always be achieved in the present set-up by considering a
high enough iterate of the map f , possibly redefining β.
Define the divided difference,
f [u, v] =
{
d(fu,fv)
d(u,v) u 6= v ∈ Λ,
Dfu u = v ∈ Λ.
(2.7)
Our hypothesis on f implies that f [·, ·] is continuous on the compact set Λ×Λ and not smaller
than β > 1 on the diagonal of the product set. We let ‖Df‖ = supu∈ΛDfu < +∞ denote the
maximal conformal derivative on the repeller.
Choose 1 < λ0 < β. Uniform continuity and openness of the map f show that we may find
δf > 0 and λ1 < +∞ such that
(C2’) λ0 ≤ f [u, v] ≤ λ1 whenever d(u, v) < δf .
(C3’) B(fx, δf ) ⊂ fB(x, δf ), for all x ∈ Λ.
The constant δf gives a scale below which the map f is injective, uniformly expanding and
(locally) onto. In the following we will assume that values of δf > 0, λ0 > 1 and λ1 < +∞ have
been found so as to satisfy conditions (C2’) and (C3’).
5
We define the distortion of f at x ∈ Λ and for r > 0 as follows:
ǫf (x, r) = sup{ log f [u1, u2]
f [u3, u4]
: all ui ∈ B(x, δf ) ∩ f−1B(fx, r)}. (2.8)
This quantity tends to zero as r → 0+ uniformly in x ∈ Λ (same compactness and continuity as
before). Thus,
ǫ(r) = sup
x∈Λ
ǫf (x, r)
tends to zero as r→ 0+. When x ∈ Λ and the ui’s are as in (2.8) then also:∣∣∣∣log f [u1, u2]Dfu3
∣∣∣∣ ≤ ǫ(r) and ∣∣∣∣log Dfu1Dfu2
∣∣∣∣ ≤ ǫ(r). (2.9)
For n ≥ N we define the n-th ‘Bowen ball’ around x ∈ Λ,
Bn(x) ≡ Bn(x, δf , f) = {u ∈ Λ : d(fkx , fku ) < δf , 0 ≤ k ≤ n}.
We say that u is n-close to x ∈ Λ if u ∈ Bn(x). The Bowen balls act as ‘reference’ balls, getting
uniformly smaller with increasing n. In particular, diam Bn(x) ≤ 2 δf λ−n0 , i.e. tends to zero
exponentially fast with n. We also see that for each x ∈ Λ and n ≥ 0 the map,
f : Bn+1(x)→ Bn(fx),
is a uniformly expanding homeomorphism.
Expansiveness of the map f means that closeby points may follow very different future
trajectories. Our assumptions assure, however, that closeby points have very similar backwards
histories. The following two Lemmas emphasize this point :
Lemma 2.3 [Pairing] For each y,w ∈ Λ with d(y,w) ≤ δf and for every n ∈ N the sets
f−n{y} and f−n{z} may be paired uniquely into pairs of n-close points.
Proof: Take x ∈ f−n{y}. The map fn : Bn(x) → B0(fnx ) = B(y, δf ) is a homeomorphism.
Thus there is a unique point u ∈ f−n{z} ∩ Bn(x). By construction, x ∈ Bn(u) iff u ∈ Bn(x).
Therefore x ∈ f−n{y}∩Bn(u) is the unique pre-image of y in the n-th Bowen ball around u and
we obtain the desired pairing.
Lemma 2.4 [Sub-exponential Distortion] There is a sub-exponential sequence, (cn)n∈N,
such that for any two points z, u which are n-close to x ∈ Λ (x 6= u)
1
cn
≤ d(f
n
u , f
n
x )
d(u, x) Df
(n)
z
≤ cn and 1
cn
≤ Df
(n)
x
Df
(n)
z
≤ cn
Proof: For all 1 ≤ k ≤ n we have that fku ∈ Bn−k(fkx ). Therefore, d(fku , fkx ) < δfλk−n0 and
the distortion bound (2.9) implies that
| log d(f
n
u , f
n
x )
d(u, x) Df
(n)
z
| ≤ ǫ(δf ) + ǫ(δfλ−10 ) + · · ·+ ǫ(δfλ1−n0 ) ≡ log cn.
Since limr→0 ǫ(r) = 0 it follows that
1
n log cn → 0, whence that the sequence (cn)n∈N is of sub-
exponential growth. This yields the first inequality and the second is proved e.g. by taking the
limit u→ x.
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Remarks 2.5 When K =
∫ λ0δf
0 ǫ(t)/t dt < +∞ one verifies that the distortion stays uniformly
bounded, i.e. that cn ≤ K/(λ0 − 1) <∞ uniformly in n. This is the case, e.g. when ǫ is Ho¨lder
continuous at zero.
2.2 Transfer operators
Let M(Λ) denote the Banach space of bounded real valued functions on Λ equipped with the
sup-norm. We denote by χ
U
the characteristic function of a subset U ⊂ Λ and we write 1 = χΛ
for the constant function 1(x) = 1, ∀x ∈ Λ. For φ ∈ M(Λ) and s ≥ 0 we define the positive
linear transfer1 operator
(Lsφ)y ≡ (Ls,fφ)y ≡
∑
x∈Λ:fx=y
(Dfx)
−s φx, y ∈ Λ.
Since Λ has a finite δf -cover and Df is bounded these operators are necessarily bounded. The
n’th iterate of the operator Ls is given by
(Lnsφ)y =
∑
x∈Λ:fnx=y
(Dfnx )
−s φx.
It is of importance to obtain bounds for the action of Ls upon the constant function. More
precisely, for s ≥ 0 we denote
Mn(s) ≡ sup
y∈Λ
Lns1(y) and mn(s) ≡ inf
y∈Λ
Lns1(y). (2.10)
We then define the lower, respectively the upper pressure through
−∞ ≤ P (s) ≡ lim inf
n
1
n
logmn(s) ≤ P (s) ≡ lim sup
n
1
n
logMn(s) ≤ +∞.
Lemma 2.6 [Operator bounds] For each s ≥ 0, the upper and lower pressures agree and
are finite. We write P (s) ≡ P (s) = P (s) ∈ R. for the common value. The function P (s) is
continuous, strictly decreasing and has a unique zero, scrit ≥ 0.
Proof: Fix s ≥ 0. Since the operator is positive, the sequences Mn = Mn(s) and mn = mn(s),
n ∈ N are sub-multiplicative and super-multiplicative, respectively. Thus,
mkmn−k ≤ mn ≤Mn ≤MkMn−k, ∀0 ≤ k ≤ n. (2.11)
This implies convergence of both n
√
Mn and n
√
mn, the limit of the former sequence being the
spectral radius of Ls acting upon M(Λ). Let us sketch a standard proof for the first sequence:
Fixing k ≥ 1 we write n = pk+ r with 0 ≤ r < k. Since k is fixed, lim supnmax0≤r<k n
√
Mr = 1.
But then lim supn
n
√
Mn = lim supp
pk
√
Mpk ≤ k
√
Mk. Taking lim inf (with respect to k) on
the right hand side we conclude that the limit exists. A similar proof works for the sequence
(mn)n∈N. Both limits are non-zero (≥ m1 > 0) and finite (≤ M1 < ∞). We need to show that
the ratio Mn/mn is of sub-exponential growth.
Consider w, z ∈ Λ with d(w, z) < δf and n > 0. The Pairing Lemma shows that we may pair
the pre-images f−n{w} and f−n{z} into pairs of n-close points, say (wα, zα)α∈In over a finite
1The ‘transfer’-terminology, inherited from statistical mechanics, refers here to the ‘transfer’ of the encoded
geometric information at a small scale to a larger scale, using the dynamics of the map, f .
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index set In, possibly depending on the pair (w, z). Applying the second distortion bound in
Lemma 2.4 to each pair yields
Lns 1(z) ≥
(
1
cn
)s
Lns 1(w). (2.12)
Choose w ∈ Λ such that Lns 1(w) ≥ Mn/2. Given an arbitrary y ∈ Λ our strong mixing
assumption (C4) implies that the set B(w, δf ) ∩ f−n0{y} contains at least one point. Using
(2.12) we obtain
Ln+n0s 1(y) =
∑
z:f
n0
z =y
(Dfn0z )
−s Lns 1(z) ≥ (‖Df‖n0cn)−s
Mn
2
.
Thus,
mn+n0 ≥ (‖Df‖n0cn)−sMn/2 (2.13)
and since cn is of sub-exponential growth then so isMn/mn+n0 and therefore alsoMn+n0/mn+n0 ≤
Mn0Mn/mn+n0 .
The functions s log β + P (s) and s log ‖Df‖ + P (s) are non-increasing and non-decreasing,
respectively. Also 0 ≤ P (0) < +∞. It follows that s 7→ P (s) is continuous and that P has a
unique zero scrit ≥ 0.
Remarks 2.7 Super- and sub-multiplicativity (2.11) imply the bounds2
mn(s) ≤ enP (s) ≤Mn(s), n ∈ N.
Clearly, if the distortion cn is uniformly bounded then so is the ratio, Mn/mn ≤ K(s) <∞.
To prove Theorem 2.1 it suffices to show that scrit ≤ dimH(Λ) and dimB(Λ) ≤ scrit.
2.3 dimH(Λ)≥ scrit
Let U ⊂ Λ be an open non-empty subset of diameter not exceeding δf . We will iterate U by f
until the size of fkU becomes ‘large’ compared to δf . As long as f
k stays injective on U the set
{z ∈ U : fkz = y} contains at most one element for any y ∈ Λ. Therefore, for such k-values
(LksχU )(y) ≤ sup
z∈U
(
Dfkz
)−s
, ∀ y ∈ Λ. (2.14)
Choose x = x(U) ∈ U and let k = k(U) ≥ 0 be the largest positive integer for which U ⊂ Bk(x).
In other words :
(a) d(f lx, f
l
u) < δf for 0 ≤ l ≤ k and all u ∈ U ,
(b) d(fk+1x , f
k+1
u ) ≥ δf for some u ∈ U .
k(U) is finite because U ∩Λ contains at least two distinct points which are going to be separated
when iterating. Because of (a) fk is injective on U so that (2.14) applies. On the other hand, (a)
and (b) implies that there is u ∈ U for which δf ≤ d(fk+1x , fk+1u ) ≤ λ1(f)d(fku , fkx ) where λ1(f)
2Such bounds are useful in applications as they yield computable rigorous bounds for the dimensions.
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was the maximal dilation of f on δf -separated points. Our sub-exponential distortion estimate
shows that for any z ∈ U ,
δf/λ1(f)
diam U
1
Dfkz
≤ d(f
k
u , f
k
x )
d(u, x)
1
Dfkz
≤ ck.
Inserting this in (2.14) and using the definition of mn(s) we see that for any y ∈ Λ,
(LksχU )(y) ≤ (diam U)s (
λ1(f)ck
δf
)s 1 ≤ (diam U)s
[
(
λ1(f)ck
δf
)s
1
mk(s)
]
Lks1. (2.15)
Choosing now 0 < s < scrit, the sequence mk(s) tends exponentially fast to infinity [when
scrit = 0 there is nothing to show]. Since the sequence ((ck)
s)k∈N is sub-exponential the factor
in square-brackets is uniformly bounded in k, say by γ1(s) <∞ (independent of U). Positivity
of the operator implies that for any n ≥ k(U)
LnsχU ≤ γ1(s) (diam U)s Lns1.
If (Uα)α∈N is an open δf -cover of the compact set Λ then it has a finite sub-cover, say
Λ ⊂ Uα1 ∪ . . . ∪ Uαm . Taking now n = max{k(Uα1), . . . , k(Uαm)} we obtain
Lns1 ≤
m∑
i=1
LnsχUαi ≤ γ1(s)
m∑
i=1
(diam Uαi)
s Lns1 ≤ γ1(s)
∑
α
(diam Uα)
s Lns1. (2.16)
This equation shows that
∑
α(diam Uα)
s is bounded uniformly from below by 1/γ1(s) > 0.
The Hausdorff dimension of Λ is then not smaller than s, whence not smaller than scrit.
2.4 dimBΛ ≤ scrit
Fix 0 < r < δf and let x ∈ Λ. This time we wish to iterate a ball U = B(x, r) until it has a ‘large’
interior and contains a ball of size δf . This may, however, not be good enough (cf. Figure 2.4).
We also need to control the distortion. Again these two goals combine nicely when considering
the sequence of Bowen balls, Bk ≡ Bk(x), k ≥ 0. It forms a sequence of neighborhoods of x,
shrinking to {x}. Hence, there is a smallest integer k = k(x, r) ≥ 1 such that Bk ⊂ U . fk maps
Bk homeomorphically onto B0(f
k
x ) = B(f
k
x , δf ) and positivity of Ls shows that
LksχU ≥ LksχBk ≥ inf
z∈Bk
(
Dfkz
)−s
χB(fkx ,δf ).
By assumption Bk−1 6⊂ U so there must be a point y ∈ Bk−1 with d(y, x) ≥ r. As y is
(k − 1)-close to x our distortion estimate shows that for any z ∈ Bk(x) ⊂ Bk−1(x),
δf
r
‖Df‖
Dfk(z)
>
d(fk−1y , f
k−1
x )
d(y, x)
1
Dfk−1(z)
≥ 1
ck−1
.
Therefore,
LksχU ≥ rs(δf ck−1‖Df‖)−sχB(fkx ,δf ).
If we iterate another n0 = n0(δf ) times then f
n0B(fkx , δf ) covers all of Λ due to mixing and
using the definition of Mn(s),
Lk+n0s χU ≥ rs(δf ck−1‖Df‖1+n0)−s1 ≥ (4r)s
[
(4‖Df‖1+n0δf ck−1)−s
Mk+n0(s)
]
Lk+n0s 1.
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Bl
f  (x)l
f  (U)
Figure 1: An iterate f l(U) which covers B = B(f l(x), δf ) but not in the ‘right’ way.
When s > scrit, Mk+n0(s) tends expontially fast to zero. As the rest is sub-exponential, the
quantity in the square brackets is uniformly bounded from below by some γ2(s) > 0. Using the
positivity of the operator we see that
LnsχU ≥ γ2(s)(4r)sLns1, (2.17)
whenever n ≥ k(x, r) + n0.
Now, let x1, . . . , xN be a finite maximal 2r separated set in Λ. Thus, the balls {B(xi, 2r)}i=1,...,N
cover Λ whereas the balls {B(xi, r)}i=1,...,N are mutually disjoint. For n ≥ maxi k(xi, r) + n0,
Lns1 ≥
∑
i
LnsχB(xi,r) ≥ γ2(s) N(4r)sLns1.
We have deduced the bound
N∑
i=1
(diam B(xi, 2r))
s ≤ 1/γ2(s)
which shows that dimBΛ does not exceed s, whence not scrit. We have proven Theorem 2.1 in
the case of a strongly mixing repeller and refer to Appendix A for the extension to the general
case.
Corollary 2.8 If
∫ λ0δf
0 ǫ(t)/t dt < +∞ and the repeller is strongly mixing (cf. Remark A.1) then
the Hausdorff measure is finite and comprised between 1/γ1(scrit) > 0 and 1/γ2(scrit) < +∞.
Proof: The hypothesis implies that for fixed s the sequences (cn(s))n and Mn(s)/mn(s) in the
sub-exponential distortion and operator bounds, respectively, are both uniformly bounded in n
(Remarks 2.5 and 2.7). All the (finite) estimates may then be carried out at s = scrit and the
conclusion follows. (Note that no measure theory was used to reach this conclusion).
10
3 Time dependent conformal repellers
Let (K, d) denote a complete metric space without isolated points and let ∆ > 0 be such that
K is covered by a finite number, say N∆ balls of size ∆. To avoid certain pathologies we will
also assume that (K, d) is ∆-homogeneous, i.e. that there is a constant 0 < δ < ∆ such that for
any y ∈ K,
B(y,∆) \B(y, δ) 6= ∅. (3.18)
For example, if K is connected or consists of a finite number of connected components then K
is ∆-homogeneous.
Let β > 1 and let ǫ : [0,∆] → [0,+∞[ be an ǫ-function, i.e. a continuous function with
ǫ(0) = 0. Consider the class E = E(∆, β, ǫ) of maps f where
f : Ωf → K
is a C1-conformal unramified covering map of finite maximal degree, domax(f) = maxy∈K deg(f ; y) ∈
N, from a non-empty (not necessarily connected) domain, Ωf ⊂ K, onto K, subject to the fol-
lowing ‘equi-uniform’ requirements: There are constants δ(f) > 0, λ1(f) < +∞ and a function
δf : x ∈ Ωf → [δ(f),∆] ⊂ R+ such that :
Assumption 3.1
(T0) For all distinct x, x′ ∈ f−1{y} (with y ∈ K) the balls B(x, δf (x)) and B(x′, δf (x′)) are
disjoint, (local injectivity),
(T1) For all x ∈ Ωf : B(fx,∆) ⊂ f(B(x, δf (x)) ∩Ωf )), (openness),
(T2) β ≤ f [u, x] ≤ λ1(f), ∀ u, x ∈ Ωf : d(u, x) < δf (x), (dilation) and
(T3) For all x ∈ Ωf : ǫf (x, r) ≤ ǫ(r), ∀ 0 < r ≤ ∆, (distortion).
Here, f [·, ·] is the divided difference from equation (2.7) and the distortion, a restricted
version of equation (2.8), for x ∈ Ωf , r > 0, is given by
ǫf (x, r) = sup{ | log f [u1, x]
Df(u2)
| : u1, u2 ∈ B(x, δf (x)) ∩ f−1B(fx, r)}. (3.19)
We tacitly understand by writing f−1(y) that we are looking at the pre-images of y ∈ K within
Ωf , i.e. where the map is defined. We also write ‖Df‖ for the supremum of the conformal
derivative of f over its domain of definition, Ωf . By (T2) and setting u = x, we also see that
β ≤ ‖Df‖ ≤ λ1(f).
When f ∈ E(∆, β, ǫ) and f(x) = y ∈ K then by ∆-homogeneity, (3.18), and property (T1),
there must be u ∈ B(x, δf (x)) with f(u) ∈ B(y,∆) \B(x, δ) (δ as in the above definition). By
the definition, equation (3.19), of the distortion it follows that
0 < κ ≡ δe−ǫ(∆) ≤ δf (x)Df(x), ∀x ∈ Ωf . (3.20)
In the following let F = (fk)k∈N ⊂ E(∆, β, ǫ) be a fixed sequence of such mappings and let
us fix δfk(x), δfk = infx∈Ωfk δfk(x) > 0 and λ1(fk) so as to satisfy conditions (T0)-(T3). For all
n ≥ 0 define :
Ωn(F) = f−11 ◦ · · · ◦ f−1n (K),
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and then
Λ(F) =
⋂
n≥1
Ωn(F).
Letting σ(F) = (fk+1)k∈N denote the shift of the sequence we set Λt = Λ(σt(F)), t ≥ 0. K
was assumed complete (though not necessarily compact) and each δ(fk) is strictly positive. It
follows then that each Λt is closed, whence complete. Each Λt also has finite open covers of
arbitrarily small diameters (obtained by pulling back a finite ∆-cover of K), whence each Λt is
compact and non-empty. Also ft(Λt−1) = Λt and we have obtained a time-dependent sequence
of compact conformal repellers :
Λ0
f1−→ Λ1 f2−→ Λ2 −→ · · ·
For t ≥ 0, k ≥ 1 we denote by f (k)t = ft+k ◦ · · · ◦ ft+1 the k’th iterated map from Ωk(σt(F)) onto
K (with f
(0)
t being the identity map on K). We write simply f
(k) ≡ f (k)0 : Ωk(F) → K for the
iterated map starting at time zero andDf (k)(x) for the conformal derivative of this iterated map.
For x ∈ Λ0 we write xj = f (j)(x), j ≥ 0 for its forward orbit (and similarly for u ∈ Λ0).
Using this notation we define the n’th Bowen ball around x:
Bn(x) = {u ∈ Λ0 : d(xj , uj) < δfj+1(xj), 0 ≤ j ≤ n}.
and then also the (n − 1,∆)-Bowen ball around x ∈ Λ0:
Bn−1,∆(x) = {u ∈ Bn−1(x) : d(xn, un) < ∆}.
Then f (n) : Bn−1,∆(x)→ B(f (n)(x),∆) is a uniformly expanding homeomorphism for all x ∈ Λ0,
When u ∈ Bn−1,∆(x) we say that u and x are (n−1,∆)-close. Our hypotheses imply that being
(n− 1,∆)-close is a reflexive relation (not so obvious when δf (x) depends on x) as is shown in
the proof of the following
Lemma 3.2 [Pairing] For n ∈ N, y,w ∈ K with d(y,w) ≤ ∆, the sets (f (n))−1{y} and
(f (n))−1{w} may be paired uniquely into pairs of (n− 1,∆)-close points.
Proof: Fix f = fn and let x ∈ f−1{y}. By (T1) fB(x, δf (x)) contains B(f(x),∆) ∋ w. By
(T2) there is a unique preimage z ∈ f−1{w} at a distance d(z, x) < δf (x) ≤ ∆ to x. We claim
that then also x ∈ B(z, δf (z)) (which makes the pairing unique and reflexive). If this were not
so then there must be x2 ∈ B(z, δf (z)) ∩ f−1{y} which by (T0) must verify: δf (x) > δf (z) >
d(x2, z) > δf (x2). Inductively one constructs disjoint sequences x1 = x, x2, . . . ∈ f−1{y},
z1 = z, z2, . . . ∈ f−1{w} for which δf (x1) > δf (z1) > δf (x2) > δf (z2) > · · · and this contradicts
finiteness of the degree of f . Returning to the sequence of mappings we obtain by recursion in
n the unique pairing.
Lemma 3.3 [Sub-exponential Distortion] There is a sub-exponential sequence, (cn)n∈N,
(depending on the equi-distortion function, ǫ, but not on the actual sequence of maps) such that
for any two points z, u 6= x which are (n − 1,∆)-close to an x ∈ Λ0
1
cn
≤ d(f
(n)(u), f (n)(x))
d(u, x) Df (n)(z)
≤ cn and 1
cn
≤ Df
(n)(x)
Df (n)(z)
≤ cn
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Proof: As in Lemma 2.4. More precisely, we have log cn = ǫ(∆)+ ǫ(∆/β) + · · ·+ ǫ(∆/βn−1).
For s ≥ 0, f ∈ E(∆, β, ǫ) we define as before a transfer operator Ls,f : M(K) →M(K) by
setting:
(Ls,fφ)(y) ≡
∑
x∈f−1{y}
(Df(x))−s φx, y ∈ K,φ ∈M(K). (3.21)
We write L
(n)
s = Ls,fn ◦ · · · ◦ Ls,f1 for the n’th iterated operator from M(K) to M(K).
We denote by 1 = χ
K
the constant function which equals one on K and as in (2.10) we define
(omiting the dependency on F in the notation) :
Mn(s) ≡ sup
y∈K
L(n)s 1(y) and mn(s) ≡ inf
y∈K
L(n)s 1(y),
and then the lower and upper s-conformal pressures :
−∞ ≤ P (s) ≡ lim inf
n
1
n
logmn(s) ≤ P (s) ≡ lim sup
n
1
n
logMn(s) ≤ +∞.
In general these limits need not be equal nor finite. Explicitly, we have e.g. the formula for the
lower pressure, similar to (2.5),
P (s) = lim inf
n
1
n
log inf
y∈K
∑
x∈(f(n))−1{y}
(
Df (n)x
)−s
.
We define the following lower and upper critical exponents with values in [0,+∞]:
scrit = sup{s ≥ 0 : P (s) > 0} and scrit = inf{s ≥ 0 : P (s) < 0}.
It will be necessary to make some additional assumptions on mixing and growth rates. For
our purposes the following suffices:
Assumption 3.4
(T4) There is n0 < ∞ such that the sequence (fk)k∈N is (n0,∆)-mixing, i.e. for any y ∈ K,
and t ≥ 0,
(f
(n0)
t )
−1{y} is ∆-dense in (f (n0)t )−1K.
(T5) The sequence (λ(fk))k∈N is sub-exponential, i.e.
lim
k
1
k
log λ(fk) = 0.
Lemma 3.5 Assuming (T0)-(T5) we have (the limits need not be finite):
P (s) = lim sup
1
n
mn(s) = lim sup
1
n
Mn(s)
P (s) = lim inf
1
n
mn(s) = lim inf
1
n
Mn(s)
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Proof: By a small modification (notably replacing δf by ∆) in the last half of the proof of the
Operator bounds - Lemma 2.6 - and making use of mixing (T4), we deduce similarly to (2.13)
that
mn+n0(s) ≥ (‖Dfn+1‖ · · · ‖Dfn+n0‖cn)−sMn(s)/2.
By Lemma 3.3 the sequence cn is sub-exponential. Due to (T5) and since n0 is fixed,Mn(s)/mn+n0(s)
is then of sub-exponential growth. Whether finite or not, the above lim inf’s and lim sup’s agree.
Lemma 3.6 Assuming (T0)-(T5) we have the following dichotomy: Either Λ0 is a finite set or
Λ0 is a perfect set.
Proof: Suppose that Λk is a singleton for some k (this happens iff the degrees of the sequence
of mappings is eventually one !). Then also Λn is a singleton for all n ≥ k and Λ0 is a finite set
because all the (preceeding) maps are of finite degree. Suppose instead that no Λk is reduced
to a singleton and let us take x ∈ Λ(F) as well as n ≥ n0. Let z ∈ Λn, z 6= f (n)(x). By
(T1),(T2) and (T4) z must have an n’th pre-image in Λ0 distinct from x and at a distance less
than βn0−n∆ to x. Thus, x is a point of accumulation of other points in Λ0.
We have the following (see [Bar96, Theorem 2.1 and 3.8] for similar results) :
Theorem 3.7 Let Λ0 denote the time-zero conformal repeller for a sequence of E(∆, β, ǫ)-maps,
(ft)t∈N, verifying conditions (T0)− (T5). Then we have the following inequalities (note that the
first is actually an equality), regarding dimensions of Λ0 = Λ(F),
scrit = dimHΛ0 ≤ dimBΛ0 ≤ dimBΛ0 ≤ scrit.
If, in addition lim 1n logmn(scrit) = 0 then scrit = scrit and all the above dimensions agree.
Proof: When Λ0 is a finite set it is easily seen that P (0) = 0 and then that scrit = scrit = 0
in agreement with our claim. In the following we assume that Λ0 has no isolated points.
(scrit ≤ dimHΛ0): Let U be an open subset intersecting Λ0 and of diameter not exceeding δf1 .
Choose x = x(U) ∈ U ∩Λ0 and take again k = k(U) ≥ 0 to be the largest integer (finite when Λ0
is without isolated points) such that U ⊂ Bk(x). Then there is u ∈ U\Bk+1(x) ⊂ Bk(x)\Bk+1(x)
for which we have δfk+2 ≤ d(xk+1, uk+1) ≤ λ1(fk+1)d(xk, uk). The bound (2.15) is replaced by
L(k)s χU ≤ (diamU)s
[(
λ1(fk+1)ck
δfk+2
)s 1
mk(s)
]
L(k)s 1.
By hypothesis (T5) λ1(fk) is a sub-exponential sequence. ∆-homogeneity, or more precisely the
bound (3.20), shows that δfk ≥ κ/λ1(fk) is also sub-exponential. If scrit = 0 there is nothing
to show. If 0 ≤ s < scrit then mk(s) tends to infinity exponentially fast and the factor in the
square bracket is uniformly bounded from above by a constant γ1(s) <∞. Now, let us take the
resctriction of the resulting inequality to the subset Λk. On the left hand side U is replaced by
its intersection with Λ0 and on the right L
(k)
s 1 is replaced by L
(k)
s χΛ0 (since (f
(k))−1Λk = Λ0):
L(k)s χU∩Λ0 ≤ γ1(s) (diamU)s L(k)s χΛ0 .
We may then repeat the argument from section 2.3 to conclude that dimHΛ0 ≥ scrit.
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(scrit ≥ dimHΛ0): To obtain this converse inequality, we will use a standard trick which
amounts to construct explicit covers of small diameter and give bounds for their Hausdorff
measure.
By our initial assumption K has a finite ∆-cover {V1, . . . , VN∆}. Fix n ≥ 1 as well as
i ∈ {1, . . . , N∆}. Pick xi ∈ Vi and write (f (n))−1{xi} =
⋃
α∈Ii
{xi,α} over a finite index set Ii.
By the Pairing Lemma 3.2, we see that to each xi,α corresponds a pre-image Viα = (f
(n))−1Vi ∩
Bn−1,∆(xi,α) (the union over α yields a partition of (f
(n))−1Vi). Whence, by sub-exponential
distortion, Lemma 3.3,
diam Vi,α ≤ 2cn∆
Df
(n)
xi,α
.
Then, ∑
α
(diam Vi,α)
s ≤ (2cn∆)s(Lns1)(xi)
and consequently ∑
i,α
(diam Vi,α)
s ≤ [N∆(2cn∆)sMn(s)].
Let s > scrit. Then P (s) < 0 and there is a sub-sequence nk, k ∈ N for which mnk and, by
Lemma 3.5, also Mnk(s) tend exponentially fast to zero. For that sub-sequence the expression
in the square-brackets is uniformly bounded in nk. Since diam Vi,α ≤ 2cn∆ β−n which tends to
zero with n the family {Vi,α}nk exhibits covers of Λ0 of arbitrarily small diameter. This implies
that dimH(Λ) does not exceed s, whence not scrit.
(dimBΛ0 ≤ scrit): For the upper bound on the box dimensions, consider for 0 < r < δ(f1),
x ∈ Λ0 the ball U = B(x, r) and let k = k(x, r) ≥ 1 be the smallest integer such that Bk−1,∆(x) ⊂
U . Then there is y ∈ Bk−2,∆(x) \ U ⊃ Bk−2,∆(x) \Bk−1,∆(x). As in section 2.4 we deduce that
L(k)s χU ≥ rs(ck−1∆‖Dfk‖)−sχB(f(k)x ,∆).
Iterating another n0 times we will by hypothesis (T4) cover all of Λk+n0 . Reasoning as in section
2.4 it follows that
L(k+n0)s χU ≥ (4r)s
(4ck−1∆ n0∏
j=0
‖Dfk+j‖)−s 1
Mk+n0(s)
L(k+n0)s χΛ0
If s > scrit the sequence Mk(s) tends to zero exponentially fast. The sub-exponential bounds in
hypothesis (T5) imply that the factor in the brackets remains uniformly bounded from below.
We may proceed to conclude that dimBΛ does not exceed s, whence not scrit.
Finally, for the last assertion suppose that 1n logmn(scrit) = 0, i.e. the limit exists and equals
zero (cf. the Remark below). Then Lemma 3.5 shows that the lower and upper pressure agree
and therefore P (scrit) = P (scrit) = 0. Now, both pressure functions are strictly decreasing (be-
cause β > 1). Therefore, scrit = scrit and the conclusion follows.
Remarks 3.8 A Ho¨lder inequality (for fixed n) shows that s 7→ 1n logMn is convex in s. The
property of being convex is preserved when taking limsup (but in general not when taking liminf)
so that s 7→ P (s) is convex. Even when 1n log Mn(scrit) converges, however, it can happen that
the limit is +∞ for s < scrit. In that case convergence of 1n logMn(scrit) could be towards a
strictly negative number and scrit could turn out to be strictly smaller than scrit.
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4 Random conformal maps and parameter-dependency
The distortion function, ǫ, gives rise to a natural metric on E ≡ E(∆, β, ǫ). We assume in the
following that ǫ is extended to all of R+ and is a strictly increasing concave function (or else
replace it by an extension of its concave ‘hull’ and make it increasing). For f, f˜ ∈ E we set
dE(f, f˜) = +∞ if there is y ∈ K for which #f−1y 6= f˜−1y. Note that by pairing #f−1y is
locally constant. When the local degrees coincide everywhere we proceed as follows: For y ∈ K,
we let Πy denote the family of bijections, π : f
−1y → f˜−1y, and set
ρπ,x(f, f˜) = ǫ
(
β
β − 1d(x, π(x))
)
+
∣∣∣∣∣log Df˜ ◦ π(x)Df(x)
∣∣∣∣∣ .
The distance between f and f˜ is then defined as
dE(f, f˜) = sup
y∈K
inf
π∈Πy
sup
x∈f−1(y)
ρπ,x(f, f˜). (4.22)
Our hypotheses on ǫ imply that ρπ2◦π1,x(f1, f3) ≤ ρπ1,x(f1, f2) + ρπ2,π1(x)(f2, f3) from which we
deduce that dE fulfills a triangular inequality. It is then checked that indeed, dE defines a metric
on E .
Lemma 4.1 Let u ≤ ∆ and dE (f, f˜) ≤ ǫ(u). Then for all y, y˜ ∈ K with d(y, y˜) ≤ u there exists
a pairing (xα, x˜α), α ∈ J (some index set) of f−1(y) and f˜−1(y˜) for which ∀α ∈ J ,
d(xα, x˜α) ≤ u and
∣∣∣∣log Df(xα)Df˜(x˜α)
∣∣∣∣ ≤ 2ǫ(u).
Proof: Let x ∈ K and choose a bijection π : f−1(y)→ f˜−1(y) for which ǫ
(
β
β−1d(x, π(x))
)
≤ ǫ(u)
for all x ∈ f−1(y). Then d(x, π(x)) ≤ (1 − 1β )u, for all x ∈ f−1(y). Consider x ∈ f−1(y) and
x′ = π(x). As f˜B(x′, δf˜ (x
′)) ⊃ B(y,∆) ∋ y˜ there is a unique point x˜ ∈ B(x′, δf˜ (x′)) for
which y˜ = f˜(x˜). As the association (for fixed π), x 7→ x′ = π(x) 7→ x˜ is unique we have
obtained a pairing. By expansion of f˜ we have d(x′, x˜) ≤ d(y, y˜)/β ≤ u/β. Therefore also,
d(x, x˜) ≤ u(1− 1β )+ uβ = u as wanted. By definition of distortion we have | logDf˜(x′)/Df˜(x˜)| ≤
ǫ(d(y, y˜)) ≤ ǫ(u). Also, dE (f, f˜) ≤ ǫ(u) implies | logDf(x)/Df˜(x′)| ≤ ǫ(u) and the last claim
follows.
Given two sequences F = (fn)n∈N and F˜ = (fn)n∈N in E we define their distance (one could
here replace sup by lim-sup),
d∞(F , F˜ ) = sup
n
dE (fn, f˜n). (4.23)
Proposition 4.2 When d∞(F , F˜) ≤ r ≤ ǫ(∆) then:∣∣∣P (s,F)− P (s, F˜)∣∣∣ ≤ 2rs, s ≥ 0 and
(
1 +
2r
log β
)−1
≤ scrit(F)
scrit(F˜)
≤ 1 + 2r
log β
.
We have the same bounds for the upper pressures, P , and upper critical value, scrit.
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Proof: We perform a recursive pairing of pre-images at distances less than u, with ǫ(u) ≤ r.
By Lemma 4.1 for the bounds on the derivatives we obtain
1
k
∣∣∣∣∣∣log L
(k)
s,F1(y)
L
(k)
s,F˜
1(y)
∣∣∣∣∣∣ ≤ 2rs.
The first claim follows by taking a limit. For the second claim suppose that sc = scrit(F) < s˜c =
scrit(F˜). Since s 7→ P (s,F) + s log β is non-increasing (same for F˜) we have (s˜c − sc) log β ≤
P (s, F˜)− P (s,F) ≤ 2rs for all s˜c ≥ s ≥ sc. From this inequality the other bound follows.
We associate to the metric space (E , dE) its corresponding Borel σ-algebra and this allows
us to construct measurable maps into E . In the following, let (Ω, µ) be a probability space and
τ : Ω→ Ω a µ-ergodic transformation.
Definition 4.3 We write EΩ ≡ EΩ(∆, β, ǫ) for the space of measurable maps, f : ω ∈ (Ω, µ) 7→
fω ∈ (E , dE ), whose image is almost surely separable (i.e. the image of a subset of full measure
contains a countable dense set). Following standard conventions we say that the map is Bochner-
measurable.
We write Fω = (f τn−1ω)n∈N for the sequence of maps fibered at the orbit of ω ∈ Ω. Denote
by f
(n)
ω = f τn−1(ω) ◦ · · · ◦ fω the iterated map defined on the domain Ωn(Fω) = f−1ω ◦ f−1τ(ω) ◦ · · · ◦
f−1
τn−1(ω)
(K). The ‘random’ Julia set, as before, is the compact, non-empty intersection
J(Fω) =
⋂
n≥0
Ωn(Fω). (4.24)
Our assumptions imply that (f1, . . . , fn) ∈ En 7→ f−11 ◦ · · · ◦ f−1n (K) ⊂ K is continuous
when K is equipped with the Hausdorff topology for its non-empty subsets. It follows that
ω 7→ Ωn(Fω) is measurable. Uniform contraction implies that Ωn convergences exponentially
fast to J(Fω) in the Hausdorff topology, whence the ‘random’ conformal repeller, J(Fω) is (a.s.)
measurable for the Hausdorff σ-algebra.
Using the estimates from the previous Proposition, the function, (f1, . . . , fn) ∈ En 7→
Mn(s, (f1, . . . , fn)) is continuous. Almost sure separability of {fω : ω ∈ Ω} ⊂ E implies then that
ω 7→Mn(s,Fω) is measurable (with the standard Borel σ-algebra on the reals). For example, if
V1, V2 are open subsets of E , the pre-image of V1 × V2 by ω 7→ (fω, f τω) is f−1(V1) ∩ τ−1f−1(V2)
which is measurable. The function P (s,Fω), being a lim sup of measurable functions, is then
also measurable (and the same is true for mn and P ). We define the distance between f , f˜ ∈ EΩ
to be
dE,Ω(f , f˜) = µ-ess sup
ω
dE(fω, f˜ω) ∈ [0,+∞]. (4.25)
Theorem 4.4 Let τ be an ergodic transformation on (Ω, µ) and let f = (fω)ω∈Ω ∈ EΩ be
Bochner-measurable (Definition 4.3). We suppose that there is n0 <∞ such that almost surely
the sequence Fω = (f τn−1ω)n∈N is (n0,∆)-mixing (Condition (T4) in Assumption 3.4).
(a) Suppose that E log ‖Dfω‖ < +∞. [We say that the family is of bounded average loga-
rithmic dilation]. Then for any s ≥ 0 and µ-almost surely, the pressure function P (s,Fω) is
independent of ω. We write P (s, f) for this almost sure value. The various dimensions of the
random conformal repeller agree (a.s.) in value. Their common value is (a.s.) constant and
given by
dimΛ(Fω) = sup{s ≥ 0 : P (s, f ) > 0} ∈ [0,+∞].
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(b) The (a.s.) dimension is finite iff P (0, f ) < +∞ (this is the case, e.g. if E log domax(f) <
∞) and one has the estimate,
E log domin(f)
E log ‖Df‖ ≤ dimΛ(Fω) ≤
E log domax(f )
−E log ‖1/Df‖ .
(c) The mapping, f ∈ (EΩ, dE,Ω) 7→ dimΛ(Fω), is 2log β -Lipschitz (at distances ≤ ǫ(∆)).
Proof:
Write φ = φω = log ‖Dfω‖ ≥ 0 and similarly φ(n) = φ(n)ω = log ‖Df (n)ω ‖ ≥ 0. Then
φ(n) ≤ φ(k) + φ(n−k) ◦ τk, 0 < k < n and since φ is integrable we get by Kingman’s subergodic
Theorem, [King68], that the limit
lim
n
1
n
φ(n) ≥ 0
exists µ-almost surely. As a consequence,
lim
n
1
n
φ ◦ τn = lim n+ 1
n
1
n+ 1
φ(n+1) − 1
n
φ(n) = 0
µ-almost surely. Thus the sequence of maximal dilations is almost surely sub-exponential (Con-
dition (T5) of Assumption 3.4). Condition (T4) of that assumption is a.s. verified by the
hypotheses stated in our Theorem. It follows by Theorem 3.7 that the Hausdorff dimension of
the random repeller, Λ(Fω) a.s. is given by scrit(Fω). We wish to show that a.s. the value is
constant and that a.s. 1n logmn(scrit(Fω))→ 0 as n→∞.
We have the following bounds for the action of the transfer operator, Ls,f , upon a positive
function, φ > 0 :
domin(f)
‖Df‖s minφ ≤ Ls,fφ ≤ d
o
max(f) ‖
1
Df
‖s maxφ. (4.26)
Here, domax(f) and d
o
min(f) denotes the maximal, respectively, the minimal (local) degree of
the mapping f . From the lower bound we obtain in particular,
E logm1(s,Fω) ≥ E log domin(f )− sE log ‖Df‖ ≥ −sE log ‖Df‖.
The family, mn, is super-multiplicative, i.e. mn(s,Fω) ≥ mn−k(s,Fτkω)mk(s,Fω), for n, k ≥
0 and ω ∈ Ω. Writing logx x = max{0, log x}, x > 0, we have
E log+
1
m1(s,Fω) ≤ s E log ‖Df‖.
As the latter quantity is assumed finite, we may apply Kingman’s super-ergodic Theorem to mn
(i.e. the sub-ergodic Theorem to the sequence 1/mn), to deduce that the limit
1
n
lim logmn(s,Fω) ∈ (−∞,+∞]
exists µ-almost surely and is a.s. constant. We write P (s, f) for this a.s. limit. From the
expression for the operator and for fixed n and ω ∈ Ω, the sequence, ‖Df (n)ω ‖mn(s,Fω), is a
non-decreasing function of s. The same is then true for
1
n
log ‖Df (n)ω ‖+
1
n
logmn(s,Fω).
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Apply now Kingman’s sub-ergodic, respectively super-ergodic, Theorem to these two terms to
see that
sE log ‖Df‖+ P (s, f) ∈ (−∞,+∞]
is a non-decreasing function of s. It is seen in a similar way that
s log β + P (s, f) ∈ (−∞,+∞]
is non-increasing. These two bounds together with Theorem 3.7 imply that either (1) P (0, f ) =
∞, P (s, f) is infinite for all s ≥ 0 and scrit = +∞, or (2) P (0, f ) < +∞ in which case the func-
tion s 7→ P (s, f) is continuous, strictly decreasing and has a unique zero scrit. The additional
condition in Theorem 3.7 is thus satisfied and scrit therefore equals all of the various dimensions.
The estimate, (b), for the dimensions follows from (4.26) and taking averages as above. Finally,
(c) is a consequence of Proposition 4.2 and the fact that scrit a.s. equals the dimensions.
Example 4.5 Let K = {φ ∈ ℓ2(N) : ‖φ‖ ≤ 1} and denote by en, n ∈ N the canonical basis for
ℓ2(N). The domains Dn = Cl B(
2
3en,
1
6), n ∈ N maps conformally onto K by x 7→ 6(x − 23en).
To each n ∈ N we consider the conformal map, fn, of degree n, which maps D1 ∪ . . . ∪Dn onto
K by the above mappings. Finally let ν be a probability measure on N. Picking an i.i.d. sequence
of the mappings, fn, according to the distribution ν we obtain a conformal repeller for which all
dimensions almost surely agree. In this case we have equality in the estimates in Theorem 4.4
(b) so the a.s. common value for the dimensions is given by∑
n n ν(n)
log 6
.
Finiteness of the dimension thus depends on n having finite average or not, cf. also [DT01,
Example 2.1].
The Lipschitz continuity of the dimensions with respect to parameters is somewhat delu-
sive because it is with respect to our particular metric on E . In practice, when constructing
parametrized families of mappings it is really the modulus of continuity of Df , i.e. the ǫ-function
in E(K,∆, ǫ) that comes into play :
Example 4.6 We consider here just the case of one stationary map, f ∈ E. Let Tt, t ≥ 0
be a Lipschitz motion of Ωf . By this we mean that T
−1
t : Ωf → K, t ≥ 0, is a family of
conformal mappings with T0 = id, | logDT−1t (x)| ≤ t, x ∈ Ωf and supx∈K d(x, T−1t x) ≤ t. Let
ǫTt(r) denote the distortion function for Tt (which we may defined in the same way as for f
when r < ∆− t). A calculation then shows that for t small enough, ǫf◦Tt(r) ≤ ǫf (r) + ǫTt(r/β).
One also checks that dE (f ◦ Tt, f) ≤ 2ǫf (t) + ǫTt(t/β) + ct. By Theorem 4.4 (c), the mapping
t 7→ d(t) = dimHΛ(f ◦ Tt) for t small verifies
| log d(t)
d(0)
| ≤ 2
log β
(2ǫf (t) + ǫTt(
t
β
) + ct).
When Thermodynamic Formalism applies, in particular when a bit more smoothness is imposed,
a similar result could be deduced within the framework (and restrictions) of TF. I am, however,
not aware of any results published on this.
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Figure 2: An example of a covering map of degree 2 and its ‘inverse’ in the universal cover.
Cuts along the dotted lines become arcs in the lift. One fundamental domain is sketched in each
cover.
5 Part II: Random Julia sets and parameter dependency
Let U ⊂ Ĉ be an open non-empty connected subset of the Riemann sphere omitting at least three
points. We denote by (U, dU ) the set U equipped with a hyperbolic metric. As normalisation
we use ds = 2|dz|/(1−|z|2) on the unit disk D and the hereby induced metric for the hyperbolic
Riemann surface U (cf. Remark 5.1 below). In particular, we have for the unit disk and z ∈ D,
dD(0, z) = log
1 + |z|
1− |z| , |z| = tanh
dD(0, z)
2
.
We write B(u, r) ≡ BU (u, r) for the hyperbolic ball of radius r > 0 centered at u ∈ (U, dU ),
BD(t, r) for the similar hyperbolic ball in (D, dD) and BC(u, r) = {z ∈ C : |z − u| < r} for a
standard Euclidean ball in C.
Recall that when K ⊂ U is a compact subset the inclusion mapping (IntK, dIntK) →֒
(IntK, dU ) is a strict contraction [CG93, Theorem 4.2] by some factor β = β(K,U) > 1, de-
pending on K and U only. We consider the family E(K,U) of finite degree unramified conformal
covering maps
f : Df → U
for which the domain Df is a subset of the compact set K. We may assume without loss of
generality that K is the closure of its own interior. Our first goal is to show that such maps a
fortiori verify conditions (T0)-(T3) from the previous section, in which the set K is the same as
here and the metric d on K is the restriction of the hyperbolic metric dU to K.
Let ℓ = ℓ(K,U) > 0 be the infimum length of closed non-contractible curves (sometimes
called essential loops) intersecting K and let α = tanh(ℓ/4) ( ℓ = +∞ and α = 1 when U is
simply connected). We define constants
∆ = ∆(K,U) = log
1 + α/7
1− α/7 , ∆
′ = ∆′(K,U) = log
1 + α/2
1− α/2 (5.27)
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and for 0 ≤ r < ℓ/2 the ǫ-function
ǫℓ(r) = −6 log
(
1− tanh(r/2)
tanh(ℓ/4)
)
. (5.28)
One has : tanh ∆2 =
α
7 , tanh
∆′
2 =
α
2 , ∆ < ℓ/14, ∆
′ < ℓ/4 and ǫℓ(∆) = 6 log 7/6 < 1.
Remarks 5.1 We recall some facts about universal covering maps of Riemann surfaces: Let
φ : D → U be a universal conformal covering map of U . For x, y ∈ U their hyperbolic distance
are defined as dU (x, y) = min{dD(x̂, ŷ)} where the minimum is taken over lifts x̂ ∈ φ−1(x) and
ŷ ∈ φ−1(y) of x and y, respectively. If p, p′ ∈ φ−1(y) are two disctinct lifts of a point y ∈ K then
dD(p, p
′) ≥ ℓ. Otherwise the geodesic connecting p and p′ projects to a closed non-contractible
curve in U intersecting K and of length < ℓ, contradicting our definition of ℓ. For the same
reason, the map φ : BD(p, ℓ/2) → B(y, ℓ/2) must be a conformal bijection which preserves dis-
tances to y, i.e. if z ∈ BD(p, ℓ/2) then dD(z, p) = dU (φ(z), y) Note, however, that φ need not be
an isometry on the full disc, since two points in B(y, ℓ/2) \K may have lifts closer than their
lifts in BD(p, ℓ/2).
We have the following
Lemma 5.2 (Local Koebe Distortion) Let f ∈ E(K,U). Denote by ‖Df‖ the maximal
conformal derivative of f on the set f−1K. We define λ1(f) = 3‖Df‖. Let x ∈ Df ∩ f−1K and
set
δf (x) = min{log 5 + α/Df(x)
5− α/Df(x) ,∆}. (5.29)
Let also δf = min{log 5+α/‖Df‖5−α/‖Df‖ ,∆} > 0 be the minimum value of δf (x) over the compact set
Df ∩ f−1K. Then B(x, δf (x)) ⊂ Df and we have the following properties :
(0) If x′ 6= x is another pre-image of f(x) then B(x, δf (x)) and B(x′, δf (x′)) are disjoint.
(1) f is univalent on the hyperbolic disk B(x, δf (x)) and B(fx,∆) ⊂ fB(x, δf (x)).
(2) β ≤ f [u, x] ≤ λ1(f) for u ∈ B(x, δf (x)).
(3) If u, v ∈ B(x, δf (x)) and fu, fv ∈ B(fx, r) with 0 < r ≤ ∆ then∣∣∣∣log( d(fx, fu)d(x, u)Df(v)
)∣∣∣∣ ≤ ǫℓ(r). (5.30)
Proof: Let C be a connected component of Df ⊂ K and fix an x ∈ C for which y = f(x) ∈
K ⊂ U . Pick universal conformal covering maps, φx : D → U and φy : D → U for which
φx(0) = x and φy(0) = y. Let Ĉ = φ
−1
x C ⊂ D be the lift of the connected component C
containing x. The composed map, f ◦ φx : Ĉ → U is a conformal covering map of U . Since
φy : D→ U is a universal covering there is a unique, a fortiori conformal, map ψ = ψx,y : D→ Ĉ
such that ψy,x(0) = 0 and (cf. figure 5),
f ◦ φx ◦ ψx,y ≡ φy : D→ U.
By definition of the hyperbolic metric the conformal derivative of f at x is given by
λ ≡ Df(x) = 1/|ψ′(0)|.
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More generally, if u = φx ◦ ψ(z) ∈ C, z ∈ D then
Df(u) = 1/Dψ(z) =
1
|ψ′(z)|
1− |ψ(z)|2
1− |z|2 .
The value does not depend on the choices of covering maps because the conformal line element
ds = 2|dz|/(1 − |z|2) is invariant under conformal automorphisms of the unit disk (both in the
source and in the image).
The map ψ : (D, dD)→ (Ĉ, dĈ) is non-expanding [CG93, Theorem 4.1]. As mentioned above
the inclusion (Ĉ, d
Ĉ
) →֒ (Ĉ, dU ) is β−1-Lipschitz so the composed map ψ : (D, dD)→ (D, dD) is
also β−1-Lipschitz.
The map ψ need not, however, be univalent on all of D, because a non-contractible loop
in C may be contractible in U (as is the case in figure 5). On the other hand, the map φy :
BD(0, ℓ/2)→ B(y, ℓ/2) is a conformal bijection (Remark 5.1) so that
h = φx ◦ ψ ◦ φ−1y : B(y, ℓ/2)→ B(x, ℓ/(2β))
defines a local inverse of f . In particular, we see that ψ is univalent on the disk BD(0, ℓ/2) =
BC(0, α). The map, g : D→ C, given by
g(t) =
ψ(tα)
αψ′(0)
,
is therefore univalent and normalised so that g(0) = 0 and g′(0) = 1. The Koebe distortion
Theorem [CG93, Theorem 1.6] applied to g shows that if |z| < α then
1
(1 + |z|/α)2 ≤
∣∣∣∣λψ(z)z
∣∣∣∣ ≤ 1(1− |z|/α)2 ,
1− |z|/α
(1 + |z|/α)3 ≤
∣∣λψ′(z)∣∣ ≤ 1 + |z|/α
(1− |z|/α)3 .
(5.31)
Using the first bound one verifies that
ψBC(0,
α
7
) ⊂ BC(0, α
5λ
) ⊂ ψBC(0, α
2
). (5.32)
Going back to hyperbolic distances and U , and noting that also ψBC(0, α/7) ⊂ BC(0, α/7), we
obtain
hB(y,∆) ⊂ B(x, δf (x)) ⊂ hB(y,∆′) ⊂ hB(y, ℓ/4).
with the definition of ∆,∆′ and δf (x) as in (5.27) and (5.29). In particular, B(x, δf (x)) ⊂ C ⊂
Df .
Property (0): Let x′ be another pre-image of y distinct from x. Since B(x, δf (x)) ⊂ C the
balls B1 = B(x, δf (x)) and B2 = B(x
′, δf (x
′)) are disjoint if they are in different connected
components of Df . If B1 ∩ B2 is non-empty then we may find a shortest path, γ ⊂ B1 ∪ B2
connecting x and x′ within C. Then f(γ) is a closed non-contractible curve in U , containing y
and of length < ℓ/2 + ℓ/2 = ℓ which contradicts the definition of ℓ.
Property (1): Set B = B(x, δf (x)). The first inclusion in (5.32) shows that fB ⊃ B(f(x),∆)
and since the local inverse h is well-defined and its image contains B the map f is univalent on
B.
Property (2), f [u, x] ≥ β: For v ∈ B(y, ℓ/2) we have that d(h(v), h(y)) ≤ β−1d(y, v) and since
hB(y, ℓ/2) ⊃ B(x, δf (x)) we see that u = h(v) ∈ f−1{v} is the point closest to x ∈ f−1{f(x)}.
Therefore d(u, x) ≤ β−1d(y, v) and we obtain the wanted inequality.
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Property (2), f [u, x] ≤ λ1(f): By Schwarz’ Lemma, |ψ(z)| ≤ |z|, z ∈ D and from the
expression for the hyperbolic metric,
1 ≤ dD(z, 0)
dD(ψ(z), 0)
|ψ(z)|
|z| ≤
1
1− |z|2 , z ∈ D.
Using the first bound in (5.31) we get for |z| < α,
(1− |z|/α)2 ≤ f [u, x]
Df(x)
=
dD(ψ(z), 0)λ
dD(z, 0)
≤ (1 + |z|/α)
2
1− |z|2 . (5.33)
In particular, for |z| ≤ α/2 (corresponding to the hyperbolic radius ∆′),
f [x, u] ≤ (3/2)
2
1− 1/4 Df(x) = 3 Df(x) ≤ λ1(f), x ∈ B(x, δf (x)).
Property (3): The second bound in (5.31) shows that for |z|, |u| ≤ r̂ < α,
1− r̂/α
(1 + r̂/α)3
(1− r2) ≤ Df(x)
Df(v)
= λ|ψ′(u)| 1− |u|
2
1 − |ψ(u)|2 ≤
1 + r̂/α
(1− r̂/α)3 .
Multiplying this and the inequality (5.33) we obtain∣∣∣∣log f [u, x]Df(v)
∣∣∣∣ ≤ log (1 + r̂/α)3(1− r̂/α)3(1− r̂2)2 ≤ 6 log 11− r̂/α,
i.e. (5.30) with the ǫ∆ function defined in (5.28).
This hyperbolic Koebe Lemma implies that conditions (T0)-(T3) of the previous section are
verified for our class of maps, E(K,U), when setting Ωf = Df ∩ f−1K and looking at the metric
space (K, dU ), the ǫ-function ǫℓ, and finally β, ∆ and δf (x) as defined above.
Theorem 5.3 Let τ be an ergodic transformation on (Ω, µ). Let F = (fω)ω∈Ω ∈ EΩ(K,U) be a
measurable family satisfying E(log ‖Dfω‖) < +∞. Then µ-almost surely the various dimensions
agree and is given as the unique zero of the pressure function P (s).
Proof: We will apply Theorem 4.4. The assumption of bounded average logarithmic dilation is
included in our hypothesis. We need to show that (n0,∆) mixing holds for some n0. This follows,
however, directly from connectivity of U and the properties of our conformal maps. The diameter
of K is finite within U . Given two points y and z in U choose a path of uniformly bounded
length (say less than twice the diameter of K) connecting them. By taking preimages we obtain
paths of exponentially shrinking lengths. It suffices to take n0 such that 2 diamK/β
n0 ≤ ∆ and
(T4) of Assumption 3.4 follows. An area estimate yields d(f)Area(K) =
∫
f−1K |Df |2dArea ≤
‖Df‖2Area(K), whence
d(f) ≤ ‖Df‖2. (5.34)
Therefore, log d(f) is bounded on average and we may apply Theorem 4.4 to obtain the desired
conclusion. For φ ≥ 0 we also have by change of variables,∫
K
Ls=2φ dA =
∫
f−1K
φ dA ≤
∫
K
φ dA,
which incidently shows that scrit ≤ 2 (as it should be !).
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6 Mirror embedding and real-analyticity of the Hausdorff di-
mension
The dependence of the Hausdorff dimension on parameters may be studied through the de-
pendence of the pressure function on those parameters. A complication arise, namely that our
transfer operators do not depend analytically on the expanding map. In [Rue82], Ruelle circum-
vented this problem in the case of a (non-random) hyperbolic Julia set by instead looking at an
associated dynamical zeta-function. Here, we shall introduce a mirror embedding which tackles
the problem directly. We embed our function space into a larger space and semi-conjugate our
family of transfer operators to operators with an explicit real-analytic dependency on parameters
and mappings. We establish a Perron-Frobenius theorem through the contraction of cones of
‘real-analytic’ functions. The pressure function may then be calculated as the averaged action of
the operator on a hyperbolic fixed point (cf. [Rue79, Rue97]) which has the wanted dependence
on parameters. Finally as the pressure function cuts the horisontal axis transversally the result
will follow from another implicit function Theorem.
6.1 Mirror extension and mirror embedding
Let U be a hyperbolic subset of Ĉ as before. We write U = {z : z ∈ U} for the complex
conjugated domain (not the closure) and we define the mirror extension of U as the product
Û = U ×U . The map j : U → Û given by j(z) = (z, z), z ∈ U is a smooth embedding of U onto
the mirror diagonal,
diag (U) = {(z, z) : z ∈ U}.
The ‘exchange-conjugation’,
c(u, v) = (v, u), (u, v) ∈ U × U
defines an involution on the mirror extension leaving invariant the mirror diagonal. Let X ⊂ Û
be an open subset. We call X mirror symmetric, if c(X) = X. We say that X is connected to
the diagonal if any connected component of X has a non-empty intersection with diag U . We
write A(X) = C0(Cl X)∩Cω(X) for the space of holomorphic functions on the mirror extension
having a continuous extension to the boundary.
Lemma 6.1 Let X ∈ Û be an open, mirror symmetric subset, connected to the diagonal and
let A = A(X). Then
(1) A is a unital Banach algebra (in the sup-norm) with a complex involution,
φ∗(u, v) = φ(v, u) ≡ φ(v, u), (u, v) ∈ X, φ ∈ A.
(2) Denote by AR = {φ ∈ A : φ∗ = φ}, the space of self-adjoint elements in A. Such functions
are real-valued on the mirror diagonal and we have A = AR ⊕ iAR.
(3) A function φ ∈ A is uniquely determined by its restriction to (diag U) ∩X.
Proof: (1) and (2) are clear. Suppose now that φ vanishes on the mirror diagonal. Because
any point in X is path-connected to the diagonal it suffices to show that φ vanishes on an open
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neighborhood of a diagonal point (y, y), y ∈ IntK. For u, v small enough we have a convergent
power series expansion
φ(y + u, y + v) =
∑
k,l≥0
ak,lu
kvl.
Setting u = r eiθ, v = u we obtain for r small enough
0 = φ(y + u, y + u) =
∑
m≥0
rm
m∑
k=0
ak,m−ke
i(2k−m)θ,
which vanishes iff ak,l = 0 for all k, l ≥ 0.
Consider the mirror extension, D̂ = D× D ≃ D2, of the unit disk, D. We write d
D
= 4dzdz
(1−zz)2
for the Poincare´ metric on D. [By abuse of notation we write dzdz for the symmetric two tensor,
1
2(dz⊗dz+dz⊗dz)]. Also note, that when c is a complex number, dz(c ∂∂z ) = c, but dz(c ∂∂z ) = c¯
(and not zero!). Below, we will use the following metric on D̂ :
d(1)
D̂
=
|dz1|
1− z1z1 +
|dz2|
1− z2z2 ≡ ds1 + ds2, (z1, z2) ∈ D̂.
This metric is more convenient here than the Riemannian metric, d(2)
D̂
=
√
ds21 + ds
2
2.
Definition 6.2 We denote by Aut(D) the group of holomorphic automorphisms of the disk
consisting of all Mo¨bius transformations which may be written R(z) = az+b
bz+a
, |a| > |b|. To each
R ∈ Aut(D) write R(w) ≡ R(w), w ∈ D for the conjugated map. The pair R̂ = (R,R) acts
isometrically on the extension, R̂∗d
D̂
= d
D̂
, and preserves the mirror diagonal. We denote by
Aut(D̂; diag D) the collection of such pairs and call it the group of mirror automorphisms of D̂.
It is a subgroup of Aut(D2) which itself has a fairly simple explicit description, see e.g. [Kran00,
Proposition 11.1.3].
Proposition 6.3 The holomorphic two-form g
D̂
given by
g
D̂
=
4dz1dz2
(1− z1z2)2 . (6.35)
is the unique symmetric holomorphic two form on D̂ = D×D = D2 which extends the Poincare´
metric on the diagonal, i.e. such that
d
D
= j∗g
D̂
.
A mirror automorphism preserves the holomorphic two-form, i.e. for all R̂ ∈ Aut(D̂; diag D),
R̂∗g
D̂
= g
D̂
. (6.36)
Proof: A calculation shows that indeed we obtain an extension. By the previous Lemma, the
factor 1/(1 − z1z2) is uniquely determined by its value on the diagonal. The assertion (6.36) is
equivalent to the identity,
R′(z1)R
′
(z2)
(1− z1z2)2
(1−R(z1)R(z2))2
≡ 1, ∀(z1, z2) ∈ D̂,
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which is seen either by direct calculation or by the fact that it is indeed correct on the mirror
diagonal (where it expresses the fact that R ∈ Aut(D)) and then by unicity of mirror holomor-
phic functions, Lemma 6.1(3)
Let ψ : D→ D be a holomorphic map without critical points. The pull-back of the Poincare´
metric by ψ is proportional to the Poincare´ metric itself, where the factor of proportionality
precisely defines the (square) of the conformal derivative,
ψ∗d
D
= (Dψ)2d
D
, Dψ > 0.
It is independent of choice of conformal coordinates on D, i.e. under conjugations by R ∈ Aut(D)
in either the source or in the image. We write ψ(z) ≡ ψ(z), z ∈ D for the associated conjugated
map. The mirror extended map, ψ̂ = (ψ,ψ), is the unique map of D̂ for which ψ̂ ◦ j = j ◦ ψ. It
preserves the diagonal but is, in general, not conformal on D̂ (with respect to neither d(1)
D̂
nor
d(2)
D̂
). It is, however, ‘conformal’ with respect to our holomorphic two-form, g
D̂
. More generally,
if ψ1, ψ2 : D→ D are two holomorphic maps, then their direct product Ψ = (ψ1, ψ2) verifies,
Ψ∗g
D̂
= (DΨ)2g
D̂
,
with a ‘conformal’ derivative given by the formula,
(DΨ)2 = ψ′1(z1)ψ
′
2(z2)
(1− z1z2)2
(1− ψ1(z1)ψ2(z2))2 .
Let ψ̂ be the above mirror extension of ψ. Then (Dψ̂)2 is real and strictly positive on the
mirror diagonal. We may then define Dψ̂ as the unique positive square root on the mirror
diagonal and extend holomorphically to all of D̂. On the mirror diagonal it coincides with the
usual definition of the conformal derivative of ψ on D, i.e.
j∗Dψ̂2 = Dψ2.
Also, when Ψ is a continuous deformation of a mirror extended map, Ψ = ψ̂, then we may define
DΨ by following the square-root along the deformation (again provided that there are no critical
points).
Lemma 6.4 Let Ψ = (ψ1, ψ2) be a direct product map on D̂. Then for i = 1, 2,
(1− |zi|2)
∣∣∣∣ ∂∂zi log(DΨ2)(z1, z2)
∣∣∣∣
is conformally invariant with respect to mirror automorphisms, R̂ ∈ Aut(D̂; diag D), both in the
source and in the image.
Proof: To see this, we consider maps R̂1, R̂2 ∈ Aut(D; diag D) and the conjugated direct product,
Φ = R̂2 ◦ Ψ ◦ R̂1. Since DR̂2i ≡ 1, i = 1, 2, we have that DΦ2 = DΨ2 ◦ R̂1. Let (z1, z2) =
R̂1(u1, u2) = (R1(u1), R1(u2). Taking the derivative with respect to u1 and using |∂R1/∂u1| =
(1− |z1|2)/(1 − |u1|2) we obtain
(1− |zi|2)
∣∣∣∣ ∂∂zi log(DΨ2)(z1, z2)
∣∣∣∣ = (1− |ui|2) ∣∣∣∣ ∂∂ui log(DΦ2)(u1, u2)
∣∣∣∣
and thus the desired conformal invariance.
Let ψ : D→ D be a conformal map without critical points.
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Definition 6.5 We define the injectivity radius r = r[ψ](z) ∈]0,+∞] of ψ at z ∈ D as the
largest value such that ψ is injective on a disc of hyperbolic radius r, centered at z. (In analogy
with a similar notion for Riemann surfaces, see e.g. [McMul94, section 2.9]). We call ρ =
ρ[ψ](z) = tanh r2 the Euclidean radius of injectivity. If R ∈ Aut(D) maps zero to z, then ψ ◦ R
is precisely injective on the Euclidean disc BC(0, ρ).
Proposition 6.6 (Mirror Ko¨ebe distortion) Let Ψ = (ψ1, ψ2) be a direct product map on D̂
where both maps ψ1 and ψ2 are conformal maps from D into itself and without critical points.
At a given point (z1, z2) ∈ D̂ we write ρi = ρ[ψi](zi), i = 1, 2 for the corresponding Euclidean
radii of injectivity. We then have
|d log DΨ2| ≤ (2 + 4
ρ1
)ds1 + (2 +
4
ρ2
)ds2. (6.37)
Proof: We will use conformal invariance twice. Let (z1, z2) ∈ D̂. Fix mirror automorphisms
for which R̂1(0, u2) = (z1, z2) and R̂2(ψ1(z1), ψ2(z2)) = (w1, 0). The conjugated product map,
Φ = R̂2 ◦ Ψ ◦ R̂1 = (φ1, φ2), then maps (0, u2) to (φ1(u1), φ2(0)) = (w1, 0). The conformal
derivative at (u1, u2) is then given by
DΦ2(u1, u2) = φ
′
1(u1)φ
′
2(u2)(1− u1u2)2. (6.38)
Therefore,
(1− |u1|2) ∂
∂u1
log DΦ2(u1, 0)|u1=0 =
φ′′1(0)
φ′1(0)
− 2u2. (6.39)
Here, φ1 is univalent on the Euclidean disk of radius ρ1 = ρ[ψ1](z1) centered at zero. By the
standard Ko¨ebe estimate, |φ′′1(0)/φ′1(0)| ≤ 4/ρ1. Also |u2| ≤ 1 (in fact, |u2| = tanh(d(z1, z2)/2)
for a slightly better estimate). The right hand side of (6.39) therefore does not exceed (2+4/ρ1).
Combining with the previous Lemma on the conformal invariance of the distortion, we obtain∣∣∣∣ ∂∂zi log(DΨ2)(z1, z2)
∣∣∣∣ ≤ (2 + 4ρ1 ) 11− |zi|2 .
Noting that ds1 = |dz1|/(1 − |z1|2) and including the same estimate for the second variable we
obtain the desired bound.
Let us now return to our hyperbolic space, U ⊂ Ĉ and the compact subset K ⊂ U . We
define the constants ∆ and ∆′ as in (5.27). Let K∆ = N∆(K) ⊂ U be the ∆ neighborhood of
the compact set K. Below we will make use of constants,
ℓ2(K,U,∆) > 0 and α2(K,U,∆) > 0, (6.40)
defined as follows: Consider x ∈ K, u ∈ K∆ and let γx,u be a shortest geodesic between the
two points. We let ℓx,u ∈]0,+∞] be the minimal length of non-contractible closed geodesics
intersecting γx,u. Finally we let ℓ2 = ℓ2(K,U,∆) be the infimum of all such lengths ℓx,u.
Because of K and (the closure of) K∆ being compact sets, this infimum is necessarily non-zero.
We set α2(K,U,∆) ≡ tanh(ℓ2/4) ∈]0, 1] which is then a lower bound for the Euclidean radius
of injectivity of a Riemann mapping centered at a point along any of the above mentioned
geodesics.
Remarks 6.7 In the previous section our definition of ℓ was somewhat simpler because a local
distortion estimate sufficed. Below we need a global estimate and for this we need to control the
distortion along paths (geodesics) connecting points in K∆.
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Figure 3: The quotients˜: D̂ → D̂/diag Γ → D/Γ. The illustration is in the case of an annulus
where Γ is generated by one element only. Since 4 dimensions is difficult to illustrate we have
only drawn real sections.
Proposition 6.8 (Global Mirror Distortion) Let f1, f2 ∈ E(K,U) and consider in the cover,
as in the previous section, ‘inverses’ ψ1 : D→ D and ψ2 : D→ D of f1 and f¯2, respectively. We
write Ψ = (ψ1, ψ2) : D̂ → D̂ for the product map. For ξ ∈ K̂∆ and ζ ∈ diag(K). we have the
bound (with the constant α2 from equation (6.40)),∣∣∣∣log DΨ2(ξ)DΨ2(ζ)
∣∣∣∣ ≤ (2 + 4α2 ) dÛ (ξ, ζ).
Proof: Let γ = (γ1, γ2) be a shortest geodesic between ξ and η for the metric, d
(1), i.e. the line
element ds = ds1 + ds2. Then γ1 and γ2 are then shortest geodesics between the two coordi-
nate projections of ξ and η, Along γ we have by Proposition 6.6 the infinitesimal inequality
|d logDΨ2| ≤ (2 + 4α2 ) ds and the result follows by integration from log 1 = 0.
The previous distortion Lemma is, in reality, only for the extended disk. We need to establish
distortion estimates for the mirror extension of U . Unfortunately, it is not possible to do so
globally (unless U is simply connected). We consider instead a restriction to a neighborhood of
the mirror diagonal.
Let Γ ⊂ Aut(D) be a surface group of U consisting of all automorphisms of D that leaves
invariant a given Riemann mapping φ : D → U . The mirror extended surface group, diag Γ =
{(R,R) : R ∈ Γ} acts ‘diagonally’ upon D̂ (it is a subgroup of Aut(D̂; diag K) and is normal iff
Γ is Abelian). The quotient (see Figure 6.1),
D̂/diag Γ,
is a complex 2-dimensional manifold.3 Proposition 6.3 shows that g passes down to the quotient
as a holomorphic 2 form. The same is true for the distortion estimate in Proposition 6.8.
For r > 0 denote by K̂r ≡ Nr(diag K) the r-neighborhood of diag K in Û . We lift K̂r to
the set K̂r,Γ in Nr(diag D̂/diag Γ). We claim that if r < ℓ/4 then the natural projection,
K̂r,Γ → K̂r,
3
D̂/diag Γ could be viewed as a (non-trivial) fiber-bundle over U with fiber D ≃ D.
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is a conformal isomorphism (in particular, the lift consists of une unique ‘copy’ of K̂r). If
this were not so then we could find z 6= z′ ∈ D̂/diag Γ and η, η′ ∈ diag D̂/diag Γ for which
d(z′, η) < r, d(z′, η′) < r and π(z) = π(z′), i.e. projects to the same point in K̂r. But then
d(η, η′) < 2r and there is a non-contractible loop γ = (γ1, γ2) containing e.g. η, intersecting
diag K and of length ≤ 4r < ℓ. Then at least one of γ1 and γ2 is non-contractible, of length < ℓ
and intersects K and this is impossible.
Our two-form, g, on D̂/diag Γ projects now to a unique holomorphic two-form, which we
still denote g, on K̂ℓ/4. This is the unique analytic continuation of the conformal metric that
we are searching for. It verifies,
dÛ |diag U = j
∗g
Now, let ξ, v ∈ K̂ℓ/4 and suppose that Ψ = (ψ1, ψ2) : O(ξ) → O(v) is a locally defined product
map between neighborhoods (in K̂ℓ/4) of the two points. We may then define the conformal
derivative of this map through the identification
Ψ∗g|v ≡ DΨ2(ξ) g|ξ. (6.41)
When Ψ preserves the diagonal, then DΨ2
|diag K > 0 and we may define its positive square root
or principal logarithm in the usual way.
6.2 Mirror extended transfer operators and cone contractions
Let f ∈ E(K,U) and let f̂ = (f, f) be the mirror extended map. For η ∈ diag (K), we write for
its mirror-preimages
P
f̂
(η) ≡ f̂−1(η) ∩ diag K ≡ {ui}i∈J ,
with J an index set. We wish to define an analytic continuation of this ensemble to points in
K̂∆. For ξ ∈ K̂∆, pick η ∈ diag K and a path γ in K̂∆ connecting η → ξ. For each i ∈ J , γ lifts
by f̂ to a path γi connecting ui to some point vi ∈ K̂∆/β (because of contraction of the inverse
map). The collection
P
f̂
(ξ) ≡ {vi}i∈J ⊂ K̂∆/β
yields the desired continuation. This set depends only on ξ (and f , of course) but not on the
choices of η and the path γ. Any other choice will just give rise to a permutation of J . This is
true if γ is a shortest geodesic to the diagonal (because its length is smaller than ∆ < ℓ/4). But
then it is also true for any other path as long as the path stays within K̂∆.
Denote by Df̂2(v), v ∈ P
f̂
(ξ) the holomorphic conformal derivative, (6.41), of f̂ . When
η, whence also u ∈ P
f̂
(η), belongs to the mirror diagonal then Df̂2(u) > 0 and we define its
logarithm by its principal value, logDf̂(u) = 12 logDf̂
2(u) ∈ R. This extends to all ξ ∈ K̂∆,
v ∈ P
f̂
(ξ) by analytic continuation, and arguing as above, is independent of the choices made.
Recall that A ≡ A(K̂∆) = C0(Cl K̂∆)∩Cω(K̂∆) denotes the space of holomorphic functions
having a continuous extension to the boundary. We define for s ∈ C, φ ∈ A(K̂∆) and ξ ∈ K̂∆
the transfer operator
L
s,f̂
φ(ξ) =
∑
v∈P
f̂
(ξ)
Df̂(v)−sφ(v) ≡
∑
v∈P
f̂
(ξ)
e−s logDf̂(v)φ(v).
For the moment let us fix a real value of s ≥ 0. Then L
s,f̂
preserves AR, the space of
self-adjoint elements. We define for σ > 0 a closed proper convex cone in AR,
Cσ = {φ ∈ AR : |φ(ξ)− φ(ζ)| ≤ φ(ζ)(eσd(ξ,ζ) − 1), ξ ∈ K̂∆, ζ ∈ diag K}.
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Figure 4: The cone contraction. The sliced cone Cσ′,ℓ=1 has an R-neighborhood which is con-
tained in Cσ.
We define β(φ1, φ2) = inf{λ > 0 : λφ1 − φ2 ∈ Cσ} and write dC = 12 log (β(φ1, φ2)β(φ2, φ1))
for the corresponding projective Hilbert metric (cf. [Bir67, Liv95, Rugh02]).
Fix a point ζ0 = (x0, x0) ∈ diag (K) and denote by ℓ ∈ AR the (real-analytic) linear func-
tional
ℓ(φ) = φ(ζ0), φ ∈ A.
We use this to introduce the sliced cone,
Cσ,ℓ=1 ≡ {φ ∈ Cσ : ℓ(φ) = 1}.
Lemma 6.9 (Cone contraction) Let s ≥ 0 and choose σ ≡ σ(s) > 0 large enough so that
σ′ ≡ σ′(s) =
(
1 +
2
α2
)
s+
1
β
σ < σ.
Then there is η < 1 such that for every f ∈ E(K,U), the operator L
s,f̂
maps Cσ into Cσ′ and is
an η-Lipschitz contraction for the Hilbert metric, dCσ . Furthermore,
(a) There is k > 0 such that ℓ(φ) ≥ k‖φ‖ for all φ ∈ Cσ (this corresponds to the dual cone
having non-empty interior; we say that the cone is outer regular).
(b) There is R > 0 such that if φ ∈ Cσ′,ℓ=1 then B(φ,R) ⊂ Cσ (Cσ has a ‘uniformly large’
interior; we say that the cone is inner regular).
Proof: Fix ξ = (ξ1, ξ2) ∈ K̂∆, η = (η1, η2 = η¯1) ∈ diag (K) and let γˆ = (γ1, γ2) be a shortest
geodesic for the metric ds = ds1 + ds2 in D̂. Then γi is a shortest geodesic between ξi and
ηi, i = 1, 2. We write d = dÛ (ξ, η) = len (γ1) + len (γ2) for the total length. By considering
pre-images by F ≡ fˆ of γˆ we obtain a pairing (u, v) of the corresponding pre-images of ξ and η
which verifies,
dÛ (u, v) ≤ β−1d,
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because of contraction of the local inverse maps. By definition of α2 = α2(K,U,∆) and the use
of Mirror Ko¨ebe distortion, Proposition 6.8, we obtain,
‖Ls,Fφ(ξ)− Ls,Fφ(η)‖
≤
∑∣∣(DF (u))−sφ(u)− (DF (v))−sφ(v)∣∣
≤
∑
|DF (u)|−s|φ(u)− φ(v)| + |DF (u)−s −DF (v)|−s|φ(v)
≤ (e(1+ 2α2 )sd(eβ−1σd − 1) + (e(1+ 2α2 )sd − 1))Lφ(η)
≤ (eσ′d − 1)Lφ(η)
where σ′ = (1 + 2α2 )s+ β
−1σ.
Thus, L ≡ L
s,f̂
: Cσ → Cσ′ and we get for the projective diameter (for this standard
calculation we refer to e.g. [Liv95] or [Rugh02, Appendix A]),
diamCσCσ′ ≤ D = 2 log
σ + σ′
σ − σ′ + σ
′diamK̂∆ <∞,
where we write |K| for the diameter of K in U . By Birkhoff’s Theorem (see [Bir67],[Liv95]
or [Rugh02, Lemma A.4]) this implies a uniform contraction for the hyperbolic metric on Cσ.
Writing η = tanh(D/4) < 1 we have for φ1, φ2 ∈ Cσ,
dC(Lφ1, Lφ2) ≤ η dC(φ1, φ2).
Property (a) is clear from the definition of the cone which implies :
|φ(ξ)| ≤ ℓ(φ) eσdiamK̂∆ , φ ∈ Cσ, ξ ∈ K̂∆.
Set κ = 2tanh(∆/2) and let φ ∈ A(K̂∆). We claim that for ζ ∈ diag(K) and ξ ∈ K̂∆:
|φ(ξ) − φ(ζ)| ≤ |φ|κd(ζ, ξ). (6.42)
It suffices to verify this inequality in the universal cover. Consider coordinates where 0 ∈
diag D 7→ η and u ∈ D̂ 7→ ξ. Let R = tanh(∆/2)/(|u1| + |u2|). If |t| ≤ R then t|u1| + t|u2| ≤
tanh(∆/2) which implies dD(tu1, 0)+d(tu2, 0) ≤ ∆ and then also d(1)(tu, 0) ≤ ∆. It follows that
t ∈ BC(0, R) 7→ φ(tu) is analytic and bounded by ‖φ‖. By the Schwarz Lemma we obtain
|φ(ξ)− φ(η)| ≤ 2‖φ‖
R
≤ 2‖φ‖
tanh(∆/2)
d(ξ, η).
Consider h ∈ Cσ′,ℓ=1 and φ ∈ AR(K̂∆). In order for h+ φ to belong to Cσ we need that∣∣∣∣hξ + φξhη + φη − 1
∣∣∣∣ ≤ exp(σd(ξ, η)) − 1
is verified for all ξ ∈ K̂∆ and η ∈ diag (K). Setting d = d(ξ, η) we see that this is the case if
|h(ξ) − h(η)| + |φξ − φη| ≤ (h(η) − ‖φ‖)(eσ′d − 1).
Using that h ∈ Cσ′ , ℓ(h) = 1 and the above distortion estimate (6.42) for φ we see that it suffices
that for all d > 0,
‖φ‖ ≤ e
σd − eσ′d
κd+ eσd − 1e
−σ′diamK .
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Letting d → 0 the right hand side tends to (σ − σ′) exp(−σ′diamK)/(κ + σ) > 0 and in the
d → ∞ limit it tends to exp(−σ′diamK) > 0. It follows that it has a minimum R > 0 and we
have shown property (b).
Consider now a sequence L1, L2, . . . of operators as in the above Lemma. We write L
(n) =
Ln ◦ Ln−1 ◦ · · · ◦ L1 for the n’th iterated operator.
Lemma 6.10 There are constants c1, c2 <∞ such that for h, h′ ∈ Cσ′,ℓ=1, φ ∈ A and n ≥ 1:
(1)
∣∣∣∣∣ L(n)hℓ(L(n)h) − L(n)h′ℓ(L(n)h′)
∣∣∣∣∣ ≤ c1ηn,
(2)
∣∣∣∣∣ L(n)φℓ(L(n)h) − L(n)hℓ(L(n)h) ℓ(L(n)φ)ℓ(L(n)h)
∣∣∣∣∣ ≤ c2ηn|φ|.
Proof: Outer regularity, i.e. Property (a) of the above Lemma, and a computation show that
for φ1, φ2 ∈ Cσ,ℓ=1,
|φ1 − φ2| ≤ k + 1
k2
(ed(φ1,φ2)/2 − 1).
When φ1, φ2 ∈ L(n)Cσ, ℓ(φ1) = ℓ(φ2) = 1 and n ≥ 1 we have that dCσ′ (φ1, φ2) ≤ ηnD and
therefore,
|φ1 − φ2| ≤ k + 1
k2
(eη
nD − 1)
which is smaller that c1η
n for a suitable choice of c1. This yields the first bound.
For the second bound note that B(h,R) ⊂ Cσ. For φ ∈ AR (small) and h ∈ Cσ′ , dC(h+φ, h) ≤
1
R |φ|+ o(|φ|) and therefore∣∣∣∣∣ L(n)(h+ φ)ℓ(L(n)(h+ φ)) − L(n)(h)ℓ(L(n)(h))
∣∣∣∣∣ ≤ k + 1k2 ηn 1R |φ|+ o(|φ|)
By linearizing this bound (and loosing a factor of at most
√
2) we may extend this bound to
any complex φ ∈ A to obtain the second inequality with c2 =
√
2k+1k2
1
R .
6.3 Analytic conformal families and mirror extensions
Let OR ⊂ Rn be an open set containing the origin and let OC ⊂ Cn be an open convex
neighborhood, invariant under complex conjugation. Also, let t ∈ OC ⊂ Cn → ft ∈ E(K,U) be
a continuous map.
Definition 6.11
1. (ft)t∈OC is called an analytic family, if the map {(t, z) : t ∈ OC, z ∈ Dft} 7→ ft(z) ∈ C is
analytic.
2. We say that the family ft verifies an L-Lipschitz condition (with 0 < L < +∞) if for any
z ∈ K∆, and any choice of local inverse f−10 (z), the map t ∈ OC 7→ logDft ◦ f−1t (z) ∈ C
is L-Lipschitz.
3. We define the condition number of f ∈ E(K,U) to be
Γ(f) = ‖Df‖f−1K ‖1/Df‖f−1K .
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It is no lack of generality to assume that the parameters are one-dimensional (n=1). We
may also assume that OC = D, i.e. is the unit-disk and consider OR = D ∩R =]− 1, 1[ as a real
section. In the following let t ∈ D 7→ ft ∈ E(K,U) be an analytic family, verifying an L-Lipschitz
condition.
Notation 6.12 Below it is convenient to introduce
d
Dt
= (1− tt) ∂
∂t
for the conformal derivative from (D, dD) to C (with the Euclidean metric). For a holomorphic
map, h : D→ D, from the disk to itself we write also
D
Dt
=
1− t t
1− h(t)h(t)
∂h
∂t
for the conformal derivative between the disks. (Note that we do not take absolute values).
Let Û = U × U be the mirror extension of U . Let ∆ > 0 be chosen as in the previous
section. We denote by d
Û
the metric on the mirror extension of U , induced by the metric on
the universal cover, D̂. We obtain a conjugated analytic family if we set Df t ≡ (Dft) ⊂ U and
for x′ ∈ Df t , f t(x
′) ≡ ft(x′). Then f t(x′) is analytic in t and x′ on {(t, z) : t ∈ D, z ∈ Df t}. We
also define for t ∈ D the product map Ft : (x, x′) ∈ Dft ×Dft 7→ (ft(x), f t(x′)) ∈ U × U . Again,
this map is analytic in x, x′ and t on its domain of definition.
Consider x0 ∈ Df0 , y0 = f0(x0) ∈ K and Riemann mappings φx0 and φy0 defined as above.
Let ψ0 be the corresponding ‘inverse’ map. Since D is simply connected there is a unique
holomorphic extension
(t, z) ∈ D× D 7→ ψt(z) ∈ D
which analytically continues ψ0 and defines an inverse (branch) of ft, t ∈ D. For fixed z ∈ D the
map t ∈ D 7→ ψt(z) ∈ D is holomorphic, whence it is non-expanding and its conformal derivative
can not exceed one, i.e.
| D
Dt
ψt(z)| ≡ 1− tt
1− ψtψt
|∂tψt| ≤ 1
The map ψt(w) ≡ ψt(w) defines an inverse of f t (in the corresponding cover). Also,
Ψt(w1, w2) = (ψt(w1), ψt(w2)) defines an inverse of Ft in the mirror-extended cover of U . Note
that for t real the functions ψt and ψt are complex conjugated and Ψt therefore preserves the
mirror diagonal but that this is no longer true when t becomes complex.
For all ξ ∈ K̂∆, t ∈ D we may define
PFt(ξ) = {vit}i∈J (6.43)
as follows: Let η ∈ diag K be at a distance ≤ ∆ to ξ. Denote by γ a shortest geodesic between
the two points. For every ui0 ∈ f̂−10 (η) ∩ diag K, we lift γ by F0 to a path connecting ui0 to a
point vi0 ∈ F−10 (ξ) and we define then uit ∈ F−1t (η) and also vit ∈ F−1t by analytic continuation
in t ∈ D (by using a suitable inverse Ψt in the cover and projecting down). This defines the vit
uniquely up to permutations of J (see Figure 6.3).
If ξ ∈ Û then
d(Ψt(ξ),Ψ0(ξ)) = d(ψt(z1), ψ0(z1)) + d(ψt(z2), ψ0(z2)) ≤ 2dD(t, 0).
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Figure 5: An inverse vt ∈ F−1t (ξ) obtained by lift and analytic continuation.
For t real we know that Ψt : K̂∆ → K̂∆/β. When making t complex we want still to have a
contraction of K̂∆ and by the above it suffices to have ∆/β + 2dD(t, 0) < ∆ or, equivalently,
|t| < tanh
(
∆
4
(1− 1
β
)
)
. (6.44)
When this condition is fulfilled we may analytically continue the transfer operator in t. First
note that the conformal derivative, DFt(v) of Ft, at a point v ∈ PFt(ξ) is uniquely defined
because v, ξ ∈ K̂∆ ⊂ K̂ℓ/4, cf. equation (6.41). Recalling that DF0(u) > 0 when u ∈ PF0(η),
η ∈ diag K we may define logDF0(u) ∈ R by its principal value and then logDFt(v) ∈ C using
the lift of the path γ and analytic continuation in t.
For φ ∈ A(K̂∆), ξ ∈ K̂∆, s ∈ C and t verifying (6.44), we set
Ls,Ftφ(ξ) =
∑
v∈PFt (ξ)
DF−st (v)φ(v) =
∑
v∈PFt (ξ)
exp(−s log DFt(v))φ(v).
This uniquely defines a bounded linear operator on A(K̂∆).
The L-Lipschitz condition on ft is equivalent to the assumption that t ∈ (D, dD) 7→ log Dψt
is L-Lipschitz. Since the maps are analytic we arrive at the equivalent condition,∣∣∣∣ dDt log Dψt
∣∣∣∣ ≤ L. (6.45)
Our hypotheses ensures that the local inverse of Ft, i.e. the couple Ψt = (ψt, ψt), satisfies
the conditions for the following Lemma to apply :
Lemma 6.13 (Parameter distortion) Let φ1t, φ2t, t ∈ D be holomorphic families of confor-
mal maps from the disk to itself, both having a conformal derivative which is L-log-Lipschitz as
in (6.45). Let Φt = (φ1t, φ2t) : D̂→ D̂ be their direct product. Then∣∣∣∣ dDt logDΦ2
∣∣∣∣ ≤ L+ 4
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Proof: We have (cf. the Notation 6.12),
Dφ2 = |Duφ2| = ∂uφ∂uφ (1− uu)
2
(1− φφ)2 .
Taking a derivative in t,
d
Dt
log |Duφ2| = (∂uφ)−1 d
Dt
∂uφ+ 2φ
D
Dt
φ.
In the identity,
d logDφ2 = 2Re
(
d
Dt
logDφ2
dt
1− tt
)
,
the left hand side is, by assumption, bounded in absolute value by L|dt|/(1 − tt). But then
| dDt logDφ2| ≤ L2 and also,∣∣∣∣(∂uφ)−1 dDt∂uφ
∣∣∣∣ ≤ L2 + 2|φ DDtφ| ≤ L2 + 2.
Consider now the product map Φ = Φt. Assume first that only φ1 depends on t. We then use
the same conjugation as in Proposition 6.6 to obtain the expression (6.38) for the conformal
derivative DΦ2. Taking now a t-derivative we get
| d
Dt
logDΦ2| = |(∂u1φ1t)−1
D
Dt
∂u1φ1t| ≤
L
2
+ 2.
Adding the same contribution from the t-dependence of φ2t we reach the desired conclusion.
Lemma 6.14 Let h ∈ Cσ′ . Choose x0 ∈ f−10 K and set λ = ‖Df‖f−1K . Suppose that dD(t, 0) ≤
∆(1 − 1β ). Let ξ ∈ K̂∆, η ∈ diag K and let vt ∈ PFt(ξ) and ut ∈ PF0(η) be pairs of pre-images
constructed as above. Then ∣∣∣∣∣ h(vt)e−s log (DFt(vt)/λ)h(u0)e−s0 log (DF0(u0)/λ) − 1
∣∣∣∣∣ ≤ eq − 1
with
q = |s− s0| log Γ(f0) +
(
2 + |s|(2 + L
2
)
)
dD(t, 0) +
(
1
β
+ |s|(1 + 2
α2
)
)
d(ξ, η).
Proof: Since h ∈ Cσ′ we know that∣∣∣∣ h(vt)h(u0) − 1
∣∣∣∣ ≤ ed(vt,u0) − 1.
and the distance in the exponent may be bounded as follows:
d(vt, u0) ≤ d(vt, v0) + d(v0, u0) ≤ 2dD(t, 0) + 1
β
d(ξ, η).
Lemma 6.8 and 6.13 apply here so we also have the following inequalities,∣∣∣∣log DFt(vt)DF0(v0)
∣∣∣∣ ≤ (2 + L2
)
dD(t, 0)
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and ∣∣∣∣log DF0(v0)DF0(u0)
∣∣∣∣ ≤ (1 + 2α2
)
d(ξ, η).
By definition 6.11 (3) of the condition number of f ,∣∣∣∣log DF0(u0)λ
∣∣∣∣ ≤ log Γ(f).
The inequality, ∣∣∣∏ eai − 1∣∣∣ ≤ e∑ |ai| − 1,
is valid for any complex numbers, a1, . . . , an. Now, insert the 4 estimates above to obtain the
claimed inequality.
The following non-linear map,
πs,Ft(φ) =
Ls,Ftφ
ℓ(Ls,Ftφ)
(6.46)
is well-defined when the denominator does not vanish.
Lemma 6.15 (lemma neighborhood) Let ft ∈ E(K,U), t ∈ D verify an L-Lipschitz condi-
tion. For s0 ≥ 0 we let W s0 denote the open neighborhood of (s0, 0) ⊂ C × C consisting of all
(s, t) that verify
|s− s0| log Γ(f0) +
(
2 + |s|(2 + L
2
)
)
dD(t, 0) < log
4
3
,
and we let
ρ =
1
4
e−σ
′diamK̂∆ .
Then for h ∈ Cσ′,ℓ=1 and all (s, t) ∈W s0, φ ∈ A(K̂∆), |φ| < ρ we have
1 ≤ ‖πs,Ft(h+ φ)‖ ≤ 5e2σ
′diamK̂∆
and also, ∣∣∣∣ℓ(λsLs,Ft(h+ φ))ℓ(λs0Ls0,F0(h)) − 1
∣∣∣∣ ≤ 23 . (6.47)
Proof: We first use our previous Lemma for ξ = η. We let q and ut, vt be as in that Lemma.
Our assumptions imply eq − 1 < 13 and therefore,∣∣∣h(ut)e−s log DFt(ut)λ − h(u0)e−s0 log DF0(u0)λ ∣∣∣ ≤ 1
3
h(u0)e
−s0 log
DF0(u0)
λ .
Summing this inequality over all pairs of pre-images and then dividing by the right hand side,
we obtain ∣∣∣∣ ℓ(λsLs,Fth)ℓ(λs0Ls0,F0h) − 1
∣∣∣∣ ≤ 13 . (6.48)
In particular, |λsℓ(Ls,Fth)| ≥ 23λs0ℓ(Ls0,F0h), for all s and t verifying the first condition. Using
the Lemma once more, and for general ξ and η, we see that
|e−s log DFt(vt)λ | ≤ 4
3
e−s0 log
DF0(u0)
λ ≤ 4
3
eκe−s0 log
DF0(u0)
λ h(u0),
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where we have set κ = σ′diamK̂∆. From this we obtain
‖λsLs,Ft‖ ≤
4
3
eκλs0Ls0,F0h(η).
When φ is of norm smaller than ρ we have because h ∈ Cσ′,ℓ=1,
|ℓ(λsLs,Ftφ)|
ℓ(λs0Ls0,F0h)
≤ 4
3
eκρ =
1
3
. (6.49)
Finally, as ‖h‖ ≤ eκ, we obtain the upper bound :
‖πs,Ft(h+ φ)‖ =
‖λsLs,Ft(h+ φ)‖
|λsℓ(Ls,Ft(h+ φ))|
≤ 4/3e
κ‖h+ φ‖
2/3− 1/3 ≤ 5e
2κ.
The lower bound is clear. The bound (6.47) follows from (6.48) and (6.49).
6.4 Analytic measurable sections
Let us now return to the probability space (Ω, µ) and a µ-ergodic transformation τ : Ω→ Ω.
We view the space Ω×A as a (trivial) fiber bundle over Ω with each fiber being A = A(K̂∆).
We denote by A the set of measurable sections of this fiber bundle and write ‖Φ‖ for the µ-
essential sup of an element Φ ∈ A. A is separable, so measurability and Bochner-measurability is
here the same. Then A is again a unital Banach algebra when we define the analytic operations
to be performed fiber-wise. We note that measurability is preserved under such operations and
also by taking uniform limits. We write AR for the subspace of real-analytic sections. Let Cσ(Ω)
denote the space of measurable cone-sections of Ω× Cσ. We write C = Cσ,ℓ=1(Ω) for the ‘sliced’
measurable cone-sections. The latter forms a bounded subset of AR.
Assumption 6.16 Let O ⊂ Rn be an open set and let OC ⊂ Cn be a complex neighborhood of
O. In the following we will assume that t ∈ O → F t = (f t,ω)ω∈Ω ∈ EΩ(K,U) is a map for which
the following hold:
1. For each ω ∈ Ω the map t ∈ OC → f t,ω ∈ E(K,U) is analytic in the sense of Definition
6.11. (Note that we are implicitly assuming that for each fixed t ∈ OC, the mapping
ω ∈ Ω 7→ f t,ω ∈ E(K,U) is measurable as in Definition 4.3).
2. For each t ∈ D and ω ∈ Ω, the map f t,ω, t ∈ D verifies the L-Lipschitz condition in
Definition 6.11 for the same number 0 < L <∞.
3. The condition numbers Γ(f0,ω), ω ∈ Ω are uniformly bounded by some Γ < +∞.
In the following we consider an analytic family, t ∈ D 7→ F t = (f t,ω)ω∈Ω ∈ EΩ(K,U) verifying
Assumption 6.16 above.
Let Ft,ω = (f t,ω, f t,ω) denote the holomorphic extension of f t,ω and let s0 = dimH(J(f 0,·)) ∈
[0, 2] be the (a.s.) Hausdorff dimension of the random Julia set at t = 0. We choose σ = σ(s0)
and σ′ = σ′(s0) so as to verify the Cone contraction conditions in Lemma 6.9. Let W
s0 ⊂ C2
and ρ > 0 be chosen as in Lemma 6.15 and let h ∈ Cσ′(Ω). For (s, t) ∈W s0 the following ‘sliced’
cone-map,
πs,t(Φ)ω ≡ πs,Ft,ω(Φτω) =
Ls,Ft,ωΦτω
ℓ(Ls,Ft,ωΦτω)
,
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is a well-defined map πs,t : B(h, ρ) → A. By Proposition 6.15 the image is bounded in norm
by 5 exp(2σ′ diamK̂∆). It takes the value of Φ at the shifted fiber τω, acts with the transfer
operator, normalises according to ℓ and assigns it to the fiber at ω. Measurability of the image
is a consequence of the map (s, Ft) 7→ Ls,Ft being continous and ℓ being strictly positive on
the image. The reader may note that the (non-normalised) family (Ls,Ft,ω)ω∈Ω need not be
uniformly norm-bounded, whence need not define a bounded linear operator when acting upon
sections in A. This is the case e.g. in our example in the introduction.
We denote by π
(n)
s0,0
: Cσ′(Ω) → Cσ′(Ω) the n’th iterated map of πs0,0 restricted to the cone-
section.
Lemma 6.17 There are constants, c1, c2 < +∞ such that
1. For h,h′ ∈ Cσ′(Ω) we have:
|π(n)s0,0(h)− π
(n)
s0,0
(h′)| ≤ c1ηn.
2. Taking the derivative of the n’th iterated map at the point h ∈ Cσ′(Ω) we have
‖Dhπ(n)s0,0(h)‖ ≤ c2ηn.
3. The map,
(s, t) ∈W s0 , Φ ∈ B(h, ρ) 7→ πs,t(Φ) ∈ A
is real-analytic.
Proof: (1) and (2) are reformulations of the bounds already given in Lemma 6.10 (with the
constants from that lemma). A calculation shows that
(Ls,Ft,ωφ)
∗ = Ls¯,F¯t,ω(φ)
∗, φ ∈ A,
which implies that for s and t real, the operator Ls,Ft,ω maps AR into AR, i.e., is real-analytic.
Each πs,t(φ)ω is analytic in s, t and φ (for fixed ω). Uniform boundedness was already shown
above and a Cauchy formula (choosing r > 0 small enough),
t 7→
(∮
|t−t′|=r
πs,t(φ)ω
t− t′
dt′
2πi
)
ω∈Ω
enables us to recover a power series in the t-variable (similarly for s and φ) within A. The map
is real-analytic in the sense that it maps (s, t) ∈W s0 ∩R2, Φ ∈ B(h, ρ) ∩ AR into AR.
First, we consider the real case (s, t) ∈ W s0
R
≡ W s0 ∩ R2. Let h0 ≡ 1 ∈⊂ AR be the unit
section of our bundle and define recursively the iterates hk+1 = πs,0(h
k) ∈ Cσ′,ℓ=1(Ω), k ≥ 0.
Lemma 6.10 shows that |hk+n − hk| ≤ c1η(s)k which tends exponentially fast to zero. The
sequence thus converges uniformly in AR towards a fixed point
h∗ = π(h∗) ∈ Cσ′,ℓ=1(Ω).
We are interested in the normalisation factor,
ps,t,ω = ℓ(Ls,Ft,ωh
∗
τω)
at the fixed point. This function is real and strictly positive.
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Lemma 6.18 We have for s and t real the following formula for the pressure :
P (s,Λ(F t)) =
∫
log ps,t,ωdµ(ω).
Proof: The embedding j : K → diag K ⊂ Û induces a pull-back j∗ : Cσ′ → C(K). On
C(K) (before the mirror embedding) we act with the operator, Ls,ft,ω , as in (3.21), and on the
cone with the mirror extended operator, L
s,
ˆf t,ω
. Then Lj∗h = j∗Lh for h ∈ Cσ′ and the cone
properties show that ℓ(h) ≤ ‖j∗h‖ ≤ ℓ(h)eσ′diamK̂∆. It then follows that µ-almost surely
P (s,Λ(F t)) = lim
n
1
n
log ‖L(n)s,t,ω‖ = limn
1
n
log ℓ(L(n)s,t,ωh∗) = limn
∑
k
1
n
log ps,t,τkω.
The latter function is comparable to log ‖Ls,f t,ω‖, whence integrable, so by Birkhoff’s Theorem
it converges µ-almost surely towards the integral of log p as we wanted to show.
Remarks 6.19 The pressure does not depend on the choice of ℓ (of course, it should not). If
one makes another choice ℓ˜ for the normalisation this simply introduces a co-cycle that vanishes
upon integration.
We will use the following version of the implicit function Theorem:
Theorem 6.20 (Implicit Function Theorem) . Let π : C2×A → A be a real-analytic map
defined on a neighborhood of (x0, φ0) ∈ R2×AR. We let T0 = Dφπ(x0, φ0) denote the derivative
of this map with respect to φ. Suppose that φ0 = π(x0, φ0) ∈ AR and that the spectral radius
of the derivative, ρ(T0), is strictly smaller than 1. Then there exists a neighborhood U ⊂ C2
of x0 and a real-analytic map (unique if U is small enough), x ∈ U 7→ φ(x) ∈ A, for which
φ0 = φ(x0), φ(x) = π(x, φ(x)) and ρ(Dφπ(x, φ(x))) < 1 for all x ∈ U .
Proof: The map,
Γ(x, φ) = (1− T0)−1(π(x, φ) − φ0 − T0(φ− φ0)) + φ0,
is real-analytic and verifies Γ(x0, φ0) = φ0 and DφΓ(x0, φ0) = 0. We may therefore find a neigh-
borhood U of x0 and a closed neighborhood W of φ0 such that Γ is a uniform contraction on
the real-analytic sections, U → W . The fixed point φ(x) = Γ(x, φ(x)), x ∈ U is then itself a
real-analytic section and has the desired properties.
Lemma 6.21 The pressure function P (s,Λ(F t)), extends to a real-analytic function P(s, t), on
an open neighborhood U s0 ⊂ C2 of (s0, 0).
Proof: By the above implicit function Theorem there is a real-analytic map
(s, t) ∈ U s0 7→ h∗s,t ∈ B(h∗s0,0, ρ) ⊂ A.
defined in a neighborhood U s0 ⊂ W s0 of (s0, 0). On this neighborhood we define as before,
ps,t,ω = ℓ(Ls,Ft,ωh
∗
s,t) ∈ C. For fixed ω this function is clearly analytic in (s, t) ∈ U s0 . Lemma
6.15 applied to our fixed point shows that when (s, t) ∈W s0 and λω = ‖Df0,ω‖ then∣∣∣∣ λsωps,t,ωλs0ω ps0,0,ω − 1
∣∣∣∣ ≤ 23 .
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This in turn implies, | log(λsωps,t,ω)− log(λs0ω ps0,0,ω)| ≤ log 3. Then also,
| log ps,t,ω| ≤ (|s|+ s0) log λω + log ps0,0,ω + log 3.
The right hand side is µ-integrable (its integral is bounded by (|s|+s0)E(log ‖Df0,ω‖)+P (s0,Λ(F0))+
log 3) and therefore,
P(s, t) =
∫
ps,t,ωµ(dω), (s, t) ∈ U s0
is well-defined and yields a real-analytic extension of the pressure.
Theorem 6.22 Let τ be an ergodic transformation on (Ω, µ). Let F t = (f t,ω)ω∈Ω ∈ EΩ(K,U) be
an analytic family verifying a uniform L-Lipschitz condition and with uniform bounded condition
numbers, i.e. Assumption 6.16 above. Then, almost surely, the Hausdorff dimension of the
random Julia set, J(F tω), (4.24) is independent of ω and depends real-analytically on t.
Proof: Let t ∈ D ∩ R. We already know from Theorem 5.3 that a.s., d(t) = dimHΛ(F tω)
is independent of ω and that P(d(t), t) = 0 whenever (d(t), t) ∈ U s0 , t ∈ R. By the previous
Lemma, P has a real-analytic extension and since ∂P∂s (d(t), t) ≤ log β < 0 for real t-values, we
may apply another implicit function theorem to P and conclude that there is an open neighbor-
hood V0 ∈ C of 0 and a real-analytic function t ∈ V0 7→ (d̂(t), t) ∈ U s0 such that P(d̂(t), t) = 0
for all t ∈ V0. The function d̂(t) yields the desired real-analytic extension of the dimension.
6.5 Parameter dependency of the measure
Consider M≡M(Ω), the Banach space of complex measures on Ω in the variation norm. The
set of probability measures, P ≡ {µ ∈ M : µ ≥ 0, µ(Ω) = 1}, forms a real affine subspace of M.
Let O ⊂ Rn be an open subset.
Definition 6.23 We say that a family of probability measures, pλ, λ ∈ O is real-analytic if
there is a complex neighborhood OC ⊂ Cn of O, such that
λ ∈ OC 7→ pλ ∈ M
is analytic.
Example 6.24 The Poission law, pλ(k) = e
−λ λk
k! , k ∈ N is real-analytic in λ ≥ 0. It has a
complex extension to every λ ∈ C with a variation norm
‖pλ‖ = e|λ|−reλ
7 Proof of Theorem 1.1
Let (Ω, µ) = (
∏
N
Υ,⊗Nν) denote the (extension of the) direct product of probability spaces and
let τ be the shift on this space, i.e. τ(ω) = (ω2, ω3, . . .) for ω = (ω1, ω2, . . .). With ft,ω as in our
Main Theorem we define f t,ω = ft,ω1 as the random sequence of conformal maps. We suppose
that each individual measure νλ depends analytically on a complex parameter λ ∈ D (setting
λ = t we obtain the statement in the Theorem). The family F t = (f t,ω)ω∈Ω ∈ EΩ(K,U) verifies
the conditions for Theorem 6.22 and applying this for a (real) probability measure, µλ, λ real,
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yields part I and II of our Main Theorem, except for the real-analyticity with respect to the
measure. Let P(s, t, λ) (for λ real) denote the pressure obtained in that Theorem.
Going back to the Implicit Function Theorem, Theorem 6.20, we may find a neighborhood
U s0 ∈ C2 of (s0, 0) such that Dhπs,t(h∗s,t) has spectral radius strictly smaller than one for
(s, t) ∈ U s0 . Possibly shrinking the neighborhood we may also find constants C = C(s, t) < +∞,
η = η(s, t) < 1 and 0 < ρ1 ≤ ρ such that the map π(n)s,t : B(h∗, ρ1)→ B(h∗, ρ) is well-defined for
all n ≥ 1 and is a Cηn-Lipschitz contraction.
For η < 1 we define, Dη = {λ ∈ Cn : ‖pλ‖ < 1/η}, and then
D0 = {(s, t, λ) : (s, t) ∈ U s0 , λ ∈ Dη(s,t)}.
Given (s, t) ∈ U s0 , set h(0) = 1 ≡ π(0)1 ∈ B(h∗, ρ1) and then recursively, h(n) = π(n)1−π(n−1)1,
n ≥ 1. These differences have norm smaller than 2Cηn. Also h(n)ω = h(n)ω,...,τnω depends only on
the first n iterates of ω. Integrating with respect to the analytic continuation of our probability
measure we see that∑
k
|ℓ(Lωh(k)ω1...ωk)dpλ(ω1) . . . dpλ(ωk)| ≤ const
∑
k
(‖pλ‖η)k (7.50)
which is finite when λ ∈ Dη. For λ real,
P(s, t, λ) ≡
∫
ℓ(Lωhτω)dµλ(ω) =
∑
k
ℓ(Lωh
(k)
ω1...ωk
)dpλ(ω1) . . . dpλ(ωk)
and (7.50) shows that the right hand side extends real-analytically on the domain (s, t, λ) ∈ D0.
Using transversality of this extended pressure function and once again an Implicit Function The-
orem we obtain Theorem 1.1, part II, including the real-analyticity with respect to the measure.
Remarks 7.1 An alternative generalisation would be to pick the maps ft,ω according to a Gibbs
measure on a shift space over a finite alphabet. The Hausdorff dimension in this case depends
real-analytically (and for the same reasons) upon the Ho¨lder potential defining the Gibbs state.
This result does not, however, cover our main example in the introduction.
8 Proof of Example 1.2
We define for 0 ≤ ρ < 1, the complex annulus Aρ = {z ∈ C : ρ < |z| < 1/ρ} (= C∗ for ρ = 0).
The conditions on parameters may be written as
|a|+ r ≤ k
2
4
,
where k is a constant 0 < k < 1. We set U = Ak2/2 and K = Ak/2 which is a compact subset of
U .
The maps under consideration, f = zN+2 + c, then belongs to E(K,U). The neighborhood
K∆ may be written as Aκ for some κ ∈]k2/2, k/2[. Conformal derivatives and usual derivatives
are (smoothly) comparable on f−1K∆ so we are allowed to replace conformal derivatives by the
standard Euclidean ones in the following. For w = f(z) ∈ K∆ we have,
f ′(z) = (N + 2)zN+1 = (N + 2)
w − c
z
,
41
which is comparable to N (because both w and z belongs toK∆). Whence, the b.a.l.d. condition,
E(log ‖Df‖) < +∞, is equivalent to E(N) < +∞ which is clearly verified for a Poisson distribu-
tion of N . Also, the condition numbers ‖Df‖ ‖1/Df‖ are uniformly bounded (this is in fact true
for all maps f ∈ E(K,U) for which f−1U is connected). If we write f(z) = zN+2+a+ rξ, where
ξ is a random variable uniformly distributed in D then we obtain an explicit (real-) analytic
parametrization of f in terms of a and r.
To see that a local inverse depends uniformly Lipshitz in parameters consider e.g. :
∂f−1
∂a
= −∂f
∂a
/
∂f
∂z
= − 1
N + 2
z
w − c ,
which is uniformly bounded on K∆. Similarly,
∂
∂a
log f ′ ◦ f−1 = N + 1
z
(− w − c
(N + 2)z
) =
N + 1
N + 2
c− w
z2
,
which is again uniformly bounded, independent of the value of N (but only just so !). We are
in the position to apply our Main Theorem and proving the claims in Example 1.2.
A Removing the mixing condition
Our mixing condition (C4) was convenient but not strictly necessary. For completeness we will
show how to get rid of this condition. Our first reduction is to replace (C4) by topological
transitivity. This amounts to saying that there is n0 = n0(δ) such that
(C4’)
n0⋃
k=0
fk(B(x, δ) ∩ Λ) = Λ.
Repeating the previous steps we see that (2.13) is replaced by the inequality
max
0≤k≤n0
mn+k ≥ (λn01 cn)−sMn/2
from which the operator distortion bounds follow. The proof of the lower bounds for the Haus-
dorff dimension does not change and in the upper bounds for the Box dimension the left hand
side of the inequality (2.17) is replaced by
∑
0≤j≤n0
Lj+n0χB(x,r) which leads to the bound
m∑
i=1
(diam B(xi, 2r))
s ≤ 4sγ2(s)
∑
0≤j≤n0
‖Ljs‖.
In the general situation we will replace Λ by a subset Λ′ of the same dimensions, which is
f -invariant and topologically transitive. First, define a local pressure at x ∈ Λ within Λ:
P x(s,Λ) = lim sup
n
1
n
logLns1Λ(x).
From the very definitions it is clear that P x(s,Λ) ≤ P fx(s,Λ). Also if x ∈ Λ and y ∈ Λ are at
a distance less than δ the ratio of Lns1(x) and L
n
s1(y) are sub-exponentially bounded in n. The
local pressures at x and y are thus the same. Say that two points x, y ∈ Λ are δ-connected iff
there is a finite sequence of points
x0 = x, x1, . . . , xn, xn+1 = y ⊂ Λ
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for which d(xi, xi+1) < δ for all 0 ≤ i ≤ n. This partitions Λ into δ-connected components
Λ = Λ1 ∪ . . . ∪ Λm. Each Λi is δ-separated from its complement, whence open and compact
within Λ. Thus there is a uniform bound on the number Nδ of intermediate points needed to
connect any x and y within the same component.
The partition is not Markovian. For example, for a connected hyperbolic Julia set there
is only one δ-connected component. It does, however, enjoy some Markov like properties: If
fΛi∩Λj 6= ∅ then fΛi ⊃ Λj . To see this note that if x ∈ Λi, y = f(xi) ∈ Λj and v ∈ B(y, δ) ⊂ Λj
then there is (a unique) u ∈ B(x, δ) ⊂ Λi for which f(u) = v and thus v ∈ Λi. We may introduce
a transition matrix, tji = 1 when fΛi ⊃ Λj and zero otherwise. A partial ordering among the
partition elements Λi is then given by
Λi ≺ Λj iff ∃n = n(i, j) : tnji ≥ 1
and an equivalence relation
Λi ∼ Λj iff Λi ≺ Λj and Λj ≺ Λi.
The equivalence classes provides a new partition of Λ:
Λ = C1 ∪ . . . ∪ Ck
which inherits the partial ordering from before. Each equivalence class is topologically transitive
and the local pressures are constant on each class. Writing Pi for the pressure on class i we have
Pi ≤ Pj for i ≺ j.
Consider now the critical s-value scrit and let Ci0 be a class which is minimal for the in-
herited partial ordering and such that the local pressure vanishes for every point in this class
P x(scrit,Λ) = 0, x ∈ Ci0 . We denote by
Λ′ = ∩j≥0f−jCi0
the corresponding f invariant subset of the class. This subset is topologically transitive (clear)
and we claim that this set has Hausdorff and box dimensions that agree and equal scrit. For this
it suffices to show that the pressure of that subset P (scrit,Λ
′, f) vanishes.
Write for 1 ≤ i ≤ k
Niφ = χCiLsφ = Ls(χCi ◦ fφ).
If Ci ≺ Cj and they are not equal then NiNj ≡ 0. Similarly, if Ci and Cj are not related the
NiNj = NjNi ≡ 0. In either case we have (Ni+Nj)n = Nni +NjNn−1i + · · ·Nn−1j Ni+Nnj which
implies that the spectral radius of Ni + Nj is the same as the spectral radius of Nj . Writing
Ls =
∑
iNi it follows that the spectral radius of Lscrit must be the same as that of Ni0 . But
this implies precisely that P (scrit,Λ
′, f) = 0.
Remarks A.1 We note that in this setting, even when distortions remain uniformly bounded
the Hausdorff measure need not be finite (essentially because the powers of a matrix of spectral
radius one need not be bounded when the eigenvalue one is not simple).
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