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FLAT FRONTS AND STABILITY FOR THE POROUS MEDIUM EQUATION
CLEMENS KIENZLER
ABSTRACT. This work is concerned with the equation ∂tρ = ∆xρm, m > 1, known as the porous
medium equation. It shows stability of the pressure of solutions close to flat travelling wave fronts
in the homogeneous Lipschitz sense that is in a way optimal for the treatment of the equation. This
is the first result of this type and implies global regularity estimates for any number of derivatives
of the pressure. Consequences include smoothness, analyticity in temporal and tangential direc-
tions, and analyticity of the interface between empty and occupied regions. In the course of the
argument a Gaussian estimate in an intrinsically arising space of homogeneous type is crucial to
obtain linear estimates by means of the non-Euclidean Calderón-Zygmund singular integral the-
ory.
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1. THE POROUS MEDIUM EQUATION
Background. For m > 1 we consider a non-negative distributional solution
ρ ∈ Lmloc((0, T)×Rn)
of the porous medium equation (PME)
∂tρ− ∆xρm = 0
on (0, T) × Rn, where 0 < T ≤ ∞. The naming is explained by the physical origin of the
equation as a model for the density of diffusing gas in a porous medium. Thanks to [DF85] and
[DK93] it is known that any solution is Hölder continuous on (0, T)× Rn. Moreover, [AC83]
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showed that ρ takes on a uniquely determined initial value ρ(0, · ) in the sense of distributions
that has the property of being a Borel measure with growth restriction
(∗) sup
r>1
r−n−
2
m−1 ρ(0, Br(0)) < ∞.
The converse problem of finding a solution of the PME to a given initial datum ρ0 was solved
positively by [BCP84] if ρ0 satisfys (∗). Their work provides a maximal existence time T for
which a lower bound can be calculated explicitly. If the initial datum is non-negative and
locally integrable with an additional growth bound, one gets T = ∞ and therefore global time
solvability. That the initial datum determines the solution uniquely was shown by [DK84] in
full generality.
Considering the equation in divergence form, namely
∂tρ− (m− 1)∇x ·
(
cm ρ
m−1∇xρ
)
= 0,
where we abbreviate
m
m− 1 =: cm,
it becomes evident that the PME is a degenerate parabolic equation: The diffusion coefficient
v := cm ρm−1
representing the pressure of the gas vanishes as the density ρ approaches zero. The formal
calculation for passing between the two instances of the equation is rigorous in case also
∇xρ ∈ Lmloc((0, T)×Rn).
As opposed to the situation for uniformely strongly parabolic equations, the degeneracy of the
PME implies that any solution whose initial positivity set is compact retains this property for
any finite time. In physical terms this means that the diffusing gas does not get to every point
of space instantaneously, but rather propagates with finite speed. Not only does this paint a
more realistic picture of the real world in terms of modelling diffusion processes, but it does
also give rise to an interesting mathematical phenomenon: The time-space positivity set P(ρ)
of a solution, open because of the continuity of ρ, has a non-empty boundary that separates it
from the time-space region where ρ vanishes, thus constituting a sharply defined interface
I(ρ) := ∂P(ρ) ∩ ((0, T)×Rn).
The regularity of the interface and the regularity of the solution are closely connected. Note that
parabolic regularity theory implies the smoothness of solutions on P(ρ), so regularity is only
an issue near I(ρ). There are, on the other hand, examples of explicit solutions with smooth
interface that are not more than time-space Hölder continuous across the interface.
In the case of one space dimension, the interface is always Lipschitz regular as was shown in
[Aro70]. This is optimal according to [ACV85], since when starting to move after a waiting time
the interface may have a corner. However, once the waiting time has passed, the interface is
not only smooth ([AV87]), but even real analytic ([Ang88]). Furthermore, according to [Bén83]
and [Aro69], on top of the Hölder regularity of the density, the pressure is Lipschitz continuous
everywhere in time and space.
In the general case of arbitrary dimensions, some irregularities can appear. In [CVW87] it was
shown that after waiting the time it takes the gas to overflow the ball containing the initial
support, the pressure of a solution is a Lipschitz function in time and space and on all of Rn, that
is especially across the interface. It follows that I(ρ) can be described as a Lipschitz continuous
surface for sufficiently large times. As noted above, the temporal constraint solely applies for
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dimensions n > 1 and is important in case the positivity set of the initial datum contains one or
more holes. Any hole is filled in finite time, but advancing interfaces may hit each other and the
velocity of the interface can become unbounded at the focussing time, as described for example
in [AG93].
Under certain conditions on the initial pressure, more regularity can be gained. Imposing
ρm−10 + |∇xρm−10 | ≥ c > 0 on P(ρ0)
for a constant c > 0 ensures that the interface starts to move at all of its points immediately
at the initial time. This becomes plausible by the physical interpretation of the equation that
suggests to view the spatial derivative of the pressure as the velocity of the extension of gas in
space and hence the speed of the interface. If in addition ρ0 has a bounded positivity set and
satisfies
ρm−10 ∈ C1(P(ρ0))
as well as
∆xρ
m−1
0 ≥ −C in D′(P(ρ0))
for a constant C > 0, we speak of a non-degenerate initial datum. For the density belonging to
such a ρ0, [CVW87] showed that the spatial gradient of the pressure is bounded away from zero
near the interface for sufficiently large times, making it possible for [Koc99] to establish that for
sufficiently large times the interface is smooth and the pressure is smooth up to and including
the interface.
Short time smoothness of the pressure up to and including the interface as well as smooth-
ness of the interface itself, both before a possible blow-up time, hold according to [DH98] and
[Koc99] for initial data that start to move immediately and have an initial pressure with Hölder
continuous derivative. To complete the picture, [DHL01] found that non-degenerate initial data
which in addition possess a weakly concave square root function of the initial pressure generate
solutions with convex positivity set for all times and hence smoothness of the pressure up to
and including the interface as well as smoothness of the interface follow for all times.
Main Results. The main result of this paper is a global regularity estimate for any number of
derivatives of the pressure of a distributional solution, imposing only Lipschitz conditions on
the initial pressure. The space of not necessarily bounded Lipschitz functions on an arbitrary set
Ω ⊂ Rn is denoted by C˙0,1(Ω). It is obviously a subset of C(Ω) and hence L1loc(Ω), and the dis-
tributional gradient of any Lipschitz function in the interior of Ω is itself a regular distribution
in L∞(Ω).
1.1 Theorem There exists an ε > 0 such that the following holds:
If ρm−10 ∈ C˙0,1(Rn) satisfies ∥∥∥cm∇xρm−10 −~en∥∥∥L∞(P(ρ0)) ≤ ε
and if ρ is the solution of the PME on (0, T)×Rn with initial value ρ0, then
ρm−1 ∈ C∞(P(ρ))
and
sup
(t,x)∈P(ρ)
tk+|α|
∣∣∣∂kt ∂αx (cm∇xρm−1(t, x)−~en)∣∣∣ ≤ c ∥∥∥cm∇xρm−10 −~en∥∥∥L∞(P(ρ0))
for any k ∈ N0 and α ∈ Nn0 with a constant c = c(n,m, k, α). Furthermore, all level sets of ρ are
analytic.
Note that the theorem contains the analyticity of I(ρ), which is the level set belonging to zero.
We conjecture that also the pressure itself is analytic rather than merely smooth.
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Theorem 1.1 can be interpreted as a stability result: For the perfectly flat travelling wave front
solution
ρtw(t, x) =
(
c−1m (xn + t)+
) 1
m−1
normed with respect to the n-th coordinate direction, the derivative on its positivity set is given
by the n-th unit vector~en. Seen in this light, the result asserts that solutions of the PME whose
pressure is initially close to a flat front in the Lipschitz sense stay close to it for all times.
In order to prove Theorem 1.1, we consider the so-called transformed pressure equation (TPE)
∂sw− yn ∆′yw+ y−σn ∂yn
(
y1+σn
1+ |∇′yw|2
∂ynw
)
= 0 on (0, S)× H,
where
0 < S ≤ ∞, H := {y ∈ Rn | yn > 0} and σ > −1.
We establish existence of solutions that possess good regularity properties and are Lipschitz
stable with respect to the travelling wave solution
wtw(s, y) := yn − (1+ σ) s
with ∇ywtw =~en.
1.2 Theorem There exists an ε > 0 such that for any w0 ∈ C˙0,1(H) satisfying∥∥∇y (w0 −wtw(0, · ))∥∥L∞(H) ≤ ε
we can find a solution w∗ ∈ C∞((0, S)× H) of the TPE on (0, S)× H with initial value w0 for which
we have
sup
(s,y)∈(0,S)×H
sk+|α|
∣∣∣∂ks∂αy∇y (w∗(s, y)− wtw(s, y))∣∣∣ ≤ c ∥∥∇y (w0 − wtw(0, · ))∥∥L∞(H)
for any k ∈ N0 and α ∈ Nn0 with a constant c = c(n, σ, k, α). Furthermore, w∗ is analytic in the
temporal and tangential directions on (0, S)× H with Λ > 0 and C = C(n) > 0 such that
sup
(s,y)∈(0,S)×H
sk+|α
′| |∂ks∂α
′
y′∇yw∗(s, y)| ≤ C Λ−k−|α
′| k! α′!
∥∥∇y (w0 − wtw(0, · ))∥∥L∞(H)
for any k ∈ N0 and α′ ∈ Nn−10 with k+ |α′| > 0.
If ε is chosen possibly smaller so that for k = |α| = 0 we have c ε < 1, then from the global
bound on the gradient of w∗ it follows that |∂ynw∗| > 1− c ε on (0, S)× H. As a consequence,
for any xn ∈ R we can locally everywhere solve the graph equation w∗(s, y) = xn for the
implicit variable yn by means of a unique smooth function v∗(s, y′, xn) with
∇s,y′v∗ = −(∂ynw∗)−1∇s,y′w∗ and ∂xnv∗ = (∂ynw∗)−1.
This suggests a reparametrisation of the graph in terms of a local change of coordinates per-
formed by means of a von-Mises-transformation
A : (s, y) 7→ (s, y′,w∗(s, y)) =: (t, x)
interchanging dependent and independent variables. For a fixed time s ∈ (0, S), Theorem 1.2
also implies
|(A(s, y)− A(s, y))− ((s, y)− (s, y))| ≤ c ε |y− y|
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through the medium of the mean value theorem. Hence both
|(A(s, y)− A(s, y))− ((s, y)− (s, y))| ≤ cε
1− cε |y− y|
and
|(A(s, y)− A(s, y))− ((s, y)− (s, y))| ≤ cε
1− cε |A(s, y)− A(s, y)|
hold, and we can conclude
(1− c ε) |y− y| < |A(s, y)− A(s, y)| < (1− c ε)−1 |y− y|
for any y, y ∈ H. Consequently, A is an injective quasi-isometry that allows us to reparametrise
the graph globally with A(s,H) = P(v∗(s)). After an additional rescaling in time by (1 +
σ) without changing the notation of the time variable t it becomes evident that v∗ solves the
equation
∂tv− (m− 1) v ∆xv− |∇xv|2 = 0
classically on P(v∗) up to and including the boundary, where
m =
2+ σ
1+ σ
.
However, this equation is nothing but the porous medium pressure equation (PMPE) with pa-
rameter m > 1, explaining the name of the TPE. Since the level set of v∗ at height yn is given
by {
(s, y′, xn) | xn = w∗(s, y)
}
,
the temporal and tangential analyticity of w∗ translates into analyticity of the level sets of v∗.
Note that for these transformations to work it is necessary that the distance of the initial data
from the initial travelling wave is small in the homogeneous Lipschitz norm, thus in this sense
the smallness condition in Theorems 1.2 and 1.1 is optimal. The repetition of the process just
described with wtw instead of w∗ generates the travelling wave solution
vtw(t, x) = xn + t
of the PMPE on P(vtw).
Setting
ρ(t, x) :=
{(
c−1m v(t, x)
) 1
m−1 for any (t, x) ∈ P(v),
0 else
for v = v∗ and v = vtw yields a classical solution ρ∗ of the PME onP(ρ∗) aswell as the travelling
wave solution ρtw of the PME we started out with. But ρ∗ is indeed a distributional solution of
the PME on (0, T)×Rn for T = (m− 1)−1S, as can be seen by the simple computation∫
(0,T)×Rn
ρ∗∂tϕ dLn+1 +
∫
(0,T)×Rn
ρm∗ ∆xϕ dLn+1 = −
∫
P(ρ∗)
∂tρ∗ϕ dLn+1 +
∫
P(ρ∗)
∆xρ
m∗ ϕ dLn+1 = 0
for any ϕ ∈ C∞c ((0, T)× Rn), where the spatial boundary terms of the integrations by parts
vanish since ρ∗ does so at the boundary of its positivity set and we use the fact
∇xρm∗ = c−cmm ∇xvcm∗ = ρ∗∇xv∗.
In conjunction with the existence and uniqueness results for the PME, this shows Theorem 1.1.
The remainder of this work is concerned with proving Theorem 1.2.
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2. THE PERTURBATION EQUATION
The Perturbational Setting. When considering the perturbed travellingwavewtw+u, formally
the perturbation u is itself a solution of the TPE if it satisfies the perturbation equation (PE)
∂su− Lσu = f [u]
on ω with linear spatial part
yn ∆yu+ (1+ σ) ∂ynu =: Lσu
and non-linearity
−(1+ σ) |∇yu|
2
∂ynu+ 1
− yn ∂yn
|∇yu|2
∂ynu+ 1
=: f [u].
It is worth pointing out that the PE possesses an invariant scaling: If u is a solution with respect
to (s, y)with initial value u0, then 1λ (u ◦ Aλ) is a solution with respect to (sˆ, yˆ)with initial value
uˆ0, where
Aλ : (sˆ, yˆ) 7→ (λ sˆ, λ yˆ) =: (s, y)
and uˆ0(yˆ) := u0(λ yˆ).
The main theorem for the PE is the following.
2.1 Theorem There exists an ε > 0 such that for any u0 ∈ C˙0,1(H) with∥∥∇yu0∥∥L∞(H) ≤ ε
we can find a solution u∗ ∈ C∞((0, S)× H) of the PE on (0, S)× H with initial value u0 satisfying
sup
(s,y)∈(0,S)×H
sk+|α|
∣∣∣∂ks∂αy∇yu∗(s, y)∣∣∣ ≤ c ∥∥∇yu0∥∥L∞(H)
for any k ∈ N0 and α ∈ Nn0 with a constant c = c(n, σ, k, α). Furthermore, u∗ is analytic in the
temporal and tangential directions on (0, S)× H with a Λ > 0 and a C = C(n) > 0 such that
sup
(s,y)∈(0,S)×H
sk+|α
′| |∂ks∂α
′
y′∇yu∗(s, y)| ≤ C Λ−k−|α
′| k! α′!
∥∥∇yu0∥∥L∞(H)
for any k ∈ N0 and α′ ∈ Nn−10 .
This generates a solution w∗ = wtw + u∗ of the TPE, implying Theorem 1.2 immediately.
2.2 Remark It is shown in [Koc99] that the solution u∗ and all its temporal derivatives are also analytic
on (0, S)×H in any spatial direction including the vertical one. We conjecture that u∗ is indeed analytic
on (0, S)× H in time and space. This would ultimately also show the analyticity of the pressure.
The proof of Theorem 2.1 is given in Section 4. It closely follows [KL12] and uses a fixed point
argument in a special function space. This also requires a thorough treatment of the linearised
PE (LPE), where we simply ignore the dependence of f [u] on u. It has the same invariant scaling
as the non-linear PE. Moreover, translations in any temporal and spatial direction save the yn-
direction commute with the differential operator. Starting from a suitable definition of weak
solution, we will obtain the linear estimates needed in Section 3.
Note also that we can express both the spatial part of the operator and the non-linearity in
divergence form as
Lσu = y
−σ
n ∇y ·
(
y1+σn ∇yu
)
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and
f [u] = −y−σn ∂yn
(
y1+σn
|∇yu|2
∂ynu+ 1
)
.
Although we will not make use of this fact structurally, it motivates the definition of a weak
notion of solution and makes the use of weighted measures natural.
Weighted Measures. Set µσ(y) := yσn dLn(y). Then µσ is a countably finite Radon measure
possessing the same nullsets as the Lebesgue measure. We denote µσ(Ω) =: |Ω|σ. As an abbre-
viation for the Lebesgue spaces with respect to µσ on an arbitrary set Ω ⊂ Rn we set
Lp(Ω, µσ) =: L
p
σ(Ω) for 1 ≤ p ≤ ∞
and drop the measure from the notation in case of the Lebesgue measure σ = 0. Since the
nullsets coincide, we have
L∞σ (Ω) = L
∞(Ω).
We would also like to introduce Sobolev spaces that allow for different weights in every order
of derivatives by defining
W
m,p
~σ
(Ω) :=
{
u ∈ Lpσ0(Ω) | ∂αyu ∈ L
p
σ|α|(Ω) for all |α| ≤ m
}
form ∈ N, 1 ≤ p < ∞ and an open set Ω ⊂ H, where the weight exponents σ0, . . . , σm > −1 are
understood as the vector (σ0, . . . , σm) = ~σ. Here the derivatives are taken in the distributional
sense, which is possible since on an open set Ω that is contained in H we have
L
p
σ(Ω) ⊂ Lploc(Ω, µσ) ⊂ L
p
loc(Ω, µσ) ⊂ L1loc(Ω, µσ) ⊂ L1loc(Ω)
for any 1 ≤ p ≤ ∞. Both weighted Lebesgue and Sobolev spaces possess all the usual functional
theoretical properties. The inner product on L2σ(Ω) is denoted as ( · | · )L2σ(Ω).
Intrinsic Metric. A crucial observation is that the linear spatial operator Lσ gives rise to a
Carnot-Caratheodory-metric d on H. This intrinsic metric is described in detail in [DH98] in
two dimensions, and in [Koc99] and [Kie13] in general. As a manifestation of the degeneracy of
the equation, it is singular towards ∂H. An equivalent characterisation in terms of an explicit
expression is given for all y, z ∈ H by
c−1d d(y, z) ≤
|y− z|√
yn +
√
zn +
√|y− z| ≤ d(y, z)
with cd := 12. It is sometimes convenient to consider the quasi-metric
d˜(y, z) :=
|y− z|
(y2n + z
2
n + |y− z|2)
1
4
instead. Then we have
c−1d d(y, z) ≤ d˜(y, z) ≤ 4 d(y, z)
for any y, z ∈ H. All balls Br(z) will be understood with respect to d, while Beur (z) denotes
Euclidean balls intersected with the closed upper half plane H. Their interplay is displayed by
the inclusions
Beu
c−2d r(r+
√
zn)
(z) ⊂ Br(z) ⊂ Beu2r(r+2√zn)(z).
Close to the boundary of the upper half plane, that is for r >
√
zn, we observe that Br(z) behaves
like Beu
r2
(z), while for r <
√
zn the intrinsic geometry is comparable to the Euclidean one. This
reflects the uniform parabolicity of our equation away from the free boundary. For y0 ∈ H and
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a parameter δ1 > 0, it is also possible to construct a cutoff function
η ∈ C∞c (Bδ1r(y0))
with
η = 1 on Bδ2r(y0)
and
|∂αyη| . r−|α| (r+
√
y0,n)
−|α| on Bδ1r(y0)
if δ2 is small enough compared to δ1.
In terms of the weighted measure we have
|Br(z)|σ hn,σ rn(r+√zn)n+2σ.
Note also that the intrinsic metric turns the weighted measure space (H, µσ) into a space of
homogeneous type, satisfying the doubling condition
|Bκr(z)|σ ≤ c κn (1+ κn+2σ)|Br(z)|σ
for κ > 1 with c = c(n, σ) > 0.
Function Spaces. The fixed point argument in the proof of Theorem 2.1 takes place in a special
function subspace X of the space of spatial Lipschitz functions that has to be complemented
by an intermediate function space Y for the linear considerations. In [KT01], the choice of
these function spaces was motivated by the square function characterisation of BMO. Since
we aim at a Lipschitz setting, we first look for a bound of the homogeneous Lipschitz norm∥∥∇yu∥∥L∞((0,S)×H) of a solution u to the linear equation in terms of ∥∥∇yu0∥∥L∞(H) and the Y-norm
‖ f‖Y of the inhomogeneity. It turns out that the right space to consider f in is split into an
on-diagonal and an off-diagonal part given by
‖ f‖Yonθ (p) := sup
0<r2<S
z∈H
rθ |Qr(z)|−
1
p
∥∥∇y f∥∥Lp(Qr(z)) ,
‖ f‖
Y
o f f
ε1, ε2
(p)
:= sup
0<r2<S
z∈H
r2−ε1 (r+
√
zn)
−ε2 |Qr(z)|−
1
p ‖ f‖Lp(Qr(z)) ,
where Qr(z) := ( 12 r
2, r2)× Br(z) are intrinsic parabolic cylinders that stay away from the initial
time. We set Y(p) := Yon2 ∩Yo f f1, 1 .
In order to close the argument, we also need an estimate for the non-linearity. This is only
possible when adding additional terms to the homogeneous Lipschitz norm and considering
‖u‖X(1)(p) :=
∥∥∇yu∥∥L∞((0,S)×H)
+ sup
0<r2<S
z∈H
(
r (r+
√
zn) |Qr(z)|−
1
p
∥∥∥D2yu∥∥∥
Lp(Qr(z))
+ r2 |Qr(z)|−
1
p
∥∥∥yn D3yu∥∥∥
Lp(Qr(z))
)
.
Thanks to the special structure of f [u], we can then establish mapping properties of u 7→ f [u]
that include the reverse inequality.
2.3 Lemma If 1 ≤ p ≤ ∞ and 0 < r < 1, then the mapping
B
X
R :=
{
u ∈ X(1)(p) | ‖u‖X(1) ≤ R
}
∋ u 7→ f [u] ∈ Y(p)
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is analytic and there exists a constant c = c(n, p) > 0 such that
‖ f [u]‖Y(p) ≤ c
1
(1− R)3 ‖u‖
2
X(1)(p)
for all u ∈ BXR
as well as
‖ f [u1]− f [u2]‖Y(p) ≤ c
R
(1− R)6 ‖u1 − u2‖X(1)(p) for all u1, u2 ∈ B
X
R .
Proof: We introduce the symbolic notation Dm1y u ⋆ D
m2
y u to denote any arbitrary linear com-
bination of products of derivatives of orders m1 and m2. The iterated application of ⋆ onto the
same order of derivatives, as in Dmy u ⋆ . . . ⋆ D
m
y u (j times), is abbreviated by (D
m
y u)
j⋆ with the
usual conventions (Dmy u)
1⋆ = 1 ⋆ Dmy u and (D
m
y u)
0⋆ = 1.
A direct calculation shows that
f [u] = f1[u] ⋆∇yu ⋆∇yu+ f2[u] ⋆∇yu ⋆ ( · )n D2yu
and, for j = 1, . . . , n,
∂y j f [u] = f2[u] ⋆∇yu ⋆ D2yu+ f2[u] ⋆∇yu ⋆ ( · )n D3yu+ f3[u] ⋆ D2yu ⋆ ( · )nD2yu
with
fi[u] :=
i
∑
k=1
(∂ynu+ 1)
−k
⋆ (∇yu)(k−1)⋆, i = 1, 2, 3.
We now consider ‖ f [u]‖Y(p) term by term, here concentrating on three examplatory cases. More
details can be found in [Kie13].
On the one hand, for arbitrary r > 0 and z ∈ H we get
r (r+
√
zn)
−1 |Qr(z)|−
1
p
∥∥ f1[u] ⋆∇yu ⋆∇yu∥∥Lp(Qr(z))
≤ ‖ f1[u]‖L∞((0,S)×H)
∥∥∇yu∥∥2L∞((0,S)×H) ,
since
∥∥∇yu∥∥Lp(Qr(z)) ≤ ‖∇xu‖L∞((0,S)×H) |Qr(z)| 1p and (r+√zn)−1 ≤ r, and
r (r+
√
zn)
−1 |Qr(z)|−
1
p
∥∥∥ f2[u] ⋆∇yu ⋆ ( · )n D2yu∥∥∥
Lp(Qr(z))
. ‖ f2[u]‖L∞((0,S)×H)
∥∥∇yu∥∥L∞((0,S)×H) r (r+√zn) |Qr(z)|− 1p ∥∥∥D2yu∥∥∥Lp(Qr(z)) ,
since
√
yn . r+
√
zn for any y ∈ Br(z).
On the other hand, the identity
∥∥∥( · )n |D2yu|2∥∥∥
Lp(Qr(z))
=
∥∥∥∥( · ) 12n D2yu∥∥∥∥2
L2p(Qr(z))
shows that
r2 |Qr(z)|−
1
p
∥∥∥ f3[u] ⋆ D2yu ⋆ ( · )n D2yu∥∥∥
Lp(Qr(z))
≤ ‖ f3[u]‖L∞((0,S)×H) r2 |Qr(z)|−
1
p
∥∥∥∥( · ) 12n D2yu∥∥∥∥2
L2p(Qr(z))
.
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Applying the weighted Gagliardo-Nirenberg interpolation inequality onto η∇yu, where η is a
cutoff function adapted to the intrinsic metric, gives the upper bound
‖ f3[u]‖L∞((0,S)×H)
(∥∥∇yu∥∥L∞((0,S)×H)+ r2 |Qr(z)|− 1p ∥∥∥( · )n D3yu∥∥∥Lp(Qr(z))
+ r (r+
√
zn) |Qr(z)|−
1
p
∥∥∥D2yu∥∥∥
Lp(Qr(z))
)
with a constant depending on n and p only.
We proceed similarily with the other terms and see that
‖ f [u]‖Y(p) .
(
‖ f1[u]‖L∞((0,S)×H)+ ‖ f2[u]‖L∞((0,S)×H)+ ‖ f3[u]‖L∞((0,S)×H)
)
‖u‖2
X(1)(p)
,
But by assumption we have∥∥∇yu∥∥L∞((0,S)×H) ≤ R and ∥∥∂ynu+ 1∥∥−kL∞((0,S)×H) ≤ (1− R)−k
and hence
‖ fi[u]‖L∞((0,S)×H) ≤
i
∑
k=1
Rk−1
(1− R)k .
The estimate for the difference follows by akin considerations.
Considering the linear equation again, we finally see that a solution u to an inhomogeneity
f ∈ Y(p) is not only contained in X(1), but in an even smaller space X(p) := X(1)(p) ∩ X(2)(p)
with
X(2)(p) :=
∥∥∥√s√yn D2yu∥∥∥
L∞((0,S)×H)
+ sup
0<r2<S
z∈H
r2 |Qr(z)|−
1
p
∥∥∇y∂su∥∥Lp(Qr(z)) .
Obviously, ‖ · ‖X(p) is a norm modulo constants. As an intersection of complete spaces, X(p)
andY(p) are also complete. Note that the notation does not reflect the dependence of the spaces
on the interval. The term “solution” in the following theorem is to be understood in a sense that
will be made precise later.
2.4 Theorem Ifmax
{
2 (n+ 1), (1+ σ)−1
}
< p < ∞, f ∈ Y(p), u0 ∈ C˙0,1(H) and u is a solution
of the LPE to inhomogeneity f on (0, S)× H with initial value u0, then we have
‖u‖X(p) ≤ c
(∥∥∇yu0∥∥L∞(H) + ‖ f‖Y(p))
for a constant c = c(n, σ, p) > 0.
While the estimate of the local Lp-norm in X(2) here is a byproduct of the theory that will not be
used any more in the course of the argument, the bound of the pointwise norm in X(2) becomes
important in the proof of Theorem 2.1. The proof of Theorem 2.4 is given in Proposition 3.15,
Remark 3.17 and Proposition 3.26.
3. LINEAR ESTIMATES
Definition of Solutions. We first define a suitable weak notion of solution of the LPE on ar-
bitrary time-space cylinders possibly touching the spatial boundary. Our particular interest in
the behaviour of solutions towards {yn = 0} is the motivation to carry our considerations to
the boundary of the upper half plane by applying a wider class of test functions that can attain
non-zero values at ∂H. For an arbitrary – and not necessarily open – set Ω ⊂ Rn we thus define
C∞c (Ω) := {ϕ : Ω → R | supp ϕ is a compact subset of Ω, ϕ has an extension ϕ˘ ∈ C∞c (Rn)} ,
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and similarly C∞c (ω) for an arbitrary ω ⊂ R ×Rn.
3.1 Remark It is clear that C∞c (Ω) is a dense subset of L
p
σ(Ω) for any Ω ⊂ H and 1 ≤ p < ∞. By
a modification of the usual arguments we can show that for Ω = H we have that C∞c (H) is dense in
W
m,p
~σ
(H), given that 1 ≤ p < ∞ and σi+1 − σi ≤ 1 for i = 0, . . . ,m− 1 as well as σm ≥ 0. See also
[AF03] and [Kuf85].
In the following, Ω will always be a relatively open subset of H, while I := (s1, s2) ⊂ R denotes
an arbitrary open interval with −∞ ≤ s1 < s2 ≤ ∞. By the notation I and I we mean the
closure of I only at its left or right end point, respectively, where ±∞ are always excluded from
being an element of the interval. Evaluations at non-finite points are to be understood as limits.
For a reasonable theory we equip solutions with some additional regularity properties that
allow for energy techniques. In this context, however, the conditions we set are the weakest
possible.
3.2 Definition
• Considering f ∈ L1loc
(
I; L2σ(Ω)
)
, we say that u is a σ-solution to f on I × Ω, if and only if
u ∈ L2loc
(
I; L2σ(Ω)
)
,∇yu ∈ L2
(
I; L21+σ(Ω)
)
and
−
∫
I
( u | ∂sϕ )L2σ(Ω) dL+
∫
I
(∇yu |∇yϕ )L21+σ(Ω) dL =
∫
I
( f | ϕ )L2σ(Ω) dL
for all ϕ ∈ C∞c (I ×Ω).
• Considering f ∈ L1loc
(
I; L2σ(Ω)
)
, we say that u is a σ-solution to f on I×Ω with initial value
u0 ∈ L2σ(Ω), if and only if u ∈ L2loc
(
I; L2σ(Ω)
)
,∇yu ∈ L2
(
I; L21+σ(Ω)
)
and
−
∫
I
( u | ∂sϕ )L2σ(Ω) dL+
∫
I
(∇yu |∇yϕ )L21+σ(Ω) dL =
∫
I
( f | ϕ )L2σ(Ω) dL
+ ( u0 | ϕ(s1) )L2σ(Ω)
for all ϕ ∈ C∞c ( I ×Ω).
Out of consistency considerations, in case of s1 = −∞ we only allow zero initial values and
implicitely set u0 = 0.
Energy Theory. For any relatively open Ω ⊂ H, existence of a σ-solution with initial value
u0 ∈ L2σ(Ω) for the linear PE to f ∈ L1
(
I; L2σ(Ω)
)
can be shown by a Galerkin approximation.
Uniqueness, however, is only guaranteed on cylinders without a spatial boundary.
3.3 Proposition If f ∈ L1(I; L2σ(H)) and u0 ∈ L2σ(H), then there exists a unique σ-solution to f on
I × H with initial value u0, for which u ∈ Cb
(
I; L2σ(H)
)
with u(s1) = u0 holds as well as the energy
identity
1
2
‖u(s2)‖2L2σ(H) +
∫
I
∥∥∇yu∥∥2L21+σ(H) dL = 12 ‖u(s1)‖2L2σ(H) +
∫
I
( f | u )L2σ(H) dL.
Proof: First let s1 > −∞. Since Ω = H, we can use Remark 3.1 to see that any
ϕ ∈ L2(I; L2σ(H)) with ∇yϕ ∈ L2(I; L21+σ(H)) and ∂sϕ ∈ L2(I; L2σ(H))
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serves as an admissible test function for the initial value problem, if in addition it has com-
pact support in time contained in I. This last requirement, together with the temporal square-
integrability of both ϕ and ∂sϕ, implies ϕ ∈ L∞
(
I; L2σ(H)
)
, and the defining equation remains
reasonable with such test functions for the class of inhomogeneities considered in Definition
3.2.
Fixing s˜1 < s˜2 ∈ I, so that (s˜1, s˜2) =: I˜ ( I has finite end points, a formal calculation with χ I˜ u
as a test function implies the energy identity on I˜ immediatley. However, both χ I˜ and u do not
possess the L2-regularity of the time derivative needed for a justification. We regularise in time
for h ≥ 0 by
u±h(s) :=
±h
−1±h∫
0
u(s+ τ) dL(τ) for all s ∈ I±h
0 for all s ∈ I r I±h,
where Ih := (s1, s2 − h) and I−h := (s1 + h, s2). By convention we set I−h = I if s1 = −∞ and
Ih = I if s2 = ∞. For arbitrary h ∈ R it is obvious that Ih + h = I−h. Choosing h > 0 so small
that I˜ ⊂ Ih ∩ I−h, the regularisation (η uh)−h is an admissible test function in the equation for u
on I × H for any η ∈W1,2loc (I) with supp η ⊂ Ih ∩ I−h.
Now specify such a cutoff function η by defining ηε := ηε1 ηε2 for suitably small ε1, ε2 > 0, with
ηε1(s) :=

0 for all s ∈ (s1, s˜1)
s−s˜1
ε1
for all s ∈ (s˜1, s˜1 + ε1)
1 for all s ∈ (s˜1 + ε1, s2)
and
ηε2(s) :=

1 for all s ∈ (s1, s˜2 − ε2)
− s−s˜2ε2 for all s ∈ (s˜2 − ε2, s˜2)
0 for all s ∈ (s˜2, s2).
A regularised version of the energy identity on I˜ in terms of h, ε1 and ε2 follows, and the limit
h → 0 poses no difficulties. Moreover, one shows that
s˜2 7→ (‖u(s˜2)‖2L2σ(H))
−ε2
constitutes a Cauchy sequence in the function space C((s˜1, s2)) and thus has a continuous limit
s˜2 7→ ‖u(s˜2)‖2L2σ(H) .
After the same considerations for s˜1, the norm continuity on [s˜1, s˜2] can be deduced as well as
the energy identity on I˜. But then
1
4
sup
s˜2∈(s˜1,s2)
‖u(s˜2)‖2L2σ(H) +
∫
(s˜1,s2)
∥∥∇yu∥∥2L21+σ(H) dL ≤ 12 ‖u(s˜1)‖2L2σ(H) +
 ∫
(s˜1,s2)
‖ f‖L2σ(H) dL

2
.
Boundedness on (s˜1, s2) is an immediate consequence, and hence both norm continuity and
energy identity continue to hold for s˜2 → s2, reaching the end point if it is finite.
If we repeat the whole process with the test function ηε ϕ˜ for ϕ˜ ∈ C∞c (H), it becomes clear that
s 7→ ( u(s) | ϕ˜ )L2σ(H)
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is continuous on [s˜1, s2). By the density from Remark 3.1, this is nothing but weak continuity of
s 7→ u(s) ∈ L2σ(H) on [s˜1, s2),
amounting to continuity on I .
For the inclusion of the initial time s1 > −∞, we now take into account that u possesses an
initial value, fix an s0 ∈ I and define
ηε :=

1 for all s ∈ (s1, s0)
1− s−s0ε for all s ∈ (s0, s0 + ε)
0 for all s ∈ (s0 + ε, s2)
for small ε > 0. Then ϕ˜ ηε is an admissible test function, and similar calculations as above lead
to
lim
s0→s1
( u(s0) | ϕ˜ )L2σ(H) = ( u0 | ϕ˜ )L2σ(H).
This proves that weak continuity can be extended into s1 with u(s0) ⇀ u0 for s0 → s1. But we
know by the first part that the norm is uniformely bounded. Full continuity in L2σ(H) down
to s1 with u(s1) = u0 is therefore proven, and we can let s˜1 → s1 in the energy identity. The
uniqueness of σ-solutions to the initial value problem follows directly.
Finally, let s1 = −∞. If we consider s(j) ∈ I with s(j) −→ −∞ for j −→ ∞, the results obtained
so far ensure the unique existence of σ-solutions u(j) on (s(j), s2) × H with zero initial value.
Extending them onto all of I by zero, we can apply the energy identity to see that those u(j)
form a Cauchy sequence in C(I; L2σ(H))whose limit will be denoted by u. Then u is a σ-solution
on (−∞, s2)× H with zero initial value. Continuity, energy identity, and hence uniqueness are
implied immediately.
3.4 Remark Since the first part of the proof does not see the initial time, we have also shown that σ-
solutions without initial value are in C( I ; L2σ(H)), and both boundedness and the energy identity hold
on (s˜1, s2) for any s˜1 ∈ I. Consequences of the energy identity, such as the temporal decrease of the
L2σ-norm of σ-solutions of the homogeneous linear PE on the whole space, are thus true on I in any case,
and can be extended to I for σ-solutions with initial value.
3.5 Remark We can use the same method of proof to get the duality equality
( u(1)(s1) | u
(2)(s2) )L2σ(H) = ( u
(1)(s2) | u
(2)(s1) )L2σ(H) for all s1, s2 ∈ I,
where u(1) and u(2) are σ-solutions of the homogeneous equation on I × H that possess initial values.
If f ∈ L2(I; L2σ(H)), additional regularity properties of σ-solutions are revealed by the follow-
ing weighted energy estimates. In order to prove them, we consider only solutions with zero
initial values u0 = 0. This could be generalised under some regularity conditions on u0. The
statement alongside with a formal proof is already contained in [Koc99].
3.6 Proposition If f ∈ L2(I; L2σ(H)) and u is a σ-solution to f on I × H with zero initial value, then
s 7→ ∥∥∇yu(s)∥∥L21+σ(H) ∈ Cb(I) with∇yu(s1) = 0
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and there exists a constant c = c(n, σ) > 0 such that∫
I
‖∂su‖2L2σ(H) dL+
∫
I
∥∥∇yu∥∥2L2σ(H) dL+ ∫
I
∥∥∥D2yu∥∥∥2
L22+σ(H)
dL ≤ c
∫
I
‖ f‖2L2σ(H) dL.
Proof: Fix s˜1 < s˜2 ∈ I and write I˜ := (s˜1, s˜2). In the formal proof for the temporal derivative
we test the equation with χ I˜ ∂su. This can be made rigorous similar as above, using on u
h that
any σ-solution u˜ with the additional property ∂su˜ ∈ L2loc
(
I; L2σ(H)
)
equivalently satisfies∫
I
( ∂su˜ | ϕ )L2σ(H) dL+
∫
I
(∇yu˜ |∇yϕ )L21+σ(H) dL =
∫
I
( f | ϕ )L2σ(H) dL
for all ϕ ∈ L2(I; L2σ(H))with ∇yϕ ∈ L2(I; L21+σ(H)) and compact temporal support. From this
we get the continuity of
s 7→ ∥∥∇yu(s)∥∥L21+σ(H) on I
as well as boundedness of this function and the inequality for the temporal derivative on (s˜1, s2)
with an additional summand ∥∥∇yu(s˜1)∥∥2L21+σ(H)
on the right hand side. The zero initial value now makes it possible to extend the σ-solutions
by zero onto a bigger interval and thus let s˜1 → s1 in all considerations.
This weak regularity gain in the temporal derivative now enables us to restrict ourselves to
elliptic equations: If u is a σ-solution to f on I × H, then for almost all s ∈ I we have that u(s)
satisfies
−Lσu(s) = f (s)− ∂su(s) =: f˜ (s) on H.
In an abuse of notation we will thus supress the time dependence and consider u ∈ L2σ(H)with
∇yu ∈ L21+σ(H) and ∫
H
∇yu · ∇yϕ dµ1+σ =
∫
H
f˜ ϕ dµσ, ϕ ∈ C∞c (H),
as the energy formulation of the elliptic equation. As before, the density statement in Remark
3.1 implies that any function in L2σ(H)with derivative in L
2
1+σ(H) is an admissible test function.
Formally, the estimate for both the tangential and vertical spatial derivatives follows by testing
the elliptic equation with ∂ynu, while for the second order derivative we consider yn∆yu as
a test function. To make this rigorous we perform a Fourier transformation in the tangential
directions with Fourier variables ξ ′ ∈ Rn−1 without renaming the functions u and f˜ , coupled
with a linear transformation z := |ξ ′| yn, to get
(∗) z ∂2zu+ (1+ σ) ∂zu− z u = − f˜ on (0,∞),
where we considered ξ ′ as parameters and set u(z) := |ξ ′| u(ξ ′, z). A solution u of the homoge-
neous version of this equation defines a solution v = z
σ
2 u of the modified Bessel equation with
parameter σ2 , that is
z2 ∂2zv+ z ∂zv− z2 v−
σ2
4
v = 0,
and vice versa. The modified Bessel functions I σ
2
and K σ
2
, described in detail in [OM10], form a
fundamental system of this ordinary differential equation, hence a fundamental system for the
homogeneous equation (∗) is given by
Ψ1(z) := z
− σ2 I σ
2
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and
Ψ2(z) := z−
σ
2 K σ
2
.
The asymptotics of the modified Bessel functions are known, and up to constants depending on
σ, for σ > 0 we get
Ψ1(z) ∼ 1 (z −→ 0), Ψ1(z) ∼ z−
1+σ
2 ez (z −→ ∞)
Ψ2(z) ∼ z−σ (z −→ 0), Ψ2(z) ∼ z−
1+σ
2 e−z (z −→ ∞).
For σ < 0 we have Ψ2(z) ∼ 1 (z −→ 0), and Ψ2(z) ∼ ln z (z −→ 0) for σ = 0, while the other
three relations remain as above. The Wronskian of Ψ1 and Ψ2 can be computed to be z−1−σ.
All this leads to the fundamental solution
k(z, x) :=
{
xσ Ψ1(z) Ψ2(x), z < x
xσ Ψ1(x) Ψ2(z), z > x,
with first order derivative having a jump discontinuity of the type x−1 at z = x. Therefore,
solutions u to (∗) are characterised by the representation
zl u(z) = −
∫
(0,∞)
zl k(z, x) f˜ (x) dL(x)
for any l ∈ R. We rewrite this to get the operator
f˜ 7→ zl u = −
∫
(0,∞)
zl k(z, x) x−σ f˜ (x) dµσ(x).
The definition of the fundamental solution and the asymptotic expansions of Ψ1 and Ψ2 ensure
that
sup
z∈(0,∞)
∫
(0,∞)
zl |k(z, x)| x−σ dµσ(x) < ∞
and
sup
x∈(0,∞)
∫
(0,∞)
zl |k(z, x)| x−σ dµσ(z) < ∞
in case of l ∈ {0, 1}, verifying the conditions for the application of Schur’s Lemma ([Fol84]). For
solutions u of (∗) it follows that
‖u‖L2σ((0,∞))+ ‖z u‖L2σ((0,∞)) .
∥∥∥ f˜∥∥∥
L2σ((0,∞))
with a constant depending on σ only.
Now it makes sense to incorporate z u into the right hand side of (∗). This results in a first order
ordinary differential equation for ∂zu =: w, namely
(∗ ∗) z ∂zw+ (1+ σ)w = − f˜ + z u =: f .
A solution to the homogeneous equation is clearly given by z 7→ z−1−σ, and so for this equation
we get the fundamental solution
k(z, x) :=
{
xσ z−1−σ, z > x
0, z < x.
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This time we consider the operator
zδ f (z) 7→ zδ w(z) =
∫
(0,∞)
( z
x
)δ
k(z, x) xδ f (x) dL(x).
For δ = δ1 we have
sup
z∈(0,∞)
∫
(0,∞)
( z
x
)δ1 |k(z, x)| dL(x) = sup
z∈(0,∞)
zδ1−1−σ
∫
(0,z)
xσ−δ1 dL(x) = 1
1+ σ− δ1
if δ1 < 1+ σ, showing that ∥∥∥zδ1 w∥∥∥
L∞((0,∞))
.
∥∥∥zδ1 f∥∥∥
L∞((0,∞))
with a constant depending only on σ and δ1.
Similarly, for δ = δ2 we see
sup
x∈(0,∞)
∫
(0,∞)
( z
x
)δ2 |k(z, x)| dL(z) = sup
x∈(0,∞)
xσ+δ2
∫
(x,∞)
zδ2−1−σ dL(z) = − 1
δ2 − σ
if δ2 < σ, thus generating ∥∥∥zδ2 w∥∥∥
L1((0,∞))
.
∥∥∥zδ2 f∥∥∥
L1((0,∞))
,
this time with a constant depending on σ and δ2.
An interpolation yields ∥∥∥∥z δ1+δ22 w∥∥∥∥
L2((0,∞))
.
∥∥∥∥z δ1+δ22 f∥∥∥∥
L2((0,∞))
for δ1 < 1+ σ and δ2 < σ. This condition allows us to choose δ1 and δ2 such that δ1 + δ2 = σ if
only σ < 1+ 2 σ or equivalently σ > −1. Hence we get
‖∂zu‖L2σ((0,∞)) = ‖w‖L2σ((0,∞)) .
∥∥∥ f∥∥∥
L2σ((0,∞))
.
∥∥∥ f˜∥∥∥
L2σ((0,∞))
,
where the constants here and in the following only depend on σ.
An immediate consequence of (∗ ∗) is then∥∥∥∂2zu∥∥∥
L22+σ((0,∞))
=
∥∥∥z ∂2zu∥∥∥
L2σ((0,∞))
h
∥∥∥ f + ∂zu∥∥∥
L2σ((0,∞))
.
∥∥∥ f˜∥∥∥
L2σ((0,∞))
.
Summing up, after reverting the notation back to the starting point,the retransformation from z
to yn and an integration in the ξ ′ direction combined with Plancherel’s theorem in the reverse
Fourier transformation reveals that∥∥∥∇′yu∥∥∥
L2σ(H)
+
∥∥∥∆′yu∥∥∥
L22+σ(H)
+
∥∥∂ynu∥∥L2σ(H) + ∥∥∥∂2ynu∥∥∥L22+σ(H) .
∥∥∥ f˜∥∥∥
L2σ(H)
with an additional dependence of the constant on n. Finally, the mixed second order derivatives
can be gained thanks to the formula∥∥∥D2yu∥∥∥2
L22+σ(H)
h
∥∥∆yu∥∥2L22+σ(H) + ∥∥∥∇′yu∥∥∥2L2σ(H)
that holds up to a constant once again depending only on σ, by means of integration by parts
and the density statement from Remark 3.1. An integration in time finishes the proof.
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3.7 Remark It follows from Proposition 3.6 that for l ≥ 0, k ∈ N0 and α ∈ Nn0 with
(l, k, |α|) ∈ {(0, 1, 0), (0, 0, 1), (1, 0, 2)} ,
the mappings
f 7→ yn ∂ks∂αyu
that send the inhomogeneity to certain weighted derivatives of a σ-solution on I × H with zero initial
value are bounded operators from L2(I; L2σ(H)) to L
2(I; L2σ(H)).
Note that the above set of exponents exactly contains those l ≥ 0, k ∈ N0 and α ∈ Nn0 that satisfy the
conditions l − k− |α| = −1 and 2 l− |α| ≤ 0.
3.8 Remark A straight forward regularisation in the fashion of the proof of Proposition 3.3 shows that
for σ-solutions with zero initial values there exists a constant c = c(n, σ) such that
∫
I
∥∥∥∇y∇′yu∥∥∥2
L21+σ(H)
dL ≤ c
∫
I
∥∥∥∇′y f∥∥∥2
L2σ(H)
dL+
∫
I
‖ f‖2L2σ(H) dL

if in addition to f ∈ L2(I; L2σ(H)) we also demand∇′y f ∈ L2(I; L2σ(H)).
3.9 Remark We can now iterate the notion of σ-solution in terms of their derivatives rigorously: Let
k ∈ N0 and α ∈ Nn0 . If for any 0 ≤ j ≤ k, 0 ≤ β′ ≤ α′, and 0 ≤ |γ| ≤ αn we have that
∂
j
s∂
β′+γ′
y′ ∂
γn
yn f ∈ L2(I; L2γn+σ(H)),
and if u is a σ-solution to f on I × H, then
∂ks∂
α
yu is an (αn + σ)-solution to ∂
k
s∂
α
y f + αn ∆
′
y∂
k
s∂
α′
y′∂
αn−1
yn u on (s˜1, s2)× H
with natural initial value for any s˜1 ∈ I.
Local Estimates. For a localisation of these considerations, we shift our paradigm concerning
the time interval and characterise it by its length r > 0 and its initial point s1 ∈ R. We use the
abbreviation
Ir, ε(s1) := (s1 + ε r2, s1 + r2)
for ε ∈ [0, 1), thus considering finite intervals that are possibly bounded away from their initial
time, and drop the second index if ε = 0.
Note also that the behaviour of an intrinsic ball depends on the relative position of its centre
point y0 ∈ Hwith respect to ∂H. For any point y ∈ Br(y0)we have that yn . (r+√y0,n)2, where
the constant is absolute. Thus, locally, lowering weight exponents is possible on the expense of
an extra factor. If r ≤ √y0,n, we can also increase weight exponents by yn & (r +√y0,n)2 for
any y ∈ Br(y0), again without dependence on any parameter.
The fact that there exists a small δ0 ∈ (0, δ1) such that for any δ2 ∈ (0, δ0) a certain statement is
true will be expressed by saying that it holds “for any δ2 ∈ (0, δ1) small enough”.
3.10 Proposition Let ε1 ∈ [0, 1) and δ1 ∈ (0, 1]. If f ∈ L2
(
Ir,ε1(s1); L
2
σ(Bδ1r(y0))
)
and u is a σ-
solution to f on Ir, ε1(s1)× Bδ1r(y0), then for any ε2 ∈ (ε1, 1) as well as any δ2 ∈ (0, δ1) small enough
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there exists a constant c = c(n, σ, ε1, ε2, δ1, δ2) such that∫
Ir, ε2 (s1)
‖∂su‖2L2σ(Bδ2r(y0)) dL+ r
−2 (r+√y0,n)2
∫
Ir, ε2 (s1)
∥∥∇yu∥∥2L2σ(Bδ2r(y0)) dL+
∫
Ir, ε2 (s1)
∥∥∥D2yu∥∥∥2
L22+σ(Bδ2r(y0))
dL
≤ c
r−4∫
Ir, ε1 (s1)
‖u‖2L2σ(Bδ1r(y0)) dL+
∫
Ir, ε1 (s1)
‖ f‖2L2σ(Bδ1r(y0)) dL
 .
Proof: In the whole proof, constants possibly depend on n, σ and any other parameters in-
volved in the calculations, but not on r and y0,n. Fix ε2 ∈ (ε1, 1) and δ2 ∈ (0, δ1). We can extend
the concept of spatial cutoff function adapted to the intrinsic metric and include time to get
η ∈ C∞c ( I r, ε1(s1)× Bδ1r(y0))
with
η = 1 on Ir, ε2(s1)× Bδ2r(y0)
and
|∂ks∂αyη| . r−2k−|α| (r+
√
y0,n)
−|α| on I r, ε1(s1)× Bδ1r(y0)
if δ2 is small enough. It follows that η u is a σ-solution on Iε1, r(s1)× H with zero initial value to
the inhomogeneity F[u] + ∂sη u, where
F[u] := η f − Lση u− 2 yn∇yη · ∇yu.
The calculation involves a spatial integration by parts that also works if the ball touches the
boundary and thus both the test functions and η can have non-zero values at yn = 0, since then
y1+σn = 0 holds there. By Hölder’s and Young’s inequalities, we get
( F[u](s) | η(s) u(s) )L2σ(H) . r
2 ‖η(s) f (s)‖2L2σ(H) + r
−2 ‖η(s) u(s)‖2L2σ(H) +
∥∥∇yη(s) u(s)∥∥2L21+σ(H)
on Ir,ε1(s1) with a constant that does not depend on any parameter. The properties of η, f and
u then show that∫
Ir, ε1 (s1)
( F[u] + ∂sη u | η u )L2σ(H) dL . r
−2
∫
Ir, ε1 (s1)
‖u‖2L2σ(Bδ1r(y0)) dL+ r
2
∫
Ir, ε1 (s1)
‖ f‖2L2σ(Bδ1r(y0)) dL,
where we also lowered the weights appropriately.
Along the same lines we see that∫
Ir, ε1 (s1)
‖F[u] + ∂sη u‖2L2σ(H) dL
. r−4
∫
Ir, ε1 (s1)
‖u‖2L2σ(Bδ1r(y0)) dL+ r
−2
∫
Ir, ε1 (s1)
∥∥∇yu∥∥2L21+σ(Bδ1r(y0)) dL+
∫
Ir, ε1 (s1)
‖ f‖2L2σ(Bδ1r(y0)) dL.
It thus becomes clear that
F[u] + ∂sη u ∈ L2
(
Ir, ε1(s1); L
2
σ(Bδ1r(y0))
) ⊂ L1(Ir, ε1(s1); L2σ(Bδ1r(y0))).
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We can hence apply the global energy identity from Proposition 3.3 on η uwith zero initial value
to obtain∫
Ir, ε2 (s1)
∥∥∇yu∥∥2L21+σ(Bδ2r(y0)) dL =
∫
Ir, ε2 (s1)
∥∥∇y(η u)∥∥2L21+σ(Bδ2r(y0)) dL
≤
∫
Ir, ε1 (τ)
( F[u] + ∂sη u | η u )L2σ(H) dL
. r−2
∫
Ir, ε1 (τ)
‖u‖2L2σ(Bδ1r(y0)) dL+ r
2
∫
Ir, ε1 (τ)
‖ f‖2L2σ(Bδ1r(y0)) dL.
But u is also a σ-solution on the smaller set Ir, ε2(s1)× Bδ2r(y0). For ε˜2 > ε2 and δ˜2 < δ2 small
enough, we can choose a cutoff function η˜ and reiterate all the considerations from above to get
a spatially global solution η˜ u with zero initial values and the inhomogeneity bound∫
Ir, ε2 (s1)
‖F[u] + ∂sη u‖2L2σ(H) dL
. r−4
∫
Ir, ε2 (s1)
‖u‖2L2σ(Bδ2r(y0)) dL+ r
−2
∫
Ir, ε2 (s1)
∥∥∇yu∥∥2L21+σ(Bδ2r(y0)) dL+
∫
Ir, ε2 (s1)
‖ f‖2L2σ(Bδ2r(y0)) dL
. r−4
∫
Ir, ε1 (s1)
‖u‖2L2σ(Bδ1r(y0)) dL+
∫
Ir, ε1 (s1)
‖ f‖2L2σ(Bδ1r(y0)) dL
thanks to the bound for the gradient proven before. By an application of the global energy
estimates from Proposition 3.6 on η˜ u we find∫
Ir, ε˜2
(s1)
‖∂su‖2L2σ(Bδ˜2r(y0)) dL+
∫
Ir, ε˜2
(s1)
∥∥∇yu∥∥2L2σ(Bδ˜2r(y0)) dL+
∫
Ir, ε˜2
(s1)
∥∥∥D2yu∥∥∥2
L22+σ(Bδ˜2r
(y0))
dL
. r−4
∫
Ir, ε1 (s1)
‖u‖2L2σ(Bδ1r(y0)) dL+
∫
Ir, ε1 (s1)
‖ f‖2L2σ(Bδ1r(y0)) dL,
while the energy identity yields
r−2
∫
Ir, ε˜2
(s1)
∥∥∇yu∥∥2L21+σ(Bδ˜2r(y0)) dL . r−4
∫
Ir, ε1 (s1)
‖u‖2L2σ(Bδ1r(y0)) dL+
∫
Ir, ε1 (s1)
‖ f‖2L2σ(Bδ1r(y0)) dL.
Now remember that for r ≤ √y0,n we can increase weight exponents and hence get
r−2
∫
Ir, ε˜2
(s1)
∥∥∇yu∥∥2L21+σ(Bδ˜2r(y0)) dL & r−2(r+√y0,n)2
∫
Ir, ε˜2
(s1)
∥∥∇yu∥∥2L2σ(Bδ˜2r(y0)) dL.
In the converse case, however, we see that∫
Ir, ε˜2
(s1)
∥∥∇yu∥∥2L2σ(Bδ˜2r(y0)) dL & r−2(r+√y0,n)2
∫
Ir, ε˜2
(s1)
∥∥∇yu∥∥2L2σ(Bδ˜2r(y0)) dL,
since r ≥ √y0,n implies 1 & r−2 (r+√y0,n)2 with a constant that once more does not depend
on any parameter.
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3.11 Remark The same methods of proof combined with an application of the local energy estimate from
Proposition 3.10 also imply a local version of the global auxiliary estimate from Remark 3.8, namely∫
Ir, ε2 (s1)
∥∥∥∇y∇′yu∥∥∥2
L21+σ(Bδ2r(y0))
dL
. (1+ r−2 (r+√y0,n)−2) r−4
∫
Ir, ε1 (s1)
‖u‖2L2σ(Bδ1r(y0)) dL
+ (1+ r−2 (r+√y0,n)−2)
∫
Ir, ε1 (s1)
‖ f‖2L2σ(Bδ1r(y0)) dL+
∫
Ir, ε1 (s1)
∥∥∥∇′y f∥∥∥2
L2σ(Bδ1r(y0))
dL,
if only in addition we have∇′y f ∈ L2
(
Ir, ε1(s1); L
2
σ(Bδ1r(y0))
)
.
We now iterate the local energy estimates, adjust the weights with a Hardy inequality and then
adapt aMorrey-type inequality in time-space to our metric andmeasure to generate a pointwise
estimate for arbitrary derivatives. This shows that local σ-solutions are indeed smooth away
from their initial time and spatial boundary. In favour of a clearer presentation we set f = 0.
3.12 Proposition Let k ∈ N0 and α ∈ Nn0 . If u is a σ-solution to f = 0 on Ir(s1)× Br(y0), then for
any ε ∈ (0, 1) and any δ ∈ (0, 1) small enough there exists a constant c = c(n, σ, k, α, ε, δ) > 0 such
that
|∂ks∂αyu(s, y)|2 ≤ c r−4k−2|α|−2 (r+
√
y0,n)
−2|α| |Br(y0)|−1σ
∫
Ir(s1)
‖u‖2L2σ(Br(y0)) dL
for any (s, y) ∈ Ir,ε(s1)× Bδr(y0).
Proof: As before, constants in the inequalities in this proof depend on the parameters
involved in the calculations, but not on r and y0,n. To iterate the local energy estimate, we use
that u is also a σ-solution on any smaller set and start with δ1 ∈ (0, 1] and ε1 ∈ [0, 1) on the set
Ir,ε1(s1)× Bδ1r(y0) for arbitrary r > 0, s1 ∈ R and y0 ∈ H. We make the sets on the left hand
side of the inequalities smaller by choosing ε2 closer to 1 and δ2 smaller, and small enough,
whenever this is necessary, but will not distinguish these sets in the notation and merely write
I and B on both sides.
We start with the tangential directions. For first order derivatives it is immediately clear by the
local energy estimate from Proposition 3.10 and the auxiliary estimate from Remark 3.11 that
the right regularity for being a σ-solution is given on the smaller sets for which those estimates
hold. Therefore,∇′yu is a σ-solution of the homogeneous equation to which both the local energy
estimate and the local auxiliary estimate can be applied. Inductively, for any α′ ∈ Nn−10 we get
that ∂α
′
y′u is a σ-solution to 0 on Ir,ε2(s1)× Bδ2r(y0) for ε2 ∈ (ε1, 1) and δ2 ∈ (0, δ1) small enough,
with the tangential energy estimate∫
I
∥∥∥∂s∂α′y′u∥∥∥2L2σ(B) dL+ r−2 (r+√y0,n)2
∫
I
∥∥∥∇y∂α′y′u∥∥∥2L2σ(B) dL+
∫
I
∥∥∥D2y∂α′y′u∥∥∥2L22+σ(B) dL
. r−4−2|α
′| (r+√y0,n)−2|α′|
∫
I
‖u‖2L2σ(B) dL.
The iterated tangential auxiliary estimate carries an extra factor (1+ r−2 (r+√y0,n)−2) on the
right hand side.
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In the vertical direction, for a given αn ∈ N we assume as an induction hypothesis that ∂αnynu is
an (αn + σ)-solution to ∂
αn−1
yn ∆
′
yu on a smaller set, and that we have both the estimates
(Eαn )
∫
I
∥∥∥∂s∂αnynu∥∥∥2L2αn+σ(B) dL+ r−2
∫
I
∥∥∥∇y∂αnynu∥∥∥2L2αn+σ(B) dL+
∫
I
∥∥∥D2y∂αnynu∥∥∥2L22+αn+σ(B) dL
. r−4
(
1+ r−2 + r−2 (r+√y0,n)−2
)αn ∫
I
‖u‖2L2σ(B) dL
and
(Aαn )
∫
I
∥∥∥∇y∇′y∂αnynu∥∥∥2L21+αn+σ(B) dL
. (1+ r−2 (r+√y0,n)−2) r−4
(
1+ r−2 + r−2 (r+√y0,n)−2
)αn ∫
I
‖u‖2L2σ(B) dL.
The local energy estimate from Proposition 3.10 will be referred to as (E0), and the local aux-
iliary estimate from Remark 3.11 as (A0). In case of the base clause αn = 1, by a decrease of
weight exponents and (E0) it is clear that ∂ynu has the regularity required for a (1+ σ)-solution.
(A0) ensures that also the inhomogeneity ∆′yu is in the right space. Therefore, in view of Re-
mark 3.9, ∂ynu is a (1+ σ)-solution to ∆
′
yu. We can thus apply (E0) onto this solution with this
inhomogeneity and this weight, and then use (E0) onto u after decreasing the weight exponents
once, as well as (A0) onto u, to get (Eαn ) for αn = 1. Similarly, for Aαn and αn = 1 the use of
(A0) on the newly found solution results in summands that can be controlled by (E0) for u after
lowering a weight exponent, as well as by (A0) once for u and once for ∇′yu, which are both
σ-solutions to the homogeneous problem.
Likewise, in the inductive step αn + 1 the right regularity follows from (Eαn ) after lowering
weights, and from (Aαn ). Then ∂
αn+1
yn u is an (αn + 1+ σ)-solution to ∂
αn
yn∆
′
yu. We apply (E0) on
this solution and decrease weight exponents before using (Eαn) and (Aαn ) for u. For the iterated
auxiliary estimate we first apply (A0) onto ∂
αn+1
yn u, then lower weight exponents and apply
(Eαn ) after another reduction of the weight exponent, and (Aαn) once for u itself and once for
∇′yu. This finishes the induction for the vertical direction.
Restricting ourselves to r ≤ 1 and y0,n ≤ 1, we gain(
1+ r−2 + r−2 (r+√y0,n)−2
)αn
. r−2αn (r+√y0,n)−2αn
and thus recover the same shape of the estimate as before for the tangential case.
Finally, we deal with the time direction now. Given both the estimates for the first order tan-
gential and vertical derivatives, a simple induction as in the tangential case shows that ∂ksu is a
σ-solution to 0 and we have∫
I
∥∥∥∂s∂ksu∥∥∥2
L2σ(B)
dL+ r−2 (r+√y0,n)2
∫
I
∥∥∥∇y∂ksu∥∥∥2
L2σ(B)
dL+
∫
I
∥∥∥D2y∂ksu∥∥∥2
L22+σ(B)
dL
. r−4−4k
∫
I
‖u‖2L2σ(B) dL.
We can then view the case of general derivatives as ∂ks∂
α
yu = ∂
αn
yn (∂
α′
y′ (∂
k
su)) and apply first the yn-
directional result, and then the other two estimates subsequently to obtain a combined version
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of the iterated energy estimates and thus∫
I
∥∥∥∂ks∂αyu∥∥∥2
L2αn+σ(B)
dL . r−4k−2|α| (r+√y0,n)−2|α|
∫
I
‖u‖2L2σ(B) dL
for r, y0,n ≤ 1.
In the next step the weights on the left hand side are treated. We use Hardy’s inequality αn
times onto η ∂ks∂
α
yu, where η is a purely spatial intrinsic cutoff function. After shrinking the
spatial domain of integration on the left hand side once more, this leads to∫
I
∥∥∥∂ks∂αyu∥∥∥2
L2σ(B)
dL .
∫
I
∥∥∥∂αnyn (η ∂ks∂αyu)∥∥∥2L22αn+σ(B) dL
. ∑
γn≤αn
∫
I
∥∥∥∂αn−γnyn η ∂ks∂α′y′∂αn+γnyn u∥∥∥2L22αn+σ(B) dL.
The derivatives of η are bounded by r−(αn−γn) (r+√y0,n)−(αn−γn), entering squared here, with
a constant depending on α and the shrinking parameters only. But we also have αn = αn − γn +
γn and can consequently lower the weight exponent y
2αn+σ
n to y
αn+γn+σ
n on expense of a constant
(r+
√
y0,n)
2(αn−γn). An application of the iterated energy estimate with additional weights for
r, y0,n ≤ 1 thus yields∫
I
∥∥∥∂ks∂αyu∥∥∥2
L2σ(B)
dL . r−4k−2|α|−2αn (r+√y0,n)−2|α|−2αn
∫
I
‖u‖2L2σ(B) dL.
If in addition we assumed r ≤ √y0,n, weights can also be increased directly, and we get the
improved estimate∫
I
∥∥∥∂ks∂αyu∥∥∥2
L2σ(B)
dL . r−4k−2|α| (r+√y0,n)−2|α|−2αn
∫
I
‖u‖2L2σ(B) dL.
To get rid of the weights on the left hand side completely, we can use the same argument again,
this time applying Hardy’s inequality m1 times, where m1 ∈ N0 be the smallest integer with
2m1 ≥ σ. Then we have for any r, y0,n ≤ 1 that∫
I
∥∥∥∂ks∂αyu∥∥∥2
L2(B)
dL . r−4k−2|α|−2αn−4m1 (r+√y0,n)−2|α|−2αn−2σ
∫
I
‖u‖2L2σ(B) dL,
while for the region where in addition r ≤ √y0,n we get∫
I
∥∥∥∂ks∂αyu∥∥∥2
L2(B)
dL . r−4k−2|α| (r+√y0,n)−2|α|−2αn−2σ
∫
I
‖u‖2L2σ(B) dL.
We now apply a Morrey-type inequality adapted to the intrinsic metric. For m2 ∈ N with
m2 >
n+1
2 and any (s, y) in a once again smaller set, this reads
|∂ks∂αyu(s, y)|2 . ∑
j+|γ|≤m2
r4j+2|γ|−n−2 (r+√y0,n)2|γ|−n
∫
I
∥∥∥∂k+js ∂α+γy u∥∥∥2
L2(B)
dL
. r−4k−2|α|−2αn−4m1−2m2−n−2 (r+√y0,n)−2|α|−2αn−2σ−2m2−n
∫
I
‖u‖2L2σ(B) dL,
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where we applied the iterated energy estimates with unweighted left hand side for r, y0,n ≤ 1.
In the improved version we gain
|∂ks∂αyu(s, y)|2 . r−4k−2|α|−n−2 (r+
√
y0,n)
−2|α|−2αn−2σ−2m2−n
∫
I
‖u‖2L2σ(B) dL,
if in addition r ≤ √y0,n.
Note that if either r = 1 or y0,n = 1, any term containing (r+
√
y0,n) is bounded by an absolute
constant regardless of the exponent it carries, and thus drops out. Therefore, both for r ≤ 1 =√
y0,n and
√
y0,n ≤ 1 = r we finally get
|∂ks∂αyu(s, y)|2 . r−4k−2|α|−n−2
∫
Ir,ε1 (s1)
‖u‖2L2σ(Bδ1r(y0)) dL
for any (s, y) ∈ Ir,ε2(s1)× Bδ2r(y0), with ε2 ∈ (ε1, 1) and δ2 ∈ (0, δ1) small enough.
We now use that the equation is invariant under the scaling Aλ and adjust the sets to the intrinsic
setting: If u is a σ-solution on Ir(s1)× Br(y0), then u ◦ Aλ is a σ-solution on Irˆ,ε1(sˆ0)× Bδ1rˆ(yˆ0)
with rˆ = r√
λ
, sˆ0 =
s1
λ and yˆ0 =
1
λy0 for a δ1 < 1 small enough and ε1 = 0. An application of the
above result onto u ◦ Aλ in conjunction with the integral transformation formula then reveals
that for any (s, y) ∈ Ir,ε2(s1)× Bδ2r(y0) with ε2 ∈ (0, 1) and δ2 < δ1 small enough we get
|∂ks∂αyu(s, y)|2 . λ−2k−2|α|−σ−n−1 rˆ−4k−2|α|−n−2
∫
Ir(s1)
‖u‖2L2σ(Br(y0)) dL
if only rˆ, yˆ0,n ≤ 1 and either one of them equals 1. However, the last condition is satisfied for
any r and y0 if we choose λ = r2 in case
√
y0,n ≤ r, and λ = y0,n in case r ≤ √y0,n. In both
cases, by means of the formula for the σ-measure of an intrinsic ball the resulting factor can be
estimated to the one stated.
EstimatesAgainst Initial Values. We use the local regularity to generate pointwise exponential
estimates for global σ-solutions on I × H. To this end, consider the function
Ψ(y; ζΨ, εΨ, zΨ) := ζΨ
d˜(y, zΨ)2√
εΨ + d˜(y, zΨ)2
for any y ∈ H,
where ζΨ ∈ R, εΨ > 0 are constants and zΨ ∈ H is arbitrary, but fixed.
3.13 Remark A straightforward calculation shows that Ψ( · ; ζΨ, εΨ, zΨ) ∈ C1(H) and
√
yn |∇yΨ(y; ζΨ, εΨ, zΨ)| ≤ cL |ζΨ| for any y ∈ H
with cL := 26. This implies that Ψ is a Lipschitz function in terms of the intrinsic metric d with the
estimate
|Ψ(y; ζΨ, εΨ, zΨ)− Ψ(x; ζΨ, εΨ, zΨ)| ≤ cL |ζΨ| d(y, x).
For the proof of the following exponential L∞-L2-estimate, we first extend the norm decrease
of global σ-solutions of the homogeneous equation mentioned in Remark 3.4 by an exponential
factor involving Ψ.
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3.14 Proposition If u is a σ-solution to f = 0 on I × H with initial value u0 ∈ L2σ(H), then there
exists a constant c = c(n, σ, k, α) > 0 such that
|∂ks∂αyu(s, y)|
≤ c r(s)−2k−|α| (r(s) +√yn)−|α| |Br(s)(y)|−
1
2
σ e
2c2Lζ
2
Ψr(s)
2−Ψ(y;ζΨ,εΨ,zΨ)
∥∥∥eΨ( · ;ζΨ,εΨ,zΨ) u0∥∥∥
L2σ(H)
for any y ∈ H and any s ∈ I, where r(s) := √s− s1.
Proof: We abbreviate Ψ( · ; ζΨ, εΨ, zΨ) =: Ψ. For s ∈ I define
F(s) := e−2c
2
Lζ
2
Ψ(s−s1)
∥∥∥eΨ u(s)∥∥∥2
L2σ(H)
+ 2
∫
(s1,s)
e−2c
2
Lζ
2
Ψ(ς−s1)
∥∥∥∇y(eΨ u(ς))∥∥∥2
L21+σ(H)
dL(ς).
Then obviously we have
∂sF(s) = e
−2c2Lζ2Ψ(s−s1) ∂s
(∥∥∥eΨ u(s)∥∥∥2
L2σ(H)
)
− 2 c2L ζ2Ψ e−2c
2
Lζ
2
Ψ(s−s1)
∥∥∥eΨ u(s)∥∥∥2
L2σ(H)
+ 2 e−2c
2
Lζ
2
Ψ(s−s1)
∥∥∥∇y(eΨ u(s))∥∥∥2
L21+σ(H)
.
Note that
∂s
(∥∥∥eΨ u(s)∥∥∥2
L2σ(H)
)
= 2
∫
H
e2Ψ u(s) ∂su(s) dµσ,
where the differentiation under the integral is justified by the product rule for bilinear forms.
Now, for a fixed time s we use e2Ψ u(s) formally as a test function for the σ-solution u(s) in
the equivalent formulation for σ-solutions with regular temporal derivative described in the
proof of Proposition 3.6. The formal consideration can be justified rigorously by a bounded
approximation of Ψ. A repeated application of the product rule for derivatives results in∫
H
e2Ψ u(s) ∂su(s) dµσ = −
∥∥∥∇y(eΨ u(s))∥∥∥2
L21+σ(H)
+
∥∥∥eΨ u(s)∇yΨ∥∥∥2
L21+σ(H)
≤ −
∥∥∥∇y(eΨ u(s))∥∥∥2
L21+σ(H)
+ c2L ζ
2
Ψ
∥∥∥eΨ u(s)∥∥∥2
L2σ(H)
,
where the use of the weighted bound for ∇yΨ from Remark 3.13 is crucial to reduce the weight
exponent in the last step.
This shows that ∂sF(s) ≤ 0 on I. Thus F is monotonically decreasing and we have F(s) ≤ F(s1),
proving that ∥∥∥eΨ u(s)∥∥∥
L2σ(H)
≤ ec2Lζ2Ψ(s−s1)
∥∥∥eΨ u0∥∥∥
L2σ(H)
for all s ∈ I.
Now our global σ-solution u is also a σ-solution to the initial value problem of the homogeneous
equation on (s1, s0)× Br(y0) for any time s0 ∈ I and any point y0 ∈ H combinedwith any radius
r > 0. For r := r(s0) :=
√
s0 − s1 we have Ir(s1) = (s1, s0) and can use the pointwise estimate
from Proposition 3.12 in the temporal end point s0 and the spatial centre point y0 to obtain
|∂ks∂αyu(s0, y0)| . r−2k−|α|−1 (r+
√
y0,n)
−|α| |Br(y0)|−
1
2
σ sup
y∈Br(y0)
e−Ψ(y) r sup
s∈(s1,s0)
∥∥∥eΨ u(s)∥∥∥
L2σ(Br(y0))
.
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The monotone decrease of the exponential L2σ-norm just shown then implies
eΨ(y0) |∂ks∂αyu(s0, y0)| . r−2k−|α| (r+
√
y0,n)
−|α| |Br(y0)|−
1
2
σ sup
y∈Br(y0)
eΨ(y0)−Ψ(y)ec
2
Lζ
2
Ψr
2
∥∥∥eΨ u0∥∥∥
L2σ(H)
and we can use the Lipschitz property of Ψ from Remark 3.13 and a short computation on the
exponent of the radius factor to finish the proof.
The exponential factor allows us to gain an estimate in terms of the space X(p) by rather rough
norms of the initial value, proving the first part of Theorem 2.4.
3.15 Proposition If u is a σ-solution to f = 0 on (0, S)×H with initial value u0 ∈ L2σ(H), then there
exists a constant c = c(n, σ) > 0 such that
‖u‖X(p) ≤ c
∥∥∇yu0∥∥L∞(H)
for any 1 ≤ p < ∞.
Proof: Fix a time s0 ∈ (0, S) as well as a point y0 ∈ H. For any constant C > 0, with u also
u− C is a σ-solution to f = 0 on (0, S)× H, but with initial value u0 − C, and an application of
Proposition 3.14 with C := u0(y0) yields∣∣∣∣∣∂ks∂αy(u(s, y)− u0(y0))∣∣∣(s,y)=(s0,y0)
∣∣∣∣∣
.
e2c
2
Lζ
2
Ψs0−Ψ(y0;ζΨ,εΨ,zΨ)
√
s0
2k+|α| (√s0 +√y0,n)|α| |B√s0(y0)|
1
2
σ
∥∥∥eΨ( · ;ζΨ,εΨ,zΨ) | · −y0| ∥∥∥
L2σ(H)
∥∥∇yu0∥∥L∞(H) ,
since
|u0(y)− u0(y0)| ≤ |y− y0|
∥∥∇yu0∥∥L∞(H)
by the fundamental theorem of calculus.
To treat the integral we fix a radius r > 0 and view the upper half plane H as a disjoint union
of annular rings Bjr(y0)r B(j−1)r(y0) =: Rr j(y0) for j ∈ N. We now specify Ψ( · ; ζΨ, εΨ, zΨ) by
setting ζΨ := − 1r , choosing εΨ such that εΨ < r2 and letting y0 play the role of the parameter
point zΨ. For y ∈ Rr j(y0) we then have
Ψ(y; ζΨ, εΨ, zΨ) ≤ −j+ 28c2d
thanks to an application of the equivalence estimate for the quasi-metric d˜. This amounts to
∫
Rrj (y0)
e2Ψ(y;ζΨ,εΨ,y0) |y− y0|2 dµσ(y) . j4+n (1+ jn+2σ) e
− 1
4c2
d
j
r2 (r+
√
y0,n)
2 |Br(y0)|σ
by the doubling property of the metric and the relation between intrinsic and Euclidean balls.
Summing this over j and setting r :=
√
s0, the special choice of Ψ gives the bound∣∣∣∂ks∂αyu(s0, y0)∣∣∣ . √s0−2k−|α|+1 (√s0 +√y0,n)−|α|+1 ∥∥∇yu0∥∥L∞(H)
for k + |α| > 0 and any s0 ∈ (0, S) as well as y0 ∈ H, where the convergent series over j is
subsumed into the constant. For k = 0 and |α| = 1 this estimates the pointwise component
of the X(1)(p)- norm of u, while for k = 0 and |α| = 2 with an additional multiplication
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by
√
yn ≤ (√yn +
√
s) we bound the pointwise component of the X(2)-norm, both by the
homogeneous Lipschitz norm of u0 on H.
Now fix p ≥ 1 and z ∈ H as well as 0 < r2 ≤ S. Applying the pointwise bound just obtained
for (s, y) ∈ Qr(z) after multiplying both sides by yln yields∥∥∥( · )ln ∂ks∂αyu∥∥∥
Lp(Qr(z))
. |Qr(z)|
1
p sup
(s,y)∈Qr(z)
(√
s
−2k−|α|+1
(
√
s+
√
yn)
−|α|+1+2l
) ∥∥∇yu0∥∥L∞(H)
. |Qr(z)|
1
p r−2k−|α|+1 (r+
√
zn)
−|α|+1+2l ∥∥∇yu0∥∥L∞(H) ,
since the cylinders are bounded away from the initial time. It is now possible to choose the right
orders of derivatives and exponents to fit the definition of X(p) and thus finish the proof.
Gaussian Estimate. On any arbitrary time interval I = (s1, s2), the results shown so far, namely
Propositions 3.3 and 3.14, provide uswith the existence of a Green function Gσ that characterises
any σ-solution u to f = 0 on I × H with initial value u0 ∈ L2σ(H) by the representation
∂ks∂
α
yu(s, y) =
∫
H
∂ks∂
α
yGσ(s, y, s1, z) u0(z) dLn(z).
More than that, we will even show in the following that Gσ decays exponentially with a bound
that takes on the shape of a Gaussian function with respect to the weighted measure µσ and the
intrinsic metric d. Such an estimate is called Gaussian estimate or Aronson-type estimate after
one of the first authors exploring this type of inequalities ([Aro67]). For general uniformely
strongly parabolic equations their proof was originally given by means of the Harnack inequal-
ity contained in [Mos64] and [Mos67]. This order was reversed by [FS86] and Gaussian esti-
mates were shown directly. The idea was extended by [Koc99] to cover the degenerate parabolic
case with measurable coefficients. Our proof simplifies this approach in a special case of con-
stant coefficients and at the same time adds control over the derivatives of the Green function.
3.16 Proposition Let k, j ∈ N0 and α, β ∈ Nn0 . Then there exist constants c = c(n, σ, k, j, α, β) > 0
and C > 0 such that∣∣∣∣∣∂jτ∂βz(z−σn ∂ks∂αyGσ(s, y, τ, z))
∣∣∣∣∣
≤ c√s− τ−2k−2j−|α|−|β| (√s− τ +√yn)−|α|−|β| |B√s−τ(z)|−1σ e
− d(y,z)2
C(s−τ)
for all y 6= z ∈ H and all τ < s ∈ I, and with any possible combination of the points y and z in the
factors (
√
s− τ +√yn)−|α|−|β| |B√s−τ(z)|−1σ .
Proof: Fix τ0 < s0 ∈ I as well as y0 ∈ H, and denote r :=
√
s0 − τ0 and I0 := (τ0, s0) ⊂ I.
Define the linear subspaces
UΨ :=
{
h ∈ L2σ(H) | ∃ g ∈ L2σ(H) with h = eΨ( · ;ζΨ,εΨ,zΨ) g
}
⊂ L2σ(H)
and
VΨ :=
{
ξ ∈ L1σ(H) | eΨ( · ;ζΨ,εΨ,zΨ) ξ ∈ L2σ(H)
}
⊂ L1σ(H).
We define a modified solution operator
A : UΨ ∋ eΨ( · ;ζΨ,εΨ,zΨ) g 7→ eΨ( · ;ζΨ,εΨ,zΨ) u
(
s0 + τ0
2
)
,
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where u is the σ-solution on I0 × H with initial value g. The multiplication operator on L2σ(H)
with respect to the function
(
y 7→ |Br(y)|
1
2
σ
)
∈ L∞(H) is denoted by M. Then Proposition 3.14
at time s0+τ02 ∈ I0 can be rephrased to∥∥∥(M ◦ A)(eΨ( · ;ζΨ,εΨ,zΨ)g)∥∥∥
L∞(H)
. ec
2
Lζ
2
Ψr
2
∥∥∥eΨ( · ;ζΨ,εΨ,zΨ)g∥∥∥
L2σ(H)
.
Thus M ◦ A maps into L∞(H) and has operator norm bounded by ec2Lζ2Ψr2 times a constant de-
pending on n and σ only. Consequently, the dual operator maps L1σ(H) into L
2
σ(H) with the
same operator norm, so for any ξ ∈ VΨ ⊂ L1σ(H) we have∥∥(M ◦ A)∗ ξ∥∥
L2σ(H)
. ec
2
Lζ
2
Ψr
2 ‖ξ‖L1σ(H) .
The duality equation from Remark 3.5 on the interval with starting point s0+t02 implies that
A∗ ◦M∗ : ξ 7→ e−Ψ( · ;ζΨ,εΨ,zΨ) v
(
s0 + τ0
2
)
,
where v is the σ-solution on I0 × H with initial value |Br( · )|
1
2
σ e
Ψ( · ;ζΨ,εΨ,zΨ) ξ.
Applying the pointwise exponential estimate from Proposition 3.14 onto v for the time s0 ∈ I0
and with the Lipschitz function
Ψ˜( · ; ζ
Ψ˜
, ε
Ψ˜
, z
Ψ˜
) := Ψ( · ;−ζΨ, εΨ, zΨ) = −Ψ( · ; ζΨ, εΨ, zΨ)
gives
|∂ks∂αyv(s0, y0)|
. r−2k−|α| (r+√y0,n)−|α| |Br(y0)|−
1
2
σ e
c2Lζ
2
Ψr
2+Ψ(y0;ζΨ,εΨ,zΨ)
∥∥∥∥e−Ψ( · ;ζΨ,εΨ,zΨ) v( s0 + τ02
)∥∥∥∥
L2σ(H)
.
The combination with the duality inequality from above then yields
|∂ks∂αyv(s0, y0)| . r−2k−|α| (r+
√
y0,n)
−|α| |Br(y0)|−
1
2
σ e
2c2Lζ
2
Ψr
2+Ψ(y0;ζΨ,εΨ,zΨ) ‖ξ‖L1σ(H) .
Since L∞(H) is the dual space to L1σ(H), for almost any z ∈ H we see
z−σn eΨ(z;ζΨ,εΨ,zΨ) |Br(z)|
1
2
σ |∂ks∂αyGσ(s0, y0, τ0, z)|
≤ sup
‖ξ‖
L1σ(H)
≤1
∣∣∣∣∣∣
∫
H
eΨ( · ;ζΨ,εΨ,zΨ) |Br( ·)|
1
2
σ ∂
k
s∂
α
yGσ(s0, y0, τ0, · ) ξ dµσ
∣∣∣∣∣∣
= sup |∂ks∂αyv(s0, y0)|,
where the last supremum is taken over any σ-solution v on I0 × H with initial value
|Br( · )|
1
2
σ e
Ψ( · ;ζΨ,εΨ,zΨ) ξ and ‖ξ‖L1σ(H) ≤ 1. We have thus shown
z−σn |∂ks∂αyGσ(s0, y0, τ0, z)|
. r−2k−|α| (r+√y0,n)−|α| |Br(y0)|−
1
2
σ |Br(z)|−
1
2
σ e
Ψ(y0;ζΨ,εΨ,zΨ)−Ψ(z;ζΨ,εΨ,zΨ)+2c2Lζ2Ψr2
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for almost all z ∈ H.
Now fix z = z0 6= y0, and specify Ψ( · ; ζΨ, εΨ, zΨ) by setting εΨ := 3 d˜(y0, z0), zΨ := z0 and
ζΨ := −c for an arbitrary constant c > 0. In conjunction with the equivalence characterisation
of the intrinsic metric we get
|z−σ0,n ∂ks∂αyGσ(s0, y0, τ0, z0)| . r−2k−|α| (r+
√
y0,n)
−|α| |Br(y0)|−
1
2
σ |Br(z0)|−
1
2
σ e
− c2cd d(y0,z0)+2c
2
Lc
2r2
.
Finally, we optimise over the constant c to see that the exponent takes on a minimum for
c∗ =
d(y0, z0)
8c2Lcdr
2
.
Inserting this value into the inequality then gives the Gaussian estimate
|∂ks∂αyGσ(s0, y0, τ0, z0)| . r−2k−|α| (r+
√
y0,n)
−|α| |Br(y0)|−
1
2
σ |Br(z0)|−
1
2
σ z
σ
0,n e
− d(y0,z0)2
Cr2
with C = 32 c2d c
2
L.
We can replace the measure of the ball centred at z0 or the one centred at y0 by the mutually
other one without loosing more than a factor (1+ d(y0,z0)r )
n+σ. A similar remark applies for
(r +
√
y0,n)
−|α|. The exponential decay makes the loss in this exchange controllable at the
expense of a portion of the decay expressed by the constant in the exponent. Hence, from now
on we do not specify this constant any more and merely write C even if it changes in the course
of the argument.
Note now that there exists a constant δ > 0 with δ2 < τ0−s1
r2
. We set r˜ := δ r and τ˜0 := (1+
δ2) τ0 − δ2 s0 > s1 and obtain Ir˜(τ˜0) = (τ˜0, τ0) ⊂ I. The duality identity from Remark 3.5
implies the symmetry of the Green function in the form
Gσ(s, y, τ, z) =
(
zn
yn
)σ
Gσ(τ, z, s, y).
Thus z−σn ∂ks∂αyGσ(s0, y0, τ, z) is a σ-solution on Ir˜(τ˜0)× Br˜(z0) with respect to (τ, z) and we can
apply the local pointwise estimate 3.12 in the temporal end point τ0 and the spatial centre point
z0 to get ∣∣∣∂jτ∂βz (z−σ0,n ∂ks∂αyGσ(s0, y0, τ0, z0))∣∣∣
. r−2j−|β| (r+√z0,n)−|β| sup
τ∈Ir˜(τ˜0)
sup
z∈Br˜(z0)
(
z−σn ∂ks∂αyGσ(s0, y0, τ, z)
)
The Gaussian estimate proven above then shows the statement.
3.17 Remark The Gaussian estimate makes it possible to give sense to more general initial values and
solve the initial value problem for data not contained in L2σ(H): A σ-solution with initial value u0 is
uniquely given through the representation by the Green function whenever this exists. The exponential
decay, however, ensures the convergence of the integral in many cases, as for example for
u0 ∈ L1σ(H) ∪ L∞(H) ∪ C˙0,1(H).
All statements up to now, and especially 3.15, then continue to hold.
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We now state a series of direct consequences of the Gaussian estimate. To incorporate the tem-
poral dimension into our intrinsic metric we proceed as in [FSC86] and define
D((s, y), (τ, z)) :=
√
|s− τ|+ d(y, z)2 on I × H.
Balls with respect to D will be denoted BD, and we set
| · |0×σ := (L× µσ)( · ).
Furthermore, abbreviate
V := |BDD((s,y),(τ,z))(s, y)|0×σ + |BDD((s,y),(τ,z))(τ, z)|0×σ
and
W :=
D((s, y), (s, y)) + D((τ, z), (τ, z))
D((s, y), (τ, z))+ D((s, y), (τ, z))
.
Detailed calculations of the following proof can be found in [Kie13].
3.18 Corollary If l ≥ 0, k ∈ N0 and α ∈ Nn0 satisfy the conditions l− k− |α| = −1 and 2 l− |α| ≤ 0,
then there exists a constant c = c(n, σ, l, k, α) > 0 such that
z−σn yln |∂ks∂αyGσ(s, y, τ, z)| ≤ c V−1 for any τ < s ∈ I and y 6= z ∈ H,
and ∣∣z−σn yln ∂ks∂αyGσ(s, y, τ, z)− z−σn yln ∂ks∂αyGσ(s, y, τ, z)∣∣ ≤ c V−1W
for any s < τ ∈ I, y 6= z ∈ H, s < τ ∈ I, y 6= z ∈ H with W ≤ 16 .
Proof: Abbreviate
√
s− τ =: r, D((s, y), (τ, z)) =: R and
K(s, y, τ, z) := z−σn yln ∂ks∂αyGσ(s, y, τ, z),
suppressing the derivatives of Gσ in the notation of K. Note that
R−2 (|BR(y)|σ + |BR(z)|σ)−1 . V−1.
However, a calculation based on the Gaussian estimate and the doubling condition of the metric
d reveals that
|K(s, y, τ, z)| . yln r−2k−|α| (r+
√
yn)
−|α| (|BR(y)|σ + |BR(z)|σ)−1 e−
d(y,z)2
Cr2
for any τ < s ∈ I and almost any y 6= z ∈ H. On the other hand, we have that
yln r
−2k−|α| (r+
√
yn)
−|α| . r2l−2k−2|α|
if 2 l− |α| ≤ 0. Thanks to the exponential decay we can modify this to obtain
r2l−2k−2|α| e−
d(y,z)2
Cr2 .
√
r2 + d(y, z)2
2(l−k−|α|)
= R2(l−k−|α|).
For l − k− |α| = −1, these estimates exactly imply the desired bound.
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For the second part consider
|K(t, x, s, y)−K(t, x, s, y)|
≤ |K(t, x, s, y)− K(t, x, s, y)|+ |K(t, x, s, y)− K(t, x, s, y)|
+ |K(t, x, s, y)− K(t, x, s, y)|+ |K(t, x, s, y)− K(t, x, s, y)|
Exemplarily, we focus on the second term. If Γ is the arc-length parametrised geodesic that
connects y and y with respect to the Riemannian metric generating d, then with the chain rule
and the fundamental theorem of calculus we see that
|K(s, y, τ, z)− K(s, y, τ, z)| = ∣∣ ∫
(a,b)
∇Γ(ς)K(t, Γ(ς), s, y) · ∂ςΓ(ς) dL(ς)
∣∣
≤ d(y, y) sup
ζ∈Bd(y,y)(y)
ζ
1
2
n |∇ζK(s, ζ, τ, z)|
with ζ = Γ(ς). The Gaussian estimate and some calculations based on the condition W ≤ 16
show
|K(s, y, τ, z)− K(s, y, τ, z)| . d(y, y)
R+ D((s, y), (τ, z))
R2l−2k−2|α|+2V−1.
We proceed similarly for the other terms, where we also need the generalised version of the
Gaussian estimate from Proposition 3.16.
We now prove an integral bound for the Green function where the conditions on the exponents
differ from the ones we considered before. To simplify the appearance of the estimates we
specialise to unit time intervals.
3.19 Corollary Let I := (0, 1) as well as l ≥ 0 and α ∈ Nn0 such that 2 l− |α| ≤ 0 and l− |α| > −1.
(i) If 1 ≤ q < n+1
n+|α|−l and σ q > −1, then there exists a constant c = c(n, σ, k, α, q) such that∥∥∥yln ∂αyGσ(s, y, · , · )∥∥∥
Lq((0,s)×H)
≤ c (1+√yn)2l−|α| |B1(y)|
1
q−1
for all s ∈ I and almost all y ∈ H.
(ii) If 1 ≤ q < n+1
n+|α|−l , then there exists a constant c = c(n, σ, l, k, α, q) such that∥∥∥( · )ln ∂αyGσ( · , · , τ, z)∥∥∥
Lq((τ,1)×H)
≤ c (1+√zn)2l−|α| |B1(z)|
1
q−1 (zσn)
χ{σ<0}χ{zn<1}
for all τ ∈ I and almost all z ∈ H.
Proof: First consider the spatial integrals only. Fix (s, y) ∈ I × H as well as 1 ≤ q < ∞. For
τ ∈ (0, s) define r := √s− τ. The Gaussian estimate implies
∫
H
|∂ks∂αyGσ(s, y, τ, z)|q dLn(z) . r−2kq−|α|q (r+
√
yn)
−|α|q |Br(y)|−qσ ∑
j∈N
e
−q (j−1)2r2
Cr2
∫
Bjr(y)
z
σq
n dL(z),
where we covered H with annular rings Bjr(y)r B(j−1)r(y) for j ∈ N. At this point we have to
assume σq > −1 to be sure that the integral exists. By the doubling condition we get a conver-
gent series with value |Br(y)|σq times a constant depending on n, σ and q, and the formula for
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the measure of the balls shows that
|Br(y)|−qσ |Br(y)|σq h |Br(y)|1−q.
This results in ∥∥∥yln ∂ks∂αyGσ(s, y, τ, · )∥∥∥
Lq(H)
. r−2k−|α| (r+√yn)2l−|α| |Br(y)|
1
q−1
for all τ < s ∈ I and almost all y ∈ H, and for any q with σ q > −1.
Similarly we get
∥∥∥( · )ln ∂ks∂αyGσ(s, · , τ, z)∥∥∥
Lq(H)
. r−2k−|α| (r+
√
zn)
2l−|α| |Br(z)|
1
q−1
( √
zn
r+
√
zn
)2σ
for all τ < s ∈ I and almost all z ∈ H, without any restriction on q ∈ [1,∞), but with an
additional dependency of the constant on l.
Integrating the first formula in time with respect to τ over (0, s) then implies∥∥∥yln ∂ks∂αyGσ(s, y, · , · )∥∥∥q
Lq((0,s)×H)
. (1+
√
yn)
(2l−|α|)q |B1(y)|1−q
∫
(0,s)
τ(l−k−|α|−n)q+n dL(τ)
for 2 l − |α| ≤ 0. Here we used the unit interval in the computation. For any q < 1+n−l+k+|α| , this
integral converges to
c(n, α, k, l, q) s(l−k−|α|−n)q+n+1
which in turns is bounded for s ∈ (0, 1]. It is obvious that the convergence condition can only
be satisfied if −l + k + |α| < 1. In conjunction with the condition 2 l − |α| ≤ 0 that arouse
from the calculations above it becomes clear that only k = 0 is admissible and we need to have
−l + |α| < 1.
For the second part of the statement, the additional factor is bounded by an absolute constant
for σ ≥ 0, as well as for −1 < σ < 0 if in addition √zn ≥
√|I|. It thus only shows up for
negative σ and for
√
zn <
√|I|, where in the present case of the unit interval it can be bounded
by a multiple of zσn.
3.20 Remark It is worth pointing out that no temporal derivative can be treated in the fashion of
Corollary 3.19. We cannot even achieve a bound for the gradient of Gσ in Lq without extra weights to
compensate for the spatial derivative either. In fact, the condition on the exponents l and α are satisfied if
and only if either l = 0 and α = 0 or l ∈ (0, 12 ] and |α| = 1.
The final corollary is a pointwise estimate of Green’s function on (0, 1)× H on a rather compli-
cated range of values that follows immediately by the Gaussian estimate on the unit interval.
3.21 Corollary Let I := (0, 1) and 0 < δ ≤ 12 . If l ≥ 0, k ∈ N0 and α ∈ Nn0 with 2 l− |α| ≤ 0, then
there exists a constant c = c(n, σ, l, k, α, δ) > 0 such that
yln |∂ks∂αyGσ(s, y, τ, z)| ≤ c (1+
√
yn)
2l−|α| |B1(z)|−1 (zσn)χ{σ<0}χ{zn<1} e−
d(y,z)
C
for all s ∈ [2 δ, 1], almost all y ∈ H, and almost all (τ, z) ∈ ([0, s)× H) r ((δ, s)× B1(y)),
and the same statement holds with any possible combination of the points y and z in the factors
(1+
√
yn)2l−|α| |B1(z)|−1.
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Estimates Against the Inhomogeneity. We now abandon the situation where f = 0 and gain
estimates against the inhomogeneity.
3.22 Remark By Duhamel’s principle, σ-solutions u to f on I × H with zero initial value can be
expressed in terms of Gσ by
u(s, y) =
∫
(s1,s)×H
Gσ(s, y, τ, z) f (τ, z) dLn+1(τ, z)
whenever the integral makes sense. We can thus consistently extend Definition 3.2 to more general
inhomogeneities and will henceforth always assume the inhomogeneity to be given such that the Duhamel
integral converges without specifying the conditions on f .
Duhamel’s principle also enables us to view the operator that maps inhomogeneities to solu-
tions as integral kernel operators. Since (I × H,L× µσ,D) is a space of homogenous type, the
theory of Calderón-Zygmund can be applied in this non-Euclidean setting to gain Lp-estimates.
The basic reference for this material is [Ste93]. It was noted by [CW77] that the arguments do
not depend on the Euclidean structure of the underlying space. The definitions and statements
can be found in [Koc04] and [Koc08] as well as [Kie13].
3.23 Proposition If max
{
1, (1+ σ)−1
}
< p < ∞, if l ≥ 0, k ∈ N0 and α ∈ Nn0 satisfy the
conditions l− k− |α| = −2 and 2 l− |α| ≤ −1, and if u is a σ-solution to f on I × H with zero initial
value, then there exists a constant c = c(n, σ, l, k, α, p) such that∥∥∥( · )ln ∂ks∂αyu∥∥∥
Lp(I×H)
≤ c ∥∥∇y f∥∥Lp(I×H) .
Proof: For fixed l ≥ 0, k ∈ N0 and α ∈ Nn0 consider the operator
L2(I × H,L× µσ) ∋ f 7→ ( · )ln ∂ks∂αyu ∈ L2(I × H,L× µσ)
with kernels
K(s, y, τ, z) = z−σn yln ∂ks∂αyGσ(s, y, τ, z)
that are continuous where (s, y) 6= (τ, z). By Corollary 3.18, these kernels satisfy the Calderón-
Zygmund cancellation conditions on (I × H,D,L × µσ) if l − k − |α| = −1 and 2 l − |α| ≤ 0.
As noted in Remark 3.7, these are exactly the exponents for which the operators are bounded
on L2(I × H,L× µσ). It follows that those operators are of Calderón-Zygmund type and hence
extend to bounded operators on Lp(I × H,L× µσ) for any 1 < p < ∞ with the estimate∫
I
∥∥∥( · )ln ∂ks∂αyu∥∥∥p
L
p
σ(H)
dL .
∫
I
‖ f‖p
L
p
σ(H)
dL.
The theory of Muckenhoupt weights allows us to formulate this result in unweighted spaces.
One checks that yϑ−σn is a p-Muckenhoupt weight with respect to µσ if and only if
−1 < ϑ < p (σ + 1)− 1.
Thus any Calderón-Zygmund operator with respect to µσ also extends to all spaces
Lp(xϑ−σn dµσ) = Lp(µϑ), and the same is true for the corresponding time-space setting. Note
that ϑ = 0 is always admissible if σ ≥ 0, whereas for negative σ we need the extra condition
p > (1+ σ)−1. On the other hand, this does not constitute a restriction for p in case σ ≥ 0. For
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this range of p it follows that for l− k− |α| = −1 and 2 l− |α| ≤ 0 we have∥∥∥( · )ln ∂ks∂αyu∥∥∥
Lp(I×H)
. ‖ f‖Lp(I×H) .
Now that we have gotten rid of the weights, we can also take extra derivatives into considera-
tion. Given that∇′xu is a σ-solution to ∇′x f in view of Remark 3.9, we have also shown that∥∥∥( · )ln ∂ks∂αy∇′yu∥∥∥
Lp(I×H)
.
∥∥∥∇′y f∥∥∥
Lp(I×H)
for any exponents l, k and α as above, and especially also for l = 0, k = 0 and |α| = 1.
For the vertical direction, however, we can use that ∂ynu is a (1+ σ)-solution to
∂yn f + (1+ σ) ∆
′
yu
by Remark 3.9. Thus∥∥∥( · )ln ∂ks∂αy∂ynu∥∥∥
Lp(I×H)
.
∥∥∂yn f∥∥Lp(I×H) + ∥∥∥∆′yu∥∥∥Lp(I×H)
which has the required bound because of the previous considerations.
We normalise our interval once more and consider I = (0, 1). For inhomogeneities f that are
supported on the diagonal, more precisely on increased cylinders
Q˜r(y0) := (
1
4
r2, r2)× B2r(y0),
we get a local version of the Lp-estimates in terms of the space Yonθ introduced in Section 2.
3.24 Proposition Let I := (0, 1) and y0 ∈ H as well as supp f ⊂ Q˜1(y0) and θ ∈ R. If
max
{
1, (1+ σ)−1
}
< p < ∞, if l ≥ 0, k ∈ N0 and α ∈ Nn0 satisfy the conditions l − k− |α| = −2
and 2 l − |α| ≤ −1, and if u is a σ-solution to f on I × H with zero initial value, then there exists a
constant c = c(n, σ, l, k, α, p, θ) > 0 such that
(1+
√
y0,n)
−2l+|α|−1 |Q1(y0)|−
1
p
∥∥∥( · )ln ∂ks∂αyu∥∥∥
Lp(Q1(y0))
≤ c ‖ f‖Yonθ (p) .
Proof: The Calderón-Zygmund estimate from Proposition 3.23 immediately yields∥∥∥yln ∂ks∂αyu∥∥∥
Lp(Q1(y0))
.
∥∥∇y f∥∥Lp(Q˜1(y0))
for the parameters stated.
Consider now radii R1 := 1√2 , R2 := 1 and R3 :=
√
3
2 . Independent of the location of
y0 in H we can find N1 points
{
zj1
}
, N2 points
{
zj2
}
and N3 points
{
zj3
}
, all of them con-
tained in Q˜1(y0) and with Ni only depending on n for i = 1, 2, 3, such that the collection{
QRi(zji) | ji = 1, . . . ,Ni, i = 1, 2 , 3
}
covers Q˜1(y0). It follows that∥∥∇y f∥∥Lp(Q˜1(x0)) . |Q1(y0)| 1p ‖ f‖Yonθ (p) ,
where we used the doubling property to shrink balls into Q1(y0), and the constant depends on
θ. This is the localisation of the Calderón-Zygmund estimate.
But for the set of exponents we consider, the only case for which −2 l + |α| − 1 ≥ 0 is non-zero
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is the one with l = 0, k = 0 and |α| = 2. Furthermore, if we fix y0 with √y0,n < 2, we have
(1+
√
y0,n)
−2l+|α|−1 h 1 and the inequlity we showed is equivalent to the statement of this
proposition.
Let now l = 0, k = 0, |α| = 2 and√y0,n ≥ 2. We study the kernels
K(s, y, τ, z) = y
1
2
n ∇yGσ(s, y, τ, z)
for the unweighted L2-operators that send f to ( · )
1
2
n ∇yu. For σ ≥ 0, an application of Corollary
3.19 with q = 1 ensures that the L1-norm of this kernels taken with respect to (s, y) as well as
the ones taken with respect to (τ, z) are bounded. Thus Schur’s Lemma can be used to conclude
that ∥∥∥∥( · ) 12n ∇yu∥∥∥∥
Lp(I×H)
. ‖ f‖Lp(I×H)
for any 1 ≤ p ≤ ∞. As before, we now use that ∂y ju is a σ-solution to ∂y j f for j = 1, . . . , n− 1,
while for the vertical direction ∂ynu is a (1+ σ)-solution to ∂yn f + (1+ σ)∆
′
yu. Therefore,∥∥∥∥( · ) 12n D2yu∥∥∥∥
Lp(I×H)
.
∥∥∇y f∥∥Lp(I×H) + ∥∥∥∆′yu∥∥∥Lp(I×H) ,
and the last summand is bounded by the second to last thanks to the unweighted Calderón-
Zygmund-estimate from Proposition 3.23.
The resulting estimate can be localised as above, and we get∥∥∥∥( · ) 12n D2yu∥∥∥∥
Lp(Q1(y0))
. |Q1(y0)|
1
p ‖ f‖Yonθ (p) .
However, for any y ∈ B1(y0)we have that yn h y0,n if√y0,n ≥ 2 as in our present case. Together
with the first result for l = 0, k = 0 and |α| = 2, this amounts to the improved inequality
(1+
√
y0,n)
∥∥∥D2yu∥∥∥
Lp(Q1(y0))
. |Q1(y0)|
1
p ‖ f‖Yonθ (p)
in case of
√
y0,n ≥ 2, proving the statement for σ ≥ 0.
For the last remainig case, we now consider −1 < σ < 0 and √y0,n ≥ 2. The latter also
means that we have supp f ⊂ {z | zn ≥ 1}, and thus, also in the case where σ is not in the
good range, Corollary 3.19 can be applied to the kernels K truncated to the support of f without
the additional factor interfering. This makes it possible to invoke Schur’s Lemma once more
and get the same bound as before. The iteration in the tangential direction can be done as
before. For a similar treatment of the vertical derivative, however, we lack the guarantee that
the corresponding inhomogeneity ∂yn f + (1+ σ) ∆
′
yu has support in the right region. But ∂ynu
is a (1 + σ)-solution to this right hand side, and since (1 + σ) ≥ 0 we can apply the result
we obtained in case of positive σ onto this solution. Proceeding in the same fashion as before
finishes the proof.
We now turn to inhomogeneities that are supported away from the diagonal.
3.25 Proposition Let I := (0, 1), ε1 > 0 and ε2 ≥ 0. Fix y ∈ H as well as 0 < δ ≤ 12 and let
supp f ⊂ (I × H) r ((δ, 1)× B1(y)). If max{1, (1+ σ)−1} < p < ∞, if l ≥ 0, k ∈ N0 and
α ∈ Nn0 with 2 l − |α| ≤ 0, and if u is a σ-solution to f on I × H with zero initial value, then there
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exists a constant c = c(n, σ, l, k, α, p, δ, ε2) > 0 such that
(1+
√
yn)
−2l+|α|−ε2 yln |∂ks∂αyu(s, y)| ≤ c ‖ f‖Yo f fε1, ε2 (p)
for all s ∈ [2 δ, 1].
Proof: We first consider the case σ ≥ 0. Fix s ∈ [2 δ, 1] and denote
Ms :=
(
(0, s)× H)r ((δ, s)× B1(y)) .
By Duhamel’s principle 3.22 we get
yln |∂ks∂αyu(s, y)| ≤
∫
Ms
yln |∂s∂αyGσ(s, y, τ, z)| | f (τ, z)| dLn+1(τ, z).
This is only possible for δ ≤ s ≤ 1, and the application of Corollary 3.21 under the integral is
justified for 2 δ ≤ s ≤ 1 if 2 l− |α| ≤ 0. As a result we gain the upper bound
(1+
√
yn)
2l−|α|+ε2
∫
(0,1)×H
(1+
√
zn)
−ε2 |B1(z)|−1 e−
d(y,z)
C | f (τ, z)| dLn+1(τ, z)
for an arbitrary ε2 ≥ 0 and with a constant that depends on n, σ, l, k, α and δ. For the com-
putation of the integral we first cover H with a countable number of balls B1(z0). This leads
to ∫
(0,1)×H
(1+
√
zn)
−ε2 |B1(z)|−1 e−
d(y,z)
C | f (τ, z)| dLn+1(τ, z)
≤ sup
z0
∫
(0,1)×B1(z0)
(1+
√
zn)
−ε2 |B1(z)|−1 | f (τ, z)| dLn+1(τ, z)∑
z0
e−
d(y,z0)
C
and the series in the back converges uniformely in y.
We now cover the time interval (0, 1) by ( 12 R
2
m, R
2
m), m ∈ N0, where Rm := 2−
m
2 . Furthermore,
for any m ∈ N0 and any z0 we cover B1(z0) with N(m) balls BRm(zi), zi ∈ B1(y0). This is
possible by Vitali’s covering lemma ([Koc04]), which also ensures that
N(m)
∑
i=1
|BRm(zi)|σ . |B1(z0)|σ
independent of m. Note that (2−m−1, 2−m)× BRm(zi) = QRm(zi) and we therefore now look at
the expression
sup
z0
∑
m∈N0
N(m)
∑
i=1
∫
QRm (zi)
(1+
√
zn)
−ε2 |B1(z)|−1 | f (τ, z)| dLn+1(τ, z).
We consider the cases
√
z0,n < 2 and
√
z0,n ≥ 2 separately, starting with the latter one away
from the boundary. Then |B1(z)| hn |B1(z0)| for any z ∈ B1(z0) and thus also
(1+
√
zn)
−ε2 hn (Rm +
√
zi,n)
−ε2 for any z ∈ BRm(zi) with zi ∈ B1(z0).
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An application of Hölder’s inequality shows that
sup
z0,n≥4
|B1(z0)|−1 ∑
m∈N0
N(m)
∑
i=1
(Rm +
√
zi,n)
−ε2
∫
QRm (zi)
| f (τ, z)| dLn+1(τ, z)
≤ sup
z0,n≥4
|B1(z0)|−1 ∑
m∈N0
R
ε1
m
N(m)
∑
i=1
(Rm +
√
zi,n)
−ε2 |BRm(zi)| R2−ε1m |QRm(zi)|−
1
p ‖ f‖Lp(QRm(zi)) .
Taking the supremum over 0 < R ≤ 1 and z ∈ H then leads to the upper bound
‖ f‖
Y
o f f
ε1, ε2
(p) ∑
m∈N0
R
ε1
m
by virtue of the Vitali-property discussed above. For any ε1 > 0 also this series converges and
can therefore be subsumed into the constant.
In the case that z0 is close to the boundary we vary the arguments slightly to obtain
sup
z0,n<4
∑
m∈N0
N(m)
∑
i=1
∫
QRm (zi)
| f (τ, z)| dLn+1(τ, z) ≤ sup
z0,n<4
|B1(z0)| ‖ f‖Yo f fε1, ε2 (p) ∑m∈N0
R
ε1
m .
But for
√
z0,n < 2 it is clear that |B1(z0)| . 1 and thus the same upper bound as above follows
for any ε1 > 0.
It remains to consider the case −1 < σ < 0, where the use of Corollary 3.21 generates an
additional factor zσn under the integral if also zn < 1. On B1(z0), this possibility only realises
itself if
√
z0,n < 2. The application of Hölder’s inequality then results in
sup
z0,n<4
∑
m∈N0
R
ε1
m
N(m)
∑
i=1
(Rm +
√
zi,n)
−ε2 R
2(1− 1p )−ε1
m |BRm(zi)|
1− 1p
σ
p
p−1
‖ f‖Lp(QRm(zi))
if σ (1− 1p ) > −1. The last condition is equivalent to p > (1+ σ)−1 for −1 < σ < 0, and does
not pose a restriction on p if σ ≥ 0. Now the formula for the measure of intrinsic balls asserts
that
|BRm(zi)|
1− 1p
σ
p
p−1
h |BRm(zi)|1−
1
p (Rm +
√
zi, n)
2σ h |BRm(zi)|σ |BRm(zi)|−
1
p
and a reiteration of the steps above, this time using Vitali’s lemma for the measure µσ, implies
the upper bound
sup
z0,n<4
|B1(z0)|σ ‖ f‖Yo f fε1, ε2 (p) ∑m∈N0
R
ε1
m .
The fact that also |B1(z0)|σ . 1 if √z0,n < 2 concludes the proof.
We have now finally reached the point where we can prove the second part of Theorem 2.4. To
this end, we combine the off-diagonal pointwise estimate from Proposition 3.25 with a point-
wise estimate for an arbitrary inhomogeneity on (0, 1), and integrate the off-diagonal pointwise
estimate to get the off-diagonal complement of the on-diagonal Lp estimate from Proposition
3.24. Subsequently, both results are rescaled onto (0, S) by the invariant scaling Aλ. In the
following we still allow S = ∞ and use the convention that r2 ≤ Smeans r2 < ∞ in this case.
3.26 Proposition Ifmax
{
2 (n+ 1), (1+ σ)−1
}
< p < ∞, f ∈ Y(p), and u is a σ-solution to f on
(0, S)× H with zero initial value, then there exists a constant c = c(n, σ, p) > 0 such that
‖u‖X(p) ≤ c ‖ f‖Y(p) .
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Proof: Throughout this proof, the dependency of the constants on the parameters will be
suppressed in the notation.
Assume first S = 1 and let I := (0, 1). Fix an arbitrary y ∈ H and set
f1 := χQ1(y) f with supp f1 ⊂ Q1(y),
and
f2 := (1− χQ1(y)) f with supp f2 ⊂
(
I × H)rQ1(y).
Denoting the σ-solutions to f1 and f2 on I × H with zero initial value by u1 and u2, respectively,
we also get u = u1 + u2.
For the on-diagonal part u1 we obtain
yln |∂αyu1(1, y)| ≤
∫
I×H
|∂αyGσ(1, y, τ, z)| | f1(τ, z)| dLn+1(τ, z)
≤
∥∥∥∂αyGσ(1, y, · , · )∥∥∥
L
p
p−1 (I×H)
‖ f1‖Lp(I×H)
with Hölder’s inequality for any 1 ≤ p ≤ ∞. But for 2 l − |α| ≤ 0 and l − |α| > −1, the first
factor can be treatedwith Corollary 3.19 if both 1 ≤ pp−1 < n+1n+|α|−l and σ
p
p−1 > −1. Iterating the
notion of σ-solution with respect to derivatives once more while using the Calderón-Zygmund
estimate from Proposition 3.23 to bound the norm of the Laplacian, we get
yln |∂αyu1(1, y)| . (1+
√
yn)
2l−|α|+1 |B1(y)|−
1
p
∥∥∇y f∥∥Lp(I×H)
for 2 l − |α| ≤ −1 and l − |α| > −2, and especially for l = 0, |α| = 1 and l = 12 , |α| = 2. The
conditions on p then become equivalent to max
{
2 (n+ 1), (1+ σ)−1
}
< p < ∞. All together
we arrive at
|∇yu1(1, y)|+ y
1
2
n |D2yu1(1, y)| . |B1(y)|−
1
p
∥∥∇y f1∥∥Lp(I×H) .
Note that we did not use the on-diagonal support of f1 in this calculation.
In conjunction with the pointwise off-diagonal estimate from Proposition 3.25, the latter for
δ = 12 , ε2 = 1, and (l, k, |α|) = (0, 0, 1) as well as (l, k, |α|) = ( 12 , 0, 2), we then find
|∇yu(1, y)|+ y
1
2
n |D2yu(1, y)| . |B1(y)|−
1
p
∥∥∇y f1∥∥Lp(Q1(y)) + ‖ f2‖Yo f fε1, 1(p) ≤ ‖ f‖Yonθ (p) + ‖ f‖Yo f fε1, 1(p)
for any θ ∈ R, ε1 > 0 and max
{
2 (n+ 1), (1+ σ)−1
}
< p < ∞.
For the Lp-estimate, we split f slightly differently. So fix an arbitrary y0 ∈ H and consider
f = f χ
Q˜1(y0)
+ f (1− χ
Q˜1(y0)
) =: f1 + f2.
Note that then
supp f1 ⊂ Q˜1(y0) and supp f2 ⊂
(
I × H)r((1
4
, 1
)
× B2(y0)
)
.
Again we study the σ-solutions u1 and u2 to f1 and f2, respectively.
For the on-diagonal part we use Proposition 3.24 and immediately get for almost any y0 ∈ H
that
(1+
√
y0,n)
−2l+|α|−1 |Q1(y0)|−
1
p
∥∥∥( · )ln ∂ks∂αyu1∥∥∥
Lp(Q1(y0))
. ‖ f1‖Yonθ (p)
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for any θ ∈ R, if max {1, (1+ σ)−1} < p < ∞ and both l− k− |α|+ 1 = −1 and 2 l− |α|+ 1 ≤ 0.
Off-diagonal, on the other hand, we first note the triangle inequality implies B1(y) ⊂ B2(y0) for
any y ∈ B1(y0). For any such y and any s ∈ [ 12 , 1], that is for (s, y) ∈ Q1(y0) it is therefore clear
that
supp f2 ⊂
(
I × H)r((1
4
, 1
)
× B1(y)
)
and thus the requirements needed for Proposition 3.25 are met with δ = 14 . An integration
yields
(1+
√
y0,n)
−2l+|α|−ε2 |Q1(y0)|−
1
p
∥∥∥( · )ln ∂ks∂αyu2∥∥∥
Lp(Q1(y0))
. ‖ f2‖Yo f fε1, ε2 (p)
for any ε2 ≥ 0, ε1 > 0 and any max
{
1, (1+ σ)−1
}
< p < ∞, if 2 l − |α| ≤ 0. We can put this
together with the on-diagonal estimates if we set ε2 := 1.
Turning to the rescalation of these estimate, we let now I = (0, S) with S > 0 arbitrary and
assume that u is a σ-solution to f on I × H with zero initial value. Then u is also a σ-solution to
f on (0, s)× H for any s ∈ (0, S] with vanishing initial value. We denote the scaling function by
Aλ : (sˆ, yˆ) 7→ (λ sˆ, λ yˆ) = (s, y) as above and start with the pointwise estimates. For (l, |α|) =
(0, 1) as well as (l, |α|) = ( 12 , 2), and for any (s, y) ∈ I × H we get
yln |∂αyu(s, y)| =
√
λ
−|α|−1 (yn
λ
)l ∣∣∣∂αyˆ(u ◦ Aλ)(λ−1 s, λ−1 y)∣∣∣.
Now fix an s ∈ I and choose λ := s. Since u ◦ Aλ is a σ-solution to λ ( f ◦ Aλ) on (0, 1)× H with
zero initial value, we can apply the above estimate to get
yln |∂αyu(s, y)| .
√
s
1−|α|
(√
s
2−θ ‖ f‖Yonθ (p) +
√
s
ε1−1 ‖ f‖
Y
o f f
ε1, 1
(p)
)
for any max
{
2 (n+ 1), (1+ σ)−1
}
< p < ∞. We then set ε1 := −θ + 3, hereby restricting
ourselves to θ < 3, and get
|∇yu(s, y)|+
√
s
√
yn|D2yu(s, y)| .
√
s
2−θ
(
‖ f‖Yonθ (p) + ‖ f‖Yo f f3−θ, 1(p)
)
.
.
Finally, we rescale the Lp-estimate by noting that u is also a σ-solution to f on (0, r2)× H with
zero initial value for any 0 < r2 ≤ S. We then have∥∥∥( · )ln ∂ks∂αyu∥∥∥
Lp(Qr(y0))
= λ
n+1
p +l−k−|α|
∥∥∥( ·ˆ )ln ∂ksˆ∂αyˆ(u ◦ Aλ)∥∥∥
Lp(A−1λ (Qr(y0)))
.
We can see that
A−1λ (Qr(y0)) ⊂
N⋃
i=1
Q r√
λ
(λ−1yi) for λ−1yi ∈ B4c2d r√λ (λ
−1y0)
and a number N only depending on the dimension n. With λ = r2 and the invariance of the
scaling that makes u ◦ Ar2 a σ-solution to r2 ( f ◦ Ar2) on (0, 1)× H, we can apply the statement
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proven above in every summand to get
∥∥∥( · )ln ∂ks∂αyu∥∥∥
Lp(Qr(y0))
. r
2n+2
p +2l−2k−2|α|+2
N
∑
i=1
(
1+
√
yi,n
r2
)2l−|α|+1
|Q1(r−2yi)|
1
p
(‖ f ◦ Ar2‖Yonθ (p) + ‖ f ◦ Ar2‖Yo f fε1, 1(p)),
where the last two expressions are understood with respect to the time interval (0, 1) and the
gradient in ‖ · ‖Yonθ (p) is taken with respect to yˆ. Some calculations combined with the choice
ε1 := 3− θ lead to
sup
0<r2≤S
z∈H
r2k+|α|−3+θ (r+
√
zn)
−2l+|α|−1 |Qr(z)|−
1
p
∥∥∥( · )ln ∂ks∂αyu∥∥∥
Lp(Qr(z))
. ‖ f‖Yonθ (p) + ‖ f‖Yo f f3−θ, 1(p)
for any θ < 3 and any max
{
1, (1+ σ)−1
}
< p < ∞, if l− k− |α|+ 1 = −1 and 2 l− |α|+ 1 ≤ 0.
These are exactly the exponents in the definition of X(p) if we set θ := 2, thus reaching the
statement.
4. NON-LINEAR ESTIMATES
We come to the proof of Theorem 2.1 that we state in a more detailed fashion here. An idea de-
veloped in [Ang90] that was pushed further also by [KL12] yields the analyticity in the temporal
and tangential directions of the solution we construct.
4.1 Theorem Letmax
{
2 (n+ 1), (1+ σ)−1
}
< p < ∞. Then there exists an ε > 0, a δ = δ(n, σ) >
1 and a constant c1 = c1(n, σ, p) > 0 such that for any u0 ∈ C˙0,1(H) with∥∥∇yu0∥∥L∞(H) ≤ ε
we can find a σ-solution u∗ ∈ X(p) of the PE on (0, S)× H with initial value u0 satisfying
‖u∗‖X(p) ≤ c1
∥∥∇yu0∥∥L∞(H)
that is unique within
B
X(p)
δε
:=
{
u ∈ X(p) | ‖u‖X(p) < δ ε
}
.
Moreover, u∗ depends analytically on the data u0, we have u∗ ∈ C∞((0, S)× H) and
sup
(s,y)∈(0,S)×H
sk+|α|
∣∣∣∂ks∂αy∇yu∗(s, y)∣∣∣ ≤ c2 ∥∥∇yu0∥∥L∞(H)
for any k ∈ N0 and α ∈ Nn0 with a constant c2 = c2(n, σ, k, α).
Furthermore, u∗ is analytic in the temporal and tangential directions on (0, S)× H with a Λ > 0 and a
C = C(n) > 0 such that
sup
(s,y)∈(0,S)×H
sk+|α
′| |∂ks∂α
′
y′∇yu∗(s, y)| ≤ C Λ−k−|α
′| k! α′!
∥∥∇yu0∥∥L∞(H)
for any k ∈ N0 and α′ ∈ Nn−10 with k+ |α′| > 0.
Proof: Define the function
F : C˙0,1(H)× X(p)→ X(p)
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by assigning (u0, u) ∈ C˙0,1(H)× X(p) to the σ-solution to f [u] on (0, S)× H with initial value
u0. By Theorem 2.4 and Lemma 2.3 we can find a R1 > 0 and an ε1 > 0 such that for any
u0 ∈ BC˙
0,1(H)
ε1
the map F(u0, · ) is a contraction within BX(p)R1 . Hence the contraction mapping
principle provides us with a unique fixed point u∗ ∈ BX(p)R1 that depends on u0 in a Lipschitz
continuous way. Thus u∗ is the unique global σ-solution for the non-linear equation with initial
value u0. The bound on ‖u∗‖X(p) especially implies that u∗ is Lipschitz in time and space. By
[Koc99] the smoothness of u∗ on (0, S)× H follows.
But moreover, F and therefore also
G : C˙0,1(H)× X(p)→ X(p), G(u0, u) := u− F(u0, u)
are analytic on C˙0,1(H) × BX(p)R1 . Since G(0, 0) = 0 and DuG(0, 0) = id, the analytic implicit
function theorem on Banach spaces is applicable ([Dei85]) and yields the existence of balls
B
C˙0,1(H)
ε2
⊂ C˙0,1(H) and BX(p)R2 ⊂ B
X(p)
R1
alongside with an analytic function
A : BC˙
0,1(H)
ε2 → B
X(p)
R2
that satisfies A(0) = 0 and F(u0, u) = u for any u0 ∈ BC˙
0,1(H)
ε2 and u ∈ B
X(p)
R2
if and only if
u = A(u0). By the uniqueness of the fixed point in B
X(p)
R1
⊃ BX(p)R2 above we conclude that A
sends u0 ∈ BC˙
0,1(H)
ε3 to u∗ analytically, where ε3 := min {ε1, ε2}.
We now consider (τ, ξ ′) ∈ BRκ1(1)× BR
n−1
δ1
and define
fτ,ξ ′ [u] := τ f [u]− (1− τ) Lσu− ξ ′ · ∇′yu.
Note that then f1,0[u] = f [u]. Similar as above we define
F˜ : BRκ1(1)× BR
n−1
δ1
× C˙0,1(H)× BX(p)R2 → X(p)
that maps (τ, ξ ′, u0, u) to the σ-solution to fτ,ξ ′ [u] on (0, S)× H with initial value u0. A straight-
forward calculation as before shows that we have∥∥∥F˜(τ, ξ ′, u0, u)∥∥∥
X(p)
.
∥∥∇yu0∥∥L∞(H) + τ ‖u‖2X(p) + (|1− τ|+ |ξ ′|) ‖u‖X(p) .
Hence we can conclude that DuF˜|(1,0,0,0) vanishes. Applying the analytic implicit function theo-
rem once more, this time on
G˜ := idX(p)−F˜
at the point (τ, ξ ′, u0, u) = (1, 0, 0, 0)we then obtain the existence of κ2 < κ1, δ2 < δ1, R3 < R2
and ε4 as well as a unique analytic function
A˜ : BRκ2(1)× BR
n−1
δ2
× BC˙0,1(H)ε4 → B
X(p)
R3
such that
G˜(τ, ξ ′, u0, A˜(τ, ξ ′, u0)) = 0.
For (τ, ξ ′) ∈ BRκ2 (1)× BR
n−1
δ2
and (s, y) ∈ (0, S)× H let us now consider the transformation
U : (τ, ξ ′, s, y) 7→ (τs, y′ − ξ ′s, yn).
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A simple calculation shows that u ◦U(τ, ξ ′, · , · ) is a σ-solution to fτ,ξ ′ [u] on (0, τS)× H with
initial value u0 if u is a σ-solution to f [u] on (0, S)× H with initial value u0. Therefore we have
that
G˜(τ, ξ ′, A(u0) ◦U(τ, ξ ′, · , · )) = 0.
It is also clear that
A(u0) ◦U(τ, ξ ′, 0, · ) = u0 = A˜(τ, ξ ′, u0)(0, · )
and thus the above uniqueness results for ε := min {ε3, ε4} and R3 =: δmε imply that A( · ) ◦
U = A˜. Especially, u∗ ◦U( · , · , s, y) is analytic as a function of τ and ξ ′ into X(p) near τ = 1
and ξ ′ = 0 for any (s, y) ∈ (0, S)× H. But we have∣∣∂τ∇y(u∗ ◦U(τ, ξ ′, s, y))|(τ,ξ ′)=(1,0)∣∣ = ∣∣s ∂s∇yu∗(s, y)∣∣,∣∣∂ξ j∇y(u∗ ◦U(τ, ξ ′, s, y))|(τ,ξ ′)=(1,0)∣∣ = ∣∣−s ∂y j∇yu∗(s, y)∣∣ for j = 1, . . . , n− 1
with similar formulas for higher order and mixed derivatives. This implies the analyticity of u∗
on I ×Rn in s and y′ with the formula
sup
(s,y)∈(0,S)×H
sk+|α
′| |∂ks∂α
′
y′∇yu∗(s, y)| . Λ−k−|α
′| k! α′!
∥∥∇yu0∥∥L∞(H)
for any k ∈ N0 and α′ ∈ Nn−10 , where Λ > 0 and the constant depends only on n.
For the missing derivative in the tangential direction define the components of ~F[u∗] by
Fj[u∗] := ∂y ju∗ for j = 1, . . . , n− 1
and
Fn[u∗] := −
|∇′yu∗|2 − ∂ynu∗
1+ ∂ynu∗
,
and rephrase the PE as
0 = ∂su∗ − Lσu∗ − f [u∗] = ∂su∗ − ( · )−σn ∇y · (( · )1+σn ~F[u∗]).
We differentiate the equation with respect to the vertical direction and obtain
∂yn(( · )2+σn ∂ynFn[u∗]) = ( · )1+σn (∂s∂ynu∗ − ∆′yu∗ − ( · )n∆′y∂ynu∗).
An integration in yn then shows that
|∂ynFn[u∗](s, y)| .
∥∥∥∂s∂ynu∗(s)− ∆′yu∗(s)− ( · )n ∆′y∂ynu∗(s)∥∥∥
L∞(H)
for (s, y) ∈ (0, S)× H with a constant depending only on σ. By the analyticity estimate, the first
terms of the latter are bounded by s−1
∥∥∇yu0∥∥L∞(H) times an absolute constant. The third term
can be handled by the pointwise term in the X(2)-norm. From there we get in a similar way as
for the analyticity estimate that
|∂ks∂α
′
y′D
2
yu(s, y)| . s−k−|α
′ |− 12 y−
1
2
n
∥∥∇yu0∥∥L∞(H)
with a constant depending on n, k and α′. For √yn ≤
√
s this implies
yn|∆′y∂ynu∗(s)| . y
1
2
n s
− 32
∥∥∇yu0∥∥L∞(H) ≤ s−1 ∥∥∇yu0∥∥L∞(H) .
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But for
√
yn >
√
s we are in the parabolic regime and get the same estimate directly. However,
we also have
|∂ynFn[u∗]| & |∂2ynu∗|.
To finish the proof, this argument can be iterated, introducing a dependence on the order of
derivatives into the constant.
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