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The architecture of interphase chromosomes is important for the regulation of gene expression and
genome maintenance. Chromosomes are linearly segmented into hundreds of domains with
different protein compositions. Furthermore, the spatial organization of chromosomes is
nonrandom and is characterized by many local and long-range contacts among genes and other
sequence elements. A variety of genome-wide mapping techniques have made it possible to chart
these properties at high resolution. Combined with microscopy and computational modeling, the
results begin to yield a more coherent picture that integrates linear and three-dimensional (3D)
views of chromosome organization in relation to gene regulation and other nuclear functions.Introduction
The idea that chromosomes are segmented into domains with
distinct functional properties goes back to the initial microscopy
observations of heterochromatin and euchromatin and the band-
ing patterns of mitotic chromosomes and polytene interphase
chromosomes upon staining with particular dyes. Later, immu-
nofluorescence microscopy with antibodies against specific
chromatin proteins led to the notion that differential protein
composition may underlie this segmentation. The development
of chromatin immunoprecipitation (ChIP) subsequently enabled
the locations of specific proteins or histone modifications to be
mapped along the genome with much higher resolution. This
provided direct evidence that some proteins can associate
with long genomic regions, such as the Polycomb protein at
the homeotic bithorax locus in Drosophila (Orlando and Paro,
1993). Further refinement of ChIP and the developments of the
complementary mapping technique DamID (van Steensel et al.,
2001) and methods for the mapping of various other properties
of chromatin (see below) have led to the generation of numerous
high-resolution genome-wide maps that identify various chro-
matin features with a domain-like organization.
Parallel to these developments, the three-dimensional (3D)
folding of chromosomes has been investigated by fluores-
cence in situ hybridization (FISH). Extensive microscopy
studies have revealed a high degree of nonrandom positioning
of loci within the nucleus and within chromosomal territories
(Cremer et al., 2006). More recently, chromosome conforma-
tion capture (3C) techniques have begun to offer detailed views
of the associations among linearly distant genomic loci that
can be captured by formaldehyde crosslinking in the nucleus,
and from which aspects of 3D chromosomal folding have
been inferred.
Excitingly, these linear and 3D views of interphase chromo-
some architecture are now beginning to converge, revealing
that the chromatin modifications of genomic regions and the1270 Cell 152, March 14, 2013 ª2013 Elsevier Inc.overall 3D organization are linked. Here, we will discuss current
insights in the relationships between the linear and 3D domain
architecture of interphase chromosomes, with emphasis on
results obtained in mammals and in Drosophila.
Linear Views of Chromatin Domains
DNA-Sequence Organization
The genomes ofmost species show striking nonrandompatterns
in their sequence composition. Mammalian and bird genomes
are a patchwork of long DNA stretches (>100 kb, Figure 1A)
termed isochores, which differ in A/T content (Costantini et al.,
2006). Gene density is also highly nonhomogeneous along the
genome and roughly corresponds to isochore patterning, with
high gene density overlapping with A/T-poor regions. Interest-
ingly, genes embedded in gene-dense regions tend to be more
active than those in gene-poor regions, resulting in megabase-
sized domains of alternating high and low transcriptional activity
(Caron et al., 2001). Most transposons and virus-derived
elements are also nonevenly distributed. For example, of the
most abundant repetitive elements in the human genome,
SINE elements tend to be located in gene-dense regions,
whereas LINE elements are more abundant in gene-poor
regions. As will become clear below, the nonrandom distribution
of DNA-sequence features is closely linked to chromatin-domain
organization, although it is unknown how the former helps to
establish the latter. Various satellite repeats constitute very
prominent domains, but it is beyond the scope of this Review
to discuss them here.
Polycomb Domains
Perhaps the best studied chromatin domains are those formed
in Drosophila by the Polycomb group (PcG) proteins, known
for their role in maintaining silencing of gene clusters during
development. These proteins form multisubunit complexes
of which the most prominent are Polycomb-repressive com-
plexes 1 and 2 (PRC1 and PRC2). PRC2 contains a histone
Figure 1. Chromatin Types
(A) Size distribution (in base pairs) of some genome features (blue) and various types of chromatin domains in human fibroblasts (red). Numbers on the righthand
side indicate approximate genome-wide counts of the respective domains. Note that the sizes and counts of chromatin domains can vary between cell types and
can depend much on the algorithm used to define the domains. (Data are from http://genome.ucsc.edu; Costantini et al., 2006; Guelen et al., 2008; Lister et al.,
2009; Hawkins et al., 2010; Dixon et al., 2012; Pope et al., 2012.)
(B) Cartoon model of a chromosomal fiber, illustrating its segmentation into domains of distinct chromatin types, each consisting of a specific combination of
proteins and histone modifications (indicated by colors).
(C) Classification of chromatin types. This example shows bindingmaps of 12 chromatin proteins along a part of chromosome 2L inDrosophilaKc cells. Computer
algorithms are used to search for recurrent combinations of proteins (chromatin ‘‘types’’ or ‘‘states’’) and to subsequently define linear chromosomal domains
covered by these types (highlighted in different colors; the classification in this example was based on 53 protein profiles). Note that some proteins are present in
a single chromatin type, whereas others can be shared among multiple types. Adapted from Filion and van Steensel (2010).methyltransferase that catalyzes trimethylation of H3K27
(H3K27me3), whereas PRC1 includes Polycomb (Pc), which
binds to this histone mark (Morey and Helin, 2010).
In Drosophila, PcG proteins and H3K27me3 form a few
hundred domains, of about 10 to 150 kb in size, that are scat-
tered along the genome. These domains often cover multiple
genes (Tolhuis et al., 2006; Schwartz et al., 2010), most of which
are transcriptionally inactive. Specialized Polycomb response
elements (PREs) of several hundred base pairs in size can act
as nucleation sites from which the PcG complexes spread later-
ally to form the domains (Morey and Helin, 2010). Genes within
a PcG domain are generally not coregulated throughout devel-
opment, although exceptions to this rule may occur (Tolhuiset al., 2006). Rather, PcG domains are dynamic structures that,
depending on the cell type, can be partially or entirely cleared
of PcG proteins to accommodate expression of one or several
of the underlying genes (Schwartz et al., 2010).
In mouse and human, most available evidence so far points to
the existence of only a few large PcGdomains that covermultiple
neighboring genes, primarily at the Hox gene clusters (Bernstein
et al., 2006) and on the inactive X chromosome in female cells
(Marks et al., 2009). Otherwise, PcG domains are relatively small
(10 kb) (Figure 1A) and usually overlap with individual CpG-rich
promoter regions (Lee et al., 2006; Ku et al., 2008). However, one
ChIP study (Pauler et al., 2009) suggests that besides the small
H3K27me3 peaks, there may be hundreds of larger regionsCell 152, March 14, 2013 ª2013 Elsevier Inc. 1271
(average 40 kb) with milder but significant H3K27me3 enrich-
ment in mouse embryonic fibroblasts.
Like in Drosophila, mammalian PcG target genes are highly
enriched in genes that have regulatory functions in development
(Lee et al., 2006). In embryonic stem cells (ESCs), many of these
sites are also marked by H3K4me3, a state that is referred to as
‘‘bivalent.’’ Like H3K27me3/PRC2, this H3K4me3 is required for
differentiation rather than the stem cell state per se (Jiang et al.,
2011). Upon ESC differentiation, the bivalent state typically
resolves into either an active H3K4me3-only or a repressed
H3K27me3-only state (Bernstein et al., 2006). In case of the
latter, the H3K27me3 domains expand 2- to 3-fold in size once
ESCs differentiate (Hawkins et al., 2010).
Interestingly, ectopically integrated unmethylated CpG-rich
elements can recruit PRC2 (Mendenhall et al., 2010), indicating
that they harbor the necessary sequence information for setting
up a small PcG domain. However, most CpG islands lack
H3K27me3, so additional local cues must modulate this ability.
Specific transcription factors seem to have a role in PcG recruit-
ment (Arnold et al., 2013), whereas activating signals might
counteract the formation of a PcG domain at CpG islands (Men-
denhall et al., 2010).
H3K9me2/3 Chromatin
H3K9me2 and H3K9me3 are abundant histone marks produced
by several enzymes; in mammals, these include G9a/GLP,
SETDB1, and SUV39H1. Various proteins bind specifically to
methylated H3K9, each with its own preference for mono-, di-,
or trimethylation. The most extensively studied among these
are theHP1 proteins. Together with H3K9me2/3, they cover peri-
centric and telomeric regions of many species, where they have
structural roles, suppress recombination, and silence transpos-
able elements (Zeng et al., 2010). In Drosophila, H3K9me2 and
HP1 additionally associate with a few hundred genes throughout
the genome, where they are often confined to individual tran-
scription units. Although H3K9me2 and H3K9me3 are widely
believed to be repressive marks, there are many examples of
transcriptionally active genes that are covered by these marks
and by HP1 (Kwon and Workman, 2011).
In mammals, there is now evidence for extensive formation of
chromatin domains by H3K9me2/3 and HP1s. As well as binding
to methylated H3K9, ectopic recruitment of HP1a to a specific
site is sufficient in itself to establish an H3K9me3 domain of
about 10 kb (Hathaway et al., 2012).Thousands of endogenous
H3K9me2 domains were found along the genome in mouse cells
and tissues (Wen et al., 2009). These domains, referred to as
large organized chromatin K9 modifications (LOCKs), have
a size of roughly 100 kb and together cover up to 45% of the
genome, depending on the cell type. It was claimed that mouse
ESCs (mESCs) mostly lack these domains, but the statistical
significance of this observation was questioned (Filion and van
Steensel, 2010), and an independent study found only marginal
differences in the H3K9me2 domain patterns between mESCs
and differentiated cells (Lienert et al., 2011). In human ESCs
(hESCs), H3K9me3 forms more than ten thousand small
domains (median size 7 kb). These tend to be about 2-fold larger
in fibroblasts (Hawkins et al., 2010) (Figure 1A), which could point
to the ability of this chromatin type to spread in cis. Analysis of
H3K9me2 in human lymphocytes suggests a global pattern of1272 Cell 152, March 14, 2013 ª2013 Elsevier Inc.Mb-sized domains (Ryba et al., 2010). No study so far has care-
fully compared H3K9me2 and H3K9me3 patterns, so it is unclear
to what extent these two marks overlap.
A striking example of the H3K9me3 chromatin type is formed
by the clusters of KRAB-ZNF genes, which encode the largest
mammalian family of transcription factors. These clusters,
some of which are more than 1 Mb in size, are extensively
covered by H3K9me3, CBX1/HP1b, SETDB1, and SUV39H1
(Vogel et al., 2006; Frietze et al., 2010). However, these compo-
nents are not homogenously distributed within the domains, as
they show higher occupancy near the 30 ends of the KRAB-
ZNF genes. Also present at these positions is the repressor
protein KAP1, which is known to interact with HP1 proteins
and SETDB1 (Frietze et al., 2010; Groner et al., 2010). Artificial
targeting of KAP1 to genomic loci can trigger recruitment and
cis-spreading of HP1b and H3K9me3, often over several tens
of kb (Groner et al., 2010), pointing to a role of KAP1 in the nucle-
ation of at least some H3K9me3 domains.
Replication-Timing Domains
Timing of DNA replication during S phase is tightly controlled.
High-resolution genome mapping shows 100 kb to several
Mb-sized (Figure 1A) alternating segments of early and late repli-
cating DNA (Hiratani et al., 2008; Schwaiger et al., 2009). Such
domains are thought to contain clusters of synchronously firing
origins. A finer temporal sampling through S phase, however,
suggests that a binary early versus late classification may be
overly simplistic and should eventually be replaced with
a more continuous scale (Hansen et al., 2010). Nevertheless,
early-replicating domains generally contain active genes,
whereas late-replicating domains are mostly transcriptionally
silent (Hiratani et al., 2008; Schwaiger et al., 2009).
For about 50% of the genome, the timing of replication is
dependent on cell type and usually linked to the transcription
status of the region (Schwaiger et al., 2009; Hansen et al.,
2010; Ryba et al., 2010). Human late-replicating regions are
depleted of various active histone marks and enriched for
H3K9me2, but they are not enriched for H3K27me3, indicating
the different characteristics of inactive domains that are estab-
lished by distinct mechanisms (Ryba et al., 2010). Late-repli-
cating domains also correlate with lamina-associated domains
(LADs), which are regions that are preferentially located at the
nuclear periphery (see below). During differentiation, there is
a consolidation of replication-timing domains to fewer larger
domains (Ryba et al., 2010).
Intriguing insights into the influence of genome sequence and
genomic context on replication-timing domains come from the
behavior of a human chromosome 21 in mouse cells (Pope
et al., 2012), but how the regional coordination of replication
timing is established is still largely unclear. Depletion of HP1 in
Drosophila was found to cause both premature as well as de-
layed replication of large HP1-bound domains, depending on
the genomic location (Schwaiger et al., 2010). In mESCs, dele-
tion of G9a leads to substantial global loss of H3K9me2 but
does not detectably affect replication timing (Yokochi et al.,
2009), indicating that late replication is not a direct result of the
presence of H3K9me2. However, H3K9me3 is still present in
these cells and may be redundant with H3K9me2 in the regula-
tion of replication timing. Systematic studies are needed to
determine the roles of chromatin components in the regional
timing of replication.
DNA Methylation
DNA cytosine methylation in mammals occurs predominantly at
CG dinucleotides, although bisulfite sequencing of the genome
fromhESCs andmouse brain has also detected substantial cyto-
sine methylation in other sequence contexts (Lister et al., 2009;
Xie et al., 2012). CG methylation in hESCs and other cells in vivo
is ubiquitous, with nearly 80% of the CG dinucleotides
throughout the genome showing a methylation frequency above
80%. This contrasts strongly with the mostly unmethylated state
of focal CpG islands (approximately 1 kb in size, Figure 1A). In
general, there is a strong anticorrelation between Polycomb
and DNA methylation in such cells. In contrast, cultured human
somatic cell lines exhibit numerous so-called partiallymethylated
domains (PMDs) that exhibit lower CG methylation frequencies
and have a median size of50 kb (Lister et al., 2009) (Figure 1A).
Genes in PMDs tend to be downregulated and, in some cases,
show increased levels of H3K27me3. Highly similar hypomethy-
lated PMDs were also observed in human colon cancers, but
not in the adjacent normal tissue (Hansen et al., 2011; Berman
et al., 2012). Furthermore, it was noted that these PMDs tend to
overlap with LADs and domains of H3K9me2 enrichment (Han-
sen et al., 2011; Berman et al., 2012), although the latter domains
weremapped in different cell types. Therefore, in somemamma-
liancell linesand tumors,but apparently not innormal cells in vivo,
the globally high DNA methylation is interrupted by domains of
reduced methylation levels that tend to coincide with repressive
domains marked by H3K9me2 and nuclear lamina interactions.
Inferring 3D Organization from Linear Maps: LADs
and NADs
A special class of chromatin domains is formed by genomic
regions that interact with relatively fixed nuclear structures. In
particular, the nuclear lamina (NL) has been implicated in the
anchoring of chromosomal domains. The NL covers the nucleo-
plasmic side of the inner nuclear membrane (INM) and consists
of lamin proteins that form long polymers (Prokocimer et al.,
2009). Maps of genome–NL interactions provide insight into
the overall spatial organization of interphase chromosomes. In
mammalian cells, DamID was used to identify about 1,300
LADs that contact lamin B1 (Guelen et al., 2008). These domains
are large, about 100 kb–10 Mb (median size of 0.5 Mb,
Figure 1A), and collectively cover nearly 40% of the genome. In
part, the NL interaction pattern is cell type specific (Peric-
Hupkes et al., 2010). A domain pattern of interactions with the
NL was also observed in flies and worms (Pickersgill et al.,
2006; Gerstein et al., 2010; van Bemmel et al., 2010).
The majority of genes located in LADs are transcriptionally
inactive, indicating that the NL constitutes a repressive environ-
ment (Pickersgill et al., 2006; Guelen et al., 2008; Gerstein et al.,
2010; Peric-Hupkes et al., 2010; van Bemmel et al., 2010).
Indeed, artificial tethering of a locus to the NL or INM can lead
to reduced gene expression (Finlan et al., 2008; Reddy et al.,
2008; Dialynas et al., 2010), although not in all instances (Ku-
maran and Spector, 2008).
How LADs are targeted to the NL is still poorly understood. In
part, it may involve NL-associated DNA-binding proteins that
recognize specific sequence features. A recent study suggestedthat (GA)n repeats can target certain human LADs to the NL (Zullo
et al., 2012). However, a systematic genome-wide survey of
repeats did not find (GA)n repeats to be enriched in LADs (Guelen
et al., 2008), so this mechanism must be relatively rare. In
mammals, constitutive LADs (i.e., LADs shared among cell
types) show a striking overlap with A/T-rich isochores, suggest-
ing a role for long stretches of A/T-rich DNA in NL targeting (Meu-
leman et al., 2012). In C. elegans, it was found that two H3K9
methyltransferases, MET-2 and SET-25, together promote the
peripheral localization and silencing of a transgene repeat (Tow-
bin et al., 2012). A combined knockout of the two enzymes also
caused a partial loss of NL interactions genome-wide. Thus, both
DNA sequences and chromatin modifications can drive NL
contacts of LADs.
The nucleolus appears to be another platform for organizing
the genome. Two groups have identified human DNA sequences
in the chromatin associated with purified nucleoli (Ne´meth et al.,
2010; van Koningsbruggen et al., 2010). Besides the expected
ribosomal DNA (rDNA) loci, a domain-like interaction pattern
was observed across all chromosomes. These nucleolus-asso-
ciated domains (NADs) preferentially contain repressed genes
and show enrichment for repressive histone marks, in particular
H3K9me3.
Surprisingly, LAD and NAD patterns in human cells overlap
substantially (Ne´meth et al., 2010; van Koningsbruggen et al.,
2010), although comparisons so far are based on data from
different cell types. It is possible that LADs and NADs in part
consist of the same type of repressive chromatin that distributes
between the NL and nucleoli in a random manner. This model is
supported by microscopy observations that some chromosomal
regions associated with a nucleolus in amother cell can be repo-
sitioned to the nuclear periphery in the daughter cells after
mitosis (Thomson et al., 2004; van Koningsbruggen et al., 2010).
Nuclear pore proteins (Nups) also interact with specific
genomic loci. One study in Drosophila found many 10–500 kb
domains to be bound by Nups (Vaquerizas et al., 2010), but
a parallel study reported mostly narrow peaks of binding (Kal-
verda et al., 2010). Because Nups freely roam through the nucle-
oplasm, most of these binding events occur in the nuclear
interior (Capelson et al., 2010; Kalverda et al., 2010) and thus
provide only limited information on the spatial organization of
chromosomes.
Integrative Approaches to Classify Chromatin Domains
The overview above illustrates that chromatin domains are prev-
alent along metazoan genomes. In addition, the distribution
patterns of different markers often correlate, indicating that
multiple chromatin components work together in the same
genomic regions. This raises a number of important questions.
Is the genome segmented into domains of a limited number of
types (or ‘‘states’’), defined by recurrent combinations of DNA
sequences, proteins, and histone marks? What are these chro-
matin types and what are their functions? Several laboratories
have begun to address these questions by collecting large sets
of genome-wide chromatin maps and using computational
approaches to identify chromatin types and to study their
domain patterns (Figures 1B and 1C).
A survey of 53 broadly selected chromatin proteins in
Drosophila Kc cells defined five principal chromatin types thatCell 152, March 14, 2013 ª2013 Elsevier Inc. 1273
segment the genome into domains that frequently span multiple
neighboring genes and that consist of specific combinations of
proteins (Filion et al., 2010). Some proteins mark only a single
chromatin type, whereas others are shared among multiple
types. The five chromatin types are the HP1 and Polycomb chro-
matin types; two distinct types of transcriptionally active chro-
matin that harbor different sets of genes; and BLACK chromatin,
a strongly repressive chromatin type that lacks HP1 or Polycomb
proteins. Even though BLACK chromatin covers nearly two-
thirds of all repressed genes, it is still largely uncharacterized.
Among the proteins that make up BLACK chromatin are histone
H1, the AT-hook protein D1, and SU(UR), which is a regulator of
late replication. Also present is LAM, the sole B-type Lamin in
Drosophila, indicating that BLACK chromatin is preferentially
located at the nuclear periphery.
In another study in male Drosophila S2 cells, integration of 18
histone modification maps yielded a segmentation into nine
chromatin types (Kharchenko et al., 2011). One of these is linked
to the dosage-compensation complex that is specific to themale
X chromosome, whereas the remaining eight states appear to
represent a somewhat finer subdivision of the five states
mentioned above. It is noteworthy that the prevailing state in
S2 cells lacks all of the mapped histone marks and may largely
correspond to the BLACK state in Kc cells. For a complete
picture, it is thus essential to include nonhistone proteins in inte-
grative approaches such as these.
Similar systematic mapping efforts in human cell lines have led
to classifications of a highly variable number of chromatin states,
ranging from 6 to as many as 51 (Ernst and Kellis, 2010; Ram
et al., 2011; Dunham et al., 2012). However, mostly small, sub-
genic domains were identified, not the large LADs, NADs,
LOCKs, or replication-timing domains—because good markers
of these latter domain types were mostly missing from these
studies. Because there are still hundreds of chromatin compo-
nents that have not been mapped, and algorithms to categorize
chromatin types are still being refined, the classification of chro-
matin domains should presently be regarded as ‘‘work-in-prog-
ress.’’ Nevertheless, the results of these efforts provide a useful
framework to think about the diversity of chromatin domains and
their functions.
Insulators and Linear Chromatin Domains
Insulator elements were originally identified based on their ability
to block activation of a promoter by a distant enhancer when in-
serted between these elements. This enhancer-blocking activity
is mediated by proteins/complexes that bind specifically to insu-
lator element sequences (Vogelmann et al., 2011). Later it was
recognized that these proteins may also help to delimit chro-
matin domains. In Drosophila, the five known insulator-binding
proteins—SU(HW), dCTCF, GAF, BEAF32, and ZW-5—each
have several thousand partially overlapping focal binding sites
in the genome (Ne`gre et al., 2010; van Bemmel et al., 2010;
Schwartz et al., 2012). Interestingly, most exhibit a significant
enrichment at the borders of H3K27me3 domains, suggestive
of a boundary function to limit this chromatin type (Ne`gre et al.,
2010). Indeed, depletion of dCTCF and its cofactor CP190 cause
some expansion of certain H3K27me3 domains (Bartkuhn et al.,
2009). SU(HW) binding is enriched at LAD borders, but its deple-
tion has only subtle effects on NL interactions (van Bemmel et al.,1274 Cell 152, March 14, 2013 ª2013 Elsevier Inc.2010). A recent extensive survey indicates that most binding
sites for insulator-binding proteins in Drosophila may not act as
insulators or chromatin-blocking sites but may serve other func-
tions depending on the combination of proteins that is present
(Schwartz et al., 2012).
The only well-documented mammalian insulator-binding
protein to date is CTCF. It has about 15-30,000 focal binding
sites (Cuddapah et al., 2009; Handoko et al., 2011) and exhibits
a sharp enrichment at the borders of LADs (Guelen et al., 2008). It
also frequently demarcates domains of specific histone marks
such as H3K27me3 and H2AK5ac (Cuddapah et al., 2009; Han-
doko et al., 2011), and it may also contribute to the boundaries of
some topological domains (see below). This suggests that CTCF
helps to insulate chromatin domains, but conclusive evidence for
this has been difficult to obtain because depletion of CTCF is
lethal to many cell types. Furthermore, as will be discussed
below, insulator-binding proteins appear to be tightly linked to
the 3D organization of chromatin, and this may well hold a clue-
to their mechanisms of action. Disruption of individual CTCF-
binding sites will be needed to directly demonstrate their
function.
Domains in 3D
Linear genomicmaps of chromatin features provide new insights
into the relationships between primary DNA sequence, some
chromatin structures, and gene expression, but understanding
genome function in vivo requires a consideration of the 3D struc-
ture of chromosomes in the nucleus. Historically, insights into
this aspect of genome biology have come from visual
approaches—mainly immunofluorescence and FISH. But this
is now being complemented by high-throughput assays that
use crosslinking and intramolecular ligation assays to query
the spatial relationships of different genomic loci. Collectively
these techniques have been termed ‘‘3C’’-based approaches
(see de Wit and de Laat, 2012 for a recent review of methodolo-
gies). Broadly, these methods fall into two categories: those that
‘‘look outward’’ from a particular sequence of interest to see
what other sequences in the genome can be captured together
with the original ‘‘bait’’ locus, and those that query all possible
combinations of ligated fragments—either within a defined
genomic region or across a whole genome. The former (one
against all) methodology is exemplified by the 4C technique (Si-
monis et al., 2006) and has been particularly useful for investi-
gating the associations of specific genes with putative long-
range regulatory elements (Noordermeer et al., 2008; Montavon
et al., 2011). Of the ‘‘all-against-all’’ methods, 5C is designed to
investigate chromatin conformation at high resolution within
a defined genomic region of up to a few Mb in size (Dostie
et al., 2006; Nora et al., 2012). This is exactly the size range
over which much long-range gene regulation seems to be able
to operate inmammalian cells (Williamson et al., 2011). However,
probing the spatial associations of entire large genomes of
complex metazoans is currently beyond the scope of 5C. Hi-C
is the method of choice for this latter kind of analysis (Lieber-
man-Aiden et al., 2009; Dixon et al., 2012; Kalhor et al., 2012;
Sexton et al., 2012; Zhang et al., 2012).
The first Hi-C studies of metazoan genomes gave relatively
coarse-grained (1 Mb resolution) views of genome topology,
Figure 2. Radial Organization in the Nucleus, within and between Chromosomes
(A) mESC nucleus hybridized by FISH with a paint for mouse chromosome 2 (green) and a probe (red) for just the exome of mouse chromosome 2 (Boyle et al.,
2011). This demonstrates the looping-out of the gene-dense regions from the core chromosome territory and their disposition away from the nuclear periphery
and toward the interior of the nucleus.
(B) Human lymphoblastoid cell nucleus hybridized by FISH with paint for the gene-rich human chromosome 19 (red) and gene-poor chromosome 18 (green)
reveals the radial organization of chromosomes in the nucleus.
(C) Courtesy of Frank Alber (University of Southern California). A density contour plot for the localization probability (red = max, green = min) of human chro-
mosomes 1, 11, 14, 15, 16, 17, 19, 20, 21, and 22 in lymphoblastoid cell nuclei modeled from Hi-C data recapitulates the clustering of gene-rich chromosomes in
the center of the nucleus, along with the rDNA-containing acrocentric chromosomes (Kalhor et al., 2012).the effective resolution of the analyses being limited not only by
the choice of restriction enzyme used to fragment the chromatin
(e.g., 4 bp or 6 bp cutter) but also by the library complexity gener-
ated after the PCR amplification of the ligated fragments and by
the depth of sequencing (Lieberman-Aiden et al., 2009). In an all-
versus-all assay such as Hi-C, a 10-fold increase in resolution
requires a 102-fold increase in the sequencing depth of a library
that is of sufficient complexity. Rapid increases in sequence
depth are now allowing the development of higher-resolution
topological genome maps (Dixon et al., 2012).
The Territory of the Chromosome
The dominant feature apparent in Hi-C analyses of metazoan
genomes, irrespective of cell type, is that each chromosome is
largely an individual territory—most of the captured associations
are in cis rather than in trans (Lieberman-Aiden et al., 2009; Kal-
hor et al., 2012; Sexton et al., 2012; Zhang et al., 2012), and this is
consistent with the appearance of chromosomes in the nucleus
as detected by FISH (Figures 2A and 2B). Both 4C (Tolhuis et al.,
2011) and Hi-C analyses (Hou et al., 2012; Kalhor et al., 2012;
Sexton et al., 2012) suggest that the centromere forms some
kind of barrier that attenuates associations between sequences
located on the two opposite arms (Figure 3) of the same chromo-
some—consistent with the visually separate appearance of the
p and q arms of human metacentric chromosomes (Dietzel
et al., 1998).
Even though associations in cis seem to dominate in most 3C
studies, robust associations of some sequences in trans are also
consistently seen in large-scale studies. Such sequences tend to
be in chromosomal regions characterized by high local gene
density, high transcriptional activity, and high density of DNase
I-hypersensitive sites (DHS) (Simonis et al., 2006; Lieberman-Ai-
den et al., 2009; Hou et al., 2012; Kalhor et al., 2012; Sexton
et al., 2012). The loci that have the highest probability of making
crosslinkable interactions in trans are those that also visibly loop
outside of the core of the visible chromosome territory to thegreatest extent (Kalhor et al., 2012). The infiltration of a looped-
out activated genomic region—the human major histocompati-
bility complex—into the territories of other chromosomes has
been directly visualized by high-resolution FISH (Branco and
Pombo, 2006). The whole-scale extent to which gene-dense
chromosomal regions decorate the outside of their own chromo-
some territories, beyond the limits of the core territory detected
by FISH with traditional chromosome ‘‘paints’’ and toward the
nuclear interior (Figure 2A), has now been revealed using custom
FISH probes composed of high-complexity oligonucleotide
pools targeted to the exonic regions of an entire chromosome
(Boyle et al., 2011). This calls for a reconsideration of what is
understood by the term chromosome territory to encapsulate
the core condensed part of the territory (that is visible with stan-
dard chromosome paints) and the surrounding territory ‘‘corona’’
that is only detectable by FISH with either locus-specific probes
orwith probes targeted at gene-dense chromatin. In this context,
looping-out from chromosome territories is actually looping-in to
the corona of one’s own territory and perhaps also looping-in to
the corona of neighboring territories.
The ability of a particular locus to locate outside of its own
chromosome territory core, and so have an increased proba-
bility of intermingling with sequences from other chromosomes,
is not just dependent on that locus’s own transcriptional activity
or chromatin state but rather is influenced by its local linear chro-
mosome context. This is best exemplified by the different
behaviors of the a-globin locus in mouse or human erythroid
cells. In human primary erythroid cells, the a-globin gene cluster
is within a large decondensed chromatin domain that often lies
outside of its own chromosome territory core (Brown et al.,
2006) and in spatial proximity to other active erythroid gene
loci located on other chromosomes (Brown et al., 2008). Due
to a break in conserved synteny, the mouse a-globin locus is
embedded in a genomic context different from that of its human
ortholog, its local chromatin environment is more condensed,Cell 152, March 14, 2013 ª2013 Elsevier Inc. 1275
Figure 3. Long-Range Interactions among
Polycomb Domains in Drosophila
(A) Interaction profile of the Polycomb target gene
Ant-B (position indicated by red triangle) as
determined by 4C. Data are shown as a domaino-
gram, which visualizes the statistical significance
(purple: moderately significant; red: highly signifi-
cant) of the detected interactions for each chro-
mosomal position. Vertical axis represents the
resolution at which the significancewas calculated
(see Tolhuis et al., 2011 for details). Note that the
interactions mostly overlap with Polycomb
domains (blue boxes) yet are restricted to one
chromosome arm.
(B) Effect of a chromosomal inversion that joins the
two red segments and the two blue segments.
Data are plotted in the same order as in (A) for easy
comparison. Note that Ant-B now interacts with
several loci that were previously on the other
chromosome arm and no longer with loci that are
moved toward the other arm.
(C) Cartoon interpretation of (A), illustrating the
stochastic contacts of Ant-B (red triangle) with
various Polycomb domains on the same chromo-
some arm.and it makes infrequent associations in trans with other highly
expressed genes in murine erythroid cells. Strikingly, when the
endogenous mouse a-globin locus was replaced with 120 kb
of the human sequence, the nuclear organization properties of
the ‘‘humanized’’ a-globin locus in mouse erythroid cells—i.e.,
few trans-associations and a localization within the chromo-
some territory core—were those characteristic of mouse and
not human a-globin (Brown et al., 2008). Thus, even for a 120
kb locus, the broader genomic context matters for its spatial
organization.
Clustering of Active Regions
Systematic FISH analysis across a multimegabase region of the
mouse genome demonstrated that within a single chromosome,
multiple gene-rich segments within the linear genome sequence
have a tendency to cluster together in the nuclear space (Shop-
land et al., 2006). This clustering was not seen for the intervening
gene-poor domains. 4CandHi-C techniques have confirmed this
tendency for active gene-dense domains to be able to associate
with each other on a global scale (Simonis et al., 2006; Lieber-
man-Aiden et al., 2009; Hakim et al., 2011; Splinter et al., 2011;
Yaffe and Tanay, 2011; Hou et al., 2012; Kalhor et al., 2012;
Sexton et al., 2012; Zhang et al., 2012). The majority of these
associations are intrachromosomal, but some interchromosomal
associations are also captured. This has been confirmed by
FISH—spatial proximity of loci associating in cis is generally
seen in a much higher proportion of nuclei than for loci involved
in 3C interchromosomal associations. Although these associa-
tions are occurring between active genomic regions, they are
not dependent on ongoing transcription (Palstra et al., 2008). It
may be that some other chromatin or functional feature of these
regions is responsible, or that transcription hasa role in theestab-1276 Cell 152, March 14, 2013 ª2013 Elsevier Inc.lishment but not themaintenance of chro-
mosomal interaction networks.
More detailed analyses of genome-
wide chromatin profiles have identifiedDHS as the most prominent chromatin feature enriched in the
active domains with a propensity to form long-range and inter-
chromosomal 3C associations with each other (Hakim et al.,
2011; Yaffe and Tanay, 2011). Whether it is the transcription
factors and chromatin-binding proteins responsible for gener-
ating the DHS or a feature of the underlying DNA topology itself
that is critical for the high-frequency of formaldehyde cross-
linked associations captured between these domains remains
to be determined.
Sowhat is the functional significance of the clustering of active
domains in the nucleus? At one extreme, it could be amanifesta-
tion of gene relocalization to specific transcription factories that
are specialized in particular transcriptional pathways and driven
by discrete transcription factors (Sutherland and Bickmore,
2009; Schoenfelder et al., 2010). However, 4C indicates that
associations between active domains are rather similar between
tissue types and that the associations captured by the active
b-globin locus in erythroid cells are to other generally transcrip-
tionally active regions, rather than to regions with erythroid- or
otherwise tissue-specific expression (Simonis et al., 2006).
Moreover, the transcriptional changes that are rapidly induced
in cells in response to ligand-activated glucocorticoid receptor
(GR) occur without any detectable dramatic changes in nuclear
organization (Hakim et al., 2011). One possibility is that the clus-
tering of active genes is a reflection of their congregation around
splicing factor-enriched nuclear speckles (Brown et al., 2006).
Consistent with the view of transcriptional responses playing
out against the background of a pre-established generic spatial
organization, recent Hi-C analysis has suggested that the asso-
ciations between active genomic regions are largely indiscrimi-
nate—i.e., there are no preferred pairs of associated domains,
beyond those that are due to sharing of the same chromosome
territory or due to the known spatial clustering of small gene-
rich chromosomes to the center of the nucleus as a consequence
of radial nuclear organization (Boyle et al., 2001; Cremer et al.,
2001; Kalhor et al., 2012) (Figures 2B and 2C). This stochastic
self-association of very active genomic regions may in turn
contribute toward radial nuclear organization.
The functional consequences of spatial encounters between
loci from different chromosomes are revealed by the behavior
of a human b-globin enhancer (the LCR) integrated into an
ectopic site in the mouse genome. Even in places of erythropoi-
esis (fetal liver) where the LCR normally acts to enhance b-globin
expression, this elementdid not change the spectrumof4Casso-
ciations made by the site of integration. However, it did increase
the efficiency of pre-existing contacts likely by enhancing looping
out of the surrounding region from the chromosome territory core
(Noordermeer et al., 2011a). There was no functional conse-
quence of the integrated LCR on the expression of other mouse
genes, except for those immediately in cis to the integrated
LCR and one other gene located elsewhere. The endogenous
mouse b-globin gene Hbb-bh1 is normally expressed only at
earlier—embryonic—stages of development dependent on its
own LCR, but it was upregulated in fetal livers of human LCR
transgenic animals. Almost a third of the cells with detectable
cytoplasmic Hbb-bh1 messenger RNA (mRNA) showed spatial
colocalization of Hbb-bh1 with the ectopic human LCR in trans,
far above the frequency seen in the cell population as a whole.
This elegant experiment demonstrates that there can be func-
tional consequences on gene expression for colocalization in
trans, but that due to the stochastic nature of these interactions
and the constraint placed on them by their surrounding genomic
context, they are unlikely to have a deterministic role in pathways
of developmental gene regulation. However, they could con-
tribute to variation in gene expression levels between cells of
a population that could then be acted upon and exploited, for
example, by external signaling pathways or environmental cues.
Clustering of Inactive Regions
Whereas active regions tend to associate with other active
regions, do inactive regions then preferentially keep company
with other inactive regions—and for what purpose?
Although FISH analysis along a mouse chromosome did not
find clustering of inactive domains with each other in the same
way that was seen for the active regions (Shopland et al.,
2006), both 4C (Simonis et al., 2006) and Hi-C (Lieberman-Aiden
et al., 2009; Sexton et al., 2012) studies revealed the preferential
capture of inactive loci with other inactive regions of the genome.
A refinement of the computational analysis of Hi-C data from
mammalian cells unmasked further subtleties in this pattern,
with clusters of inactive regions partitioning into those that are
close to centromeres or located on relatively short chromosome
arms and those that are more distally located on larger chromo-
somes (Yaffe and Tanay, 2011; Imakaev et al., 2012). This seems
unlikely to reflect a fundamental difference in the nature of
these inactive chromatin domains themselves but rather some
restriction that is placed on their ability to encounter each
other—dictated by overall chromosome topology or centromere
behavior. A Hi-C analysis of theDrosophila embryowas also able
to detect the known spatial clustering of telomeres and ofcentromeres with each other and with the heterochromatic 4th
chromosome (Sexton et al., 2012). This is consistent with the
known ability of heterochromatin clustering to drive changes in
nuclear organization (Csink and Henikoff, 1996) and indicates
that H3K9-methylated genomic regions have a tendency to
self-associate.
Inactive regions are more constrained from associating over
long genomic distances than are active regions—their Hi-C
contacts being restricted to regions from the same chromosome
and, moreover, the same chromosome arm. This probably
reflects the fact that inactive regions have less freedomofmotion
in the nucleus than active domains and are restricted to life within
their own core chromosome territories and at the NL (Kalhor
et al., 2012). This has been directly visualized for one particular
example. Hox loci are maintained in a silent and compact chro-
matin state in mammalian ESCs by the Polycomb PRC2 and
PRC1 complexes (Eskeland et al., 2010), and they are entirely
locatedwithin their host chromosome territories. Upon their tran-
scriptional activation, Hox loci acquire a greater freedom of
movement in the nucleus, and the active alleles can then be
seen to adopt positions either inside or outside of their chromo-
some territory cores (Morey et al., 2009). This coincides with an
enhanced ability of Hox loci to be captured together with
sequences from other chromosomes in 3C-type experiments
(Wu¨rtele and Chartrand, 2006).
Genome-wide Hi-C studies do not reveal any spatial segrega-
tion of different categories of inactive chromatin (e.g., H3K9me3
versus H3K27me3). However, in Drosophila, long-range 4C
contacts and spatial colocalization of silent Polycomb targets,
including Hox loci, have been demonstrated in embryos and
larvae (Bantignies et al., 2011; Tolhuis et al., 2011) (Figure 3A).
Silent, non-Polycomb target loci do not cluster with the Poly-
comb sites, indicating that this association is not simply driven
by lack of transcriptional activity, and indeed associations of Pol-
ycomb target loci were shown to be dependent on PcG proteins
themselves. This indicates that the spatial associations of some
inactive regions are directly linked to their particular mechanism
of epigenetic silencing.
The phenotypic consequences of spatial associations
between Polycomb targets are less clear. Some altered gene
expression, and a modest phenotypic consequence, could be
measured when associations were perturbed in one study (Ban-
tignies et al., 2011). However, major changes in spatial associa-
tions of PcG targets, caused by a chromosomal inversion (Fig-
ure 3B), were not accompanied by any detectable alteration of
gene expression and no gross phenotypic consequence in flies
homozygous for the inversion (Tolhuis et al., 2011).
Topologically Associating Domains
Recent Hi-C and 5C studies in fly and mammalian cells have
yielded data sets of unprecedented resolution and coverage
(Dixon et al., 2012; Hou et al., 2012; Nora et al., 2012; Sexton
et al., 2012). These studies indicate that crosslinked associations
are enriched locally within discrete domains that are 100 kb in
size inDrosophila and an average of900 kb in mammalian cells
(Figures 1A and 4A). Further increases in sequencing depth may
lead to refinements of these estimates. In mammalian cells,
about 2,000 of these domains collectively tile most of the
genome (Dixon et al., 2012). High-resolution FISH was used toCell 152, March 14, 2013 ª2013 Elsevier Inc. 1277
Figure 4. Topologically Associating Domains
(A) Matrix plot showing all pairwise interaction frequencies captured by 5C
(color scale white—blue—black) among loci in an 4.5 Mb region on the X
chromosome in mESCs. TADs are the large, discrete blocks within which the
pairwise contacts are relatively frequent. Gray area corresponds to a repetitive
region that could not be probed.
(B) H3K27me3 distribution (Marks et al., 2009) and Lamin B1 interactions
(Peric-Hupkes et al., 2010) in the same region. Note the partial overlap with
TADs.
Images in (A) and (B) are courtesy of Elphe`ge Nora (Institut Curie).show that two loci within a single domain are visibly closer
together in the nucleus than loci separated by the same genomic
distance but located in adjacent domains. Additionally, hybrid-
ization signals from complex probe pools entirely located within
one domain intermingle with each other to a greater extent than
probe pools that span across domain boundaries (Nora et al.,
2012). Hence these sub-megabase-sized self-associating
domains have been called ‘‘topologically associating domains
(TADs),’’ or simply ‘‘topological domains.’’
These domains show a remarkable degree of alignment to the
distribution of some active and repressive (H3K9me3 and
H3K27me3) histone modifications along the genome and also
to LADs (Figure 4B). However, the stability of these local self-in-
teracting domains in cell types with very different patterns of
gene expression and epigenetic modifications—e.g., ESCs,1278 Cell 152, March 14, 2013 ª2013 Elsevier Inc.adult fibroblasts, and brain—suggests that it is not transcription
or histone modifications that dictate the domain structure but
rather some inherent property linked to the underlying genome
sequence, for example, binding sites for ubiquitous sequence-
specific DNA-binding factors. That histone modifications act
downstream of topological domain structure is most graphically
illustrated by persistence of the domains in ESCs that lack
G9a or Eed, the histone-modifying activities responsible for
H3K9me2 and H3K27me3, respectively (Nora et al., 2012).
Some differences in Hi-C interactions are seen between cell
types, and these correspond to differentially regulated genes.
Interestingly, these facultative focal interactions tend to occur
within the confines of the stable domains. This suggests that
Hi-C- and 5C-defined domains may reflect the normal sphere
of influence over which long-range gene regulation can occur.
Similarly, expression changes during differentiation of X-linked
genes within the same 5C-defined domain are more correlated
than those of genes located in separate domains or for random
gene sets. Moreover, genetic deletion of a specific topological
boundary on the mouse X resulted in transcriptional misregula-
tion and the acquisition of new ectopic long-range 5C contacts
(Nora et al., 2012).
To define what might constitute the boundaries of TADs, their
positions have been aligned to maps of insulator proteins and
other epigenomic features. In Drosophila, domain borders were
enriched in DHS and particularly in binding sites of the insulator
component CP190 and of Chromator, a known regulator of chro-
mosome structure (Sexton et al., 2012). In mammalian cells,
domain boundaries were especially enriched in the promoters
of housekeeping genes and binding sites for CTCF. However,
only a minority of CTCF sites are associated with TAD bound-
aries. Other genomic elements enriched at mammalian TAD
boundaries include transfer RNA (tRNA) genes and interspersed
repeats of the SINE family, both of which are capable of confer-
ring insulator activity (Lunyak et al., 2007; Raab et al., 2012). One
feature that may unify these various elements is the presence of
nucleosome-free regions and disrupted chromatin fiber struc-
ture. Together with the binding of specific protein factors, this
might result in a rigid chromatin structure that constrains regions
on either side from intermingling. That elements located between
TADs are important for restraining associations between adja-
cent domains is demonstrated by the consequence of a deletion
that removes one of the TAD boundaries on the mouse X chro-
mosome (Nora et al., 2012). Loci from the two flanking TADs
gained interactions with each other, and the structure of one of
the original TADs was reconfigured as a result of this deletion.
However, the fact that the two TADs flanking the deletion did
not completely merge into one also indicates that TADs are gov-
erned by factors in addition to domain boundaries.
Chromatin Compaction and Chromatin Domains
It has long been appreciated that levels of chromatin compaction
vary across the genome. The appearance of puffs on Drosophila
polytene chromosomes is a graphic manifestation of the chro-
matin decompaction of active genomic regions, as is the
‘‘bloated’’ appearance of the hyperactive X chromosome in
male flies. In mammalian cells, FISH has also revealed differ-
ences in compaction from different regions of the genome. For
example, hybridization signal from a gene-rich chromosome
territory occupies a larger proportion of the nucleus than does
the signal from an equivalently (in Mb) sized gene-poor chromo-
some (Croft et al., 1999), and different degrees of compaction
have been inferred from the relationships of interprobe nuclear
versus genomic distances at G-band and R-band regions of
the genome (Yokota et al., 1997).
The first genome-wide attempt to document chromatin
compaction in mammalian cells used sucrose-gradient sedi-
mentation to assay the frictional properties of long chromatin
fragments (Gilbert et al., 2004). Slowly sedimenting fibers (high
frictional coefficient) were inferred to be in a more open structure
than fast sedimenting fibers of the same length, and this was
confirmed by FISH. Domains of open chromatin fiber structure
correspond to the most gene-dense active ‘‘R-band’’ regions
of the genome. Other studies have confirmed a more compact
and spherical chromatin structure of gene-poor regions
compared to gene-dense domains, and this structure is inde-
pendent of transcriptional activity (Goetze et al., 2007). In the
same way that interphase distances measured by FISH scale
with genomic distance, so all 3C-type data decaywith increasing
genomic distance. Consistent with the idea of a less compact
chromatin structure at active genomic regions, the calculated
scaling factor for Hi-C data from active regions of the Drosophila
genome is higher than that for repressed domains, and this was
suggested to also reflect a lower level of chromatin compaction
at active domains (Sexton et al., 2012).
There will be very many factors involved in modulating higher-
order chromatin compaction, but one specific determinant
known to be important for maintaining inactive domains in
a compact state are the PRCs. In mESCs, the PRC1 complex
was shown by FISH to be essential for maintaining a compact
chromatin state at silent Hox loci. The PRC2 complex and the
associated H3K27me3 are insufficient to maintain chromatin
compaction; PRC1 was required (Eskeland et al., 2010). These
observations are consistent with the very compact appearance
of Hox loci in polytene chromosomes from anterior parts of
Drosophila larvae where Hox genes are repressed and bound
by Polycomb (Marchetti et al., 2003).
This view of Polycomb-repressed regions as compact chro-
matin domains is consistent with some (Ferraiuolo et al., 2010;
Noordermeer et al., 2011b), but not all (Wang et al., 2011) inter-
pretations of 3C-type studies. Moreover, the compact structure
of active Hox loci inferred from 4C and 5C analysis of human
fibroblasts is at odds with the decompact appearance of active
Hox loci in mammalian cells and embryos as visualized by
FISH (Chambeyron et al., 2005; Morey et al., 2007), and with
the puffed appearance of active Hox loci from the posterior of
Drosophila larvae (Marchetti et al., 2003). More work needs to
be done to determine to what extent 3C profiles across a locus
can be translated into 3D chromatin conformation (Dostie and
Bickmore, 2012).
Computational Models of Genome Topology
Interpreting the rich data from large-scale 3C-type studies in
terms of chromosome folding requires advanced computer
modeling. Methods for this are still being developed and come
in two broad classes.
The first class of methods begins with theoretical analysis or
in silico modeling of idealized polymers in a confined space asa model of chromosomes in a nucleus. By altering specific vari-
ables such as polymer stiffness, repulsion or ‘‘stickiness’’ of
fibers, the presence of looping interactions, etc., one can then
calculate defining parameters that describe the spatial folding
of chromosomes, such as the overall relationship between the
linear distance (in kb) of two loci and their contact frequency.
These theoretical parameters are then matched against those
determined from 5C or Hi-C data sets as well as FISH distance
measurements, and themodel yielding the best match is consid-
ered to be the most likely model to describe chromosome archi-
tecture.
Taking this approach, Lieberman-Aiden et al. (2009)
concluded from their Hi-C data that human interphase chromo-
somes may best be described by a model of a fractal globule—
a polymer model in which one region is topologically constrained
from passing across and entangling with another region and in
which the polymer crumples into globules on all scales (Mirny,
2011). However, this model is inconsistent with FISH data that
show that the linear relationship of physical distance (mean-
square interphase distance) to genomic separation plateaus at
distances > 1–2 Mb (Yokota et al., 1995; Gilbert et al., 2004; Ma-
teos-Langerak et al., 2009). FISH data seem more compatible
with 1 Mb equilibrium globule models in which the chromatin
fiber has a random-walk configuration but is confined within
a defined volume. The nature of those boundary walls is not
known, but they may be compatible with the boundaries
between TADs identified by high-resolution Hi-C and 5C (Dixon
et al., 2012; Nora et al., 2012). Another testable feature that is
fundamentally different between the fractal and equilibrium
globule models is the entanglement of the polymer chain in the
latter. However, the action of topoisomerase II should be suffi-
cient to deal with this, and indeed, simulations have suggested
that topoII activity may be sufficient to rapidly drive a fractal
globule into an equilibrium globule state during interphase
(Mirny, 2011). A recent ‘‘strings and binders switch’’ model
combines features of a random-walk polymer model with the
effects of interactions mediated by diffusible factors (e.g.,
proteins) bound to the chromatin (Barbieri et al., 2012). This
model nicely reproduces the plateauing of mean-squared inter-
phase distances at larger genomic separations, suggests that
high concentrations of bound factors can collapse the chromatin
into a compact state, and shows how interactions between
different types of bound factors can reproduce the spatial segre-
gation of genomic domains with different characteristics (e.g.,
active versus inactive).
The second class of computational methods aims to recon-
struct the actual trajectory of a chromosomal fiber inside the
nucleus, based on 5C or Hi-C data. Here, the major challenge
is that chromosome folding is stochastic and variable from cell
to cell. Appropriate modeling is hence done in a probabilistic
manner that yields ensembles of possible trajectories, rather
than a single ‘‘average’’ path. One such study adapted a method
for solving protein structures from NMR spectroscopy data to
model the most likely folding trajectories of the human 0.5 Mb
a-globin locus and a bacterial chromosome (Bau` et al., 2011;
Umbarger et al., 2011). Another study modeled the coarse-
grained organization and positions of entire chromosomes in
thousands of cell nuclei based on Hi-C data (Kalhor et al.,Cell 152, March 14, 2013 ª2013 Elsevier Inc. 1279
2012). This faithfully reproduced the statistical clustering of
gene-rich chromosomes in the center of the nucleus and the
looping out of highly transcribed regions from the bulk of their
chromosome territories—allowing contact between chromo-
somes (Figure 2). Further development of such computational
models will be indispensable to interpret the large amounts of
4C, 5C, and Hi-C data sets that are to be expected.
Challenges and Future Directions
Genome-wide methodologies provide an unprecedented oppor-
tunity to describe both the linear and 3D compartmentalization of
genomes. However, presently available mapping techniques
require thousands to millions of cells and thus only provide pop-
ulation averages. Most Hi-C and microscopy evidence indicates
that specific long-range contacts occur in a small fraction of cells
at any given moment (Simonis et al., 2006; Lieberman-Aiden
et al., 2009; Schoenfelder et al., 2010). Accordingly, our under-
standing of the true nature of chromatin domains is probably
blurred by population-averaged data, and cartoon models as
in Figure 1B should be viewed only as basic working models.
For example, is a given chromatin domain occupied by its
cognate proteins in every cell of a population, or only in a subset
of cells? And in any single cell, is a chromatin domain covered in
its entirety by proteins, or only in part? An important future chal-
lengewill be to devise strategies that can generate genome-wide
data sets from single cells and so directly capture the stochastic
behavior of chromosomes.
Also lagging behind are experimental approaches that can
efficiently manipulate linear and 3D domains. These types of
interventionist approaches are key to determining the functional
significance of genome organization or whether the structures
are just reflective of genome functions. The overall similarity of
Hi-C maps generated from mammalian cell populations as
diverse as rapidly dividing pluripotent ESCs, terminally differen-
tiated cells (fibroblasts and lymphoblastoid cell lines), and nondi-
viding pro-B cells (Lieberman-Aiden et al., 2009; Dixon et al.,
2012; Zhang et al., 2012) suggests that the overall spatial orga-
nization of the mammalian genome is a fundamental state
upon which genome function is then largely played out. One
well-established consequence of 3D organization is its influence
on the spectrum of chromosomal translocations that occur as
a consequence of double-strand break repair by nonhomolo-
gous end-joining (Zhang et al., 2012). Conversely, translocations
perturb the normal spatial context of the participating chromo-
somes (Tolhuis et al., 2011) and in some instances do appear
to impact on gene expression from these chromosomes (Hare-
wood et al., 2010). Using mouse genetics to tailor-make specific
translocations might be a productive way to better explore the
functional consequences of some aspects of 3D organization.
Similarly, deleting specific boundaries between chromatin
domains and binding sites for proteins thought to be important
determinants of such domains provides a way to explore the
functional relevance of linear and 3D compartments (Nora
et al., 2012). Newmethods for the efficient editing of the genome
(e.g., Wood et al., 2011) will facilitate such approaches. Artificial
DNA-binding proteins can also be harnessed to create new
topological structures and study the functional consequences
(Deng et al., 2012).1280 Cell 152, March 14, 2013 ª2013 Elsevier Inc.Complementing these approaches is the integration of
reporter constructs into different types of chromatin domains,
which offers a direct readout out of the effects of distinct local
environments (Gierman et al., 2007). Because the interplay
between genomic elements is expected to be complex, such
strategies need to be scaled up in order to explore the wide
range of combinatorial possibilities and to obtain unbiased and
broadly interpretable results.
Despite these challenges, it appears that the pieces of the
chromosome puzzle are now coming together, and it will be
exciting to dissect the underlying molecular mechanisms and
elucidate how chromosome-domain organization contributes
to gene regulation and other nuclear functions.
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