Simulation of Alfven wave propagation in magnetic chromosphere with
  radiative loss: effects of non-linear mode coupling on chromospheric heating by Wang, Yikang & Yokoyama, Takaaki
DRAFT VERSION MARCH 13, 2020
Typeset using LATEX twocolumn style in AASTeX62
Simulation of Alfve´n wave propagation in magnetic chromosphere with radiative loss: effects of non-linear mode coupling on
chromospheric heating
YIKANG WANG1 AND TAKAAKI YOKOYAMA1
1Department of Earth and Planetary Science, The University of Tokyo, Tokyo 113-0033, Japan
ABSTRACT
We perform magnetohydrodynamic (MHD) simulations to investigate the propagation of Alfve´n wave in
magnetic chromosphere. We use the 1.5-dimensional expanding flux tube geometry setting and transverse
perturbation at the bottom to generate the Alfve´n wave. Compared with previous studies, our expansion is that
we include the radiative loss term introduced by Carlsson & Leenaarts (2012). We find that when an observation
based transverse wave generator is applied, the spatial distribution of the time-averaged radiative loss profile in
our simulation is consistent with that in the classic atmospheric model. In addition, the energy flux in the corona
is larger than the required value for coronal heating in the quiet region. Our study shows that the Alfve´n wave
driven model has the potential to explain chromospheric heating and transport enough energy to the corona
simultaneously.
1. INTRODUCTION
The problem how to heat the solar chromosphere and the
corona to maintain their temperature at 104 K to 106 K is
still under debate. On average, energy fluxes of 3 × 105 erg
s−1 cm−2 and 2 × 106 erg s−1 cm−2 in the quiet region are
required for coronal and chromospheric heating, respectively
(Withbroe & Noyes 1977). The chromosphere is divided into
high-beta non-magnetic region below the magnetic canopy
(Gabriel 1976) and low-beta magnetic region in flux tubes
and higher chromosphere above the equipartition layer (β =
1 layer). The height of the equipartition layer in the quiet
region is 0.8 Mm - 1.6 Mm (Wiegelmann et al. 2014).
The dissipation of acoustic shock is considered to be a can-
didate for chromospheric heating in non-magnetic chromo-
sphere (Schwarzschild 1948; Anderson & Athay 1989; Jor-
dan 1993). The dynamics of acoustic wave propagation in
non-magnetic chromosphere have been well studied by hy-
drodynamic simulation with non-local thermodynamic equi-
librium (non-LTE) radiative transfer (Carlsson & Stein 1995,
1997), which show that the synthesized emerging Ca II K
line spectra is consistent with the observation.
However, it is difficult for acoustic waves to supply energy
in high chromosphere (Ulmschneider & Stein 1982; Jordan
1993), as they dissapate energy fast at a lower position. At
heights above the equipartition layer, low-beta magnetic re-
gions occupy all the space where Alfve´n wave (Alfve´n 1942)
is considered as an important energy transporter (e.g. Alfve´n
1947; Mathioudakis et al. 2013; Soler et al. 2019). Numeri-
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cal studies suggest that continuous input of transverse pertur-
bations at the photosphere, which behave as Alfve´n waves,
could contribute to coronal heating (Kudoh & Shibata 1999,
hereinafter KS99; Antolin & Shibata 2010; Matsumoto &
Shibata 2010, hereinafter MS10). At the same time, as the
nonlinearity increases with expansion of the flux tube, the
non-linear mode coupling (Hollweg et al. 1982; Ulmschnei-
der et al. 1991; McAteer et al. 2003) generates acoustic (slow
mode) waves, which steepen to produce shocks and dissipate
to provide energy for chromospheric heating (Brady & Arber
2016; Arber et al. 2016; Matsumoto & Suzuki 2012). As a
result, the scenario in which Alfve´n waves carry energy to
the higher chromosphere and the corona while the chromo-
spheric heating is powered by the shock dissipation of lon-
gitudinal waves, which are initialized by the mode coupling
from these Alfve´n waves, has been promoted.
Previous studies on Alfve´n wave propagation in magnetic
chromosphere have usually ignored or crudely treated the
radiative loss in the chromosphere, which is the most sig-
nificant source of energy loss (Withbroe & Noyes 1977).
MS10 and Matsumoto & Suzuki (2012) do include radiative
loss while applying the approximation in Anderson & Athay
(1989), where the radiative loss is only determined by the lo-
cal density, which means that the chromospheric plasma has
a constant cooling time. Brady & Arber (2016) also include
radiative loss, where the radiative loss rate at a certain posi-
tion is determined by the time average of the viscous heating
during the previous 160 s. However, as pointed out by Huen-
erth & Ulmschneider (1995), radiative loss is much more nar-
rowly concentrated in the hot region behind the shock. which
cannot be correctly reflected by the treatments used in these
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2studies. On the other hand, models with advanced 3D radia-
tive MHD simulation (e.g. Iijima & Yokoyama 2017; Gudik-
sen et al. 2011) as well as synthesized observation is widely
used in diagnostic of spectral lines formed in the chromo-
sphere and the transition region (e.g. Leenaarts et al. 2013;
Rathore et al. 2015), however, their complexity adds the dif-
ficulty in understanding the underlying physical process.
To investigate the applicability of previous Alfve´n wave
driving model on chromospheric heating, we conduct MHD
simulations with an improved treatment of radiative loss in-
troduced by Carlsson & Leenaarts (2012) (hereinafter CL12).
We ignore the longitudinal wave input at the photosphere to
avoid mixture of mode-coupling initiated and the input lon-
gitudinal waves in the chromosphere. In this paper, we con-
sider a similar geometry setting following KS99 and MS10.
We study chromospheric heating by comparing the spatial
distributions of the radiative loss profile in our simulation and
the classic model VALC (Vernazza et al. 1981). The setting
of our simulation is introduced in Section 2. The results are
shown in Section 3. Discussions and comparison with previ-
ous study are included in Section 4. Finally, we summarize
our results in Section 5.
2. NUMERICAL SETTING
We solve 1.5D ideal compressible MHD equations on an
expanding flux tube whose cross section area A is a function
of the height z, which does not change with time. The ex-
pression 1.5D indicates that we have a one-dimensional ge-
ometry setting while the velocity and magnetic field has two
components, namely the s direction and the φ direction. The
s direction is curved along the flux tube, while the φ direction
is the azimuthal direction. The basic equations are
∂
∂t
(ρA) +
∂
∂s
(ρVsA) = 0, (1)
∂
∂t
(ρVsA) +
∂
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B2φ
8pi
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= −LradA− ρVsg0 dz
ds
A+ ρVφ
√
ALtrq + SartA,
(5)
and the ideal gas equation of state which is given by
P =
kB
m
ρT, (6)
where ρ is the density; A is the cross-section area; t is the
time; s is the distance along the field line; Vs is the velocity
along the s direction; P is the gas pressure; Vφ is the velocity
along the φ direction; g0 is the gravity; z is the height; Bs is
the magnetic field along the s direction, Bs does not change
with time and we setBsA to be a constant to obtain the diver-
gence free condition of the magnetic field; Ltrq is the trans-
verse torque; Bφ is the magnetic field along the φ direction;
V is the velocity vector; B is the magnetic field vector; Lrad
is the radiative loss; γ is the ratio of specific heats, γ = 53 ;
T is the temperature; m is the mass per particle, assuming
m = mH = 1.67 × 10−24 g; kB is the Boltzmann constant,
kB = 1.38 × 10−16erg K−1; and Sart is an artificial heating
term that is used to prevent the temperature from dropping
too low. For the derivation of 1.5D MHD equations in curvi-
linear coordinates, one could refer to Shoda & Yokoyama
(2018).
We set the expanding flux tube geometry following KS99
by setting the radius of the flux tube r as a function of z. The
radius r and cross section area A have the relation A = pir2.
The radius is given by
r =
∫
cosαds, (7)
z =
∫
sinαds, (8)
where
α = αt + (αr − αt)fn, (9)
αr = −arctan(−4H0
r
), (10)
αt = arctan[k cosh(z/zd)2]. (11)
fn = −1
2
{tanh[(z − 0.2zd)/(0.1zd)]− 1}. (12)
We set zd = 2250 km and H0 = 150 km following KS99.
Also, r as a function of z is obtained by numerically solving
the ordinary differential equation
dr
dz
= cotα. (13)
The degree of expansion can be varied by adjusting k in
Equation (11). We set k = 1.2 for a typical case, while k
is also adjusted for a parameter survey of the flux tubes with
expansion factor changing within observational range. In ad-
dition, we keep the radius of the flux tube r constant when
3z < 0.1 Mm and apply a Gaussian kernel smoothing with
a width of 0.04 Mm to connect the low constant radius part
and the expanding part of the flux tube. This setting mimics
a flux tube expanding from the network region. The longitu-
dinal section of the flux tube is shown in Figure 1. The radius
of the flux tube r at the lower boundary z = 0 is set to be 150
km, which is approximately the length of the pressure gradi-
ent height. The starting point s = 0 is at the same position
where z = 0. The expansion factor f describes the degree of
expansion of the flux tube, which is defined as
f = Alow/Atop, (14)
where Alow and Atop are the cross-section areas of the flux
tube at the top boundary and lower boundary, respectively.
Figure 1. Longitudinal section of the expanding flux tube. The
lower dashed line shows the height of the transition region, which
is 2.25 Mm in this study. The higher dashed line shows the height
where the energy flux in the corona is measured, which is 8 Mm.
There are three extra terms beside an ideal MHD model.
The first one is gravity. In our model, gravity g0 is calculated
by
g0 =
GM
(z +R)2
, (15)
where G is the gravitational constant, M is the mass of the
sun, and R is the radius of the sun.
The second term is the transverse torque Ltrq. The Alfve´n
wave is initialized by this transverse torque, which mimics
the convection motion at the photosphere. Following KS99
and MS10, Ltrq is modeled to have the following form:
Ltrq(t, z) = rW0(t)(tanh(
z − 0.75H0
0.075H0
)− 1), (16)
where W0(t) determines the amplitude and time evolution of
the artificial torque. We adjust the form and amplitude of the
artificial torque by adjusting W0(t), which is derived from
the velocity spectra. The transverse velocity at the bottom
has the form
Vφ(t, z = 0) =
∑
i
Ci sin(2piνit+ ψi), (17)
where Ci determines the power of the transverse velocity at
frequency νi by using the veolicity spectra. Frequency νi
is chosen to be 100 points averagely distributed between the
chosen minimum frequecny fmin = 2 × 10−4 s−1 and the
maximum frequency fmax = 5 × 10−2 s−1. Ci is obtained
from the spectra of the observed transverse velocity of the
photosphere shown in Figure 2 (modified from Figure 2 in
MS10). The phases ψi are random numbers between 0 and
2pi for each i. To obtain this velocity distribution, we set the
intensity of torque to be the acceleration that has the form
Figure 2. Observed power spectrum of photospheric horizontal ve-
locity, modified from Figure 2 in MS10.
W0(t) =
dVφ
dt
=
∑
i
2piνiCi cos(2piνit+ ψi). (18)
We apply a multiplier to W0(t) in order to adjust the root
mean square of the transverse velocity at the lower boundary
to be around 1 km/s.
The third term is radiative loss Lrad. Following CL12, we
have
Lrad = −
∑
Xm
LXm(T )EXm
NXm
NX
(T )AXNHne. (19)
Here, the subscriptXm represents a component of element
X in the ionization state m. Xm used in this approximation
method include neutral hydrogen (H I), singly ionized cal-
cium (Ca II), and singly ionized magnesium (Mg II), since
they are the most important components for chromospheric
4radiative loss (Vernazza et al. 1981). AX is the abundance of
element X . LXm(T ) represents the optically thin radiative
loss for different elements that are functions of T . NXmNX (T )
represents the fractions of specific ions or neutral atmos in
the ionization state m of element X , which are functions of
T . EXm is the escape probability. Escape probability are
tabulated functions of column mass for Mg II and Ca II and
neutral hydrogen column denstiy for H. One could refer to
Section 4.2 in CL12 for further explanation. The column
mass is calculated by
∫
z
ρdz. The neutral hydrogen column
density is calculated by
∫
z
ρ/mH
NH I
NH
(T ). All these functions
are obtained by fitting with a detailed radiative transfer cal-
culation. NH is the number density of hydrogen element and
ne is the number density of electrons; NH is determined by
substituting temperature into the function of the fraction of
neutral hydrogen. We assume ne = ρ/mH − NH. The aim
of this approximation approach is to obtain a simple form of
LXm(T ), EXm , and
NXm
NX
(T ) as a function of some physical
parameters, so that we can calculate the radiative loss rate by
putting proper values into these functions without carrying
out complete radiative transfer calculations.
Heat conduction is not included in the simulation since the
timescale for heat conduction in the chromosphere is much
longer than the wave transition time. In addition, we also
ignore the radiative loss in the corona since we mainly focus
on the chromosphere and we have a very crude grid size in
the corona. As we also ignore heat conduction, we cannot
treat the energy balance in the corona carefully.
For the initial condition, we assume a hydrostatic stratified
atmosphere in which
dP
dz
= −ρg0. (20)
The initial temperature distribution is a combination of the
classic VALC temperature model and a hyperbolic tangent
distribution that is described below
T =
Tvalc(z) z ≤ 1 MmTpho + 12 (Tcor − Tpho)(tanh( z−ztrwtr ) + 1) z > 1 Mm ,
(21)
where Tvalc(z) is the temperature distribution as a function
of height in the VALC model; Tcor is the temperature of the
corona, which is set to be 106 K; Tpho is the temperature of
the photosphere, which is set to be 6000 K; ztr is the height
of the transition region, which is set to be 2.25 Mm; wtr re-
lates with the width of the transition region, which is set to
be 0.05 Mm. The density at lower boundary is set to be
2.53 × 10−7 g cm−3. After the temperature is determined,
the pressure and density are calculated as functions of height
by using Equation (20) and the equation of state of ideal gas
(Equation 6). The distributions of temperature, gas pressure,
and density are shown in Figure 3. The background Alfve´n
speed, sound speed, plasma beta, and non-linearity of the
Alfve´n wave are shown in Figure 4. The non-lineartiy of
the Alfve´n wave is estimated by vφWKB/CA, where CA is
the background Alfve´n speed and vφWKB is the amplitude of
the wave in the azimuthal direction estimated by WKB ap-
proximation. Bs at the photosphere is determined by the gas
pressure required to maintain the plasma beta around unity.
As a result, the magentic field at the bottom is 1812 G. The
pressure at the bottom is 1.26× 105 dyn cm−2.
Figure 3. Temperature, density, and pressure of initial atmosphere
as a function of height z, where the solid, dashed, and dash-dotted
line represent the density, temperature, and pressure, respectively.
Figure 4. Alfve´n speed (thick solid), sound speed (thick dashed),
vφWKB (thick dash-dotted), plasma beta (thin solid), and non-
linearity of Alfve´n wave (thin dashed) as functions of height z.
The MHD equations are solved using the upwind scheme
with Modified Harten-Lax-van Lee approximate Riemann
solver (HLLD; Miyoshi & Kusano 2005). We set the scheme
to have second-order accuracy in terms of space and time by
applying the Monotonic Upwind Scheme for Conservation
5Laws (MUSCL) reconstruction (van Leer 1979) with min-
mod slope limiter (Roe 1986) and the second order Total
Variation Diminishing Runge-Kutta scheme (Shu & Osher
1988) for time evolution. At the lower boundary, the density
and pressure of the point at the outer boundary increase ac-
cording to the hydrostatic stratification. For the momentum
perpendicular to the boundary and Bφ, it has the same abso-
lute value but opposite directions. The other physical param-
eters parallel to the boundary are symmetric. The top bound-
ary is a free boundary. There is reflection of waves at the top
boudnary, it is more ideal if we could have an open boundary
for waves propagating freely across the top boundary, how-
ever, since Alfve´n wave are highly reflected at the transition
region (Cranmer & van Ballegooijen 2005), the energy flux
of the Alfve´n wave in the corona is too small to affect the
chromosphere. As a result, we can ignore the reflected wave
from the top boundary. We simulate up to 9 Mm with an
evenly distributed grid having a size of around 5 km. Above
9 Mm, the length of each grid increases gradually. The value
of z at the top of the simulation region is 200 Mm.
3. RESULTS
The root mean square of the velocity and transverse mag-
netic field over time as well as the time-averaged temperature
in the chromosphere for a typical case are shown in Figure
5. The waves in the chromosphere are shown by the non-
linearity of the time-averaged velocity, which is defined by
the root mean square of the transverse (longitudinal) velocity
divided by the time-averaged Alfve´n (sound) speed (Figure
6). An increse in non-linearity with height indicates steepen-
ing of waves as they propagate upwards, especially for lon-
gitudinal waves.
An ideal way of making a comparison with the observation
is synthesizing the emerging spectra and comparing them
with the observation. However, it is difficult to perform syn-
thesis in the chromosphere due to the NLTE condition in the
chromosphere and the limitation of 1.5D geometry (Sukho-
rukov & Leenaarts 2017). Instead, we compare the radiative
loss profile and temperature in our simulation with those of
the classic model. Since the time scale of radiative loss is
around 200 s in the chromosphere and our calculation lasts
5000 s, which is around several tens of times that of the ra-
diative cooling time. We expect that statistically, energy bal-
ance between heating and radiative loss in the chromosphere
has already been reached that time-averaged cooling rate is
identical to time-averaged heating rate. We will give further
estimation of heating rate in the discussion part.
The time-averaged effective radiative loss (ERL) profile
for the typical case is shown by the thick black line in Figure
7. The effective radiative loss is defined as
LERL = LradA/Ac, (22)
Figure 5. Upper panel: root mean square of transverse (solid) ve-
locity and longitudinal (dashed) velocity over time. Middle panel:
root mean square of transvere magnetic field over time, normalized
by longitudinal magnetic field, which does not change with time.
Lower panel: time-averaged temperature. The blue region marks
the region with plus and minus one standard deviation.
Figure 6. Non-linearity of transverse (solid) and longitudinal
(dashed) wave for a typical case.
where A is the cross-section area at that height, Ac is the
cross-section area at the corona (defined at z = 8 Mm), and
LERL is the radiative loss rate with compensation of the ex-
panding effect. Also, instead of being applicable just inside
the flux tube, the effective radiative loss represents the aver-
6Figure 7. Effective radiative loss rate as a function of column mass.
The thick black solid line shows the radiative loss profile as a func-
tion of column mass for the typical case. The corresponding height
in the VALC model is shown in the secondary axis. The dotted lines
represent comparative simulations with adjustments in the back-
ground magnetic field. The VALC radiative loss profile is plotted
by the thick dashed line and the blue region represents the radiative
loss profile from Avrett Model A to Avrett Model F.
aged value across an entire slice of the cylinder, which has a
constant cross-section Ac. We define the effective radiative
loss since we are only focusing on the flux tube region and
we want to emphasize that only the heating inside the flux
tube could provide required heating for the chromosphere.
We plot the profile as a function of the column mass instead
of height to prevent the influence from height variation of
the transition region caused by formation of spicules. In ad-
dition, the radiative loss in the classic atmospheric model
VALC is overplotted by the thick dashed line. The dotted
lines represent the results of simulations with adjustments in
the background magnetic field: change in the magnetic field
at the bottom from 1 kG to 2 kG, which is consistent with
previous observation (Stenflo 1989) and change in expan-
sion factor from 0.003 to 0.015, within a reasonable range
(0.002-0.02, Solanki & Steiner (1990)). The blue region rep-
resents the radiative loss profile between Avrett Model A and
Avrett Model F (Avrett 1981), where the radiative loss pro-
file is given as a function of height. The conversion from
height to column mass is based on Table 10 and Table 15 in
Vernazza et al. (1981).
Our simulation results suggest that despite the change in
the background magnetic field, the radiative loss profile in
the simulation agrees quantitatively with the classic solar at-
mospheric model.
The energy flux in the corona (defined at z = 8 Mm) is
7.3 × 105 erg cm−2 s−1. The energy flux required for coro-
nal heating in the quiet region is 3.0 × 105 erg cm−2 s−1
(Withbroe & Noyes 1977). In the calculations, with adjust-
ment in magnetic field as described above, the largest and
smallest fluxes are 2.21 × 106 erg cm−2 s−1 and 3.5 × 105
erg cm−2 s−1, respectively. We conclude that in these sim-
ulations, enough energy, which could meet the requirement
of coronal heating in the quiet region, is transported to the
corona. This result is consistent with KS99 and MS10. We
also notice that the energy flux in the the typical case is much
larger than that in MS10; we will discuss this in Section 4.
The time-averaged temperature as a function of height is
shown in Figure 8, where the thick solid black line represents
the time-averaged temperature profile and the thick dashed
line represents the VALC temperature profile. Despite the re-
sult that the radiative loss profile is consistent with the classic
atmospheric model, the time-averaged temperature profile is
apparently lower than that in the classic model. In Figure 10,
from the upper panel to the lower panel, the time-integrated
effective radiative loss, effective radiative loss, and temper-
ature at a certain height z = 1.5 Mm are shown in thick
black solid lines. The slope of the dash-dotted lines in the
upper panel represents the corresponding radiative loss rate
at this height in the VALC model. We notice that when the
shock front propagates across this height, as shown by the
high temperature in the lower panel, a sudden increase in
radiative loss occurs as shown in the comparison between
the middle panel and lower panel. Also, in the upper panel,
we notice that there are corresponding jumps, which indi-
cate strong radiative loss. As a result, a continuous shock
wave could support enough radiative loss. However, the low-
temperature region between the shocks dominates most of
the time, which leads to a lower time-averaged temperature.
Low temperature without a temperature increase in the chro-
mosphere is also obtained in other dynamic chromospheric
models (Carlsson & Stein 1994; Wedemeyer et al. 2004).
Carlsson & Stein (1994) suggest that the averaged gas tem-
perature in the dynamic model is lower than that in hydro-
static equilibrium model despite that both of the two models
have similiar emerging intensities. This is because high tem-
perature shocks make a significant contribution to intensity
in dynamic model. We need to point out that Carlsson &
Stein (1994) focuses on the non-magnetic region, which is
different from our simulation, but the effect of shocks that
cause the difference between the averaged gas temperature
in the dynamic model and the hydrostatic equilibrium model
is similiar.
4. DISCUSSION
The time slice of the density distribution is shown in Fig-
ure 9. The rise and fall of the transition region reflect the
formation of spicules.
Our calculation is an extension of MS10, where they only
apply crude treatment of radiative loss. In their study, by
including only observation based transverse wave driver,
7Figure 8. Time-averaged temperature as a function of height. The
thick black solid line represents the typical case. The dotted lines
are for comparative simulations with adjustments in the background
magnetic field. The VALC temperature profile is plotted by the thick
dashed line and the blue region represents the temperature profile
from VALA to VALF model (Vernazza et al. 1981)
Figure 9. Time slice of the distribution of density for the typical
case.
enough energy is transported to the corona while achieving
spicule formation at the same time. In our simulation, be-
sides the energy flux in the corona and spicule formation, we
emphasize that the time-averaged radiative loss profile is also
consistent with the classic atmosphere model. Our result is
consistent with Brady & Arber (2016) in that we obtain a ra-
diative loss profile that is consistent with the classic model.
However, our treatment of chromospheric radiative loss is
different. In addition, we also perform a parameter survey
for making changes in the magnetic field intensity and ex-
pansion factor, which confirms the robustness of this result.
In our simulation, the energy flux in the corona is 7.3×105
erg cm−2 s−1, which is around 2 times of that in MS10;
we conclude that this is mainly caused by the difference in
stratification. In our simulation, the temperature in the pho-
tosphere is 6000 K compared with 5000 K in MS10, and
therefore we have a longer scale height in the photosphere,
which leads to a higher density below the transition region.
As a result, the Alfve´n wave has a smaller phase veloc-
ity in our calculation, and hence a shorter wavelength, Al-
though a shorter wavelength will increase the dissipation rate
of Alfve´n wave in the chromosphere, it also makes the trans-
mittance at the transition region become higher in our simu-
lation. As a result, higher transmittance increases the energy
flux in the corona.
We notice that the height of spicules is shorter than that in
KS99 and MS10. For KS99, there is no radiative loss in the
chromosphere and the internal energy in the chromosphere
increase constantly. As a result, the height of spicules in-
creases with time. For comparison with MS10, due to the
difference in stratification, our simulation has a higher den-
sity below the transition region, which leads to a result that
the spicule height in our simulation appears lower.
We also estimate the heating rate and compare the time-
averaged heating rate with radiative loss. Since our simu-
lation does not contain explicit disspation, we estimate the
heating rate at shock fronts from physicial parameters at both
upstream and downstream region. The positions of shock
fronts are identified by local minimum of ∂Vs∂s with
∂Vs
∂s
≤ − 1
tc
(23)
where tc is a parameter showing the threshold for shock wave
identification. We chose tc changes between 10 s and 30 s.
The selection of tc will be disscussed in detail in Appendix
A. After identification of shock front, we choose local min-
imum or maximum of ∂
2Vs
∂s2 near the shock front as the po-
sition to pick up upstream and downstream physical param-
eters. Heating rate is finally calculated following Cranmer
et al. (2007) and specially averaged within the whole shock
region, as shown below
Qheat = cvu1ρ1(T2 − T1(ρ2/ρ1)γ)/wshock (24)
where Qheat is heating rate per unit volume; cv is specific
heat capacity at constant volume per unit mass; T1 and ρ1
are temperature and density at upstream region; T2 and ρ2
are those at downstream region. u1 = v1 − u is velocity of
upstream region in the shock rest frame, where u is the pro-
pogating speed of shock front, v1 is velocity at the upstream
region. u is calculated using the jump condition of conser-
vation of mass. u = (ρ1v1 − ρ2v2)/(ρ1 − ρ2). wshock is the
8Figure 10. Upper panel: time integrated effective radiative loss. Middle panel: effective radiative loss. Lower panel: temperature. In all
three panels, x axis represents time. Height is fixed at 1.5 Mm. The black lines are for the typical case. The gray lines are for simulation
with simplified radiative loss. The dash-dotted lines in the upper panel represent the corresponding radiative loss rate at 1.5 Mm in the VALC
model. In the lower panel, black and gray dashed lines represent the time-averaged temperature at 1.5 Mm for the typical case and comparative
simulation with simplified radiative loss, respectively.
Figure 11. Time-averaged radiative loss (thick black line) and es-
timated heating rate (thin colorful lines). Red, green and blue lines
correspond to esimation of heating rate with tc =10 s, 20 s and 30
s.
width of shock wave, which is set to be 35 km. wshock dose
not affect the total amount of heating rate (see Appendix A).
The result is shown in Figure 11. We conclude that in the
selected range of tc, the estimated heating rate is found to be
consistent with the radiative cooling rate. This result justify
our usage of cooling rate as approximated value for heating
rate.
For comparison with previous studies, we also perform
the simulation with only simplified radiative loss Lrad =
4.9 × 109 erg cm−2 s−1. which is included in MS10. The
result of temperature and radiative loss at z = 1.5 Mm is
shown in Figure 10. From the upper to the lower panel,
the time-integrated effective radiative loss, effective radia-
tive loss, and temperature for the simulation with simplified
radiative loss are shown by thin gray solid lines. This sim-
plification method assumes a constant cooling time across
the entire chromosphere. In our calculation, we set a lower
limit T = 6000 K to switch on the simplified radiative loss.
This lower limit is compulsory, since at the lower tempera-
ture region between shocks, the cooling time scale is much
shorter than the acoustic wave transition time scale. If the
simplified radiative loss is included without a switch, it will
cause the temperature in regions between shock fronts to de-
crease to 0 when propagating upwards (or if artificial heating
is included, fixed at the temperature below which artificial
heating will take effect). We notice that the radiative loss at
shock fronts in the simulation with simplified radiative loss is
significantly smaller than that with CL12 radiative loss. Ac-
cording to the Rankine-Hugoniot condition, the compression
ratio is smaller than 4, which results in a maximum of 4 times
increase in the radiative loss at shock fronts compared with
their surroundings. However, in detailed radiative transfer
calculations, the radiative loss at shock fronts could be a few
9orders larger than that in the surroundings (e.g. Figure 14
in CL12, Figure 2 and Figure 3 in Huenerth & Ulmschnei-
der (1995)). This leads to an underestimation of the radia-
tive loss at shock fronts. We also estimate the robustness of
simplified radiative loss term. We apply the simplified ra-
diative loss term with different low temperature limits (6000
K and 5000 K). We find that the low temperature limit will
directly affect the stratification in the chromosphere, which
further leads to difference in height of the spicules and the
energy flux of waves due to the reason that we have dis-
cussed above. This result suggests that there is a risk of loss
of self-consistency when applying simplified radiative loss.
Therefore, we consider that although Lrad = 4.9 × 109 erg
cm−2 s−1 is a good approximation for time-averaged chro-
mospheric radiative loss rate, one should be careful while
applying this method to simulations studying chromospheric
dynamics.
Our model is limited by the 1.5D geometry of a fixed flux
tube. Besides, as we only focus on transverse wave, mode
conversion (Cally & Goossens 2008) from acoustic wave to
Alfve´n wave is ignored, although it is considered important
for the generation of high-frequency Alfve´n waves (Shoda
& Yokoyama 2018). In this simulation, we also ignore the
longitudinal acoustic wave input at the photosphere to avoid
mixture of mode-coupling initiated and input acoustic waves
in the chromosphere. However, a comprehensive understand-
ing of the role of waves in heating the magnetic chromo-
sphere requires identifaction of different wave modes in the
chromosphere and a thorough consideration of other heat-
ing mechanisms. A comparison between shock heating, tur-
bulence heating (van Ballegooijen et al. 2011), ambipolar
diffusion (Leake et al. 2005; Khomenko & Collados 2012;
Khomenko et al. 2018), and other heating mechanisms is fur-
ther desired.
5. CONCLUSION
We solve 1.5D ideal MHD equations with CL12 approx-
imated radiative loss model. We found that if observa-
tion based transverse perturbation is involved, the Alfve´n
wave driven model could reproduce the time-averaged radia-
tive loss profile in the magnetic chromosphere. The time-
averaged radiative loss profile is consistent with that in the
classic atmospheric models. In addition, the energy trans-
ported to the corona could also meet the requirement of coro-
nal heating in the quiet region, which is consistent with previ-
ous studies. However, the temperature in the magnetic chro-
mosphere is apparently lower than that in the classic atmo-
spheric model. Comparison with previous studies indicate
that one needs to be careful when applying the simplified
radiative loss term while studying chromospheric dynamics.
For example, when quantifying spicule height and coronal
energy flux, simplified radiative loss will involve new arti-
ficial parameters which affect stratification in the chromo-
sphere and further lead to change in spicule heights and the
energy flux of waves.
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APPENDIX
A. SELECTION OF PARAMETERS IN ESTIMATION OF HEATING RATE
Figure 12. Thick black line is normalized occurrence frequency distribution of ∂Vs/∂s. The dotted black line is normalized occurrence
frequency versus −∂Vs/∂s for ∂Vs/∂s > 0 (dotted black line and right part of the thick black line with ∂Vs/∂s > 0 are symmetric with
respect to ∂Vs/∂s = 0). Vertical dashed red, green and blue lines are ∂Vs/∂s = 1/10 s−1, 1/20 s−1, and 1/30 s−1 respectively.
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For estimation of heating rate in our simulation, we need to identify each shock by divergence of velocity. We use ∂Vs∂s ≤ − 1tc
to select shock regions (Equation 23) and heating rate is calculated using physical parameters in upstream and downstream
regions of the shock wave (Equation 24) . tc in Equation (23) is required to be large enough for including weaker shocks while
small enough to exclude compression from linear propagation of waves. For this purpose, we plot the occurrence frequency
distribution of ∂Vs/∂s in Figure 12. For linear propagating waves, it is expected to have a symmetric distribution with respect
to ∂Vs/∂s = 0. The actual distribution is asymmetric which has larger frequency for negative ∂Vs/∂s due to the formation
of shocks. For distribution in ∂Vs/∂s > 0, we plot its symmetric part with respect to ∂Vs/∂s = 0 in dotted line. The actual
frequency distribution is much larger than the symmetric part for the threshold tc = 10 s (red dotted line). We conclude that
tc = 10 is small enough to exclude compression from the linear propagation of waves. We also apply tc = 20 s and 30 s for
comparison. A larger threshold will include weaker shocks as well as the possibility of overestimation of heating rate because
compression in linear propagating waves may be included. Figure 11 shows that the heating rate above 1 Mm is similar for the
three different thresholds, which indicates that the threshold tc = 10 s does give a good estimation of heating rate and we do not
need to concern about an underestimation due to weak shocks that are excluded by this threshold.
In our calculation of heating rate, wshock is arbitrary that only affect the local spatial distribution of heating rate. For a single
shock wave, as we setQheat = 0 outside the shock region and the heating rate is constant in the shock region, the spatial integration
of Qheat dose not depend on wshock.
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