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Povzetek
Naslov: Detekcija polozˇaja pikado pusˇcˇic s pomocˇjo racˇunalniˇskega vida
Avtor: Simon Dimc
Racˇunalniˇski vid se uspesˇno uporablja v sˇportu za namene, kot so sledenje
igralcev in predmetov, pomocˇ pri sojenju in izboljˇsanje prenosa sˇporta. Kjer
pa se do sedaj sˇe ne uporablja, je pri jekleni razlicˇici sˇporta pikado. Detekcija
polozˇaja pikado pusˇcˇic bi omogocˇala samodejno sˇtetje in belezˇenje statistike
metov.
V diplomskem delu izdelamo dva prototipa za detekcijo in racˇunanje
polozˇaja pusˇcˇic. Oba prototipa uporabljata sistem treh kamer, ki so usmer-
jene proti pikado tarcˇi. Pri obeh prototipih namesto zaznavanja pusˇcˇic, za-
znavamo barvni trup pusˇcˇic. Zaznanim trupom izracˇunamo orientacijsko
premico, ki dolocˇa usmerjenost pusˇcˇice. Prvi prototip uporablja odstranje-
vanje ozadja in homografijo. Na ospredju, ki predstavlja pusˇcˇice, iˇscˇemo stik
pusˇcˇice s tarcˇo na orientacijski premici trupa. Lokacijo stika s pomocˇjo ho-
mografije preslikamo na ciljno ravnino, ki predstavlja lokacijo pusˇcˇice. Pri
drugem prototipu lokacijo racˇunamo s 3D rekonstrukcijo. Isˇcˇemo presek pre-
mice, ki jo tvori orientacija trupa in ravnino, ki jo tvori pikado tarcˇa.
Oba prototipa testiramo na pravih metih pusˇcˇic v primerih, ko pusˇcˇice v
tarcˇo, ena do druge, priletijo skupaj in narazen.
Kljucˇne besede: racˇunalniˇski vid, pikado, sˇport, OpenCV.

Abstract
Title: Detection of dart positions with computer vision
Author: Simon Dimc
Computer vision is successfully used in sport for purposes of player and object
tracking, referee assistance and improved sports broadcasting. But it is not
used yet in the steel version of sport darts. Detection of dart locations could
be used for automatic point counting and statistic making.
In this thesis we developed two prototypes for detecting and calculating
darts locations. Both prototypes use a system of three cameras, which are
pointed to the dartboard. In both prototypes we are detecting the colored
dart shafts, instead of whole darts. Orientation line is then calculated for
each detected shaft. The first prototype uses background subtraction and
homography. On the foreground, which represents darts, we search along the
orientation line for the location where the dart meets the dartboard. Then,
we map the location to the target plane with homography, which gives us
the location on the dartboard. The second prototype uses 3D reconstruction.
The dart location is found by intersecting the dart orientation line with the
plane which represents the dartboard.
Both prototypes are tested with real dart throws. We test the situations
where the darts are close and apart, to one another.
Keywords: computer vision, darts, sport, OpenCV.
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Uvod
1.1 Motivacija
Merjenje v sˇportu s pomocˇjo racˇunalniˇskega vida se uspesˇno uporablja za
razlicˇne namene. Tehnike racˇunalniˇskega vida se uporabljajo pri pomocˇi so-
dniˇskih odlocˇitev, vizualizaciji in lazˇjemu spremljanju sˇporta in pridobivanju
podatkov o igri in igralcih. Nekateri sˇporti, kjer se racˇunalniˇski vid uspesˇno
uporablja so nogomet, tenis, kriket, hokej, kosˇarka, odbojka, snooker in ba-
seball. Kjer pa se racˇunalniˇsko merjenje sˇe ne uporablja je pikado. In sicer
v jekleni razlicˇici pikada. S pomocˇjo racˇunalniˇskega vida bi bilo mogocˇe
omogocˇiti zaznavanje lokacije pikado pusˇcˇic. To bi omogocˇalo samodejno
sˇtetje tocˇk in belezˇenje statistike metov.
1.2 Pikado
Pikado je sˇport, pri katerem igrata dva igralca, en proti drugemu. Vsak
igralec ima komplet treh pusˇcˇic, kateri predstavlja en krog metanja. Igralca
izmenicˇno mecˇeta na pikado tarcˇo (slika 1.1). Pikado tarcˇa ima obliko kroga
in je sestavljena iz vecˇ polj, ki vsako predstavlja dolocˇeno sˇtevilo tocˇk. Polja
se delijo na tri tipe. Navadno polje vrne enkratno vrednost tocˇk. Dvakratno
polje vrne dvakratno vrednost in je postavljeno na zunanji rob pikada tarcˇe.
1
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Trikratno polje vrne trikratno vrednost in je postavljeno med navadnima
poljema. V sredini sta sˇe polji za 50 tocˇk (rdecˇe) in 25 tocˇk (zeleno). Najbolj
popularni nacˇin igre je igra na 501 tocˇko. Pri tem nacˇinu vsak igralec igro
zacˇne s 501 tocˇkami. Med igro igralca izmenicˇno mecˇeta svoje pusˇcˇice, po
tri hkrati. Ob metu na dolocˇeno polje se sˇtevilo tocˇk igralca zmanjˇsa za
vrednost polja. Igralec, ki prvi iznicˇi svoje tocˇke zmaga trenutno igro, s tem
pogojem, da mora zadnji met zadeti v dvakratno polje.
Slika 1.1: Pikado tarcˇa.
1.3 Pregled podrocˇja
Samodejno sˇtetje je v elektronski razlicˇici pikada zˇe realizirano. Tam se
uporabljajo plasticˇna polja, katera se ob pristanku plasticˇne pusˇcˇice na njih
sprozˇijo in aktivirajo kontaktno vezje. Resˇitev omogocˇa sˇtetje, ne belezˇi pa
lokacije pristanka pusˇcˇice, ker se pri metu na dolocˇeno polje sprozˇi celotno
plasticˇno polje. V profesionalnem pikadu se vecˇinoma igra jekleno razlicˇico
pikada. Tu so konice pusˇcˇic jeklene, tarcˇa pa je izdelana iz vlaken narejenih
iz sisala. Pri tej razlicˇici se samodejnega merjenja in sˇtetja ne uporablja.
Med samo igro sˇtetje opravlja sodnik, ki mora biti zelo zbran in izkusˇen s
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sˇtetjem. Cilj nasˇe resˇitve je narediti sistem, ki bi sam dolocˇil lokacijo pusˇcˇic
na tarcˇi. Tak sistem bi bilo mogocˇe uporabiti za samodejno sˇtetje med igro,
ter samodejno merjenje statistike. S tem bi lahko v profesionalnem sˇportu
ta sistem pomagal sodnikom pri sˇtetju in sˇportnikom pri belezˇenju statistike
metov. V amaterskem pa bi ga lahko uporabljali namesto sodnikov in tako
olajˇsali igranje pikada.
1.4 Cilj
Cilj diplomske naloge je izdelati resˇitev, ki bi s pomocˇjo racˇunalniˇskega vida
merila lokacije vrzˇenih pusˇcˇic pri pikadu. Resˇitev mora meriti lokacije od
ene do treh pusˇcˇic. Pusˇcˇice se lahko prekrivajo, v tarcˇo priletijo pod zelo
razlicˇnimi koti in stojijo lahko zelo skupaj, ena do druge. Med metanjem
pusˇcˇic se lahko zgodi, da pusˇcˇica prileti v tarcˇo, a po nekem cˇasu pade iz nje.
Taka pusˇcˇica pri metu ne velja. Zaradi tega mora resˇitev neprestano meriti
lokacijo pusˇcˇic in ne samo ob pristanku pusˇcˇice v tarcˇo.
4 Simon Dimc
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Racˇunalniˇski vid v sˇportu
Racˇunalniˇski vid se v sˇportu uporablja za razlicˇne namene. Prednost uporabe
racˇunalniˇskega vida je, da ni potrebno na sˇportno opremo namesˇcˇati dodat-
kov, kot v primeru uporabe razlicˇnih senzorjev in merilcev. Racˇunalniˇski
vid se uporablja med samim treningom in pripravo na tekmovanje, med tek-
movanjem in po tekmovanju pri analizi. Sledenje predmetov in sˇportnikov
omogocˇa podrobno analizo uspesˇnosti posameznika ali skupine. Med tek-
movanjem se uporablja v pomocˇ sojenju tekmovanja in pri obogatenem in
olajˇsanem prenosu tekmovanja za gledalce. Racˇunalniˇski vid se uporablja
tudi pri prepoznavanju sˇporta, kljucˇnih dogodkov in stanja igre v video po-
snetkih [9].
2.1 Sledenje zˇoge
Sledenje zˇoge je en primer uporabe racˇunalniˇskega vida pri sˇportu. Uporablja
se lahko pri sˇportih, ki pri igranju uporabljajo zˇogo. Primeri pri katerih se to
zˇe uspesˇno uporablja so nogomet, kriket in tenis. Pri vseh nasˇtetih sˇportih se
sledenje uporablja za racˇunanje poti, ki jo opravi zˇoga. Z izracˇunano potjo se
nato preverjajo situacije, ki lahko nastanejo na igriˇscˇu in vplivajo na igro. Pri
nogometu se preverja ali je priˇslo do zadetka, pri tenisu ali je zˇoga precˇkala
cˇrto na igriˇscˇu, pri kriketu pa se z vizualizacijo poti zˇoge, preverja ali bi ta
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zadela vratca [9].
Ponavadi se uporablja sistem vecˇ kamer (slika 2.1). Kamere so postavljene
okoli igriˇscˇa, tako da najbolje zajemajo celotno igriˇscˇe. Ker je zˇoga okrogle
oblike in ima znano velikost in barvo, ki ponavadi odstopa od igralne povrsˇine,
je zaznavanje zˇoge s tem olajˇsano. Tako se lahko za zaznavanje zˇoge uporabi
kombinacija zaznavanja barve, oblike in velikosti. Zaradi fizikalnih lastnosti
se lahko pot zˇoge izracˇuna po znanih fizikalnih formulah. Seveda tezˇavo
predstavljajo prekrivanja zˇoge z igralci in predmeti na igriˇscˇu. Problem je
tudi kvaliteta zajete slike in hitrost zˇoge. Pri nekaterih sˇportih lahko zˇoga
potuje z veliko hitrostjo in pri tem je zajeta zˇoga na sliki velika le nekaj
slikovnih elementov in ni vecˇ okrogle oblike [9].
Slika 2.1: Vecˇkamerni sistem za sledenje poti zˇoge pri tenisu. Vir slike [4].
Obstajata dva algoritma za sledenje poti zˇoge. Algoritem, kjer se pot
zˇoge racˇuna po zaznavanju zˇoge na sliki TAD (angl. track after detection),
ter algoritem, kjer se pot zˇoge racˇuna pred zaznavanjem zˇoge na sliki TBD
(angl. track before detection). TAD se uporablja pri sledenju majhnih in
hitrih objektov. TBD pa pri sledenju velikih in pocˇasnih objektov [9].
Pri zaznavanju s TAD se na sliki najprej poiˇscˇejo kandidati, ki bi lahko
predstavljali iskani objekt. Nato se nad kandidati izvede racˇunanje poti
objekta. To se izvede v dveh korakih, z zdruzˇevanjem in ocenjevanjem. V
prvem koraku se iˇscˇe in preverja kandidate, ki najbolje predstavljajo dose-
danjo pot objekta. Pri zaznavanju vecˇ objektov, se tukaj racˇuna tudi kateri
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kandidati predstavljajo kateri objekt. V drugem koraku pa se, s kandidati
pridobljenimi v prvem koraku, izracˇuna nova trenutna pozicija objekta [9].
Pri zaznavanju s TBD pa se glede na dosedanjo pot objekta dolocˇi hi-
poteza, ki pove, kje naj bi bila naslednja pozicija objekta. Ta hipoteza se
potem popravi glede na zaznani objekt na sliki [9].
2.2 Sledenje sˇportnikov
Pri sledenju sˇportnikov se racˇunalniˇski vid uporablja za dolocˇanje pozicije po-
sameznega sˇportnika ali skupine sˇportnikov med izvajanjem sˇporta. Sledenje
se deli na samo sledenje pozicije sˇportnika na igriˇscˇu in sledenje drzˇe telesa
sˇportnika. S pridobljeno pozicijo in drzˇo sˇportnika se lahko med pripravo in
tekmovanjem meri njegova uspesˇnost in analizira njegovo obnasˇanje. S slede-
njem skupine igralcev v ekipnih sˇportih pa racˇunalniˇski vid omogocˇa merjenje
in opazovanje posameznih taktik in razumevanje obnasˇanja ekipe [9].
Pri sledenju sˇportnikov tezˇavo predstavljajo kakovost zajete slike in pre-
krivanje sˇportnikov med seboj. Enaka oblacˇila igralcev iste ekipe so lahko
prednost pri sledenju skupine igralcev in v slabost pri sledenju posameznega
igralca. Pri sˇportih, kjer sˇport poteka na povrsˇini, kjer sˇportnik po barvi
odstopajo od igriˇscˇa, je prednost pri sledenju to, da lahko sˇportnika lazˇje
locˇimo od ozadja [9].
Metode za sledenje ljudi se delijo na generativne in diskriminatorne. Pri
generativnih metodah se za sledenje uporabljajo generativni modeli, ki opi-
sujejo iskani objekt. Primer takega modela je kinematicˇno drevo telesa. Dis-
kriminatorne metode za sledenje uporabljajo binarno klasifikacijo. Uporabijo
se modeli strojnega ucˇenja, ki sliko klasificirajo na ozadje in iskani objekt.
Taksˇni modeli pri ucˇenju in klasifikaciji uporabljajo znacˇilnice na sliki. Pri-
mer znacˇilnice, ki se lahko uporabi je obris igralca [9].
Pri sledenju vecˇ igralcev hkrati se za lazˇje racˇunanje pozicije in sledenje
igralcev uporabi informacija o obnasˇanju ekipe med igro. Z informacijo, kje
se lahko igralec nahaja v naslednjem trenutku, se sledenje vsakega igralca
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posebej pohitri. V ekipnih sˇportih, kjer dve ekipi igrata ena proti drugi, se
ponavadi tvorijo predvidljiva obnasˇanja obeh ekip. Primer tega je napadanje
pri nogometu. Ko ena ekipa napade, se druga zacˇne braniti. S tem se igralci
obeh ekip predvidljivo premikajo po igriˇscˇu. Ta informacija o kontekstu igre
je uporabna za lazˇje sledenje skupine igralcev [9].
2.3 Pomocˇ sodnikom
Eden od prvih nacˇin uporabe racˇunalniˇskega vida v sˇportu je bil pri pomocˇi
sodnikov pri odlocˇitvah med tekmovanjem. Sledenje zˇoge se je leta 2006
zacˇelo uporabljati za vizualizacijo poti zˇoge pri tenisu. Igralec se lahko le
nekajkrat med tekmo odlocˇi za preverjanje sodniˇske odlocˇitve. V tem primeru
se uporabi sistem za sledenje zˇoge, ki pokazˇe pot in preveri ali je zˇoga precˇkala
zunanjo cˇrto igriˇscˇa. V kriketu se sledenje zˇoge od leta 2009 uporablja pri
preverjanju ali bi prestrezˇena zˇoga zadela vratca. Pri nogometu pa se od leta
2013 sledenje zˇoge uporablja za samodejno preverjanje ali je zˇoga precˇkala
cˇrto gola. S tem se zmanjˇsajo napake, pri katerih sodniki nimajo dovolj
dobrega pogleda na dogajanje pred golom in s tem spregledajo gol [9, 3].
2.4 Graficˇne informacije za gledalce
Bolj viden nacˇin uporabe racˇunalniˇskega vida v sˇportu je pri prikazovanju
graficˇnih informacij med prenosom tekmovanja. Primeri tega so risanje cˇrt na
igriˇscˇe pri sˇportih kot so nogomet (slika 2.2) in ameriˇski nogomet, animiran
graficˇni prikaz poti zˇoge pri tenisu in nogometu, prikazovanje dosedanjih naj-
boljˇsih rezultatov (ponavadi je to cˇrta, ki se premika s sˇportniki), primerjanje
tekmovalcev s prikazom, na katerem je vidno vecˇ tekmovalcev na istem delu
tekmovanja in ustvarjanje virtualnega pogleda za dogajanje na igriˇscˇu. Vsi
zgornji primeri omogocˇajo olajˇsan ogled tekmovanja in spremljanje sˇporta
naredijo bolj zanimivo [9].
Pri vseh zgornjih primerih je potrebno kamere, ki spremljajo dogajanje
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Slika 2.2: Graficˇni prikaz cˇrte in polja na nogometnem igriˇscˇu, ki prikazuje
polozˇaj, kjer je igralec v prepovedanem polozˇaju. Vir slike [10].
na igriˇscˇu nekako kalibrirati. To se ponavadi stori s predmeti ali znacˇilnicami
na tekmovalnem prostoru, za katere vemo njihovo lokacijo in dimenzije v re-
alnem svetu. V primeru nogometa se lahko uporabijo cˇrte na igriˇscˇu. Pri
vizualni primerjavi vecˇ tekmovalcev na enem prikazu, pa morajo kamere za-
jeti sliko tekmovalcev pod enakim kotom in premikom za vse tekmovalce.
Tako je lazˇje pri primerjavi izenacˇiti ozadja in ustvariti sliko, ki vsebuje vse
tekmovalce [9].
2.5 Zaznavanje v video posnetkih
S prenosi in snemanjem sˇporta nastajajo velike zbirke video posnetkov, ki pa
velikokrat niso ustrezno strukturirane in oznacˇene. S pomocˇjo klasifikacije
sˇporta in zaznavanjem dogodkov v posnetkih, se lahko obdelani posnetki
uporabijo za storitve, ki ponujajo oznacˇene dogodke na video posnetkih,
analizo med treniranjem, ter pri razvoju novih tehnik racˇunalniˇskega vida,
kjer so za strojno ucˇenje in testiranje potrebne zbirke strukturiranih video
posnetkov [9].
Klasifikacija sˇporta na video posnetkih se lahko izvaja na vecˇ nacˇinov.
Eden od njih je strojno ucˇenje, kjer se model naucˇi prepoznavati razlicˇne
dogodke, ki so znacˇilne za dolocˇen sˇport. Drug nacˇin je s sledenjem igralcev in
generiranjem vrocˇinske mape (angl. heatmap), ki prikazuje polozˇaj igralcev
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na igriˇscˇu. Vrocˇinsko mapo se lahko nato klasificira glede na znane vrocˇinske
mape posameznih sˇportov [9].
Prepoznavanje dogodkov v video posnetkih se deli na zaznavanje dogod-
kov v video posnetku in lokalizacijo, kje v video posnetku se dogodek nahaja.
Zaznavanje je podproblem lokalizacije in je s tem lazˇji problem od lokaliza-
cije. Pri zaznavanju dogodka se posnetku dolocˇi kateri dogodki nastopajo v
njem. Lokalizacija pa zaznane dogodke umesti v posnetek. Pri zaznavanju
se lahko uporabi strojno ucˇenje, kjer model ucˇimo s posnetki posameznih
dogodkov. Pri lokalizaciji pa je potrebno pri racˇunanju poleg zaznanega do-
godka uposˇtevati kontekst sˇporta in znacˇilnice v posnetku. Primeri tega so
lahko pozicija igralcev in predmetov, stanje igre in lokacija tekmovanja [9].
Poglavje 3
Implementacija resˇitve
3.1 Predstavitev sistema
Za nasˇo resˇitev merjenja lokacije pusˇcˇic na pikado tarcˇi smo uporabili sistem
treh kamer. Kamere so spletne kamere Logitech C270 [8]. Postavljene so
okoli tarcˇe tako, da ob morebitnih prekrivanjih pusˇcˇic, najbolje zajamejo
tarcˇo in tako pogled na vse pusˇcˇice. Postavitev kamer je vidna na sliki 3.1.
Cˇe si predstavljamo, da tarcˇa lezˇi na ravnini z = 0 so kamere v z osi od nje
oddaljene 44 centimetrov in usmerjene proti tarcˇi tako da jo v celoti zajemajo.
V x in y osi pa so postavljene tako, da so v liniji s sredino izbranega polja
na tarcˇi. V primeru na sliki 3.1, so kamere poravnane s polji 3, 9 in 4. Za
testiranje smo uporabljali pikado tarcˇo Winmau Blade 4 (slika 1.1) in tri
jeklene pikado pusˇcˇice.
Za osvetlitev tarcˇe smo uporabili tri LED svetilke Loftek Pioneer 6W [7].
Svetilke so postavljene 26 centimetrov pod kamerami in usmerjene proti pi-
kado tarcˇi.
Resˇitev smo v celoti razvijali v programskem jeziku Python 3.7. Pri
razvoju smo uporabljali knjizˇnico za racˇunalniˇski vid OpenCV 4.0.0 in ma-
tematicˇno knjizˇnico Numpy 1.16.2.
Slike smo zajemali z locˇljivostjo 640×480 slikovnih elementov, pri desetih
slikah na sekundo.
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Slika 3.1: Postavitev kamer.
3.2 Notranji parametri kamer
Preden smo zacˇeli uporabljati kamere, smo jih kalibrirali in tako pridobili no-
tranje parametre posamezne kamere. Vsako kamero smo kalibrirali s pomocˇjo
metode s sˇahovnico. Uporabili smo funkcijo findChessboardCorners v
knjizˇnici OpenCV, ki prejme sliko na kateri je vidna sˇahovnica in vrne lokacije
zaznanih kotov sˇahovnice na sliki. Za vsako kamero smo morali posneti vsaj
10 slik na katerih je sˇahovnica vidna iz razlicˇnih pozicij in orientacij. Vecˇje
sˇtevilo slik vrne bolj natancˇne podatke kalibracije. Lokacijo kotov pri vsaki
sliki smo nato zdruzˇili in uporabili v OpenCV funkciji calibrateCamera.
Funkcija za racˇunanje uporablja metodo [14]. Funkcija vrne matriko kamere
K (3.1) in koeficiente popacˇenja DC (3.2) [2].
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K =

fx 0 cx
0 fy cy
0 0 1
 (3.1)
DC =
[
k1 k2 p1 p2 k3
]
(3.2)
Ta dva podatka predstavljata notranje parametre kamere. Metoda vrne
tudi zunanje parametre v obliki translacije in rotacije glede na vsako skupino
podanih kotov. Te podatke ne uporabimo, ker so zajete slike s sˇahovnicami,
zajete izven nasˇega sistema s pikado tarcˇo. Poleg tega v prvi resˇitvi zunanjih
parametrov ne uporabljamo. V drugi resˇitvi pa uporabimo drugacˇen nacˇin
racˇunanja zunanjih parametrov.
Matriko kamere in koeficiente popacˇenja smo nato uporabili za popra-
vljanje radialnega in tangencialnega popacˇenja. To smo storili z OpenCV
funkcijo undistort. S tem smo dobili nepopacˇeno sliko, ki vse ravne premice
v svetu preslika v ravne premice v sliki. Notranje parametre smo uporabili
tudi v drugi resˇitvi pri racˇunanju lokacij kamer v prostoru.
3.3 Zaznavanje pusˇcˇice
Problem zaznavanja pusˇcˇice je kljucˇen pri nasˇem resˇevanju problema racˇu-
nanja lokacije pusˇcˇice. Nasˇa resˇitev mora omogocˇati zaznavanje treh pusˇcˇic,
ki so lahko v tarcˇo zapicˇena pod razlicˇnimi koti in se lahko med seboj pre-
krivajo. Pusˇcˇica je sestavljena iz konice, drzˇala, trupa in peresa. Idealno bi
bilo, cˇe bi lahko zaznali konico pusˇcˇice. Vendar je to zaradi same barve in
odsevnosti konice in drzˇala, ki sta ponavadi iste barve, tezˇko. Odlocˇili smo
se, da problem zaznavanja pusˇcˇice prenesemo na zaznavanje trupa pusˇcˇice,
ki ohranja informacijo o orientaciji pusˇcˇice. Uporabili smo tri razlicˇne barve
na trupih pusˇcˇic (slika 3.2) (modro, vijolicˇno in rumeno). Barve lahko pod
konstantno svetlobo dobro zaznamo in locˇimo. Paziti smo morali, da iste
barve ne nastopajo na pikado tarcˇi. Vsaka pusˇcˇica ima tako svojo barvo in
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jo lahko tako prepoznamo na vseh kamerah. Za trup pusˇcˇice smo se odlocˇili,
ker je na trup najlazˇje nanesti barvo. Konica je pretanka in bi jo bilo tezˇko
zaznati. Drzˇalo nismo spreminjali, ker bi to lahko vplivalo na met pusˇcˇice.
Pero pa poda premalo informacij o orientaciji pusˇcˇice.
Slika 3.2: Pikado pusˇcˇice z obarvanimi trupi.
Barvne regije smo zaznavali s pomocˇjo barvnega prostora HSV. Barva
v barvnem prostoru HSV je predstavljena s tremi vrednostmi: H (barvni
odtenek), S (intenzivnost) in V (svetlost). Zaradi dobre predstavitve same
barve, ne glede na svetlobne ucˇinke, je vrednost H zelo uporaba za zaznavanje
odtenka barve. Pri nasˇi resˇitvi barve regije iˇscˇemo s pomocˇjo vseh treh
vrednosti.
Pred uporabo barvnega prostora HSV smo morali sliko, ki je prvotno
predstavljena v barvnem prostoru RGB pretvoriti v barvni prostor HSV. To
smo storili z OpenCV funkcijo cvtColor. Nad dobljeno sliko v barvnem
prostoru HSV smo nato izvedli operacijo upragovljenja po vrednostih HSV
s spodnjo in zgornjo mejo. Meje so prikazane v tabeli 3.1. Za upragovljenje
smo uporabili OpenCV funkcijo inRange. Ta funkcija po upragovljenju vrne
binarno sliko, kjer so slikovni elementi med pragoma predstavljene s 1, ostali,
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nezaznani pa s 0.
Barva Meja H S V
modra
spodnja 90 55 100
zgornja 125 185 255
vijolicˇna
spodnja 125 50 90
zgornja 175 125 255
rumena
spodnja 16 115 105
zgornja 42 240 255
Tabela 3.1: Uporabljene meje pri upragovljenju in detekciji barvnih trupov.
Vrednosti so v barvnem prostoru HSV.
Pridobljeno binarno sliko smo nato sˇe dodatno popravili z morfolosˇkimi
operacijami odpiranja in zapiranja. Pri obeh smo uporabili jedro velikosti
3× 3. Tako smo odstranili morebitni sˇum in zapolnili luknje v binarni sliki.
Binarno sliko smo nato uporabili za iskanje povezanih komponent. To
smo storili z OpenCV funkcijo connectedComponents. S tem smo pridobili
regije, ki predstavljajo trupe pusˇcˇic. Cˇe smo pri eni barvi zaznali vecˇ regij,
smo izbrali tisto z najvecˇjo povrsˇino. Regije smo nato uporabili za racˇunanje
orientacije pusˇcˇice. Regijam smo izracˇunali centroid (x¯, y¯) (3.5) in orienta-
cijski kot θ (3.6). To smo storili s pomocˇjo momenta m (3.3) in centralnega
momenta µ (3.4). Za racˇunanje povrsˇine, pri iskanju najvecˇje regije, smo
uporabili nicˇelni moment m00, ki vrne sˇtevilo slikovnih elementov v regiji.
Slika 3.3 prikazuje zaznane regije, izracˇunane centroide in orientacijske pre-
mice [5, 1].
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(a) (b)
(c) (d)
Slika 3.3: (a) Zaznane regije, izracˇunani centroidi in orientacijske premice na
pusˇcˇicah. (b) Regija modrega trupa. (c) Regija vijolicˇnega trupa. (d) Regija
rumenega trupa.
mpq =
∑
(u,v)∈R
I(u, v) · upvq (3.3)
µpq =
∑
(u,v)∈R
I(u, v) · (u− x¯)p(v − y¯)q (3.4)
(x¯, y¯) =
(m10
m00
,
m01
m00
)
(3.5)
θ =
1
2
arctan
( 2µ11
µ20 − µ02
)
(3.6)
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Regije smo dodatno preverjali glede na njihovo ekscentricˇnosti (3.7) in
povrsˇino m00. Ekscentricˇnost nam pove, kako podolgovata je regija. Vredno-
sti za ekscentricˇnost segajo od 1 navzgor. Pri 1 je regija okrogla. Viˇsja je
vrednost, bolj podolgovata je regija. Pri ekscentricˇnosti smo preverjali, cˇe
ima regija enako ali vecˇjo ekscentricˇnost od 10. Pri povrsˇini pa smo prever-
jali, cˇe je regija vecˇja od 150 slikovnih elementov. S tem izlocˇimo regije, ki
bi v nadaljevanju dajale napacˇne rezultate pri racˇunanju lokacije pusˇcˇice.
ecc =
µ20 + µ02 +
√
(µ20 − µ02)2 + 4 · µ211
µ20 + µ02 −
√
(µ20 − µ02)2 + 4 · µ211
(3.7)
3.4 Lokacija pusˇcˇice
Za izracˇun lokacije pusˇcˇice na pikado tarcˇo smo v obeh opisanih metodah
v nadaljnjih poglavjih uporabili centroid in orientacijski kot regij. Orien-
tacijski kot dobro opisuje smer, v katero meri pusˇcˇica in s tem tudi meri
v lokacijo stika s tarcˇo. V prvi metodi uporabimo centroid in orientacijski
kot v kombinaciji z odstranjevanjem ozadja (poglavje 4). V drugi metodi
pa uporabimo 3D rekonstrukcijo in iˇscˇemo presek ravnine, ki jo tvori pikado
tarcˇa in premica, ki jo tvori orientacija trupa pusˇcˇice (poglavje 5).
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Poglavje 4
Metoda 1 – odstranjevanje
ozadja
Ker se kamere med igro ne premikajo in je pogled na pikado tarcˇo vedno
enak, lahko to izkoristimo in uporabimo odstranjevanje ozadja. Tako dobimo
regije, ki predstavljajo ospredje oziroma pikado pusˇcˇice. Te regije skupaj s
centroidom in orientacijskim kotom uporabimo za racˇunanje lokacije pusˇcˇice
na tarcˇi. Ideja je, da ko imamo binarno sliko ospredja, se lahko sprehodimo
po premici, ki jo tvorita centroid in orientacijski kot, in preverjamo ali smo sˇe
na ospredju oziroma na pusˇcˇici. Ker premica kazˇe proti konici pusˇcˇice, lahko
ko naletimo na slikovni element, ki ni vecˇ v ospredju, pridemo do lokacije, kjer
se pusˇcˇica stika s tarcˇo. Za izracˇun lokacije pusˇcˇice uporabimo homografijo,
kjer lokacijo stika preslikamo na ravnino, ki predstavlja ”top-down”pogled
na tarcˇo.
4.1 Odstranjevanje ozadja
Kot sliko ozadja vzamemo pogled na prazno tarcˇo. Ospredje Fg izracˇunamo
z absolutno razliko med trenutno sliko frame in ozadjem Bg po enacˇbi (4.2).
Sliko ozadja in trenutno sliko najprej spremenimo v sivinsko sliko z OpenCV
funkcijo cvtColor. OpenCV uporablja utezˇeno pretvorbo iz slike RGB v si-
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vinsko sliko (4.1) [11]. Nad sivinskima slikama nato izvedemo odstranjevanje
ozadja. Absolutna razlika se racˇuna za vsak slikovni element slike.
gray(RGB) = 0.299R + 0.587G+ 0.114B (4.1)
Fg =| gray(frame)− gray(Bg) | (4.2)
Nad tako dobljeno sliko ospredja izvedemo operacijo upragovljenja po
vrednosti 18 navzgor. Tako pridobimo binarno sliko, kjer slikovni elementi s
1 predstavljajo ospredje. Prag nastavimo rocˇno, tako da odstranimo majhne
spremembe v ospredju (slika 4.1a). Binarno sliko popravimo z morfolosˇkimi
operacijami zapiranja in odpiranja. Najprej uporabimo zapiranje z jedrom
velikosti 11× 11. Tako zapolnimo majhne in veliko luknje. Nato uporabimo
odpiranje z jedrom velikosti 3× 3, da odstranimo morebitni sˇum. Na koncu
uporabimo sˇe operacijo sˇiritve z jedrom velikosti 1 × 7. S tem razsˇirimo
regije na sliki. To storimo zato, ker bomo pri racˇunanju stika pusˇcˇice s tarcˇo
uporabili orientacijsko premico, ki jo tvorita centroid in orientacijski kot. Po
tej premici bomo iskali stik in z razsˇiritvijo preprecˇimo, da bi bile regije, ki
ustrezajo trupom pusˇcˇic pretanke in bi stik s tarcˇo nasˇli na napacˇnem mestu.
Tako nam ostane binarna slika, ki prikazuje odebeljeno ospredje (slika 4.1b).
(a) (b)
Slika 4.1: (a) Binarna slika ospredja po upragovljenju. (b) Binarna slika
ospredja po morfolosˇkih operacijah z orientacijsko premico v rdecˇi barvi.
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4.2 Uporaba homografije
4.2.1 Homografija
Homografija ali perspektivna transformacija je homogena transformacija, ki
preslika tocˇke iz izvorne ravnine v tocˇke na ciljno ravnino. Preslikava ohranja
ravne premice. Homogena tocˇka izvorne ravnine x se preslika v homogeno
tocˇko ciljne ravnine x′ s homografijo H (4.4) po enacˇbi (4.3) [2].
x′ = H x (4.3)
H =

h11 h12 h13
h21 h22 h23
h31 h32 h33
 (4.4)
Za izracˇun homografije se lahko uporabi direktna linearna transformacija
(DLT). Za par tocˇk lahko enacˇbo (4.3) zapiˇsemo kot (4.5), kjer homografijo
zapiˇsemo po vrsticah h1, h2, h3. S pomocˇjo vektorskega produkta zapiˇsemo
enacˇbo (4.6) po pravilu, da je vektorski produkt dveh enakih vektorjev nicˇelni
vektor. Izracˇunan vektorski produkt (4.7) nato preuredimo v obliko (4.8),
katero lahko uporabimo v DLT. Enacˇba v obliki (4.9) predstavlja mnozˇenje
matrike A velikosti 3× 9 z vektorjem x velikosti 9× 1. Pri tem so elementi
vektorja x neznanke, ki jih iˇscˇemo. Tretjo vrstico matrike A lahko odstra-
nimo, ker je linearno odvisna od prvih dveh. Tako dobimo dve enacˇbi za
en par tocˇk. Ker ima homografija H 8 prostostnih stopenj, potrebujemo
za izracˇun homografije H vsaj 4 pare tocˇk. Pri uporabi para sˇtirih tocˇk je
velikost matrika A 8 × 9. DLT je resˇljiv s singularnim razcepom (SVD),
A = U D VT, pri katerem je resˇitev zadnji stolpec v matriki V [2].
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
x′
y′
w′
 =

h1> x
h2> x
h3> x
 (4.5)
x′ ×H x = 0 (4.6)
x′
y′
w′
×

h1> x
h2> x
h3> x
 =

y′ h3> x− w′ h2> x
w′ h1> x− x′ h3> x
x′ h2> x− y′ h1> x
 = 0 (4.7)
A x = 0 (4.8)
0> −w′ x> y′ x>
w′ x> 0> −x′ x>
−y′ x> x′ x> 0>


h1
h2
h3
 = 0 (4.9)
4.2.2 Uporaba polj na tarcˇi
Pri nasˇi resˇitvi za izracˇun homografije uporabimo centroide zaznanih polj
na pikado tarcˇi. Zaznamo 51 polj. Sredinsko polje ter dvakratna in trikra-
tna polja pri vsaki sˇtevilki. To je zadostno sˇtevilo parov tocˇk za izracˇun
homografije. Ker se kamere ne premikajo in so sredinsko poravnane s polji
na tarcˇi, lahko s temi predpostavkami kreiramo algoritem za prepoznavanje
centroidov. S tem, ko vemo kateri centroid pripada kateremu polju, lahko
centroide nato uporabimo pri racˇunanje homografije H.
Polja zaznavamo s pomocˇjo barve. Polja so lahko rdecˇe ali zelene barve.
Zaznavanje poteka v barvnem prostoru HSV, enako kot pri zaznavanju trupa
pusˇcˇic (poglavje 3.3). Meje za upragovljenje po vrednostih HSV so prika-
zane v tabeli 4.1. Binarno sliko, pridobljeno z upragovljenjem, popravimo z
morfolosˇkimi operacijami zapiranja in odpiranja. Najprej izvedemo zapira-
nje z jedrom velikosti 5 × 5, nato odpiranje z jedrom velikosti 3 × 3. Nad
binarno sliko nato izvedemo iskanje povezanih komponent z OpenCV funk-
cijo connectedComponents. Najdenim regijam izracˇunamo centroid (3.5).
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Barva Meja H S V
rdecˇa
spodnja -5 90 70
zgornja 25 240 255
zelena
spodnja 45 75 100
zgornja 80 145 200
Tabela 4.1: Uporabljene meja pri upragovljenju in detekciji polj na pikado
tarcˇi. Vrednosti so v barvnem prostoru HSV.
(a) (b)
Slika 4.2: Zaznane regije in centroidi pri zaznavanju polj na tarcˇi: (a) Rdecˇa
polja, (b) Zelena polja.
Slika 4.2 prikazuje zaznane regije in izracˇunane centroide.
Naslednji korak je prepoznavanje centroidov. Prepoznanim centroidom
bomo lahko izracˇunali solezˇne tocˇke na ciljni ravnini. Ker so kamere sredinsko
poravnane s polji, so centroidi polj horizontalno poravnani v skupine. Na
sliki 4.3 so prikazane linije, ki potekajo skozi centroide na enaki horizontalni
liniji.
Cˇe centroide (x¯, y¯) uredimo po koordinati y¯ padajocˇe, lahko sortirane
centroide po vrsti prepoznavamo. Ustvarimo vrsto jemanja za primer, ko
kamera je poravnana z zaznano barvo (4.10) in ko ni (4.11). Vrsta jemanja
predstavlja velikost posamezne skupine tocˇk na horizontalni liniji. K tem
dodamo vrsti red jemanja polj. Ta je odvisen od vrstnega reda jemanja in
24 Simon Dimc
(a) (b)
Slika 4.3: Prikaz horizontalnih cˇrt, po katerih lahko centroide grupiramo. (a)
Primer ko zaznana polja niso poravnana s kamero. (b) Primer ko so zaznana
polja poravnana s kamero.
predstavlja vrstni red imen polj. S tem, da so polja v skupini predstavljena
od leve proti desni. Predpona d predstavlja dvojno polje (zunanje), predpona
t trojno polje (notranje). Primer vrstnega reda polj pri poravnavi s poljem
9, s poravnano barvo, je prikazan v (4.12).
vrsta jemanja poravnan = [1, 2, 1, 2, 2, 2, 1, 2, 2, 2, 1, 2, 1] (4.10)
vrsta jemanja neporavnan = [2, 4, 2, 5, 2, 4, 2] (4.11)
vrsta polja = [d9, d5, d11, t9, t5, t11, d1,
d16, t1, t16, 50, t4, t19, d4,
d19, t6, t17, t15, d6, d17, d15] (4.12)
S tem lahko zapiˇsemo algoritem, ki izracˇuna, kateri centroid pripade ka-
teremu polju 4.4.
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// seznam sortiranih centroidov po y padajocˇe
centroid_list = [...]
vrsta_jemanja = [...]
vrsta_polja = [...]
polje_centroid = {} // slovar, polje->centroid
n = 0 // sˇtevec za sprehajanje po centroid_list seznamu
for jemanje in vrsta_jemanja:
// centroidi v liniji
centroid_linija = []
for jemanje_index in range(jemanje):
centroid = centroid_list[n + jemanje_index]
centroid_linija.append(centroid)
// sortiraj po x narasˇcˇajocˇe
centroid_linija.sort(centroid_linija.x)
// zapolni slovar
for centroid_index in range(len(centroid_linija)):
polje = vrsta_polja[n + centroid_index]
centroid = tocˇka_linija[centroid_index]
polje_centroid[polje] = centroid
n += len(centroid_linija)
Slika 4.4: Algoritem za prepoznavanje centroidov zaznanih polj.
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4.2.3 Izracˇun homografije
Ko imamo centroide prepoznane se lotimo racˇunanje parov tocˇk, ki jih bomo
uporabili za izracˇun homografije. Centroide moramo preslikati na ciljno rav-
nino, ki predstavlja ”top-down”pogled na pikado tarcˇo. Izmerili smo di-
menzije pikada tarcˇe (glej tab. 4.2). Izracˇunali smo tudi kote, kateri gredo
cˇez sredino polj za posamezno sˇtevilko (glej tab. 4.3). Tako lahko lokacijo
tocˇk na ciljni ravnini za posamezni center dvakratnega ali trikratnega polja
izracˇunamo po formulah (4.13) in (4.14), kjer θ predstavlja kot v radianih,
ki poteka skozi polje. Center tarcˇe na ciljni ravnini je v lokaciji (0, 0).
trikratno : (x, y) = (102.5 · cos(θ), 102.5 · sin(θ)) (4.13)
dvakratno : (x, y) = (165 · cos(θ), 165 · sin(θ)) (4.14)
Preslikavo hocˇemo prikazati na sliki. Koordinatni sistem slike pa ima
izhodiˇscˇe v levem zgornjem kotu, ki pa je drugacˇno od nasˇega ciljnega koor-
dinatnega sistema. Odlocˇili smo se, da za velikost slike uporabimo zunanji
rob pikado tarcˇe v milimetrih (tab. 4.2). Sˇirina in viˇsina slike bosta tako 450
slikovnih enot. Nasˇe ciljne tocˇke pomaknemo za 225 enot pozitivno v smeri
x osi in 225 enot negativno v smeri y osi. Tako dobimo ciljne tocˇke, ki so
pravilno postavljene v koordinatni sistem slike.
Sedaj imamo seznam parov tocˇk, ki predstavljajo centroide in tocˇke, v
katere se centroidi preslikajo na ciljno ravnino. Homografijo H lahko sedaj
izracˇunamo z OpenCV funkcijo findHomography. Za metodo racˇunanja izbe-
remo iterativni nacˇin z DLT in metodo najmanjˇsih kvadratov. Izracˇunano ho-
mografijo H potem uporabimo v perspektivni transormaciji z OpenCV funk-
cijo warpPerspective. Prikaz preslikane pikado tarcˇe je viden na sliki 4.5a.
4.3 Izracˇun lokacije
Sedaj imamo na vseh treh kamerah realizirano detekcijo trupov. Ta nam za
vsak zaznan trup vrne centroid in orientacijski kot. Za vsako kamero imamo
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tocˇka razdalja (mm)
50 zunanji rob 7
25 center 12
25 zunanji rob 17
trikratno polje notranji rob 97.5
trikratno polje center 102.5
trikratno polje zunanji rob 107.5
dvokratno polje notranji rob 160
dvokratno polje center 165
dvokratno polje zunanji rob 170
tarcˇa zunanji rob 225
Tabela 4.2: Dimenzije pikada tarcˇe. Razdalje od centra tarcˇe (0, 0) do posa-
mezne tocˇke v tarcˇi.
polja kot (stopinje)
6 0
13 18
4 36
18 54
1 72
20 90
5 108
12 126
9 144
14 162
polja kot (stopinje)
11 180
8 198
16 216
7 234
19 252
3 270
17 288
2 306
15 324
10 342
Tabela 4.3: Koti, ki potekajo cˇez sredino polj za posamezno sˇtevilko.
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(a) (b)
Slika 4.5: (a) Preslikana slika v ”top-down”ravnino s homografijo H. (b)
Izracˇunane lokacije stika pusˇcˇice s pikado tarcˇo. Lokacije so oznacˇene s svetlo
modro barvo.
izracˇunano binarno sliko ospredja in homografijo, ki preslika tarcˇo na ”top-
down”ravnino. S temi podatki lahko izracˇunamo koordinate lokacij pusˇcˇic
na tarcˇi.
Najprej izracˇunamo lokacijo stika pusˇcˇice s tarcˇo na sliki. To storimo
tako, da se sprehodimo po premici, ki jo tvorita centroid in orientacijski
kot. Zacˇnemo pri centroidu in se sprehodimo proti konici pusˇcˇice. Ob tem
preverjamo, cˇe smo na ospredju (vrednost slikovnega elementa 1) ali ozadju
(vednost slikovnega elementa 0). Ko zaznamo, da smo priˇsli do ozadja, pre-
kinemo iskanje in gremo eno premik po premici nazaj in to pozicijo dolocˇimo
kot lokacijo stika. Algoritem za iskanje stika je prikazan na sliki 4.6.
Dobljene lokacije nato preslikamo s homografijo in tako pridobimo tocˇke
na ”top-down”ravnini. Lokacijo stika izracˇunamo za vsak pogled kamere. Ob
prekrivanjih se lahko zgodi, da katera kamera ne zazna trupa pusˇcˇice in tako
ne izracˇuna lokacije. Koncˇno lokacijo pusˇcˇic izracˇunamo glede na sˇtevilo
pridobljenih lokacij. V primeru ene lokacije vrnemo lokacijo. V primeru
dveh lokacij, jima izracˇunamo centroid (4.15) in tega vrnemo kot koncˇno
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fun najdiStikSTarco(binarna_slika, centroid, orient_kot):
dolzina = 1
prej_x = centroid.x
prej_y = centroid.y
while znotraj okvirja slike:
x = centroid.x + dolzina * cos(orient_kot)
y = centroid.y + dolzina * sin(orient_kot)
if binarna_slika[x, y] != 1:
return (prej_x, prej_y)
prej_x = x
prej_y = y
dolzina += 1
return (prej_x, prej_y)
Slika 4.6: Algoritem za racˇunanje stika pusˇcˇice s tarcˇo, z uporabo binarne
slike ospredja.
lokacijo. V primeru treh lokacij pa preverjamo, ali katera od lokacij odstopa
od izracˇunanega centroida (4.15) vseh treh lokacij. To storimo tako, da
najprej izracˇunamo centroid, nato izracˇunamo razdaljo od vsake lokacije do
centroida in vzamemo tocˇko s najvecˇjo razdaljo. To razdaljo nato delimo s
povprecˇjem ostalih dveh razdalj. Cˇe je kolicˇnik manjˇsi ali enak 0.7, tocˇko
odstranimo iz izracˇuna in za koncˇno lokacijo uporabimo centroid ostalih dveh
tocˇk. Primer izracˇunanih lokacij pusˇcˇic je prikazan na sliki 4.5b.
(x¯, y¯) =
(x1 + x2 + · · ·+ xn
n
,
y1 + y2 + · · ·+ yn
n
)
(4.15)
4.4 Prednosti in slabosti opisane metode
Resˇitev deluje dobro, cˇe pusˇcˇice niso tesno ena ob drugi. Prednost te resˇitve
je, da lahko lokacijo izracˇunamo samo iz pogleda ene kamere. Vecˇ kamer
uporabimo le za resˇevanje prekrivanj in bolj natancˇno racˇunanje.
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Tezˇave nastajajo v primerih, ko so pusˇcˇice na kupu. Pri pusˇcˇicah na
kupu se regije, ki predstavljajo pusˇcˇice zdruzˇijo v eno regijo in pride lahko
do tako popacˇenih regij, da izracˇunane lokacije niso vecˇ tocˇne. Tezˇave lahko
nastopijo, ko se pusˇcˇice prekrivajo na tak nacˇin, da regije ospredja slabo
definirajo konice pusˇcˇic. Tak primer je prikazan na sliki 4.7b. Tukaj sprednja
pusˇcˇica prekriva zadnjo pusˇcˇico tako, da pri racˇunanju stika po premici za
zadnjo pusˇcˇico pridemo do lokacije, ki je nekje na sprednji pusˇcˇici. V primeru,
da lokacije izracˇunamo za vse tri poglede, ta problem resˇimo z izkljucˇitvijo
najbolj oddaljene tocˇke. V primeru, kjer pa bi imeli samo lokacije iz enega
ali dveh pogledov, pa bi prihajalo do napacˇnih izracˇunov.
Slabost te resˇitve je, da je zelo odvisna od kakovosti zaznanega ospredja.
Ker so konice pusˇcˇic tanke in iz taksˇnega materijala, da odsevajo svetlobo,
prihaja do primerov, ko pri racˇunanju ospredja, konico pusˇcˇice sistem ne
zazna. Tak primer je viden na sliki 4.7a. Do tega prihaja predvsem, ko
konice pusˇcˇic prekrivajo cˇrna polja na tarcˇi. Tezˇave povzrocˇajo tudi sence,
ki nastajajo na tarcˇi zaradi pusˇcˇic.
(a) (b)
Slika 4.7: (a) Sence in nezaznane konice pusˇcˇic pri racˇunanju ospredja. (b)
Prekrivanje pusˇcˇic, ki prevede do napacˇnega racˇunanja stika pusˇcˇice s tarcˇo
za pusˇcˇico v ozadju.
Poglavje 5
Metoda 2 – 3D rekonstrukcija
Ta resˇitev temelji na tem, da lahko zaznane trupe pusˇcˇic umestimo v 3D
prostor sveta. Tako nam ni potrebno lokacij pusˇcˇic racˇunati z zaznavanje
ospredja in se s tem izognemo problemom zaznavanja konic pusˇcˇic. Ka-
mere umestimo v prostor s pomocˇjo zaznanih polj na pikado tarcˇi. Ker
poznamo dimenzije tarcˇe, lahko centroide zaznanih polj umestimo v 3D pro-
stor. To uporabimo za izracˇun zunanjih parametrov kamer. 3D lokacijo
trupov izracˇunamo s pomocˇjo triangulacije. Lokacijo pusˇcˇice lahko nato
izracˇunamo s presekom ravnine, ki jo tvori pikado tarcˇa in premice, ki jo
tvori orientacijska premica trupa pusˇcˇice.
5.1 Model kamere
Kamera predstavlja preslikavo iz 3D sveta na 2D slikovno ravnino. Model
kamere je matematicˇni zapis te preslikave. Najbolj enostavni model kamere
je model kamere z luknjico 5.1. Pri tem modelu je opticˇni center kamere C
postavljen v sredino koordinatnega sistema. Opticˇna os je poravnana z osjo
z. Slikovna ravnina je v smeri opticˇne osi, za goriˇscˇno razdaljo f oddaljena od
opticˇnega centra. Center koordinatnega sistema slikovne ravnine je v preseku
opticˇne osi s slikovno ravnino. Tocˇka v koordinatnem sistemu sveta [X, Y, Z]
se na slikovno ravnino v tocˇko [x, y] preslika po enacˇbah (5.1). Enacˇbi lahko
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Slika 5.1: Model kamere z luknjico. Vir slike [12].
zapiˇsemo kot homogeno preslikavo med homogenimi koordinatami tocˇk (5.2).
Preslikavo lahko zapiˇsemo krajˇse kot (5.3), pri tem P imenujemo projekcijsko
matriko kamere [2].
x = f
X
Z
y = f
Y
Z
(5.1)

fX
fY
Z
 =

f 0
f 0
1 0


X
Y
Z
1
 (5.2)
x = P X (5.3)
Pri trenutni preslikavi predpostavljamo, da je center koordinatnega sis-
tema slikovne ravnine v presecˇiˇscˇu opticˇne osi z ravnino. V digitalnih kame-
rah to ni vedno res. Tako dodamo translaciji px, py, ki povesta za koliko je
center koordinatnega sistema zamaknjen od presecˇiˇscˇa z opticˇno osjo (5.4) [2].
P =

f px 0
f py 0
1 0
 (5.4)
Do zdaj je kamera postavljena v srediˇscˇu koordinatnega sistema sveta. V
realnem svetu to seveda ne drzˇi. Kamero lahko poljubno premikamo po pro-
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storu. Nasˇi preslikavi dodamo rotacijo in translacijo, ki nasˇo kamero postavi
v koordinatni sistem sveta. Najprej projekcijski matriki kamere odcepimo
kalibracijsko matriko kamere (5.6). Ta hrani notranje parametre kamere.
Preslikavo lahko sedaj zapiˇsemo kot (5.5), kjer je P = K[I3 | 0], Xcam pa je
tocˇka v koordinatnem sistemu kamere. I3 je matrika identitete velikosti 3×3,
0 pa nicˇelni vektor velikost 3× 1. Preslikava iz koordinatnega sistema sveta
v koordinatni sistem kamere je realizirana z rotacijsko matriko R velikosti
3× 3 in translacijskim vektorjem −X0 velikosti 3× 1 (5.7) [2].
x = K[I3 | 0] Xcam (5.5)
K =

f px
f py
1
 (5.6)
Xcam =
[
R 0
0> 1
][
I3 −X0
0> 1
]
X (5.7)
Xcam =
[
R −RX0
0T 1
]
X (5.8)
Zdruzˇen zapis v eni homogeni transformaciji (5.8), lahko zdruzˇimo v ce-
loten zapis preslikave (5.9), pri kateri projekcijsko matriko kamere zapiˇsemo
kot (5.10) ali (5.11) [2].
x = K R [I3 | −X0] X (5.9)
P = K R [I3 | −X0] (5.10)
P = K [R | t], t = −R X0 (5.11)
Tako dobimo preslikavo, pri kateri lahko kamero postavimo poljubno v
prostor.
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5.2 Zunanji parametri
Da bi lahko uporabili triangulacijo moramo poznati projekcijske matrike vseh
treh kamer (5.11). Za izracˇun posamezne potrebujemo kalibracijsko matriko
kamere ter rotacijo in translacijo iz koordinatnega sistema sveta v koordinatni
svet kamere. Kalibracijsko matriko kamer (5.6) smo zˇe pridobili pri kalibrira-
nju kamer (poglavje 3.2). Tako za izracˇun projekcijske matrike potrebujemo
sˇe rotacijsko matriko (5.12) in translacijski vektor (5.13). Ta predstavljata
zunanje parametre kamere.
R =

r11 r12 r13
r21 r22 r23
r31 r32 r33
 (5.12)
t =

tx
ty
tz
 (5.13)
Za racˇunanje projekcijske matrike se lahko uporabi direktna linearna
transformacija (DLT). Uporabi se podoben postopek kot pri racˇunanju homo-
grafije (poglavje 4.2.1). V tem primeru potrebujemo za izracˇun vsaj 6 parov
tocˇk, ker ima projekcijska matrika 11 prostostnih stopenj. Cˇe je kalibracij-
ska matrika kamere znana, pa se lahko uporabijo metode, ki to izkoristijo in
posledicˇno potrebujejo manj parov tocˇk [13].
V nasˇem primeru smo kalibracijsko matriko kamere zˇe pridobili, rabili smo
sˇe podatke rotacijo (5.12) in translacijo (5.13) kamere. Za izracˇun teh smo
uporabili OpenCV funkcijo solvePnP, pri kateri smo za metodo racˇunanja
izbrali iterativni nacˇin z DLT in metodo najmanjˇsih kvadratov. Funkcija za
parametre prejme pare tocˇk. En par tocˇk predstavljajo tocˇko v koordinatnem
sistemu slike in tocˇko v koordinatnem sistemu sveta. Pri izbrani metodi je
potrebno uporabiti vsaj 6 parov tocˇk.
Za tocˇke v koordinatnem sistemu slike smo uporabili centroide zaznanih
polj na pikado tarcˇi (poglavje 4.2.2). Tocˇko v koordinatnem sistemu sveta
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smo nato enako kot pri racˇunanju homografije (poglavje 4.2.3) izracˇunali po
enacˇbah (4.13) in (4.14). S tem smo dobili tocˇke v 2D koordinatnem sistemu.
Te smo umestili v 3D prostor z dodajanjem vrednostjo za z os. Uporabili
smo vrednost 0. Tako so polja in s tem pikado tarcˇa, v koordinatnem sistemu
sveta, postavljena na ravnino z = 0.
Izracˇunanih 51 parov tocˇk smo uporabili v funkciji solvePnP in prido-
bili rotacijsko matriko R (5.12) in translacijski vektor t (5.13). Rotacijsko
matriko in translacijski vektor smo zdruzˇili v matriko velikosti 3 × 4, kjer
prvi trije stolpci predstavljajo rotacijsko matriko, zadnji stolpec pa transla-
cijski vektor. To matriko smo pomnozˇili s kalibracijsko matriko kamere K in
pridobili projekcijsko matriko kamere P (5.11).
5.3 Triangulacija
Triangulacija se uporablja za racˇunanje lokacije tocˇke v koordinatnem sis-
temu sveta s pomocˇjo dveh ali vecˇ pogledov na enako tocˇko iz koordinatnega
sistema slike. Ker se pri preslikavi iz sveta v sliko izgubi informacija o glo-
bini, je potrebno za obratno preslikavo, iz slike v svet, uporabiti vsaj dva
pogleda. Triangulacija se lahko racˇuna s pomocˇjo direktne linearne transfor-
macije (DLT).
Preslikava tocˇke iz koordinatnega sistema sveta X v tocˇko v koordinatnem
sistemu slike x, je zapisana s projekcijsko matriko kamere P po enacˇbi (5.14).
Enako kot pri izracˇunu homografije (poglavje 4.2.3) lahko uporabimo vektor-
ski produkt x × P X = 0 in ga zapiˇsemo v obliki A X = 0. S tem dobimo
enacˇbo (5.15). Zaradi linearne odvisnosti lahko odstranimo zadnjo vrstico
matrike A. Tako ugotovimo, da za vsak pogled dobimo dve enacˇbi. Pri nasˇi
resˇitvi uporabljamo tri kamere, zato v matriko A zapiˇsemo 6 enacˇb, po dve
za vsako kamero (5.16). Velikost matrike A je tako 6 × 4, vektor X pa je
velikosti 4 × 1. Resˇitev enacˇbe in s tem lokacija tocˇke X v koordinatnem
sistemu sveta se izracˇuna s pomocˇjo singularnega razcepa (SVD) [2].
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x = P X (5.14)
y p3> − w p2>
w p1> − xp3>
xp2> − y p1>
[X] = 0 (5.15)

y1 p
3>
1 − w1 p2>1
w1 p
1>
1 − x1 p3>1
y2 p
3>
2 − w2 p2>2
w2 p
1>
2 − x2 p3>2
y3 p
3>
3 − w3 p2>3
w3 p
1>
3 − x3 p3>3

[
X
]
= 0 (5.16)
Pri nasˇi resˇitvi za racˇunanje triangulacije uporabljamo knjizˇnico Numpy.
OpenCV ima funkcijo za triangulacijo, a ta podpira samo triangulacijo za
dva pogleda. Z Numpy podatkovno strukturo array sestavimo matriko A,
nad katero nato izvedemo SVD z Numpy funkcijo linalg.svd.
5.4 Izracˇun lokacije
Lokacijo pusˇcˇice racˇunamo s presekom premice in ravnine v koordinatnem
sistemu sveta. Premico pridobimo s pomocˇjo izracˇunanega centroida in ori-
entacijskega kota trupa pusˇcˇice. Ravnina pa predstavlja pikado tarcˇa.
Za izracˇun premice, ki predstavlja smer pusˇcˇice potrebujemo dve tocˇki v
koordinatnem sistemu sveta. Eno dobimo s centroidom. Drugo pa izracˇunamo
tako, da se sprehodimo navzdol po orientacijski premici trupa in izberemo
zadnjo tocˇko, ki je sˇe predstavlja regijo trupa. Postopek je enak iskanju lo-
kacije pusˇcˇice v prvi resˇitvi, kjer smo iskali tocˇko po premici na binarni sliki
ospredja. Tako dobimo dve tocˇki na trupu. To storimo pri vseh treh pogledih
in s tem lahko, s triangulacijo, izracˇunamo njihovo lokacijo v koordinatnem
sistemu sveta.
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Pri racˇunanju zunanjih parametrov kamere smo tocˇke v koordinatnem sis-
temu sveta, ki predstavljajo centre polj na pikado tarcˇi, postavili na ravnino
z = 0. Zato za racˇunanje preseka uporabimo to ravnino.
Premico lahko zapiˇsemo s formulo (5.17), pri kateri je l0 tocˇka na premici,
l smerni vektor premice in d skalar. Ravnino lahko definiramo s tocˇko na
ravnini p0 in normalo na ravnino n po enacˇbi (5.18), kjer je p poljubna
tocˇka na ravnini [6].
p = d · l + l0 (5.17)
(p− p0) · n = 0 (5.18)
Premica in ravnina se lahko sekata ali pa sta si vzporedna med seboj.
Vzporednost preverimo s skalarnim produktom normale na ravnino n in smer-
nega vektorja premice l. Ob vzporednosti je skalarni produkt enak 0. Cˇe si
nista vzporedna, se sekata v eni tocˇki na ravnini [6].
Presek lahko izracˇunamo, cˇe funkcijo premice (5.17) vstavimo v enacˇbo
ravnine (5.18) in izpostavimo skalar d (5.19). Tocˇko preseka izracˇunamo tako,
da dobljen skalar d uporabimo v funkciji premice (5.17) [6].
d =
(p0 − l0) · n
l · n (5.19)
V nasˇem primeru smo po triangulaciji dobili centroid c in spodnjo tocˇko
trupa b. Vemo, da je ravnino pikado tarcˇe z = 0. Smerni vektor premice l
izracˇunamo s tem, da odsˇtejemo c od b. Za tocˇko na premici t0 izberemo c.
Za tocˇko na ravnini p0 izberemo [0, 0, 0], normala na ravnino pa kazˇe v smeri
osi z in je enaka [0, 0, 1].
Koncˇna lokacija pusˇcˇice je tocˇka presecˇiˇscˇa premice in ravnine. Prikaz
izracˇunane premice in preseka na primeru meta treh pusˇcˇic je viden na
sliki 5.2.
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(a)
(b)
Slika 5.2: Prikaz racˇunanja lokacije z 3D rekonstrukcijo. (a) Pusˇcˇice v pikado
tarcˇi. (b) Premica za vsako pusˇcˇico in ravnina, obarvana svetlo modro.
5.5 Prednosti in slabosti opisane metode
Resˇitev s 3D rekonstrukcijo deluje dobro. Tocˇnost je odvisna od natancˇnosti
kalibracije kamer in izracˇunane lokacije kamer v prostoru, ter od oblike regij
zaznanih trupov. Obcˇasno prihaja do rahlo napacˇnih izracˇunov v primerih
ko so pusˇcˇice zelo skupaj in si med seboj prekrivajo trupe. Ob tem, regija
pridobljena z zaznavanjem trupov, ni pravilne oblike in s tem prihaja do
majhne napake pri izracˇunu orientacijskega kota regije.
Vecˇjo tezˇavo predstavlja primer, ko je ena od pusˇcˇic pokrita tako, da je
njen trup viden samo iz ene kamere. Ker samo z enim pogledom ne moremo
izvesti triangulacije, taksˇni pusˇcˇici ni mogocˇe izracˇunati lokacije. Primer
taksˇne situacije je viden na sliki 5.3. To napako bi lahko resˇili z uporabo
dodatne cˇetrte kamere. Z uporabo sˇtirih kamer, ki bi bile enakomerno posta-
vljene okoli tarcˇe, bi tarcˇo pokrili z vseh smeri in primerov, v katerih pusˇcˇica
ne bi bila vidna s vsaj dvema kamerama, ne bi bilo vecˇ.
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(a) (b)
(c)
Slika 5.3: Prikaz primera pri katerem se pusˇcˇice prekrivajo tako, da zakrivajo
trup rumene pusˇcˇice pred dvema kamerama. Tako ima pogled na njo samo
ena kamera. V tem primeru lokacijo rumene pusˇcˇice ni mogocˇe izracˇunati.
(a) Prva kamera. (b) Druga kamera. (c) Tretja kamera.
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Testiranje
Oba prototipa smo testirali na pravih primerih metov pusˇcˇic. Kot pri meta-
nju med igro, smo v pikado tarcˇo metali po 3 pusˇcˇice hkrati. Testiranje smo
razdelili na dva dela. V prvem smo pusˇcˇice metali tako, da je bila razdalje
med njimi velika. V drugem delu pa smo pusˇcˇice metali tako, da so v tarcˇo
priletele zelo skupaj. Tako smo oba prototipa testirali v vseh primerih, ki
lahko nastopijo med igro pikada.
Testiranje je potekalo tako, da smo najprej pusˇcˇice vrgli v tarcˇo. Nato
smo zabelezˇili izracˇunane lokacije pusˇcˇic, ki sta jih izracˇunala oba prototipa.
Na koncu smo lokacije pusˇcˇic rocˇno izmerili. Izmerjene in izracˇunane loka-
cije smo merili v milimetrih. Srediˇscˇe koordinatnega sistema smo postavili v
srediˇscˇe tarcˇe. Testirali smo 24 metov pusˇcˇic, 12 za primere, ko so pusˇcˇice
narazen in 12, ko so tesno skupaj. Skupno je bilo vrzˇenih 72 pusˇcˇic. Vizuali-
zacija polozˇajev vrzˇenih pusˇcˇic je vidna na slikah 6.3 in 6.4. Tabela 6.2 pri-
kazuje izmerjene lokacije pusˇcˇic. Tabela 6.3 prikazuje izracˇunane lokacije pri
prototipu z metodo odstranjevanja ozadja. Tabela 6.4 prikazuje izracˇunane
lokacije pri prototipu z metodo 3D rekonstrukcije. Izracˇunanim lokacijam
smo izracˇunali razdaljo od izmerjene lokacije.
Razdalje za posamezne meritve pri obeh prototipih so prikazane v gra-
fih 6.1 in 6.2. Cˇe primerjamo oba grafa vidimo, da je metoda s 3D rekon-
strukcijo bolj konstantna in bolj natancˇno izracˇuna lokacije pusˇcˇic. Pri obeh
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metodah se razdalje po 12 meritvi, ko smo zacˇeli testirani s pusˇcˇicami, ki
stojijo tesno skupaj, povecˇajo.
Izracˇunanim razdaljam smo za posamezne dele meritev izracˇunali pov-
precˇno vrednost in standardni odklon. Podatki so vidni v tabeli 6.1. Iz
izracˇunanih podatkov je vidno, da sta oba prototipa boljˇsa v primerih, ko
so pusˇcˇice narazen. Rezultati se poslabsˇajo v primerih, ko so pusˇcˇice zelo
skupaj in se zato lahko prekrivajo. Cˇe primerjamo oba prototipa na po-
sameznih delih testiranja, je v vseh primerih boljˇsi prototip z metodo 3D
rekonstrukcije.
Meritve Povprecˇje Standardni odklon
Odstranjevanje ozadja, pusˇcˇice narazen 2,9 2,3
Odstranjevanje ozadja, pusˇcˇice skupaj 3,8 3,0
3D rekonstrukcija, pusˇcˇice narazen 1,6 0,8
3D rekonstrukcija, pusˇcˇice skupaj 3,1 2.0
Odstranjevanje ozadja, vse meritve 3,3 2,7
3D rekonstrukcija, vse meritve 2,4 1,7
Tabela 6.1: Povprecˇna vrednost in standardni odklon za razdalje od
izracˇunane do izmerjene lokacije. Povprecˇna vrednost in standardni odklon
sta izracˇunana za posamezne dele meritev. Vrednosti so v milimetrih.
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Slika 6.1: Graf prikazuje razdalje od izracˇunane do izmerjene lokacije, za
posamezne meritve, pri prototipu z metodo odstranjevanja ozadja.
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Slika 6.2: Graf prikazuje razdalje od izracˇunane do izmerjene lokacije, za
posamezne meritve, pri prototipu z metodo 3D rekonstrukcije.
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Slika 6.3: Polozˇaji pusˇcˇic v testnih primerih, kadar smo pusˇcˇice metali nara-
zen.
Slika 6.4: Polozˇaji pusˇcˇic v testnih primerih, kadar smo pusˇcˇice metali skupaj.
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modra rumena vijolicˇna
# x y x y x y
1 21,5 117 -31 -57 95 -2
2 -86,5 58 74 10,5 28 -118,5
3 145 -10,5 -138 -96,5 -46,5 137
4 3,4 3,5 -50 -34 68,5 81
5 115 64 65,5 -83 40,5 -11
6 -74,5 108 66 126 -128 62,5
7 -1 -151 -107 -74,5 18 -13
8 123,5 81,5 123 -68 -117 2,5
9 126 -86 -136 65,5 -19,5 67
10 -8,5 145 -119 74 -116 -109
11 54,5 151 -161 -35,5 4,5 -163
12 -63 -96 71 -75 -60 26,5
13 -43 95 -38,5 99 -64,5 81
14 71 32 78 29,5 86 40,5
15 3 34,5 -15 23,5 -7 26
16 14 -108 12 -118 -12 -95
17 143 -39,5 136 -40 140 -56,5
18 -76 87 -54,5 123 -72 97
19 -24 -16,5 -35 -3 -30 -12
20 -87 -56,5 -105 -48,5 -96 -46
21 104 98 96,5 111 99 97
22 -117 32 -134 36 -149 35
23 94,5 -135 98,5 -121 91 -138
24 -75 -143 -65 -156 -61 -156
Tabela 6.2: Izmerjene lokacije pusˇcˇic na pikado tarcˇi. Horizontalna cˇrta na
sredini razdeljuje oba dela, kjer merimo pusˇcˇice, ki so skupaj in narazen.
Meritve so v milimetrih. Srediˇscˇe koordinatnega sistema je v sredini tarcˇe.
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modra rumena vijolicˇna
# x y ∆ x y ∆ x y ∆
1 23.0 117.0 1.5 -32.0 -59.0 2.2 97.1 -3.6 2.7
2 -88.5 60.0 2.8 72.5 8.7 2.4 28.3 -120.8 2.3
3 146.4 -10.5 1.4 -145.9 -91.6 9.3 -45.7 137.7 1.1
4 4.0 -1.8 5.3 -50.7 -35.9 2.1 70.9 79.6 2.8
5 116.3 65.9 2.3 68.0 -84.7 3.1 43.8 -10.7 3.3
6 -77.9 110.8 4.4 67.8 126.5 1.8 -129.1 62.9 1.2
7 -1.2 -156.4 5.4 -105.3 -75.5 1.9 18.3 -13.1 0.3
8 122.4 80.3 1.6 122.3 -70.1 2.2 -117.9 2.0 1.0
9 126.9 -85.5 1.1 -135.9 66.2 0.7 -18.7 67.0 0.8
10 -7.2 149.2 4.4 -119.5 76.5 2.5 -115.4 -108.9 0.6
11 54.8 157.5 6.5 -163.1 -39.5 4.5 2.0 -172.6 9.9
12 -63.3 -97.2 1.3 68.7 -80.9 6.3 -60.0 27.2 0.8
13 -44.7 95.4 1.7 -41.1 98.4 2.7 -65.8 88.6 7.7
14 80.0 34.2 9.3 79.8 29.4 1.8 85.8 40.2 0.4
15 2.5 35.8 1.4 -13.8 20.0 3.7 -2.4 27.2 4.8
16 13.6 -110.3 2.3 9.6 -118.0 2.4 -12.6 -99.3 4.4
17 146.8 -42.9 5.1 143.6 -41.0 7.7 144.8 -59.8 5.9
18 -71.1 86.1 5.0 -53.5 123.8 1.2 -68.3 94.1 4.7
19 -22.6 -16.1 1.5 -34.6 -1.5 1.6 -27.9 -10.4 2.7
20 -87.3 -58.4 2.0 -100.2 -47.1 5.0 -96.3 -45.4 0.6
21 104.2 96.3 1.7 100.4 112.2 4.1 100.0 90.9 6.2
22 -119.8 32.5 2.9 -140.2 50.5 15.7 -146.3 33.1 3.3
23 95.1 -135.3 0.7 98.9 -125.8 4.8 94.6 -135.1 4.7
24 -77.2 -143.8 2.4 -64.5 -158.8 2.9 -61.1 -156.6 0.6
Tabela 6.3: Izracˇunane lokacije pusˇcˇic in njihova razdalja od izmerjene loka-
cije pri prototipu, ki uporablja metodo odstranjevanje ozadja. Podatki so v
milimetrih.
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modra rumena vijolicˇna
# x y ∆ x y ∆ x y ∆
1 23.1 118.8 2.5 -30.1 -57.0 0.9 95.3 -3.6 1.6
2 -88.2 57.0 2.0 74.4 9.0 1.6 27.8 -121.4 2.9
3 146.3 -11.0 1.4 -139.1 -97.2 1.3 -48.2 138.4 2.2
4 2.6 4.0 1.0 -48.9 -37.8 3.9 69.0 80.6 0.7
5 116.2 64.2 1.2 65.5 -84.2 1.2 41.8 -12.2 1.8
6 -76.4 110.3 3.0 66.8 125.3 1.0 -130.7 63.1 2.7
7 -1.5 -153.6 2.7 -106.3 -74.6 0.7 17.9 -14.0 1.0
8 124.4 82.3 1.2 123.0 -69.1 1.1 -118.2 1.8 1.4
9 127.0 -85.3 1.2 -134.9 64.3 1.6 -18.4 66.3 1.3
10 -7.3 147.2 2.5 -120.2 75.5 1.9 -116.5 -108.7 0.5
11 54.9 152.7 1.8 -161.5 -35.6 0.5 4.2 -164.8 1.8
12 -63.4 -97.0 1.1 73.0 -76.4 2.5 -58.9 26.9 1.1
13 -41.9 96.5 1.9 -39.2 100.2 1.4 -70.5 80.6 6.0
14 70.9 32.7 0.7 80.8 26.7 4.0 86.0 42.1 1.6
15 4.2 38.5 4.2 -14.3 24.3 1.1 -9.1 22.5 4.1
16 14.7 -109.0 1.2 13.8 -121.4 3.8 -10.0 -97.8 3.4
17 145.8 -33.7 6.5 141.2 -34.9 7.3 142.6 -58.7 3.4
18 -67.3 86.5 8.7 -54.8 124.3 1.3 -72.7 95.9 1.3
19 -24.3 -15.6 0.9 -34.5 -2.7 0.6 -29.4 -13.2 1.4
20 -87.2 -59.8 3.3 -103.8 -45.2 3.5 -95.0 -46.5 1.1
21 104.7 101.8 3.9 98.8 114.7 4.4 102.9 97.3 3.9
22 -118.4 30.6 2.0 -135.8 35.3 2.0 -152.8 35.5 3.8
23 96.3 -137.9 3.5 99.7 -122.6 2.0 86.5 -142.9 6.6
24 -77.2 -144.8 2.8 -64.0 -158.1 2.3 -62.0 -159.4 3.5
Tabela 6.4: Izracˇunane lokacije pusˇcˇic in njihova razdalja od izmerjene lo-
kacije pri prototipu, ki uporablja metodo 3D rekonstrukcije. Podatki so v
milimetrih.
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Poglavje 7
Zakljucˇek
V diplomski nalogi smo razvili dva prototipa za detekcijo polozˇaja pikado
pusˇcˇic na pikado tarcˇi. Za zajem slike smo uporabili tri spletne kamere
Logitech C270, ki so postavljene okoli pikado tarcˇe, tako da najbolje zaje-
majo pogled na njo. Kameram smo dolocˇili notranje parametre s pomocˇjo
metode s sˇahovnico. Namesto zaznavanja same pusˇcˇice, smo zaradi lazˇjega
zaznavanje uporabili obarvane trupe pusˇcˇic. Trup smo uporabili, ker ohranja
usmerjenost pusˇcˇice.
Prvi prototip deluje z metodo odstranjevanja ozadja in preslikave na ciljno
ravnino s homografijo. Z odstranjevanjem ozadja izracˇunamo ospredje, ki
predstavlja pusˇcˇice. Lokacijo pusˇcˇice poiˇscˇemo po orientacijski premici trupa
na sliki ospredja. Lokacijo na sliki preslikamo na ciljno ravnino s pomocˇjo
homografije in tako pridobimo lokacijo pusˇcˇice na tarcˇi.
Drugi prototip za racˇunanje lokacije pusˇcˇic uporablja 3D rekonstrukcijo.
Kamere umestimo v prostor s pomocˇjo zaznanih polj na pikado tarcˇi. S
pomocˇjo triangulacije izracˇunamo premico, ki predstavlja usmerjenost pusˇcˇice
in je postavljena v 3D prostor. Lokacijo pusˇcˇice nato izracˇunano z iskanjem
presecˇiˇscˇa orientacijske premice in ravnine, ki predstavlja tarcˇo.
Oba prototipa smo testirali na sˇtiriindvajsetih metih kompleta treh pusˇcˇic.
Testiranje pokazˇe, da je drugi prototip, ki uporablja 3D rekonstrukcijo, v
primerjavi s prvim bolj konstanten in bolj natancˇno izracˇuna lokacije pusˇcˇic.
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Rezultati se pri obeh prototipih poslabsˇajo v primerih, ko so pusˇcˇice v tarcˇi
tesno skupaj. Povprecˇna razdalja od pravilne lokacije je pri prvem prototipu
3.3 milimetra s standardnim odklonom 2.7 milimetra. Pri drugem prototipu
pa 2.4 milimetra s standardnim odklonom 1.7 milimetra.
Pri obeh prototipih so mozˇne izboljˇsave. Pri prvem prototipu se lahko
za izboljˇsanje rezultatov uporabi boljˇsa metoda odstranjevanja ozadja, ki bi
uposˇtevala svetlobne spremembe in sence. Pri drugem prototipu pa bi se
lahko uporabila dodatna cˇetrta kamera, s katero bi se izognili ne zaznavanju
pusˇcˇic in tako omogocˇili bolj natancˇno racˇunanje. Prav tako bi se lahko za
boljˇse rezultate uporabil iterativni nacˇin racˇunanja triangulacije, ki minimi-
zira reprojekcijske napake.
Razvili smo dva prototipa, ki z dokaj malo posega v samo igro pikada
in spletnimi kamerami srednjega cenovnega razreda, dosezˇeta dovolj dobre
rezultate pri detekciji polozˇaja pusˇcˇic na pikado tarcˇi.
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