A test platform with a millimeter-wave radar sensor, lane-line sensor, gyroscope, and controller area network was established to improve safety in using adaptive cruise control systems in vehicles. The motion-state characterization data of the host vehicle and surrounding vehicles in a real traffic environment were captured. The prediction method for the lane-changing maneuver of the vehicle ahead was developed using a hidden Markov model based on the distance between the host vehicle and the front vehicle, as well as the lateral and longitudinal velocities of the vehicle in front. The adaptive cruise control system control algorithm for assessing the target vehicle was optimized. The model was tested, and its predictions were compared with measured data. Result shows that the lane-changing and lane-keeping behaviors of the vehicle ahead can be predicted efficiently and accurately by the model. The maximum prediction accuracy rate for straight roads was 97% with the time window length of 4.5 s, whereas that for curved roads was 96% with the time window length of 3.5 s.
Introduction
Adaptive cruise control (ACC) systems help drivers to control their vehicles conveniently and safely, and these systems fill in a significant part in promoting the development of conventional vehicles to unmanned vehicles. The ACC system adjusts the speed of the host vehicle to ensure car-following safety in real time according to the speed of surrounding vehicles. It often occurs, in car-following state, that the preceding vehicle quickly changes lane or another vehicle suddenly cut in front the host vehicle. In this case, an ACC system frequently changes its tracking target, causing the frequent sudden acceleration-deceleration switches, which tremendously affects driving safety and comfort. 1 Therefore, if the motion state of the vehicle ahead can be predicted in advance, the ACC system can respond to a sudden switch in the motion states of the vehicle ahead in advance; as a result, a safe following distance is maintained, and driving safety is ultimately ensured.
Currently, numerous studies focused on lane-change prediction of host vehicle. Many studies have been interested in understanding driver's intent via their visual behaviors and head motion, which can be used to predict the lane-change maneuvers of host vehicle. Morris et al. 2 used head motion, relative speed and distance between surrounding vehicles and host vehicle to continuously predict lane changes. A Doshi and Trivedi 3 considered the eye gaze behavior of the driver as a predictive feature to identify lane-keeping and lane-change behaviors. Visual search behaviors and time-to-collision (TTC) can be used to predict drivers' lane-change behavior with back-propagation (BP) neural network. 4 GM Fitch et al. 5 divided the monitoring area into eight categories, proposed a time window of 3.0 s and detected lane-change intention by studying the gaze behavior characteristics of the driver before changing lanes at different time points. W Yuan et al. 6 captured the eye movement data of drivers and established a lane-change intention identification method by multi-evidence fusion identification. These studies proposed an understanding of the driver's intent by utilizing an eye and head motion tracking system; thus, the prediction accuracy relied heavily on the patterns of visual search (eye and head motion) and it can be easily affected by light intensity.
Lane-change intent can be identified based on vehicle motion parameters before lane-change maneuver. Dogan et al. 7 carried out experiments in the driving simulator and proposed a driver cognitive model of lane change based on the information of lane offset, lateral acceleration, and steering angle. Using support vector machine, lane-change intention can be predicted with respect to lane information, speed, and steering angle. 8 Based on the adaptive fuzzy pattern classification, F Bocklisch et al. 9 proposed a prediction method for the lane-change intention of the host vehicle. Based on the information of lane position, vehicle motion parameters, and head motion, JC McCall et al. 10 established an intention-recognition model for high-speed driving with sparse Bayesian learning. H Zhou et al. 11 proposed a method to infer a truck driver's intention of lane change before the maneuver initiation using the information of driver's gaze behavior. C Ding et al. 12 provided a method to predict the lane-change trajectory of host vehicle with regard to the vehicle position, speed, acceleration, and the time headway using BP neural network with two hidden layers. Furthermore, host vehicle trajectory can be predicted with the positional relationship between the host vehicle and adjacent vehicles. 13 Tang et al. 14 conducted driving experiments at different speeds in the driving simulator and proposed a prediction model based on the adaptive fuzzy neural network.
Relatively less research focused on lane-change intention prediction of surrounding vehicle. In prior intent prediction research, 15, 16 vehicle-to-vehicle communication has been considered as an effective approach to analyze the motion of surrounding vehicle; most of these studies were conducted in the simulator and cannot be applied in real road without communication tools. In addition, vision-based systems have been widely applied to the area of object detection and motion prediction, [17] [18] [19] such as the eye and head motion tracking system; however, it was vulnerable to weather. To overcome these obstacles, a radar-based vehicle motion prediction method has been developed, and the motion information of surrounding vehicle can be detected by millimeter-wave radar or lidar. In the work by Kajiwara, 20 the following and oncoming vehicle's path can be estimated based on heading angle of the vehicle and the curvature of road, which can provide host vehicle a safe stop position. Based on multilayer perceptron approach, Yoon and Kum 21 proposed a lateral motion prediction method using lateral position of surrounding vehicle. Liu et al. 22 developed an estimation and classification model of traffic accidents risk based on hidden Markov models (HMMs) with respect to the yaw angle and width of surrounding vehicle. Although these literature have focused on the impact of lane change on the traffic accidents, the influence of driving behavior on ACC is relatively understudied.
In this article, we use the HMM, which is widely used in state and lane-change intention prediction, to optimize the control algorithm for ACC systems. [23] [24] [25] [26] The proposed prediction algorithm can be used in both straight road and curved road. The remainder of this article is composed as follows. Section ''Prediction model'' introduces the details of our algorithm. Section ''Model testing and training'' shows model testing and training. A conclusion of the work is given in section ''Conclusion.''
Prediction model

HMM
Generally, lane change can be divided into the following stages: preparation stage, initiating change stage, continuously changing stage, and end stage. Characterization parameters were used to classify these stages, including the horizontal distance to lane line and horizontal and vertical vehicle speeds. In the surface layer, the division of the stages is determined by changes in the characterization parameters; however, the motion state of a vehicle cannot be generated suddenly. Within a sequence of events, a switching between states is probable. The HMM can handle this mechanism between states; it is a common forecasting tool in the field of pattern recognition. The prediction process is commonly based on the existing state to forecast the next stage condition. Thus, we can apply this model. We first determine and analyzing the lane-change intention and characterization parameters of the front vehicle. We then identify the underlying law and apply this to analyze and forecast the lane-change intention of the preceding vehicle. 27, 28 The HMM is an extension of the visible Markov model. It is a probabilistic model used to describe the statistical properties of a random process represented by parameters; this model is a doubly stochastic process. It consists of Markov chains and general stochastic processes, as shown in Figure 1 .
The HMM is defined as follows:
1. X represents the hidden state set, X = {X 1 , X 2 , ., X N }, where N represents the number of states; Q = {q 1 , q 2 , ., q T }, q t represents the hidden state at the t moment. 2. V represents the observation set, 
The state j observation probability matrix B = fb j (k)g represents the probability of the corresponding observed value of the state j output, where in
Given the continuity of the model parameters, a continuous probability density function is used to represent the observation probability
where O is the observation sequence to be fitted, and c jm , m jm , and U jm are the mixed weights, mean vectors, and covariance matrices of the mixed functions m for the state X j , respectively.
Therefore, the HMM can be expressed as a 5-tuple:
In accordance with the HMM, the lane-change motion state of the preceding vehicle is derived as follows:
, where X 1 represents lane keeping, X 2 represents left lane changing, and X 3 represents right lane changing.
The lateral distance between the lane and the vehicle in front is represented by d (cm); the lateral velocity of the front vehicle is represented by V x (km/h); the longitudinal velocity of the vehicle ahead is represented by V y (km/h). 3. The motion-state transition probability matrix of the front vehicle is A = (a ij ) 3 3 3 , where a ij represents the probability of the motion-state transition of the vehicle ahead. 4. B = (b j ) 3 3 n , where b j represents the probability of the observation set O of the vehicle ahead under the condition X.
The initial state distribution is represented by p.
Given that driving is a continuous process and the current state only depends on the previous state based on the continuity of the vehicle-operating parameters, the left-to-right chain structure is selected, and the number of hidden states in each intention model is set to 3, and the Gauss mixture number is 3. The left-to-right chain structure of the HMM is shown in Figure 2 .
Prediction model for straight section Among the aforementioned parameters, the parameters that can directly indicate lane-change intention of the front vehicle F are d, V x , and V y . Among these parameters, the characterization of d is the most significant. In terms of the cooperative interaction mechanism of vehicle-road parameters, parameter d changes according to a certain rule in the lane-changing process, and this change process directly reflects the lane-change intention of vehicle F. After the start of the lane change, the lateral speed of the front vehicle F presents certain characteristics different from the lateral speed caused by the sway of the vehicle body in normal-course driving. Consequently, the parameter V y will also increase or decrease. On the basis of the given analysis, d, V x , and V y are used as the characterization parameters in the prediction model for the lane-change intention of F in straight sections. 29 
Prediction model for curved road
Unlike in the straight section, parameter d in the curved section cannot be directly obtained because of the influence of road curvature. Therefore, to the curvature of the intermediate parameters must first be measured to obtain the value of d and establish the prediction model for the curved section. Road curvature can be calculated by vehicle speed and yaw rate
where C is road curvature 1/m; v is vehicle circumferential motion speed, m/s; v is the yaw rate measured by the vehicle gyroscope, rad/s; R is the curvature radius of the road, m. 
Parameter acquisition and filtering
For the actual road test, we selected common vehicles as test instruments and equipped them with a vehicle radar sensor, lane-detection sensors, an on-board gyroscope, vehicle controller area network (CAN) bus, and data acquisition equipment. The motion states of the host vehicle and the vehicle ahead and the road traffic environment information are acquired. Table 1 shows the characterization parameters of prediction model. 30 Using the parameters of the prediction models for the straight and curved roads, as, respectively, illustrated in Figures 3 and 4 , we design a real-time online data storage module with a data storage frequency of Longitudinal velocity of the front vehicle V y Lateral velocity of the front vehicle lane-line identification sensor, whose measurement accuracy is 5 cm. The speed of the host vehicle is derived from the vehicle's CAN bus, whose measurement accuracy is 0.01 km/h. The yaw rate data are generated by the on-board gyroscope, whose measurement accuracy is 0.1°/s. The parameters needed for the prediction models can be measured directly or indirectly with the data acquisition equipment. In Figures 3 and 4 , the speed of the vehicle H comes from the CAN bus, the speed of front vehicle F can be derived by superposition calculation with the speed of vehicle H, and the relative velocity is measured by the radar. The vector decomposition principle is used to derive the velocity components V x and V y of the front vehicle F. During the experiment, the output raw data measured by the sensors exhibit certain noises. Thus, before training, the raw measurement data must be filtered to reduce the noise and improve the potential connection characteristics of the internal data, as well as ensure the effectiveness and accuracy of the hidden Markov prediction model.
Kalman filtering is a filtering method often used in the field of pattern recognition. In the MATLAB environment, the Kalman filter is used to filter the original measurement data. The filtering effects of the Kalman filter on distance from lane line and speed are shown in Figures 5 and 6 , respectively.
Model testing and training
Optimal time window and model training
In a normal driving process, the motion state of vehicle backward algorithm, the forward probability a t (i) and backward probability b t (j) are calculated. The generated part of the observation sequence O 1 , O 2 , . . . , O t under the model l until the moment t and the probability of the state X i at time t are expressed by a t (i) =
The probability of the state X i at time t and the generated part of the observation sequence O t+1 , O t + 2 , . . . , O T under the model l until the moment t are expressed by
Calculate the current new model using the estimated valuesl = (p, A, C jm , m jm , U jm ). 4. Calculate the likelihood probability P(O=l). 5. If P(O=l) is incremental, the new estimated value is used in step 3 for the estimates for the next time moment of the sample. Afterward, the procedure returns to step 2 iteratively until P(O=l) no longer significantly increases. Model l is the solution model.
According to the aforementioned procedure, the training samples are selected, and the distance between the front car and the lane line, the front vehicle longitudinal velocity, and lateral velocity comprise the observation sequence O(t) = fd(t), V x (t), V y (t)g where d(t) is the distance between the car and lane at any time, V x (t) is the vehicle longitudinal velocity at any time, and V y (t) is the vehicle lateral velocity at any time.
The data on lane keeping and lane changing are selected from the front vehicle's motion state data obtained from the actual road-driving test. Among them, 648 groups of the data are used for model training, and 216 groups are used for the model validity test. In the training process, a time window of 1.0 s is continuously identified, and the time interval for each data movement is set to 0.1 s. Tag attributes of the training samples are set. Therefore, by training the different motion states of the front vehicle F, the HMM can be used for continual analysis to determine the potential relationship between the internal characteristics of the data and the property tag. The data training process is shown in Figure 7 .
With the left lane changing as the example, Table 2 shows the characterization parameters of model training. After model training, the validity of the model is tested using the measured data. The result of the model is the state with the highest probability. If the probability value is close to 1, then the probability of the vehicle in the corresponding state is higher in the next time window. For a complete lane-changing behavior, 1.0 s is used as the length of the prediction time window. Table 3 shows the model prediction results. 31 In Table 3 , L K denotes lane keeping, L CL denotes the left lane changing, and L CR indicates the right lane changing. In the corresponding time period in Table 3 , the probability of the front vehicle in the next time the window being in the lane keeping state is 0.86, much higher than the left and right lane changing probability. Thus, the predicted result of the model is the lanekeeping state.
Aside from predicting accuracy, real-time prediction capability is an important factor in assessing the applicability of the model. For a time series, the longer the time window is, the larger the amount of data is; consequently, the prediction accuracy of the model will be higher. However, if the time window is extremely long, the potential data characteristics will be degraded, and the real-time prediction performance will be poor; therefore, extremely long time window is detrimental to the real-time requirements of the ACC system and other systems. Therefore, by analyzing and comparing the forecasting effects for different length time windows, the model can effectively meet the accuracy and real-time prediction requirements for ACC and other systems. With a time window length of 1.0 s, the model can identify the different vehicle motion states. Figure 8 shows the changes in the characterization parameters.
Considering the significant differences in the methods of identifying the positions between the straight and the curved sections, these two sections are separated in the model training and testing processes. In the interval of 0.5-5.0 s, using 0.5 s as the interval, the validity of the model is tested using different time window lengths, and the results are shown in Table 4 . Table 4 shows the prediction accuracy rates for the straight and curved sections increase with an increase in the length of the time window. When the time window reaches 3.0 s, the prediction accuracy rates for the straight and curved sections are higher than 90%. As the time window length increases continually, the prediction accuracy continues to increase. When a certain peak is reached, the prediction accuracy rates for both sections begin to decline. For the straight section, when the time window length is 4.5 s, the prediction accuracy reaches the maximum value of 97%. For the curved section, when the time window length is 3.5 s, the prediction accuracy reaches the maximum value of 96%. If the time window is considerably short, the internal characteristics of the data are insufficient to characterize the motion state of the vehicle; thus, the model prediction accuracy is low. However, when the time window is considerably long, the potential law underlying the motion state of the vehicle can be affected by useless characterization data; thus, the prediction accuracy is reduced to a certain extent.
Forecast effect
In studying the predictive properties of the models further, we use the optimal time window lengths to predict the effects of the time window lengths on the accuracy of the models for the straight and curved sections. In the straight sections, the time window length adopted is 4.5 s. Thus, starting from 4.5 s before the lane-change starting point, with 0.1 s as the unit, the time window slides from left to right to obtain the lane-change time of vehicle F. Figure 9 shows the results of prediction process.
As shown in Figure 9 , at 4.5 s before the lane-change starting point, the HMM predicts the lane-change intention of the front vehicle. Before a lane change, the prediction accuracy rates of the models are low. However, after passing the time window to the right, when the time window allows for sufficient data to characterize the state, the model can output a tag status value of a higher probability. As shown in Figure 9 , from the lane-change starting point, 1.2 s after moving to the right, the model predicts correctly the lanechanging behavior. For the curved section, the time window length is 3.5 s, and the same processing method is applied to the curved section. The prediction accuracy trend of the model is shown in Figure 10 . Figure 10 shows that the result is similar to straight section calculated from the lane-change starting point; at 1.0 s after passing the time window to the right, the model output state tag value is predicted more accurately. Compared with the 1.2 s prediction time for straight sections, the prediction time for the curved sections is faster. This result may be attributed to the fact that in straight sections, the vehicle speed is usually faster than that in curved sections of the road. In similar scenarios, the data characteristics for straight sections are less than those for the curved sections; thus, the time required to predict lane change is longer for straight sections than for curved sections. 32 
Conclusion
Owing to the abnormal acceleration-deceleration switching of ACC-controlled vehicles, hidden Markov prediction model was established based on vehicle motion state parameters. The model can predict motion state in advance. The following conclusions are drawn:
1. For both straight sections and curved sections, the accuracy rate of the prediction model exhibits a rising trend as the time window length increases. For the straight path, with the time window length of 4.5 s, the maximum rate of 97% is achieved. For the curved road, with the time window length of 3.5 s, the maximum accuracy rate of 96% is reached. When the time window length continues to increase, the prediction accuracy will decrease to a certain extent. 2. Compared with the straight section, the curved section presents a relatively short optimal time window for predicting the lane-change intention of the vehicle ahead.
3. The prediction model can accurately predict the behavior when the vehicle ahead begins to change lanes after 1.2 s for straight roads and 1.0 s for curved roads.
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