Abstract-Over the past few years, a number of different finite-difference time-domain (FDTD) methods for modeling electromagnetic propagation in an isotropic cold plasma have been published. We have analyzed the accuracy and stability of these methods to determine which method provides the greatest accuracy for a given computation time. For completeness, two new FDTD methods for cold plasma, one of which is based on the concept of exponential fitting, are introduced and evaluated along with the existing methods. We also introduce the concept of cutoff modification which can be easily applied to most of the FDTD methods, and which we show can improve the accuracy of these methods with no additional computational cost. Von Neumann's stability analysis is used to evaluate the stability of the various methods, and their accuracy is determined from a straightforward time-and-space harmonic analysis of the dispersion and dissipation errors. Results of numerical experiments to verify the accuracy analysis are presented. It is found that for lowloss plasma, the PLRC method [4] is the most accurate, but the method of Young [1] can use less memory and is nearly as accurate. In this low-loss plasma regime, cutoff modification can significantly reduce the error near cutoff at the expense of slightly greater error at lower frequencies. For strongly collisional plasmas, the PLRC method also provides the most accurate solution.
I. INTRODUCTION

O
VER the past few years, a number of different finitedifference time-domain (FDTD) methods to model electromagnetic propagation in isotropic cold plasma have been published [1] - [3] , as have other FDTD methods for dispersive media that can be applied to an isotropic cold plasma [4] - [6] . Some of these techniques are based on direct finite-difference approximations of the complete field equations of the medium [1] , [2] that consist of Maxwell's equations coupled to an auxiliary ordinary differential equation, which models the response of the current to the fields. These methods are commonly referred to as direct integration (DI) methods. The majority of the other methods are based on a difference approximation of Maxwell's equations coupled to an iteration derived from the convolution integral form of the auxiliary differential equation [3] , [4] . This technique, called recursive convolution Manuscript received January 19, 1996 ; revised September 3, 1996 . This work was supported in part by the Office of Naval Research under Grant N00014-94-1-0100.
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(RC), has also been applied to dispersive dielectrics [7] , [8] and magnetized cold plasma [9] . Other methods are based on -transforms [5] and the transmission-line matrix method [6] . The aim of this study is to determine, quantitatively, which of these methods is the most accurate for a fixed computational effort. To be all inclusive, we also develop two new FDTD methods for propagation in a cold plasma. We also suggest an improvement, which we call cutoff modification, that can be applied to some of the new and existing methods and can improve the accuracy significantly in certain parameter regimes. Briefly, it is a technique by which the medium parameters in the numerical simulation are slightly perturbed in such a way that the properties of the physical medium are better modeled by the numerical method.
As the two key qualities of an FDTD method are its stability and its accuracy, we evaluate both of these parameters for all of the new and existing methods considered herein. For the accuracy analysis, we derive the numerical dispersion relations for the different methods and compare them to the corresponding analytical relation, which yields the dispersion and dissipation error for each method. This method has been used with success in [12] and [13] for evaluating the accuracy of methods for dispersive dielectric. However, differing from these analyses, we attempt to evaluate the accuracy not for fixed or , but for a fixed computational effort. The operation count for each method considered is different allowing for a greater spatial and temporal resolution (leading to better accuracy) in some methods for fixed simulation run times. Since the ultimate goal of all numerical simulations is to produce the best answer in the least amount of time, this difference should be accounted for in the accuracy analysis.
II. EXISTING METHODS
There are many different numerical methods for the simulation of electromagnetic wave propagation in a plasma. One method for the nonlinear propagation of high-power waves couples Maxwell's equations to the Boltzmann equation for the electron-velocity distribution function [14] . Other methods include fully kinetic particle simulations [15] , magneto hydrodynamics [16] , and hybrid particle-fluid methods [16] . Each of these techniques is appropriate under different physical conditions. In cold plasmas such as the ionosphere and magnetosphere, the description of low-power wave propagation is well approximated by magneto-ionic theory [17] , which 0018-926X/97$10.00 © 1997 IEEE assumes zero thermal velocity for the charged species. This is a good approximation as long as the thermal velocity is much less than the phase velocity of waves in the medium [18] .
In magneto-ionic theory, the governing equations consist of Maxwell's equations coupled to an auxiliary equation relating current and electric field. This auxiliary equation is derived from the equation of motion of the charged particles in the wave electric field and (sometimes) an ambient constant magnetic field. The motion of ions can be neglected under many circumstances due to the ions' larger mass, and we consider only nonmagnetized (and, therefore, isotropic) electron plasmas in this paper. For a nonmagnetized cold plasma, the complete field equations are [17] (1)
where is the plasma frequency and is the electron-neutral collision frequency. A completely equivalent form is used in [2] , where the substitution is made. As mentioned above, the two existing classes of FDTD methods are DI and RC. The leapfrog approximations to (1) and (2) are well known [19] and common to all of the DI methods. Young's DI method couples these leapfrog approximations, including the term for in the difference equation for (2) , to the difference equation (4) which is a second-order accurate approximation of (3). This method requires the storage of only one time level of each field component, and uses significantly fewer multiply and add operations per time step than the other methods described herein.
Nickisch and Franke's DI (NFDI) method [2] is slightly different. It includes the term for in (2) and approximates (3) by (5) which is also second-order accurate. However, the memory requirement for this method is greater than for Young's DI method, as two time levels of must be stored.
The derivation of the recursive convolution methods is quite different, but the resulting iteration is a coupled set of three first-order difference equations, just as in the DI case. These methods are based on a time-domain integral relating and rather than an ordinary differential equation relating and . For an isotropic cold plasma, the RC method is derived in [3] , and we refer the reader there for details. An improved RC method, the piecewise linear recursive convolution method (PLRC), has been developed and applied to dispersive dielectrics [4] . This PLRC method can be straightforwardly extended to a cold isotropic plasma by using the time-domain susceptibility function from [3] to compute the necessary difference-equation coefficients from the formulas presented in [4] . Another RC method, the trapezoidal recursive convolution (TRC) method [7] has been developed and applied to dispersive dielectrics. However, this method is not directly applicable to isotropic cold plasmas [20] and thus is not considered in this paper.
It has been shown [4] , [7] that for a second-order dispersive (Lorentz) dielectric, PLRC and TRC methods are much more accurate than the original RC method in [8] . Similarly, numerical tests show that the original RC method for cold plasmas is far less accurate than all of the other methods mentioned herein, so we do not consider this method in this analysis.
The -transform method described in [5] requires five state variables for the iteration, and the TLM method in [6] , when reduced to the isotropic plasma case, uses six state variables. As a result, these methods are more computationally intensive and more difficult to analyze than the DI and RC methods, which need only three state variables. For this reason, we do not analyze them here.
III. TWO NEW METHODS
A. A New DI Method
We present a new DI method for isotropic plasma to include in the comparisons that is very similar to the FDTD method for first-order dispersive dielectrics derived in [10] . This method, which we refer to as the new DI method, includes the term for in (2) and approximates (3) by (6) As with the other DI methods, it is second-order accurate.
B. Exponential Fitting
The method of exponential fitting was originally developed in [11] and was designed to provide accurate integration of ordinary differential equations (ODE's) with solution components that vary rapidly on the order of a time step. As an example, consider the ODE for current in (3) and its difference approximation in (6) . It is easy to show that the homogeneous solution of this difference equation has a growth per time-step factor of . Notice, however, that the homogeneous solution of the original differential equation varies as and, thus, has a growth per time-step factor of . It is immediately apparent from a comparison of these eigenvalues that (6) , when treated as a single, uncoupled difference equation, is a good approximation of (3) only for . In contrast, the application of one-step exponential fitting to (3) yields the difference equation (7) the homogeneous solution of which has a growth per time-step factor of , and is, therefore, exponentially fitted to the original ODE. Thus, treated as uncoupled difference equations, (7) provides a more accurate integration of (3) than (6) for nonsmall . From this, we might expect the exponentially fitted equation (7) to give a more accurate FDTD method for nonsmall when coupled to difference approximations of (1) and (2) than the DI methods. However, as the accuracy analysis in Section V will show, the exponentially fitted and the various DI methods are comparably accurate for the entire range of plasma parameters. Like the new DI method, this method requires two levels of storage.
As a notable aside, it can be shown that the RC method in [3] is exactly equivalent to a particular first-order accurate discretization using exponential fitting. This equivalence demonstrates directly that this RC method is only first-order accurate, a fact which is suggested by certain assumptions in the original derivation of the methods and was pointed out in [12] . Also, it was suggested in [3] that the recursive convolution method for plasma would not be accurate at zero frequency due to a modification to the frequency-domain permittivity that was made during the derivation. The equivalent derivation using exponential fitting makes no such restriction, demonstrating that the method is indeed applicable to fields with a dc component.
IV. STABILITY ANALYSIS
One of the two key properties that determines the utility of any difference approximation is stability. If a method is unstable, then some (or all) spatial frequency components of the solution grow with time and eventually the desired solution. The simplest stability analysis technique is von Neumann stability analysis [20] . Strictly speaking, this analysis is only applicable to problems with periodic boundary conditions, and far more complicated techniques exist for evaluating stability for a true initial-boundary value problem (e.g., [21] ). However, we are concerned solely with the stability of the methods independent of boundary conditions, so von Neumann analysis suits our needs.
We consider fields varying in one dimension for this stability analysis, propagating in the direction with nonzero components , , and . The spatially harmonic form of the difference equations (found by assuming an variation in space) can be written in the general form , where and are matrices and is a column vector containing all of the field components. The field growth per time-step factors are then given by the eigenvalues of the matrix . If any of these eigenvalues are larger than unity for any , then the method is unstable. Alternatively, one could find the characteristic polynomial of and determine these eigenvalues analytically as the zeros of this polynomial (an analysis of this type was performed in [13] for FDTD methods for dispersive dielectrics). However, we found the numerical method to be much simpler to implement and equally accurate, so we have used it here.
We have numerically determined the maximum stable Courant number (defined as ) as a function of the plasma medium parameters and using this procedure. For the new DI and EF methods, the maximum stable Courant number is unity for all and , just as if the medium were free space. For Young's DI method, the stability requirement is slightly more restrictive. In [1] , by using a method outlined in [12] , it was shown that for zero collision frequency, the maximum stable Courant number is given by . We find from the numerical stability analysis that this result is valid for all nonzero as well.
For the NFDI method with zero collision frequency, the maximum stable Courant number is the same as for Young's DI method, . However, if , then the method is unconditionally unstable for all Courant numbers. This result is not that surprising, as it is easy to show that the difference approximation for the current equation in this method (5) , when treated as a stand-alone ordinary difference equation, is unstable for all nonzero real [22] . The instability becomes more severe for increasing . The PLRC method also has a stability criterion that varies with the medium parameters but that cannot be simply summarized. Fig. 1 shows a contour plot of the maximum stable Courant number as a function of and . The maximum stable Courant number is always less than unity and becomes significantly less than unity as increases. We have not considered values of , for at this point for all that can exist in the finite-difference system. In this regime, as can be seen from (3), the term becomes insignificant compared to , and to a good approximation the medium becomes simply conducting with conductivity . Interestingly, the maximum stable Courant number for the original RC method is actually greater than unity for all tested medium parameters. However, the relatively low accuracy of this method limits any practical utility of this property.
All of the stability results from this section are summarized in Table I. V. ACCURACY ANALYSIS Accuracy is the second key property of a finite-difference method. A straightforward technique that has been previously used for determining the accuracy of FDTD methods [12] , [13] involves the construction of the dispersion relation relating the index of refraction (or equivalently, the wave number ) to frequency for waves in the finite-difference system and a subsequent comparison with the dispersion relation for the differential equations. This method allows easy evaluation of both the dispersion (real part of ) and dissipation (imaginary part of ) errors as a function of medium and numerical (e.g., points per wavelength) parameters. We do not include the NFDI method in this analysis, as it was shown to be unstable for , and for , its accuracy and stability properties are identical to Young's DI method.
Assuming variation for all of the field quantities, the analytic plasma dispersion relation is, from (1)- (3) (8) The dispersion relations satisfied by the finite-difference approximations are found by assuming variation for the field quantities, with and enumerating the time step and spatial grid point, respectively. Let . For the new DI finitedifference method, the numerical dispersion relation is (9) The dispersion relation for Young's direct integration method is [1] (10)
The dispersion relation for the exponentially fitted method is (11) Finally, the dispersion relation for the PLRC method is (12) where the expressions for , , , and are given in [4] .
From these relations, one can easily solve for the index of refraction and then compare these numerical indexes to those of the analytical problem.
VI. IMPROVED ACCURACY VIA CUTOFF MODIFICATION?
It was noted in [1] that the cutoff frequency (i.e., frequency for which the wave number goes to zero and propagation stops) for the collisionless finite-difference field equations using Young's DI method is , which is slightly different from that of the collisionless analytic field equations, . This difference increases with increasing , which is a problem because one often wishes to run an actual simulation with the largest possible to keep the simulation as fast as possible. It is a simple matter to change the plasma frequency used in the FDTD model artificially to move the numerical cutoff frequency to the physical cutoff frequency. Applying this principle to Young's DI method, we arrive at the relation , where is the actual plasma frequency to be simulated and is the plasma frequency to be used in the numerical method. Similarly, for the new DI method for which the cutoff condition is , this cutoff modification procedure yields . The application of this cutoff modification to the PLRC method is more complicated due to the more complicated dispersion relation, and we do not investigate it here.
This modification is an attempt to try to make the simulation model the physics of the system more accurately, and we show below that it indeed improves the numerical solution under common conditions. Note that this change does not add any complexity or additional work to the algorithm; it only involves changing the plasma frequency slightly in the hopes of getting a more accurate simulation.
VII. ACCURACY ANALYSIS RESULTS
We are now prepared to evaluate the accuracy of these different methods for different plasma parameter regimes by comparing the numerical and analytic dispersion relations. All of the numerical dispersion relations depend on the dimensionless plasma parameters and and the dimensionless simulation parameters , , and . Given these values, can be determined and compared with the analytical expression . To help describe the errors in a given simulation, we examine dispersion and dissipation error as a function of frequency for fixed medium parameters. The difference equations for each of the four methods evaluated were rearranged so that each method requires only one level of storage for each field variable, which slightly increases the multiply and add count (except for Young's DI method, which is already in this form), but saves copy operations. As advertised, we account for the differing computational requirements of each in this analysis by reducing and proportionally in the simulation using Young's DI (which is faster than the other three methods), thereby increasing accuracy but slowing execution. The timeand space-step values used for each method are as follows: the new DI and EF methods both use s and m, the PLRC method uses s and m, and Young's DI method uses s and m. These values were chosen so that a simulation of the same analytical problem with predetermined and will take approximately the same amount of time (within 8%) for each method and to provide the maximum stable Courant number for each method for , which is used in all of the simulations and analyses.
We have divided this analysis into two regimes: and .
A.
For the case, the plasma parameters are chosen to be and . Using and from above gives and for all of the methods. This choice of is close to as large as it can be and still yield accurate results (see Section VII-D below).
The total error can be separated into two parts: the dispersion error, which controls the phase error of each frequency component, is defined as , and the dissipation error, which controls the amplitude error of each frequency component, is defined as . Fig. 2 shows the dispersion error and the dissipation error as functions of for the above parameter values. For perspective, this range of -corresponds to a sampling of -points-per-period. Below the plasma frequency, Young's DI method has slightly lower errors than the other three methods due to the 10% smaller and . Had we not accounted for the different computational requirements, the errors would have been even closer. Young's DI and the PLRC methods have lower peak errors at the plasma frequency than the others, and above the plasma frequency, the PLRC method has the lowest error.
Strictly on the basis of accuracy, and considering that most of the error in a real simulation would come from frequencies near and above the plasma frequency, the PLRC method is the best. However, accounting for memory requirements makes the choice less clear. A one-dimensional implementation of Young's DI method contains two coefficients that depend on the medium parameters and , while a equivalent implementation of the PLRC method requires five of these coefficients. In a simulation with an arbitrarily inhomogeneous plasma in which these coefficients are different from cell to cell, these coefficients should be computed ahead of time and stored along with the field values. Such a simulation with the PLRC method would thus require significantly more memory than one with Young's DI method. Clearly, which method is superior depends on the intended use.
B.
Next, we consider the plasma parameter regime where . The simulation parameters are the same as above, except that we increase by a factor of 1000 to 3 10 , yielding for all of the methods. Fig. 3 shows the dispersion error and the dissipation error versus frequency for the various methods.
The four methods are fairly close in dispersion error. However, they differ more strongly in dissipation error, which is much larger than the dispersion error for much of the examined frequency range. Young's DI method, even accounting for the smaller grid spacing, is the least accurate of the three for this parameter regime, while the PLRC has the greatest accuracy. That the two DI methods do as well as the EF method is somewhat surprising in the light of the previous observation that for , the integration of the equation for current is highly inaccurate for the direct integration methods.
C. Analysis of Cutoff Modification
Notice that for , there is a peak in both the dispersion and dissipation errors in all the methods near . This characteristic arises from the cutoff of the medium not being accurately modeled. As discussed in Section VI, a small change can be made to the value of used in the simulation that will move the numerical cutoff frequency to the proper physical cutoff frequency. We now investigate the effect that this change has on the accuracy of Young's DI method and the new DI method. We use the same simulation parameters as above for the case. Fig . 4 shows the dispersion and dissipation error with and without cutoff modification. For Young's DI method, the accuracy for for the modified version is worse, but the sharp upward spike near has been eliminated in both the dispersion and dissipation error. For the new DI method, the dispersion error for for the modified version is actually the same or better until . The sharp upward spike near is also smoothed, though not quite to the extent as for Young's DI method.
There is a sharp change in the index of refraction in a plasma as long as (strictly speaking, a true cutoff exists only for , but there is still a "cutoff" where the wavelength becomes very large near the plasma frequency if
). This analysis shows that the cutoff modification does a good job of reducing the maximum dispersion and dissipation error at the expense of an accuracy reduction at low frequencies. Reduction of the dispersion error near the cutoff is especially important, as these frequencies are the most dispersed due to their slow group velocity and tend to be spread over the largest area of time and space in a simulation. For this reason, this accuracy tradeoff is often a good one to make. However, as , the benefit of cutoff modification is substantially reduced because the sharpness of the cutoff in the medium drops significantly and there is a smaller peak in the numerical error.
D. Accuracy versus
The accuracy of the various methods also clearly depends on the parameter , but the numerical dispersion relations for all of the methods depend similarly on this parameter. We have analyzed the dispersion and dissipation error as a function of for a constant , and the results are straightforward. The dispersion error increases linearly with (except for slightly more complicated behavior near ), and the dissipation error is nearly constant with respect to . This dependence can also be demonstrated by a Taylor series analysis of the numerical dispersion relations, but we do not present such here. Further analysis shows that this general dependence of the dispersion and dissipation error on the parameter is independent of the value of . This result indicates that along with the usual sampling points per wavelength, is a key parameter in determining the accuracy of a given simulation for all of the methods considered.
VIII. NUMERICAL EXPERIMENTS
We now present the results of numerical tests of the different methods to substantiate the error analysis of the previous section. The problem to be solved is the reflection and transmission at a smooth interface of free space and the medium in question. As our accuracy analysis above is based on errors as a function of temporal frequency, we will examine the fields as a function of time for a fixed point in the plasma medium as this allows an easier comparison between the accuracy analysis and numerical experiments.
To compare the numerical solutions to a reference solution, simulations were run using the new DI method and the time and space steps were successively decreased while maintaining . The reference solutions were calculated using time and space steps 100 times smaller than those used for the test solutions. The stability and consistency of the new DI method guarantees convergence to the exact solution, and because of the second-order accuracy of this method, the reference solution has 10 000 times smaller error than the test solutions. Examination of the convergence of the solution as and were decreased showed this expected convergence rate, and the error in the reference solution is safely insignificant compared to that in the test solutions.
For each problem, a unity amplitude Gaussian pulse propagating in free space is incident on a boundary with increasing plasma and collision frequencies having a hyperbolic tangent dependence with distance, which creates a smooth step interface. The region of interest is 60 km long, with the plasma beginning at 27 km. The electric field is sampled each time step at 24 km and 39 km to examine the reflected and transmitted fields, respectively. The field variations with time at these output points are compared to the reference solutions. A Gaussian pulse was chosen to have a nonzero dc component to show that all of the plasma FDTD methods are valid for zero frequency. The pulse width is such that the spectral amplitude of the pulse is down by a factor of 100 (compared to the zero-frequency amplitude) at . We again consider two plasma regimes: and .
A.
For this case, we use s , s , and and , as in Section VII. Fig. 5 shows the reflected and transmitted pulses for the lowreference solution. Note the expected qualitative characteristics for a low-loss plasma: low frequencies reflected, high frequencies transmitted, and the late-time transmitted and reflected fields approach the maximum plasma frequency, where the group velocity is slowest. Fig. 6 is a close up of the late-time transmitted solutions for the various methods along with the reference solution. The general envelope of all of the solutions is fairly accurate, but there is significant phase (dispersion) error present in all of the numerical solutions. This dispersion error is hardly noticeable in the early part of the transmitted pulse but worsens with time. This is a consequence of the peak in the dispersion error near for all of the methods (see Fig. 2 ) which occurs in the frequencies with the lowest group velocity. Young's DI and the PRLC methods show the least error, primarily due to a lower peak error at for these methods compared to the new DI and the EF methods.
Examining the reflected pulses gives the same results. The methods all yield generally good agreement with the reference solution, though also with some significant phase error occurring in the later times similar to the error in the transmitted pulses due to peak error near the plasma frequency.
B. Cutoff Modification
Does the cutoff modification described in Section VI improve the solution? We find that the answer is a qualified affirmative. Fig. 7 shows the late-time transmitted fields for the reference solution and as computed using Young's DI method with and without cutoff modification. The difference is quite clear: altering the plasma frequency so that the physical cutoff is better modeled by the numerical methods significantly improves the accuracy of the method near the plasma frequency. Examination of the early time transmitted pulse shows that cutoff modification even slightly improves the numerical solution for frequencies above the plasma frequency, as was demonstrated in Fig. 4 . The reflected pulse yields similar results: cutoff modification improves the solution near the plasma frequency, and does not affect it much for frequencies lower than . This confirms the analysis in Section VII-C which showed that cutoff modification significantly reduces the maximum error (at ). This cutoff-modified simulation did not show the effect of the expected increase in error at low frequency, but it was not designed to do so. The application of cutoff modification to the new DI method yields similar results. Further analysis indicates that cutoff modification provides a significant benefit as long as .
C. Fig. 8 shows the reflected and transmitted pulses for the highreference solution. The characteristics of the medium have changed drastically from the lowcase. High frequencies suffer little dispersion (the main transmitted pulse width is nearly the same as the incident pulse width) and significant loss, while low frequencies are strongly dispersed, as can be seen by the long tail of the transmitted pulse. These characteristics are clearly approaching those of a simple conductor.
As for the case, this simulation highlights the errors at the frequencies of maximum error, which from Fig. 3 can be seen to be the higher frequencies ( ). Fig. 9 is a close up of the early-time transmitted solutions for the various methods along with the reference solution. Young's DI method and the EF method solutions show primarily dissipation error (the pulses are minimally shifted or spread but show an amplitude error), and the new DI and PLRC methods have almost no error at all. This verifies the dissipation error results calculated in Section V and shown in Fig. 3-for , PLRC is the most accurate method, followed closely by the new DI method.
We do not examine the reflected pulse because it contains only low-frequency components for which the accuracy is very high.
IX. SUMMARY AND CONCLUSION
We have analyzed the stability and accuracy of three existing and two new (presented herein) FDTD methods for electromagnetic wave propagation in an isotropic cold plasma. The stability analysis showed that the method of Nickisch and Franke [2] is unstable for plasmas with nonzero collision frequency, which limits the usefulness of this method. The other methods considered had maximum Courant numbers close to or equal to unity.
In the accuracy analysis, we evaluated the accuracy of the various methods as a function of computational effort. This type of analysis is more practically useful than one using a fixed and , as it answers the question of which method provides the greatest accuracy in a fixed amount of time. Using a dispersion error analysis, we found that for lowloss ( ) plasmas, the PLRC method [4] is the most accurate. However, Young's DI method nearly as accurate, is algorithmically simpler, and can be more memory efficient, so the selection of the more appropriate method would depend on the application. For lossy ( ) plasmas, the PLRC method was the most accurate, followed closely by the new DI method presented herein. These conclusions were verified by numerical experiments.
We also introduced cutoff modification, a technique for improving the accuracy of a low-loss simulation at no additional computational cost. It is an attempt to model the physical cutoff of the cold plasma medium better by perturbing slightly the value of the plasma frequency used in the simulation. Through both accuracy analysis and numerical experiments, it was shown that cutoff modification can yield a significant accuracy improvement for plasmas exhibiting sharp cutoff characteristics and containing excitation frequencies near the plasma frequency.
