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EXPLICIT UNIFORMIZERS FOR CERTAIN TOTALLY RAMIFIED EXTENSIONS OF
THE FIELD OF p-ADIC NUMBERS
HUGUES BELLEMARE AND ANTONIO LEI
Abstract. Let p be an odd prime number. We construct explicit uniformizers for the totally ramified
extension Qp(ζp2 , p
√
p) of field of p-adic numbers Qp, where ζp2 is a primitive p
2-th root of unity.
1. Introduction
Let p be a prime number and m ≥ 1 an integer. Let ζpm be a primitive pm-th root of unity. It is
a well-known fact that Qp(ζpm)/Qp is a totally ramified extension and that ζpm − 1 is a uniformizer for
Qp(ζpm). Similarly, if n ≥ 1 is an integer, then Qp( pn√p)/Qp is also a totally ramified extension and pn√p is
a uniformizer for this extension. The compositum Km,n := Qp(ζpm , p
n√p) is also a totally ramified extension
of Qp. It is thus natural to search for an explicit uniformizer for this field.
Indeed, as explained by Viviani in [Viv04], explicit uniformizers in Km,n allow us to compute ramification
groups of the extension. We expect that a norm-compatible system of uniformizers as m and n vary would
have applications in non-commutative Iwasawa Theory as well. For example, in the case of elliptic curves
with supersingular reduction at p with p > 3, Kobayashi [Kob03] has constructed a system of local points on
an elliptic curve defined over Qp(ζpm) for m ≥ 1 using the uniformizers ζpm − 1. These points have led to the
definition of plus and minus Selmer groups, which have played an important role in the study of supersingular
Iwasawa Theory in recent years. Kim has generalized Kobayashi’s construction to the Z2p-extensions over an
imaginary quadratic field where p splits in [Kim14] as well as to abelian varieties in [Kim18]. A system of
uniformizers of Km,n could potentially allow us to define the appropriate analogues of Kobayashi’s Selmer
groups over these fields.
In [Viv04, Lemma 6.4], Viviani has showed that
(1)
1− ζp
p
√
p · · · pn√p
is a uniformizer of K1,n. Indeed, if ordp denotes the p-adic valuation on Qp normalized by ordp(p) = 1, then
ordp
(
1− ζp
p
√
p · · · pn√p
)
=
1
p− 1 −
n∑
i=1
1
pi
=
1
pn(p− 1) =
1
[K1,n : Qp]
.
Thus, the expression in (1) is indeed a uniformizer for K1,n. A naive attempt to generalize this construction
to Km,n with m ≥ 2 does not result in a uniformizer. The reason is that if we multiply powers of 1 − ζpm
and pn
√
p, the p-adic valuation of such a product will be a linear combination of 1
pm−1(p−1) and
1
pn
, which
does not give 1
pm+n−1(p−1) =
1
[Km,n:Qp]
unless m = 1 or n = 0.
In an online discussion on the website StackExchange [Sta14] (https://math.stackexchange.com/questions/954731),
the user "Mercio" has suggested a strategy to find explicit uniformizers forK2,1. The crux of the construction
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is to work with the minimal polynomial of π := ζp2 − 1, which gives the equation
−p
πφ(p2)
= 1 +
φ(p2)−1∑
i=1
aiπ
i−φ(p2),
where φ is the Euler totient function and ai are integers divisible by p. We write O(π
k) to represent an
element in πkZp[π]. If we obtain from the equation above
wp = cπ +O(π2)
for certain c, w ∈ K2,1 with ordp(c) = 0, then ordp(w) = ordp(π)p = 1[K2,1:Qp] . Thus, w would be a uniformizer
of K2,1. In the case p = 3, Mercio illustrated this strategy by showing that
−3
πφ(32)
= 1+ 2π3 + π4 +O(π5),
where π = ζ32 − 1. On setting v = −
3√3
(−2−π)π2 , we get
v3 = π4 +O(π5).
Dividing both sides by π3 results in
w3 = π +O(π2),
where w = v/π. It thus gives a uniformizer.
In this article, we expand Mercio’s idea to give a general algorithm that gives us an explicit uniformizer of
K2,1 for all odd prime p. The structure of this article is as follows. We first prove a number of general results
on the p-adic valuations of certain binomial coefficients in Section 2. We then carry out our construction of
explicit uniformizers in Section 3. At the end of the article, we explain why our method does not work for
more general Km,n.
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2. Notation and preliminary results
For the rest of this article, m ≥ 2 is a fixed integer and π denotes the uniformizer ζpm − 1 of Qp(ζpm). We
will only apply our results to construct explicit uniformizers when m = 2. By working with a general m ≥ 2,
we will be able to explain why our method does not extend to the case m > 2 (see Remark 3.4 below).
The minimal polynomial of π over Qp is given by
f(x) =
p−1∑
k=0
(x+ 1)kp
m−1
=
φ(pm)∑
ℓ=0
p−1∑
k=
⌈
ℓ
pm−1
⌉
(
kpm−1
ℓ
)
xℓ
= p+
φ(pm)−1∑
ℓ=1
p−1∑
k=
⌈
ℓ
pm−1
⌉
(
kpm−1
l
)
xℓ + xφ(p
m)
= p+
φ(pm)−1∑
ℓ=1
aℓx
ℓ + xφ(p
m),
2
where aℓ =
∑p−1
k=
⌈
ℓ
pm−1
⌉ (kpm−1
l
)
. Note that p|aℓ for all ℓ since f is an Eisenstein polynomial. We have
(2)
−p
πφ(pm)
= 1 +
φ(pm)−1∑
ℓ=1
aℓπ
ℓ−φ(pm).
Let v be the normalized π-adic valuation. In particular v(p) = φ(pm) and v(aℓ) ≥ φ(pm) for all ℓ.
We shall be interested in understanding (2) modulo πd, where d is defined by
d := (p− 2)pm−1 + pm−2 + 1.
Lemma 2.1. If ℓ ≥ d, then aℓπℓ−φ(pm) = O(πd).
Proof. This follows from the fact that p|aℓ, which gives
v(aℓπ
ℓ−φ(pm)) = v(aℓ) + ℓ− φ(pm) ≥ d.

In particular, we deduce from Lemma 2.1 that (2) implies
−p
πφ(pm)
= 1 +
d−1∑
ℓ=1
aℓπ
ℓ−φ(pm) +O(πd).
We shall now study the terms aℓπ
ℓ−φ(pm) for 1 ≤ ℓ ≤ d− 1. We separate ℓ in the following cases:
(i) ℓ < (p− 2)pm−1 and ordp(ℓ) < m− 1;
(ii) ℓ = tpm−1, where t = 1, 2, . . . , p− 2;
(iii) (p− 2)pm−1 < ℓ < d− 1;
(iv) ℓ = d− 1.
The following lemma will help us to study case (i).
Lemma 2.2. Suppose that 1 ≤ ℓ < (p− 2)pm−1 with ordp(ℓ) < m− 1. Then ordp(aℓ) ≥ 2.
Proof. Recall that aℓ =
∑p−1
k=
⌈
ℓ
pm−1
⌉ (kpm−1
ℓ
)
. For each k, we have
(3)
(
kpm−1
ℓ
)
=
kpm−1
ℓ
·
ℓ−1∏
j=1
kpm−1 − j
j
=
kpm−1
ℓ
·
ℓ−1∏
j=1
(
kpm−1
j
− 1
)
.
Since j ≤ ℓ− 1 ≤ (p− 2)pm−1 in the product, we have ordp(j) ≤ m− 1. In particular, the product above is
in Zp and thus (
kpm−1
ℓ
)
∈ p
m−1
ℓ
Zp.
In the case where ordp(ℓ) ≤ m−3, the binomial coefficient above is in p2Zp for all k. In particular, aℓ ∈ p2Zp.
Let us now consider the case ordp(ℓ) = m− 2. Let us write ℓ = rpm−2, where r is an integer coprime to
p. Then we deduce from (3) that(
kpm−1
ℓ
)
=
kp
r
·
ℓ−1∏
j=1
(
kpm−1
j
− 1
)
=
kp
r
·
∏
ordp(j)≥m−2
(
kpm−1
j
− 1
) ∏
ordp(j)<m−2
(−1) mod p2Zp.
Furthermore, all the terms kp
m−1
j
where ordp(j) = m − 2 will be absorbed in p2Zp when multiplied by kpr .
Thus, (
kpm−1
ℓ
)
=
kp
r
·
∏
ordp(j)=m−1
(
kpm−1
j
− 1
) ∏
ordp(j)≤m−2
(−1) mod p2Zp.
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Thus, if we write s = #{j : 1 ≤ j ≤ ℓ− 1, ordp(j) = m− 1}, then the product above becomes(
kpm−1
ℓ
)
=
kp
r
·
s∏
j=1
(
k
j
− 1
)
(−1)ℓ−s−1 mod p2Zp.
Notice that ⌈
ℓ
pm−1
⌉
=
⌈
r
p
⌉
= s+ 1.
We can therefore deduce that
aℓ =
p−1∑
k=s+1
kp
r
·
s∏
j=1
(
k
j
− 1
)
(−1)ℓ−s−1 mod p2Zp
=
(−1)ℓ−s−1 p
r
p−1∑
k=s+1
k
s∏
j=1
(
k
j
− 1
)
mod p2Zp
=
(−1)ℓ−s−1 p
r
p−1∑
k=s+1
(s+ 1)
s+1∏
j=1
k − j + 1
j
mod p2Zp
=
(−1)ℓ−s−1 p(s+ 1)
r
p−1∑
k=s+1
(
k
s+ 1
)
mod p2Zp
=
(−1)ℓ−s−1 p(s+ 1)
r
(
p
s+ 2
)
mod p2Zp
by the hockey stick identity. But our upper bound on ℓ gives s+2 < p, which tells us that
(
p
s+2
) ≡ 0 mod p.
Since p ∤ r, the result now follows. 
Corollary 2.3. Suppose that 1 ≤ ℓ < (p− 2)pm−1 with ordp(ℓ) < m− 1. Then aℓπℓ−φ(pm) = O(πd).
Proof. Lemma 2.2 tells us that v(aℓ) ≥ 2φ(pm). Thus, v(aℓπℓ−φ(pm)) > φ(pm) > d. 
We now study the case (ii).
Lemma 2.4. Let ℓ = tpm−1, where t = 1, 2, . . . , p− 2. Then
aℓ ∈ (−1)
t
t+ 1
p+ p2Zp.
Proof. As in the proof of Lemma 2.2, we consider(
kpm−1
tpm−1
)
=
kpm−1
tpm−1
·
tpm−1−1∏
j=1
kpm−1 − j
j
=
k
t
·
tpm−1−1∏
j=1
(
kpm−1
j
− 1
)
.
In order to understand this modulo p2, we split the product into:
k
t
∏
ordp(j)=m−1
(
kpm−1
j
− 1
) ∏
ordp(j)=m−2
(
kpm−1
j
− 1
) ∏
ordp(j)<m−2
(
kpm−1
j
− 1
)
=
k
t
t−1∏
j=1
k − j
j
∏
1≤j≤tp−1,p∤j
(
kp
j
− 1
)
(−1)ℓ−tp mod p2Zp
=
k
t
t−1∏
j=1
k − j
j
(1− pC) mod p2Zp
=
(
k
t
)
(1− pC) mod p2Zp,
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where C =
∑
1≤j≤tp−1,p∤j
1
j
. we have
C =
tp−1∑
j=1,p∤j
1
j
=
t−1∑
i=0
p−1∑
j=1
1
ip+ j
=
t−1∑
i=0
p−1∑
j=1
(
1
j
+ pZp
)
=
t−1∑
i=0
p−1∑
j=1
j mod pZp
= t
(p− 1)p
2
= 0 mod pZp.
Thus, using the hockey stick identity again, we deduce that
aℓ =
p−1∑
k=t
(
k
t
)
mod p2Zp
=
(
p
t+ 1
)
mod p2Zp
= p
(p− 1) . . . (p− t)
(t+ 1) · t · . . . · 1 mod p
2Zp
=
(−1)tp
t+ 1
mod p2Zp,
as required. 
Corollary 2.5. Let ℓ = tpm−1, where t = 1, 2, . . . , p− 2. Then
aℓπ
ℓ−φ(pm) =
(−1)t
t+ 1
pπ(t−p+1)p
m−1
+O(πd).
Proof. This follows from the same proof as Corollary 2.3. That is, we can eliminate all terms in πℓ−φ(p
m)p2Zp
modulo πd. 
We now turn our attention to case (iii).
Lemma 2.6. If (p− 2)pm−1 < ℓ < d− 1, then ordp(aℓ) ≥ 2.
Proof. Since
⌈
ℓ
pm−1
⌉
= p− 1, we have
aℓ =
(
(p− 1)pm−1
ℓ
)
=
(p− 1)pm−1
ℓ
ℓ−1∏
j=1
(
(p− 1)pm−1
j
− 1
)
.
All the terms in the product are in Zp as ordp(j) ≤ m− 1. Furthermore, since
(p− 2)pm−1 < ℓ < (p− 2)pm−1 + pm−2,
we have ordp(ℓ) < m− 2, which tells us that
(p− 1)pm−1
ℓ
∈ p2Zp.
Thus, aℓ ∈ p2Zp as required. 
Corollary 2.7. If (p− 2)pm−1 < ℓ < d− 1, then aℓπℓ−φ(pm) = O(πd).
Proof. This follows from the same proof as Corollary 2.3. 
Finally, we study case (iv), which will play a key role in our algorithm of finding explicit uniformizers.
Proposition 2.8. We have ad−1πd−1−φ(p
m) = πd−1 +O(πd).
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Proof. As in the proof of Lemma 2.6, we have
⌈
d−1
pm−1
⌉
= p− 1. Thus,
(4) ad−1 =
(
(p− 1)pm−1
d− 1
)
=
(p− 1)pm−1
d− 1
d−2∏
j=1
(
(p− 1)pm−1
j
− 1
)
.
Note that
(5)
(p− 1)pm−1
d− 1 =
(p− 1)pm−1
(p− 2)pm−1 + pm−2 =
(p− 1)p
(p− 2)p+ 1 = −p+ p
2Zp.
It remains to study the product in (4). Modulo p, the only terms that are not −1 are exactly when
j = ipm−1, i = 1, 2, . . . , p− 2.
d−2∏
j=1
(
(p− 1)pm−1
j
− 1
)
=
p−2∏
i=1
(
p− 1
i
− 1
)
+ pZp
= −
p−2∏
i=1
(
1
i
+ 1
)
+ pZp
= −
p−2∏
i=1
(i+ 1) + pZp
= −(p− 1)! + pZp
= 1 + pZp
by Wilson’s theorem. On multiplying this with (5), we deduce that
ad−1 = −p+ p2Zp.
We can now conclude that
ad−1πd−1−φ(p
m) =
−p
πφ(pm)
πd−1 +O(πd) = πd−1 +O(πd)
because −p
πφ(p
m) = 1+ O(π) by (2) as v(aℓπ
−φ(pm)) ≥ 0 for all ℓ. 
3. Explicit uniformizers
We now explain how to construct an explicit uniformizer of K2,1. On combining Lemma 2.1, Corollar-
ies 2.3, 2.5, 2.7 and Proposition 2.8 and setting m = 2, we deduce from (2) that
(6)
−p
πφ(p2)
= 1 +
p−2∑
t=1
(−1)t
t+ 1
pπ(t−p+1)p + π(p−2)p+1 +O(π(p−2)p+2).
This now allows us to write down an explicit uniformizer of Km,1:
Theorem 3.1. The expression
π−2p+3
(
p
√
p+ πp−1 +
p−2∑
t=1
(−1)t
t+ 1
pπt
)
gives an uniformizer of Qp(ζp2 , p
√
p).
Proof. Note that(
− p√p
πp−1
− 1−
p−2∑
t=1
(−1)t
t+ 1
pπt−p+1
)p
= − p
πφ(p2)
− 1−
p−2∑
t=1
(−1)t
t+ 1
pπ(t−p+1)p +O(πφ(p
2))
6
since all the summands inside the parentheses on the left-hand side have non-negative valuations, which tells
us that all cross terms of the expansion are in pZp. If we combine this with (6), we deduce that(
− p√p
πp−1
− 1−
p−2∑
t=1
(−1)t
t+ 1
pπt−p+1
)p
= π(p−2)p+1 +O(π(p−2)p+1).
Thus, on dividing both sides by π(p−2)p, we have
−
(
π−2p+3
(
p
√
p+ πp−1 +
p−2∑
t=1
(−1)t
t+ 1
pπt
))p
= π +O(π2).
Thus,
v
(
π−2p+3
(
p
√
p+ πp−1 +
p−2∑
t=1
(−1)t
t+ 1
pπt
))
=
1
p
as required. 
One may slightly modify the uniformizer on removing the constant p from the summands as follows.
Define
B0 = 1, Bn =
n∑
k=1
(−1)k+1
k + 1
Bn−k, k = 1, . . . , p− 2.
Lemma 3.2. We have
−p
πφ(p2)
=
p−2∑
n=0
Bnπ
np + π(p−2)p+1 +O(π(p−2)p+2).
Proof. The expansion (6) allows us to write
(7)
−p
πφ(p2)
=
p−2∑
n=0
Cnπ
np + π(p−2)p+1 +O(π(p−2)p+2)
for some constants Cn ∈ Zp.
For t = 1, . . . p− 2, we define At = −p
πφ(p
2)
πtp. Then, (6) gives
−p
πφ(p2)
= 1 +
p−2∑
t=1
(−1)t+1
t+ 1
At + π
(p−2)p+1 +O(π(p−2)p+2)(8)
Ak =
p−2∑
t=0
Ctπ
(t+k)p +O(π(p−2)p+2)(9)
To find Cn in (7), it is enough to consider the partial sum
n∑
k=1
(−1)k+1
k + 1
Ak
in (8), as Ak does not contain the term π
tp for k > t. But the coefficient of πnp in Ak is precisely given by
Cn−k thanks to (9). Hence the result follows. 
Theorem 3.3. The expression
π−2p+3
(
p
√
p+
p−2∑
t=0
Btπ
t+p−1
)
gives an uniformizer of Qp(ζp2 , p
√
p).
Proof. It follows from exactly the same proof as Theorem 3.1 on replacing (6) by Lemma 3.2. 
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We have worked out this uniformizer explicitly for small values of p:
p = 3 :
3
1
3 + π2 + 2π3
π3
p = 5 :
5
1
5 + π4 + 3π5 + 2π6 + 4π7
π7
p = 7 :
7
1
7 + π6 + 4π7 + 4π8 + 5π9 + 5π10 + 4π11
π11
p = 11 :
11
1
11 + π10 + 6π11 + 10π12 + 6π13 + 5π14 + 6π15 + 3π16 + 7π18 + 9π19
π19
p = 13 :
13
1
13 + π12 + 7π13 + π14 + 6π15 + 4π16 + 4π17 + 2π18 + 11π19 + 7π20 + 10π21 + 4π22 + π23
π23
Remark 3.4. The key of the construction relies crucially on finding an integer ℓ such that p||aℓ in the
expression (2) with p ∤ ℓ. In the case m = 2, our calculations in §2 show that ℓ = d − 1 = (p − 2)p + 1
satisfies these two conditions. Unfortunately, when m > 2, our choice of d satisfies the first condition, but
not the second one. In all the numerical examples where m > 2 we have studied, we have not found a single
instance where an integer ℓ satisfying both conditions exists. It seems to suggest that completely new ideas
will be required to construct explicit uniformizers of Km,n for arbitrary m and n.
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