Abstract-In this paper, we present an infinite hierarchical non-parametric Bayesian model to extract the hidden factors over observed data, where the number of hidden factors for each layer is unknown and can be potentially infinite. Moreover, the number of layers can also be infinite. We construct the model structure that allows continuous values for the hidden factors and weights, which makes the model suitable for various applications. We use the Metropolis-Hastings method to infer the model structure. Then the performance of the algorithm is evaluated by the experiments. Simulation results show that the model fits the underlying structure of simulated data.
I. INTRODUCTION
Statistical models have been applied to the classification problems in machine learning and data analysis [1] . Some statistical methods make the hypothesis of mathematical models that are controlled by certain parameters to fit the latent structure of observed data [2] . The observed data are assumed to be generated by complex structures which have hierarchical layers and hidden causes [3] . One key challenge is thus the determination of the numbers of layers and hidden variables. However, it is sometimes impractical and challenging to choose any fixed number for the model structure. Therefore, we need flexible non-parametric models that make fewer assumptions and are capable of an unlimited amount of latent structures. Hierarchical nonparametric Bayesian model [4] assumes unspecified number of latent variables and produces rich kinds of probabilistic structures by constructing cascading layers.
In [5] , a non-parametric Bayesian model was proposed with both hidden factors and linking weights being binary. The model accommodates potentially infinite number of hidden factors and performs well in inferring stroke localizations. In [6] , the Indian Buffet Process (IBP) was introduced into factor analysis and enabled their model of handling the infinite case with real-valued weights and factors. In the application realm, non-parametric Bayesian model has been explored to solve various classification and clustering problems. In [7] , the deep belief networks had been applied to unlabeled auditory data and achieved good performance in the unsupervised classification task. Although the nonparametric Bayesian technique has been advanced by researchers E. Pan (epan@uh.edu), and Z. Han (zhan2@uh.edu) are with the Department of Electrical and Computer Engineering, University of Houston, Houston, Texas, USA, 77004.
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recently, challenges still lie in the problem of constructing the real-valued non-linear models with the numbers of both hidden layers and hidden factors being infinite.
In this paper, we investigate the nonparametric Bayesian model with infinite hierarchical hidden layers and an infinite number of hidden factors in each layer. Our main contributions include: the proposition of the infinity structure both latently and hierarchically; the linking weights are extended from binary values to real values; the proposed model is constructed in a non-linear fashion; the employment of the Metropolis-Hastings algorithm enables the alternative update of the values of hidden factors layer by layer, making the inference procedure recursively. The phantom data are simulated according to our infinite generative model. The inferring algorithm is then applied to the simulated data to extract the data structure. Considering wireless security circumstance, the applications we mainly focus on turn to be the clustering problems. Therefore, the most interest lies in the number of hidden factors which indicates the number of clusters in different hierarchical levels. The simulation results show that this greedy algorithm accomplishes the objective of discovering the number of hidden factors accurately. This paper is organized as follows: In Section II, the nonparametric Bayesian generative model is introduced to generate the data. The inference algorithm is given in Section III. Simulation results are presented in Section IV. In Section V, we draw conclusions and give insightful discussions.
II. GENERATIVE MODEL
The objective is to construct a hierarchical Bayesian generative model which allows both infinite layers and infinite components in each layer. To better explain the proposed model, we describe the finite generative model first. Then the infinite model can be obtained by extending the number of hidden factors and the number of layers to infinity.
A. Finite Generative Model
Finite generative model is used to model the causal effects among the factors between layers, as those described in [5] and [8] . Here we construct the model of one observation layer and two hidden layers. Define the matrix X = [x 1 , x 2 , ..., x T ] as the data set of T data points with each x t being a vector of N dimensions. Accordingly, define the matrix Y 1 = [y i } and weight matrices {W i } can be derived in the similar way. Fig. 1 illustrates the proposed infinite generative model structure for a particular instance t ∈ {1, 2, ..., T }.
Within one particular instance t, data vector x t is generated in as follows: First, the hidden vector y i t of the topmost layer is generated according to Gaussian distribution N (0, σ 2 y,i ). Then the weight matrix W i is generated according to
where matrices Z i and G i are of the same size as W i and the symbol indicates the element-wise product operator. We assume each column of matrix Z i , Z i .,r , is generated independently as Z i .,r ∼ Bernoulli(p r ). We further impose a prior distribution for the parameter p r ∼ Beta(α i /K i , 1). It will be demonstrated later that this strategy of constructing matrix Z i will result in the Indian Buffet Process as the number of variables of y i t , K i , approaches the infinity [9] . For the matrix G i , each column is generated by Gaussian distribution G 
It can be verified that the element of weight matrix W i follows the distribution:
where sgn indicates the sign function and symbol δ 0 is a delta function at 0. The downward layers are constructed in the same fashion.
The generation of variables from the first hidden layer y 1 t to the observed layer x t is similar to the procedure above, except for the parameterizations: We assume Z β 1 ) . Hence, the distribution of observed data vector can be expressed as X n,t ∼ N (0, σ 2 xn ) and
(2)
B. Infinite Generative Model
The case of an infinite number of layers can be expressed by the recursive equations:
The infinite number of components in each layer can be obtained by taking the limit as K i → ∞. For example, for our assumptions on Z 1 , we have:
where
n,k is the number of data points that select hidden factor Y 1 k,. and Z 1 is a N × K matrix. Since we place a prior distribution Beta(α 1 /K 1 , 1) on p k , we can integrate out the parameter p to obtain:
By defining the equivalent-class of matrix Z 1 [9] , we can find the distribution on Z 1 as K → ∞:
where K n 1 is the number of first hidden layer factors being selected by the n-th variable of the data point X .,t , H N is the harmonic number with H N = N j=1 1 j and K h is the number of first hidden layer factors selecting h components of the data point. This distribution corresponds to a stochastic process, the IBP [9] .
III. INFERENCE ALGORITHM
Having constructed the infinite generative model, the goal is to infer {W It has been proved that this layer-wise inferring strategy is efficient in [11] . Different from [11] , the MH algorithm is applied to perform the inference, instead of the contrastive divergence method.
The MH algorithm defines a Markov chain which allows the change of dimensionality between different states of the model. The new state is generated from the previous state by first generating a candidate state using a specified proposal distribution. Then a decision is made to accept the candidate state or not, based on its probability density relative to that of the previous state, with respect to the desired invariant distribution, Q. If the candidate state is adopted, it evolves as the next state of the Markov chain; otherwise, the state of the model stays the same. To better explain the inference algorithm, we specify the problem into one hidden layer inference. The generalized infinite case can be derived in the similar fashion. In our problem settings, let η represent the values of W 1 , Y 1 , K 1 , where W 1 is the weight matrix connecting the N × T data matrix X and the K 1 × T hidden factors matrix Y 1 and K 1 is the dimension of hidden factor y 1 t . Then the change between different states of the model is adopted with probability
where η * is the proposed new value, η is the current value, and Q(η * |η) is the probability of proposing η * given η. The term P (X, η) can be further expressed as
The change of dimensionality is completed in this way: Iteratively pick a hidden factor with corresponding column k of W 1 and check the number of linked edges m k . If m k = 0, then remove this hidden factor together with the corresponding column in W 1 and decrease K 1 . Otherwise, propose a new hidden factor with no linked edges and sample the new values of Y 1 by (4). This new proposed state is accepted with the probability A(η * , η). The probability of adding a new hidden factor is approximated by K 1 + /K 1 while the probability of generating the new Y 1 is specified by its normal distribution. Q(η * |η) is obtained by multiply these two probabilities. To return to the previous configuration, we can delete any hidden factor with the same values as the proposed new row of Y 1 . The probability of choosing such a hidden factor is approximated by 1/(K 1 + 1). Therefore, we have
is just the probability of generating a new column of Z 1 with all zero values, specified by (2).
And
can be computed from Poisson distributions as the priors of IBP. As a result, we have
Similarly, the proposal of delete a hidden factor with no linked edges is accepted with the probability
To accomplish the algorithm, we need to sample W 1 and Y 1 . Using the Gibbs sampling, we individually infer each variable of the two matrices in turn from the distribu-
From the construction of our generative model and the Bayes' rule, we have
is specified by the Gaussian likelihood we choose, and the term P (W 1 n,k |W 1 −n,k ) can be obtained by integrating out the associated priors:
where P (W 1 n,k | θ) is specified by (2) and W 1 −n,k denotes all values of the k-th column of matrix W 1 except for W 1 n,k . Since the columns of W 1 are generated independently, We
Utilizing the Bayes' rule again, P ( θ|W 1 −n,k ) can be computed by:
The distribution P ( W 1 −n,k |σ 2 k , p k ) can be computed by evaluating each element of the k-th column of matrix W 1 except for W 1 n,k based on (2). The distribution P (σ 2 k , p k ) can be computed by multiplication of P (σ 2 k ) and P (p k ) which are specified by their priors defined in the generative model.
Similarly, we obtain the expression for (4) .
The inference at the rest hidden layers is similar to the procedure used to infer the first hidden layer. Therefore, we summarize our inference algorithm in Algorithm 1.
Algorithm 1: MH steps for inferring first-layer hidden factors for r = 1, 2, . . . , number of iterations do for i = 1, 2, . . . , N do iteratively select column k of W if m −i,k > 0 then propose adding a new hidden factor with probability specified by (12) else propose deleting this hidden factor with probability specified by (13) for k = 1, 2, . . . , K do sample W i,k according to (14) for each element of Y do sample Y k,t according to (17)
IV. SIMULATION RESULTS AND DISCUSSIONS FOR WIRELESS APPLICATIONS
We analyzed the performance of the proposed modified MH algorithm for inferring the true number of hidden factors in the first hidden layer. First, we fix the dimension of the observed data points, N = 16, and vary the number of hidden factors, K, from 3 to 10. For each integer value of K, we generate a dataset containing T = 200 data instances using the proposed generative model. Within one instance, Y 1 is sampled according to its Gaussian prior. Then the weight matrix W 1 is drawn from its distribution specified by (2) . Finally, the data point X is generated by the Gaussian distribution where the parameters are expressed in terms of Y 1 and W 1 . The rest model parameters are fixed at α 1 = 3 for the Beta distribution; α 1 = 2 and β 1 = 1 for the Inversegamma distribution. The modified MH algorithm is initialized with three choices of K: K = 2, K = 10 or random positive integer between 3 and 10, and then runs for 200 iterations. Each dataset is estimated 10 times by the inference procedure described previously. We record the expectation of the estimated number of hidden factors and its variance as the result.
We plotted the results in Fig. 2 . The modified MH algorithm is under the influence of initialization. When initializing K = 10, which is much greater than the dimensions of the underlying model, the inferred K values are generally much larger than the true values. However, when initializing K randomly, the results correspondingly show some randomness. Another observation is that the MH method tends to over-estimate the number of hidden factors. This is because the proposal to add one hidden factor is preferred to be accepted. According to (10) , the nominator is usually larger than the denominator because the denominator is composed by the multiplication of probability terms. Hence, the adding proposal is more likely to be accepted.
The proposed model can be utilized in unsupervised and nonparametric clustering problem in wireless networks. The estimated number of hidden factors solves one key challenge of clustering problem that is the determination of the number of clusters. In wireless security setting, the proposed model is a suitable solution to identify the attack devices in the communication system [12] . In the field of data analysis in the wireless networks, the proposed model can serve as the feature extraction approach [13] . Moreover, the proposed model can contribute to the location estimation task in wireless networks [14] . Many other wireless networking applications can be explored using the proposed framework.
V. CONCLUSIONS
In this paper, we developed a deep hierarchical nonparametric Bayesian model to represent the underlying structure of observed data. Correspondingly, we proposed a modified MH algorithm to recover the number of hidden factors. Our simulation results on the hidden layer show that the algorithm discovers the model structure with some estimation errors. However, as shown in the results, our approach is capable of inferring increasing dimensions of hidden structures, which is due to the advantage of the nonparametric Bayesian technique. This indicates that the nonparametric Bayesian approach can be a suitable method for discovering complex structures.
