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CHAPTER 1. Introduction 
Active noise control has typically been relegated to low frequency noise due to chal­
lenging technical issues that arise when controlling high frequencies. These technical 
issues include a lack of modal separation in the plant response, a small region of control 
around the error microphone, large model uncertainty, and impractical physical configu­
rations imposed on the sensor/actuator pair. This thesis explores a variety of these issues 
by examining various feedback and feedforward controllers using a couple of different 
experimental setups. 
In noise-mitigating headset designs, passive noise control approaches have shown 
substantial broadband reductions of high frequency noise using well-sealed ear defenders 
lined with sound absorbing foam. These passive headsets could exhibit even further noise 
reduction with the addition of an active system. In some cases, people working in a noisy 
environment all day do not wear ear defenders as often times they can be uncomfortable 
to wear for long periods of time. An active headrest system would allow these people 
to be free of an uncomfortable headset while reducing the risk of potential hearing loss. 
Also, passive headsets limit speech intelligibility, whereas active systems can selectively 
control bands of the frequency spectrum not conflicting with human speech. These are 
a few of the motivations behind the research presented in this thesis. 
The main contribution of this thesis is the formulation of a new type of resonant 
mode controller for which a closed form expression is derived. This controller requires 
no design iterations and the gain margin of the resulting loop can be specified ahead of 
time (the phase margin is always infinite). This controller differs from standard resonant 
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control in that it acts directly on a disturbance rather than damping resonant poles of 
the system plant. This allows for a notch to be created in the disturbance anywhere in 
the spectrum and not just at resonant modes of the system. This becomes necessary 
when controlling high frequency noise in the free field where no resonant modes exist. 
Experimental results show large reductions (>20 dB) can be achieved at high frequencies 
using this controller. 
1.1 Outline 
Chapter 2 examines the system identification software developed at NASA Langley 
Research Center, called SOCIT. Despite a few limitations, models obtained with this 
algorithm have a fairly good level of fidelity. The first of these limitations is that the 
accuracy of the identified discrete-time model increases as the sampling rate decreases. 
The model which best fits the data is therefore undersampled and warps significantly 
when converted to a continuous-time model. To solve this problem a method of pre-
warping frequency response data is employed to obtain accurate continuous-time models. 
Another limitation of SOCIT is its inability to model high frequency data which does 
not begin at the origin. This problem is solved by introducing a concept known in 
communications as modulation. 
Chapter 3 introduces a simple algorithm which automates the state weighting process 
required in LQG controller design. The standard method of trial and error until a desired 
performance is reached becomes increasingly more difficult and time consuming as the 
model order increases. The automated procedure is compared to the trial and error 
method using a 40th order system. It is shown that the algorithm is consistently able to 
find state weights which result in better performance in much less time than that taken 
by the trial and error method. 
Chapter 4 investigates the configuration wherein an active noise control system is 
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mounted in a headrest. The non-separable modes in the plant response lead to a reso­
nant control strategy which does not rely on damping resonant peaks of the plant. The 
implementation of the resulting controller design has a notch filter effect on a distur­
bance noise at any desired frequency. Unfortunately, the headrest setup shows a lack of 
robustness at high frequencies due to the large uncertainties caused by the speaker and 
microphone separation. 
Chapter 5 attempts to remedy the lack of robustness of the headrest design with the 
use of a headset configuration. This setup involves the use of very small speakers and 
microphones to enable close proximity to the listener's ear. The closed form resonant 
mode controller equations are derived. An adaptive controller based on these equations 
is implemented which reduces a frequency varying disturbance. 
Chapter 6 explores several possible feedforward control designs. It is determined 
that complete cancellation can only occur with the use of an unrealizable filter. A band-
limited realizable filter design achieves satisfactory results, however it's lack of robustness 
to changes in the disturbance location limit it's feasibility. A preview-based feedforward 
controller is implemented off-line with promising results. Future work should address 
implementation of this methodology in real-time experiments. 
1.2 Remarks 
The first two chapters on system identification and automated state weighting essen­
tially describe two computer codes which were developed to improve current modelling 
procedures and controller design. These chapters are not specific to the topic of resonant 
mode control and are generic to modelling and control design of any dynamic system. 
These two codes were extensively used in the resonant mode control designs presented 
in this thesis. For a demonstration of the capabilities of the above mentioned codes, 
some high order acoustic/vibration systems were used as examples. 
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CHAPTER 2. System Identification 
System identification is the process of extracting a mathematical model of a system 
using input/output data obtained experimentally. For a linear system, this mathematical 
model can be written in the form of a transfer function or as an equivalent state-space 
representation. This chapter focuses on system identification of an acoustical system 
to obtain a linear model. Often times for broadband acoustical systems it is more 
convenient and accurate to obtain a dynamic model using a system identification process 
rather than a mathematical derivation. Obtaining an accurate system model is key to 
controller robustness and performance. 
3-D acoustics and vibrations problems with complex geometries are extremely diffi­
cult to solve analytically and their solutions tend to be an inaccurate representation of 
the actual system. On the other hand, obtaining a frequency response experimentally is 
not very difficult, a process made even simpler with the use of a dual-channel spectrum 
analyzer. Once the data has been collected, system identification programs must be 
used to fit a proper model to the data. In the case of acoustics and vibrations systems, 
frequency domain techniques tend to yield better fits to the model than the time domain 
methods and hence frequency domain system identification techniques are used in this 
work. 
Matlab has a built-in command for frequency domain system identification called 
invfreqs which uses least squares error minimization to fit the data. The invfreqs function 
operates under the transfer function framework, so it's output is the numerator and 
denominator coefficients of the modelled system's transfer function. This method is not 
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Figure 2.1 Best model obtained using Matlab's Invfreqs program. Con­
verting the transfer function to state-space form will ruin the 
accuracy of the model. 
well-suited for acoustics/vibrations systems because converting to modal canonical form 
ruins the accuracy of the model. This is because the model that invfreqs outputs is very 
ill-conditioned, even for low order systems. In addition, invfreqs is slow and degrades in 
accuracy for high order models (40th order and higher). A plot showing the best model 
invfreqs was able to achieve using the data from an aircraft panel vibration response is 
shown in Fig. 2.1. 
Another frequency domain system identification routine is SOCIT (System Observer 
Controller Identification Toolbox) developed at NASA Langley Research Center. SOCIT 
makes use of the eigensystem realization algorithm to compute a discrete-time model 
from experimental magnitude and phase data using samples of the pulse response of the 
system (Markov parameters) (8). This program is well-suited for acoustics and vibrations 
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problems because it outputs a model in state-space form which is well-conditioned and 
easily converts to modal canonical form. It is also able to identify very high order plant 
dynamics with acceptable error levels fairly efficiently. Unfortunately, there are two 
major drawbacks of the SOCIT algorithm: 
1. SOCIT's accuracy deteriorates as the model's chosen sampling rate increases. 
Therefore, the discrete-time models which SOCIT identifies are most accurate 
when sampled at the Nyquist rate (twice the highest frequency of the experimental 
data). This turns out to be a severe limitation when converting to a continuous-
time model. Since the sampling rate is so low, the discrete-time model becomes 
distorted when it is transformed to a continuous-time system. 
2. SOCIT is unable to find an accurate model of frequency response data at any 
location other than the origin. If the data is not given from 0 Hz to half of the 
Nyquist frequency, SOCIT will identify spurious modes of the system at points 
throughout this range anyway. These spurious modes cause the model order to 
be unnecessarily high and even after order reduction the identified model does not 
match up well with the experimental data. 
These two restrictions prove to be limiting to an impractical level. The following two 
sections will outline how to obtain an undistorted continuous-time system from an un­
dersampled discrete-time system and how to obtain an accurate model at any frequency 
range of interest. The resulting system identification procedure is a modification of the 
SOCIT toolbox which achieves extremely accurate frequency domain system models. 
2.1 Enhancements to SOCIT Algorithms 
Frequency response data was gathered from a spectrum analyzer to identify the piezo-
input accelerometer-output transfer function of a vibrating panel from 0 Hz to f500 Hz. 
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Frequency Response System Identification 
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Figure 2.2 Undersampled discrete to continuous-time system conversions 
cause distortions in the model. 
SOCIT was used to transform this frequency response data into a discrete-time state 
space representation with a sampling rate of 3000 Hz. As expected, the discrete to 
continuous conversion resulted in a distorted frequency response regardless of what type 
of transformation was used. Both conversion processes require the sampling rate to be 
much higher than the Nyquist rate for the dynamics to remain intact. The discrete-time 
model, as well as the continuous-time models obtained from the two conversion processes 
are shown in Fig. 2.2. 
The zero order hold method, governed by Eq. (2.1), shows that the dynamics of 
the sample and hold are multiplied to the discrete-time system, G(z), and then inverse 
^-transformed to obtain the continuous-time system, G(s) (14). This means that it is 
impossible to predict how the conversion will warp discrete-time systems in general since 
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the amount of warping depends on the system itself. 
G(s) = sZ-1{(-±I)Gti} (2.1) 
Although the continuous-time model obtained using the bilinear transformation is 
much more distorted than the zero order hold model (see Fig. 2.2), it will be shown 
that the distortion can be predicted for any discrete-time system. The bilinear trans­
formation maps the unit circle of the z-plane directly onto the imaginary axis of the 
s-plane according to Eq. (2.2)(14). What follows is the development of this equa­
tion into the actual frequency mapping from discrete-time system frequencies, fd, to 
continuous-time system frequencies, fc, given in Eq. (2.3)(10). This function predicts 
exactly how the discrete-time system will be warped into it's continuous-time coun­
terpart by a nonlinear frequency stretching. Since this relation depends only on the 
sampling rate, fs, the amount of warping can be predicted for any discrete-time system. 
To obtain a continuous-time system which will match the transfer function data, the 
actual data must be prewarped according to Eq. (2.4), which is simply Eq. (2.3) solved 
for fd. Therefore, to obtain an accurate continuous-time model, the user must shrink 
the actual data's frequency vector, / , into a prewarped frequency vector, fp, before 
performing system identification. 
(2.2) 
j2?r/c " + J 
j27r/j//s 
gj27T/d//„ _|_ ^ 
_|_ g-j'TT/d//. 
gjWd/A _ g-jWd//. 
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Js 
f c  (2.3) 
f P  (2.4) 
The SOCIT toolbox will fit a discrete-time model to the prewarped data so that 
when the model is converted to continuous-time, the requisite warping will stretch the 
discrete-time model directly on top of the experimental transfer function data. This 
system identification process, as applied to the aircraft panel dynamics, is shown in 
Fig. 2.3. The 40 state continuous-time system obtained from this modified SOCIT 
frequency domain identification procedure has extremely small error when compared 
with the experimental frequency response data. 
There are several parameters involved in this procedure which are key to finding 
good models. One of these parameters is fs from Eq. (2.4). Since the data is now being 
prewarped, a sampling frequency at the Nyquist rate is no longer required. In fact, since 
the output of the modified SOCIT program is a continuous-time model, the sampling 
rate can be just about anything (even below the Nyquist frequency). The size of fs will 
only determine how much the data shrinks as a discrete-time model before it is stretched 
back out again by the discrete-to-continuous conversion. A small fs results in a large 
amount of shrinking and stretching, whereas a large fs will barely alter the experimental 
data. In order to determine a good value of /s, a search over a grid of varying fs ratios 
(/a/half the Nyquist rate) and varying desired number of states was completed. The 
error between the resulting model and the experimental data was evaluated at each grid 
point and is plotted as a colormap in Fig. 2.4. As can be seen in the figure, an fs ratio 
of 2 seems to be optimal since it required the fewest states to accomplish minimal error. 
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Figure 2.3 Correction of distortions caused by undersampled discrete to 
continuous-time system conversion using the prewarp method. 
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Error Map 
Number of States 
Figure 2.4 Error grid showing how changes in the sampling rate ratio 
(/a/half the Nyquist rate) effects the accuracy of the resulting 
model. Blue: Small Error, Red: Large Error. 
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Another important parameter involved in fitting an accurate model comes from the 
gain-scaling factor. This is given as an amplitude shift in dB of the experimental data 
before sending it as input into SOCIT's identification routine. This conditioning of the 
input data can lead to better models than doing no scaling at all. This is especially true 
for high order systems where the model error is more susceptible to changes in gain. 
Once a desirable model has been found for the gain shifted data, the model must be 
shifted back by the same amount so that it overlaps with the original data. Keeping 
fs ratio constant at 2, a similar error grid was constructed by varying the amount of 
gain shift and varying the number of desired states. Just like before, the error between 
the resulting model and the experimental data was evaluated at each grid point and 
is plotted as a colormap in Fig. 2.5. As can be seen in the figure, the best model is 
obtained by premultiplying the data by 40 dB. It is the case for most high order systems 
that a noticeably better fit to the data will occur only after a specific shift in gain. 
However, this shift in gain varies from system to system and cannot be predetermined. 
2.2 Modulating the Model 
The previous section outlines a method for obtaining accurate system models by 
manipulating the data before and after SOCIT identifies the system. This idea is taken 
one step further to fit data which does not start at the origin (0 Hz). Many control 
applications are interested only in the dynamics of a selected frequency range and so 
it is desirable to obtain an accurate model exclusively over these frequencies. In fact, 
the last three chapters of this thesis will focus exclusively on high frequency controllers. 
Unfortunately, SOCIT was not written for these type of applications and only identifies 
models which start at the origin. Similar to the undersampling problem of the last 
section, this problem can be overcome by manipulating the experimental data before 
and after use of the SOCIT routine. 
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Figure 2.5 Error grid showing how changes in the gain shift of the exper­
imental data effects the accuracy of the resulting model. Blue: 
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Flip and Shift Experimental Data for Modeling at the Origin 
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Figure 2.6 Experimental Data (blue) is flipped and shifted to the origin 
where it is then prewarped (red) and modelled (green) using 
SOCIT. 
The first step in the process is to flip and shift the experimental data to the origin. 
This mirror image of the actual data will provide SOCIT with a usable data array for 
identification. Once the data is flipped and shifted, it can be prewarped and fit with 
a model as is shown in the previous section. This process is shown graphically in Fig. 
2.6 using the data from a speaker and microphone placed in a clothing washer. The 
frequency range of interest for noise control of this washer was 300-400 Hz. SOCIT is 
now able to fit an accurate model to the data, the only problem is that the model is not 
in the right part of the spectrum and is also the mirror image of the actual data. 
Flipping and shifting a model back to it's original frequency range while retaining 
the integrity of the model will require a technique used primarily in communications 
applications called modulation. Modulation is a means for transporting a signal from 
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one part of the frequency spectrum to another. For example, AM radio broadcasts take 
audible signals from 0 Hz to 20 kHz and modulate them to a narrow frequency band 
somewhere from 535 kHz to 1.7 MHz. In the time domain, this is accomplished simply 
by multiplying the signal by a cosine oscillating at the modulation frequency. This is 
called modulating the signal with a carrier wave and the modulation frequency is called 
the carrier frequency. Eq. (2.5) shows a time-domain signal m(t) and it's frequency-
domain counterpart M{w). The effect of modulation is shown in Eq. (2.6) as m(t) is 
multiplied by a carrier wave. The effect on M(w) is a positive and negative spectrum 
shif t  by the carr ier  frequency w c  (11).  
m(() <=> M(w) (2.5) 
m(()(2cos(wcZ)) <=> M(w + wj + M(w — wj (2.6) 
A positive and negative shift in the Laplace domain transfer function can be realized 
by simply replacing every s with s + jwc and adding it to the same transfer function 
with s replaced by s — jwc. A general form of transfer function modulation for a system 
with order n is shown in Eq. (2.7). What seems to be a straightforward mathematical 
manipulat ion of  the transfer  function is  actual ly quite  complicated.  For many cases,  n 
is a large number and wc is a very large number, so calculating this formula directly will 
lead to numerical problems. 
#1(3 + jw c)n  1  + .. .  + an  1 Qi(g — jw c)n  1  + .. .  + an  
(s+jWc)" + &l(g+jWc)^ + ...+&n (s-jWc)" + &l(g-jWc)^ + ... + &n 
As a way to circumvent these numerical problems, it is numerically better conditioned 
to convert the model into it's modal canonical form. Once in modal form, it is easy to 
break up the larger transfer function into multiple 2nd order transfer functions connected 
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in series. Each 2nd order transfer function can then be modulated independently of the 
others, free from numerical problems. A general 2nd order system is given in Eq. (2.8) 
and it's modulated counterpart in Eq. (2.9). Each 2nd order system expands to the 4th 
order system in Eq. (2.10) when modulated (all of the imaginary components of Eq. 
(2.9) drop out). Although this is a rather long equation, it is at least manageable when 
compared to modulating a large system without breaking it up into it's respective 2nd 
order transfer functions. 
2(ais3 +  (<%2 +  a i b i ) s 2  +  { 0 , 2 b i  +  011(62 +  w c ) ) s  #262 + ( a  161 ~~ 82)^) / n  1 n) 
+ 26is^ + (61 + 2(62 + + 261(62 + w^)s + (61 - 262)^ + 6g + 
If the system has 1st order poles and zeros, they also need modulation. These states 
can be handled using the same method as before with the simplicity of a single pole. 
The general 1st order system is given in Eq. (2.11) and it's modulated counterpart in 
Eq. (2.12). Each 1st order system expands to the 2nd order system in Eq. (2.13) when 
modulated. 
d \ S  - \ -  C I 2  (2.8) 
+ 61S + 62 
cn(s + jw c)  + ci2  ci\(s  — jw c)  + «2 (2.9) 
d \ S  - \ -  C I 2  (2.11) 
s + b 
a l  (S  + j w c )  + 012 a l  (s ~~ j w c )  + 012 
(s + jwc) +61 (s — jwc) + 61 (2.12) 
2(«iS2 + (0I161 + Olg)^ + OI261 + Cl\W^ (2.13) 
+ 26is + 61 + 
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Modulating the Model with 400 Hz Carrier Wave 
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Figure 2.7 Modulating the nth order system identified at the origin results 
in a model of order 2n centered around the carrier frequency. 
Once all of the 2nd and 4th order modulated segments of the transfer function have 
been calculated, they can be multiplied back together again. An easy way to do this is to 
combine them as state-space representations connected in series. The resulting system 
model should now match with the original data. For the washing machine example, the 
SOCIT identified model at the origin was modulated with a 400 Hz carrier using the 
process outlined above to result in a model which matches nicely with the experimental 
data from 300-400 Hz (Fig. 2.7). 
An obvious problem with the model of Fig. 2.7 is that it is twice the size that it needs 
to be to fit the experimental data. This is because during modulation, both negative and 
positive frequency components are shifted to the carrier frequency. A simple fix of this 
problem is to perform model reduction on any mode which has a frequency component 
18 
Reducing the States of the Modulated Model 
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Figure 2.8 Model accuracy is maintained even after deleting all states hav­
ing frequency components larger than 400 Hz. 
larger than the carrier frequency. For the washing machine example, all modes above 
400 Hz were deleted from the model, resulting in a reduced order model which matches 
the data very well (Fig. 2.8). 
2.3 Remarks 
The SOCIT algorithm for identifying system models was explored as Matlab's built-
in system identification routine, invfreqs, was inadequate for high order modal dynamics 
associated with acoustics and vibrations systems. Unfortunately, SOCIT tends to yield 
undersampled system models which also need to be based on a frequency spectrum that 
contains the origin. A prewarping method of conditioning the input data was developed 
which solved the problem of undersampled discrete-time models and allowed for undis-
19 
torted conversions to continuous-time models. The process of modulation expanded 
SOCIT's capabilities to fit models at any frequency range of interest. These two addi­
tions improved the functionality of SOCIT without tampering with SOCIT's ability to 
fit models to data with extremely small error. 
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CHAPTER 3. Synthesis of State Weights 
Optimal control theory has long been plagued by its lack of a systematic method 
when optimizing state and control weighting matrices used in the LQR (Linear Quadratic 
Regulator) cost function. Although this control is optimal for a given set of user-defined 
state and control weighting matrices, the performance of the controller varies widely 
based on the selection of these weights. Engineers have been left with the task of 
choosing appropriate weighting sequences by iterating each weight until the controller 
performs to their satisfaction. This procedure gets increasingly more frustrating and 
time consuming as the size of the controller increases. This chapter outlines an effective 
strategy to synthesize these weights and thereby reduce design time and frustration. 
It is shown that the introduction of an iterative process to minimize acoustical energy 
in an optimization loop with LQR leads to a controller with excellent performance. A 
comparison is made between this automated synthesis method and the standard trial 
and error method. The resulting closed loop system response obtained with a controller 
designed using the proposed synthesis procedure shows better performance. The pro­
posed controller design method is used to design a controller for an aircraft test panel 
model obtained from NASA LaRC in an effort to reduce vibrations caused by bound­
ary layer excitation. The goal is to achieve a reduction in cabin noise by controlling 
the vibration of such panels. The aircraft panel model provides a good testbed for the 
automated state weighting procedure because of it's high order dynamics. 
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3.1 Problem Description 
Mitigation of aircraft cabin noise has been the topic of research for the past several 
decades. Several researchers have been investigating this difficult problem and various 
approaches have been proposed (1)(6)(20). Most of the proposed solutions have been 
passive approaches, but recent efforts have attempted to control both engine noise and 
the transmission of external noise into the cabin with actively controlled structures (3). 
The work described in this chapter details several control design methods for such an 
aircraft structure. The current experimental setup used for this investigation consists of a 
fuselage panel structure mounted on the wall of a transonic wind tunnel. The disturbance 
consists of flow-induced excitation of structural modes which the controller seeks to 
minimize. The ultimate goal is to reduce acoustical energy generated by structural 
excitation. One way to achieve that is through vibration control of the panel. 
The panel structure is instrumented with four accelerometer sensors and laminated 
with a piezoelectric device to be used as the control actuator (Fig. 3.1). The accelerom-
eters are placed in asymmetric positions around the piezo actuator to capture a broad 
range of modal responses. The controller-estimator block diagram given in Fig. 3.2 is 
standard for LQG regulator design. The accelerometer outputs are averaged to obtain a 
single output signal which is used to characterize the overall panel vibration. Although 
this will not produce the best controller performance, it will reduce the system from 
SIMO (Single-Input Multiple-Output) to SISO (Single-Input Single-Output). Since the 
order of the plant determines the order of the controller for LQG design, reducing the 
order of the plant will in turn reduce the order of the controller. Controller and closed 
loop system dynamics are given by the state space representations of Eq. (3.1) and Eq. 
(3.2), where L is the estimator gain, K is the regulator gain, I is the identity matrix, and 
Bd is the input matrix for the disturbance. Since there is no disturbance input available, 
it is reasonable to assume the plant input matrix is the same as the disturbance input 
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Accelerometer 1 
Piezo 
Accelerometer 4 
Figure 3.1 Section of airplane panel instrumented with four accelerometer 
sensors and one piezoelectric actuator. 
matrix. Therefore, both controller design methods are evaluated using Bj = B. 
Hr. 
A - - ivC 
-K 
L 
(3.1) 
A -BK Bd  
Hd = LC A - - ivC 0 
C 0 0 
(3.2) 
3.2 Control Design 
Before proceeding to the automated synthesis of state weights in LQG (Linear 
Quadratic Gaussian) design, a brief background of the LQG optimization problem and 
solution is given. The LQG process consists of two optimization processes, the LQE 
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Figure 3.2 Block diagram of closed loop system. 
(Linear Quadratic Estimator) and the LQR (Linear Quadratic Regulator). In relation 
to the aircraft panel control problem, the estimator is used to find estimates of the states 
using only the averaged accelerometer output and piezo input. The regulator will then 
apply a specified control to each of these estimated states. To understand the relation 
between states and the given system to be controlled, it is necessary to transform the 
system into its modal form. This will make each group of two states along the diagonal 
of the A matrix appear as a decoupled second order system with its own resonant fre­
quency. The estimator and controller gains, L and K, can be determined individually 
due to the separation principle (4). Although both gains were calculated to obtain the 
total controller, the determination of the gain, /<, will be the focus in this work. 
A steady state optimal regulator works by minimizing the quadratic cost function in 
Eq. (3.3) subject to the state dynamics of the plant. The infinite time horizon of the 
integral, specific to steady state optimal control, allows the solution to take the form 
of constant controller gains, K. Therefore, the steady state regulator problem provides 
a time-invariant control law (12). In this equation, J is the performance index, Q is 
the state weighting matrix, and R is the control weighting matrix. Since the aircraft 
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panel system is a 40 state SISO model, Q will be a 40x40 matrix and R will be scalar. 
Although both R and Q are user defined, R can be set to any value since the only 
determining factor of performance is the ratio between Q and R. 
The quadratic cost function takes the form of the algebraic Riccati equation given in 
Eq. (3.4), with solution, S. If (A,B) is restricted to be controllable and Q restricted to 
be positive definite (all positive eigenvalues), then the existence and uniqueness of the 
solution, S, as well as the closed loop system's asymptotic stability are guaranteed. If 
these conditions are met, the Riccati equation will yield several S matrices, the one and 
only true solution being symmetric and positive definite. From Eq. (3.5), this solution 
can be used to calculate the gains of the controller, K. Similarly, the time-invariant 
control law of Eq. (3.6) can be used to generate control inputs based on current state 
estimates (12). 
(3.3) 
Subject to the state dynamics: x{t )  =  Ax( t )  + Bu(t )  
+ Q = 0 (3.4) 
% = #-^,9 (3.5) 
%(() = —_Rxr(() (3.6) 
3.2.1 State Weighting Using Trial and Error Approach 
The most common way engineers design LQR controllers is to guess values in the 
state weighting matrix, Q, then check the resulting closed loop performance. This is 
25 
because there is no systematic analytical methodology for finding the "best" Q matrix. 
Standard procedure is to transform the plant dynamics into modal state space form so 
that each weight has an impact on a specific resonant mode. For a regulator, increasing 
a weight has the effect of increasing damping at the corresponding resonant mode so that 
the closed loop frequency response will show a decrease in amplitude at that resonant 
frequency. A self-imposed limit on Q is generally made to reduce complexity. Restricting 
Q to be diagonal will dramatically reduce the number of weights which need to be 
guessed. If all entries of Q are positive, keeping diagonal form also ensures positive 
definiteness of Q, which ensures a solution and asymptotic stability of the closed loop 
system. Further reduction of the complexity of the system can be obtained by weighting 
both states in each mode equally. These simplifications become essential when dealing 
with high order controllers. The final appearance of the Q matrix is given in Eq. (3.7). 
Qi 0 0 0 . . 0 0 
0 Qi 0 0 . . 0 0 
0 0 92 0 . . 0 0 
0 0 0 92 - . 0 0 (3.7) 
0 0 0 0 . Qn 0 
0 0 0 0 . . 0 Qn j  
The aircraft panel model under consideration has 40 states. Therefore, 20 sets of Q 
weights needed to be chosen for full state feedback. Using the trial and error method, 
considerable time (6 hours) was spent iterating these weights manually until a certain 
level of closed loop performance was achieved. The resulting simulation performance can 
be seen in Fig. 3.3. Energy reduction of 10.16 dB and maximum amplitude reduction 
of 17.67 dB were achieved. 
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Figure 3.3 Simulation of controller reductions using state weights found by 
guessing and checking. 
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3.2.2 Automated State Weighting 
Finding a good set of weights for Q  is a tricky process, primarily because increasing 
one weight diminishes the effect of the others. In terms of the closed loop frequency 
response, damping one resonant mode will most likely cause an increase in amplitude 
elsewhere. This is commonly known as the "waterbed effect" for obvious reasons (18). In 
order to quantify broadband reductions, a new performance index must be introduced. 
This performance index (given in Eq. (3.8)) will be based on total energy reduction, 
E, and maximum peak reduction, M, across the entire frequency spectrum. The effect 
is that any given mode can only increase or decrease it's weight if the entire spectrum 
benefits. 
P = E + M (3.8) 
Automation of the state weights can begin by starting out with a reasonable initial 
guess  o f  q  =  d iag{C T C) ,  where  q  i s  t he  d iagona l  vec to r  o f  en t r i e s  i n  the  Q mat r ix  and  C 
is the plant output matrix. Once an initial q has been decided, new values of q can be 
found by randomly perturbing the current values of q, using these values as input into 
the LQR problem, and then checking to see if the closed loop system performance is 
better (P will increase). This can easily be implemented by the multiplicative random 
perturbation scheme given in Eq. (3.9), where N is random noise and gamma is a 
user-supplied step size. 
= g(l + 7^0 (3.9) 
Once a new q  has been found, a check of the performance index is required to 
determine the new g's superiority or inferiority to the old q. This can be done by looking 
at the sign of AP in Eq. (3.10), where delta represents the change from one iteration to 
the next. If AP is positive, the new q gives better performance, and therefore replaces 
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the old q .  If AP is negative, the new q  gives worse performance, and so another random 
perturbation of the old q is performed. 
The q  weight automation problem is essentially a black-box minimization problem. 
For the 40 state aircraft panel problem, the global minimum exists in a 40 dimensional 
solution space with countless local minima. Achieving the q weights which produce this 
global minimum is therefore very unlikely. The a in Eq. (3.10) can be used if the itera­
tion process gets stuck in a local minima. Changing a changes the performance index by 
increasing or decreasing the importance of energy reduction compared to maximum am­
plitude reduction. This will cause the current set of q weights stuck at a local minimum 
to move to another region of the solution space. 
AP = <rAE + AM (3.10) 
Once a desired level of performance is achieved from the random perturbations, it 
is possible to apply this same technique to automate the selection of controller gains. 
Using the sequence of controller gains corresponding to the final set of state weights as 
an initial guess, random perturbations according to Eq. (3.11) can be performed. The 
new values of K are checked against the same performance index as before (Eq. (3.8)) to 
determine the new K1 s superiority or inferiority to the old K. Since this method directly 
solves for controller gains, there is no guarantee of closed loop stability as there was when 
iterating state weights. Therefore, an extra check of stability must be performed for each 
new K by making sure the controller and the closed loop system have no right-half-plane 
poles. 
-Knew = -ff(l+7^0 (3-11) 
The implementation of this perturbation scheme can selectively iterate all modes at 
once, all states at once, each mode individually, or each state individually. Experiments 
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have shown that the performance index progressively increases in a smooth manner when 
the following methods of iteration are followed: 
1. Iterate all modes of Q at once. 
2. Iterate all states of Q at once. 
3. Iterate each mode of Q individually. 
4. Iterate each state of Q individually. 
5. Repeat steps 1-4 with smaller step size. 
6. Iterate K in the same manner as steps 1-5. 
The automated state weighting procedure was used to find a controller for the aircraft 
panel model. Only a few minutes of time was spent on each step depending on how well 
the performance index progressed. An initial step size of 0.5 and a smaller step size of 
0.1 were used. Within a few minutes the iteration process had determined a sequence of 
state weights which surpassed the performance of the trial and error method. The entire 
automation process took under an hour to complete. The final simulation result of the 
automated procedure is shown in Fig. 3.4. Energy reduction of 12.82 dB and maximum 
amplitude reduction of 20.16 dB were achieved. 
A plot showing the energy reduction and maximum amplitude reduction progressing 
over the first 50 seconds of iteration is also given in Fig. 3.5. This performance was 
achieved by iterating all modes of Q at once with a large step size 7 (step 1 in the 
iteration process). The rapid increase in both performance indices show the fast speed 
of the automation procedure. These plots are a good representation of any number of 
trials and are highly rep eat able. 
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Figure 3.4 Simulation of controller reductions using state weights found by 
the automation method. 
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Figure 3.5 Energy and maximum amplitude reduction progressing over the 
first 50 seconds of iteration. 
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3.3 Remarks 
A simple automated synthesis procedure outlined in this chapter significantly reduces 
controller design time for synthesizing the state weights used in the LQR cost function. 
This is especially useful for very high order controllers specific to many acoustic and 
vibration problems. Simulation results show an improvement of 2.66 dB in energy re­
duction and 2.59 dB in maximum amplitude reduction of the automated state weighting 
method compared to the trial and error method. In addition to having better perfor­
mance, the automated synthesis method consistently determined the controller gains in 
much shorter time than that taken by the trial and error method. The final results are 
shown in Table 3.1. 
Method Energy Reduction Max. Amp. Reduction Time Spent 
Trial and Error 10.16 dB 17.67 dB 6 hrs. 
Automation 12.82 dB 20.16 dB 30 mins. 
Table 3.1 Comparison of the two methods. 
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CHAPTER 4. In-Seat Active Noise Control 
This chapter deals with the active control of noise using the experimental setup shown 
in Fig. 4.1 where a mannequin is used to simulate a human and the active control system 
is placed in the headrest of a seat. The configuration is used to simulate an environment 
in which a person is sitting in a chair or seat in noisy surroundings. Although several 
active noise control schemes have been employed in a headrest (16) (17), none have been 
successful in the high frequency range. In fact, nearly all active noise control devices are 
limited in their control to below 1000 Hz. This is partly due to the fact that passive noise 
control approaches work well at these high frequencies, so active systems are primarily 
implemented in the low frequencies where passive techniques aren't as capable. At high 
frequencies, large noise reductions occur with the simple use of lightweight foam. At low 
frequencies, however, sound obey's the mass law and will only show significant reductions 
by impeding it's path with a significant amount of mass (2). In many applications this is 
very impractical, so replacing the large mass with a speaker, microphone, and controller 
becomes appealing. Many noise control solutions will typically employ both active and 
passive systems to achieve broadband noise reduction. 
The goal of this chapter is to achieve active noise control in the high frequency 
region (>1000 Hz). This is important for applications in which passive techniques are 
impossible or impractical to implement. In the case of passive headsets, often times 
the user is uncomfortable wearing them and as a result he/she foregoes any hearing 
protection at all. An active headrest system would allow these users to be free of an 
uncomfortable headset and still prevent hearing loss at the same time. Active systems 
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can also be used as additional noise reduction if the disturbance is very loud in the high 
frequency region. A benefit of using a combined active and passive system is that their 
effects are essentially additive. For example, if a disturbance can be reduced by 20 dB 
through passive means and 20 dB through active means, both systems working together 
can achieve 40 dB of noise reduction. 
The experimental setup of Fig. 4.1 involves two speakers built into the headrest. 
The speaker on the left is used as a source of disturbance noise and the speaker on the 
right is used as the control speaker. Although two microphones are seen in the figure, 
only one is used as the controller feedback microphone. The mannequin from HEAD 
Acoustics mimics the acoustic impedance of a real human head and shoulders. It comes 
equipped with microphones in the ears and audio amplification and processing which 
matches more closely to the human perception of sound (7). These microphones will be 
used to evaluate the controller's performance, measuring noise reduction in a way which 
closely resembles what an actual person might perceive. 
4.1 Broadband Control 
An attempt at achieving broadband control was initiated by first experimentally 
determining the frequency response function from control speaker to performance mi­
crophone. Although using the performance microphone as the control microphone is not 
realistic, it's the first step toward proving a concept. Once a controller is shown to work 
with the control microphone in the ear, the microphone can be moved further away. 
The speaker to microphone transfer function (Fig. 4.2) shows no modal behavior 
(i.e. no resonant peaks) as compared with most acoustical or vibrational systems. This 
can be attributed to both the high frequency range in which the transfer function was 
obtained and the fact that this response was taken in a free field. It is because of the 
latter that most active noise control systems are implemented in an enclosed structure. 
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Figure 4.1 The active headrest experimental setup using a dummy head in 
an anechoic chamber. 
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Figure 4.2 40th order model shows a very flat magnitude response and a 
large phase delay over the entire frequency range. 
Enclosures provide both resonant modes and quiet nodes at frequencies determined by 
the dimensions of the enclosure (13). It is the resonant modes of the enclosure which are 
targeted for damping by the controller. Since there are no resonant modes to damp in the 
free field, it becomes very difficult to actively control the sound. Although feedforward 
control in the free field is achievable (9), it's basic premise of signal inversion is limited 
to low frequencies. 
Another important thing to note about the speaker to microphone transfer function 
is the extreme phase delay exhibited in the response. This sizeable delay is largely at­
tributed to the physical distance between the speaker and the microphone and therefore 
cannot be reduced without tampering with the headrest setup. The pole-zero map of 
the system (Fig. 4.3) shows many nonminimum phase zeros (i.e. zeros in the right half 
plane). Nonminimum phase zeros are detrimental to feedback control because increas-
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Figure 4.3 Pole-zero mapping of the transfer function of the system reveals 
many right-half-plane zeros. 
ing the gain of the controller moves the poles closer to the right half plane zeros. This 
actually decreases the damping of the system, making the disturbance louder. If the 
gain is increased too much, it will make the closed loop system unstable. 
A simulation of the broadband LQG closed loop performance using the headrest 
model is shown in Fig. 4.4. The controller achieves just 1-2 dB of reduction at the key 
peaks. The difficulty comes from a lack of large resonant modes to damp and a large 
phase delay which severely limits the control authority. The next section will introduce 
a different type of controller which performs well even under these physical limitations. 
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Figure 4.4 Only 1-2 dB of reduction achievable because of nearly flat free 
field dynamics and a large phase delay. 
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4.2 Resonant Mode Control 
Due to a lack of resonant modes in the open loop response of the system, the fo­
cus shifted from trying to exert control across the entire frequency band to focusing 
control effort in a narrow frequency region. One control technique known for having 
very effective control in a narrow frequency band is called a resonant mode controller. 
Resonant mode control is generally a frequency tunable second order filter used to pro­
vide maximum damping to a resonant peak of a system (15). Large damping over a 
narrow frequency band has great appeal for tonal noise control applications because of 
it's ability to reduce a tonal noise without increasing the noise at other parts of the 
spectrum. For a free field acoustics problem such as the speaker/microphone system 
above, the question arises: how can a resonant mode controller provide damping to a 
system's resonant modes if no resonant modes are present in the system? 
One solution to the question posed above is the introduction of an artificial resonant 
mode into the system. This resonant mode is not part of the acoustical transfer function, 
but instead is inserted as a digital filter in series with the actual system. When the 
frequency response of the entire system is obtained, it now has essentially one large 
resonant mode corresponding to the digital filter's resonant peak. This modal frequency 
response data can now be fit with a second order transfer function. Since this transfer 
function has a resonant peak, a controller can be designed using the LQG algorithm to 
increase the damping of the artificial mode created by the second order filter. Therefore, 
the resulting controller becomes the LQG controller multiplied by the second order filter. 
This might seem like a strange way to go about synthesizing a resonant mode controller, 
but the LQG algorithm is only effective for modal systems and there are no discernable 
modes in a free field acoustics problem. A more in-depth explanation of this process is 
given in the next section. 
40 
4.2.1 Controller Design 
The second order resonant mode filter used to augment the plant was designed ac­
cording to Eq. (4.1). The zero was chosen to be the same distance along the real axis 
as the resonant pole was from the origin to make the filter symmetric. The value of a 
is defined as a = (wd/\J 1 — (2, where ( is the damping and wd is the damped natural 
frequency of the filter (a is also defined as the shortest distance between the jw-axis and 
the complex pole) (5). a was chosen instead of ( to be the main user-specified variable 
because a constant a yields identically shaped resonant mode filters for any wd, whereas 
a constant ( stretches it's shape as wd is varied. The constant out front was derived 
to keep the magnitude of the peak of the filter at 0 dB. Using this equation provides a 
quick way of obtaining a second order filter which has a shape dependent only on the 
user-specified value of a. It's magnitude remains at 0 dB and it's shape consistent for 
all frequencies. 
Once a filter is designed at a particular frequency, it can be converted to a discrete 
model and placed in series with the speaker/microphone system so that a frequency 
response can be taken with the filter in the loop. System identification can then be 
performed on the frequency response to obtain a second order model of the augmented 
A controller can then be obtained with the LQG optimization algorithm using the 
augmented plant matrices (Eq. (4.3)). This controller is generally an extremely damped 
second order system which essentially serves the purpose of shifting the gain and phase of 
the augmented plant. This indicates that the resulting controller, found by multiplying 
(4.1) 
plant, G a  (Eq. (4.2)). 
(4.2) 
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Figure 4.5 4th order controller and 2nd order reduced controller show al­
most no difference. 
the resonant filter with the LQG controller (Eq. (4.4)), is essentially a gain and phase 
shifted version of the augmented plant. It is due to this fact that the fourth order 
controller Hcon can always be reduced to second order without hindering it's effect. 
A sample controller designed for 6400 Hz is shown in Fig. 4.5 with it's fourth order 
counterpart. 
H LQGcon 
AQi — BaI\ — LCa 
—K 
L 
(4.3) 
Hn  Fres H LQGcon (4.4) 
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Figure 4.6 Resonant Mode Controller Block Diagram. 
4.2.2 Controller Performance 
A block diagram of the closed loop system is shown in Fig. 4.6. This is the fi­
nal configuration where the "Controller" block consists of the reduced resonant mode 
controller, Hcon, while the "Plant" block is simply the speaker to microphone transfer 
function. The closed loop performance was derived by inspection of this block diagram 
and is given in Eq. (4.5). Keep in mind the control and estimator gains, K and L, are the 
same as in Eq. (4.3) and not the gains of the final reduced controller, Hcon. The closed 
loop performance of the resonant mode controller was simulated in Fig. 4.7. Notice 
that this is basically the inverse of the resonant mode controller magnitude plot. The 
effect of the controller on the disturbance noise is essentially a notch filter. Therefore, if 
the noise is primarily tonal, the controller will have a substantial effect on reducing the 
overall noise level. 
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Figure 4.7 Simulation of white noise disturbance with controller on and off. 
Aa  0 
Hrl = LCa Aa — BaI\ — LCa L 
Ca 0 1 
The resonant mode control scheme outlined above was implemented in real-time on 
the headrest setup using the dSpace data acquisition system. The disturbance noise was 
white noise generated by the speaker on the left in Fig. 4.1 and the speaker used for 
control is the one on the right. Notice that the disturbance speaker is physically closer to 
the ear than the control speaker. While this presents a problem for feedforward control, 
it makes little difference in feedback control. The control performance was evaluated 
with the error/control microphone positioned at varying distances from the performance 
microphone (ear) in Fig. 4.8. As can be seen in the figure, desired reductions were 
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Figure 4.8 Error microphone must be positioned within 1 cm of the ear to 
achieve desired performance. 
achieved when the error microphone was positioned within 1 cm of the performance 
microphone. However, at further distances the performance degraded substantially. At 
5 cm the control effort actually increased the level of noise. 
As a demonstration of why the "region of quiet" around the error microphone is 
so small, a simulation showing the perfect cancellation of a 6400 Hz tone is given in 
Fig. 4.9. Assuming the disturbance noise and the control signal are perpendicularly 
intersecting plane waves, the biggest possible region where reduction occurs is shown to 
have a 1 cm radius. The size of this quiet region is of course directly proportional to 
the wavelength of the frequency being cancelled. As an example, the radius of the quiet 
region at 640 Hz is 10 cm as compared to the 1 cm quiet region exhibited at 6400 Hz. 
Therefore, when controlling low frequencies, the error microphone can be placed much 
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Figure 4.9 Simulation showing the 1 cm radius quiet regions possible with 
perfect cancellation at 6400 Hz. Quiet regions are in blue. Noise 
is increased in red regions. 
further away from the listener than when controlling high frequencies. 
Due to the lack of spatial invariance inherent in high frequency controllers, a different 
setup is needed. With a quiet region so small, even the slightest movement from the 
listener's head would cause extreme changes in performance. Even if the microphone 
was attached to the listener's ear, movement of the head would dramatically change the 
transfer function between speaker and microphone. This high uncertainty in the plant 
model would lead to a less robust control system which could potentially be driven to 
instability. 
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4.3 Remarks 
An in-seat active noise control setup was investigated as a means of controlling high 
frequency disturbances. Due to the free field nature of the acoustics problem, the system 
did not have any noticeable resonant mode characteristics, and accordingly, little control 
action could be exerted. An alternative method of resonant mode control was proposed 
to exert some control authority over a narrow frequency band. This alternative method 
of control succeeded in creating a notch in the disturbance spectrum at any desired 
frequency. This type of controller was found to be ideal for reducing high frequency 
tonal noise. Unfortunately, the region of silence surrounding the error microphone was 
found to be very small at high frequencies, requiring the microphone distance from the 
listener's ear be very small. 
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CHAPTER 5. Adaptive Resonant Mode Control 
Although the headrest setup of the previous chapter was technically successful at 
reducing high frequency tonal noise, the physical restrictions imposed by the setup 
caused many serious impracticalities. As this chapter will show, these limitations can 
be overcome through the use of a headset active noise control system. A headset system 
has four important advantages over a headrest system: 
1. The speaker is much closer to the error microphone. Decreasing this distance sub­
stantially lowers the phase lag of the resulting control frequency response. Less 
phase lag in the frequency response leads to a system model with fewer nonmini-
mum phase zeros. Fewer nonminimum phase zeros enables more control action to 
be taken and therefore results in better controller performance. 
2. The microphone is much closer to the ear. The microphone can be easily positioned 
very close listener's ear, perhaps even placed at the opening of the ear canal similar 
to an earbud speaker. This is very important considering the small quiet region of 
control exhibited at high frequencies (< 2 cm at 6400 Hz). 
3. The distance between the speaker and microphone is fixed. Having a fixed distance 
from speaker to microphone ensures less variability in the control transfer function. 
In the headrest system, any movement of the listener's head would lead to dramatic 
changes in the control transfer function, making the controller performance highly 
dependent on keeping the listener confined to one location. A headset system 
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would allow unlimited head movement because the control system would move 
along with the listener's head. 
4. The speaker to microphone path is less likely to be obstructed. In the headrest 
setup, an object such as the listener's hand could easily get between the speaker 
and microphone. Incorporating uncertainties such as these into the headrest plant 
model would be required to ensure closed loop stability. Unfortunately, this in­
creased robustness comes at the cost of decreased performance. A headset system's 
plant model uncertainty would be much lower and would therefore have better per­
formance. 
5.1 Experimental Setup 
Due to the small size of components necessary for a headset active noise control 
device, the same speakers and microphones used in the headrest experiment could not 
be used for the headset. Instead, inexpensive miniature speakers and microphones were 
used to keep the design as compact as possible. The speaker used in the headset was 
chosen to be a notebook computer speaker because of it's high output power and clarity. 
Electret condenser microphones were chosen because of their small size and high signal-
to-noise ratio. The new speaker required no amplification due to it's small size (unlike 
the headrest speakers), but a separate amplifier circuit needed to be built to amplify the 
microphone signals. 
The electret microphone amplifier circuit schematic is shown in Fig. 5.1. The ampli­
fier required a 6-15 Volt supply and the microphones required 2 Volts. These were both 
accommodated with one 9 Volt battery by using a voltage divider before connection 
with the microphones. The microphone's output is then an AC signal offset with a DC 
voltage (2 Volts). The microphone output is connected to a high pass filter to get rid of 
the DC offset both before and after amplification to ensure only the AC signal remains 
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Figure 5.1 Electret microphone amplifier circuit schematic. 
in the final output. Two of these circuits were put into a circuit box for amplification 
of both the feedback and feedforward microphones (Fig. 5.2). 
The experiment design uses the same mannequin as in the headrest experiment. 
The headset speaker is attached to a wooden beam which extends from the side of the 
headrest to just a few centimeters from the outer ear of the dummy. Fig. 5.3 shows 
the speaker facing toward the ear with the feedforward microphone glued to the back 
of it and facing the opposite direction. The feedback microphone is taped to the inside 
of the dummy ear canal and is facing the performance microphone in the ear. This 
setup is almost entirely active since there are no passive materials blocking the path 
from a disturbance noise to the performance microphone except for the speaker and the 
feedback microphone themselves. 
5.2 Control Design 
A new closed form solution for a resonant mode controller is derived in this section 
which vastly simplifies the controller design process. This solution allows for the user 
to decide the robustness of the control by setting the gain margin for the loop transfer 
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Figure 5.2 Microphones and microphone filter/amplifier box. 
function ahead of time. The only design parameter is <r, which essentially determines 
the shape of the resonant mode controller and consequently the shape of the resulting 
notch in the noise spectrum. 
The plant and controller configuration is unchanged from Fig. 4.6 of the previous 
chapter. Inspection of this block diagram will show the disturbance transfer function 
to be that of Eq. (5.1). It is clear from looking at this equation that the loop transfer 
function, GHcon, needs to be a large and negative value at the resonant frequency in 
order to minimize the effect of the disturbance at that frequency. Therefore, for optimum 
disturbance rejection at the resonant frequency, wr, the magnitude should be large and 
the phase should be at ±tt radians. 
d ^ 1 - ^ 
By assuming the plant, G, to be of constant gain and phase around a small neighbor-
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Figure 5.3 Headset setup with feedback microphone (red wire) in the 
dummy ear and feedforward microphone (yellow wire) and 
speaker (white wire) just outside the ear. 
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hood of the resonant mode, the structure of the controller, Hcon, and the loop transfer 
function, GHcan, can each take the form of a second order resonant mode. This is a 
reasonable assumption if the resonant mode is chosen to be very undamped (small a) 
so the controller gain is very small everywhere except for the resonant peak. Also, the 
headset system magnitude response is very flat due to the free field nature of the setup 
and the phase delay is fairly small because of the close proximity between the speaker 
and feedback microphone. Since each second order resonant mode transfer function is 
identical in structure, the only difference between controllers is their magnitude and 
phase at the peak (wr). Therefore, to completely describe the controller, Hcon, one only 
needs to know it's magnitude and phase at the resonant peak. To determine the magni­
tude and phase of the controller which will lead to the desired loop response, it becomes 
necessary to solve Eq. (5.2) in terms of both it's magnitude and it's phase evaluated at 
Wr (Eq. (5.3)(5.4)). 
(5.2) 
G 
9 = \HU«'r)\ = = V®L (5.3) |G(uv)l |G(«y)| 
= /#con(Wr) = /G-Hcon(Wr) — ZG(w,.) = 7T — ZG(w,.) (5 4) 
Eq. (5.3) shows the magnitude of the loop at wr  is just the reciprocal of the gain 
margin, GM, and therefore, the controller gain can be directly determined by a user 
specified gain margin. The desired phase of the loop is shown in Eq. (5.4) to be vr 
radians to ensure negative feedback and maximum disturbance rejection. Note that 
a plant model is not required in this type of control since the only values needed are 
the experimentally obtained frequency response magnitude and phase. Using these two 
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equations enables the direct computation of the magnitude and phase of the controller 
given only the frequency response data of the plant. 
Once the magnitude and phase of the controller at the resonant frequency are cal­
culated, the next step is finding a second order transfer function which will exhibit this 
same magnitude and phase at it's resonant frequency. Eq. (5.5) shows the general sec­
ond order transfer function of the controller in the discrete domain with sampling time, 
T. The desired magnitude and phase of the controller at resonance will each respec­
tively determine the unknown value of gain, k, and the unknown zero location, a. The 
following work will derive a closed form solution for k and a, given the desired gain, g, 
and phase, (f), of the controller. Once values for k and a have been calculated, Hcon is 
known completely. 
H = k(z ~ a) (5 5) 
When solving for the magnitude and phase of the transfer function in Eq. (5.5) it 
becomes necessary to split it into it's real and imaginary parts, as in Eq. (5.6). Once 
this is done, the phase calculation can be made for a general phase, 0, as is shown in 
Eq. (5.7) and (5.8). Note that the gain, k, drops out of this equation. This allows for 
the direct calculation of the zero location, a, in terms of the desired phase, (f). 
(l-e-^)cos(2wrT)-e-^ + e-^+j(l-e-^)sm(2wrT) ^ 
= /-Hcon(Wr) (5.7) 
^ = (cm -11 ' sm(wrT) ' 
.cos(wrT) — a, — tan 
-i ; (1 — e )sm(2w,.T) 
Xl — e-^)cos(2wrT) — (5-8) 
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_ e — w,.T) — + w^T) 
— gm(^ + 2w^T) 
Looking back at Eq. (5.6), a general gain, g, can be calculated as shown in Eq. (5.10) 
and (5.11). This is then solved for the controller gain, k, in terms of the zero location, 
a, and the magnitude at resonance, g, in Eq. (5.12). 
#=|#com(Wr)| (5.10) 
k\J(cos(wrT) — a)2 + sin2(wrT) 
-y/((l - e~aT)cos{2wrT) + e~2aT - e~aT)2 + ((1 - e~aT)sin(2wrT)y 
(5.11) 
9\J ((1 ~~ e~aT)cos(2wrT) + e~2aT — e~aT)2 + ((1 — e~aT)sin(2wrT))2 
\Ja2 — 2acos(wrT) + 1 
Now that the unknowns, a and k, are explicitly solved for in Eq. (5.9) and (5.12), 
the controller defined in Eq. (5.5) has a closed form solution. Finally, substituting for 
g and (f), Hcon can be written in terms of the magnitude and phase of the plant at the 
resonant frequency (Eq. (5.13)-(5.15)). This means the entire transfer function of Hcon 
can be calculated using only the plant frequency response data as input. The designer 
is able to specify the sampling time, T, the controller shape (given by a), and most 
importantly the gain margin of the resulting loop transfer function, GM. Fig. 5.4 shows 
an example loop response at 6400 Hz by setting the gain margin to 6 dB. 
f - 2^L£T) + e-*T Where; (5'13) 
e ^Sm(WrT+/G(Wr)) + Sm(WrT— ZG(Wr)) (Xl/h 
e"^sm(/G(wr)) + sm(2w,.T — ZG(wr)) 
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Figure 5.4 Desired loop response of 6 dB gain margin and infinite phase 
margin. 
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5.3 Adaptive Design 
This section outlines the implementation of an adaptive control algorithm using the 
equations derived in the previous section. Adaptive resonant control is most commonly 
used to update plant model coefficients using the method of least squares (19). The 
adaptation used in that type of control is vastly different from what is described in 
this section. The main difference is that the control theory presented in this chapter is 
dependent on the plant frequency response data and not the plant model. This allows 
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for the controller to adapt to a changing disturbance rather than adapting to a changing 
plant. This change in the method of adaptation is also necessary due to the lack of 
resonant modes in the plant. 
By changing the focus of control to the disturbance frequency rather than the plant 
resonant mode, more direct control of the disturbance noise can be achieved. This is 
because while a typical resonant controller is capable of damping a resonant mode of 
the plant, this does not ensure maximum reduction of the disturbance. In fact, if a 
disturbance is primarily tonal and the dominant tonal frequency does not align with 
the plant resonant mode, very little noise reduction will occur. For this reason, the 
adaptation of this controller will depend solely on the frequency of the primary tone of 
the disturbance. 
The adaptation algorithm works by identifying the frequency which corresponds to 
the loudest part of the disturbance noise. Doing this requires the use of an extra mi­
crophone to measure the disturbance noise unchanged by any control action. The mi­
crophone used for feedback could not be used because the controller would reduce the 
noise at one frequency only until the noise level somewhere else in the spectrum was 
louder by comparison. The adaptation algorithm would then switch the control action 
to the other frequency only to have the previous frequency's loudness increase again. 
This would cause the controller to quickly alternate between the two loudest parts of 
the noise spectrum, achieving very little reduction at either frequency. It is for this rea­
son the feedforward microphone of Fig. 5.3 is needed to acquire the disturbance signal 
for processing. 
5.3.1 Implementation 
So far this chapter has demonstrated a method for finding a single controller, Hcon, at 
a desired frequency, wr, using plant frequency response data obtained at that frequency. 
This seems like an unnecessary simplification since spectrum analyzers have the ability to 
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Frequency Response of Adaptive Resonant Mode Controllers (160 Hz spacing) 
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Figure 5.5 Resonant controllers for the headset spanning the entire region 
of control. 
obtain plant frequency response information at many data points across a large frequency 
range. It is therefore a logical extension to evaluate multiple controllers at multiple data 
points across the entire frequency range, calculating one controller at each point where 
plant magnitude and phase data can be experimentally obtained. 
The spectrum analyzer used to take plant frequency response data is able to take 
up to 800 points of data, which means 800 different controllers can be calculated in a 
single sweep. The frequency response of the headset was obtained from 500-13300 Hz, 
so a controller could be calculated every 16 Hz using Eq. (5.13)-(5.15). Fig. 5.5 instead 
shows the controllers calculated at 160 Hz increments across the desired region of control 
so the reader can more easily see the shape of the resonant modes (the controllers merge 
together on the figure at 16 Hz spacing). 
Now that a good sampling of controllers have been found across the entire region of 
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Figure 5.6 Controller matrix elements as a function of frequency. 
interest, an adaptive scheme can be implemented which will intelligently switch between 
controllers based on the disturbance noise. Although the switching algorithm could have 
just as easily been accomplished by updating transfer function coefficients, a method of 
updating state-space coefficients was used instead. The modal canonical state-space 
descriptions of each controller were calculated and are shown as frequency dependent 
curves in Fig. 5.6. Some manipulation of these matrix elements was necessary to obtain 
a smooth curve since modal state-space form can yield four different representations from 
a single controller, as shown in Eq. (5.16). This is because in modal form, an = «22 and 
«12 = —«2i. Having a smooth curve is very important if linear interpolation between 
identified frequencies is used in the adaptive algorithm, so using consistent modal matrix 
form is generally required. 
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«11 «12 bi «h «12 ~h 
Hcon — «21 «22 b2 = «21 «22 -b2 
C1 c2 0 ~Cl -c2 0 
«h «12 -&2 «11 «12 b2 
«21 «22 bi = «21 «22 —b\ 
-c2 C1 0 c2 — C\ 0 
Implementation of the simulation diagram of Fig. 5.7 allows for real-time updates 
of the controller state-space matrix elements. This is an input-output description of 
the adaptive state-space representation of Hcon where T denotes a single sample de­
lay (14). This diagram shows how each discrete input sample from the microphone 
is manipulated by these values before being output to the speaker. Each element 
(an, «12, «21, «22, b\,b2, Ci, c2) can be updated as the loudest frequency of the disturbance 
changes. 
5.3.2 Results 
A Simulink block diagram of the adaptive controller was uploaded onto a real-time 
I/O board from dSpace. Two 12 bit A/D microphone inputs and one 14 bit D/A 
speaker output were used. The feedforward microphone input of the disturbance noise 
was buffered and a 4096 point FFT was performed every 1 / 16th of a second to determine 
the frequency of the noise which was the loudest. This provided a ±8 Hz resolution for 
determining wr. There is a tradeoff between the number of times in which the controller 
can be updated and the resolution of the identified frequency. This tradeoff is shown 
in Table 5.1. If the tonal noise is fairly constant over time, identification of the tonal 
frequency can be made with a high level of accuracy. However, if the disturbance noise 
is known to have a quickly varying tonal frequency, lower resolution is to be expected. 
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Figure 5.7 Simulation diagram of Hcon with adaptive state-space variables. 
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# of Points Update Rate Resolution 
1024 1/64 sec ±32 Hz 
2048 1/32 sec ±16 Hz 
4096 1/16 sec ±8 Hz 
8192 1/8 sec ±4 Hz 
16384 1/4 sec ±2 Hz 
32768 1/2 sec ±1 Hz 
65536 1 sec ±0.5 Hz 
Table 5.1 Trade-off showing the adaptation update rate and the resolution 
for determining the center frequency of the notch (fs = 65536 
Hz). 
The plant magnitude and phase data was obtained from 500-13300 Hz at 16 Hz 
increments using the spectrum analyzer. This data was used as input to Eq. (5.13)-
(5.15) to find the appropriate controllers. A sampling rate of 65536 Hz, a controller 
shape of a = 40, and a loop gain margin of 6 dB were chosen as parameters. A high 
frequency tonal noise source was turned on in front of the dummy head. Fig. 5.8 shows 
the averaged spectrum of the disturbance before and after control as the frequency of 
the primary tone of the disturbance varied rapidly from 5800-6000 Hz. The performance 
of the adaptive controller shows approximately 20 dB of reduction at the primary tone 
with at most 5 dB increase in noise elsewhere in the spectrum. 
5.4 Remarks 
Miniaturization of the control setup was necessary to overcome the physical restric­
tions imposed by the headrest design. The headset design was shown to be ideal for 
controlling high frequency noise because of its close proximity to the ear. A new method 
for determining resonant mode controllers was presented which allows for direct control 
of the disturbance. While standard resonant controllers are used for damping fixed res­
onant poles of the system plant, this new resonant controller is used to create a notch 
in the disturbance at any frequency. A closed form solution was given which allows for 
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Figure 5.8 Frequency-varying primary tone shows 20 dB of reduction. 
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the user to specify the gain margin of the resulting loop response. Using the frequency 
response data of the plant, multiple resonant controllers were identified so the adaptive 
controller could switch between them based on the loudest disturbance frequency. The 
experimental results of this adaptive scheme showed large reductions of high frequency 
tonal disturbances. 
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CHAPTER 6. Feedforward Control 
The last chapter presented some feedback control strategies to achieve notable narrow­
band reductions. An attempt at more broadband active control using the headset system 
is presented in this chapter using feedforward control. The same microphone used to 
identify the loudest disturbance frequency for the adaptive controller has the capability 
of serving a dual purpose as a feedforward microphone in this chapter. 
The simplest form of feedforward cancellation consists of a microphone collocated 
with a speaker so that the transfer function between them can be assumed negligible. 
A tunable gain inverting amplifier is used to create an anti-noise which cancels the dis­
turbance. This type of feedforward control relies on either an exclusive path between 
the disturbance and the microphone, an exclusive path between the speaker and the 
listener, or the fixed locations of the disturbance, speaker, and listener. Also, at high 
enough frequencies, the distance between the microphone and the speaker is not negligi­
ble, and makes feedforward cancellation at these high frequencies impossible. It is these 
limitations which prevent this type of feedforward action in the headset system. 
6.1 Band-Limited Plant Inversion 
The distance between the feedforward microphone and the speaker (which was as­
sumed negligible at low frequencies) becomes more and more detrimental to control at 
high frequencies. In order to use feedforward control at high frequencies, the dynamics 
between the feedforward microphone and the speaker must be identified. Obtaining the 
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microphone-to-speaker frequency response consisted of using a white noise input through 
the speaker and sensing it with the microphone in the usual fashion. However, the in­
put and output connections going into the spectrum analyzer were switched so that the 
result was essentially a microphone-to-speaker response. 
Once a microphone-to-speaker response was found, simply negating the complex 
data yielded a perfect cancellation filter response. Unfortunately, this filter response 
was unrealizable since the magnitude and phase did not correspond to a stable pole-zero 
configuration (see Fig. 6.1). This is a common problem with plant inversion based 
control schemes and cannot be alleviated. Although the entire spectrum cannot be 
modelled with a realizable filter, certain pieces of the spectrum behave in a manner 
which can be modelled. These are areas which have a relatively flat magnitude and 
more importantly, a decreasing phase. Possible candidate regions for this in Fig. 6.1 are 
the 4000 Hz and 7000 Hz regions. Fitting these sections with a bandpass filter allows 
for the majority of control action to occur in these sections alone. 
As an example, a 1000 Hz bandpass filter is fitted to the frequency response in the 
7000 Hz region as seen in Fig. 6.1. The bandpass filter is the feedforward controller 
which the microphone input signal passes through before it is played through the speaker 
as a band-limited cancellation noise. This feedforward filter was implemented in real­
time using a dSpace controller board. As can be seen in Fig. 6.2, a reduction of 15 dB 
was achieved over a 1000 Hz range of frequencies. Unfortunately, the noise was increased 
by 5 dB in other frequency regions. This is due to the bandpass filter not having a steep 
enough slope to limit the effect of control at other frequencies. This is a hard problem to 
fix because if the slope was made steeper, the fit to the frequency response data would 
be worse. 
Although the results of Fig. 6.2 are encouraging, the bandpass filter performance 
was evaluated with the disturbance in a fixed position. Fig. 6.3 shows the required 
feedforward filter of four more disturbance locations (plotted with the original), each 
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A nonrealizable filter is required for perfect feedforward control. 
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Figure 6.2 Feedforward control performance shows wide-band reductions as 
well as increases. 
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Figure 6.3 Required filter transfer functions for different disturbance posi­
tions. 
only three inches from the original location. The large variance in the required con­
troller indicates a lack of robustness to disturbance uncertainty. The wide variability of 
frequency responses is most likely caused by the open-air nature of the headset system. 
A closed headset which cups around the listener's ear would restrict other noise paths 
and perhaps reduce this variance. This has not been attempted and will be relegated to 
future work. 
6.2 Preview-Based Cancellation 
Another promising feedforward design process still in the early stages of testing is 
a variation of preview-based tracking (21). This method of feedforward control works 
by previewing the disturbance signal, negating it, performing an fit, multiplying by the 
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Figure 6.4 Preview-based controller block diagram. 
microphone-to-speaker frequency response, then finally outputting the ifft of the result. 
A block diagram showing this process is given in Fig. 6.4. 
An off-line implementation of this control scheme was implemented using a prere­
corded three second sample of a tonal disturbance. The 15 dB broadband reductions of 
Fig. 6.5 are quite impressive, however, the control input was completely determined off­
line and the performance should be viewed as the best-case of this type of feedforward 
control. Experiments executed in real-time do not expect to perform this well because 
of the large number of samples required to perform the fit/ifft coupled with the very 
short transport delay from microphone to speaker. Future work with real-time testing 
will determine the feasibility of preview-based feedforward control. 
6.3 Remarks 
It was determined that the physical distance between sensor and actuator could 
not be made small enough to be considered negligible when controlling high frequency 
noise. This eliminated the possibility of a feedforward scheme which would simply 
negate the input disturbance. By identifying the dynamics between the sensor and 
actuator, a nonrealizable filter response could be obtained and a bandpass filter could 
be fit to the realizable portions. This band-limited inversion technique achieved large 
reductions over a fairly wide frequency range but was not robust to changes in the 
disturbance location. Finally, a preview-based feedforward control scheme accomplished 
large broadband reductions in an off-line experiment. Future work with real-time testing 
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will determine the true capabilities of this method. 
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CHAPTER 7. Conclusions and Future Work 
This chapter is aimed at summarizing the research findings and presenting some 
directions for future research. Chapter 2 described the code development efforts aimed 
at expanding the functionality of the SOCIT system identification software. The first 
code developed preconditions the input data to ensure a highly accurate discrete-time 
model at any sampling rate. The second code developed flips and shifts the input data 
and modulates the transfer function output to obtain accurate models in any frequency 
band. Although the resulting system transfer function is changed, these codes do not 
alter the SOCIT algorithm directly. Future work could incorporate these two codes into 
SOCIT in a user-friendly manner. A more challenging task would be to rewrite the 
SOCIT code from within to account for these modifications. Improvements can also 
be made when finding the best fs ratio and gain shift parameters needed to generate 
the most accurate models. The current method uses an exhaustive search which takes 
considerable time. Future work could address mathematical derivation of the optimal 
gain shift and fs ratio parameters. 
A simple automated synthesis procedure was introduced in Chapter 3 which yields 
state weights and corresponding controller gains with excellent performance. This 
method significantly reduces the time typically required for the LQG controller design 
process using a trial and error method. This is especially useful for very high order 
controllers specific to many acoustic and vibration problems. Further analysis of this 
synthesis procedure could be done using higher order system models as well as MIMO 
models to test any limitations which may arise. A comparison of this automated syn­
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thesis method with genetic algorithms, neural networks, and other known optimization 
methods would also be of interest. 
Chapter 4 introduced an in-seat active noise control setup used for controlling high 
frequency noise. An alternative method of resonant mode control was proposed to exert 
some control authority to a narrow frequency band. This alternative method of control 
succeeded in creating a notch filter effect on a disturbance noise at any desired frequency. 
Future work could analyze the performance and robustness characteristics involved with 
changing the control bandwidth by increasing the order of the controller. Future work 
could also attempt to increase the region of silence surrounding the error microphone by 
using multiple sensors or a different control scheme. 
The control setup in chapter 5 used very small speakers and microphones in close 
proximity to a listener's ear. Using this configuration, an adaptive resonant mode con­
troller was implemented which was able to significantly reduce a frequency varying tonal 
disturbance. Future work should attempt multiple tone control of the next highest tones 
of the disturbance. The controller presented in this chapter also assumes a fairly fiat 
plant frequency response. More work could be done to determine when this assumption 
is reasonable and when it breaks down. 
Finally, chapter 6 explored several possible feedforward control designs. It was deter­
mined that complete cancellation could only occur with the use of an unrealizable filter. 
Future work could involve changing the speaker and microphone orientations such that 
the shape of the generally unstable microphone-to-speaker frequency response could be 
more easily modeled as a stable transfer function over a desired frequency band. Also, a 
preview-based feedforward controller is implemented off-line with promising results. Fu­
ture work should address implementation of this methodology in real-time experiments. 
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