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MOYENNABILITÉ À L’INFINI ET EXACTITUDE D’UN GROUPOïDE
ÉTALE
IVAN LASSAGNE
Résumé. Soit G un groupoïde étale localement compact, σ-compact et séparé dont
l’espace des unités est noté X . On donne la définition de la moyennabilité à l’infini
pour un tel groupoïde en généralisant celle d’un groupe discret et on étudie dans cer-
tains cas la relation entre l’exactitude de la C∗-algèbre réduite du groupoïde C∗r (G) et
la moyennabilité à l’infini de G.
abstract. Let G be a locally compact, σ-compact and Hausdorff étale groupoid and
X its space of units. We give a definition of amenability at infinity of such groupoid.
We study in some cases the relation between the exactness of the reduced C∗-algebra
C
∗
r (G) and the amenability at infinity of G.
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1. Introduction
Un groupe est dit moyennable si l’ensemble de ses parties admet une mesure finie qui
est finiment additive et invariante par translation. Il existe de nombreuses définitions de la
moyennabilité pour les groupes localement compacts en termes de moyennes invariantes
sur certains espaces, en termes de point fixes, en termes de représentations, en termes de
suite de Følner etc....On trouve de nombreuses références littéraires sur la moyennabilité
des groupes parmi lesquels [Pie84], [Pat88], [Run02], [BdlHV08] ou encore [ADR00a]
pour la généralisation de la moyennabilité au cas des groupoïdes. On utilise la définition
de moyennabilité d’un groupe localement compact en termes de moyenne invariante :
pour tout groupe G localement compact, on appelle moyenne sur G une forme linéaire
m : L∞(G) → R positive, c’est-à-dire vérifiant m(f) ≥ 0 si f ≥ 0 et de norme un.
Définition 1.1. Un groupe G localement compact est moyennable s’il existe une moyenne
sur G, notée m : L∞(G) → R, invariante à gauche c’est-à-dire vérifiant pour tout g dans
G et toute fonction f dans L∞(G), on a m(g.f) = m(f) et telle que m
(
1L∞(G)
)
= 1.
De nombreux travaux sur les groupes portent sur la relation entre la moyennabilité
d’un groupe localement compact G et la nucléarité des C∗-algèbres pleine C∗(G) et ré-
duite C∗r (G) associées au groupe G. On rappelle qu’une C
∗-algèbre A est nucléaire si
pour toute C∗-algèbre B, on a l’identification A ⊗min B = A ⊗max B. Dans le cas d’un
groupe discret G, Lance prouve dans [Lan73] l’équivalence entre la moyennabilité de G
et la nucléarité de C∗r (G).
Dans [Eff75], l’auteur donne une définition plus faible de la moyennabilité pour un
groupe localement compact et appelée moyennabilité intérieure : on donne la définition
de moyennabilité intérieure des articles [BdlH86], [Pat88], [LP91] ou encore [Sta06] qui
diffère de celle de [Eff75]
Définition 1.2. Un groupe localement compact G est dit intérieurement moyennable s’il
existe une moyenne m : L∞(G) → R sur G qui soit invariante par automorphismes
intérieurs, c’est-à-dire telle que pour tout g dans G et tout f dans L∞(G), la moyenne
m vérifie m(gfg−1) = m(f).
Lau et Paterson prouvent dans [LP91] que tout groupe G localement compact et in-
térieurement moyennable, tel que la C∗-algèbre C∗r (G) est nucléaire, est alors un groupe
moyennable.
Dans l’article [AD02], l’auteur étudie le cas de groupe de transformation (X,G) c’est-
à-dire le cas d’un espace localement compact muni d’une action d’un groupe localement
compact. Un des objectifs principaux de l’article [AD02] est la généralisation du résultat
de Lau et Paterson énoncé auparavant au cas des groupes de transformation. Pour un
groupe de transformation (X,G), la notion de moyennabilité utilisée est celle de moyen-
nabilité (topologique) du groupoïde X⋊G : Anantharaman-Delaroche donne la définition
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de moyennabilité du groupe de transformation (X,G) en termes de moyenne continue
invariante approchée de la manière suivante
Définition 1.3. [AD02] On dit que le groupe de transformation (X,G) est moyennable
s’il existe une suite (mi)i∈I d’applications continues x 7→ mxi de X dans l’espace Prob(G)
telles que
lim
i
‖s.mxi −msxi ‖1= 0
uniformément sur tout sous espace compact de X×G. Une telle suite (mi)i∈I est appelée
moyenne continue invariante approchée.
En adaptant les définitions de groupoïdes moyennables de [ADR00b] , Anantharaman-
Delaroche donne une caractérisation de la moyennabilité d’un groupe de transformations
en termes de suite de fonctions. La notion de groupe intérieurement moyennable n’ad-
met à priori pas de généralisation pour les groupes de transformation. Anantharaman-
Delaroche remplace cette condition par une notion plus faible qui est la propriété (W)
pour un groupe de transformation (X,G) exprimée à l’aide de fonctions de type positif
sur le G×G-espace X ×X :
Définition 1.4. Soient G un groupe localement compact et séparé et X un G-espace
localement compact et séparé. Le groupe de transformation (X,G) a la propriété (W) si
pour tout sous espace compact K de X×G et pour tout réel ε strictement positif, il existe
une fonction h continue, bornée de type positif, à support π-propre sur (X×G)×(X×G)
telle que |h(x, t, x, t) − 1|≤ ε, pour tout (x, t) dans K.
Tout groupe de transformation (X,G) moyennable possède la propriété (W). On dit
qu’un groupe possède la propriété (W) si le groupe de transformation
({.}, G) possède
la propriété (W), où le groupe G agit trivialement sur l’espace {p} constitué d’un seul
point. Dans ce cas, il s’agit d’une notion plus faible que la moyennabilité intérieure d’un
groupe localement compact. On montre assez facilement que tout groupe discret possède
la propriété (W) ou encore que si un groupe G possède la propriété (W), alors tout groupe
de transformation (X,G) possède ausi la propriété (W). Anantharaman-Delaroche prouve
le théorème suivant qui généralise celui de Lau et Paterson [LP91]
Théorème 1.5. [AD02] Soit (X,G) un groupe de transformation avec X un G-espace
localement compact et G un groupe localement compact et séparé. Les assertions suivantes
sont équivalentes
(a) (X,G) est moyennable
(b) C∗r (X ⋊G) est nucléaire et (X,G) a la propriété (W).
Comme les groupes discrets possèdent la propriété (W), on retrouve l’équivalence entre
la moyennabilité du groupe G et la nucléarité de C∗r (G) démontré dans [Lan73]. De même,
dans le cas d’un groupe de transformation (X,G) avec G un groupe discret, le théorème de
Anantharaman-Delaroche prouve qu’il y a équivalence entre la moyennabilité du groupe
de transformation (X,G) et la nucléarité de C∗r (X ⋊ G). Le cas des groupes discrets
attire l’attention notamment pour les liens avec la conjecture de Novikov qui est le sujet
de nombreux travaux comme [Hig00], [Yu00] ou [HR00]. Dans ces articles, une propriété
importante pour un groupe discret est la moyennabilité à l’infini :
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Définition 1.6. Un groupe localement compact G est moyennable à l’infini s’il existe un
G-espace compact X pour lequel le groupe de transformation est moyennable.
Pour les groupes discrets on a une caractérisation des groupes moyennables à l’infini.
On note βG le compactifié de Stone-Cěch de G, qui coincide avec le spectre de Cb(G),
algèbre des fonctions continues et bornées sur G. Dans l’article [Oza00], l’auteur prouve
le théorème suivant
Théorème 1.7 ([Oza00]). Soit G un groupe discret. Le groupe G est exact si et seulement
si le groupe G agit moyennablement sur l’espace βG.
Pour démontrer ce théorème, Ozawa utilise un résultat de [HR00] qui dit que l’action
d’un groupe discret G par translation à gauche sur son compactifié de Stone-Cěch est
moyennable si et seulement si la C∗-algèbre de Roe est nucléaire. La C∗-algèbre C∗r (G)
étant une sous C∗-algèbre de la C∗-algèbre de Roe, alors C∗r (G) est exacte. Ozawa prouve
alors la réciproque du résultat de [HR00] de Higson et Roe et montre que pour tout groupe
G discret dont la C∗-algèbre C∗r (G) est exacte, la C
∗-algèbre de Roe du groupe est nu-
cléaire.
Dans le chapitre 7 de l’article [AD02] , Anantharaman-Delaroche étudie la moyenna-
bilité à l’infini des groupes localement compacts. L’auteur définit pour tout groupe G
localement compact, un G-espace compact, noté βuG, comme le spectre d’une algèbre
et qui coincide dans le cas d’un groupe discret avec le compactifié de Stone-Cěch βG.
Elle prouve dans la proposition 3.4, que pour tout groupe localement compact G, la
moyennabilité à l’infinie de G équivaut à la moyennabilité du groupe de transformation
(βuG,G). Elle démontre le théorème suivant
Théorème 1.8 ([AD02]). Soit G un groupe localement compact. On considère les asser-
tions suivantes :
(1) le groupe G est moyennable à l’infini
(2) le groupe G est exact
(3) Pour toute G-C∗-algèbre exacte B, la C∗-algèbre de produit croisé réduit C∗r (G,B)
est une C∗-algèbre exacte.
(4) la C∗-algèbre C∗r (G) est exacte
Alors (1) ⇒ (2) ⇒ (3) ⇒ (4). Si le groupe G possède la propriété (W), alors (4) ⇒ (1)
et les assertions sont toutes équivalentes.
Le travail qui suit consiste en l’étude des groupoïdes étales localement compacts σ-
compacts et séparés qui généralisent les groupes discrets, les groupes de transformations
(X,G) avec G un groupe discret et X un G-espace localement compact σ-compact et
séparé ou encore qui apparaissent dans l’étude des groupoïdes d’holonomie de feuilletages.
On s’intéresse principalement à des propriétés de moyennabilité ; la moyennabilité dans
le cadre des groupoïdes localement compacts et séparés joue un rôle dans la théorie
des algèbres d’opérateurs : on a vu auparavant les liens entre l’existence d’une action
moyennable d’un groupe G localement compact sur un espace compact et l’exactitude
de sa C∗-algèbre réduite.
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On verra notamment les relations entre des propriétés de moyennabilité du groupoïde,
des propriétés d’exactitude du groupoïde et d’exactitude de la C∗-algèbre réduite du
groupoïde.
• La définition 3.2 donne une version de la moyennabilité à l’infini dans le cas des
groupoïdes étales localement compacts et séparés.
• L’espace βXG est défini comme le spectre d’une certaine G-algèbre, notée Cs0(G)
(définition dans la section 3.2 ) et dans le cas où G est un groupe discret, l’espace
βXG est exactement le compactifié de Stone-Cech βG.
• Un groupoïde étale localement compact G est dit exact si le foncteur "⋊rG" est
exact dans la catégorie des G-algèbres et des G-homomorphismes.
Les résultats que nous obtenons pour les groupoïdes étales localement compact peuvent
être schématisés par le diagramme suivant :
G moyennable à l’infini

βXG ⋊ G moyennable +3 G exact

C∗r (G) exact
+(Cond)
[c
L’implication "C∗r (G) exact ⇒ (βXG,G) moyennable " n’a été obtenue dans notre cas
qu’en imposant certaines conditions sur le groupoïde G ⇒ X : la première est une version
pour les groupoïdes de la Propriété (W) introduite dans [AD02]. La seconde intervient
dans l’étude de la C∗-algèbre C∗r (G) à laquelle on associe un champ de C∗-algèbres sur
X que l’on supposera continu.
Dans toute la section on considère G ⇒ X un groupoïde étale localement compact, σ-
compact et séparé. On utilise comme référence [Wil07] pour ce qui est des notions de
C0(X)-algèbres et de champ (semi-)continu (supérieurement) de C
∗-algèbres et leur re-
lation.
Remerciments : Ce travail constitue une partie de ma thèse de doctorat. Je tiens à
remercier mon directeur de thèse Jean Louis TU pour m’avoir proposé ce sujet et pour
ces nombreux conseils.
2. Préliminaires
2.1. Groupoïdes topologiques. Un groupoïde peut être vu comme une généralisa-
tion des groupes et des espaces. Il s’agit d’une petite catégorie dans laquelle tous les
morphismes sont inversibles. Il est courant d’adopter les notations G(0) pour définir les
objets et G (parfois noté G(1)) pour définir les morphismes (souvent appelés flèches). On
donne ci-dessous une définition plus concrète d’un groupoïde
Définition 2.1. Un groupoïde consiste en la donnée de deux espaces G et G(0) et d’ap-
plications
a) s, r : G → G(0) respectivement applications source et but,
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b) m : G(2) → G, l’application produit, où G(2) = {(γ, η) ∈ G × G : s(γ) = r(η)},
ainsi que d’une application unité notée u : G(0) → G et d’une application inverse notée
i : G → G vérifiant, si l’on note m(γ, η) = γ.η, u(x) = x et i(γ) = γ−1, les relations
suivantes
• r(γ.η) = r(γ) et s(γ.η) = s(η)
• γ.(η.δ) = (γ.η).δ, pour tout (γ, η) et (η, δ) dans G(2)
• γ.x = γ et x.η, pour tout (γ, η) dans G(2) : s(γ) = x = r(η)
• γ.γ−1 = r(γ) et γ−1.γ = s(γ), pour tout γ dans G
Notation 2.2. Il est assez courant de simplifier les notations en occultant la fonction u
et en considérant G(0) comme un sous espace de G. De même, on pourra se permettre
d’écrire γ.η voire γη pour m(γ, η) afin d’alléger les formules.
On considère par la suite des groupoïdes topologiques c’est-à-dire les groupoïdes G ⇒
G(0) pour lesquels les espaces G et G(0) sont munis d’une topologie et les applications de
structure du groupoïde, r, s,m, u, i sont continues.
Proposition 2.3 ([Tu04]). Si G ⇒ G(0) est un groupoïde séparé localement compact
(respectivement localement compact σ-compact) alors son espace des unités G(0) est loca-
lement compact (respectivement localement compact σ-compact).
Démonstration. On note ∆G la diagonale de l’espace G×G. Le groupoïde G étant séparé,
∆G est un sous espace fermé de G ×G. Alors G(0) = (id, r)−1(∆G) est fermé dans G, donc
localement compact.
Soit (Kn)n∈N une suite de sous espaces compacts dans G, telle que G = ∪n∈NKn.
L’application r : G → G(0) étant continue, (r(Kn))n∈N est une suite de sous espaces
compacts de G(0) telle que ∪n∈Nr(Kn) = G(0). Alors G(0) est localement compact σ-
compact.

Définition 2.4. Soit G ⇒ G(0) un groupoïde topologique et X et Y des sous espaces
de G(0). On appelle GX l’ensemble des flèches de G qui "commencent dans X" et GY
l’ensemble des flèches qui "terminent dans Y " c’est-à-dire les sous espaces de G définis
par
GX := {γ ∈ G : s(γ) ∈ X} et GY := {γ ∈ G : r(γ) ∈ Y }
On note GYX := GX ∩GY l’ensemble des flèches qui commencent dans X et finissent dans
Y . Lorsqu’on considère A := {x} réduit à un seul élément, on dit que Gx (resp. Gx) est
la s-fibre (resp. r-fibre) au point x et l’ensemble Gxx est muni d’une structure de groupe
qu’on appelle le groupe d’isotropie en x du groupoïde G.
Exemples 2.5. On donne quelques exemples de groupoïdes topologiques et on montre
comment certains ensembles classiques peuvent être vu comme des groupoïdes :
MOYENNABILITÉ À L’INFINI ET EXACTITUDE D’UN GROUPOïDE ÉTALE 7
(1) Groupe : tout groupe topologique G peut être considéré comme le groupoïde to-
pologique G ⇒ {e} où les applications but et source s’identifient à la projection
continue sur l’élément neutre e du groupe, la multiplication (resp. inversion) pour
le groupoïde s’identifie à la multiplication (resp. inversion) du groupe. Lorsque le
groupe est de Lie, alors le groupoïde induit est aussi de Lie.
(2) Espace : tout espace topologique (resp. variété) M peut être conidéré comme un
groupoïde topologique (resp. de Lie) G ⇒M , où l’ensemble G est l’espace topologique
(resp. la variété) M , c’est-à-dire l’espace même des unités. Toutes les applications
de structures s’identifient à l’identité. On l’appelle le groupoïde identité associé à
l’espace topologique (resp. la variété) M .
(3) Groupoïde paire : pour tout espace topologique M , on peut construire un autre
groupoïde topologique noté Pair(M) ⇒ M et appelé le groupoïde paire de l’espace
topologique M , dont l’espace des flèches est l’espace topologique produit Pair(M) :=
M ×M . Les applications but et source sont définies s(x, y) := y et r(x, y) := x, et
la multiplication (x, y).(y, z) := (x, z), pour tout couple (x, y) et (y, z) de M ×M .
Les applications inverse et unité sont i(x, y) := (x, y)−1 = (y, x) et u(x) := (x, x).
(4) Action de groupe : on considère un groupe de Lie G agissant à gauche par
difféomorphismes sur une variété M . On appelle groupoïde de transformation le
groupoïde noté G ⋉M ⇒ M , où l’espace des flèches G ⋉M est la variété produit
G×M .
(5) Pullback : soient M un espace topologique, G un groupoïde topologique et ϕ :
M → G(0) une application continue et surjective. L’espace
ϕ∗G := {(m,γ,m′) ∈M × G ×M : r(γ) = m , s(γ) = m′} = M ×ϕ,r G ×s,ϕM
est muni d’une structure de groupoïde topologique où l’espace des unités est M et les
flèches reliant m′ et m dans M sont les flèches de G reliant ϕ(m) et ϕ(m′). L’appli-
cation but étant donnée par la première projection, l’application source par la troi-
sième projection. Le produit est défini par (m1, γ,m2).(m2, γ
′,m3) = (m1, γγ
′,m3)
et l’inverse par (m,γ,m′)−1 = (m′, γ−1,m).
Définition 2.6. On considère deux groupoïdes topologiques G ⇒ G(0) et H ⇒ H(0)
et on note sG (respectivement sH) l’application source de G (respectivement H) et rG
(respectivement rH) l’application but de G (respectivement H). Un homomorphisme de
groupoïdes ϕ : G → H est défini par deux applications continues
ϕ : G → H et ϕ(0) : G(0) →H(0)
telles que les relations suivantes sont satisfaites : pour tout (γ, η) dans G(2)
• ϕ(γη) = ϕ(γ) ◦ ϕ(η),
• sH ◦ ϕ = ϕ(0) ◦ sG
• rH ◦ ϕ = ϕ(0) ◦ rG
• ϕ(γ−1) = ϕ(γ)−1
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Exemples 2.7. On donne deux exemples basiques d’homomorphismes stricts de grou-
poïdes :
(1) Il est clair qu’un homomorphisme de groupes topologique f : G→ H est un homo-
morphisme (strict) de groupoïdes lorsqu’on se place du point de vue des groupoïdes.
(2) Toute application continue f : X → Y entre espaces topologiques définit un homo-
morphisme strict entre les groupoïdes identités induits par les espaces topologiques.
Il en va de même pour les groupoïdes paires associés aux espaces topologiques.
Définition 2.8. Un groupoïde topologique G ⇒ G(0) est dit étale si les applications but
r et source s sont des homéomorphismes locaux. Dans le cas où G est un groupoïde de
Lie, on demande à ce que les applications but r et source s soient des difféomorphismes
locaux.
Remarque 2.9. On remarque que tout groupoïde étale propre possède des groupes d’iso-
tropie qui sont finis.
On donne la définition d’une action à droite d’un groupoïde sur un espace (l’action à
gauche étant définie de manière analogue).
Définition 2.10. Soit G ⇒ G(0) un groupoïde topologique et Z un espace localement
compact, séparé et σ-compact. On appelle action à droite du groupoïde G sur l’espace Z,
la donnée d’une application continue σ : Z → G(0) (souvent appelée application momen-
tum)et d’une application continue de Z ×σ,r G à valeurs dans Z, noté (z, γ) = z.γ et
vérifiant pour tout z ∈ Z
a) σ(z.γ) = s(γ), pour tout γ dans G tel que σ(z) = r(γ).
b) z.x = z, pour tout x dans G(0) tel que σ(z) = x.
c) (z.γ).γ′ = z.(γ.γ′), pour tout (γ, γ′) dans G(2) tel que σ(z) = r(γ)
Remarque 2.11. L’application σ : Z → G(0) est appelée parfois application momentum
de l’action de G sur Z.
L’action d’un groupoïde G sur un espace Z permet de construire un groupoïde produit
croisé de Z par G, noté Z⋊G, composé de l’ensemble des triplets (z, γ, y) dans Z×G×Z,
tels que z.γ = y. Les éléments de (Z ⋊ G)(2) sont les paires ((x, γ, y), (y, γ′, z)) et leur
multiplication est définie par (x, γ, y).(y, γ′, z) = (x, γ.γ′, z). L’inverse de (x, γ, y)−1 =
(y, γ−1, x).
2.2. Algèbres associées à un groupoïde. Dans cette section, on rappelle les construc-
tions des C∗-algèbres pleines et réduites associées à un groupoïde localement compact et
séparé muni d’un système de Haar.
2.2.1. Algèbres de convolution et représentations. On définit, pour un groupoïde G muni
d’un système de Haar, une structure ∗-algébrique sur l’espace vectoriel complexe Cc(G)
des fonctions continues et à support compact sur le groupoïde. On définit tout d’abord
le produit de convolution et l’involution sur Cc(G) ; on étudie les ∗-représentations afin
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d’obtenir des C∗-normes qui nous permettront de construire des C∗-algèbres.
Soit G un groupoïde séparé localement compact muni d’un système de Haar ν = {νx, x ∈
G(0)} et Cc(G) l’espace vectoriel complexe des fonctions continues à support compact sur
le groupoïde et à valeurs complexes.
Définition 2.12. On définit une involution ∗ et un produit de convolution ⋆ sur Cc(G)
de la manière suivante
(i) Convolution : pour toutes fonctions f, g dans Cc(G), on pose
f ⋆ g :=
∫
Gr(γ)
f(γ′)g(γγ′)dνr(γ)(γ′)
(ii) Involution : pour toute fonction f dans Cc(G) et tout γ dans G, on pose
f∗(γ) := f(γ−1)
Remarque 2.13. On peut munir la ∗-algèbre Cc(G) de la topologie induite par la famille
de semi-normes {‖.‖K : K ⊂ G compact}, définie pour tout K compact dans G et toute
fonction f de Cc(G) par :
‖f‖K := sup
x∈K
|f(x)|
La structure dépend du choix du système de Haar ν : on la note généralement Cc(G, ν)
ou Cc(G) s’il n’y a pas d’ambiguité.
On définit une norme sur Cc(G, ν) de la manière suivante :
Définition 2.14. On note ‖.‖I la norme sur la ∗-algèbre topologique Cc(G) définie, pour
toute fonction f dans Cc(G) par
‖f‖I := max
{
sup
x∈G(0)
∫
Gx
|f(γ)|dνx(γ) , sup
x∈G(0)
∫
Gx
|f(γ)|dνx(γ)
}
Remarque 2.15. On montre facilement que ‖.‖I vérifie les propriétés d’une norme sur
Cc(G). De plus, pour toutes fonctions f, g dans Cc(G), on a
‖f‖I= ‖f∗‖I et ‖f ⋆ g‖I6 ‖f‖I‖g‖I
On rappelle quelques définitions sur les représentations de C∗-algèbres :
Définition 2.16. Soit B une C∗-algèbre et H un espace de Hilbert. Une ∗-représentation
de B dans H est un ∗-homomorphisme π : B → L(H). Une ∗-représentation est dite fidèle
si elle est injective.
D’après le théorème de Gelfand, pour toute C∗-algèbre B, il existe une espace de
Hilbert H et une représentation fidèle π : B → L(H). Si la C∗-algèbre B est séparable,
alors H peut être l’unique (à isométrie près) espace de Hilbert séparable de dimension
infinie. Ce théorème signifie que toute C∗-algèbre peut être vue comme une sous-algèbre
involutive fermée (pour la norme des opérateurs) de L(H).
Définition 2.17. Soient B une ∗-algèbre de Banach et (πα)α∈Λ une famille de ∗-représentations
continues de B. Le complété de l’algèbre de Banach involutive B par la semi-norme
‖x‖:= sup
α∈Λ
‖πα(x)‖
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est une C∗-algèbre appelée la C∗-algèbre enveloppante de B.
Remarque 2.18. On s’intéresse aux ∗-représentations de Cc(G) dans un espace de Hilbert
H c’est-à-dire aux ∗-homomorphismes
π : Cc(G) −→ B(H)
continus pour la topologie faible sur B(H) et tels que l’espace vectoriel engendré par
{π(f)ξ, f ∈ Cc(G), ξ ∈ H} est dense dans H.
Définition 2.19. Une ∗-représentation π est continue pour la norme ‖.‖I s’il existe
M > 0 tel que pour toute fonction f de Cc(G) on a
‖π(f)‖≤M‖f‖I
2.2.2. C∗-algèbres réduites et pleines d’un groupoïde. On considère (πα)α∈Λ(G) l’ensemble
des ∗-représentations continues et I-bornées de Cc(G). On utilise ces ∗-représentations
pour définir des C∗-normes.
Définition 2.20. Soit G un groupoïde séparé localement compact muni d’un système de
Haar ν et Cc(G) la ∗-algèbre topologique associée.
La C∗-algèbre pleine C∗(G) est l’algèbre enveloppante de Cc(G)‖.‖I c’est-à-dire le complété
de l’algèbre de Banach involutive Cc(G)‖.‖I pour la semi-norme définie pour toute fonction
f dans Cc(G)‖.‖I par
‖f‖:= sup
α∈Λ(G)
‖πα(f)‖
Pour définir la C∗-algèbre réduite du groupoïde, on a besoin des quelques remarques
qui suivent : on considère x un élément de G(0) et L2(Gx, νx) l’espace de Hilbert obtenu
en complétant Cc(Gx) pour la norme
‖ξ‖2=
(∫
Gx
|ξ(γ)|2dνx(γ)
)1/2
On note πx : Cc(G)→ L(L2(Gx, νx)) la ∗-représentation non-dégénérée définie pour tout
f dans Cc(G) et tout g dans L2(Gx, νx) par
(πx(f)(g))(γ) :=
∫
Gx
f(γ′)g(γ′γ)dνx(γ′) = f ⋆ g(γ)
Pour tout x dans G(0), la ∗-représentation πx vérifie
‖πx(f)‖≤ ‖f‖I
Définition 2.21. La C∗-algèbre réduite C∗r (G) est la completion de Cc(G) pour la C∗-
norme réduite ‖.‖r définie pour toute fonction f de Cc(G) par
‖f‖r := sup
x∈G(0)
‖πx(f)‖
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2.3. Modules de Hilbert et représentation régulière. On fait un rappel succinct
sur les modules de Hilbert. On trouve de nombreuses références sur ce sujet notamment les
ouvrages [Lan95], [MT05] ou encore [Kas80]. On rappelle quelques définitions concernant
les opérateurs sur les modules de Hilbert ainsi que la construction du produit tensoriel
interne.
Définition 2.22. Soit B une C∗-algèbre et E et F des B-modules de Hilbert.
• Un opérateur T : E → F est une application qui admet un adjoint s’il existe une
application T ∗ : F → E telle que,
〈Tξ, η〉 = 〈ξ, T ∗η〉
pour tout ξ ∈ E et tout η ∈ F . T ∗ est appelé l’adjoint de T .
• On note L(E ,F) l’ensemble des applications de E dans F qui admettent un adjoint.
On note L(E) pour L(E , E).
Remarque 2.23. Une application qui admet un adjoint est automatiquement C-linéaire
et même B-linéaire et est un opérateur borné.
Comme dans le cas des espaces de Hilbert, il existe des opérateurs de rang un dans
L(E,F ). Soient ξ dans E et η dans F , on pose θξ,η l’opérateur de L(E,F ) défini pour
tout ζ dans E par θ′ξ,η(ζ) = ξ〈η, ζ〉 et tel que θ∗ξ,η = θη,ξ. Si T est un opérateur dans
L(F,G), alors on a T ◦ θξ,η = θTξ,η et si T est dans L(G,E), alors θξ,η ◦ T = θξ,T ∗η. On
note K0(E,F ) l’espace vectoriel engendré par les opérateurs de rang un et la fermeture
de K0(E,F ) est appelée l’ensemble des opérateurs "compacts" du module de Hilbert E
vers le module de Hilbert F (même s’ils ne sont pas compacts comme opérateurs entre
espaces de Banach) et est noté K(E,F ). On note K(E) pour l’idéal fermé K(E,E) de la
C∗-algèbre L(E).
Soient B1 et B2 des C
∗-algèbres et pour i dans {1, 2}, on considère Ei un Bi-module
de Hilbert muni du produit scalaire 〈−,−〉i à valeurs dans Bi. On suppose qu’il existe un
∗-homomorphisme φ : B1 → LB2(E2). Le produit tensoriel interne est une construction
qui permet d’associer à E1, E2 et φ un B2-module de Hilbert noté E1⊗φE2 : pour cela on
considère E2 muni de la structure de B1-module définie pour tout b1 dans B1 et e2 dans
E2 par b1.e2 = φ(b1)(e2) et on note E1⊙B1 E2 le produit tensoriel algébrique muni d’une
structure de B2-module à droite. Le produit tensoriel interne E1 ⊗φ E2 est le complété
du produit tensoriel algébrique E1⊙E2 pour le produit scalaire 〈−,−〉 à valeur dans B2
défini pour tout e1 et e
′
1 dans E1 et tout e2 et e
′
2 dans E2 par
〈e1 ⊗ e2, e′1 ⊗ e′2〉 =
〈
e2, 〈e1, e′1〉1.e′2
〉
2
avec 〈e1, e′1〉1.e′2 = φ
(〈e1, e′1〉1)(e′2).
Soit G ⇒ X un groupoïde localement compact et séparé muni d’un système de Haar
ν. On considère sur l’espace vectoriel complexe Cc(G) le produit scalaire à valeurs dans
C0(X) défini pour toutes fonction ξ et ζ dans Cc(G) par
〈ξ, ζ〉 : x→
∫
Gx
ξ∗(γ)ζ(γ−1)dνx(γ)
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qui correspond en fait à la restriction à l’espace X de l’application ξ∗ ⋆ ζ. On définit
une structure de C0(X)-module (à gauche) sur Cc(G) en posant, ξ.f(γ) = ξ(γ)f
(
s(γ)
)
,
pour toutes fonctions ξ dans Cc(G), f de C0(X) et tout γ dans G. On obtient alors un
C0(X)-module préhilbertien et on note L
2(G, ν) le C0(X)-module de Hilbert obtenu en
quotientant Cc(G) par le sous-module des éléments de norme nulle.
Proposition 2.24. L’ensemble LC0(X)
(
L2(G, ν)) des opérateurs C0(X)-linéaires qui ad-
mettent un adjoint est muni d’une structure de C0(X)-algèbre.
Démonstration. L’ensemble LC0(X)
(
L2(G, ν)) des opérateurs C0(X)-linéaires sur L2(G, ν)
qui admettent un adjoint est muni d’une structure de C∗-algèbre.
Par définition, les opérateurs de LC0(X)
(
L2(G, ν)) sont C0(X)-linéaires, c’est-à-dire que
T (ξ.f) = T (ξ).f
pour tout T dans LC0(X)(L2(G, ν)), f dans C(X) et ξ dans L2(G, ν). L’algèbre des mul-
tiplicateurs M
(LC0(X)(L2(G, ν))) étant égal à LC0(X)(L2(G, ν)), on pose
φ : C0(X)→ Z
(
M(LC0(X)(L2(G, ν)))
)
définie par φ(f)(T )(ξ) := T (ξ.f) = T (ξ).f , pour tout T dans LC0(X)(L2(G, ν)), f dans
C0(X) et ξ dans L
2(G, ν).
L’homomorphisme φ : C0(X) → LC0(X)
(
L2(G, ν)) étant non-dégénéré, il définit une
structure de C0(X)-algèbre sur LC0(X)
(
L2(G, ν)). 
Remarque 2.25. Comme Cc(G) agit sur lui-même par convolution, on a un homomor-
phisme injectif λ : Cc(G) →֒ LC0(X)
(
L2(G, ν)) qui s’étend en une ∗-représentation de
λ : C∗(G) → LC0(X)
(
L2(G, ν)) dont l’image est ∗-isomorphe à la C∗-algèbre réduite
C∗r (G). On obtient une représentation fidèle de la C∗-algèbre C∗r (G) dans le C0(X)-
module de Hilbert LC0(X)
(
L2(G, ν)). L’image par la représentation λ de C∗r (G) est une
sous-C∗-algèbre de LC0(X)
(
L2(G, ν)), qui n’est pas nécessairement stable par la structure
de C0(X)-module de LC0(X)
(
L2(G, ν)).
3. Groupoïde moyennable à l’infini et espace universel
Soit G ⇒ X un groupoïde étale localement compact et séparé tel que l’espace des
unités X est σ-compact. Le résultat principal de cette section est la démonstration du
théorème 3.31 que l’on donne ci-dessous :
Théorème 1. Soit G un groupoïde étale d’espace des unités X. On considère les asser-
tions suivantes :
(1) le groupoïde G est moyennable à l’infini
(2) le groupoïde G agit moyennablement sur l’espace βXG
(3) le groupoïde G est exact
(4) la C∗-algèbre C∗r (G) est exacte
Alors on a (1) =⇒ (2) =⇒ (3) =⇒ (4)
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Il s’agit d’un résultat analogue à la proposition 1.8 dans le cas plus général des grou-
poïdes étales localement compacts et séparés. Les parties 3.1 à 3.6 qui suivent permettent
de définir une version de la moyennabilité à l’infini pour les groupoïdes ainsi qu’un espace
βXG muni d’une action continue du groupoïde G qui satisfait une propriété universelle
et qui joue le rôle du compactifié de Stone-Cech dans le cas des groupes discrets. On
obtient alors le théorème suivant :
Théorème 3.1. Soit G un groupoïde étale localement compact et X l’espace localement
compact des unités du groupoïde G. Si le groupoïde G est moyennable à l’infini, alors le
groupoïde βXG ⋊ G est moyennable.
On donne tout d’abord une définition de la moyennabilité infinie pour les groupoïdes :
Définition 3.2. Soit G un groupoïde étale localement compact et X l’espace des unités
(localement compact) du groupoïde G. Le groupoïde est dit moyennable à l’infini s’il existe
un G-espace localement compact et séparé Y , pour lequel l’application π : Y → X est
continue, surjective, ouverte et propre, et tel que le groupoïde Y ⋊ G est moyennable.
Pour démontrer le théorème 3.1 , on raisonne de la manière suivante :
1) il s’agit tout d’abord de définir l’espace βXG comme étant le spectre d’une C∗-
algèbre commutative qui sera notée Cs0(G)
2) on munit l’espace topologique βXG d’une action continue du groupoïde G et on
prouve que βXG vérifie une propriété universelle
3) à l’aide de la propriété universelle de βXG et des propriétés des groupoïdes moyen-
nables, on démontre de théorème 3.1 .
La partie 3.1 de cette section est constituée de quelques résultats généraux sur les
C∗-algèbres qui nous seront utiles dans la suite.
La partie 3.2 consiste à définir la C∗-algèbre commutative Cs0(G) : il s’agit d’une sous-
C∗-algèbre de la C∗-algèbre commutative des fonctions à valeurs complexes, continues
et bornées sur G. On peut alors définir une structure de C0(X)-algèbre sur Cs0(G) et la
munir d’une action continue du groupoïde G. On obtient ainsi un système dynamique de
groupoïde
(
Cs0(G),G, α
)
.
La partie 3.3 porte sur l’étude de l’espace βXG qui est défini comme le spectre de
Cs0(G). Le fait que Cs0(G) soit une G-algèbre commutative induit une action continue de
G sur l’espace localement compact et séparé βXG. On termine cette partie en prouvant
que l’espace βXG vérifie la propriété universelle suivante : soit Z un G-espace localement
compact et séparé tel que Z → X est continue, surjective, propre et admet une section
continue (non nécessairement équivariante), alors il existe une application θ˜ : βXG → Z
continue, G-équivariante et propre.
La propriété universelle vérifiée par βXG est le résultat essentiel qui nous permet de
démontrer le théorème 3.1 : en effet, si G est moyennable à l’infini, alors il existe un
G-espace Y localement compact et séparé tel que l’application Y → X est continue,
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surjective, ouverte et propre et sur lequel l’action de G est moyennable. On ne peut ap-
pliquer dans ce cas la propriété universelle car la condition d’existence d’une section de
Y → X n’est pas (nécessairement) vérifiée. C’est l’objet des parties 3.4 et 3.5 qui consiste
à définir un G-espace localement compact et séparé M obtenu en considérant un sous
espace des mesures de probabilité de Y . On s’emploie alors à démontrer l’existence d’une
section continue pour l’application M → X et prouver ainsi que l’espace M satisfait les
conditions de la propriété universelle de βXG : on a alors une application θ˜ : βXG →M
continue, G-équivariante et propre.
Dans la partie 3.6 , on prouve que l’action de G sur M est moyennable et on montre
comment on peut "tiré en arrière" le caractère moyennable de M ⋊G sur βXG⋊G par le
biais de l’application θ˜ : βXG → M . Enfin on termine cette section en démontrant dans
la partie 3.7 le théorème 3.31.
3.1. Quelques propriétés des C∗-algèbres commutatives. On démontre ici quelques
résultats généraux dans le cadre des C∗-algèbres commutatives, qui seront utilisés dans
cette section.
Définition 3.3. Soit i : C0(X) → C0(Y ) un homomorphisme de C∗-algèbres ; on dit que
i est non dégénéré si pour toute approximation de l’unité, (eλ)λ∈Λ, de C0(X), la suite
généralisée
(
i(eλ)
)
λ∈Λ
est une approximation de l’unité de C0(Y ).
Proposition 3.4. Si un homomorphisme i : C0(X) → C0(Y ) de C∗-algèbres est non
dégénéré, alors il existe une application i∗ : Y → X, induite par i.
Démonstration. On considère χ un caractère, non nul, de C0(Y ) c’est-à-dire un homo-
morphisme non nul χ : C0(Y ) → C. Il existe alors un unique y ∈ Y tel que pour toute
fonction f dans C0(Y ), on a χ(f) = f(y). On pose χ
′ := χ ◦ i. C’est un homomorphisme
(car composition d’homomorphismes) de C0(X) dans C, qui est non nul ; en effet, sup-
posons que χ′ est l’homomorphisme nul. On considère (eλ)λ∈Λ une approximation de
l’unité de C0(X). Comme l’homomorphisme i : C0(X) → C0(Y ) est non dégénéré, la
suite
(
i(eλ)
)
λ∈Λ
est une approximation de l’unité de C0(Y ), donc on a
lim
λ→∞
χ
(
i(eλ)
)
= lim
λ→∞
i(eλ)(y) = 1
Or on a supposé χ′ = χ ◦ i, d’où χ(i(eλ)) = χ′(eλ) = 0, pour tout λ dans Λ. On obtient
une contradiction. Donc l’homomorphisme χ′ : C0(X) → C est non nul. Il existe alors
un unique x dans X vérifiant pour toute fonction g de C0(X), l’égalité χ
′(g) = g(x).
Ainsi, par l’homomorphisme i : C0(X) → C0(Y ), non dégénéré, à tout y dans Y , on peut
associer un unique élément x de X. On a donc une application i∗ : Y → X, induite par
i.

Proposition 3.5. Soit i : C0(X) →֒ C0(Y ) un homomorphisme de C∗-algèbres et i∗ :
Y → X l’application induite par i. Si i est injectif et non dégénéré, alors l’application
i∗ : Y → X est continue, surjective et propre.
Démonstration. Pour montrer que l’application est continue, on considère U un ouvert
de X. On pose V = (i∗)−1(U) l’image réciproque de U par l’application i∗. Soit y0 un
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élément de V et x0 = i
∗(y0). On considère une fonction f dans C0(X), à valeurs réelles
positives et à support compact dans U telle que f(x0) = 1. On a alors une fonction i(f)
dans C0(Y ), à valeurs réelles positives et à support dans V . Soit ε > 0, le sous espace
Uε := {x ∈ X / 1−ε < f(x)} est un sous espace ouvert dans U contenant x0. On a alors
(i∗)−1(Uε) = {y ∈ V / 1− ε < i(f)(y)}, qui est un ouvert dans V contenant y0. Ainsi V
est un ouvert de Y et l’application i∗ : Y → X est continue.
Pour montrer que l’application i∗ : Y → X est propre, on considère K ⊂ X un sous
espace compact et on montre que (i∗)−1(K) est compact dans Y . On considère f une
fonction dans C0(X) telle que f(x) = 1, pour tout x dans K. L’application i(f) est alors
dans C0(Y ) et on a, par définition, i(f)(y) = 1 pour tout y dans (i
∗)−1(K).
De plus, i(f) est dans C0(Y ), alors il existe K˜ un sous espace compact de Y tel que pour
tout y dans Y \ K˜, on a |f(y)|< 1 ; le sous espace (i∗)−1(K) est fermé par continuité de
i∗ et contenu dans le compact K˜, donc (i∗)−1(K) est compact. L’application i∗ : Y → X
est donc propre.
Pour montrer que l’application i∗ est surjective, on prouve tout d’abord que son image
Im(i∗) est dense dans X. Soit U un ouvert non vide de X. Montrons qu’il existe x dans
U ∩ Im(i∗) ; en effet, si Im(i∗) ∩ U = ∅, alors toute fonction f de C0(X), non nulle, et
à support compact dans U a pour image par i la fonction nulle sur Y ; or ceci est en
contradiction avec l’injectivité de i : C0(X) → C0(Y ). Ainsi pour tout ouvert U de X,
il existe un élément x qui soit dans l’image Im(i∗). Donc i∗ est à image dense dans X.
L’application i∗ étant propre, son image Im(i∗) est fermée. L’image de i∗ étant fermée
et dense, alors l’application i∗ est surjective. 
3.2. G-algèbre. Dans cette section, on considère G ⇒ X un groupoïde étale localement
compact et séparé. On suppose que l’espace des unités X est σ-compact. On note r :
G → X et s : G → X les applications but et source. On note Cb(G) l’algèbre de Banach
des fonctions continues et bornées sur G, où l’involution et la multiplication sont définies
de la manière suivante :
f∗(γ) := f(γ) et f.g(γ) := f(γ)g(γ)
pour toutes fonctions f et g dans Cb(G) et tout γ dans G. On note ‖.‖∞ la norme supé-
rieure, définie, pour tout f dans Cb(G), par ‖f‖∞:= supγ∈G |f(γ)|. Munie de cette norme,
l’algèbre Cb(G) est une C∗-algèbre.
Dans la définition qui suit, on introduit un sous ensemble de Cb(G) que l’on note Cs0(G)
et on montre que c’est une sous-C∗-algèbre de Cb(G). L’objectif dans cette partie est de
munir la C∗-algèbre Cs0(G) d’une action continue du groupoïde G. Pour cela, on définit
tout d’abord une approximation de l’unité (en)n∈N de la C
∗-algèbre C0(X) en utilisant
la σ-compacité de X. A l’aide de l’application source s : G → X, on construit ensuite un
∗-homomorphisme s∗ : C0(X) → Z
(
M(Cs0)
)
et on se sert de l’approximation de l’unité
(en)n∈N pour montrer que s
∗ est non-dégénérée et donc que Cs0(G) est une C0(X)-algèbre.
Pour finir, on définit une action continue du groupoïde G sur la C0(X)-algèbre Cs0(G) en
utilisant les propriétés dûes au caractère étale du groupoïde G.
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Définition 3.6. On note Cs0(G) le sous ensemble de Cb(G) formé des fonctions f conti-
nues et bornées telles que pour tout réel ε strictement positif, il existe un sous espace
compact Kε de X tel que pour tout γ dans G, tel que s(γ) est dans X r Kε, on a
|f(γ)|< ε.
Proposition 3.7. Cs0(G) est une sous C∗-algèbre de Cb(G).
Démonstration. Il est clair que Cs0(G) est un sous espace vectoriel de Cb(G) stable par
l’involution. Pour toute fonction f (respectivement g) de Cs0(G) et pour tout réel ε stricte-
ment positif, il existe un sous espace compact Kε (respectivement K
′
ε) de X tel que pour
tout γ dans G tel que s(γ) est dans X rKε (respectivement X rK ′ε) on a |f(γ)|<
√
ε
(respectivement |g(γ)|< √ε). Ainsi pour tout γ de G tel que s(γ) est dans Xr(Kε ∪K ′ε),
on a |f.g(γ)|< ε et Cs0(G) est stable par le produit.
On considère (fn)n∈N une suite de fonctions de C
s
0(G) qui converge vers une fonction
f de Cb(G). Soit ε un réel strictement positif : il existe un entier n1 tel que, pour tout
n > n1, on a ‖f − fn‖∞< ε/2. De plus il existe un entier n2, tel que pour tout entier
p, q > n2, on a ‖fp − fq‖∞< ε/2 et il existe donc un compact Kε dans X tel que pour
tout γ dans G pour lequel s(γ) est dans X rKε, on a |fp(γ)|< ε/2, pour tout p > n2.
On a alors pour tout réel ε strictement positif, il existe un entier n = max{n1, n2} et un
compact Kε de X tel que pour tout γ de G avec s(γ) dans X rKε, on a
|f(γ)|= |f(γ)− fp(γ) + fp(γ)|≤ |f(γ)− fp(γ)|+|fp(γ)| < ε
pour p > n. L’algèbre Cs0(G) est fermée pour la norme ‖.‖∞ et est une sous C∗-algèbre
de Cb(G).

Remarque 3.8. A partir de maintenant, on écrit Cs0 pour la C
∗-algèbre Cs0(G), ceci afin
de simplifier les notations.
On construit tout d’abord une approximation de l’unité pour la C∗-algèbre C0(X).
L’espace X étant considéré σ-compact, on choisit (Kn)n∈N, une suite croissante de sous
espaces compacts de X, tels que Kn ⊂ K˚n+1. On considère (en)n∈N une suite de fonctions
continues à support compact dans X telles que pour tout n ∈ N
en(x) =
{
1 si x ∈ Kn
0 si x /∈ K˚n+1
(en)n∈N est une approximation de l’unité de C0(X), puisque chaque fonction en est
positive et dans la boule unité de C0(X) ; de plus la suite (en)n∈N est croissante et on a,
pour toute fonction f de C0(X),
lim
n→∞
‖f − f.en‖ = 0
On utilise l’approximation de l’unité (en)n∈N construite auparavant, pour définir une
structure de C0(X)-algèbre sur C
s
0 . Pour cela, on considère une fonction f de C0(X) et
on pose s∗(f) la fonction sur G définie, pour tout γ dans G, par s∗(f)(γ) := f(s(γ)). La
fonction s∗(f) est clairement continue et bornée. Pour tout réel ε strictement positif, il
existeKε sous espace compact deX tel que pour tout x dansXrKε, on a |f(x)|< ε. Ainsi
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pour tout γ dans G pour lequel s(γ) est dans X rKε, on a |s∗(f)(γ)|= |f(s(γ))|< ε. La
fonction s∗(f) est donc dans la C∗-algèbre Cs0 . On obtient une application s
∗ : C0(X) →
Cs0 dont il est facile de prouver qu’elle est un homomorphisme de C
∗-algèbres.
Proposition 3.9. L’homomorphisme s∗ : C0(X) → Cs0 est injectif et non-dégénéré.
Démonstration. On sait que s∗ : C0(X)→ Cs0 est un homomorphisme de C∗-algèbres.
On considère f une fonction de C0(X) vérifiant s
∗(f) = 0, alors pour tout γ ∈ G, on a
s∗(f)(γ) = 0 = f(s(γ)). Or pour tout x dans X, on a u(x) ∈ G, et
f(x) = f(s(u(x))) = s∗(f)(u(x)) = 0
La fonction f est nulle sur X. Ainsi s∗ est injectif.
Pour prouver que l’homomorphisme s∗ : C0(X) → Cs0 est non-dégénéré, il suffit de
montrer que la suite (s∗(en))n∈N est une approximation de l’unité de C
s
0 . Chaque fonction
s∗(en) est positive et se trouve dans la boule unité de C
s
0 , car s
∗ est un homomorphisme
injectif donc une application positive et isométrique. De plus, la suite (s∗(en))n∈N est
croissante.
Soit f une fonction de Cs0 alors pour tout ε > 0, il existe n
′ dans N tel que pour tout
n ≥ n′ et pour tout γ hors de GKn , on a |f(γ)|< ε. On a donc pour tout n ≥ n′ et tout
γ dans GKn
|f(γ)− f(γ)θ(en)(γ)| = |f(γ)− f(γ)en(s(γ))|
= |f(γ)− f(γ)|
= 0
et pour tout n ≥ n′ et tout γ en dehors de GKn , on a
|f(γ)− f(γ)s∗(en)(γ)| = |f(γ)− f(γ)en(s(γ))|
≤ |f(γ)||1− en(s(γ))|
< ε
Ainsi pour toute fonction f dans Cs0 et pour tout réel ε strictement positif, il existe un
entier n′ tel que pour tout n ≥ n′ et tout pour tout γ de G, on a
|f(γ)− f(γ)s∗(en)(γ)|< ε
c’est-à-dire que pour toute fonction f de Cs0 , on a
lim
n→∞
‖f − fs∗(en)‖= 0
Donc (s∗(en))n∈N est une approximation de l’unité dans C
s
0 . L’homomorphisme s
∗ est
donc non-dégénéré.

Remarque 3.10. Cs0 étant une C
∗-algèbre commutative, on a une injection de Cs0 dans
Z(M(Cs0)) , le centre de l’algèbre des multiplicateurs.
Proposition 3.11. La C∗-algèbre commutative Cs0 est munie d’une structure de C0(X)-
algèbre par l’homomorphisme s∗ : C0(X) → Z
(
M(Cs0)
)
.
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Démonstration. Comme Cs0 s’injecte dans le centre Z
(
M(Cs0)
)
de l’algèbre des multipli-
cateurs de Cs0 , alors s
∗ définit un homomorphisme de C0(X) dans Z
(
M(Cs0)
)
. De plus,
l’image (s∗(en))n∈N de l’approximation de l’unité (en)n∈N de C0(X) étant une approxi-
mation de l’unité de Cs0 , on a alors s
∗(C0(X))C
s
0 est dense dans C
s
0 ; donc C
s
0 est une
C0(X)-algèbre par l’homomorphisme s
∗.

On construit ci-dessous un système dynamique de groupoïde (Cs0 ,G, α) : pour cela, le
caractère étale du groupoïde nous permet de définir une action α du groupoïde G sur
la C0(X)-algèbre C
s
0 et on prouve que cette action est continue. On rappelle quelques
notations concernant les C0(X)-algèbres que l’on utilise ici : pour tout x dans X, on note
Ix := s∗(Cx(X))Cs0 idéal fermé de C
s
0 et C
s
0(x) := C
s
0/Ix, la fibre de C
s
0 sur x. Pour tout
x dans X et toute fonction f de Cs0 , on notera f(x) l’image de f dans la fibre C
s
0(x).
On définit une action du groupoïde G sur la C0(X)-algèbre Cs0 c’est-à-dire qu’on
construit une famille (αγ)γ∈G telle que pour tout γ dans G, l’application
αγ : C
s
0
(
s(γ)
)→ Cs0(r(γ))
est un isomorphisme vérifiant, pour tout (γ, η) dans G(2) l’égalité αγ.η = αγ ◦ αη.
Soit γ un élément de G et Uγ un voisinage ouvert (que l’on peut supposer relative-
ment compact) de γ dans G tel que les restrictions des applications but et source à Uγ
sont des homéomorphismes sur leur image respective r(Uγ) et s(Uγ). On note x = s(γ)
et y = r(γ) dans X et on pose ρx : s(Uγ) → Uγ et ρy : r(Uγ) → Uγ les homéomor-
phismes réciproques des restrictions sur Uγ respectivement des applications source et
but. Il existe alors un homéomorphisme Rγ : r(Uγ) → s(Uγ) défini, pour tout z dans
r(Uγ), par Rγ(z) := s
(
ρy(z)
)
. On considère Kx un voisinage compact de x dans s(Uγ)
et ϕx une fonction continue et à support dans s(Uγ) vérifiant χKx ≤ ϕx ≤ 1.
Soit f une fonction de Cs0 et f(x) son image dans la fibre C
s
0(x). On a alors égalité
dans la C∗-algèbre Cs0(x) des éléments f(x) et
(
s∗(ϕx)f
)
(x)
Pour tout η dans Gr(Uγ), on pose
f˜(η) :=
(
s∗(ϕx)f
)(
η.ρy(s(η))
)
(1)
qui définit une fonction continue sur Gr(Uγ) et pour tout η tel que s(η) est en dehors de
l’ouvert r(Uγ) relativement compact, on a f˜(η) = 0. Ainsi f˜ est dans la C0(X)-algèbre
Cs0 .
Pour toute fonction f dans Cs0 , on pose αγ
(
f(x)
)
:= f˜(y). On montre aisément que pour
toute fonction f dans Cs0 et toute paire (γ, η) dans G(2), on a l’égalité
αγ.η(f) = αγ
(
αη(f)
)
On a ainsi défini une action du groupoïde G sur la C0(X)-algèbre Cs0 .
Remarque 3.12. Sur la C0(X)-algèbre C0(G), il existe une action continue du groupoïde
G, notée a, où pour tout γ dans G, on a
aγ : C0(G)(s(γ)) ∼= C0(Gs(γ)) −→ C0(G)(r(γ)) ∼= C0(Gr(γ))
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définie pour toute fonction f dans C0(Gs(γ)) par aγ(f)(η) = f(η.γ), pour tout η dans
Gr(γ). On voit alors que la restriction de l’action α, définie ci-dessus, à la sous C0(X)-
algèbre C0(G) coincide avec l’action continue a de G sur C0(G).
Pour montrer que l’action de G sur Cs0 est continue, on se place dans le contexte du
champ continu de C∗-algèbres Cs0 associé à Cs0 et on montre que l’application
Cs0 ∗ G −→ Cs0
définie par l’action de G sur l’espace topologique Cs0 est continue. On utilise la proposition
C.20 de [Wil07].
On considère une suite (ai, γi)i∈I dans Cs0 ∗p,s G convergeant vers un élément (a, γ) de
Cs0 ∗p,s G. Pour tout i dans I, on note xi := p(ai) = s(γi) et x := p(a) = s(γ). Pour
tout i dans I, il existe une fonction fi dans C
s
0 telle que fi(xi) = ai et il existe une
fonction f dans Cs0 telle que f(x) = a. On considère U un voisinage ouvert de γ dans
G homéomorphe à V := s(U), voisinage ouvert de x et on peut supposer qu’il existe
un compact Kx d’intérieur non vide et inclus dans V . On note ϕx : V → R telle que
χKx ≤ ϕx ≤ 1. Il existe i′ dans I tel que pour tout i ≥ i′, l’élément xi est dans K˚x. Quitte
à utiliser la fonction ϕx, on peut supposer alors qu’il existe que pour tout i ≥ i′, le support
de fi est inclus dans s
−1(V ). Suivant la construction 1, on obtient des fonctions f˜i et f˜
dans Cs0 telles que, pour tout i ≥ i′, on a f˜i(r(γi)) = αγi(ai) et f˜(r(γ)) = αγ(a). Pour
tout i ≥ i′, on note ui = f˜(r(γi)) et la suite (ui)i≥i′ converge vers αγ(a) = f˜(r(γ)) dans
Cs0. Soit un réel ε strictement positif, il existe iε dans I, tel que pour tout i ≥ max{i′, iε},
on a ‖f˜i(r(γi))− f˜(r(γi))‖< ε/2 et alors αγi(ai) − f˜(r(γi)) converge vers 0r(γ) dans Cs0.
On a alors
αγi(ai) =
(
αγi(ai)− ui
)
+ ui // 0r(γ) + αγ(a)
L’action du groupoïde G sur la C0(X)-algèbre Cs0 est continue et on a un système dyna-
mique (Cs0 ,G, α).
3.3. Espace βXG et propriété universelle. Dans cette partie, on utilise la G-algèbre
commutative Cs0 construite auparavant pour définir l’espace topologique βXG. Une fois
l’espace βXG défini, on montre qu’il est localement compact et séparé et muni d’une
action continue du groupoïde G.
Enfin on prouve que le G-espace βXG vérifie une propriété universelle.
Définition 3.13. On définit l’espace topologique βXG comme le spectre de la C∗-algèbre
commutative Cs0.
Remarque 3.14. La C∗-algèbre C0(G) étant un idéal (bilatère) fermé de la C∗-algèbre Cs0 ,
l’espace G = Ĉ0(G) est un sous espace ouvert de βXG. Par la transformée de Gelfand, il
existe isomorphisme ∗-isométrique de C∗-algèbres entre Cs0 et C0(βXG) et on a alors un
homomorphisme s∗ : C0(X)→ C0(βXG). On note
s˜ : βXG = ̂C0(βXG) // Ĉ0(X) = X
l’application induite par l’homomorphisme s∗. L’application s˜ restreinte à l’ouvert G
coincide avec l’application source du groupoïde s : G → X.
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Proposition 3.15. L’application s˜ : βXG → X induite par l’homomorphisme s∗ :
C0(X) → C0(βXG) est continue, propre et surjective.
Démonstration. D’après la proposition 3.9 , on sait que l’homomorphisme s∗ : C0(X)→
Cs0 est injectif et non-dégénéré et d’après la remarque 3.14, C
s
0 est isomorphe à C0(βXG).
L’homomorphisme de C∗-algèbres s∗ : C0(X) → C0(βXG) est injectif et non dégénéré.
En appliquant la proposition 3.5 , l’application s˜ : βXG → X est continue, propre et
surjective.

Proposition 3.16. L’espace topologique βXG est localement compact et muni d’une ac-
tion continue du groupoïde G.
Démonstration. L’espace topologique βXG étant défini comme le spectre de la C∗-algèbre
Cs0 , il est donc localement compact.
On a montré auparavant l’existence d’une application s˜ : βXG → X continue, propre,
surjective et ouverte. On pose alors
βXG ∗r G =
⊔
x∈X
Ĉs0(x) ∗r G :=
{
(χ, γ) ∈
⊔
x∈X
Ĉs0(x)× G : s˜(χ) = r(γ)
}
Pour (χ, γ) dans βXG ∗r G, la relation s˜(χ) = r(γ) implique que χ est dans ̂Cs0(r(γ)).
On pose φ : βXG ∗r G → βXG une application telle que, pour tout couple (χ, γ) dans
βXG ∗r G, on a φ(χ, γ) := χ.γ où χ.γ ∈ Cs0(s(γ)) est tel que
∀f ∈ Cs0
(
s(γ)
)
, χ.γ(f) := χ
(
αγ(f)
)
On obtient donc une action à droite continue du groupoïde G sur l’espace βXG.

La fin de cette partie consiste à démontrer que l’espace βXG est un espace universel
pour la propriété suivante :
Proposition 3.17. Soit Z un G-espace localement compact pour lequel l’application π :
Z → X est continue, propre, surjective et admet une section continue (qui n’est pas
nécessairement G-équivariante) σ : X → Z, alors il existe une application θ˜ : βXG → Z
continue, G-équivariante et propre.
Soit Z un G-espace localement compact pour lequel l’application π : Z → X est conti-
nue, propre, surjective et admet une section continue (non nécessairement G-équivariante)
notée σ : X → Z. On pose θ : G → Z l’application définie pour tout γ ∈ G par
θ(γ) := σ(r(γ)).γ
Cette application est bien définie car pour tout γ ∈ G, on a σ(r(γ)) ∈ Zr(γ), et en
appliquant l’action de γ sur σ(r(γ)), on obtient bien σ(r(γ)).γ un élément de Zs(γ).
L’application θ est continue car composée d’applications continues et G-équivariante car
pour toute paire (γ1, γ2) de G(2), on a
θ(γ1γ2) = σ(r(γ1γ2)).(γ1γ2)
=
(
σ(r(γ1)).γ1
)
.γ2
= θ(γ1).γ2
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Pour γ dans G, on a θ(γ) = σ(r(γ)).γ est dans le sous espace Zs(γ) := π−1(s(γ)) compact
dans Z.
Lemme 3.18. L’application continue θ : G → Z induit un homomorphisme de C∗-
algèbres θ∗ : C0(Z)→ Cs0 .
Démonstration. L’application θ : G → Z induit un homomorphisme de C∗-algèbres θ∗ :
C0(Z)→ Cb(G) défini par
θ∗(f)(γ) := f ◦ θ(γ) = f(σ(r(γ)).γ)
pour toute fonction f de C0(Z) et tout γ de G.
Soient une fonction f dans C0(Z) et ε > 0, il existe alors un sous espace compact Kε
dans Z tel que |f(z)|< ε pour tout z en dehors de Kε.
En posant K ′ε := π(Kε), on obtient un sous espace compact de X et pour tout γ n’ap-
partenant pas à l’espace GK ′ε , l’élément θ(γ) = σ(r(γ)).γ se trouve en dehors de Kε, par
conséquent ∣∣θ∗(f)(γ)∣∣ = ∣∣f(σ(r(γ)).γ)∣∣ < ε
On a montré que pour tout ε > 0, il existe un sous espace K ′ε compact dans X tel que
pour tout γ dans G avec s(γ) /∈ K ′ε, on a |θ∗(f)(γ)|< ε. Donc θ∗(f) est dans Cs0 . On
obtient alors un homomorphisme de C∗-algèbre, θ∗ : C0(Z)→ Cs0 .

Lemme 3.19. L’homomorphisme θ∗ : C0(Z)→ Cs0 est G-équivariant.
Démonstration. Les C∗-algèbres C0(Z) et C
s
0 sont des G-algèbres dont les actions sont
données par les familles d’isomorphismes C∗-algèbres (δγ)γ∈G avec δγ : C0(Z)(s(γ)) →
C0(Z)(r(γ)) et (ργ)γ∈G , avec ργ : C
s
0(s(γ))→ Cs0(r(γ)).
Pour tout x dans X, on pose θ∗x : C0(Z)(x) → Cs0(x) l’homomorphisme de C∗-algèbres
induit par θ∗ : C0(Z)→ Cs0 sur les fibres en x.
On a pour toute fonction g de C0(Z)(r(γ)) et tout η dans Gr(γ)
ργ ◦ θ∗r(γ)(g)(η) = ργ
(
θ∗r(γ)(g)
)
(η) = θ∗r(γ)(g)(η.γ) = g
(
θ(η.γ)
)
= g
(
θ(η).γ
)
= δγ(g)
(
θ(η)
)
= θ∗s(γ) ◦ δγ(g)(η)
Ainsi pour tout γ de G, on a ργ ◦ θ∗r(γ) = θ∗s(γ) ◦ δγ , par conséquent, l’homomorphisme
θ∗ : C0(Z)→ Cs0 est G-équivariant.

Démonstration de la propriété 3.17 . En étudiant la C∗-algèbre Cs0 , on a montré qu’il
existe un ∗-isomorphisme isométrique de Cs0 dans C0(βXG). On obtient un homomor-
phisme de C∗-algèbres θ∗ : C0(Z)→ C0(βXG).
On considère (en)n∈N une approximation de l’unité de C0(Z) et on veut montrer que
(θ∗(en))n∈N est une approximation de l’unité de C0(βXG). Soit f une fonction dans
C0(βXG) ; pour tout ε > 0, il existe un sous espace K compact dans X, tel que pour tout
γ dans G \ GK , on a |f(γ)|< ε. En posant K ′ :=
{
σ
(
r(γ)
)
.γ / s(γ) ∈ K} ⊂ π−1(K), on
obtient un sous espace compact de Z. Il existe n0 dans N tel que pour tout n ≥ n0, on a
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pour tout z dans π−1(K) 1 ≤ en(z) ≤ 1− ε. Par conséquent, on a pour tout γ dans GK ,
1 ≤ θ∗(en)(γ) ≤ 1− ε ce qui implique∣∣f(γ)− θ∗(en)(γ)f(γ)∣∣ ≤ ε∣∣f(γ)∣∣
De même, pour n ≥ n0 pour γ n’appartenant pas à GK , puisque |f(γ)|≤ ε et θ∗(en)(γ) ∈
[0, 1], on a ∣∣f(γ)− θ∗(en)(γ)f(γ)∣∣ < ε
Ainsi on a montré que pour f fonction de C0(βXG), pour ε > 0, il existe n0 dans N tel
que pour tout n ≥ n0, on a ∥∥f − θ∗(en)f∥∥∞ < ε∥∥f∥∥∞
On en conclut que (θ∗(en))n∈N est une approximation de l’unité de C0(βXG) et l’homo-
morphisme θ∗ : C0(Z)→ C0(βXG) est non dégénéré.
D’après la proposition 3.4, l’homomorphisme non dégénéré θ∗ : C0(Z) → C0(βXG)
induit une application θ˜ : βXG → Z.
L’application θ˜ : βXG → Z est continue : en effet, on considère U un ouvert de Z et
on pose V = θ˜−1(U). Si V est vide, alors c’est un ouvert de βXG. S’il existe p0 dans V ,
on pose z0 = θ˜(p0), son image dans U . Soit f une fonction de C0(Z) à valeurs dans [0, 1],
à support dans U et pour laquelle f(z0) = 1. La fonction θ
∗(f) de C0(βXG) est à valeurs
dans [0, 1], non nulle car θ∗(f)(p0) = 1 et à support dans V. On a alors θ
∗(f)−1
(
]0, 1]
)
est un ouvert dans βXG contenant p0 et contenu dans V . Donc V = θ˜−1(U) est un ouvert
de βXG. L’application θ˜ : βXG → Z est continue.
L’application θ˜ : βXG → Z est G-équivariante : en effet pour tout élément (p, γ) dans
βXG ∗s˜,r G et toute fonction f dans C0(Z), on a
f
(
θ˜(p.γ)
)
= θ∗(f)(p.γ) = θ∗r(γ)(f)(p.γ) = ργ
(
θ∗r(γ)(f)
)
(p)
= θ∗s(γ)
(
δγ(f)
)
(p) = δγ(f)
(
θ˜(p)
)
= f
(
θ˜(p).γ
)
Pour tout couple (p, γ) dans βXG, on a l’égalité θ˜(p.γ) = θ˜(p).γ, ce qui prouve que l’ap-
plication θ˜ est G-équivariante.
SoitK un sous espace compact de Z, montrons que θ˜−1(K) est un sous espace compact
de βXG. Le sous espace θ˜−1(K) est fermé dans βXG et θ˜−1(K) est inclus dans s˜−1(π(K))
car pour tout p dans θ˜−1(K) il existe z dans K tel que :
θ˜(p) = z et s˜(p) = π(θ˜(p))
donc p ∈ s˜−1(π(K)). Or l’application π étant continue et l’application s˜ étant propre,
alors s˜−1(π(K)) est un sous espace compact de βXG. On en déduit que θ˜−1(K) est un
sous espace fermé du compact s˜−1(π(K)), donc θ˜−1(K) est compact. L’application θ˜ est
donc propre.

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3.4. Espace de mesure. La moyennabilité à l’infinie du groupoïde G se caractérise par
l’existence d’un G-espace localement compact et séparé Y tel que π : Y → X une appli-
cation continue, propre, surjective et ouverte pour lequel l’action est moyennable. Pour
démontrer le théorème 3.1 , à savoir que la moyennabilité infinie du groupoïde G implique
la moyennabilité du groupoïde βXG ⋊ G, l’outil essentiel est la propriété universelle de
βXG. Le premier réflexe serait d’appliquer cette propriété universelle au G-espace Y mais
ceci n’est pas possible car l’application π : Y → X n’admet en général pas de section
continue.
L’objectif de cette partie et de la suivante vise à remplacer l’espace Y par un G-espace M
de mesures de probabilité sur Y judicieusement choisi de sorte que l’espaceM possède les
mêmes caractéristiques que l’espace Y et que l’on puisse construire une section continue
pour l’application π˜ : M → X induite par l’action de G.
Dans cette partie, on s’emploie tout d’abord à définir l’espace M de mesures sur Y
puis on montre que l’espace M est muni d’une action continue du groupoïde G pour
lequel l’application π˜ : M → X est continue, surjective, ouverte et propre.
Pour tout x ∈ X, on note Yx = π−1(x). On note R(Y ) l’espace des mesures de Radon
sur Y . On pose alors
M =
{
µ ∈ R(Y ) : ∃x ∈ X, Supp(µ) ⊂ Yx et µ(Y ) = 1
}
L’ensemble M est un sous espace de la boule unité de l’espace R(Y ). Pour toute
mesure µ dans M , il existe un unique xµ dans X tel que Supp(µ) est inclus dans Yxµ . On
note π˜ : M → X l’application canonique qui à toute mesure µ de M associe l’élément
π˜(µ) = xµ de X.
Proposition 3.20. L’application canonique π˜ : M → X est continue, surjective, ouverte
et propre.
Démonstration. On montre successivement que l’application est surjective, continue, ou-
verte et propre.
La surjectivité est assez directe : pour toute mesure µ ∈ M , il existe xµ ∈ X tel que
Supp µ ⊂ Yxµ . L’application canonique π˜ : M → X est définie par π˜(µ) = xµ. Elle est
clairement surjective.
Pour montrer la continuité de l’application π˜ : M → X, on considère U un ouvert
dans X et on cherche à montrer que π˜−1(U) est un ouvert de M ; soit µ0 un élément
de π˜−1(U) et x0 := π˜(µ). Soit U0 un ouvert dans U contenant x0 ; puisque l’application
π : Y → X est continue alors π−1(U0) est un ouvert de Y ; soit f ∈ Cc(π−1(U0))
une fonction continue à support compact dans π−1(U0) et à valeurs dans [0, 1] telle que
f |Yµ0≡ 1. Alors l’ensemble {
µ ∈M : |µ(f)− µ0(f)|< 1
}
est un ouvert dans π˜−1(U) contenant µ0. Ainsi π˜
−1(U) est un ouvert deM . L’application
π˜ : M → X est donc continue.
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Supposons maintenant que l’application π˜ n’est pas ouverte c’est-à-dire qu’il existe un
ouvert U0 de M tel que π˜(U0) n’est pas ouvert dans X. On peut supposer que U0 est un
voisinage ouvert de µ0 de la forme
U0 =
{
µ ∈M : |µ(fi)− µ0(fi)|< a, ∀i ∈ {1, .., n}
}
avec a un réel strictement positif et fi est une fonction dans C0(Y ) pour tout i dans
{1, .., n}. Comme π˜(U0) n’est pas ouvert dans X, il existe alors une mesure µ′ dans U0
avec x′ = π˜(µ′) tel que pour tout voisinage V ′ de x′ dans X, on a V ′ * π˜(U0). On peut
donc construire une suite généralisée (xλ)λ∈Λ dans X qui converge vers x
′ et telle que
pour tout λ dans Λ, l’élément xλ n’est pas dans π˜(U0), c’est-à-dire pour tout µλ dans
π˜−1(xλ), il existe i dans {1, ..., n} tel que |µλ(fi)− µ0(fi)|≥ a.
On considère ε un réel strictement positif tel que pour tout i dans {1, ..., n} on a
|µ′(fi)− µ0(fi)|< a− 2ε
Pour tout z dans Yx′ , on pose
Uz = ∩ni=1
{
y ∈ Y : |fi(y)− fi(z)|< ε
}
qui est un ouvert de z dans Y . On obtient un recouvrement d’ouverts du compact Yx′
duquel on peut extraire un sous recouvrement fini et on a Yx′ ⊂ ∪mj=1Uzj .
L’application π : Y → X étant ouverte, l’espace ∩mj=1π(Uzj ) est un ouvert deX contenant
x′. Ainsi il existe λ′ ∈ Λ, tel que pour tout λ > λ′, on a xλ appartient à l’ouvert ∩mj=1π(Uj).
On pose (φj)1≤j≤m, une partition de l’unité associée au recouvrement de l’espace Yx′ par
les ouverts {Uzj}mj=1 .
On considère xλ dans ∩mj=1π(Uzj ). Pour tout j ∈ {1, ..,m}, il existe yj dans Uzj ∩ Yxλ et
on construit une mesure µλ définie par µλ =
∑m
j=1 ωjδj , où δj est la mesure de Dirac en
yj et ωj = µ
′(φj). On obtient une mesure à support dans Yxλ et comme
µλ(Y ) =
m∑
j=1
ωjδj(M) =
m∑
j=1
µ′(φj) = µ
′(
∑
j
φj) = µ
′(1Yx′ ) = 1
la mesure µλ est dans l’espace M . Pour tout i dans {1, ..., n}, on a
∣∣µλ(fi)− µ′(fi)∣∣ =
∣∣∣∣
m∑
j=1
ωjδj(fi)− µ
( m∑
j=1
φjfi
)∣∣∣∣
=
∣∣∣∣
m∑
j=1
µ′(φj)fi(zj)−
m∑
j=1
µ′(φjfi)
∣∣∣∣
et, pour tout 1 ≤ j ≤ m, on a (fi(yj)− ε)φj ≤ φjfj ≤ (fi(yj) + ε)φj .
Par conséquent,
m∑
j=1
µ′(φj)
[
fi(zj)− (fi(yj) + ε)
] ≤ µλ(fi)− µ′(fi) ≤ m∑
j=1
µ′(φj)
[
fi(zj)− (fi(yj)− ε)
]
Par définition des ouverts Uj construits, pour tout i dans {1, ..., n}, on a
−ε ≤ fi(zj)− fi(yj) ≤ ε
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On en déduit alors que pour tout λ ≥ λ′, pour tout j dans {1, ...,m} et tout i dans
{1, ..., n}, ∣∣µλ(fi)− µ′(fi)∣∣ ≤ 2ε
Ainsi on a pour tout i dans {1, ..., n}, tout réel ε strictement positif, il existe λ′ dans Λ
tel que ∣∣µ′(fi)− µ0(fi)∣∣ = ∣∣µ′(fi)− µλ(fi) + µλ(fi)− µ0(fi)∣∣
≥
∣∣∣∣∣∣µλ(fi)− µ′(fi)∣∣− ∣∣µλ(fi)− µ0(fi)∣∣
∣∣∣∣
≥ a− 2ε
On obtient alors une contradiction. L’application π˜ : M → X est donc ouverte.
Montrons maintenant que l’application est propre : l’espaceM est un sous espace fermé
de R(Y ) pour la topologie ∗σ(R(Y ), C0(Y )). En effet, soit (µn)n∈N est une suite de mesure
dans M qui converge vers une mesure µ de R(Y ) pour la toplogie ∗σ(R(Y ), C0(Y )). On
note S le support de µ qui est non vide (car µ est dans la boule unité de R(Y )) et (xn)n∈N
la suite dans X où, pour tout entier n, on a xn = π˜(µn). Soit x un élément de π˜(S), alors
x est dans l’adhérence de {xn : n ∈ N}. Supposons (on raisonne par l’absurde) qu’il existe
deux éléments x et x′ distincts dans π˜(S). On considère U et U ′ des voisinages ouverts
et disjoints respectivement de x et x′. On considère f (respectivement f ′) une fonction
à support compact dans l’ouvert π−1(U) (respectivement π−1(U ′)) telle que µ(f) = 1
(respectivement µ(f ′) = 1). Pour tout réel ε strictement positif, il existe un entier n0 tel
que pour tout n > n0, on a
|µ(f)− µn(f)|< ε et |µ(f ′)− µn(f ′)|< ε
Pour tout n > n0, l’espace Supp(µn) est contenu dans π
−1(xn). L’espace π
−1(xn) est
inclus et dans π−1(U) et dans π−1(U ′), ce qui est contradictoire. Donc π˜(S) est réduit
à un singleton {x} dans X et µ est dans M . L’espace M est fermé dans la boule unité
de R(Y ) qui est compacte par le théorème de Banach-Alaoglu. L’espace M est donc
compact et l’application π˜ : M → X est propre.

Proposition 3.21. L’espace topologique M est un G-espace localement compact.
Démonstration. L’application π˜ : M → X étant propre, l’espace M est alors localement
compact. On munit M d’une action du groupoïde G : on considère l’espace M ∗G comme
étant l’ensemble
{
(µ, γ) ∈M × G : π˜(µ) = r(γ)} et on note θ : M ∗G →M l’application
qui à tout (µ, γ) de M ∗ G, associe θ((µ, γ)) = µ.γ ∈ M où µ.γ est définie pour toute
fonction f dans C0(Y ) par
µ.γ(f) =
∫
Y
f(y)dµ.γ(y) =
∫
Ys(γ)
f(y)dµ.γ(y) =
∫
Yr(γ)
f(zγ)dµ(z)
On obtient bien une mesure de probabilité et comme π˜(µ.γ) = s(γ), le support de µ.γ
est un sous espace de Ys(γ). Ainsi pour tout élément (µ, γ) dans M ∗ G, la mesure de
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probabilité µ.γ est dans l’espace M .
De plus, pour tout (γ, η) dans G(2) et toute fonction f dans C0(Y ), on a
(µ.γη)(f) =
∫
Ys(η)
f(y)d(µ.γη)(y) =
∫
Yr(γ)
f(zγη)dµ(z)
=
∫
Yr(η)
f(zη)dµ.γ(z) =
∫
Ys(η)
f(y)d(µ.γ).η(y)
= (µ.γ).η(f)
Enfin, pour tout µ ∈M tel que π˜(µ) = x et toute fonction f ∈ C0(Y ), on a
µ.π˜(µ)(f) =
∫
Yx
f(y)dµ.ε(x)(y) =
∫
Yx
f(yε(x))dµ(y) = µ(f)
Ainsi on a muni l’espace localement compact M d’une action du groupoïde G.
L’action est continue si l’application (induite par l’action) M ∗p˜i,r G →M est continue.
On considère une suite (µi)i∈I de mesures dans M convergeant vers une mesure µ dans
M . Pour tout i dans I, on note xi := π˜(µi) et x := π˜(µ) et on a une suite (xi)i∈I dans
X qui converge vers x. On considère une suite (γi)i∈I dans G telle que pour tout i dans
I, γi est dans Gxi et qui converge vers un élément γ dans Gx. On montre que la suite
(µi.γi)i∈I converge dans M vers µ.γ.
On considère U un voisinage ouvert de γ dans G tel que les applications but et source
sont des homéomorphismes sur leur image respective. On note ρx : r(U) → U l’homéo-
morphisme inverse de la restriction r : U → r(U).
On considère V un voisinage ouvert de µ.γ dans M que l’on peut supposer de la forme
V =
{
µ ∈M : |µ(fj)− µ.γ(fj)|< ε , ∀j ∈ {1, ...,m}
}
où ε est un réel strictement positif et pour tout j dans {1, ...,m}, fj est une fonction dans
C0(Y ) telle que Supp(fj) est inclus dans l’ouvert π
−1(s(U)). Pour tout j dans {1, ...m},
on note f˜j la fonction de C0(Y ) obtenue par l’action de γ sur fj telle que le support
Supp
(
f˜j
)
est inclus dans π−1
(
r(U)
)
. On note V˜ le voisinage ouvert de µ dans M défini
par
V˜ :=
{
µ′ ∈M : ∣∣µ′(f˜j)− µ(f˜j)∣∣ < ε , ∀j ∈ {1, ...,m}}
et la suite (µi)i∈I convergeant vers µ, il existe iε dans I tel que pour tout i ≥ iε, l’élément
γi est dans U et on a, pour tout j dans {1, ...,m},∣∣µi(f˜j)− µ(f˜j)∣∣ < ε
Or on a pour tout j dans {1, ...,m}
µ
(
f˜j
)
=
∫
Y
f˜j(y)dµ(y) =
∫
Yx
f˜j(y)dµ(y) =
∫
Yx
fj
(
y.ρx(π(y))
)
dµ(y)
=
∫
Yx
fj(y.γ)dµ(y) =
∫
Ys(γ)
fj(z)d(µ.γ)(z) =
∫
Y
fj(z)(.µ.γ)(z)
=
(
µ.γ
)
(fj)
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On obtient de même pour tout i ≥ iε dans I et tout j dans {1, ...,m}, l’égalité
µi
(
f˜j
)
= µi.γi(fj)
Ainsi pour tout i ≥ iε, on a, pour tout j dans {1, ...,m}∣∣µi.γi(fj)− µ.γ(fj)∣∣ = ∣∣µi(f˜j)− µ(f˜j)∣∣ < ε
donc µi.γi est dans l’ouvert V pour tout i ≥ iε. L’action du groupoïde G sur M est
continue.

3.5. Existence d’une section continue. Pour démontrer que l’application π˜ : M → X
continue, surjective, propre et ouverte possède une section continue (non nécessairement
équivariante), on utilise le théorème de sélection de Michael [Mic56] dont on donne un
rappel succinct pour la commodité du lecteur.
On considère A et B deux espaces topologiques (A étant supposé séparé) et on note
2B l’ensemble des parties non vide de B. On considère Ω : A → 2B une application
qui sera dite semi-continue inférieurement si, pour tout ouvert V de B, l’ensemble {a ∈
A : Ω(a) ∩ V 6= ∅} est un ouvert de A.
Définition 3.22. Soit A et B des espaces topologiques et Ω : A → 2B une application.
On appelle sélection pour l’application Ω une application continue f : A → B telle que,
pour tout a dans A, l’élément f(a) est dans Ω(a).
On considère à partir de maintenant que B est un espace de Banach et on note dans
la suite de cette sous section F(B) :=
{
S ⊂ B : S convexe et fermée} qui est une sous
famille de 2B . Michael donne alors une caractérisation des applications Ω : A → F(B)
qui admettent une sélection par le théorème qui suit :
Théorème 3.23 ([Mic56]). Les assertions suivantes sont équivalentes :
a) A est un espace paracompact
b) toute application Ω : A → F(B) semi-continue inférieurement admet une sélec-
tion.
Remarque 3.24. L’intérêt d’introduire l’espace M réside dans le fait que l’application
π˜ : M → X est continue, surjective, propre et ouverte, comme le prouve la proposition
3.20. L’espace des mesures de Radon R(Y ) étant un espace de Banach, on va, par le
théorème de sélection de Michael 3.23, en déduire l’existence d’une section continue de
π˜. En munissant l’espace M d’une structure de G-espace localement compact, on peut
ainsi appliquer la propriété universelle de l’espace βXG et définir une application continue
et G-équivariante θ˜ : βXG →M .
Proposition 3.25. L’application π˜ : M → X continue, surjective, propre et ouverte
admet une section continue (non nécessairement G-équivarainte).
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Démonstration. Il s’agit de réunir les conditions pour appliquer le théorème de sélection
de Michael 3.23. L’espace M est un sous espace de l’espace des mesures de Radon R(Y )
qui est un espace de Banach. Pour tout x dans X, on note Mx := π˜
−1
({x}) et on a
M = {Mx}x∈X qui est une sous famille de 2R(Y ). On voit clairement que pour tout x
dans X, l’espace Mx est fermé et convexe et M est donc une sous famille de F
(
R(Y )
)
.
On pose Ω : X → F(R(Y )) l’application définie, pour tout x dans X, par Ω(x) = Mx.
Pour montrer que l’application Ω : X → F(R(Y )) est semi-continue inférieurement,
on raisonne par l’absurde : on suppose qu’il existe un ouvert V dans R(Y ) pour lequel
l’ensemble {x ∈ X : Ω(x) ∩ V 6= ∅} n’est pas ouvert dans X. On peut supposer qu’il
existe a un réel strictement positif, µ0 dans R(Y ) et une famille (fi)
m
i=1 de fonctions dans
Cc(Y ) tels que V est de la forme{
µ ∈ R(Y ) : |µ(fi)− µ0(fi)|< a, ∀i ∈ {1, ...,m}
}
L’espace {x ∈ X : Ω(x) ∩ V 6= ∅} étant supposé non ouvert dans X (et donc non vide),
il existe x′ dans X et µ′ dans M ∩V avec π˜(µ′) = x′, tels que pour tout voisinage ouvert
U ′ de x′ dans X, U ′ n’est pas contenu dans {x ∈ X : Ω(x) ∩ V 6= ∅}.
On considère ε un réel dans ]0, a/2[, vérifiant, pour tout i dans {1, ...,m}, l’inégalité
|µ′(fi)− µ0(fi)|< a− 2ε
On applique un raisonnement similaire à celui de la démonstration de 3.20 et on construit
alors
• une suite généralisée (xλ)λ∈Λ convergeant dans X vers x′ tel que pour tout λ
dans Λ, l’intersection de Mµλ avec V est vide
• un recouvrement ouvert fini {Uzj}nj=1 de Yx′ pour lequel il existe λn dans Λ tel
que, pour tout λ > λn, l’élément xλ est dans ∩nj=1π(Uzj ).
• pour λ > λ1, une mesure µλ dans Mxλ telle que pour tout i dans {1, ...,m}, on
a |µλ(fi)− µ′(fi)|≤ 2ε
On aboutit alors à la contradiction |µ′(fi)− µ0(fi)|≥ a− 2ε. Donc l’application Ω : X →
F
(
R(Y )
)
est semi-continue inférieurement. L’espace X étant paracompact, l’application
Ω admet une sélection et il existe donc une section continue de l’application π˜ : M → X
que l’on note σ : X →M .

Le G-espace localement compact et séparé M satisfaisant les conditions de la propriété
universelle, on obtient alors la proposition suivante :
Proposition 3.26. Il existe une application θ˜ : βXG → M continue, propre et G-
équivariante.
Démonstration. D’après 3.21, l’espace M est un G-espace localement compact. D’après
3.20 et 3.25 l’application π˜ : M → Z est continue, surjective, propre et admet une section
continue θ : X → M . Les conditions de la proposition 3.17 étant réunies, il existe une
application θ˜ : βXG →M continue, propre et G-équivariante.

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3.6. Moyennabilité. La moyennabilité à l’infini du groupoïde G se caractérise par l’exis-
tence d’un G-espace localement compact et séparé Y tel que π : Y → X une application
continue, propre, surjective et ouverte pour lequel l’action est moyennable. On a construit
à l’aide de mesures de probabilité sur Y le G-espace localement compact M pour lequel
l’application π˜ : M → X est continue, surjective, propre et admet une section continue
(non nécessairement équivariante). La proposition 3.26 donne l’existence d’une applica-
tion θ˜ : βXG →M continue, propre et G-équivariante.
Dans cette partie, on commence par prouver que la moyennabilité du groupoïde Y ⋊G
implique celle du groupoïde M ⋊ G. Une fois la moyennabilité de M ⋊ G établie, on
s’attaque à la démonstration du théorème 3.1 : on va énoncer deux lemmes 3.29 et 3.30
, qui nous permettront de "tiré en arrière" la moyennabilité de M ⋊ G sur βXG ⋊ G en
utilisant entre autre l’application θ˜ : βXG →M .
Remarque 3.27. On considère Y ′ un sous espace de Y et G′ un sous espace de G. On note
Y ′∗pi,rG′ le sous espace de Y ∗pi,rG défini par Y ′∗pi,rG′ :=
{
(y, γ) ∈ Y ′ × G′ : π(y) = r(γ)}.
Si les espaces Y ′ et G′ sont compacts respectivement dans Y et G, alors l’espace Y ′ ∗pi,r G′
est compact dans Y ∗pi,r G ; en effet, l’espace Y ′ × G′ est compact dans Y × G, l’espace
Y ∗pi,r G est fermé dans Y × G et on a Y ′ ∗pi,r G′ =
(
Y ′ × G′) ∩ (Y ∗pi,r G).
On a la proposition suivante :
Proposition 3.28. Si Y ⋊G est un groupoïde moyennable, alors M⋊G est un groupoïde
moyennable.
Démonstration. On suppose que Y ⋊ G est un groupoïde moyennable c’est-à-dire qu’il
existe une suite (φi)i∈I de fonctions continues, de type positif et à support compact dans
Y ⋊ G telle que
• ∀i ∈ I, φ(0)i ≤ 1 où φ(0)i est la restriction de φi à
(
Y ⋊ G)(0)
• limi φi = 1 uniformément sur tout sous espace compact de Y ⋊ G
Pour tout i dans I, on pose ψi la fonction définie, pour tout (µ, γ) dans M ⋊ G, par
ψi(µ, γ) :=
∫
Y
φi(y, γ)dµ(y)
On obtient ainsi une suite de fonctions (ψi)i∈I définie sur M ⋊ G et on montre successi-
vement que les fonctions ψi sont continues, de type positif, à support compact et qu’elles
vérifient un critère de convergence uniforme sur les compacts ce qui implique la moyen-
nabilité du groupoïde M ⋊ G.
On prouve tout d’abord la continuité des fonctions ψi : soit i dans I et (µ0, γ0) un
élément deM ⋊ G. Le groupoïde G étant étale et localement compact, on considère U0 un
voisinage ouvert de γ0 homéomorphe à l’ouvert s(U0) deX etK0 un voisinage compact de
γ0 inclus dans U0. Il existe une fonction continue ϕ à support dans U0 telle que ϕ|K0≡ 1.
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On définit une fonction φ˜i sur Y par
φ˜i(y) =
{
ϕ(γ)φi(y, γ), si y ∈ π−1(r(U0)), γ ∈ U0
0, si y /∈ π−1(r(U0))
qui est continue sur Y . On a, pour tout (µ, γ) dans M ∗p˜i,r U0,∣∣ψi(µ, γ)− ψi(µ0, γ0)∣∣ =
∣∣∣∣
∫
Y
φi(y, γ)dµ(y) −
∫
Y
φi(y, γ0)dµ0(y)
∣∣∣∣
=
∣∣∣∣
∫
Y
φ˜i(y)dµ(y)−
∫
Y
φ˜i(y)dµ0(y)
∣∣∣∣
Soit ((µλ, γλ))λ∈Λ une suite d’éléments de M ⋊ G qui converge vers (µ0, γ0). Pour tout
réel ε strictement positif, il existe V0 un voisinage ouvert de µ0 dans M tel que, pour
tout µ dans V0, on a ∣∣∣∣
∫
Y
φ˜i(y)dµ(y)−
∫
Y
φ˜i(y)dµ0(y)
∣∣∣∣ < ε
Ainsi il existe λ′ dans Λ tel que pour tout λ ≥ λ′, l’élément (µλ, γλ) est dans V0 ∗p˜i,r U0
et donc ∣∣ψi(µλ, γλ)− ψi(µ0, γ0)∣∣ =
∣∣∣∣
∫
Y
φ˜i(y)dµλ(y)−
∫
Y
φ˜i(y)dµ0(y)
∣∣∣∣ < ε
Ainsi pour tout i dans I, la fonction ψi est continue sur M ⋊ G.
On montre que les fonctions ψi sont de type positif : pour tout i dans I, la fonction ψi
est de type positif : soient n dans N, λ1, ..., λn dans C, µ dans M et γ1, ..., γn dans Gp˜i(µ),
on a
A =
n∑
p,q=1
λpλqψi(µγp, γ
−1
p γq) =
n∑
p,q=1
λpλq
∫
Ys(γp)
φi(y, γ
−1
p γq)dµ.γp(y)
=
n∑
p,q=1
∫
Yr(γp)
λpλqφi(z.γp, γ
−1
p γq)dµ(z)
=
∫
Yr(γp)
n∑
p,q=1
λpλqφi(z.γp, γ
−1
p γq)dµ(z) ≥ 0
car chaque fonction φi est de type positif donc
∑n
p,q=1 λpλqφi(z.γp, γ
−1
p γq) ≥ 0. Pour tout
i de I, la fonction ψi est de type positif.
On montre maintenant que les fonctions ψi sont à support compact : soit i ∈ I, on
pose Ki := Supp(ψi). La fonction φi étant à support compact, l’espace Qi := Supp(φi)
est un sous espace compact de Y ⋊ G ; les projections p1 : Y ⋊ G → Y et p2 : Y ⋊ G → G
étant continues, les espaces p1(Qi) et p2(Qi) sont compacts respectivement dans Y et G
et Ci := π(p1(Qi)) = r(p2(Qi)) est un sous espace compact de X ; d’après la remarque
3.27, π˜−1(Ci) ∗p˜i,r p2(Qi) est compact dans M ⋊ G. Le support de ψi est donc un fermé
contenu dans le sous espace compact π˜−1(Ci) ⋊ p2(Qi). Pour tout i dans I, la fonction
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ψi est à support compact dans M ⋊ G.
On montre le critère de convergence uniforme : soit K un sous espace compact de
M ⋊ G, alors on a pour tout (µ, γ) dans K
|ψi(µ, γ) − 1| =
∣∣∣∣
∫
Y
φi(y, γ)dµ(y)− 1
∣∣∣∣ =
∣∣∣∣
∫
Y
(
φi(y, γ)− 1
)
dµ(y)
∣∣∣∣
≤
∫
Y
∣∣φi(y, γ) − 1∣∣dµ(y)
On pose p1(K) l’image de K par la première projection sur M . L’espace p1(K) est un
sous espace compact de M et π˜(p1(K)) est un sous espace compact de X. Pour (µ, γ)
dans K, il existe x dans π˜(p1(K)) tel que Supp(µ) ⊂ Yx et on a{
y ∈ Y : ∃(µ, γ) ∈ K, y ∈ Supp(µ)} ⊂ π−1(π˜(p1(K)))
où K˜ := π−1
(
π˜(p1(K))
)
est un sous espace compact de Y , car l’application π : Y → X
est propre. De plus p2(K) est un sous espace compact de G, donc d’après la remarque
3.27, l’espace K˜ ∗pi,r p2(K) est un sous espace compact de Y ⋊ G. Alors pour tout réel ε
strictement positif, il existe iε dans I tel que pour tout i ≥ iε on a pour tout (y, γ) dans
K˜ ∗pi,r p2(K)
|φi(y, γ)− 1|< ε
ainsi pour tout (µ, γ) dans K et tout i ≥ iε, on a∣∣ψi(µ, γ)− 1∣∣ ≤
∫
Y
∣∣φi(y, γ)− 1∣∣dµ(y) < ε
∫
Y
dµ(y) < ε
Donc limi ψi = 1 uniformément sur tout compact K de M ⋊ G.
Enfin pour tout i ∈ I, on note ψ(0)i la restriction de ψi à (M ⋊ G)(0). On a pour tout
x ∈ X et tout µ ∈Mx∣∣ψ(0)i ∣∣ =
∣∣∣∣
∫
Yx
φi(y, ε(x))dµ(y)
∣∣∣∣ =
∣∣∣∣
∫
Yx
φ
(0)
i (y)dµ(y)
∣∣∣∣
≤
∫
Yx
|φ(0)i (y)|dµ(y) ≤
∫
Yx
1dµ(y) ≤ 1
On a montré l’existence d’une suite (ψi)i∈I de fonctions continues, de type positif et
à support compact dans M ⋊ G telle que
• pour tout i ∈ I, φ(0)i ≤ 1 où φ(0)i est la restriction de φi à
(
M ⋊ G)(0)
• φi converge vers un sur tout sous espace compact de M ⋊ G
ce qui prouve que le groupoïde M ⋊ G est moyennable.

Lemme 3.29. Soient H1 et H2 des groupoïdes topologiques. Soient f : H1 → H2 un
homomorphisme de groupoïde continu et ϕ une fonction continue sur H2 et de type positif.
(a) la fonction ϕ ◦ f est continue sur H1 et de type positif
(b) si f est propre et ϕ à support compact dans H2, alors ϕ ◦ f est à support compact
dans H1
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Démonstration. (a) Il est clair que la composition ϕ ◦ f est continue sur H1. La fonction
ϕ étant de type positif, on a pour tout entier n, x dans H(0)2 , γ1, ..., γn dans Hx2 et tout
complexe λ1, ..., λn
n∑
i,j=1
ϕ(γ−1i γj)λiλj ≥ 0
Ainsi on a pour tout n entier, x dans H(0)1 , γ1, ..., γn dans Hx1 et tout complexe λ1, ..., λn
A =
n∑
i,j=1
ϕ ◦ f(γ−1i γj)λiλj =
n∑
i,j=1
ϕ
(
f(γi)
−1f(γj)
)
λiλj
=
n∑
i,j=1
ϕ(η−1i ηj)λiλj ≥ 0
donc la fonction ϕ ◦ f est de type positif.
(b) On suppose que la fonction ϕ est à support compact et que f est propre. On note
K1 le support de la fonction ϕ ◦ f , qui est fermé de H1 et K2 le support de ϕ, qui est
compact dans H2. Soit γ dans H1 tel que |ϕ(f(γ))|> 0, alors f(γ) est dans le support
de ϕ et γ se trouve dans f−1(K2). Comme f est propre, on a f
−1(K2) est compact et
K1 est un sous espace fermé de f
−1(K2), donc lui aussi compact. La fonction ϕ ◦ f est
à support compact.

Lemme 3.30. Soit f : H1 → H2 un homomorphisme entre groupoïdes topologiques
continu et propre. Si H2 est moyennable, alors H1 est moyennable.
Démonstration. Le groupoïdeH2 étant moyennable il existe une suite (ϕi)i∈I de fonctions
continues sur H2, de type positif et à support compact telle que
• pour tout i ∈ I, ϕ(0)i ≤ 1 où φ(0)i est la restriction de ϕi à H(0)2
• ϕi converge vers un uniformément sur tout sous espace compact de H2
Pour tout i dans I, on note ψi = ϕi ◦f la fonction définie sur H1. D’après le lemme 3.29,
chaque fonction ψi est continue, de type positif et à support compact dans H1. Pour tout
i dans I et x dans H(0)1 , on a ψ(0)i (x) = ϕ(0)i (f(x)) ≤ 1. Soit K un sous espace compact
de H1, par continuité de f , le sous espace f(K) est compact dans H2 ; la suite (ϕi)i∈I
convergeant uniformément vers 1 sur f(K), pour tout réel ε strictement positif, il existe
i′ dans I tel que pour tout i ≥ i′ et tout k′ dans f(K), on a |ϕ(k′)− 1|< ε. Ainsi on a
pour tout i ≥ i′ et tout k dans K
|ψi(k)− 1|= |ϕi(f(k))− 1|< ε
Le groupoïde H1 est moyennable. 
On en arrive à la démonstration du théorème 3.1
Démonstration du Théorème 3.1. On suppose qu’il existe un G-espace localement com-
pact Y pour lequel l’application π : Y → X est continue, propre, surjective et ouverte
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et le groupoïde Y ⋊ G est moyennable. On considère M le sous espace de l’espace des
mesures de Radon R(Y ) de Y défini par
M =
{
µ ∈ R(Y ) : ∃x ∈ X, Supp(µ) ⊂ Yx et µ(Y ) = 1
}
Suivant la proposition 3.21 , l’espace M est localement compact et muni d’une action
continue du groupoïde G. On note π˜ : M → X l’application canonique et d’après la
proposition 3.20 , l’application π˜ est continue, surjective, propre et ouverte. Le grou-
poïde Y ⋊ G étant moyennable, la proposition 3.28 implique que le groupoïde M ⋊ G est
moyennable. D’après la proposition 3.26, il existe une application θ˜ : βXG →M continue,
propre et G-équivariante.
On note θ˜G : βXG⋊G →M ⋊ G l’application définie, pour tout (z, γ) dans βXG⋊G, par
θ˜G(z, γ) =
(
θ˜(z), γ
)
L’application θ˜G est un homomorphisme de groupoïdes : en effet pour tout z dans βXG
et (γ, η) dans G(2) avec r(γ) = s˜(z), on a
θ˜G(z, γ)θ˜G(zγ, η) =
(
θ˜(z), γ
)
.
(
θ˜(zγ), η
)
=
(
θ˜(z), γ
)
.
(
θ˜(z)γ, η
)
=
(
θ˜(z), γη
)
= θ˜G(z, γη)
= θ˜G
(
(z, γ).(zγ, η)
)
L’homomorphisme de groupoïde θ˜G est clairement continu et propre, par composition
d’applications continues et propres. D’après le lemme 3.30, puisque le groupoïde M ⋊ G
est moyennable et l’homomorphisme θ˜G : βXG ⋊ G → M ⋊ G continu et propre, alors le
groupoïde βXG ⋊ G est moyennable.

3.7. Groupoïde étale exact. On dit qu’un groupoïde G est exact si pour toute suite
exacte G-équivariante,
0 −→ I −→ A −→ A/I −→ 0
de G-algèbres, la suite
0 −→ I ⋊r G −→ A⋊r G −→ A/I ⋊r G −→ 0
est exacte.
On rappelle qu’un groupoïde étale localement compact G ⇒ X (X est l’espace des
unités du groupoïde G) est moyennable à l’infini s’il existe un G-espace localement com-
pact Y , pour lequel l’application π : Y → X est continue, surjective, ouverte et propre,
et tel que le groupoïde Y ⋊ G est moyennable.
Théorème 3.31. Soit G un groupoïde étale d’espace des unités X. On considère les
assertions suivantes :
(1) le groupoïde G est moyennable à l’infini
(2) le groupoïde G agit moyennablement sur l’espace βXG
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(3) le groupoïde G est exact
(4) la C∗-algèbre C∗r (G) est exacte
Alors on a (1) ⇒ (2)⇒ (3)⇒ (4)
Démonstration. On démontre successivement chacune des implications dans l’ordre de
l’énoncé :
(1)⇒(2) : il s’agit de la démonstration 3.6 du théorème 3.1.
(2)⇒(3) : on considère une suite exacte 0→ I → A→ A/I → 0 de G-algèbres. La suite
0 −→ π∗I −→ π∗A −→ π∗A/I −→ 0
est alors une suite exacte de C0(Y )-algèbres munies d’une action du groupoïde Y ⋊ G.
Le groupoïde Y ⋊G étant moyennable, le foncteur B → B ⋊r (Y ⋊ G) est exacte dans la
catégorie des Y ⋊ G-algèbres. On a la suite exacte suivante :
0→ π∗I ⋊r (Y ⋊ G)→ π∗A⋊r (Y ⋊ G)→ π∗A/I ⋊r (Y ⋊ G)→ 0
L’application π : Y → G(0) étant continue, surjective et propre, il existe un homomor-
phisme injectif de C∗- algèbres φI : I ⋊r G →֒ π∗I ⋊r (Y ⋊ G). On définit de même
des homomorphismes injectifs φA : A ⋊r G →֒ π∗A ⋊r (Y ⋊ G) et φA/I : A/I ⋊r G →֒
π∗A/I ⋊r (Y ⋊ G).
0 // I ⋊r G ir // _
φI

A⋊r G qr // _
φA

A/I ⋊r G // _
φA/I

0
0 // π∗I ⋊r (Y ⋊ G) // π∗A⋊r (Y ⋊ G) // π∗A/I ⋊r (Y ⋊ G) // 0
Pour montrer que la première ligne est exacte, on considère a dans A⋊rG tel que qr(a) = 0
et φA(a) est dans π
∗A⋊r (Y G). Soit (ui)i∈I une approximation de l’unité dans l’idéal I,
alors (φI(ui))i∈I est une approximation de l’unité dans l’algèbre des multiplicateurs de
π∗I ⋊r (Y ⋊ G) et on a
φA(a) = lim
i
φI(ui)φA(a) = lim
i
φA(ui.a) ∈ φI(I ⋊r G)
Comme φA est injective, l’élément a est dans I ⋊r G et la suite
0 −→ I ⋊r G −→ A⋊r G −→ A/I ⋊r G −→ 0
est exacte et le foncteur B → B ⋊r G est exact sur la catégorie des G-algèbres.
(3)⇒(4) : on considère la suite exacte de C∗-algèbres suivantes
0 −→ I −→ A −→ A/I −→ 0
La C∗-algèbre C0(G(0)) étant nucléaire, on a alors
0 −→ I ⊗ C0(G(0)) −→ A⊗ C0(G(0)) −→ A/I ⊗ C0(G(0)) −→ 0
est une suite de C0(G(0))-algèbres telle que la collection d’applications
idγ : C0(G(0), I)(s(γ)) → C0(G(0), I)(r(γ))
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qui à tout i dans C0(G(0), I)(s(γ)) = I associe idγ(i) = i dans I = C0(G(0), I)(s(γ))
définit une action continue de G sur I ⊗ C0(G(0)). On obtient une suite exacte de G-
algèbres et le foncteur ⋊rG étant exact, par hypothèse, on a
0 −→ I ⊗ C0(G(0))⋊r G −→ A⊗ C0(G(0))⋊r G −→ A/I ⊗ C0(G(0))⋊r G −→ 0
correspondant à la suite
0 −→ I ⊗C∗r (G) −→ A⊗ C∗r (G) −→ A/I ⊗ C∗r (G) −→ 0
est exacte.

4. C∗-algèbre C∗r (G) et approximation de la représentation régulière
Il est légitime de se demander si l’exactitude de C∗-algèbre réduite C∗r (G) implique à
son tour la moyennabilité à l’infini du groupoïde G ou encore la moyennabilité du grou-
poïde βXG ⋊ G.
Dans [KW99], Kirchberg et Wassermann donne l’équivalence entre l’exactitude d’un
groupe discret et l’exactitude de sa C∗-algèbre réduite de ce groupe. Dans [Oza00], Ozawa
prouve l’équivalence entre l’exactitude de la C∗-algèbre réduite et la moyennabilité de
l’action par translation à gauche du groupe sur son compactifié de Stone-Cech.
Anantharaman-Delaroche donne une réponse affirmative à cette question dans [AD02]
dans le cadre plus large des groupes localement compacts et séparés en utilisant une
condition suffisante sur le groupe localement compact et séparé qu’elle appelle propriété
(W ) et qui est une condition plus faible que la moyennabilité intérieure :
Définition 4.1. On dit qu’un groupe localement compact et séparé possède la propriété
(W ) si pour tout compact K de G et tout réel ε strictement positif, il existe une fonction
f continue, bornée, de type positif et à support proprement supporté sur G×G telle que∣∣f(g, g)− 1∣∣ ≤ ε pour tout élément g dans K.
et obtient le résultat suivant
Théorème 4.2 ([AD02],Théorème 7.3). Soit G un groupe localement compact et séparé.
Si le groupe G possède la propriété (W ) et si la C∗-algèbre C∗r (G) est exacte, alors le
groupe G est moyennable à l’infini.
Il est facile de prouver que les groupes discrets possèdent la propriété (W ) en considé-
rant la fonction caractéristique sur la diagonale ∆G de l’espace G×G ce qui permet de
retrouver le résultat de Ozawa [Oza00] :
C∗r (G) exact ⇐⇒ G moyennable à l’infini ⇐⇒ βG⋊G moyennable
Dans cette section, on considère un groupoïde étale localement compact et σ-compact
séparé G ⇒ X tel que la C∗-algèbre réduite C∗r (G) est exacte et on note ν le système de
Haar pour G constitué des mesures de comptage des s-fibres de G et L(L2(G, ν)) la C0(X)-
algèbre des opérateurs C0(X)-linéaires qui admettent un adjoint, sur le C0(X)-module de
Hilbert L2(G, ν). L’idée est de travailler sur des C0(X)-algèbres continues et exactes afin
d’utiliser un résultat de [Bla97] de plongement C0(X)-linéaire de telles C0(X)-algèbres
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dans la C0(X)-algèbre nucléaire C0(X) ⊗ O2, où O2 est l’algèbre de Cuntz. Comme la
C∗-algèbre C∗r (G) n’est pas munie d’une structure de C0(X)-algèbre, on construit une
C0(X)-algèbre, notée A, qui est la plus petite sous-C∗-algèbre de L
(
L2(G, ν)) contenant
l’image de C∗r (G) dans L
(
L2(G, ν)) par la représentation régulière λ et l’image de C0(X)
par la structure de C0(X)-algèbre de L
(
L2(G, ν)). On montre alors que l’exactitude
de la C∗-algèbre C∗r (G) implique l’exactitude de la C0(X)-algèbre A. Afin d’utiliser le
théorème de [Bla97], on suppose que la C0(X)-algèbre A est continue et on se restreint
au cas où l’espace des unités X du groupoïde est compact. On travaille donc sur une
classe plus faible de groupoïdes étales localement compacts et σ-compacts qui satisfont
ces deux conditions. Dès lors que l’on a utilisé le théorème de plongement C(X)-linéaire
des C(X)-algèbres continues et exactes dans la C(X)-algèbre nucléaire C(X)⊗O2, on va
pouvoir utiliser les propriétés de C(X)-nucléarité pour obtenir une approximation par des
factorisations à travers les C(X)-algèbres C(X)⊗Mn(C) de l’application identité sur A et
donc de la représentation régulière de C∗r (G). C’est par le biais de cette approximation par
des factorisations de la représentation régulière de la C∗-algèbre exacte C∗r (G) que nous
pouvons montrer la moyennabilité de l’action de G sur βXG. On obtient alors l’implication
(4)⇒ (2) du théorème 3.31 pour la classe des groupoïdes étales localement compacts et
σ-compacts ayant la propriété (W ), dont l’espace des unités est compact et tels que la
C(X)-algèbre induite A est continue.
4.1. Approximation de l’unité et opérateurs de rangs finis. Dans cette partie, on
utilise les résultats de l’article d’Arveson [Arv77] sur les C∗-algèbres que l’on adapte au
cas des C0(X)-algèbres, dont les éléments sont considérés comme des opérateurs sur un
C0(X)-module de Hilbert.
Pour H un espace de Hilbert séparable, on rappelle qu’un opérateur quasidiagonal T
est un opérateur borné sur l’espace de Hilbert séparable H pour lequel il existe une suite
(Fn)n∈N de projections de rang fini, qui converge fortement vers l’identité et vérifiant
lim
n→∞
‖FnT − TFn‖= 0
Cette définition équivaut à l’existence d’une suite (En)n∈N de projections de rang fini
deux à deux orthogonales telle que
∑
n∈NEn = 1 et T est une perturbation compacte de
l’opérateur
∑
n∈NEnTEn.
Dans l’article [Arv77], l’auteur construit, dans le cadre plus général des opérateurs bornés
T : H → H (non nécessairement quasidiagonaux), une suite (Fn)n∈N d’opérateurs positifs
de rang fini, qui converge fortement vers l’opérateur identité et vérifiant la relation, pour
tout T dans L(H),
lim
n∈N
‖FnT − TFn‖= 0
Comme dans le cas des opérateurs quasidiagonaux, l’existence d’une telle suite (Fn)n∈N
permet de construire une suite (En)n∈N d’opérateurs positifs de rang fini dans L(H) tel
que
∑
n∈NE
2
n = 1 et pour laquelle, tout opérateur T est une perturbation compacte de∑
n∈NEnTEn.
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Le principal objectif de cette partie consiste à montrer que pour toute C0(X)-algèbre
A, considérée comme sous C0(X)-algèbre de la C0(X)-algèbre des opérateurs d’un C0(X)-
module de Hilbert H, et tout idéal K de A d’espace nul trivial, il existe une suite (En)n∈N
d’éléments positifs dans K vérifiant
(a) En ∈ K et
∑
nE
2
n = IdH
(b) A−∑nEnAEn est dans K, pour tout A dans A
On montre aussi que pour toute partie finie F de A, il est possible de choisir les éléments
En de sorte que, pour tout élément A de F , la norme ‖A−
∑
nEnAEn‖ soit aussi petite
qu’on le souhaite.
On considère A une C0(X)-algèbre et K un idéal bilatère, non nécessairement fermé,
dans A.
Définition 4.3. Une approximation de l’unité pour K est une suite croissante (eλ)λ∈Λ
d’éléments positifs de la boule unité de l’idéal K tels que limλ‖eλk − k‖= 0 pour tout k
dans K. De plus, si (eλ)λ∈Λ satisfait la relation limλ‖eλa− aeλ‖= 0, pour tout a dans
A, alors la suite est quasicentrale.
Dans le cadre des C0(X)-algèbres, on obtient un théorème sur l’existence d’approxi-
mation de l’unité quasicentrale, analogue au cas des C∗-algèbres.
Théorème 4.4. Tout idéal K dans une C0(X)-algèbre A possède une approximation de
l’unité quasicentrale. Si de plus A est séparable, cette unité approchée quasicentrale peut
être indexée sur N et on a un ≤ un+1, pour tout n dans N.
Démonstration. L’idéal K de la C(X)-algèbre A est aussi un idéal pour la structure de
C∗-algèbre sous jacente de A ; on applique alors la démonstration de [Arv77]. 
Remarque 4.5. La preuve montre que l’on peut constuire, à partir d’une unité approchée
(eλ)λ∈Λ quelconque pour K, une approximation de l’unité quasicentrale, dont les éléments
sont des combinaisons linéaires convexes des éléments de (eλ)λ∈Λ.
Soit B une C∗-algèbre et H un module hilbertien sur B.
Définition 4.6. Soit H un B-module hilbertien séparable et T un opérateur B-linéaire
et possédant un adjoint sur H ; on dit que T est un opérateur positif si pour tout élément
ξ dans H on a 〈Tξ, ξ〉 est positif dans B.
Notation 4.7. On adoptera les notations suivantes en ce qui concerne les opérateurs de
rang fini :
• On appelle opérateur de rang 1, tout endomorphisme sur le B-module hilbertien
H qui s’écrit sous la forme θx,y, avec x et y dans H, où pour tout ξ dans H, on a
θx,y(ξ) = x〈y, ξ〉.
• On appelle opérateur de rang fini sur le B-module hilbertien H est un endomor-
phisme de B-module T : H → H, qui est une combinaison linéaire d’opérateurs de
rang un.
• L’ensemble des opérateurs de rang fini sur un B-module hilbertien H est un idéal
dans L(H), noté K0, dont la fermeture, notée K, est l’ensemble des opérateurs com-
pacts de L(H).
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En utilisant le théorème 4.4 , on obtient le corollaire suivant :
Corollaire 4.8. Soit H un C(X)-module de Hilbert séparable.
(i) Il existe une suite croissante (Fλ)λ∈Λ d’opérateurs positifs de rang fini qui converge
fortement vers l’opérateur identité de H et vérifiant la relation limλ‖FλT − TFλ‖=
0, pour tout opérateur C(X)-linéaire T dans L(H).
(ii) Pour A une C(X)-algèbre séparable d’opérateurs sur un champ continu d’espaces
de Hilbert séparables H, il existe une suite (Fn)n∈N croissante d’opérateurs posi-
tifs et de rang fini qui converge fortement vers l’identité et vérifiant la relation
limn‖FnA−AFn‖= 0, pour tout A dans A.
Démonstration. Quitte à remplacer A par la C(X)-algèbre des perturbations compactes
d’opérateurs de A, on considère l’idéal K des opérateurs de rang fini dans la C(X)-algèbre
séparable A et on applique le théorème 4.4 pour obtenir la suite voulue.

Dans le théorème qui suit, on considère la C(X)-algèbre A comme une sous C(X)-
algèbre d’opérateurs de l’ensemble des opérateurs bornés, C(X)-linéaires et possédant un
adjoint sur un C(X)-module hilbertien HC(X). Soit I un idéal de A, on appelle espace
nul de I , l’espace défini par {ξ ∈ HC(X) : T (ξ) = 0, ∀T ∈ I} ; on dira que l’espace nul
de l’idéal I est trivial, s’il est réduit au vecteur nul.
Théorème 4.9. Soit K un idéal dans A dont l’espace nul est trivial. Il existe une suite
(En)n∈N d’opérateurs positifs dans la fermeture K (pour la topologie de la norme de K)
telle que pour tout n dans N, on a E2n est dans l’idéal K,
∑
n≥1E
2
n = 1 et A−
∑
EnAEn
est dans l’idéal K, pour tout A dans A.
De plus, en fixant ε ≥ 0 et F ⊂ A un sous ensemble fini, on peut choisir la suite (En)n∈N
de sorte que ‖A−∑EnAEn‖< ε, pour tout A dans F
Remarque 4.10. Avant de s’attaquer à la démonstration du théorème, on peut faire les
remarques suivantes :
a) Si une telle suite (En)n∈N existe, alors
∑
EnAEn est bien définie par l’hypothèse∑
E2n = 1 qui implique la convergence forte de la somme.
En effet, on considère le C(X)-module hilbertien H′ := ⊕n∈NHC(X) et on note i′ la
représentation de A dans l’ensemble des opérateurs L(H′) définie par i′(A) = ⊕n∈NA.
On peut alors définir une isométrie, en posant
V : HC(X) −→ ⊕n∈NHC(X) = H′
ξ −→ ⊕n∈NEn(ξ)
On note Pn : H′ →H′ la projection sur les n premières composantes de H′ = ⊕n∈NHC(X)
et Vn := PnV ; alors pour tout A dans A, on a la convergence dans la topologie forte∑n
k=1EkAEk = V
∗Pni
′(A)PnV // V
∗i′(A)V =
∑+∞
k=1EkAEk
b) L’application l(A) =
∑
EnAEn pouvant s’écrire sous la forme l(A) = V
∗i′(A)V ,
elle est complètement positive et son image est dans la fermeture forte Aforte de A.
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Puisque l’élément A − l(A) est dans K qui est un idéal de A, alors l’application l est à
image dans A.
Pour démontrer le théorème 4.9, on utilise le lemme suivant démontré dans [Arv77] :
Lemme 4.11. Soit ε un réel strictement positif et f une fonction continue sur l’intervalle
[0, 1] à valeurs complexes et qui soit nulle en 0. Alors il existe un réel δ strictement
positif tel que pour tout élément a et tout élément positif e dans la boule unité de A, on
a ‖ae− ea‖ 6 δ implique ‖af(e)− f(e)a‖ 6 ε.
Démonstration du Théorème 4.9. On va utiliser l’existence de l’approximation de l’unité
dans K pour construire la suite (En)n∈N
a) Soit ε strictement positif, alors, d’après le lemme 4.11, il existe (δn)n∈N suite dé-
croissante de réels positifs tendant vers 0 telle que pour tout a et E dans la boule unité
de A, avec E positif, on a
‖Ea− aE‖ ≤ δn ⇒ ‖E1/2a− aE1/2‖ ≤ ε/2n+1
On considère une suite croissante (Fn)n∈N de sous ensembles finis de A telle que la
réunion
⋃Fn est dense dans la boule unité de A. (On supposera de plus que F1 contient
un nombre fini d’éléments de norme 1)
On a vu qu’il existe (un)n∈N une approximation de l’unité quasicentrale dans K et (quitte
à considérer une sous suite), on peut supposer que pour tout A dans Fn+1,
‖unA−Aun‖ ≤ δn/2
On a, en posant u0 = 0{ ∀A ∈ F1, ‖u1A−Au1‖ < δ1
∀A ∈ Fn, ‖(un − un−1)A−A(un − un−1)‖ < δn−1
b/ Par calcul fonctionnel continu pour la fonction f(x) = x1/2, on pose, pour tout n
dans N, En = (un − un−1)1/2. Alors pour ε ≥ 0 et une suite décroissante de réels postifs
tendant vers zéro (δn)n∈N appropriée, on a pour tout A dans Fn
‖EnA−AEn‖ ≤ ε/2n
L’élément E2n = un−un−1 est dans K ; comme (un)n∈N est une unité approchée pour K
(dont l’espace nul est trivial), la suite (un)n∈N converge fortement vers 1, ce qui implique
l’égalité
+∞∑
n=1
E2n = 1
c/ Il reste à montrer que pour tout élément A dans A, l’image l(A) est une perturbation
compacte de l’opérateur A. Or pour tout A dans
⋃Fn, on a par construction∑ ‖EnA−
AEn‖ < +∞. D’après la remarque 4.10 , combinée avec l’égalité suivante
A− l(A) = A−
∑
n≥1
EnAEn =
∑
n≥1
(AE2n − EnAEn) =
∑
n≥1
(AEn −EnA)En
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on a alors A− l(A) ∈ K, pour tout A dans ⋃Fn.
Or pour tout A dans A, il existe une suite (Ak)k∈N d’éléments de
⋃Fn, qui converge
en norme vers A. D’après la remarque 4.10 , A− l(A) est bien définie et la suite (Ak −
l(Ak)
)
k∈N converge en norme vers A − l(A). Comme Ak − l(Ak) est compact pour tout
k entier, on en déduit que pour tout A dans A, l’élément A− l(A) est dans K.

Définition 4.12. Soit A une C(X)-algèbre, considérée comme sous-C(X)-algèbre de la
C(X)-algèbre des opérateurs bornés, C(X)-linéaires admettant un adjoint sur un C(X)-
module de Hilbert séparable. On suppose l’existence d’une suite (En)n∈N d’opérateurs
positifs, de rang fini satisfaisant
∑
nE
2
n = 1. On pose ω : A → A l’application C(X)-
linéaire positive qui, à tout a de A, associe l’opérateur ∑n∈NEnaEn L’application ω :
A → A est dite application localisante pour A si pour tout a dans A, l’opérateur a−ω(a)
est compact.
4.2. Représentation régulière et opérateurs de rang fini. On a vu dans la section
2.2.2, la construction de C∗-algèbres associées à un groupoïde localement compact et
séparé muni d’un système de Haar. Pour simplifier les notations, on note dans la suite
L(L2(G, ν)) pour la C0(X)-algèbre des opérateurs LC0(X)
(
L2(G, ν)).
La représentation régulière est le ∗-homomorphisme injectif de C∗-algèbres λ : C∗r (G)→
L(L2(G, ν)) et, d’après la proposition 2.24, la C∗-algèbre L(L2(G, ν)) est munie d’une
structure de C0(X)-algèbre. L’image par la représentation λ de C
∗
r (G) est une sous-C∗-
algèbre de L(L2(G, ν)), qui n’est pas nécessairement stable par la structure de C0(X)-
module de L(L2(G, ν)).
Dans cette partie on définit une sous-C0(X)-algèbre de L(L2(G, ν)), que l’on note A,
à partir de la C∗-algèbre réduite C∗r (G). On montre, via la proposition 4.18, que cette
construction conserve la propriété d’exactitude. L’idée est de remplacer la sous-C∗-algèbre
C∗r (G) exacte par la sous-C0(X)-algèbre A de manière à pouvoir utiliser un théorème de
[Bla97] qui donne l’existence d’un plongement C0(X)-linéaire de toute C0(X)-algèbre
continue et exacte dans la C0(X)-algèbre C0(X)⊗O2. On termine cette partie en appli-
quant le théorème 4.9 à la C0(X)-algèbre A et l’idéal des opérateurs compacts : la suite
d’opérateurs positifs compacts que l’on obtient, joue un rôle central dans l’approximation
par factorisation de l’application identité de A.
Définition 4.13. On note A = C∗(λ(C∗r (G)), φ(C0(X))), la plus petite sous C∗-algèbre
d’opérateurs de L2(G, ν) contenant φ(C0(X)) et λ(C∗r (G)).
Pour tout a dans C∗r (G), l’opérateur λ(a) sur L2(G, ν) est C(X)-linéaire. La C∗-algèbre
A est engendrée par les éléments ∑i∈I φ(fi).λ(ai) où la somme est finie et ai est un
élément de C∗r (G) et la fonction fi est dans C(X).
Proposition 4.14. La C∗-algèbre A est une sous-C0(X)-algèbre de la C0(X)-algèbre
L(L2(G, ν)).
Remarque 4.15. Nous considérons à partir de maintenant la C0(X)-algèbre A comme
une sous-C0(X)-algèbre de la C0(X)-algèbre des opérateurs L
(
L2(G, ν)).
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Définition 4.16. Soit B une C0(X)-algèbre. On dit que B une C0(X)-algèbre continue
si le champ semi-continu supérieurement de C∗-algèbres sur X est continu, c’est-à-dire
si pour tout b dans B, la fonction x→ ‖bx‖ est continue.
Notation 4.17. On dit que le groupoïde G ⇒ X vérifie la condition (Cont) si la C0(X)-
algèbre associée A introduite dans la définition 4.13 est continue. On suppose à partir de
maintenant que le groupoïde étale G ⇒ X vérifie la condition (Cont) c’est-à-dire que la
C0(X)-algèbre A est continue.
La proposition qui suit permet de voir que la propriété d’exactitude de la C∗-algèbre
réduite C∗r (G) est transférée à la C∗-algèbre A :
Proposition 4.18. Si la C∗-algèbre C∗r (G) est exacte, alors la C(X)-algèbre A est exacte.
Démonstration. On note A la C∗-algèbre C∗r (G) et on suppose que A est exacte ; la
C∗-algèbre C(X) étant nucléaire, A ⊗ C(X) est exacte. On définit un homomorphisme
π : A⊗C(X)→ A défini pour les éléments de la forme ∑i ai ⊗ fi par
π
(∑
i
ai ⊗ fi
)
=
∑
i
φ(fi).λ(ai)
Cet homomorphisme est surjectif et on a un isomorphisme de C∗-algèbres de A⊗C(X)/I
dans A, où I := ker(π). D’après un résultat de Kirchberg (voir une version (IV.3.4.19)
de [Blac]) affirmant que tout quotient de C∗-algèbre séparable exacte est exact, la C(X)-
algèbre A est exacte.

On rappelle ci-dessous le théorème de stabilisation de Kasparov pour les modules de
Hilbert :
Définition 4.19. A toute C∗-algèbre B, on associe le module de Hilbert standard sur B,
que l’on note HB défini par
HB =
{
(bk) ∈
∏
k∈N
B :
∑
k∈N
b∗kbk converge dans B
}
Théorème 4.20 (Stabilisation de Kasparov). Pour tout B-module de Hilbert F ,
dénombrablement engendré, il existe un isomorphisme de B-module de Hilbert entre F ⊕
HB et HB.
On trouve une démonstartion du théorème 4.20 dans [Kas80] ou encore dans [Lan95] :
il s’agit d’une variante de l’orthogonalisation de Gram-Schmidt. A l’aide du théorème de
stabilisation de Kasparov 4.20 , on prouve la proposition suivante
Proposition 4.21. Il existe un homomorphisme de C(X)-algèbres injectif de la C(X)-
algèbre L(L2(G, ν)⊗ l2(N)) dans L(HC(X))
Démonstration. Comme l2(N) est un espace de Hilbert séparable donc dénombrablement
engendré (en)n∈N et L
2(G, ν) est un C(X)-module de Hilbert dénombrablement engendré,
alors le C(X)-module de Hilbert L2(G, ν) ⊗ l2(N) est dénombrablement engendré. En
appliquant le théorème 4.20 de stabilisation de Kasparov au C(X)-module de Hilbert
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L2(G, ν)⊗ l2(N) dénombrablement engendré, il existe un isomorphisme de C(X)-module
hilbertien entre L2(G, ν)⊗ l2(N)⊕HC(X) et HC(X). L’homomorphisme de C(X)-module
de Hilbert
i : L2(G, ν) ⊗ l2(N) →֒ L2(G, ν) ⊗ l2(N)⊕HC(X)
étant injectif, il existe un plongement C(X)-linéaire L(L2(G, ν)⊗ l2(N)) dans L(HC(X)).

On termine cette partie en appliquant le théorème 4.9 à la C(X)-algèbre d’opéra-
teurs A. On note K0 l’idéal des opérateurs de rang fini sur le C(X)-module de Hilbert
L(HC(X)), décrit auparavant. On suppose, quitte à remplacer A par la C(X)-algèbre des
perturbations compactes des éléments de A, que l’ensemble des opérateurs compacts K
est dans A.
On considère (en)n∈N, la suite dans L
(
C(X) ⊗ l2(N)), telle que pour tout entier n, on
a en = 1 ⊗ pn, avec pn la projection sur les n premières composantes de l2(N). On ob-
tient une approximation de l’unité dans l’idéal K0, constituée de projections. On va ainsi
pouvoir construire une approximation de l’unité quasicentrale (un) dans l’idéal K0 de A
c’est-à-dire une suite croissante (un)n∈N d’éléments positifs de la boule unité de K, telle
que pour tout a dans A, limn→∞
∥∥aun − una∥∥ = 0 c’est-à-dire
lim
n→∞
sup
x∈X
∥∥a(x)un(x)− un(x)a(x)∥∥ = 0
Lemme 4.22. L’idéal K0 des opérateurs de rang fini dans la C(X)-algèbre A possède
une approximation de l’unité quasicentrale (un)n∈N, obtenue à partir de combinaisons
linéaires convexes d’éléments de l’approximation de l’unité (en)n∈N de K0.
Démonstration. La preuve est directe en utilisant le théorème 4.4. 
Lemme 4.23. L’espace nul de l’idéal K0 est trivial.
Proposition 4.24. Il existe une suite d’opérateurs (En)n∈N positifs dans l’ensemble
des opérateurs de rang fini K0, telle que
∑
n∈NE
2
n = 1 et pour tout A dans A, on a∑
n∈NEnAEn est une pertubation compacte de A. De plus, pour tout réel strictement po-
sitif ε et tout toute partie finie (ou même compacte) F dans A, on peut choisir (En)n∈N
de sorte que ‖A−∑n∈NEnAEn‖< ε, pour tout A dans F .
Démonstration. L’ensemble K0 des opérateurs de rang fini sur le C(X)-module de Hilbert
HC(X) est un idéal bilatère dans la C(X)-algèbre A, dont l’espace nul est réduit au vecteur
nul de HC(X), et on a construit une unité approchée dans K0 quasicentrale pour A.
D’après le théorème 4.9 il existe une suite (En)n∈N d’opérateurs positifs dans l’ensemble
des opérateurs compacts K, (qui est la fermeture pour la norme de l’idéal K0) vérifiant
pour tout entier n, E2n est un opérateur de rang fini,
∑
nE
2
n = 1 et pour tout opérateur
A de A, l’opérateur A−∑nEnAEn est compact. De plus, pour tout entier n, l’opérateur
En est de rang fini car E
2
n l’est.

La suite d’opérateurs positifs compacts (En)n∈N donnée par la proposition 4.24 nous
permet de construire dans les prochaines étapes une application localisante dans A et
des projections dans L(HC(X)).
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4.3. C(X)-nucléarité et exactitude. On considère à partir de maintenant et ceci jus-
qu’à la fin de cette section que l’espace des unités X du groupoïde étudié est compact.
Dans cette partie, on s’intéresse aux relations entre l’exactitude et la nucléarité dans la
catégorie des C(X)-algèbres continues.
On rappelle tout d’abord les notions de nucléarité pour les C(X)-algèbres. On définit l’al-
gèbre de Cuntz O2 puis on montre que la C(X)-algèbre continue C(X)⊗O2 est C(X)-
nucléaire. On utilise alors un résultat de Kirchberg qui apparait dans l’appendice de
[Bla97] pour définir un homomorphisme injectif de C(X)-algèbres π : A → C(X)⊗O2.
On se sert alors de la C(X)-nucléarité de C(X)⊗O2 pour obtenir les premières approxi-
mations par factorisations de l’homomorphisme identité idA.
Dans la théorie des C∗-algèbres, la nucléarité d’une C∗-algèbre B peut être caractérisée
par l’existence d’approximations par les applications complètement positives de rang fini
de l’homomorphisme identité de B. On dit que l’homomorphisme identité est nucléaire.
Cette définition s’étend aux applications linéaires complètement positives.
On définit une notion analogue de C(X)-nucléarité pour les applications C(X)-linéaires
complètement positives entre C(X)-algèbres.
Définition 4.25. a) Soient A1 et A2 deux C(X)-algèbres. Une application C(X)-linéaire
complètement positive θ : A1 → A2 est dite C(X)-nucléaire si et seulement si pour tout
sous ensemble compact K dans A1 et tout réel strictement positif ε, il existe un entier
n et des applications C(X)-linéaires, complètement positives et contractantes φn : A1 →
C(X)⊗Mn(C) et ψn : C(X)⊗Mn(C)→ A2 telles que pour tout a dans K, on ait∥∥θ(a)− ψn ◦ φn(a)∥∥ < ε
b) Une C(X)-algèbre A est dite C(X)-nucléaire si l’homomorphisme identité est C(X)-
nucléaire.
Définition 4.26. On appelle C∗-algèbre de Cuntz unifère la C∗-algèbre engendrée par
deux isométries s1, s2 satisfaisant la relation 1 = s1s
∗
1 + s2s
∗
2. On note O2 cette C∗-
algèbre.
Proposition 4.27. La C(X)-algèbre C(X)⊗O2 est C(X)-nucléaire.
Démonstration. La C∗-algèbre O2 étant nucléaire, pour tout sous espace compact K de
O2 et tout réel strictement positif ε, il existe un entier n et des applications linéaires
continues, complètement positives et contractantes, notées ϕ : O2 → Mn(C) et ψ :
Mn(C)→ O2 vérifiant pour tout o dans K,
‖o− ψ ◦ ϕ(o)‖< ε
L’algèbre O2 ⊗ C(X) est une C(X)-algèbre continue (c’est un champ continu trivial de
C∗-algèbres surX de fibre constante O2). On considère K un sous espace compact de O2⊗
C(X) et ε un réel strictement positif. Pour tout f dans K, on pose Uf le voisinage ouvert
défini par Uf =
{
g ∈ O2 ⊗ C(X) : ‖f − g‖< ε/3
}
. On obtient alors un recrouvrement
ouvert de K. Par compacité, il existe une famille finie {f1, ..., fp} d’éléments de K, tels
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que K ⊂ ∪pj=1Ufj . Pour tout f dans K, il existe j dans {1, ..., p} tel que pour tout x dans
X, on a
‖f(x)− fj(x)‖< ε/3
On peut identifier la C(X)-algèbre O2 ⊗ C(X) avec la C(X)-algèbre C(X,O2) et pour
tout j dans {1, ..., p}, on a fj(K) est un sous espace compact de O2. La réunion finie
K = ∪pj=1fj(K) est un sous espace compact de O2, et il existe donc n un entier et des
contractions linéaires continues et complètement positives, notées ϕ˜ : O2 → Mn(C) et
ψ˜ : Mn(C) → O2, vérifiant ‖fj(x)− ψ˜ ◦ ϕ˜(fj(x))‖< ε/3, pour tout x dans X et tout
j dans {1, ..., p}. On pose ϕ : O2 ⊗ C(X) → Mn ⊗ C(X) application C(X)-linéaire
complètement positive et contractante définie par ϕ := ϕ˜⊗ idC(X) et ψ : Mn ⊗C(X)→
O2 ⊗ C(X) application C(X)-linéaire complètement positive et contractante définie par
ψ := ψ˜ ⊗ idC(X) et on a pour tout j dans {1, ..., p},∥∥fj − ψ ◦ φ(fj)∥∥ = sup
x∈X
∥∥fj(x)− (ψ˜ ⊗ idC(X)) ◦ (ϕ˜⊗ idC(X))(fj)(x)∥∥
= sup
x∈X
∥∥fj(x)ψ˜ ◦ ϕ˜(fj(x))∥∥ < ε
3
Pour tout f dans K, il existe j dans {1, ..., p} tel que pour tout x dans X, on a
‖f(x)− fj(x)‖< ε/3 et on a∥∥f − ψ ◦ ϕ(f)∥∥ = ∥∥f − fj + fj − ψ ◦ ϕ(fj) + ψ ◦ ϕ(fj)− ψ ◦ ϕ(f)∥∥
≤ ∥∥f − fj∥∥+ ∥∥fj − ψ ◦ ϕ(fj)∥∥+ ∥∥ψ ◦ ϕ(fj)− ψ ◦ ϕ(f)∥∥
<
ε
3
+
ε
3
+
∥∥ψ ◦ ϕ(fj − f)∥∥ < ε
3
+
ε
3
+
∥∥ψ ◦ ϕ∥∥∥∥fj − f∥∥
<
ε
3
+
ε
3
+
ε
3
< ε
On a donc prouvé que pour tout réel strictement positif et tout sous ensemble compact
K de O2⊗C(X), il existe un entier n et deux applications ϕ : O2⊗C(X)→Mn ⊗ C(X)
et ψ : Mn ⊗ C(X) → O2 ⊗ C(X), C(X)-linéaires continues, complètement positives et
contractantes telles que, pour tout f dans K, on a
‖f − ψ ◦ ϕ(f)‖< ε
Donc la C(X)-algèbre O2 ⊗ C(X) est C(X)-nucléaire.

Dans [Blan], l’auteur donne une caractérisation des C(X)-algèbres continues et nu-
cléaires, étendue au cas des C(X)-algèbres continues et exactes par Kirchberg (voire
appendice de [Blan]). Il démontre le théorème suivant :
Théorème 4.28 ([Bla97]). Soit B une C(X)-algèbre continue et séparable. La C∗-algèbre
B est exacte si et seulement si il existe un plongement C(X)-linéaire de B dans la C(X)-
algèbre C(X)⊗O2.
On applique alors le théorème 4.28 à la C(X)-algèbre continue et exacte A et on
obtient le corollaire suivant :
Corollaire 4.29. Il existe un homomorphisme injectif de C(X)-algèbres π : A → C(X)⊗O2.
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Démonstration. La C(X)-algèbre A étant continue et exacte, d’aprè le théorème 4.28, il
existe un homomorphisme injectif de C(X)-algèbres π : A → C(X)⊗O2.

La proposition qui suit permet de plonger la C(X)-algèbre continue C(X)⊗O2 dans
L(HC(X)) :
Proposition 4.30. Il existe un homomorphisme injectif de C(X)-algèbres de O2⊗C(X)
dans L(HC(X)).
Démonstration. La C∗-algèbre de Cuntz O2 étant séparable, il existe, par le théorème de
Gelfand-Naimark, un homomorphisme injectif i : O2 →֒ L(l2(N)). On a alors
i⊗ idC(X) : O2 ⊗ C(X) →֒ L(l2(N))⊗ C(X) →֒ L
(
l2(N)⊗ C(X))
C(X) étant une C∗-algèbre σ-unitale, on a L(l2(N)⊗ C(X)) ∼= L(HC(X)).
Il existe donc un homomorphisme injectif de C(X)-algèbres deO2⊗C(X) dans L(HC(X)).

Remarque 4.31. Le problème que nous devons étudier, à savoir l’approximation de la
représentation régulière de C∗r (G), peut se résumer grossièrement par le diagramme sui-
vant :
A   // _
pi

L(L2(G, ν) ⊗ l2(N))   // L(HC(X))
C(X)⊗O2 id //
((
C(X)⊗O2   // L
(HC(X))  
?
^^
C(X)⊗Mn(C)
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4.4. Etude de En : projection et application localisante. On utilise la suite (En)n∈N
d’opérateurs positifs compacts obtenus dans la proposition 4.24 pour construire des
projections PEn dans L(HC(X)) et une application localisante l : A → A définie par
l(A) =
∑
nEnAEn. L’intérêt d’introduire ces objets est la démonstration de la proposi-
tion 4.41 .
On rappelle un théorème classique pour les opérateurs sur un module hilbertien, dont
l’image est fermée (voir [Lan95] ou [MT05])
Proposition 4.32. Soit B une C∗-algèbre, E et F des B-modules hilbertiens. Soit t ∈
L(E ,F) à image fermée, alors on a
a) Le noyau ker(t) est un sous module de E qui admet un sous module supplémen-
taire.
b) L’image Im(t) est un sous module de F qui admet un sous module supplémentaire.
c) t∗ ∈ L(F , E) a une image fermée.
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Proposition 4.33. Pour tout entier n dans N, l’image de l’opérateur En est fermée dans
HC(X) et admet un sous module supplémentaire.
Démonstration. Pour tout entier n, l’opérateur En est positif donc E
∗
nEn = E
2
n. Par
définition, on a E2n = un−un−1 et le spectre σ(E2n) est un ensemble fini, donc σ(E2n)r{0}
est fermée. L’opérateur En a une image fermée dans HC(X).
En appliquant la proposition 4.32 à l’opérateur En, on en déduit que l’image Im(En)
admet un sous module supplémentaire dans HC(X).

Remarque 4.34. On note PEn : HC(X) → HC(X) la projection associée au sous module
Im(En).
Lemme 4.35. Pour tout n dans N, il existe un entier Nn tel que l’image de l’opérateur
En soit incluse dans C(X)⊗ CNn.
Démonstration. Pour tout entier n, on a, par construction, E2n = un+1 − un. Or chaque
un est une combinaison linéaire convexe d’éléments de la suite (en)n∈N. Les opérateurs
E2n peuvent alors s’écrire sous la forme E
2
n =
∑
n∈N λnen, où λn est non nul pour un
nombre fini de n et vérifient
∑
n λn = 0. Puisque chaque opérateur E
2
n est diagonal et de
rang fini, il existe un entier positif Nn tel que l’image de En soit inclus dans C(X)⊗CNn .

Remarque 4.36. On pose Hˇ := ⊕n∈NIm(En). L’espace Hˇ est muni d’une structure de
C(X)-module hilbertien séparable (voir [Lan95] pour la construction générale) : on définit
un élément de Hˇ comme une suite (xn)n∈N, où xn est dans En, et vérifiant
∑
n〈xn, xn〉
convergence dans C(X) et la structure de C(X)-module est évidente (voir [Lan95] pour
la construction générale).
Remarque 4.37. On a par construction de Hˇ un isomorphisme de C(X)-module hilbertien
entre Hˇ et HC(X)
Lemme 4.38. Pour tout n dans N, il existe Nn entier, tel que PEn(HC(X)) soit iso-
morphe au C(X)-module de Hilbert C(X)⊗ CNn.
Lemme 4.39. Soit V : HC(X) → Hˇ l’application qui à tout vecteur ξ de HC(X) associe
le vecteur V (ξ) = ⊕n∈NEn(ξ). L’application V : HC(X) → Hˇ est une isométrie.
Démonstration. Pour tout ξ dans HC(X), on a
‖V (ξ)‖2 = ‖⊕n∈NEn(ξ)‖2=
∑
n∈N
〈
En(ξ), En(ξ)
〉
=
∑
n∈N
〈
E2n(ξ), ξ
〉
=
〈∑
n∈N
E2n(ξ), ξ
〉
=
〈
ξ, ξ
〉
= ‖ξ‖2
Pour tout η = ⊕n∈Nηn de Hˇ et tout ξ dans HC(X), on a
〈V ξ, η〉 = 〈⊕n∈NEnξ,⊕n∈Nηn〉 =∑
n∈N
〈
Enξ, ηn
〉
=
∑
n∈N
〈
ξ,E∗nηn
〉
=
〈
ξ,
∑
n∈N
Enηn
〉
= 〈ξ, V ∗η〉
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Son adjoint V ∗ est défini pour tout η = ⊕n∈Nηn de Hˇ par V ∗(η) =
∑
n∈NEn(ηn).

L’application l : A → A définie pour tout A dans A par l(A) =∑n∈NEnAEn est telle
que A− l(A) est un opérateur compact, pour tout A dans A.
Définition 4.40. On pose, pour tout n entier, l’application δn : A → PEn(HC(X))
définie, pour tout A dans A, par δn(A) = PEnAPEn . On dit que δn(A) est la compression
de l’opérateur A sur le sous module PEn
(HC(X)).
On pose δ = ⊕n∈Nδn l’application sur A à valeurs dans les opérateurs L(Hˇ).
Proposition 4.41. Il existe un C(X)-module hilbertien séparable Hˇ, une isométrie V :
HC(X) → Hˇ et une application C(X)-linéaire, complètement positive δ : A → L(Hˇ) tels
que pour tout A dans A, l’opérateur A est une perturbation compacte de V ∗δ(A)V .
Démonstration. Le C(X)-module hilbertien séparable Hˇ, l’isométrie V et l’application
C(X)-linéaire complètement positive ont été construits auparavant. De plus, on a pour
tout entier n et tout A dans A, la relation Enδn(A)En = EnAEn, par définition de δn(A).
Ainsi on a
V ∗δ(A)V = V ∗
(⊕n∈N AEn) =∑
n∈N
EnAEn = l(A)
L’application l étant localisante, alors pour tout A dans A l’opérateur A est une pertur-
bation compacte de V ∗δ(A)V .

4.5. Champ de formes vectorielles. Dans cette partie, on s’intéresse aux applications
C(X)-linéaires et complètement positives δi : A →Mni(C(X)), définies pour tout entier
i dans 4.40 : on associe à δi une application δ
′
i : Mni(A)→ C(X) également C(X)-linéaire
et complètement positive qui est un C(X)-état et on montre que δ′i peut être approchée
par des C(X)-états vectoriels définis eux-même à l’aide de la C(X)-représentation fidèle
πni : Mni(A)→ L(HniC(X)) induite par π : A → L(HC(X)) obtenue au corollaire 4.29. On
utilisera les résultats d’approximation d’un état d’une C∗-algèbre par des sommes états
vectoriels que l’on peut retrouver dans le livre [Dix96].
On considère la C(X)-représentation fidèle π : A →֒ L(HC(X)), obtenue à partir du
plongement C(X)-linéaire π : A → C(X)⊗O2. Pour tout i dans N, on note πni :=
π ⊗ id : A⊗Mni → L
(HC(X))⊗Mni .
Lemme 4.42. Pour tout i dans N, l’application πni : Mni(A)→ L
(HniC(X)) est un champ
de représentations fidèles.
Démonstration. Soit i un entier. L’application πni : Mni(A) → L
(HniC(X)) est évidem-
ment un homomorphisme de C(X)-algèbres. Il s’agit de montrer pour tout x dans X,
que l’homomorphisme πni,x : Mni(Ax) → L
(
(Hni
C(X)
)x
)
est une représentation fidèle de
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la fibre en x. On a, pour tout x dans X et tout A dans Mni(A),
‖πni,x(ax)‖ = inf
{‖πni(a)− f.πni(a)‖, f ∈ Cx(X)}
= inf
{‖πni(a− f.a)‖, f ∈ Cx(X)}
= inf
{‖a− f.a‖, f ∈ Cx(X)}
= ‖ax‖
On a montré, pour tout x dans X, que ‖πni,x‖= 1, c’est-à-dire que πni,x est une représen-
tation fidèle de la fibre Mni(Ax) dans la C∗-algèbre des opérateurs de l’espace de Hilbert
L((HniC(X))x). Ainsi πni est un champ de représentations fidèles.

On rappelle un résultat classique pour les états, dans le cadre général des C∗-algèbres
dont les détails se trouvent dans [Dix96].
Soit B une C∗-algèbre et H un espace de Hilbert séparable. On considère une représen-
tation fidèle de B dans l’algèbre des opérateurs de H, que l’on note π : B →֒ L(H). Pour
tout vecteur ξ de H, on note ωξ la forme linéaire continue positive sur B, définie par la
représentation π de B et le vecteur ξ, c’est-à-dire l’application linéaire continue positive
définie pour tout b dans B, par
ωξ(b) = 〈ξ, π(b)ξ〉
Une telle forme linéaire sera appelée forme vectorielle. Si la représentation π est non
dégénérée et si le vecteur ξ de H est unitaire, alors la forme linéaire ωξ est un état et on
parle alors d’état vectoriel sur B.
Théorème 4.43. [Dix96] Soient H un espace de Hilbert, K l’ensemble des opérateurs
compacts sur H, B une sous-C∗-algèbre d’opérateurs de L(H) et φ est un état sur B nul
sur B ∩K. Alors φ est limite ∗-faible d’états vectoriels de B.
Définition 4.44. [Bla96] Soit B une C(X)-algèbre. On appelle champ continu d’états
(ou C(X)-état) une application C(X)-linéaire positive ϕ de B dans C(X) telle que, pour
tout x dans X, l’application ϕx = ex ◦ ϕ soit un état sur Bx.
Définition 4.45. Soit B une C(X)-algèbre continue et π : B → L(H) une C(X)-
représentation fidèle dans la C(X)-algèbre des opérateurs sur le C(X)-module hilber-
tien H. Un C(X)-état vectoriel ϕ : B → C(X) est un C(X)-état pour lequel il existe
un vecteur ξ dans H, tel que ξx est unitaire dans Hx pour tout x dans X et vérifiant
ϕ(b) = 〈ξ, π(b)ξ〉 pour tout b dans B.
Proposition 4.46. Pour tout i dans N, l’application δi : A → Mni(C(X)) est C(X)-
linéaire et complètement positive.
Démonstration. Soit i un entier. L’application δi : A → Mni ⊗ C(X) est C(X)-linéaire
car, pour tout A dans A, on a δi(A) = PEiAPEi , où PEi et A (vu comme opérateurs sur
HC(X)) sont C(X)-linéaires.
Pour montrer que δi est complètement positive, on montre que pour tout entier n, tout
(A1, ..., An) dans A et tout (m1, ...,mn) dans Mni ⊗ C(X), on a
Sn =
n∑
p,q=1
m∗pδi(A
∗
pAq)mq ≥ 0
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Or pour tout entier n, tout (A1, ..., An) dans A et tout (m1, ...,mn) dans Mni ⊗ C(X),
on a
Sn =
n∑
p,q=1
m∗pδi(A
∗
pAq)mq =
n∑
p,q=1
m∗p
(
PEiA
∗
pAqPEi
)
mq =
n∑
p,q=1
(
ApPEimp
)∗
AqPEimq
=
n∑
p=1
n∑
q=1
(
ApPEimp
)∗
AqPEimq =
n∑
p=1
((
ApPEimp
)∗( n∑
q=1
AqPEimq
))
=
( n∑
p=1
(ApPEimp)
)∗( n∑
q=1
(AqPEimq)
)
≥ 0

Lemme 4.47. Pour tout entier n et toute C(X)-algèbre A, il existe une correspondance
entre les applications C(X)-linéaires complètement positives de A dans Mn(C) ⊗ C(X)
et les applications C(X)-linéaires complètement positives de Mn(C)⊗A dans C(X).
Démonstration. On trouve un preuve dans [Bla06] (II.6.9.11). 
Remarque 4.48. On associe à δi : A → Mni ⊗ C(X), par la correspondance donnée
dans le lemme 4.47 , δ′i : Mni(A) → C(X) l’application C(X)-linéaire complètement
positive. On va montrer que δ′i : Mni(A) → C(X) est un C(X)-état et de manière
analogue au théorème 4.43 sur les états, on prouve, pour tout i dans N, que le C(X)-état
δ′i : Mni(A)→ C(X) est limite ∗-faible de C(X)-états vectoriels.
Proposition 4.49. L’application δ′i est un un champ continu de formes linéaires conti-
nues et positives.
Démonstration. L’application δ′i est une application C(X)-linéaire (complètement) posi-
tive de Mni(A) dans C(X). De plus pour tout x dans X, l’application δ′i,x := ex ◦ δ′i est
une forme linéaire continue et positive sur Mni(A)x ∼= Mni(Ax).

Pour prouver que δ′i est limite ∗-faible de C(X)-états, on va procéder en deux étapes :
1) on fait une étude locale de δi en chaque point x de X et on utilise les résultats
connus de formes linéaires et continues pour les C∗-algèbres
2) on utilise une partition de l’unité pour revenir dans le cadre global des champs
continus de formes linéaires
Etape 1) Pour i dans N et x dans X fixés, on considère la forme linéaire continue et
positive définie par δ′i,x : Mni(Ax)→ C, obtenue par la composition ex ◦ δ′i.
Proposition 4.50. Pour tout réel ε strictement positif et toute partie finie F de Mni(A),
il existe ξ(i, x) dans (HC(X))nix tel que pour tout A dans F , on ait∣∣δ′i,x(Ax)− ωξ(i,x)(πni,x(Ax))∣∣ < ε
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Démonstration. En utilisant la représentation fidèle πni,x, on considère Mni(Ax) comme
sous-C∗-algèbre de L((HniC(X))x). Quitte à tensoriser par l2(N), on peut supposer que
Ax ∩ K
(
(HniC(X))x
)
est réduit à l’élément nul. L’application δ′i,x : Mni(Ax) → C est une
forme linéaire continue et positive.
En appliquant le théorème 4.43 , on en conclut que δ′i,x est limite ∗-faible de formes
vectorielles. Ainsi pour tout ε > 0, toute partie finie F de Mni(A), il existe un vecteur
ξ(i, x) dans
(HniC(X))x tel que, pour tout A dans F ,∣∣δ′i,x(Ax)− ωξ(i,x)(πni,x(Ax))∣∣ < ε

Remarque 4.51. Puisque HniC(X) est un C(X)-module de Hilbert, il existe suffisamment
de sections au sens où, pour tout η ∈ (HniC(X))x, il existe η˜ ∈ (HniC(X)) tel que η = η˜x.
Il existe un vecteur ξ
(x)
i ∈
(HniC(X)) tel que ξ(x)i,x = ξ(i, x).
Lemme 4.52. Pour tout réel ε strictement positif et toute partie finie F de Mni(A), il
existe un voisinage ouvert Ui,x de x dans X, tel que pour tout y dans Ui,x et tout A dans
F , on a les inégalités suivantes{ ∣∣δ′i,x(Ax)− δ′i,y(Ay)∣∣ < ε∣∣ω
ξ
(x)
i,x
(Ax)− ωξ(x)i,y (Ay)
∣∣ < ε
Démonstration. En effet, la première inégalité résulte du fait que δ′i est un C(X)-état
c’est-à-dire un champ continu d’états sur X. La seconde inégalité s’obtient en considérant
la fonction continue f := ω
ξ
(x)
i
(A) = 〈ξ(x)i ;πi(A)ξ(x)i 〉 de C(X). On a alors pour tout ε > 0
un voisinage ouvert Vx de x tel que pour tout y ∈ Vx on a
|f(x)− f(y)| = ∣∣〈ξ(x)i , πni(A)ξ(x)i 〉(x)− 〈ξ(x)i , πni(A)ξ(x)i 〉(y)∣∣
=
∣∣〈ξ(x)i,x , πni,x(Ax)ξ(x)i,x 〉− 〈ξ(x)i,y , πni,y(Ay)ξ(x)i,y 〉∣∣ < ε

Proposition 4.53. Pour tout réel ε strictement positif et toute partie finie F de Mni(A),
il existe un voisinage ouvert Ui,x de x dans X, tel que pour tout y dans Ui,x et tout A
dans F , on a ∣∣δ′i,y(Ay)− ωξ(x)i,y (Ay)
∣∣ < ε
Démonstration. On utilise la propriété 4.50 et le lemme 4.52 pour le réel ε/3 et la famille
finie F . On a pour tout A dans F et pour tout y ∈ Ui,x
D = |δ′i,y(A)− ωξ(x)i,y (Ay)|
=
∣∣δ′i,y(Ay)− δ′i,x(Ax) + δ′i,x(Ax)− ωξ(x)i,x (Ax) + ωξ(x)i,x (Ax)− ωξ(x)i,y (Ay)
∣∣
<
∣∣δ′i,y(Ay)− δ′i,x(Ax)∣∣+ ∣∣δ′i,x(Ax)− ωξ(x)i,x (Ax)
∣∣+ ∣∣ω
ξ
(x)
i,y
(Ax)− ωξ(x)i,y (Ay)
∣∣ < 3× ε
3
< ε

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Remarque 4.54. Pour tout réel ε strictement positif et toute partie finie F de Mni(A), il
existe un vecteur ξ
(x)
i dans (HniC(X)) et un voisinage ouvert de x, noté Ui,x, tel que ξ
(x)
i,y
est unitaire dans
(HniC(X))y pour tout y ∈ Ui,x et vérifiant pour tout y dans Ui,x et tout
A dans F ∣∣δ′i,y(A)− ωξxi (y)(A)∣∣ < ε
Etape 2) On cherche maintenant à revenir aux champs continus de formes linéaires
et continues sur l’espace X. On fixe i un entier dans N, un réel ε strictement positif et
une partie finie F dans Mni(A).
Pour l’opérateur δ′i : Mni(A) → C(X), on peut, pour tout x dans X, réitérer la dé-
marche précédente assurant l’existence d’un voisinage ouvert Ui,x de x dans X et d’un
vecteur ξ
(x)
i dans (HC(X))ni tel que pour tout y dans Ui,x, le vecteur ξ(x)i,y est unitaire dans(HniC(X))y. On considère U˜i = {Ui,x}x∈X le recouvrement ouvert de X.
Remarque 4.55. Comme X est un espace topologique supposé compact, il existe un
ensemble fini Fi dans X tel que Ui = {Ui,α}α∈Fi soit un recouvrement ouvert fini de X.
On note {ξαi }α∈Fi les vecteurs de (HC(X))ni .
On pose {φi,α}α∈Fi une partition de l’unité associée à ce recouvrement d’ouverts, où
φi,α : X → [0, 1] fonctions continues à support compact dans Ui,α vérifiant l’égalité∑
α∈F φi,α(x) = 1, pour tout x dans X.
Lemme 4.56. Il existe une application C(X)-linéaire ωi : Mni(A) → C(X) telle que,
pour tout y dans X et tout A dans F , on a ∣∣δ′i,y(A)− ωi(A)(y)∣∣ < ε
Démonstration. On pose ωi :=
∑
α∈Fi
φi,αωξαi , application C(X)-linéaire deMni(A) dans
C(X) et on a
∣∣δ′i(A)(y)− ωi(A)(y)∣∣ =
∣∣∣∣ ∑
α∈Fi
φi,α(y)δ
′
i,y(A)−
∑
α∈Fi
φi,α(y)ωξαi (A)(y)
∣∣∣∣
<
∑
α∈Fi
φi,α(y)
∣∣δ′i,y(A)− ωξαi (A)(y)∣∣ < ε

On considère Fi de la forme {1, ...,mi} et on note ξi :=
(√
φi,1ξ
1
i ; ...;
√
φi,miξ
mi
i
)
,
élément de (HniC(X))mi . En effet, on a
〈
ξi, ξi
〉
=
mi∑
α=1
〈√
φi,αξ
α
i ,
√
φi,αξ
α
i
〉
=
mi∑
α=1
φi,α
〈
ξαi , ξ
α
i
〉 ∈ C(X)
Lemme 4.57. L’application ωi est un champ continu de formes linéaires positives vec-
torielles.
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Démonstration. Si on pose ωξi :=
∑mi
α=1 φi,α
〈
ξαi , πni(A)ξ
α
i
〉
, on obtient un C(X)-état
vectoriel tel que
ωξi = ωi

Remarque 4.58. Pour tout entier i dans N, tout réel ε strictement positif et toute partie
finie F de Mni(A), on a obtenu une approximation de chacun des C(X)-états δ′i par un
C(X)-état vectoriel ωξi , où ξi est dans (HniC(X))mi .
On a montré que pour tout entier i, l’application δ′i : Mni(A) → C(X) est limite
∗-faible de C(X)-états c’est-à-dire que pour tout réel ε strictement positif et toute partie
finie F de Mni(A) il existe un vecteur ξi dans
(HniC(X))mi tel que pour tout A dans F∥∥δ′i(A)− ωξi(A)∥∥ < ε
4.6. Approximation par factorisation. Pour tout entier i, on a construit le vecteur
ξi =
(√
φi,1ξ
1
i ; ...;
√
φi,miξ
mi
i
)
dans le C(X)-module hilbertien ⊕mik=1 ⊕nij=1 HC(X). On
adoptera les notations suivantes, en supposant que ξi s’écrive sous la forme
ξi =




ξ1,1i
...
ξni,1i

 ,


ξ1,2i
...
ξni,2i

 , · · ·


ξ1,mii
...
ξni,mii




où chaque ξp,qi est un élément de HC(X).
On note, pour k entier, ξ
(k)
i l’élément de
(HC(X))mi , défini par ξ(j)i = (ξj,1i , ξj,2i , ..., ξj,mii ).
Définition 4.59. On note, pour tout i entier, Vi : C(X)ni →
(HniC(X))mi , l’application
linéaire définie par Vi(f1, ..., fni) = ⊕mik=1 ⊕nij=1 fjξj,ki = ⊕nij=1fjξ(j)i
Proposition 4.60. L’application Vi : C(X)ni →
(HniC(X))mi est une application C(X)-
linéaire, bornée et possédant un adjoint.
Démonstration. L’application Vi est C(X)-linéaire. Pour montrer qu’elle est bornée on
considère (f1, ..., fni) un élément de C(X)
ni . On a alors∥∥Vi(f1, ..., fni)∥∥2 = sup
x∈X
∣∣〈⊕nij=1ξ(j)i fj,⊕nij=1ξ(j)i fj〉(x)∣∣
= sup
x∈X
∣∣∣∣
ni∑
j=1
|fj |2(x)〈ξ(j)i , ξ(j)i 〉(x)
∣∣∣∣ = sup
x∈X
ni∑
j=1
|fj(x)|2|gj(x)|2
≤ ∥∥(f1, ..., fni)∥∥2∥∥(g1, ..., gni)∥∥2 ≤ ∥∥(f1, ..., fni)∥∥2
L’application C(X)-linéaire Vi est donc bornée.
On montre que V ∗i :
(HniC(X))mi → C(X)ni est définie, pour tout η dans (HniX )mi , par
V ∗i (η) =
(〈ξ(j)i , η(j)〉)16j6ni
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En effet, pour tout (f1, ..., fni) dans C(X)
ni et tout η dans (HniX )mi , on a
〈
Vi(f1, ..., fni), η
〉
=
( mi∑
k=1
ni∑
q=1
〈
ξj,ki fj, η
j,kfj
〉)
=
ni∑
j=1
fj
m∑
k=1
〈ξj,ki , ηj,k〉
=
ni∑
j=1
fj〈ξ(j)i , η(j)〉 =
〈
(f1, ..., fni),
(〈ξ(j)i , η(j)〉)16j6ni
〉
=
〈
(f1, ..., fni), V
∗
i (η)
〉
L’application C(X)-linéaire bornée Vi admet un opérateur adjoint.
De plus pour (f1, ..., fni) dans C(X)
ni , on a
V ∗i Vi(f1, ..., fni) = V
∗
i
(
⊕nij=1 fjξ(j)i
)
=
(〈⊕mk=1 ξj,ki , fjξ(j)i 〉)16j6ni
=
(
fj
〈
ξ
(j)
i , ξ
(j)
i
〉)
16j6ni
=
(
fj
m∑
k=1
〈ξj,ki , ξj,ki 〉
)
16j6ni
= (g1f1, ..., gnifni)
où chaque gj est une fonction continue positive non nulle sur X définie, pour tout entier
j, par gj = 〈ξ(j)i , ξ(j)i 〉.
L’application Vi : C(X)
ni → (HniC(X))mi est dans LC(X)(C(X)ni , (HniC(X))mi) 
Remarque 4.61. Par le lemme 4.47 donnant la correspondance entre les applications
C(X)-linéaires complètement positives f : A → Mni(C(X)) et les applications C(X)-
linéaires complètement positives f : Mni(A) → C(X), on associe à l’application ωξi :
Mni(A)→ C(X), l’application C(X)-linéaire et complètement positive ω˜ξi : A →Mni(C(X)).
Lemme 4.62. L’application C(X)-linéaire et complètement positive ω˜ξi : A →Mni(C(X))
est définie pour tout A dans A par
ω˜ξi(A) =
(〈⊕mik=1ξp,ki ,⊕mik=1(π(A)ξq,ki )〉
)
16p,q6ni
Démonstration. L’application étant C(X)-linéaire et complètement positive sur Mni(A),
on peut, pour toute matrice A = (Ap,q) dans Mni(A), écrire ωξi(A) sous la forme∑ni
p,q=1 ωp,q(Ap,q). L’application C(X)-linéaire et complètement positive ω˜ξi est défini,
pour tout A dans A, par la formule
ω˜ξi(A) =
ni∑
p=1
ni∑
q=1
ep,q ⊗ ωp,q(A)
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Pour toute matrice A = (Ap,q) dans Mni(A), on a
ωξi(A) =
〈
ξi,
( ⊕mk=1 πni(A))ξi〉
=
〈⊕mk=1 ⊕nij=1 ξj,ki ,⊕mk=1(πni(A)⊕nij=1 ξj,ki )〉
=
m∑
k=1
〈⊕nij=1ξj,ki , πni((Ap,q))⊕nij=1 ξj,ki 〉
=
m∑
k=1
〈⊕nij=1ξj,ki ,⊕nip=1(
ni∑
q=1
π(Ap,q)ξ
q,k
i
)〉
=
m∑
k=1
ni∑
p=1
〈
ξp,ki ,
ni∑
q=1
π(Ap,q)ξ
q,k
i
〉
=
ni∑
p=1
ni∑
q=1
〈⊕mk=1ξp,ki ,⊕mk=1π(Ap,q)ξq,ki 〉 =
ni∑
p=1
ni∑
q=1
ωp,q(Ap,q)
où ωp,q(Ap,q) =
〈⊕mk=1ξp,ki ,⊕mk=1π(Ap,q)ξq,ki 〉. L’application C(X)-linéaire et complète-
ment positive ω˜ξi est donc définie par
ω˜ξi(A) =
ni∑
p=1
ni∑
q=1
ep,q ⊗
〈⊕mk=1ξp,ki ,⊕mk=1π(A)ξq,ki 〉

Proposition 4.63. Pour toute partie finie F ⊂ A il existe un vecteur ξi dans
(Hni
C(X)
)m
tel que pour tout A dans F
δi(A) −
(〈
ξ
(p)
i , (π(A)⊗ idmi)(ξ(q)i )
〉)
16p,q6ni
est un opérateur compact dans Mni ⊗ C(X) ; de plus pour un réel strictement positif ε,
on peut choisir ξi de sorte que, pour tout A dans F , la norme de cet opérateur compact
soit inférieure à ε2ni .
Démonstration. On pose F˜ = {A ⊗ ep,q, A ∈ F , 1 ≤ p, q ≤ ni} est une partie finie de
Mni(A). Par le travail précédent, il existe un élément ξi ∈ (HniC(X))m tel que pour tout
A˜ dans F˜ , on a
‖δ′i(A˜)− ωξi(A˜)‖<
ε
n2i 2
i
et pour tout A˜ dans Mni(A), on a l’égalité
δ′i(A˜)− ωξi(A˜) =
ni∑
p,q=1
δi,p,q(A˜p,q)−
ni∑
p,q=1
〈
ξ
(p)
i , (π(A˜p,q)⊗ idmi)(ξ(q)i )
〉
=
ni∑
p,q=1
(
δi,p,q(A˜p,q)−
〈
ξ
(p)
i , (π(A˜p,q)⊗ idmi)(ξ(q)i )
〉)
Pour tout A dans A,
δi(A)− ω˜ξi(A) =
ni∑
p,q=1
ep,q ⊗
(
δi,p,q(A)− 〈ξ(p)i , (π(A) ⊗ idmi)(ξ(q)i )〉
)
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donc on a ∥∥δi(A)− ω˜ξi(A)∥∥ ≤
ni∑
p,q=1
∥∥δi,p,q(A)− 〈ξ(p)i , (π(A) ⊗ idmi)(ξ(q)i )〉∥∥
Pour tout A dans F et tout p, q dans {1, ..., ni}, la matrice A⊗ ep,q est dans F˜ , on a
alors
M =
∥∥δi,p,q(A)− 〈ξ(p)i , (π(A) ⊗ idmi)(ξ(q)i )〉∥∥
=
∥∥∥∥δ′i(A⊗ ep,q)−∑
p,q
〈ξ(p)i , (π(A⊗ ep,q)⊗ idmi)(ξ(q)i )〉
∥∥∥∥
<
ε
n2i 2
i
Donc pour tout ε > 0 et toute partie finie F dans A, on a pour tout A dans F ,∥∥δi(A)− ω˜ξi(A)∥∥ < ε2i

Remarque 4.64. Pour tout ξi ∈
(HniC(X))m et tout A dans A, on a(〈
ξ
(j)
i , (π(A) ⊗ idmi)(ξ(j)i )
〉)
16j6ni
= V ∗i
(
(π(A)⊗ idni)⊗ idmi
)
Vi
Corollaire 4.65. Pour tout réel strictement positif ε et toute partie finie F incluse dans
A, il existe Vi dans LC(X)
(
C(X)ni , (HniC(X))mi
)
, telle que pour tout A dans F∥∥δi(A)− V ∗i ((π(A)⊗ idni)⊗ idmi)Vi∥∥ < ε2i
Approximation : on va maintenant pouvoir donner une approximation de l’application
identité de A ce qui induit alors une approximation de la représentation régulière du
groupoïde G localement compact σ-compact et étale. On note dans la suite H∞C(X) :=
⊕i∈N
(HniC(X))mi . On considère δ = ⊕i∈Nδi : A → ⊕i∈NMni ⊗C(X) et on pose
W : ⊕i∈NC(X)ni −→ ⊕i∈N
(HniC(X))mi
défini par W := ⊕i∈NVi. On note π∞ la représentation fidèle définie par
π∞ : A −→ L
(H∞C(X))
A −→ ⊕i∈N
(
(π(A)⊗ idni)⊗ idmi
)
Proposition 4.66. Pour tout ε > 0 et toute partie finie F ⊂ A, on a
a) il existe une application W : H∞C(X) →H∞C(X) qui est C(X)-linéaire et adjointable
tel que δ(A) −W ∗(π∞(A))W est compact pour tout A dans F et vérifie∥∥δ(A) −W ∗(π∞(A))W∥∥ < ε
b) il existe une application W˜ : H∞C(X) → H∞C(X) C(X)-linéaire et adjointable tel
que pour tout A dans F A− W˜ ∗(π∞(A))W˜ est compact et vérifie∥∥A− W˜ ∗(π∞(A))W˜∥∥ < ε
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Démonstration. Soit ε > 0 et F une partie finie de A.
a) Pour tout i dans N, il existe un opérateur borné Vi : C(X)ni →
(HniC(X))m, tel que
pour tout A dans F , on a ‖δi(A)− V ∗i ⊕π(A)Vi‖< ε2i .
On pose W : ⊕i∈NC(X)ni → ⊕i∈N
(HniC(X))m défini, pour tout (fi)i∈N dans ⊕i∈NC(X)ni
par W ((fi)i∈N) = ⊕i∈NVi(fi). W est un opérateur défini sur ⊕i∈NC(X)ni , qui admet un
adjoint W ∗ = ⊕i∈NV ∗i , donc continu par le théorème du graphe fermé. On a alors
‖δ(A) −W ∗π∞(A)W‖ = ‖⊕i∈Nδi(A)−⊕i∈NV ∗i ⊕ π(A)Vi‖
≤
∑
i∈N
‖δi(A) − V ∗i ⊕ π(A)Vi‖ <
∑
i∈N
ε
2i
< ε
b) Il existe V :→ tel que A − V ∗δ(A)V est compact et ‖A − V ∗δ(A)V ‖< ε donc en
notant W˜ = V W , on a A− W˜ ∗(π∞(A))W˜ est compact et vérifie
‖A− W˜ ∗(π∞(A))W˜‖ ≤ ε

Théorème 4.67. Pour toute famille finie F dans A et tout réel ε strictement positif,
il existe un entier n et des applications ϕ : A → Mn ⊗ C(X) et ψ : Mn ⊗ C(X) →
L(H∞C(X)), chacune C(X)-linéaire, complètement positive et contractante, vérifiant pour
tout A dans F ∥∥A− ψ ◦ ϕ(A)∥∥ < ε
Démonstration. On considère une famille finie F dans A et ε un réel strictement positif.
Par la proposition précédente, il existe un opérateur W dans L(H∞C(X)), tel que pour
tout A dans F ,
‖A−W ∗π∞(A)W‖< ε
2
Par la C(X)-nucléarité de la C(X)-algèbre C(X)⊗O2, on a montré, pour l’ensemble fini
F de A et ε le réel strictement positif choisis, l’existence d’un entier n et d’applications ϕ˜ :
A → C(X)⊗Mn(C) et ψ˜ : C(X) ⊗Mn(C) → L
(HC(X)), C(X)-linéaires complètement
positives et contractantes vérifiant, pour tout A dans F ,
∥∥π(A)− ψ˜ ◦ ϕ˜(A)∥∥ < ε
2‖W‖2
On pose ϕ := ϕ˜ une application de A dans Mn ⊗ C(X) et ψ := W ∗(ψ˜ ⊗ idl2(N))W
une application de Mn ⊗C(X) dans L(H∞C(X)). Ce sont des applications C(X)-linéaires
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complètement positives et contractantes et pour tout A dans F , on a∥∥A− ψ ◦ ϕ(A)∥∥ = ∥∥A−W ∗π∞(A)W +W ∗π∞(A)W − ψ ◦ ϕ(A)∥∥
≤ ∥∥A−W ∗π∞(A)W∥∥+ ∥∥W ∗π∞(A)W − ψ ◦ ϕ(A)∥∥
<
ε
2
+
∥∥W ∗π∞(A)W −W ∗(ψ˜ ⊗ idl2(N))(ϕ˜(A))W∥∥
<
ε
2
+
∥∥W ∗(π∞(A)− (ψ˜ ⊗ idl2(N))(ϕ˜(A)))W∥∥
<
ε
2
+
∥∥W∥∥2∥∥π∞(A)− (ψ˜ ⊗ idl2(N))(ϕ˜(A))∥∥
<
ε
2
+
∥∥W∥∥2∥∥(π(A)− ψ˜ ◦ ϕ˜(A))) ⊗ idl2(N)∥∥
<
ε
2
+
∥∥W∥∥2∥∥π(A)− ψ˜ ◦ ϕ˜(A))∥∥
<
ε
2
+
∥∥W∥∥2 ε
2‖W‖2
< ε
On a montré que pour toute famille finie F dans A et tout ε réel strictement positif,
il existe un entier n et des applications ϕ : A → Mn ⊗ C(X) et ψ : Mn ⊗ C(X) →
L(H∞C(X)), chacune C(X)-linéaire, complètement positive et contractante, vérifiant pour
tout A dans F ∥∥A− ψ ◦ ϕ(A)∥∥ < ε

Remarque 4.68. On peut étendre le résultat du théorème 4.67 à des familles F compactes
(et non plus seulement finie) de A. En effet en considérant F une famille compacte dans
A et ε un réel strictement positif, on peut pour chaque élément a de F considérer un
voisinage ouvert Ua dans A de sorte que pour tout a′ dans Ua, on a ‖a− a′‖< ε/3. On
obtient ainsi un recouvrement ouvert de A duquel on peut extraire un sous recouvrement
fini U = {Uai}ni=1. On considère F1 le sous ensemble fini de F constitué des m éléments
ai, pour i variant de 1 à m. D’après le théorème 4.67 , il existe un entier n et des
applications ϕ : A → Mn ⊗ C(X) et ψ : Mn ⊗ C(X) → L
(H∞C(X)), chacune C(X)-
linéaire, complètement positive et contractante, vérifiant pour tout i dans {1, ...,m},∥∥ai − ψ ◦ ϕ(ai)∥∥ < ε/3
Pour tout a dans F , il existe ai dans F ′, tel que ‖a− ai‖< ε/3, et on a∥∥a− ψ ◦ ϕ(a)∥∥ = ∥∥a− ai + ai − ψ ◦ ϕ(ai) + ψ ◦ ϕ(ai)− ψ ◦ ϕ(a)∥∥
≤ ∥∥a− ai∥∥+ ∥∥ai − ψ ◦ ϕ(ai)∥∥+ ∥∥ψ ◦ ϕ(ai)− ψ ◦ ϕ(a)∥∥
< ε/3 + ε/3 + ε/3
< ε
Définition 4.69. Soit G un groupoïde séparé, localement compact, B une C0(X)-algèbre
et φ : C∗r (G)→ B une application C0(X)-linéaire complètement positive. L’application φ
est dite à support compact s’il existe un sous espace compact K de G tel que pour toute
fonction f dans Cc(G) vérifiant Supp(f) ∩K = ∅, on a φ(f) = 0.
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Proposition 4.70. Soit ϕ : A → Mn ⊗C(X) une application C(X)-linéaire et com-
plètement positive, alors pour tout réel ε strictement positif et tout famille finie F dans
A, il existe une application C(X)-linéaire, complètement positive et à support compact
ϕ′ : A →Mn ⊗ C(X) telle que pour tout a dans F ,
‖ϕ(a) − ϕ′(a)‖< ε
Démonstration. L’application ϕ : A→Mn ⊗ C(X) étant C(X)-linéaire et complètement
positive, alors par le théorème de Stinespring pour les C(X)-modules de Hilbert, il existe
un C(X)-module Fϕ, un ∗-homomorphisme πϕ : A → L(Fϕ) et un opérateur vϕ dans
L(Mn ⊗C(X), Fϕ) tel que pour tout a dans A, on a ϕ(a) = v∗ϕπϕ(a)vϕ c’est-à-dire qu’il
existe des vecteurs e1, ..., en dans Fϕ tels que
ϕ(a) = v∗ϕπϕ(a)vϕ =
[〈ei, πϕ(a)ej〉]
On a un représentation fidèle de λ : A dans L2(G, ν) et pour tout η > 0, quitte à prendre
un multiple de la représentation fidèle λ, il existe des vecteurs ξ1, ..., ξn dans L
2(G, ν) tels
que pour tout a dans F ∣∣〈ei, πϕ(a)ej〉 − 〈ξi, λ(a)ξj〉∣∣ < η
On peut supposer que les fonctions ξi sont à support compact et en posant ϕ
′(a) =[〈ξi, λ(a)ξj〉], on obtient une application C(X)-linéaire, complètement positive et à sup-
port compact ϕ′ : A →Mn ⊗ C(X) telle que pour tout a dans F ,
‖ϕ(a) − ϕ′(a)‖< ε

4.7. Moyennabilité. On considère l’espace produit G × G et pour i = 1, 2, on note
pi : G × G → G la projection sur la i-ième composante. Soit F un sous espace fermé de
l’espace G × G, on dit que F est (p1, p2)-propre si pour tout sous espace compact K de
G, les ensembles F ∩ (K × G) et F ∩ G ×K sont compacts.
Définition 4.71. On dit que le groupoïde G a la propriété (W ) si pour tout sous espace
compact K de G et pour tout réel ε strictement positif, il existe une fonction h : G×G → C
continue, bornée, de type positif et à support (p1, p2)-propre vérifiant pour tout γ dans K,
|h(γ, γ) − 1|< ε
On considère h : G × G → C une fonction continue, bornée, à support (p1, p2)-propre
et de type positif. Pour tout γ dans G, on note hγ la fonction continue sur G et à support
compact définie par hγ(η) := h(γ, η) pour tout η dans G.
Lemme 4.72. Soit h : G × G → C une fonction continue, bornée, à support (p1, p2)-
propre et de type positif. L’application γ → λ(hγ) continue sur G à valeurs dans C∗r (G)
est de type positif.
Démonstration. On doit prouver que pour tout entier n, tout x dans X, tout γ1, ..., γn
dans Gx, tout ξ1, ..., ξn dans L2(G), on a, pour tout y dans X
n∑
i,j=1
〈
ξi, λ(hγ−1i γj
)ξj
〉
(y) ≥ 0
MOYENNABILITÉ À L’INFINI ET EXACTITUDE D’UN GROUPOïDE ÉTALE 59
On peut supposer, pour tout i dans N = {1, ..., n}, que les fonctions ξi sont dans Cc(G).
On considère F := ∪ni=1Supp(ξi|Gy) l’ensemble fini de Gy. On a alors
A =
n∑
i,j=1
〈
ξi, λ(hγ−1i γj
)ξj
〉
(y) =
n∑
i,j=1
∑
α∈Gy
ξi(α)
(
hγ−1i γj
⋆ ξj
)
(α)
=
n∑
i,j=1
∑
α∈Gy
∑
β∈Gr(α)
ξi(α)hγ−1i γj
(αβ−1)ξj(β)
=
n∑
i,j=1
∑
r∈F
∑
r′∈F
ξi(αr)h(γ
−1
i γj, αrα
−1
r′ )ξj(αr′)
Pour tout i dans N = {1, ..., n} et r dans F , on pose λi,r := ξi(αr), σi,r := γi et
τi,r := α
−1
r , et on a
A =
∑
i∈N
r∈F
∑
j∈N
r′∈F
λi,rλj,r′h(σ
−1
i,r σj,r′, τ
−1
i,r τj,r′) ≥ 0
car par définition, l’application h : G × G → C est de type positif.

On suppose que le groupoïde G a la propriété (W ). Soit n un entier, on considère le
sous espace compact Kn de G. Il existe une fonction h : G × G → C continue, bornée, de
type positif et à support p1, p2-propre vérifiant pour tout γ dans Kn,
|h(γ, γ) − 1|< (2n)−1
Pour tout β dans G, on note hβ : G → C la fonction définie, pour tout α dans G,
par hβ(α) := h(β, α) qui est continue et à support compact sur G. On considère F =
{λ(hβ) : β ∈ Kn} qui est une partie compacte de C∗r (G). D’après l’approximation par
factorisation de la représentation régulière faite dans 4.6 , il existe une application C(X)-
linéaire, complètement positive et contractante φn : A → L
(H∞C(X)) telle que pour tout
β dans Kn, ∥∥φn(hβ)− idA(hβ)∥∥ < (2n)−1
et l’application φn est à support dans un compact Cn de G.
Pour tout γ dans G, on considère Uγ un voisinage ouvert de γ sur lequel les restrictions
des applications but et source sont homéomorphismes sur leur image respective. On
obtient ainsi un recouvrement d’ouvert {Uγ}γ∈G de l’espace G duquel on peut extraire
un sous recouvrement localement fini U ′ = {Uγi}i∈I , où I est dénombrable. On note
U := {Uγi ×Uγi}i∈I le recouvrement ouvert localement fini de la diagonale ∆G de G ×G.
On lui associe une partition de l’unité {ψi}i∈I , où chaque fonction ψi est continue, positive
et à support compact dans l’ouvert Uγi × Uγi telles que
χ∆G ≤
∑
i∈I
ψi ≤ 1
On pose ψ(α, β) =
∑
i∈I ψi(α, β) la fonction définie sur G × G continue et à sup-
port dans ∪i∈I(Uγi × Uγi). Pour tout γ dans G, on note fγ : G → R définie par
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fγ(α) = ψ(γ, α) est une fonction continue et à support compact dans Wγ = ∪i∈IγUγi , où
Iγ = {i ∈ I : γ ∈ Uγi} est une partie finie de I. La restriction des applications but et
source à chaque Wγ est un homéomorphisme sur leur image respective.
Comme G est σ-compact, on suppose qu’il existe une suite (Kn)n∈N croissante de com-
pacts de G telle que Kn ⊂ K˚n+1 pour tout n entier et
⋃
n∈NKn = G.
Proposition 4.73. Pour tout n dans N, il existe une fonction µn continue sur G ∗r G,
à valeurs réelles, de type positif et à support dans un tube telle que pour tout (γ, η) dans
le tube TKn, on a
|µn(γ, η) − 1|< 1/n
Démonstration. On pose µn la fonction définie sur G ∗r G qui, à tout couple (γ, η) de
G ∗r G, associe µn(γ, η) =
〈
f∗γ , φn(hγ−1η)(f
∗
η )
〉
(x), où x = r(γ) = r(η).
Les applications γ → fγ et β → hβ étant continue sur G, alors µn : G ∗r G → R est
continue comme composition d’applications continues.
Le support Cn de l’application φn un sous espace compact de G et la fonction h est
à support (p1, p2))-propre donc on a Supp(h) ∩ G ×Cn est compact. On en déduit alors
que {α ∈ G : φn(hα) 6= 0} est compact et que la fonction µn est à support dans un tube.
On montre que les fonctions µn sont de type positif : l’application φn étant complète-
ment positive, on a alors pour tout entier n, tout (zk)1≤k≤n dans C, pour tout x dans X
et tout (γp)1≤p≤n dans Gx, on a
A =
n∑
p,q=1
zpzqµn(γp, γq)
=
n∑
p,q=1
zpzq
〈
f∗γp ;φn
(
hγ−1p γq
)
f∗γq
〉
(x)
=
n∑
p,q=1
〈
zpf
∗
γp ;φn
(
hγ−1p γq
)
(zqf
∗
γq )
〉
(x)
or l’application γ → λ(hγ) est de type positif d’après le lemme 4.72 donc la matrice
[λ(hγ−1p γq )]1≤p,q≤n est positive et comme l’application φ est complètement positive alors
la matrice
[
φ(hγ−1p γq)
]
1≤p,q≤n
est positive et la fonction µn est donc de type positif pour
tout entier n.
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Pour prouver que la suite (µn)n∈N converge uniformément vers un sur les tubes, on a,
pour tout couple (γ, η) dans le tube TKn ,
B = |µn(γ, η) − 1|=
∣∣〈f∗γ , φn(hγ−1η)(f∗η )〉(x)− 1∣∣
≤ ∣∣〈f∗γ , (φn − idA)(hγ−1η)(f∗η )〉(x)∣∣ + ∣∣〈f∗γ , idA(hγ−1η)(f∗η )〉(x)− 1∣∣
≤ ∥∥(φn − idA)(hγ−1η)∥∥+
∣∣∣∣∑
α∈Gx
f∗γ (α)(hγ−1η ⋆ f
∗
η )(α)− 1
∣∣∣∣
≤ ∥∥(φn − idA)(hγ−1η)∥∥+
∣∣∣∣f∗γ (γ−1) ∑
β∈Gr(γ)
hγ−1η(γ
−1β)f∗η (β
−1)− 1
∣∣∣∣
≤ ∥∥(φn − idA)(hγ−1η)∥∥+ ∣∣hγ−1η(γ−1η)f∗η (η−1)− 1∣∣
≤ ∥∥(φn − idA)(hγ−1η)∥∥+ ∣∣hγ−1η(γ−1η)− 1∣∣
< (2n)−1 + (2n)−1
< 1/n

Théorème 4.74. Soit G ⇒ X un groupoïde étale localement compact σ-compact et
séparé ayant un espace des unités X compact, satisfaisant la propriété (W) et la condition
(Cont). Si la C∗-algèbre C∗r (G) est exacte, alors le groupoïde βXG ⋊ G est moyennable.
Démonstration. Pour prouver que groupoïde βXG⋊G est moyennable, il suffit de montrer
que pour tout réel strictement positif ε et tout sous espace compact K de βXG ⋊ G, il
existe une fonction νε,K dans Cc(βXG⋊G), continue, de type positif et à support compact
telle que pour tout (z, γ) dans K, on a
|νε,K(γ, η) − 1|< ε
Pour cela on va utiliser la σ-compacité de G : il existe une suite (Kn)n∈N croissante de
compacts de G telle que Kn ⊂ K˚n+1 pour tout n entier et
⋃
n∈NKn = G.
On a montré que pour tout n dans N, il existe une fonction µn : G ∗r,r G → R de type
positif, à support dans le tube TKn+1 telle que pour tout couple (γ, η) dans TKn , on a
|µn(γ, η) − 1|< n−1.
On note pn : G(2) → R la fonction continue définie pour tout couple (γ, η) dans G(2) par
pn(γ, η) = µn(γ, γη). On remarque que si η est en dehors du compact Kn+1 alors pour
tout γ dans Gr(η), on a pn(γ, η) = 0.
Pour tout γ dans Kn, on considère un voisinage ouvert U
γ
n de γ inclus dans K˚n de sorte
que les applications source et but restreintes à Uγn soient des homéomorphismes sur leur
image respective. On peut alors définir un recouvrement ouvert fini du compact Kn noté
Un = {U jn}mj=1. L’application but étant un homéomorphisme de U jn sur r(U jn) pour tout
j dans {1, ...,m}, on note σjn : r(U jn) → U jn une section de r. On note {ϕjn}mj=1 une
partition de l’unité subordonnée au recouvrement Un telle que pour tout η dans Kn, on
a
∑m
j=1ϕ
j
n(η) = 1.
Pour tout j dans {1, ...,m}, on considère pjn : G(2) → R définie pour tout (γ, η) par
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pjn(γ, η) = pn(γ, η)ϕ
1/2
n,j (η) qui est à support dans G ∗s,r Un,j
On pose νjn : G → R l’application définie pour tout γ par
νjn(γ) =
{
pjn
(
γ, σjn(s(γ))
)
si s(γ) ∈ r(U jn)
0 si s(γ) /∈ ∪mj=1r(U jn)
On remarque que la fonction νjn est continue, bornée sur G et pour tout γ hors du compact
Kn+1 on a ν
j
n(γ) = 0. Ainsi ν
j
n est dans la C∗-algèbre Cs0 donc dans C0(βXG).
On pose νn : G(2) → R définie pour tout (γ, η) par
νn(γ, η) =
{ ∑m
j=1 ν
j
n
(
γ, σjn(s(γ))
)
ϕ
1/2
n,j (η), si η ∈ Kn+1
0, sinon
La fonction νn est dans C0(βXG ⋊ G) et prolonge par continuité la fonction pn ; en effet,
pour tout (γ, η) dans Supp(pn), on a
pn(γ, η) − νn(γ, η) = pn(γ, η)−
m∑
j=1
νjn
(
γ, σjn(s(γ))
)
ϕ
1/2
n,j (η)
= pn(γ, η)−
m∑
j=1
pjn
(
γ, σjn(s(γ))
)
ϕ
1/2
n,j (η)
= pn(γ, η)−
m∑
j=1
pn
(
γ, σjn(s(γ))
)
ϕ
1/2
n,j (σ
j
n(s(γ)))ϕ
1/2
n,j (η)
= pn(γ, η)−
m∑
j=1
pn
(
γ, η
)
ϕ
1/2
n,j (η)ϕ
1/2
n,j (η)
= pn(γ, η)− pn(γ, η)
m∑
j=1
ϕn,j(η) = 0
On montre que le support de chaque fonction νn est compact : le support de la fonction
νn est dans βXG ∗s˜,r Kn+1 et r(Kn+1) est un sous espace de X compact (par conti-
nuité de l’application but). De plus l’application s˜ : βXG → X étant propre, l’espace
s˜−1(r(Kn+1)) est compact dans βXG. Ainsi le support de νn qui est fermé et inclus dans
s˜−1(r(Kn+1)) ∗s˜,r Kn+1 est un compact de βXG ⋊ G. Donc νn est à support compact.
Puisque les fonctions µn sont de type positif, il est clair que les fonctions νn sont éga-
lement de type positif.
On montre maintenant que la suite (νn)n∈N converge uniformément sur les compacts
de βXG ⋊ G : il suffit de considérer le cas particulier Z ∗K où Z est un compact βXG et
K un compact de G. On note Z˜ = Z ∩ G le sous espace de G et on a alors pour tout n
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entier
sup
(z,η)∈Z∗K
∣∣νn(z, η) − 1∣∣ = sup
(γ,η)∈Z˜∗K
∣∣νn(γ, η) − 1∣∣
= sup
(γ,η)∈Z˜∗K
∣∣µn(γ, γη) − 1∣∣
= sup
{|µn(γ, γ′)− 1| : (γ, γ′) ∈ Z˜ ∗ G / γ−1γ′ ∈ K}
et on en déduit que la suite (νn)n∈N converge uniformément vers un sur les sous espaces
compacts de βXG ⋊ G.
Ainsi le groupoïde βXG ⋊ G est moyennable.

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