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Abstract 
A characterization is given for acyclic digraphs that are the acyclic intersection digraphs of 
subpaths of a directed tree. 
1. Introduction 
In [S] and [6], acyclic digraph versions of interval graphs and subtree (chordal) 
graphs were presented and characterized. We now continue this type of study and give 
an acyclic digraph version of subpath digraphs. 
First we will recall some of the definitions and results from [S] and [6]. Terms 
and notations not explicitly mentioned can be found in [7]. All digraphs will be 
finite. 
For (X, d ) a partially ordered set (poset) and S a subset of X, we let inf(S) denote 
the greatest lower bound of S, if it exists. Let S1, . . . , S, be subsets of X such that 
inf(S,), . . . , inf(S,) exist and inf(Si) # inf(Sj), for all i # j. The intersection acyclic 
&graph of S, , . . . ,S,in(X,d)isthedigraphD=(I/,A),whereT/={v,,...,u,)and 
ViUj E A if and only if SinSj # 8 and inf (Si) < inf(Sj). AS shown in [S], a digraph is 
acyclic if and only if it is an intersection acyclic digraph, so that the situation parallels 
that for ordinary graphs: the possibility for interesting results only occurs when 
restrictions are placed on the sets Si and/or the poset (X, < ). 
When the poset is the set of real numbers under the usual ordering and the sets are 
intervals, the resulting intersection acyclic digraph is called an interval ucyclic &graph. 
These digraphs were characterized in [S] by the existence of a certain ordering of the 
vertices. In addition, a list of forbidden induced subdigraphs was given. In the course 
of the present study, this forbidden subdigraph list for interval acyclic digraphs was 
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Fig. 1. The forbidden subdigraph for subtree acyclic digraphs 
found to be incomplete. The correct expanded list is given in Fig. 4 and can be seen to 
be analogous to the list of forbidden subdigraphs for interval graphs found in [S]. 
The next natural restriction to be placed on the poset is a tree condition. A poset 
(T, 6 ) is a tree semilattice if and only if every two elements of T have a greatest lower 
bound and, for every x, y, z in T, x, y < z implies that x < y or y < x. Clearly a tree 
semilattice can be thought of as a rooted (directed) tree. When the subsets of T are 
subtrees with distinct greatest lower bounds, the resulting intersection acyclic digraph 
is called a subtree acyclic &graph. These digraphs are characterized in [6] by having 
no induced subdigraphs of the type in Fig. 1. Note that this corresponds to the 
characterization of subtree graphs as those graphs having no induced cycles of length 
greater than three, i.e. chordal graphs [lo]. 
We now study what happens when we keep the poset as tree semilattice but restrict 
the type of subtree. Thinking of a tree semilattice T as a rooted directed tree, a subpath 
of T is just a directed path. The intersection acyclic digraph of subpaths of a tree 
semilattice is a subpath acyclic &graph. Ordinary intersection graphs of subpaths in 
a tree (both directed and undirected) have been studied ([l-4,9]), but complete lists 
of forbidden subgraphs are not known. For subpath acyclic digraphs we are able to 
provide such a characterization. 
2. Subpatb acyclic digraphs 
Before stating our main result we need to introduce and recall some concepts that 
will be useful in our proof that will follow in Section 3. 
Throughout we let D = (V, A) be a digraph with vertex set V and arc set A. 
A transmitter in D is a vertex with indegree zero. A transmitter elimination scheme for 
D is an ordering vl, v2, . . ,v, of I/ such that v1 is a transmitter in D and vi+l is 
a transmitter in D - {vl, . . . , Vi>, for i = 1, . . . , n - 1. It is easy to see that D is acyclic 
if and only if D admits a transmitter elimination scheme. Recall the fact that a digraph 
is connected if and only if its underlying graph is connected. A unique-transmitter 
elimination scheme for D is a transmitter elimination scheme vl, v2, . , v, for D such 
that every component of D as well as every component of D - {vl, . . . , vi}, for 
F.R. McMorris, H.M. Mulderl Discrete Mathematics 154 (1996) 189-201 191 
i = 1, . . . ) n - 1, has a unique transmitter. Note that D admits precisely one unique- 
transmitter elimination scheme if and only if D is acyclic, connected and has a directed 
spanning path. 
Let D be a connected digraph admitting a unique-transmitter elimination scheme 
2’ 1, . . , v,. For i = 2, . . . , n, let D,, denote the weak component of D - { ul, , C’i- 1 } 
with ui as unique transmitter, and let D,, = D. We construct a rooted spanning tree 
FD of D as follows: c’~ is the root, and, for i = 1, , n - 1, the arcs from vi in FD are 
the arcs from Ui to the transmitters in D,, - Ui. We call FD the transmitter spanning tree 
of D. For every vertex u in D, the unique directed path P, in FD from til to u is the 
transmitter path of u. It is straightforward to show that any vertex on a directed path 
to u in D lies on the transmitter path of u. Note that a unique-transmitter elimination 
scheme is just a linear extension of the partial order defined by FD. If we denote by 
P”, the directed path P, - U, then D, is precisely the component of D - P, that 
contains U. The components of D, - u will be called the components of u. 
The class of digraphs admitting a unique-transmitter elimination scheme seems to 
be interesting in its own right. At this time we will restrict ourselves to some easy 
observations about these digraphs. For a connected digraph D the following condi- 
tions are equivalent: 
(i) D admits a unique-transmitter elimination scheme; 
(ii) D is acyclic and contains a unique rooted spanning tree; 
(iii) D is acyclic, and, whenever the digraph of Fig. 1 occurs in D, there is a directed 
path between the bottom two vertices. 
Let D be a subtree acyclic digraph, or equivalently, a digraph in which the digraph 
of Fig. 1 cannot occur as induced subdigraph. Then it follows easily that D admits 
a unique-transmitter elimination scheme (cf. [6]). Suppose D is also connected with 
unique transmitter v that is adjacent to U. Then it is easy to see that v is adjacent to all 
vertices on the transmitter path P, of U. 
Let D be a subpath acyclic digraph with a representation by subpaths in a rooted 
tree T. We refer to this as a representation T. For any vertex u of D, we have a subpath 
S, of T representing U. This subpath has a root rU, which in itself is some vertex v, of T. 
In a way, vertex u of D, subpath S, of T, root r,, of S, and vertex L’, of T are only four 
different manifestations of the same object. Hence, to avoid cumbersome notation and 
to simplify our perspective, we abuse notation a bit: for any vertex u of D we use u to 
also denote the subpath of T representing u as well as the root of this subpath in T. 
This will not create confusion, for, at any moment we will indicate which manifesta- 
tion of u is being discussed: where necessary we write either vertex u of D, or subpath u, 
or root u, or vertex u of T. We will think of T as oriented upwards from its root, so that 
we may speak of vertices (strictly) below or (strictly) above u in T. For any vertex u of 
T, we denote by T, the branch of T at u, i.e. the subtree of T consisting of u and all 
vertices above u. Clearly T, together with the subpaths of the representation T con- 
tained in T, form a representation of D,, for any vertex u of D. Let x and u be vertices 
of D such that in T root x is strictly above root U. We say that subpath u hits a subpath 
x if subpath u intersects subpath x, otherwise u misses x. 
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Fig. 2. Extension of a representation. 
Suppose D is also connected with unique transmitter v. Then T, is a representation 
of D with root v of outdegree one. In the proof below the representations will always 
have this canonical form: for a connected subpath acyclic digraph with unique 
transmitter v, every representing tree will have v as its root with outdegree one. 
If D - v is connected as well, with unique transmitter vi and representation Ti, 
then we can try to extend T1 to a representation of D as follows. We add a new vertex 
v to T1 and join it by an arc to vi, thus obtaining a tree T with root v with outdegree 
one. Now, in T, we search for a subpath with root v to represent v in D. For an 
illustration of this extension procedure see the digraphs D and D - v in Fig. 2. We use 
a directed path with three vertices as representing tree for D - v. Then v1 is represent- 
ed by the subpath of length two, and the vertices v2 and v3 are represented by subpaths 
of length zero. There are two representations T1 and T’, of D - v: in T1 we have 
v2 below v3 and in T; we have v3 below v2; diagrams depicting the two representa- 
tions are given in Fig. 2. Only T1 is extendable to a representation T of D, see 
Fig. 2. With this extension procedure we obtain a representation T of D without 
redundant vertices, i.e. each vertex u of T is root of some subpath u representing vertex 
u of D. 
In Fig. 3 we depict the forbidden subdigraphs for subpath acyclic digraphs. In some 
of these digraphs a directed path S of length II occurs with n B 0 indicated by a dotted 
line. It is understood that all vertices of S are adjacent from the two vertices that are 
adjacent to the first as well as the last vertex of S as indicated in the figure. The 
numbering of the vertices corresponds to a unique-transmitter elimination scheme. 
The digraph of Fig. 3.1 is the forbidden digraph for subtree acyclic digraphs. The 
digraphs of Fig. 3.2 also belong to the list of forbidden subdigraphs for interval acyclic 
digraphs, see Fig. 4. The numbering of the other digraphs is chosen as follows: by 
deleting one special vertex from digraph 3. # .a, for # = 3,4,5 we obtain the digraph 
from Fig. 4.a, which is forbidden for interval acyclic digraphs, for CI = a, b, c. In Fig. 
3.3.~ we delete vertex 1, in Fig. 3.4.~ we delete vertex 2, and in Fig. 3.501 we delete 
vertex 3. 
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In the proof below we use the following notation: if a set of vertices induces one of 
the digraphs of Fig. 3, then we list them in the order of the unique-transmitter 
elimination scheme indicated in Fig. 3. 
After these preliminaries we are ready to state our main theorem. 
Theorem 1. Let D be an acyclic &graph. Then D is a subpath acyclic digraph ifand only 
if D does not contain any of the digraphs of Fig. 3 as an induced subdigraph. 
3.2.b 
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Fig. 3. The forbidden induced subdigraphs for subpath acyclic digraphs. 
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Fig. 3. Continued. 
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Let D = (V, A) be an acyclic digraph without any of the digraphs of Fig. 3 as an 
induced subdigraph. Since the digraph of Fig. 1 does not occur, D admits a unique- 
transmitter elimination scheme. 
F.R. McMorris, H.M. Mulder/Discrete Mathematics 154 (1996) 189-201 195 
. 
We use induction on IV1 to prove that D is a subpath acyclic digraph. For IV1 = 1, 
the assertion is trivial, so let 11/l 3 2. If D is not connected with components 
D, , D2, . . , Dk, then by induction, each Di has a representation Ti with root Vi. By 
adding a new vertex w and joining it to vl, c2, . . . , ck, we obtain a repreSentatiOII for D. 
Thus we assume D to be connected with unique transmitter o. 
Suppose that D - v has at least two components D1, D2, . . . , Dk. Let v -+ Di denote 
the digraph of D induced by Di together with u. Clearly u --) Di has less vertices 
than D. Hence, by induction, the subdigiaph c’ + Di has a representation Ti with 
root, say, Ui, for i = 1, 2, . . . ,k. Let Ui be the end vertex of subpath Vi in Ti. Now 
we graft tree Ti onto tree Ti _ 1 by joining vertex Ui _ 1 of Ti_ 1 by an arc to the root ci 
of Ti, for i = 2, . . . , k. Furthermore, we add the new vertex v adjacent to ui. 
The resulting tree T yields a representation for D, where the subpath 
v -+ vi + .” -+ u1 -+ o2 -+ ... + u2 + v3 + ... + uk, which can be viewed as 
the concatenation of the subpaths ri, forms the subpath in T representing vertex L’ of 
D. Loosely speaking, the representation T is constructed by taking subpath c’ directed 
upwards and placing components D,, . . . , Dk consecutively along subpath o. Note that, 
by renumbering the components of D - u in the above construction, we obtain other 
representations of D. Renumbering components amounts to interchanging them along 
subpath v. 
Now let D - ti be connected with unique transmitter rZ. By induction, D - u has 
a representation T with root u2. Let T + v denote the tree obtained from T by adding 
the new vertex v and joining it by an arc to v2. Let Y be a neighbor from 0 in D such 
that no vertex in T above Y is adjacent from v in D, i.e. r is a maximal neighbor from L‘. 
Let R be the subpath in T + v with root v and end vertex r. Now R is our candidate 
subpath to represent u. It is possible that some vertices adjacent from 2: in D do not 
have their root on R in T, whereas some vertices not adjacent from v in D do have 
their root on R in T. So T + u together with R and the subpaths of representation 
T form a partial representation of D. Of course we choose our maximal neighbor 
r from v such that subpath R minimizes the number of such discrepancies. 
We may think of the representation T of D - v as being built up stepwise by 
one-vertex extensions, as in Fig. 2, from the one vertex graph. In this process, if some 
vertex u has more than one component, then, as we saw above, D, has more than one 
representation. Some of these representations will be extendable, while others may 
not. Hence, in general, D - u has several representations. Among these representa- 
tions we choose T to be such that the partial representation T + v with subpath 
R maximizes the number of adjacencies from t’ that are actually realized. 
Assume that there is a neighbor u of v in D having its root in T not on R. Because of 
the choice of R, the root of u cannot be above r. So it must be on some path Q in 
T branching off from R at some vertex x below r. Since all vertices on the transmitter 
path P, = v -+ v2 + ... + a -+ u are adjacent from v, we may choose u such that 
root u is on Q, whereas the root of a, the last vertex on P, before u, is still on R. Thus 
subpath a starts on R, then branches of at x along Q and hits u. Moreover, since u is 
a transmitter in D, - a, no subpath rooted above a hits u. Let y be the lowest root on 
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R above x being adjacent from v in D. Note that Y lies above y (possibly y = v). Let b be 
the vertex on the transmitter path P, before y. Then root b lies on R below or at x, and 
subpath b contains x and hits y. Therefore a and b are adjacent, and we must consider 
two cases. 
Case 1. a is adjacent to b. Let b’ be the transmitter in the component of a contain- 
ing b. Note that b’ lies on the transmitter path Pb in D, so that v is adjacent to b’. Then, 
in the representation T, of D,, the components Dbj and D, are consecutive along 
subpath a, and any other component of a lies between a and b’ or above D,. 
Furthermore, r being above y, lies in DbC, 
Let T, be the representation of D, obtained from T, by exchanging the components 
Db, and D, along subpath a. Let T be the tree obtained from T by replacing the branch 
T, by TT,. We use T to construct a representation of D - v. To represent a vertex of 
D,, we take the corresponding subpath in representation T’, of D,. If w is a vertex in 
D - v outside D, and not adjacent to a, then subpath w in representation T is 
contained in T - T,, so we may take this subpath to represent w in FT. Let z be 
a vertex on P, adjacent to a. Note that v is adjacent to z. If subpath z misses b’ in T, 
then we may take this subpath to represent z in 7. So assume that z hits b’. There are 
now some subcases to consider. 
Subcase 1.1: z hits y. Then z is adjacent to b but not to U, so that v, z, a, b, y, u 
induce in D the digraph of Fig. 3.3.b. 
Subcuse 1.2: z does not hit y or u. Let z + z1 + .‘. -+ zk + b be a shortest 
z, b-path. Since z is adjacent to b’, it follows that zl, . . . ,zk lie in Db, and so are 
adjacent from a. Then v, z, a, zi, . . , zk, b, y, u induce in D the digraph of Fig. 3.3.~. 
Subcuse 1.3: z hits u but not all vertices of D, that are adjacent from a. Let w 
be the lowest vertex of D, on subpath a that is not hit by z, and let 
s=u + ui + ... + uk + w be a shortest U, w-path. Then z is adjacent to all 
vertices of S except w. If v is adjacent to w, then v, z, b, y, uk, w induce the digraph of 
Fig. 3.3.a. If v is not adjacent to all vertices of S, say v is adjacent to Ui but not to Ui + 1 
(with w = &+i), then v, a, b, y, Ui, LQ+~ induce the digraph of Fig. 3.5.b. 
Subcuse 1.4: z hits a vertex w of D, not adjacent from a. Then z is adjacent to all 
vertices of D, that are adjacent from a, and we may choose w such that the vertex 
immediately before w on the transmitter path P, is still adjacent from a. Let 
u+u*+ ... -+ uk + w be a shortest u, w-path. If v is adjacent to w, whence also to 
uk, then v, a, b, y, uk, w induce in D the digraph of Fig. 3.3.a. Otherwise, v is adjacent to 
some Ui but not to ui+ 1. (withu=u,andw=z4k+1).Thenv,z,ui,ui+,,b,yinducein 
D the digraph of Fig. 3.5.b. This settles Subcase 1.4. 
Hence it follows that if z is on P, and hits b’, then z is adjacent to all the 
outneighbors of a in Db, and D, but not to any other vertex in these components. 
So we may interchange Db, and D, simultaneously along subpaths a and z, thus 
obtaining a subpath representing z in T. It follows that T is a representation of D - v 
as well. 
Now recall that r is in Db,, so that the effect of interchanging Db, and D, as above is 
that all vertices below r in T are also below r in F. Moreover, u is also below r in T. So, 
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if subpath a from u to r in 7 is taken to represent u, then all adjacencies from v are 
realized by T + v and also T + u realizes the adjacency from u to U. This contradicts 
the maximality assumption on T. Hence T + u together with R realizes all adjacencies 
from v. This concludes Case 1. 
Case 2: 6 is adjacent to a. Since b is the vertex before y on the transmitter path P,, it 
follows that D, is a component of b. Clearly a must lie in a different component of b, so 
let a’ be the transmitter in this component. Then D,. and D, are consecutive compo- 
nents along subpath b in Tb. We obtain a representation T, of D6 by interchanging 
D,, and D, along b. Let F be the tree obtained from T by replacing the branch Th by 
T*. We proceed in a similar way as in Case 1 to construct a representation of D - u 
using T. We take subpaths in T, and in T - T,,, and we adapt, if necessary, subpaths 
of vertices on Pb adjacent to b. The only vertices that may cause trouble are of the 
following type: z is on Ph and hits a’. Again we need to consider some subcases. 
Subcase 2.1: z hits u. Then z is not adjacent to y, so c’, z, b, a, u, y induce in D the 
digraph of Fig. 3.3.b. 
Subcase 2.2: z does not hit u or y. Let z + z1 + ... --+ zk + a be a shortest 
z, a-path. Since z is adjacent to a’, it follows that zl, . ,zk lie in D,, and so are 
adjacent from b. Then v, z, b, y, zl, z2, . . . , zk, a, u induce in D the digraph of Fig. 3.3.~. 
Subcase 2.3: z hits y but not all vertices of D, that are adjacent from b. Let w 
be the lowest vertex of D, on subpath b that is not hit by z, and let 
s = y + y, -i ... + yk -+ w be a shortest y, w-path. Then z is adjacent to 
yl, , yk. If u is adjacent to w, and thus also to y,, . . . , yk, then u, z, a, u, yk, w induce 
in D the digraph of Fig. 3.3.a. If u is adjacent to yi but not to yi+ I (with yk+ 1 = w), then 
V, b, yi, yi+ 1, a, u induce the digraph of Fig. 3.3.b. 
Subcase 2.4: z hits h vertex w of D, not adjacent from b. Then z is adjacent to all 
outneighbors of b in D,, and we may choose w such that the vertex before w on the 
transmitter path P, is adjacent from b. Let y + y, -+ ... -+ yk + w be a shortest 
y, w-path. If L’ is adjacent to w, hence also to yk, then v, b, a, u, yk, w induce in D the 
digraph of Fig. 3.3.a. Otherwise, v is adjacent to some yi but not to yi+ 1 (with y = y, 
andw =yk+1).Then~,z,a,u,yi,yi+, induce in D the digraph of Fig. 3.5.b. This settles 
Subcase 2.4. 
Hence it follows that if z is on Pb and hits a’, then z is adjacent to all outneighbors of 
b in D,, and D, but not to any other vertex in these components. So we may 
interchange D,. and D, simultaneously along subpaths b and z, thus obtaining 
a subpath representing z in F. We infer that ? is a representation of D - u as well. 
Recall that r is in D,, so that r is above y in T. If r is not adjacent from b, then, since 
r is in Dbf, we can find ri, ri+ 1 on a shortest b, r-path with b adjacent to ri but not to 
ri+l. Since l”i, i”i+ 1 lie on the transmitter path P, in D, it follows that they are both 
adjacent from u. But now u, b, a, u, ri, ri+ 1 induce in D the digraph of Fig. 3.3.a. So r is 
a vertex in D, adjacent from b. Hence all vertices on R between b and r adjacent from 
v are also adjacent from b. 
The effect of interchanging D,. and D, as above is that, in F, neighbors from ti in 
D,, are above or at r, whereas all other neighbors of u on R in T are still below r in T. So 
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let r” be a neighbor from u which is maximal in T above or at u, and let fi be the subpath 
in T + v form v up to F. Then R” contains all the roots of neighbors from u that are on 
R as well as u. This contradicts the maximality assumption in T, and Case 2 is settled. 
So we have shown that T + u with R is a partial representation of D realizing all 
adjacencies from u. 
Among such representations T of D - v (with T + o realizing all adjacencies from 
u) we choose one such that, in the partial representation T + v of D, the number of 
vertices not adjacent from u but having their root on R is as small as possible. Assume 
that there is a vertex w in D - u with root on R but not adjacent from u in D. We 
choose w to be the highest non-neighbor from v below r. Among such representations 
T of D - u, we may take T to be such that the number of neighbors from v below w is 
as large as possible. Let b be the vertex on R directly above w. Then v is adjacent to b. 
Let a be the vertex before b on the transmitter path Pb. Then root a must be below 
w on R, and subpath a hits w and b. Since b is a transmitter in D, - a, it follows 
that w is not adjacent to b. Let w’ be the transmitter of the component of a containing 
w. Then D,, and D, are consecutive components of a along subpath a. Let Tel 
be the representation of D, obtained from T, by interchanging D,, and Db along a. Let 
7 be the tree obtained from T by replacing branch T, by To. Using the same 
technique as above, we construct from T a representation of D - v. The only vertices 
that may cause trouble are vertices z on P, hitting w’. We must again consider some 
cases. 
Case M: z hits w’ but not b. Let z -+ w2 + ... + wk -+ w be a shortest z, w-path. 
Then w2, . . . , wk are adjacent from a. Since v is not adjacent to w, there is some i with 
1 < i 6 k such that u is adjacent to wi but not to Wi+ 1 (with z = w1 and w = wk+i). 
Thenv,z,a,b,w,, . ..) wi,wi+l induce in D the digraph of Fig. 3.2.b. 
Case /3: z hits b but not y in Db, where y is adjacentjiiom a. Let y be the lowest such 
vertex, and let c be the vertex before y on the transmitter path P,. Then c is in Db and 
z is adjacent to c. Let v -+ cl + ... -+ ck -+ c be a shortest v, c-path. Since v is 
adjacent to b, all of cl, . . , ck lie in Db and thus are adjacent from z. If u is adjacent to 
y, then v, z, a, y, w induce in D the digraph of Fig. 3.2.a. If v is not adjacent 
to y, then u is adjacent to some Ci but not to Ci+ 1 (with c = ck+ i), and 
0, a, a, W, Ci, ci+ 12 ... 9 ck, c, y induce in D the digraph of Fig. 3.5.~. 
Case y: z hits all vertices of Db adjacentfrom a and a vertex y of Db that is not adjacent 
from a. Let y be the lowest such vertex in T, and let b + y2 -+ ... -+ yk + y 
be a shortest b, y-path. Then y,, . . . ,yk lie in Db and are adjacent from a. If u 
is adjacent to y, then v, z, a, w, yk, y induce in D the digraph of Fig. 3.4.b. Otherwise, 
u is adjacent to some yi but not to yi+l (with b = yl and y = yk+l). Then 
0, a, a, W, Yi, Yi+ 1, ... 9 yk,y induce in D the digraph of Fig. 3.4.~. This settles Case y. 
From the above it follows that, if z on Pb hits w’, then z hits precisely those vertices 
of D,, and Db that are adjacent from a. So we may interchange D,, and Db simulta- 
neously along a and z, thus obtaining a subpath representing z in 7. 
We infer that 7 is a representation of D - 21 as well. We will show that T + v is 
a partial representation of D that ‘improves’ on T + U. 
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First assume that u is not adjacent to w’, so that u is not adjacent to any vertex of 
D,,. If r is in Db, then the effect of interchanging D,,,, and Db along a is that subpath 
a from u to I in T does not hit any vertex of D, but still hits all neighbors from u. So, in 
T + u, there is at least one non-neighbor of v fewer with root on R. If r is not in Db, 
whence Y is above the part of Db on subpath a, then w is below r in T. But now there 
are more neighbors from v below w in T, whereas w is also in T the highest 
non-neighbor from v on the subpath from v to r representing v. 
Second, assume that v is adjacent to w’. Since T + v realizes all adjacencies from U, 
we know that the neighbors from v in D,, are linearly ordered along subpath R. So we 
may find consecutive vertices Wi, wi+ 1 on a shortest w’, w-path such that v is adjacent 
to Wi but not to Wi+i or any vertex in D,,,, above Wi + 1. If r were not adjacent from a, 
then let ri, ri+ 1 be consecutive vertices on a shortest a, r-path with a adjacent to ri but 
not to ri+i. Note that v is adjacent to ri, ri+ 1, since both are on the transmitter path 
P,. Then V, U, Wi, Wi+l, ri, r. ,+1 induce in D the digraph of Fig. 3.5.b. Therefore, r is 
adjacent from a. 
If there were some y in Db adjacent from a but not from v, then let yi, yi+ 1 be 
consecutive vertices on a shortest b, y-path with v adjacent to yi but not to yi+ 1. Note 
that a, being adjacent to y, is adjacent to both yi and yi + 1. Hence v, a, wi, wi+ 1, yi, yi+ 1 
induce in D the digraph of Fig. 3.4.a. So v is adjacent to all neighbors from a in Dg. Now, 
if r is in Db, then, in T, the only neighbors from v above r are those in D,,. Let i be the 
highest neighbor from u above wi. Then all neighbors from u have their roots on 
a subpath j? from u to ?, whereas w is not on l?. Hence T + u with R” is a partial 
representation of D having fewer non-neighbors of u on r? than T + u with R. So r must 
be above the part of Db on supbath a. This implies that, if we interchange D,, and D,, 
we move w ‘upwards’ along R, and again we contradict the optimality of T. 
Thus, at last, we may conclude that T + v with R is a proper representation of D, by 
which we have completed the proof of the ‘if-part’ of Theorem 1. 
For the converse, it is easily seen that the digraph of Fig. 3.1 is a forbidden induced 
subdigraph for subtree acyclic digraphs (cf. [S]), and thus is forbidden for subpath 
acyclic digraphs. 
First we check that the digraphs of Fig. 4 are forbidden for interval acyclic digraphs. 
The numbering again corresponds to a unique-transmitter elimination scheme. Let 
D be a connected interval acyclic digraph with unique transmitter v. Then there is at 
most one component of v in which not all vertices are adjacent from u. If there is such 
a component, then it has to be placed ‘at the top’ of subpath u. So in Figs. 4.3.b and 
4.3.~ the components of 2 have a fixed order, the lower one being the one vertex 
component. But the representation of Dz is not extendable to include 1. In the digraph 
of Figs 3.2 and 4.2, vertex 3 has two components. Vertex 2 forces the singleton 
component to be the upper one, whereas 1 forces it to be the lower one. 
Let D be a subpath acyclic digraph, and denote by N(u) the set of outneighbors of u. 
Then N(u) together with u induces an interval acyclic digraph. By deleting vertex 1 from 
digraph 3.3.~ we obtain digraph 4.3.~. Hence the digraphs of Fig. 3.3.~ are forbidden. 
The same argument as above forbids the digraphs of Fig. 3.2 in the subpath case. 
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Fig. 4. The forbidden induced subdigraphs for interval acyclic digraphs. 
In digraph 3.4.a vertex 2 has two components, but no representation of D2 is 
extendable to include vertex 1. 
In digraphs 3.4.b and 3.4.c, vertex 3 has two components, of which the singleton 
component must be the lower one. Since 2 is adjacent to all vertices in its component, 
D2 must be an interval acyclic digraph. But now we cannot add vertex 1. 
In digraph 3.5.b vertex 2 has two components, of which the one containing the two 
left most vertices must be the lower one. Again we cannot add 1. 
Finally, in digraph 3.5.~ vertex 3 has two components, for which there is no 
prescribed ordering. But 2 forces the singleton component of 3 to be the lower one, 
whereas 1 forces it to be the upper one. 0 
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4. Interval acyclic digraphs 
In [S] an incomplete list of forbidden induced subdigraphs for interval acyclic 
digraphs was given. We are now able to present a complete list in Fig. 4. The proof of 
the amended theorem is left to the reader; it may consist of an adapted and simplified 
version of the proof of Theorem 1. 
Theorem 2. Let D be an acyclic digraph. Then D is an interval acyclic digraph if and 
only if D does not contain any of the digraphs of Fig. 4 as an induced subdigraph. 
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