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This paper develops a new test, the trinomial test, for pairwise ordinal data
samples to improve the power of the sign test by modifying its treatment of zero
di®erences between observations, thereby increasing the use of sample information.
Simulations demonstrate the power superiority of the proposed trinomial test statis-
tic over the sign test in small samples in the presence of tie observations. We also
show that the proposed trinomial test has substantially higher power than the sign
test in large samples and also in the presence of tie observations, as the sign test
ignores information from observations resulting in ties.
Keywords: Sign test, trinomial test, non-parametric test, ties, test statistics,
hypothesis testing.
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Parametric tests make rather stringent assumptions regarding the nature of the pop-
ulation from which the observations were drawn (Siegel, 1956). On the other hand,
non-parametric methods are popular for practitioners as they do not require strong
assumptions for their validity, as are required by their parametric counterparts.
Non-parametric approaches based on signs and ranks form a substantial body of
statistical techniques that provide alternatives to classical parametric methods. For
example, most non-parametric tests require the assumption of a population from
which subjects are obtained by random sampling, whereas for most non-parametric
methods, treatments being compared are assumed to have been randomly assigned
to subjects. A bibliography of non-parametric statistics by Savage (1962) lists about
3,000 items. Among them, the sign test is one of the most widely used, and is re-
garded as the oldest non-parametric test procedure. The sign test was used in
applications as early as 1710 in an article by Arbuthnott. The test derives its name
from the procedure of converting data into plus and minus signs.
Dixon and Mood (1946) and Mackinnon (1964) have published tables of critical
values for the sign test. On the other hand, Wilcoxon (1945) indicates, for the ¯rst
time, the possibility of using ranking methods in order to obtain a rapid approxi-
mation of the signi¯cance of the di®erences in experiments containing both paired
and unpaired data. His paper is a milestone in the literature on non-parametric
statistics.
In addition, Dixon and Mood (1953) and Walse (1946) have published short
notes commenting on the power function of the sign test. Dixon and Mood use
various sample sizes and the signi¯cance level, ®, near 0.05 and 0.01 to tabulate the
values of the power function. The sign test is found to have decreasing power for
increasing sample size, increasing levels of signi¯cance and increasing values of the
alternative. Walse (1946) also comments that the sign test is approximately 95%
e±cient for small sample sizes when a comparison is made with the most powerful
1test for the case of a normal population.
It is well known that the sign test possesses poor performance in the presence of
zero observations. Some attempts have been made to modify the sign test in order
to increase its power in the presence of zero observations. One such attempt is to in-
clude the zero observations in a randomised treatment of zero observations, whereby
zero observations are randomly distributed into plus and minus signs. However, us-
ing di®erent theorems, Putter (1955) and Hemilrijk (1952) have proved that the
non-randomised treatment of zero observations is always better than randomisation
for the sign test.
To circumvent the low power of the sign test in the presence of zero observa-
tions, in this paper we develop a new test statistic, the trinomial test, for pairwise
ordinal data samples by incorporating the zeros in the sign test to improve power
performance signi¯cantly. This new trinomial test is found to be more powerful
than the sign test with the improvement becoming more obvious when the number
of ties is large. The main result of the paper is to introduce a new test which will
e®ectively take account of the zero di®erences, so that the new modi¯ed sign test
will perform better. This new test is based on a trinomial relationship between the
positive, negative and zero di®erences (observations).
In order to demonstrate the power superiority of our proposed trinomial test
statistic over the sign test, we ¯rst conduct simulations to show that the proposed
trinomial test is substantially superior to the sign test in small samples in the
presence of tie observations. We then prove that the proposed trinomial test is
substantially superior in power to the sign test in the presence of tie observations
in large samples. The poor performance of the sign test is due to the fact that it
ignores the information from the observations resulting in ties.
22 Review of Methodologies
Arbuthnott (1710) uses a sign test to study devine providence in the births of boys
and girls while Savage (1962) lists the sign test in his book. To take care of \tie"
observations, Dixon and Mood (1946) ¯rst recommend to include half number of
ties to positive observations as a nonrandomized unconditional exact (NUE) test
(see, Coakley and Heise, 1996):
S = N+ + N0=2 (1)
as the test statistic. The null hypothesis, H0, of the equality of positive probability
and negative probability is rejected whenever S exceeds the critical value which can
be calculated by B(N;1=2) and is tabulated under di®erent values of signi¯cance
level by Dixon and Mood (1946). They also point out the test is a little more strict
than the nominated signi¯cance level, especially for small sample size. However,
since this procedure reduces the power in testing H0 when ties are present, ties are
usually excluded in the sign test by many text books, see, for example, Dixon and
Massey (1951), in which N+ is used as test statistic and critical value is obtained
from B(N ¡ N0;1=2).
Putter (1955) proposes an asymptotic uniformly most powerful nonrandomized
(ANU) test (Coakley and Heise, 1996):
S1=2 =
N+ ¡ N¡ p
N+ + N¡
(2)
and the null hypothesis H0 is rejected if S1=2 > z® where z® is the 100(1 ¡ ®)th
percentile of a standard normal distribution. The asymptotic normal makes it easy
to obtain the p-value for the statistic. To use this test, N must be su±ciently large.
Some textbooks suggest that N should be greater than 10 while some say N should
be greater than 25.
3On the other hand, Coakley and Heise (1996) propose an improved nonrandom-
ized unconditional (INU) test:
S2=3 = N+ + (2N0=3) (3)
and the null hypothesis H0 is rejected if S2=3 > k(p0). The idea is coming from the
result of Irle and Klosener (1980). However, Wittkowski, Coakley, and Heise (1998)
points out that the INU test is a biased test, and the weight 2=3 should be replaced
by 1=2 which leads the INU test to the same as ANU test.
Through the normalization shown by Wittkowski, Coakley, and Heise (1998),
the standard nonrandomized traditional sign test can be easily seen to be the exact
version of the ANU test. In addition, Wittkowski (1989) examine the asymptotic
UMP sign tests for di®erent hypotheses. He points out that the procedure of dealing
with ties could be more meaningful if we take deeper inspect on the causes of tied
observations, which might be rounding error or the nature of the phenomenon. If the
ties are due to the nature of the phenomenon, it will not give valuable information.
If the ties are due to rounding error, the inclusion of ties should be considered.
3 The Trinomial Test
Despite the fact that the sign test is so simple and easy to apply, it does not usually
compare favourably with other non-parametric test procedures. An obvious reason
is that the sign test uses relatively less information from the testing samples when
we have a signi¯cant number of zeros and tied observations. The greater is the
number of zeros or tied observations, the greater is the loss of information due to
a smaller size being examined. In order to reduce the loss of information, in this
paper we develop a new test, the trinomial test, by modifying the original sign test.
The trinomial test includes the information of zeros or tied observations e®ectively,
so that the power of the trinomial test can be improved signi¯cantly.
4Consider a random sample of n pairs (X1;Y1), (X2;Y2);¢¢¢ ;(Xn;Yn). Let Di =
Xi ¡ Yi for i = 1;2;¢¢¢ ;n. The random variable, Di, can be partitioned into three
di®erent outcomes, D+, D0 and D¡, where D+, D0, and D¡ are de¯ned as the event
when Di is positive, zero and negative, respectively. Let nk denote the number of
trials resulting in outcome Dk and let pk = P(Dk) for k = +;0;¡. Then, we have:
P
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in which n++n0+n¡ = n and p++p0+p¡ = 1. It is intuitive that N+ and N¡ should









in which I+(r) = 1 if trial r results in outcome D+ and 0 otherwise and, similarly,
I¡(r) = 1 if trial r results in outcome D¡ and 0 otherwise.
Suppose we want to test the hypotheses:
H0 : p+ = p¡ ;
H1 : p+ > p¡ :
(5)
The construction of the new test statistic involves observing, in a sample of n pairs
of observations, the value nd and a particular realization of the random variable
(N+ ¡ N¡). The expectation of this random variable is given by:
E(N+ ¡ N¡) = n(p+ ¡ p¡):
Since cov(N+ ¡ N¡) = ¡np+p¡, the variance of the random variable is
V (N+ ¡ N¡) = np+(1 ¡ p+) + np¡(1 ¡ p¡) + 2np+p¡ :
5Therefore, under H0, we have:
E(N+ ¡ N¡) = 0
V (N+ ¡ N¡) = 2np
where p+ = p¡ = (1 ¡ p0)=2 ´ p.
The proposed test statistic is given by:
Nd = N+ ¡ N¡ ;
where N+ and N¡ are the number of positive and negative di®erences observed in
a random sample of n pairs of observations, as de¯ned in (4). H0 is rejected if
nd > C®, where nd is the realization of Nd and C® is the critical value for ® level of
signi¯cance. Thereafter, one could easily show that the probability distribution of
Nd is given by











Here, the critical values C® can be easily calculated. As an illustration, we display
the critical values in Table 1 for the case where n = 10 and ® = 0:05.
Table 1: Critical Values for the Proposed Trinomial Test
p0 0 .1 .2 .3 .4 .5 .6 .7 .8 .9
C® 6 5 5 4 4 4 3 3 2 2
P(nd > C®) .11 .034 .025 .044 .032 .021 .038 .021 .036 .008
P(nd ¸ C®) .055 .064 .055 .093 .076 .057 .104 .071 .135 .059
In practice, when the value of p0 is unknown, we use the unbiased estimate n0=n
to replace p0 to perform the trinomial test. When n = 10 and ® = :05, the rejection
6region of the trinomial test based on Table 1 is (in the order (n+;n0;n¡)):
(10;0;0);(9;0;1);(9;1;0);(8;1;1);(8;2;0);(7;2;1);(7;3;0);(6;3;1);(6;4;0);(5;5;0);(4;6;0):
When n = 10 and ® = :05, the rejection region of the sign test obtained from the
binomial table is:
(10;0;0);(9;0;1);(9;1;0);(8;1;1);(8;2;0);(7;2;1);(7;3;0);(6;4;0);(5;5;0):
Comparing the two rejection regions, we ¯nd that the points (6;3;1) and (4;6;0)
are only in the rejection region of the trinomial test. Therefore, in the case of n = 10
and ® = :05, the trinomial test is more powerful than the sign test (for any value
of p0).


























0 (1 ¡ p+ ¡ p0)n¡n+¡n0 :
Note that the critical value of C®(n0=n) of the trinomial test depends on n0=n,
the unbiased estimate of the unknown probability p0, whereas the critical value
C¤
®(n ¡ n0) of the sign test depends on (n ¡ n0), the number of non-zero signs.
The power functions of these two tests in the case where n = 10 and ® = :05 are
7displayed in Table 2.
4 The Power Comparison
Associated with any statistical test procedure is the natural question of how to
assess its performance in detecting the correct alternative. This question would be
easily resolved if there existed a test that has power which was always at least as
great as that of any other tests for parameters with values in the alternative region,
given a ¯xed signi¯cance level ®. We would resort to theories such as the Neyman
Pearson Lemma to generate uniformly most powerful tests. However, it is seldom
observed that a nonparametric distribution-free test procedure is uniformly more
powerful than its competitors. Therefore, one option is to obtain expressions for
the power functions of two competing test procedures for comparing the relative
properties of the two test statistics.
Another option is to compute the powers of the two test statistics. Such a
comparison would usually depend on: (i) the sample size n, (ii) the value of the
alternative, and (iii) the chosen signi¯cance level ®. We use this method to compare
the power of the trinomial test with that of the sign test.
4.1 Power Comparison of Sign Test versus Trinomial
Test in Small Samples
The power function is extensively employed by statisticians to assess the perfor-
mance of a test procedure. When the sample size is large, one can use the binomial
approximation and the usual sign test, even in the presence of a considerable num-
ber of ties. In the case of small samples, for example, a sample of size n = 10 in
which we have, say, 4 ties, the usual sign test is not particularly useful. However,
the proposed trinomial test is found to be useful in such situations.
8In this section we compare the power of the trinomial test against that of the sign
test based on 100,000 simulated samples of size 10. Here, the value of p0 is estimated
by the ratio (n0=n), and a signi¯cance level ® = 0:05 is used. The simulation results
are displayed in Table 2.1
From Table 2, it is clear that the performance of the trinomial test is superior
to that of the sign test as the former takes into account the presence of ties while
the latter ignores the presence of ties. Thus, we recommend the trinomial test for
cases with a reasonable number of ties in small samples.
4.2 Power Comparison of Sign Test versus Trinomial
Test in Large Samples
The trinomial test regards the number of zero di®erences, if any exist, as a random
variable. The following trinomial distribution can be derived:
(N+;N0;N¡) » Trinomial (n;p+;p0;p¡)
Consider the following hypothesis:
H0 : p+ = p¡ versus H1 : p+ > p¡ :
Let p+ ¡ p¡ = ± > 0. Observing a sample of n pairs, from Section 2, the test
statistic is given by
nd = n+ ¡ n¡
where n+ and n¡ are the realizations of N+ and N¡ de¯ned in (4).
When the sample size n is reasonably large, we can use the normal approximation
1We have conducted simulations for other values of ®, n and n0 in the presence of ties. As the
conclusions of these simulations are similar to the case presented in Table 2, we do not report these
results, which are available on written request.
9to the binomial distribution. Denoting ± = p+ ¡ p¡, we have p+ = (1 ¡ p0 + ±)=2
and p¡ = (1 ¡ p0 ¡ ±)=2. For ® level of signi¯cance, one could easily derive the
power of the trinomial test to be:
power(trinomial) = P
h





















As is usual practice in comparing the medians of two samples, we ignore the
information of zero di®erences when applying the sign test. To compare the perfor-
mance of our proposed test with that of the sign test, in this section we derive the
power of the sign test when zero di®erences are present in the observations.













which is the same as in the trinomial case.



























































Under H0, we have



























Under H1, we have
E(n+jn0) = (n ¡ n0)p0


















n ¡ n0 ¡ (n ¡ n0)¢
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(n ¡ n0)(1 ¡ ¢2)
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For the case when there is no zero observation (di®erence), we have p0 = 0 and
± = ¢. Therefore, when p0 = 0; n0 = 0, following from (8) and (10), we have








= Power of the sign test:
For situations in which there are zero observations, we obtain the following theorem:
Theorem 1 If p0 > 0 and z® >
p
n ¡ n0 ¢, the power of the trinomial test is
always greater than or equal to that of the sign test.
5 Conclusion
It is well known that the power performance of the sign test is poor in the presence
of zero observations. Attempts have been made to modify the sign test to increase
its power in the presence of zero observations, for example, through randomised
treatment of the zero observations. However, this approach has not been able to
improve power.
In this paper, we used an alternate approach by developing a new test, the
trinomial test, for pairwise ordinal data samples to include the treatment of zero
di®erences between observations in the test statistic. The proposed test statistic
is superior to the sign test as it includes the information of zero di®erences, and
thereby increases uses of sample information, while the sign test does not.
12Simulations demonstrated the power superiority of the proposed trinomial test
statistic over the sign test in small samples in the presence of zero observations. We
also showed that the proposed trinomial test was substantially superior to the sign
test in power in large samples in the presence of zero observations as the sign test
ignores information from the observations resulting in ties.
13References
[1] Arbuthnott, J. (1710). An Argument for Devine Providence Taken from the
Constant Regularity Observe in the Births of Both Sexes. Philosophical Trans-
actions 27, 186-190.
[2] Coakley, C.W. and Heise, M.A. (1996). Versions of the Sign Test in the Presence
of Ties. Biometrics 52(4), 1242-1251.
[3] Dixon, W.J. and Massey, F.J.Jr. (1951). An Introduction to Statistical Analysis.
New York: McGraw-Hill.
[4] Dixon, W.J. and Mood, A.M. (1946). The Statistical Sign Test. Journal of the
American Statistical Association 41, 557-566.
[5] Dixon, W.J. and Mood, A.M. (1953). Power Functions of the Sign Test and
Power E±ciency for Normal Alternatives. Annals of Math. Stat. 24, 467-473.
[6] Hemelrijk, J. (1952). A theorem on the sign test when ties are present. Neder-
land Akad. Wetensch., Proc., 55, 322-326.
[7] Irle, A. and KlÄ osener, K.-H. (1980). Note on the sign test in the presence of
ties. Annals of Statistics 8, 1168-1170.
[8] Mackinnon, W.J. (1964). Table for Both the Sign Test and Distribution-Free
Con¯dence Intervals of the Median for Sample Sizes to 1,000. Journal of the
American Statistical Association 59, 935-956.
[9] Putter, J. (1955). The Treatment of Ties in Some Nonparametric Tests. Annals
of Math. Stat. 26, 368-386.
[10] Savage, I.R. (1962). Bibliography of Non-parametric Statistics. Harvard Uni-
versity Press, Cambridge, Massachusetts (XV).
[11] Siegel, S. (1956). Nonparametric Statistics. The American Statistician 11(3),
13-19.
[12] Walse, J.E. (1946). On the Power Function of the Sign Test for Slippage of
Means. Annals of Math. Stat. 17, 358-362.
14[13] Wilcoxon, F. (1945). Individual Comparisons by Ranking Methods. Biometrics
1, 80-83.
[14] Wittkowski, K.M. (1989). An Asymptotic UMP Sign Test for Discretised Data.
The Statistician 38, 93-96.
[15] Wittkowski, K.M., Coakley, C.W. and Heise, M.A. (1998). Versions of the sign
test in the presence of ties. Biometrics 54(2), 789-791.
15