Abstract: Future wireless networks are expected to achieve high bit rates at low cost, enabling multimedia and QoS-based services over the wireless medium. The impulse radio ultra-wide band (IR-UWB) technique is a promising candidate in the deployment of such networks, thanks to its potential robustness and capacity. In the past, most of the UWB research focused on hardware and physical layer aspects in order to solve the technological challenges posed by IR-UWB. UWB peculiar characteristics may, however, also stimulate innovative higher layers' design. This work addresses MAC issues for UWB communication systems. Key areas such as medium sharing, MAC organization, packet scheduling and power control are reviewed. The impact of UWB on the above functions is discussed, and areas which require UWB specific design are identified. Finally, novel MAC functions enabled by UWB specific features, i.e., precise ranging and positioning, are presented.
I. INTRODUCTION
The design of a communication system traditionally proceeds along the principle of a layered architecture. The aim is to design each layer of the system independently of the internal structure of the lower layers, which are considered as black boxes offering a service to upper layers [1] . Rules of interaction between different layers are defined by interfaces which determine the requested inputs and corresponding outputs. Within this framework, the MAC is generally considered as the bottom part of the data link control (DLC) layer. The service offered by the MAC to the upper DLC is to provide a bit pipe, preventing or resolving contentions in the access to the medium. Following the layered approach, the functions executed in the MAC should be defined without taking into account the underlying physical layer. The design of an efficient MAC often requires however an accurate knowledge of the physical layer, and in most existing systems specific properties of the transmission technique are exploited in order to reduce the effect of multiple access interference. In the case of ultra-wide band (UWB) systems, this is a crucial issue where UWB potentials (for example precise ranging capability) may enable the definition of novel MAC functions, as well as lead to a drastically different implementation of more traditional MAC functions.
As a general principle, the role of the MAC layer is to allow multiple users to share a common resource. The definition of resource, and of the procedures by which access to the medium is granted, depends on the adopted transmission and multiple Manuscript received August 1, 2003 . The authors are with the INFOCOM Department at the Università degli Studi di Roma La Sapienza, Rome, Italy, email: lucadn@newyork.ing.uniroma1.it, gaby@acts.ing.uniroma1.it. access techniques. As discussed above, the evaluation metrics for a MAC protocol should be however defined independently of the physical layer.
A tentative set of key parameters can be given as follows [2] :
-Throughput: Percentage of channel capacity in use during data transmission -Delay: Average time spent by a packet in the MAC queue -Fairness: Equal opportunity for terminals to access the medium
Other parameters which are not listed above are usually related to a specific MAC protocol or a specific scenario. In a centralized architecture, for example, an evaluation criterion may consist in the degree of asymmetric flexibility in the bandwidth allocation to the downlink and uplink streams for a given user [3] .
Accordingly, key MAC design objectives should be: i) to maximize throughput, ii) to guarantee an acceptable delay, and iii) to grant fair access. The above goals should be fulfilled in a dynamic environment, i.e., under variable channel conditions, traffic characteristics, and local network topologies. Flexibility is thus an additional feature which an advanced MAC should incorporate.
In this paper, we will analyze how the above objectives can be pursued in the case of UWB wireless networks. It should be noted that several issues being raised in the design of a MAC for UWB networks are not novel, and that similar problems have been solved in the past for conceiving the MAC of wireless networks. The aim of the paper is thus twofold. First, we will identify the key areas to be investigated in MAC design, and second, we will try to understand which areas can benefit from existing solutions and which oppositely require innovation in order to take into account UWB specificity. In order to reach these goals, the paper will review, for each key area, several examples of the solutions adopted in existing wireless networks. Such review, although not exhaustive, will provide the background required to analyze UWB specific topics in MAC design. It will be then shown that different areas are affected in different degrees by the adoption of UWB, ranging from cases in which existing solutions can be adopted without modifications to cases in which UWB is the key enabling technology for new MAC capabilities and innovative design, typically based on ranging and positioning.
The paper is organized as follows. Section II describes the MAC functions required to reach the above MAC objectives, and presents extensive examples of how these functions have been accomplished in existing wireless networks. Section III focuses on the issues related to the adoption of an UWB physical layer. Conclusions are presented in Section IV.
II. MAC DESIGN GUIDELINES
In this section, we will identify the key MAC design areas, corresponding to a set of MAC functions to be implemented in order to reach the key objectives discussed in Section I.
In the following, the general case of a distributed network architecture will be considered. The focus being on MAC organization, however, both centralized and distributed MAC solutions will be considered. Each of the MAC functions described below, in fact, can be implemented either in a centralized or in a distributed fashion independently on the overlaying network architecture.
MAC functions which in general need to be implemented in most systems are as follows: a) Medium sharing -This function determines how terminals access the medium in order to transmit packets. b) MAC Organization -This function deals with the organization of the network at the MAC level, i.e., how terminals coordinate themselves in resource sharing. c) Admission control -In quality of service (QoS) aware networks, this function is used to regulate the access of traffic sources to the network, avoiding congestion. d) Packet scheduling -When multiple traffic flows are present in the same terminal, packet scheduling is used to select the next packet to be transmitted. e) Power control -Power control aims at optimizing power utilization in the network. Overlaid over the above functions is QoS management. QoS involves most of the functions defined above and can be seen as a horizontal function. For this reason, we will first address the general topic of QoS in distributed wireless networks. Then, a description of the basic MAC functions listed above will be given, and several examples of their implementation in existing wireless networks will be presented. Improvements and difficulties in the realization of such functions due to specific UWB characteristics will be highlighted.
A. QoS Management at the MAC Layer
Technological progress and social modifications make data networks more and more appealing as a universal way to transfer all kinds of information. Thus a modern data network must be capable to deliver at the same time data, voice, multi-medial (e.g., streaming video), and real-time-critical traffic by adapting its behavior to different user requirements and traffic characteristics.
Voice and multi-media traffic, in particular, are characterized by requirements which are not present in non-real-time data traffic, e.g., the necessity of transferring bit streams at a minimum bit rate (determined by the application generating the traffic) with an upper bound on the end-to-end delay. The fulfillment of the above requirements guarantees that the end user perceives the offered service with the requested quality: QoS defines thus the performance which must be guaranteed by the network in order to meet user expectations.
As a consequence, the adoption of strategies, which modify network behavior depending upon traffic characteristics and QoS constraints, is commonly considered as a natural evolution of data networks. 
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The first step in the design of such strategies is the definition of a set of parameters defining QoS. Note that although each different service is characterized by its own application-level QoS parameters (e.g., resolution, frame rate for video services, sample rate and sample size for audio services), these are mapped onto a unique set of network-level QoS parameters, which can be listed as follows: Bandwidth, end-to-end delay, jitter, bit error rate and packet loss.
Typical values of these parameters depend upon the corresponding service. A few examples are reported in Table 1 [4] .
Different solutions have been proposed to introduce QoS in data networks. All of these solutions rely however on the definition of a set of service classes, identifying the different levels of QoS which can be guaranteed by the network [5] . Such solutions for QoS support are defined as a component of the Network layer. Nevertheless, the effective deployment of QoS is heavily affected by the underlying data link and physical layers. In the case of wireless networks, the radio transmission medium has a heavy impact on the QoS offered by the network. Network layer QoS mechanisms are in fact based on the reliability of the physical medium, something which cannot be easily guaranteed in the case of mobile terminals. Thus, the QoS concept needs to be adapted to this hostile environment.
As a matter of fact, it is impossible to guarantee at any time the fulfillment of QoS requirements at the physical layer. Any transmission medium is in fact characterized by an outage probability, defined as the out-of-service probability of the physical medium, which is different from zero. The key difference between wired and wireless networks is in the value assumed by such outage probability. In wired networks the probability of a link down is low enough to allow the upper layers to simply overlook this event. In the case of radio networks, instead, link failures are frequent enough to impact the link and network layers, and in particular the MAC sublayer, leading to the necessity of introducing mechanisms to rapidly recover errors on the link, e.g., forward error correcting (FEC) codes or automatic repeat on request (ARQ) protocols. In spite of these mechanisms, however, the fulfillment of QoS requirements cannot be guaranteed deterministically, but only with a given probability. In this perspective, the outage probability of the physical medium translates at the MAC layer in an out-of-service probability. This probability of failure, i.e., missing the QoS requirements, can be reduced by correctly designing and tuning the FEC and ARQ mechanisms cited above. As the channel behavior worsens, however, the fulfillment of the requirements becomes less and less realistic. The MAC may simply have not enough resource to compensate the channel outage probability.
In such a condition of scarce resource, priorities are required to obtain a fair resource sharing, at the MAC layer. Priorities can be defined at two levels:
1. Priority between different users/terminals 2. Priority between different traffic types (real-time/voice traffic, data traffic) As a consequence, the introduction of QoS management involves several MAC functions, from admission control and packet scheduling, to power control and MAC organization. Examples of the impact of QoS management on the above functions will be given throughout this section.
B. Medium Sharing
Most of the existing MAC protocols for distributed networks are based on the key hypothesis that users share a single channel. From a resource sharing point of view, this implies that the resource to be shared is the radio access itself.
Two possible choices are available for resource management: Terminals may contend in order to gain channel control (random access), or channel control may be granted by a control unit based on a specific resource assignment protocol (scheduled access). While the random access approach is appropriate for bursty traffic, scheduling allows a more efficient utilization of the channel when continuous streams of data packets must be transferred. Even in the case of a scheduled approach, however, a random access phase is requested, since the scheduling sequence is typically unavailable at network startup. In this section, we will thus focus on available solutions for random access, while examples of scheduled access will be moved to Section II-C.
Random access typical solutions for wireless networks are Aloha, carrier sensing multiple access (CSMA), and out-of-band signaling [2] .
Aloha main advantage is simplicity. The Aloha protocol only foresees in fact a CRC field to be added to data packets before transmission. If a collision occurs, a backoff procedure is activated in order to schedule retransmission of the corrupted packet. Aloha has been proven to well behave when low traffic load is offered to the network, while performance decreases abruptly as traffic load increases and packet length grows [1] . Slotted Aloha, in which a slotted time axis is adopted, and terminals start transmission attempts only at the beginning of a time slot, improves performance without really solving this issue. For this reason, Aloha was proposed for the specific case of short, rare packet transmission (e.g., control packets), i.e., when the transmission time is low enough to mitigate the effect of collisions. Under the condition of a high traffic load, a higher throughput can be obtained by means of CSMA which is based on a channel sensing period performed by each terminal before starting transmission. The performance obtained by CSMA is however heavily affected by two phenomena, the well known "hidden terminal" and "exposed terminal" problems. In order to solve the hidden and exposed terminal problems, alternative solutions to CSMA have been proposed. The multiple access with collision avoidance (MACA) protocol [6] for example replaces the carrier sensing procedure with a three-way hand-shake between transmitter and receiver. Following this approach, further modifications of the MACA protocol have been developed, such as MACAW [7] and MACA-by invitation (MACA-BI) [8] .
Practical implementations of MAC protocols combine handshake and carrier sensing, as proposed in the floor acquisition multiple access (FAMA) protocol [9] . These protocols are commonly referred to as CSMA with collision avoidance (CSMA-CA). An example of CSMA-CA is the distributed foundation wireless MAC (DFWMAC) which has been adopted for the MAC layer of the 802.11 IEEE standard [10] . 802.11 adopts a clear channel assessment (CCA) function which performs channel sensing in two different ways, either by measuring the received power and comparing it with a threshold, or by performing a true carrier sensing by detecting another 802.11 signal on the same channel.
An alternative solution to CSMA-CA is offered by the Out-ofBand signaling protocol [11] . This solution splits the bandwidth available for communication into two channels: a data channel used for data packet exchange, and a narrowband signaling channel on which sinusoidal signals (referred to as busy tones) are asserted by terminals which are transmitting and/or receiving in order to avoid interference produced by hidden terminals. In a distributed network, this would require each terminal which detects a transmission to transmit a busy tone to block all nodes in an area of radius ¾ £ Ê around the transmitting node, Ê being the radio range, with the consequence of amplifying the exposed terminal problem (Fig. 1) [2] , [11] .
In order to reduce the number of exposed terminals, the use of two different Busy Tones for transmitting and receiving ter-minals was proposed [12] .
C. MAC Organization
In a distributed scenario, independent terminals cooperate in order to build the network. Two main approaches are possible for network self-organization at the MAC layer: Domaindependent (clustered) and Domain-independent (flat).
Most of the MAC protocols proposed in the literature and adopted in WLAN standards rely on the explicit definition of a MAC Domain leading to a clustered network architecture, where each cluster corresponds to a MAC domain. A clustered architecture simplifies resource management within each cluster by allowing a centralized approach. Two examples of Domaindependent MAC protocols are Bluetooth and IEEE 802.15.3.
In Bluetooth [13] a frequency hopping -code division multiple access (FH-CDMA) scheme is adopted, and each MAC Domain is associated with a FH sequence. Terminals in a given area self-organize into MAC domains (piconets) composed by up to eight terminals, and a centralized resource management is performed within each piconet. The set of independent piconets in the area is called scatternet.
The MAC Domain setup is started by a terminal following a neighbor discovery phase, achieved by means of a dedicated scan procedure. The terminal assumes the role of piconet Master; It determines the FH sequence, and pages one of the discovered neighbors (Slave) to start the piconet. Other devices can be included in the piconet, with individual paging by the Master. Alternatively, a device can join an active piconet by paging the Master. Since in Bluetooth the paging device always assumes the Master role, if the new paging device wants to assume a Slave role in the piconet, a Master-Slave switch procedure is required. The Master-Slave switch procedure is executed on request. No explicit criterion about when the switch should be performed is defined.
The IEEE 802.15.3 standard [14] is a second example of Domain-dependent MAC. The standard was originally developed for traditional, narrowband physical layers in the ISM band, but an UWB physical layer is currently in the standardization process. In 802.15.3, as much as in Bluetooth, the medium access is controlled in a centralized fashion within each MAC piconet. A piconet is controlled by a piconet controller (PNC) which emits a periodic beacon. The channel associated with the piconet is selected based on a scanning procedure, which determines the channel subject to lower interference. No specific device is targeted in the piconet setup. It is up to the neighboring devices to join the new piconet by synchronizing to the beacon and sending an association request to the PNC by means of random packets either in a CSMA or slotted Aloha fashion. Associated devices ask for channel time allocation (CTA), i.e., time slots, also by means of a CSMA protocol.
Different from the management of the Master role in Bluetooth, the PNC role in 802.15.3 is always assigned to the device with highest PNC capabilities. Each device is requested to provide its capabilities to play the PNC role during the association procedure. If a newly associated device is better suited than the current PNC, a PNC handover is performed.
The PNC and Master carry out similar tasks in the two stan- dards as regards piconet management, including traffic scheduling and piconet synchronization. A key difference between the two systems however is the way the data traffic flows through the piconet. In Bluetooth, direct communication between two different devices is not allowed, and the Master is in charge of relaying all traffic through the network. The piconet topology is in this case a typical star topology, as depicted in Fig. 2 (a) . In 802.15.3, on the contrary, the PNC only schedules CTAs to the devices, without being involved in the data packets exchange. Thus, while the piconet management is fully centralized, data transfer is performed on a peer-to-peer basis, i.e., in a pure adhoc manner (Fig. 2 (b) ). The two systems, however, share the same problem of how to allow inter-piconet communication. This becomes a major issue in scalability, especially regarding traffic scheduling and routing in networks composed of a large number of piconets.
The adoption of a Domain-independent architecture avoids the problem of interpiconet communications. In a single channel scenario, a Domain-independent organization can be achieved by adopting any of the random access MAC protocols presented in Section II-B. UWB radio can however provide multiple communication channels. As a consequence, we now focus on protocols designed for multiple channel networks, which have been shown to achieve better throughput in comparison with single channel solutions based on Aloha or CSMA [15] . Multiple channel solutions have been typically developed for DS-CDMA. Key concepts are however portable to UWB case.
In multiple code networks, simultaneous transmissions are allowed by using different codes for different transmissions. As a consequence, a code assignment strategy is required. Such strategy is based on one of the two following approaches:
1. Receiver-based: Each receiver j is characterized by a code Cj, and a terminal i willing to transmit to j uses Cj; 2. Transmitter-based: Each transmitter i is characterized by a code Ci And uses this code in all data transmissions.
The receiver-based strategy is far more simple from a receiver viewpoint since a receiver is required to synchronize to only one code. On the other hand, multiple transmitters directed to the same receiver, which use thus the same code for transmission, may collide. To this respect, the transmitter-based strategy is more robust, since two transmissions directed to the same receiver use different codes. In such a scenario, one of the two transmissions is perceived by the receiver as useful sig-nal, while the other contributes to multi-user interference (MUI) noise. Note however that in this case the receiver must tune its hardware to the right code. Therefore this approach requires a specific code exchange procedure.
The assignment of a code to each terminal can be either static, or based on a code assignment [16] . The solution proposed in [16] guarantees that the same code is never assigned to terminals which are less than 3-hops away one from each other, avoiding thus the occurrence of collisions.
A solution based on a transmitter-oriented strategy is described in [17] . Two alternatives are proposed in order to inform the receiver of the forthcoming transmission: A common code or a receiver code. An enhancement of [17] based on the combination of handshaking and multiple codes has been recently proposed [18] As a final remark, the definition of a multiple channel MAC protocol is strictly related to the hardware complexity of the terminals. The adoption of a transmitter-based approach becomes for example straightforward if a receiver is complex enough to be capable of listening to several codes simultaneously.
The definition of MAC organization is crucial in the design of a specific MAC for UWB networks. The adoption of a Domainbased structure is a potential solution, since it addresses management of multiple Time Hopping codes. On the other hand, a multiple channel MAC could significantly increase network throughput by exploiting the inherent multiple channel UWB capability. This aspect is discussed further in Section III.
D. Admission Control
Admission control is required when congestion must be avoided in order to meet network performance requirements. Admission control is mandatory in QoS-aware networks in which unregulated access might easily provoke violation of performance guarantees. Best effort networks do not require admission control, but can benefit from its introduction. Admission control is typically implemented with centralized schemes, as in cellular networks [19] and centralized wireless networks [20] . A few proposals for distributed schemes are however also available in the literature. These schemes rely on the cooperation of terminals in evaluating the impact of additional traffic flows on network throughput, and eventually rejecting requests causing unacceptable performance degradation typically due to MUI generated by potential new entries [21] , [22] , [23] .
This approach is suitable for UWB networks, which rely on TH-CDMA for multiple access. A distributed admission control scheme for an UWB network is proposed in [24] . based on Bambos [21] .
E. Packet Scheduling
The packet scheduling algorithm determines the order in which buffered packets are selected for transmission. In wired networks, this function has two main objectives: 1) To guarantee a fair access to the all flows to the available capacity, and 2) to support QoS if different traffic classes are present. The simplest solution is the first come first serve (FCFS) algorithm in which packets are sent in the same order in which they are buffered. This solution, however, provides no protection against ill-behaving sources, which can capture any percentage of the available bandwidth by increasing their packet emission rate. In order to increase fairness, a Round Robin scheme adopted to serve each traffic flow is proposed in [25] . Fair access however is not guaranteed since packets of different lengths can be present in each queue. The Weighted Fair Queueing algorithm [26] addresses this issue by assigning a weight to each queue with the aim of emulating a bit-per-bit Round Robin between different flows. In this case the introduction of QoS in the scheduling strategy is straightforward since the weights can be easily adjusted in order to take into account the QoS classes.
Efficient packet scheduling in wireless networks cannot ignore the status of the wireless channel. Several wireless scheduling algorithms, which are sensitive to channel status, have been proposed. These are based on either a simple on-off Markov channel model [27] or on more sophisticated channel models leading to accurate evaluation of the signal-to-noise-ratio (SNR) [28] and external interference [29] .
To this respect UWB does not present any relevant difference from other radio transmission techniques and the above protocols are directly applicable to the specific UWB case.
F. Power Control
Due to the broadcast nature of the wireless medium, the achievable performance in wireless networks strictly depends on the capability of minimizing the undesidered effects of each radio transmission on neighboring receivers. Power control leads thus to optimization of emitted power levels and achieves three desirable effects [21] : 1) Minimization of power consumption, leading to longer autonomy, 2) reduction of interference, and 3) adaptation of emitted power to link variations due to channel modifications and mobility.
Power control received significant attention in the last few years, in conjunction with the introduction of 3G cellular networks based on CDMA, since it mitigates the near-far phenomenon, in which a transmitter close to the receiver shadows the signal of a further transmitter. The centralized structure of cellular networks, however, simplifies the solution to this problem since the presence of a base-station significantly helps in the development of efficient power control algorithms. The issue is far more complicated in a distributed network architecture in which several independent links may be set up at the same time without any central controller. Nevertheless, power control should be a key property of distributed MAC protocols since it allows a significant increase in network capacity [30] . A distributed power control protocol for CDMA ad-hoc networks jointly with a power-related admission control function is proposed in [21] .
Power control is important in the case of UWB networks as well, at least for two reasons: 1) UWB networks are affected by the near-far effect, although it can be expected that the high processing gain provided by the TH-IR can partially mitigates this phenomenon, and 2) the low power levels allowed for UWB communication networks impose efficiency in the use of power.
III. THE UWB CASE
The key functions required in the MAC design of a distributed network were described in Section II. For a few of these, the use of UWB radio was investigated, either by identifying a solution proposed for the UWB case (admission control) or by explaining how UWB can benefit from existing solutions (packet scheduling). A more detailed analysis is required for other functions, which can be heavily affected by the adoption of UWB, such as Medium Sharing and MAC Organization. Such analysis is the main topic of Section III-A. Section III-B deals with new potential MAC functions enabled by the UWB technique.
A. Medium Sharing and MAC Organization in UWB Networks
The review of Section II shows that the selection of channel access protocols and definition of MAC Organization are tightly related. The first step in analyzing potential MAC organization for UWB networks is thus to evaluate the applicability of existing channel access protocols to this specific case.
Several UWB definitions have been proposed in the last few years, ranging from rime hopping impulse radio (TH-IR) to direct sequence UWB (DS-UWB), and to multi-band UWB. In the following, we will consider TH-IR, which is the most common definition of UWB radio. In this case, the most intuitive solution is to identify each channel by a different Time Hopping code.
Independently of a selected MAC organization, that is clustered or flat, the following questions must be addressed:
How is the channel defined for a TH-IR system? How is the channel accessed by terminals? How do terminals manage multiple channels? It is worth noting, first, that if a Domain-based organization is adopted, the definition of intra-Domain procedures is almost independent on the channel definition. If for example a TDMA scheduled access scheme is considered, as in IEEE 802.15.3, procedures for CTA request and allocation are the same independently on the definition of the channel. Oppositely, procedures for inter-Domain communications, or channel selection, are highly dependent on channel definition.
The 802.15.3 MAC standard defines a procedure for channel selection aiming at minimizing inter-piconet interference since many interfering devices are expected to be present in the 2.4 GHz ISM band. The adoption of a UWB physical layer should amplify this issue since the UWB signal spreads over a much larger bandwidth than ISM and partially overlaps with a large number of narrowband systems. As a consequence, an accurate channel monitoring will be required in order to meet the severe coexistence issues imposed to UWB and to allow such a system to reach the requested performance. As an example of how the adoption of TH-IR would impact such procedure, if the channel is defined by means of a TH-code, coexistence with a narrowband system could be achieved by choosing a code which introduces a notch in the UWB signal Power Spectral Density in the band occupied by the narrowband system.
The channel, as defined above, must be accessed by terminals in order to exchange data and control information. The selection of the protocol to access the channel should then consider the TH-IR characteristics. The Aloha protocol requires no specific actions to be performed by the transmitter before emitting a packet. Its application to UWB is thus straightforward. As explained in Section II-B the main concern about this protocol is its poor performance in heavy traffic load conditions. It should be noted, however, that the evaluation of such performance is performed under the hypothesis of destructive collisions, which is quite realistic in the case of narrowband signals, characterized by a high duty cycle. TH-IR signals, on the contrary, can achieve low duty cycles, and could thus offer a higher protection in case of packet collisions. Further research is necessary in order to better characterize UWB interference and correctly evaluate the effect of packet collisions. The CSMA/CA protocol requires the capability of sensing the channel in order to understand if a transmission can be started. As a general remark, CSMA protocol is only suited for spread spectrum signals with low processing gain. In fact, spread spectrum systems with high processing gain do not experience significant performance increase by switching from Aloha to CSMA based on power measurement because of the lack of correlation between the interfering power measured at the transmitter and the interfering power suffered at the receiver [31] . Furthermore, true carrier sensing (i.e., the identification of another transmission) is complicated by the spreading itself, which makes it difficult to detect a spread signal, if the synchronization preamble is missed [32] . The extremely high processing gain guaranteed by TH-IR is expected to amplify these drawbacks, leading to the conclusion that CSMA is most likely not suitable for UWB systems. Let us consider for example a scenario in which two devices, A and B, need to transmit data to the same receiver C. B is already transmitting, while A is performing a carrier sensing procedure. Due to the spatial positions of A and B, A does not receive any of the pulses transmitted by B, and considers the channel as clear (Fig. 3) .
In the worst case, A will start transmitting with the same phase as B (i.e., the same code value) and with a delay equal to the difference between the propagation delays from A and B respectively to C: this will lead to systematic collisions at C when A starts transmitting (Fig. 4) .
In general, the number of collisions will depend on both the relative delays between the two transmissions and the autocorrelation properties of the Time Hopping code. Simulations and measurements are required to evaluate if a simpler protocol (e.g., Aloha) can guarantee the requested performance by relying on the temporal diversity properties of TH-IR UWB and thus skipping the carrier sense procedure.
The third random access protocol analyzed in Section II-B is the out-of-band signaling. This solution has however several drawbacks which make its adoption in UWB networks unlikely. First, it requires additional hardware to generate one or more narrowband tones, leading thus to higher cost. Second, and most important, the propagation characteristics for narrowband tones and UWB emissions are likely to be completely different, leading to unpredictable protocol behavior due to different ranges for control and data information.
The above considerations indicate Aloha to be the best solution to allow channel access in UWB networks. This technique could be adopted in a Domain-based architecture, in which random access is only used to transfer control information and scheduled access is adopted for data transmissions. It is worth noting however that existing standards, such as 802.15.3 and Bluetooth, do not define procedures for the interconnection of independent MAC Domains. As a consequence, the maximum size of a piconet is a first bound for the maximum network size and network scalability. The same issue of course raises in the case of UWB networks, if a MAC Domain is defined. TH-IR, however, provides a built-in multiple access scheme based on TH-codes, so that the adoption of a MAC Domain is not mandatory in the design of the MAC for an UWB network. In fact, a completely distributed MAC organization can be foreseen, in which each link is activated on a different TH-code. Protocols described in Section II-B for code assignment and multiple channel MAC management in CDMA networks can be adapted to the UWB, with a few additional considerations.
First, UWB systems differ from DS-CDMA, since a low duty cycle is achieved thanks to the impulsive nature of the UWB signal. This means that even if the same TH code is selected for two simultaneous transmissions, most probably, this will not lead to excessive interference because temporal separation should avoid systematic collisions. As a consequence, in network scenarios characterized by low or medium terminal densities, a solution based on a single TH code may lead to good throughput. In this case, the overhead due to a code assignment protocol may be avoided.
Second, TH-IR systems may require higher time lags for synchronization than existing DS-CDMA systems. Even if it will not hinder point-to-point communications, it should be taken into account when defining MAC and higher layer protocols. Most protocols rely in fact on the availability of a broadcast channel heard by all terminals; Each terminal must be able to synchronize to this channel within an acceptable time. This condition may not be met in TH-IR systems. In this case, alternative solutions should be adopted, either based on the absence of a broadcast channel, or based on a network reference clock maintained by all terminals in order to reduce the synchronization time to the common channel.
B. UWB Novel Functions
In the above sections, we analyzed how UWB may influence the implementation of traditional MAC functions. UWB unique characteristics should however enable the definition of new functions as well that are specifically designed to exploit this technology.
The main innovation offered by UWB is the capability of achieving high precision ranging. It should be noted that this characteristic is typical of spread spectrum signals in general. Time of arrival (TOA) estimations for example can be obtained in DS-CDMA systems by evaluating time shifts between the spreading code in the receiver and the same code in the received signal. The ranging precision thus depends upon the capability of determining this time shift, and is directly related to the adopted chip rate, i.e., the spread signal bandwidth. GPS system, for example, relies on this technique, and guarantees an accuracy in TOA estimation of 100 ns, corresponding to an accuracy of 3 m in distance estimation [33] .
The key advantage offered by UWB is thus the ranging precision. In fact, errors in the order of centimeters can be guaranteed, much better than the precision achievable by DS-CDMA systems, thanks to a time accuracy of less than 100 picoseconds. This precision is useful in the short range scenarios (tens of meters) expected for UWB networks where positioning is effective only if high precision can be achieved.
Ranging information can be exploited in several ways in resource management. Examples are: a) Definition of distancerelated metrics for both MAC and higher layers, enabling the development of power-aware protocols, e.g., [34] ; b) evaluation of initial transmission power levels, required in distributed power control protocols [35] ; c) introduction of distributed positioning protocols in order to build a relative network map starting from ranging measurements. This map could enable location-based enhancements in several MAC and network functions, such as position-based routing, and position-aware distributed code assignment protocols in multiple channel MAC, in order to minimize MUI.
IV. CONCLUSION
The present work reviews MAC design issues in wireless networks, with emphasis on highlighting specific design guidelines and trends for the UWB case. Key areas of MAC design were first identified, and available solutions for each area were presented through examples based on existing MAC protocols. The impact of UWB on the MAC was then investigated in a twofold way.
First, available solutions were analyzed with respect of requirements of UWB networks. The areas in which design can benefit from existing solutions and those which, oppositely, require dedicated solutions for UWB were identified. In particular, it was shown that issues related to admission control, packet scheduling and power control can be addressed by adopting similar approaches to those proposed for existing wireless networks. On the other hand, medium sharing and MAC organization require specific design in order to take into account the peculiar characteristics of UWB, such as high processing gain and high synchronization latencies.
Finally, new MAC functions enabled by specific UWB properties, in particular precise ranging, were identified. Examples of how these new functions may improve MAC performance were suggested. Future work will address the complete definition and algorithmic implementation of the above functions.
