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Resumo
Neste trabalho e´ definido um me´todo novo de otimizac¸a˜o global combinando ide´ias
determin´ısticas e estoca´sticas. Para isto, usamos uma estrate´gia para escapar de mı´nimos
locais baseada em seguir a trajeto´ria da curva de Lissajous, uma curva densa e suave numa
caixa limitada Ω.
O algoritmo global e´ aplicado num problema geof´ısico, conhecido como o problema da
Superf´ıcie de Reflexa˜o Comum (CRS), e no problema de encontrar padro˜es ocultos.
Tambe´m apresentamos um me´todo quase-Newton para o problema OVO que generaliza
o me´todo local de Cauchy (aqui utilizado como me´todo local para encontrar padro˜es
ocultos), e provamos sua convergeˆncia superlinear e quadra´tica. Este novo me´todo e´
aplicado a` uma variac¸a˜o Brasileira do Sistema Banca´rio Ideal de Stiglitz.
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Abstract
In this work a new global optimization method is defined combining deterministic and
stochastic ideas. For this, we use a strategy to escape of local minimums established in
following the trajectory of the Lissajous curve, a dense and smooth curve in an limited
box Ω.
The global algorithm is applied in a geophysical problem, known as the Common
Reflection Surface (CRS) problem, and in the problem to find hidden patterns.
Also we present a quasi-Newton method for the OVO problem that generalizes the
Cauchy local method (used here as local method to find hidden patterns), and prove
its superlinear and quadratic convergence. This new method is applied to a Brazilian
variation of the Stiglitz’s Ideal Banking System.
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Introduc¸a˜o
Dada uma func¸a˜o cont´ınua f : Ω ⊂ Rn → R, o problema de otimizac¸a˜o global consiste
em obter x∗ e f∗, tais que f∗ = f(x∗) ≤ f(x), ∀x ∈ Ω. O ponto x∗ e´ chamado minimizador
global e o valor f∗ e´ chamado mı´nimo global.
Em muitas aplicac¸o˜es pra´ticas, encontrar o melhor ponto global e´ deseja´vel mas na˜o
essencial, pois qualquer ponto via´vel bom e´ u´til, e normalmente se consegue usar o que esta´
dispon´ıvel sem otimizac¸a˜o global. Neste caso, ja´ existem inu´meros me´todos de otimizac¸a˜o
bastante eficientes para encontrar minimizadores locais. Pore´m, encontrar minimizadores
globais e´ um problema muito mais dif´ıcil, e as estrate´gias existentes produzem bons resul-
tados, mas na˜o asseguram que a soluc¸a˜o obtida e´ realmente global. Isto se deve ao fato
de que todo minimizador global e´ um minimizador local. Enta˜o, como saber se um mini-
mizador local realmente e´ um minimizador global? Embora se tenha alguma demonstrac¸a˜o
teo´rica, existe a deficieˆncia pra´tica de estabelecer crite´rios de parada para os algoritmos
globais. Geralmente, os algoritmos existentes tentam fazer uma busca inteligente no con-
junto via´vel inteiro, ou enta˜o garante-se a convergeˆncia do algoritmo para um minimizador
global com probabilidade um.
Entretanto, existem va´rias de classes de problemas onde e´ indispensa´vel fazer uma
busca global, devido as caracter´ısticas dos problemas. Em tais casos a diferenc¸a entre a
qualidade da soluc¸a˜o em um minimizador local e um minimizador global e´ muito grande,
pois soluc¸o˜es locais podem levar a resultados desastrosos.
Um dos primeiros algoritmos globais e´ o de busca em malha (grid search). Se o domı´nio
e´ uma caixa, divide-se a caixa repetitivamente numa malha de pontos, cada vez mais refi-
nada, e em cada subdivisa˜o avalia-se o valor funcional nos pontos da malha. No fim deste
processo, o ponto que possuir o menor valor funcional e´ considerado um minimizador
global. Claramente, neste algoritmo o custo de avaliac¸a˜o da func¸a˜o objetivo cresce expo-
nencialmente com a dimensa˜o do problema.
Outro enfoque e´ conseguir um me´todo eficiente de tentar sair de minimizadores locais,
obtendo pontos com valores funcionais menores e,a partir deles, decrescer o valor funcional
executando um me´todo local eficiente.
Atualmente existem algoritmos globais determin´ısticos e estoca´sticos, como por exem-
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plo, o me´todo de busca na malha e o me´todo aleato´rio de mu´ltiplos in´ıcios, respectivamente.
No Cap´ıtulo 1 e´ apresentado o algoritmo de otimizac¸a˜o global. Nosso algoritmo e´
uma mistura de um me´todo estoca´stico com um me´todo determin´ıstico. Ele consiste em
escolher pontos aleato´rios no conjunto Ω e, a partir desse ponto, fazer teste de descarte
para aceitar ou na˜o esse ponto. Os testes de descarte consistem em verificar se esse ponto
esta´ na vizinhanc¸a dos pontos cr´ıticos previamente obtidos, verificar se o valor funcional
desse ponto e´ bom em relac¸a˜o ao melhor ponto ja´ obtido, e em relac¸a˜o ao valor funcional do
ponto gerado a partir dele fazendo algumas iterac¸o˜es do me´todo local. Se o ponto foi aceito
em todos os testes enta˜o executamos uma minimizac¸a˜o local a partir deste ponto. Quando
o ponto cr´ıtico e´ obtido pelo me´todo local, surge enta˜o nossa estrate´gia de tentar escapar
deste ponto cr´ıtico, para obter outro ponto com melhor valor funcional. Nossa estrate´gia
de escape e´ baseada na ide´ia de cobrir o domı´nio Ω por uma curva densa partindo deste
ponto cr´ıtico obtido. Tal curva, e´ a curva de Lissajous. Em [20] se provou que a curva
de Lissajous e´ densa em 2 e 3 dimenso˜es e, para a justificac¸a˜o teo´rica de nosso me´todo,
generalizamos a demonstrac¸a˜o para o caso n-dimensional.
No Cap´ıtulo 2 aplicamos o algoritmo global num problema da geof´ısica conhecido como
problema CRS. No problema CRS, dada uma malha de pares de pontos no plano, para
cada par desta malha deseja-se fazer uma otimizac¸a˜o global de uma func¸a˜o de coereˆncia.
Este problema possui dificuldades, tanto no nu´mero grande de minimizac¸o˜es globais a
serem feitas, como tambe´m na avaliac¸a˜o custosa da func¸a˜o objetivo.
No Cap´ıtulo 3, aplicamos nosso algoritmo global para encontrar padro˜es ocultos. Dada
uma nuvem de pontos, sendo que alguns deles correspondem a dados corrompidos, e
outros esta˜o relacionados de alguma maneira, como por exemplo uma func¸a˜o, o problema
consiste em encontrar os paraˆmetros desta func¸a˜o. Para isto, nos baseamos no problema de
Otimizac¸a˜o do Valor Ordenado (OVO). Este problema e´ uma generalizac¸a˜o do problema
minimax e tambe´m modela uma medida de risco muito usado na economia, conhecida
como VaR (Value-at-Risk).
No Cap´ıtulo 4, apresentamos um algoritmo quase-Newton para resoluc¸a˜o do problema
OVO, que possui convergeˆncia global e, sob certas condic¸o˜es teo´ricas, convergeˆncia su-
perlinear e quadra´tica. Tal algoritmo foi usado para resolver uma variac¸a˜o do Sistema
Banca´rio Ideal (SBI) de J. Stiglitz e B. Greenwald [33] com restric¸o˜es lineares.
Por u´ltimo, apresentamos as concluso˜es e propostas para trabalhos futuros.
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Cap´ıtulo 1
O Algoritmo de Otimizac¸a˜o Global
1.1 Introduc¸a˜o
Dada uma func¸a˜o cont´ınua f : Ω ⊂ Rn → R, o problema de otimizac¸a˜o global consiste
em obter x∗ e f∗, tais que f∗ = f(x∗) ≤ f(x), ∀x ∈ Ω. O ponto x∗ e´ chamado minimizador
global e o valor f∗ e´ chamado mı´nimo global. Os algoritmos de otimizac¸a˜o global existentes
sa˜o divididos em me´todos determin´ısticos e estoca´sticos.
O me´todo determin´ıstico mais simples para restric¸o˜es de caixa e´ o de busca numa
malha, onde todos os pontos de malhas cada vez mais refinadas sa˜o testados, e o melhor
ponto de cada malha e´ usado como ponto inicial de um me´todo de otimizac¸a˜o local. Como
o nu´mero de pontos numa malha cresce exponencialmente com a dimensa˜o n, a busca
na malha e´ eficiente apenas em uma e duas dimenso˜es. Me´todos determin´ısticos mais
eficientes combinam te´cnicas de ramificac¸o˜es com uma ou mais te´cnicas de otimizac¸a˜o
local, ana´lise convexa e ana´lise de intervalos.
O me´todo estoca´stico mais simples e´ o me´todo aleato´rio de mu´ltiplos in´ıcios (multiple
random start), que consiste em sortear pontos iniciais aleato´rios e executar otimizac¸o˜es
locais a partir destes pontos, na esperanc¸a de que um deles esteja na bacia de atrac¸a˜o do
minimizador global. A maioria dos me´todos estoca´sticos podem ser considerados como
instrumentos para acelerar esse me´todo ba´sico, sorteando os pontos mais cuidadosamente
e fazendo apenas otimizac¸o˜es locais rudimentares, ou otimizando apenas seletivamente.
O algoritmo de otimizac¸a˜o global apresentado aqui e´ baseado na ide´ia de cobrir o
domı´nio Ω atrave´s de uma curva densa. As poucas curvas densas em caixas conhecidas,
como a curva de Peano, sa˜o descont´ınuas. A curva apresentada nesta tese e´ a curva de
Lissajous. Uma caracter´ıstica que a classifica melhor do que as demais e´ o fato dela ser
suave. Esta curva possu´ıa demonstrac¸a˜o de ser densa em 2 e 3 dimenso˜es([20]), e neste
trabalho conseguimos generalizar a demonstrac¸a˜o, mostrando que esta curva e´ densa numa
caixa limitada n-dimensional.
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1.2 Curva de Lissajous
Suponha que Ω ⊂ IRn e´ uma caixa fechada com interior na˜o-vazio, isto e´,
Ω = {x ∈ IRn | ℓ ≤ x ≤ u},
onde l, u ∈ IRn sa˜o os vetores das limitac¸o˜es inferiores e superiores para cada coordenada.
O Problema de Valor Inicial do Oscilador Harmoˆnico e´ o sistema de n osciladores
harmoˆnicos independentes dado por:
x¨i + θ
2
i xi = 0, i = 1, . . . , n, (1.1)
onde θ1, . . . , θn ∈ IR.
Uma soluc¸a˜o de (1.1) e´ dada por:
γ(t) = (cos(θ1t+ ϕ1), . . . , cos(θnt+ ϕn)), (1.2)
onde ϕ1, . . . , ϕn, t ∈ IR
Note que (sen(θit + ϕi))
n
i=1, tambe´m e´ uma soluc¸a˜o de (1.1) que possui as mesmas
propriedades de (1.2) aqui demonstradas.
A trajeto´ria definida para cada soluc¸a˜o (1.2) e´ chamada curva de Lissajous (veja [20]
p. 36). Nas Figuras 1 e 2 exibimos exemplos dessas curvas para n = 2 e n = 3, respecti-
vamente. Dado x0 ∈ Ω e escolhendo apropriadamente ϕ1, . . . , ϕn podemos encontrar uma
curva de Lissajous tal que γ(0) = x0. Claramente, as curvas de Lissajous sa˜o suaves.
Nessa sec¸a˜o exibiremos uma prova simples de que a imagem de uma curva de Lissajous e´
densa em Ω.
0 <= t <= 10 0 <= t <= 30
0 <= t <= 50 0 <= t <= 70
−1
0
1
−1
0
1
−1
0
1
0 <= t <= 10
−1
0
1
−1
0
1
−1
0
1
0 <= t <= 30
−1
0
1
−1
0
1
−1
0
1
0 <= t <= 50
−1
0
1
−1
0
1
−1
0
1
0 <= t <= 70
Figura 1 Figura 2
Precisamos de uma definic¸a˜o pre´via.
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Definic¸a˜o. Dizemos que θ1, . . . , θn ∈ IR sa˜o linearmente independentes sobre Q se
n∑
i=1
riθi = 0, com r1, . . . , rn ∈ Q
somente se r1 = · · · = rn = 0.
Teorema 1.1. (Teorema de Aproximac¸a˜o de Kronecker) Sejam h1, h2, . . . , hn ∈ IR
linearmente independentes sobre Q, ξ1, . . . , ξn ∈ IR e ε > 0. Enta˜o, existem t ∈ IR e ki ∈ Z
tais que
|hit− ξi − ki| < ε, ∀ i = 1, . . . , n.
Demonstrac¸a˜o. Veja [21] pp. 431-437.
Teorema 1.2. Seja γ : IR −→ [−1, 1]n a curva de Lissajous dada por (1.2), onde θ1, . . . , θn
sa˜o linearmente independentes sobre Q. Enta˜o, a imagem de γ(t) e´ densa em [−1, 1]n.
Demonstrac¸a˜o. Sejam ε > 0 arbitrariamente pequeno e x ∈ [−1, 1]n. Seja λ ∈ IRn tal que
cos(λi) = xi, ∀ i = 1, . . . , n. (1.3)
Pela continuidade uniforme da func¸a˜o cosseno, existe δ > 0 tal que
|t1 − t2| ≤ δ ⇒ | cos(t1)− cos(t2)| ≤ ε, ∀ t1, t2 ∈ IR. (1.4)
Defina
hi =
θi
2π
, ξi =
λi − ϕi
2π
, i = 1, . . . , n.
Como {θ1, . . . , θn} sa˜o linearmente independentes sobre Q, {h1, . . . , hn} tambe´m sa˜o
linearmente independentes. Pelo Teorema 1.1 existem t ∈ IR e ki ∈ Z, i = 1, . . . , n tais
que ∣∣∣∣ θi2π t− λi − ϕi2π − ki
∣∣∣∣ < δ2π , i = 1, . . . , n.
Logo
|θit+ ϕi − (λi + 2kiπ)| < δ, i = 1, . . . , n.
Enta˜o, por (1.4) e a periodicidade da func¸a˜o cosseno,
| cos(θit+ ϕi)− cos(λi)| ≤ ε, i = 1, . . . , n.
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Assim, por (1.3), temos que
| cos(θit+ ϕi)− xi| ≤ ε, i = 1, . . . , n,
ou seja,
‖γ(t)− x‖∞ ≤ ε.
Como x ∈ [−1, 1]n foi escolhido arbitrariamente, temos enta˜o que a imagem da curva
γ(t) e´ densa em [−1, 1]n.
O Teorema 1.2 mostra a densidade da curva de Lissajous no cubo [−1, 1]n. Pore´m,
queremos uma curva que seja densa em uma caixa limitada arbitra´ria Ω = {x ∈ IRn | ℓ ≤
x ≤ u}.
Seja Φ o difeomorfismo linear entre [−1, 1]n e Ω, Φ(z) = [ℓ + u + (u − ℓ)z)]/2. Pelo
Teorema 1.2, {Φ(γ(t)), t ∈ IR} e´ densa em Ω. Ale´m disso, se β : (−1, 1)→ IR e´ injetiva e
cont´ınua, temos que o conjunto {Φ[γ(β(t))], t ∈ (−1, 1)} tambe´m e´ denso em Ω. Definamos
F : (−1, 1)→ IR por
F (t) = f [Φ[γ(β(t))]]. (1.5)
O problema de minimizar f em Ω e´ equivalente ao problema de minimizar F em (−1, 1)
no sentido dado pelo seguinte teorema.
Teorema 1.3. Seja x∗ um minimizador global de f em Ω e ε > 0. Enta˜o, existe t ∈ (−1, 1)
tal que
F (t) < f(x∗) + ε.
Demonstrac¸a˜o. Pela continuidade de f , existe δ > 0 tal que f(x) < f(x∗) + ε sempre
que ‖x − x∗‖ < δ. Como {Φ[γ(β(t))], t ∈ (−1, 1)} e´ densa em Ω, existe t ∈ (−1, 1) tal
que ‖Φ[γ(β(t))]−x∗‖ < δ. Enta˜o, f [Φ[γ(β(t))] < f(x∗)+ε como quer´ıamos demonstrar.
1.3 Algoritmo de Otimizac¸a˜o Global
Nosso algoritmo e´ independente da escolha do me´todo local, portanto, dependendo do
problema a ser resolvido, pode-se usar o me´todo local que supo˜e-se ser o mais adequado
para tal tipo de problema.
Apo´s muitas tentativas e erros, definimos o algoritmo global descrito abaixo. Ale´m
das fases de minimizac¸a˜o local e de escape introduzimos um procedimento multistart para
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gerar diferentes pontos iniciais, definindo crite´rio para descartar pontos iniciais ruins e
estabelecendo o tempo TESC para cada chamada da fase de escape.
Algoritmo 1.1. (Algoritmo Global) Seja kmax > 0 um paraˆmetro algor´ıtmico.
Passo 0 [Inicializac¸a˜o]
Escolha TESC ≥ 0. Fac¸a k ← 1, fmin ←∞, C ← ∅, A ← ∅ e
δ = 0.1× min
1≤i≤n
{ui − ℓi}.
Passo 1 [Escolha Aleato´ria]
Escolha um ponto inicial aleato´rio xIk distribu´ıdo uniformemente sobre Ω.
Se k = 1 atualize A ← A∪ {xIk} e va´ para o Passo 5.
Passo 2 [Teste de Descarte Funcional]
Fac¸a fmax ← max{f(x) | x ∈ A}.
Calcule a probabilidade Prob de descartar xIk :
· Se f(xIk) ≤ fmin, Prob← 0 e va´ para o Passo 5;
· Se f(xIk) ≥ fmax, Prob← 0.8;
· Se fmin < f(xIk) < fmax, Prob← 0.8× (f(xIk)− fmin)/(fmax − fmin).
Descarte xIk com probabilidade Prob. Se xIk foi descartado, retorne ao Passo 1.
Passo 3 [Teste de Descarte da Vizinhanc¸a]
Fac¸a dmin ← min{‖x− xIk‖∞ | x ∈ C} e atualize Prob:
· Se dmin ≤ δ, Prob← 0.8;
· Se dmin > δ, Prob← 0.
Descarte xIk com probabilidade Prob. Se xIk foi descartado, retorne ao Passo 1.
Passo 4 [Teste de Descarte das 10–Iterac¸o˜es]
Execute 10 iterac¸o˜es do me´todo local obtendo a iterada x10,k. Fac¸a f10 ← f(x10,k) e
faux ← f(xIk)− 0.1× (f(xIk)− fmin) e atualize Prob:
· Se f10 ≤ fmin, Prob← 0;
· Se f10 ≥ faux, Prob← 0.8;
· Se fmin < f10 < faux, Prob← 0.8× (f10 − fmin)/(faux − fmin).
Descarte xIk com probabilidade Prob. Se xIk foi descartado, retorne ao Passo 1.
Caso contra´rio, atualize A ← A∪ {xIk}.
Passo 5 [Minimizac¸a˜o Local]
Tomando xIk como um ponto inicial, execute o algoritmo local para obter um ponto
cr´ıtico, x∗,k. Atualize o conjunto de pontos cr´ıticos C ← C ∪ {x∗,k} e o melhor valor
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funcional, fmin ← min{fmin, f(x∗,k)}.
Se fmin = f(x∗,k) fac¸a xmin ← x∗,k. Fac¸a time← 0.
Passo 6: [Fase de Escape]
Usando a curva de Lissajous que passa por x∗,k tente obter x(α) tal que f(x(α)) <
f(x∗,k). Em caso de sucesso, fac¸a k ← k + 1 e xIk ← x(α) e retorne ao Passo 5.
Em cada passo do processo de tunneling atualize o tempo computacional time. Se
time > TESC e k < kmax, fac¸a k ← k + 1 e retorne ao Passo 1.
A seguir daremos uma descric¸a˜o mais detalhada do algoritmo.
Passo 1 No Passo 1 escolhemos um ponto aleato´rio em Ω. Na iterac¸a˜o inicial, quando
k = 1, do Passo 1, partimos direto para o Passo 5, pois na iterac¸a˜o inicial na˜o
fazemos os testes de descarte.
Passo 2 Nos Passos 2, 3 e 4 fazemos testes para aceitar ou na˜o o ponto gerado no Passo
1. Na Figura 1.2 temos a probabilidade de descarte do Passo 2. O teste de descarte
do Passo 2 e´ baseado no menor e maior valores funcionais obtidos ate´ o momento.
Se o ponto possui valor funcionar melhor, aceita-se com probabilidade 1, da´-se uma
chance para os pontos com valor funcional maior que o ja´ obtido, e para os valores
entre fmin e fmax usa-se uma probabilidade linear de descarte.
Passo 3 No Passo 3, a probabilidade de descarte e´ baseada na distaˆncia do iterado atual
aos pontos cr´ıticos previamente obtidos.
Passo 4 No Passo 4, realizamos 10 iterac¸o˜es do me´todo local e descartamos o iterado
baseado nos valores funcionais da de´cima iterada do me´todo local e num valor fun-
cional que depende de fmin. Este passo tenta verificar se o ponto sera´ eficiente em
atingir um valor melhor, atrave´s do me´todo local.
Passo 5 Se o ponto foi aceito nestes testes de descarte dos Passos 2,3 e 4, no Passo 5
executamos uma minimizac¸a˜o local a partir deste ponto inicial, atualizando a melhor
soluc¸a˜o, se for o caso.
Passo 6 Por u´ltimo, no Passo 6, tentamos escapar do ponto cr´ıtico obtido na minimizac¸a˜o
feita no Passo 5. A estrate´gia de escapar do ponto cr´ıtico e´ fazer um movimento ao
longo de uma curva de Lissajous que passa pelo ponto cr´ıtico x∗. Portanto, usando
a transformac¸a˜o linear Γ(r) = {Φ(γ(r)) = [ℓ+u+(u− ℓ)γ(r)]/2, podemos construir
uma curva densa Γ em Ω e escolher os ϕj’s tais que Γ(0) = x
∗. O movimento ao
longo de Γ e´ feito testando os candidatos x(α) = Γ(α/(1− |α|)) com
α = 1/2,−1/2, 1/3, 2/3,−1/3,−2/3, 1/5, 2/5, 3/5, 4/5,−1/5,−2/5,−3/5, . . . ,
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ate´ f(x(α)) < f(x∗) (Figura 1.1). Se a curva de Lissajous obteve um ponto melhor,
incrementamos k, tomamos este ponto obtido como o novo iterado, e retornamos ao
Passo 5 para realizar uma nova minimizac¸a˜o local a partir dele. Se apo´s um tempo
TESC na˜o obtivemos um ponto melhor atrave´s da curva de Lissajous, incrementamos
k, e voltamos para o Passo 1 para sortear um novo ponto aleato´rio inicial.
−1 −0.5 0 0.5 1
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
Figura 1.1: Discretizac¸a˜o do intervalo [-1,1] para avaliar a curva de Lissajous.
fmin fmax
0.8
0
P
f
Probabilidade de Descarte
Figura 1.2: Teste de Descarte Funcional - Passo 2.
A escolha aleato´ria no Passo 1 do Algoritmo 1.1 garante que um minimizador global e´
encontrado com probabilidade 1. Isso e´ expresso, para integridade, no seguinte teorema.
Teorema 1.4. Seja x∗ um minimizador global de (3.1) e seja ε > 0 arbitrariamente pe-
queno. Suponha que kmax = ∞. Enta˜o, com probabilidade 1, existem k ∈ {1, 2, . . .} tais
que o ponto xmin computado no Passo 5 do algoritmo satisfaz f(xmin) ≤ f(x∗) + ε.
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Demonstrac¸a˜o. Como f e´ cont´ınua existe uma bola B centrada em x∗ tal que
f(x) ≤ f(x∗) + ε ∀ x ∈ B.
Como o ponto inicial no Passo 1 e´ escolhido aleatoriamente e de acordo com a dis-
tribuic¸a˜o uniforme, a probabilidade de escolher xIk ∈ B em uma iterac¸a˜o particular k e´
estritamente positiva. Pela estrutura dos Passos 2–4, a probabilidade de descartar xIk e´
estritamente menor do que 1.
Portanto, em uma iterac¸a˜o fixa k, um ponto pertencente a` bola B e´ escolhido como
ponto inicial para o Algoritmo 1.1 com probabilidade positiva αB =
vol(B)
vol(Ω)
> 0 . Como o
Algoritmo 1.1 na˜o aumenta o valor da func¸a˜o objetivo, se no Passo 1 e´ sorteado um ponto
xIk ∈ B segue que um ponto xmin ∈ B e´ calculado no Passo 5. Fixada uma iterac¸a˜o k,
vamos analisar a probabilidade pka de que no Passo 1 um ponto xIk ∈ B seja sorteado e seja
aceito nos testes dos Passos 2, 3 e 4. Para cada um dos Passos 2, 3, e 4 a probabilidade de
aceitac¸a˜o de um ponto e´ maior ou igual a 0.2. Portanto, pka ≥ αB(0.2)3 = p > 0. Dado n,
seja P (B, n) a probabilidade de que ao menos um dos pontos xI1 , · · · , xIn , seja sorteado
em B e seja aceito nos Passos 2, 3 e 4. Temos que P (B, n) = 1− (1− pka)n ≥ 1− (1− p)n.
Assim, limn→∞ P (B, n) = 1. Portanto, com probabilidade 1 existem k ∈ {1, 2, . . .} sufi-
cientemente grandes, tais que o ponto xmin computado no Passo 5 do algoritmo pertenc¸a
a` B.
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Cap´ıtulo 2
Otimizac¸a˜o Global no Problema CRS
2.1 Introduc¸a˜o
A explorac¸a˜o de reservato´rios de hidrocarbonetos tem grande importaˆncia no desen-
volvimento de pa´ıses com subsolos ricos. O me´todo s´ısmico de reflexa˜o para a gerac¸a˜o
de imagens do subsolo e´ uma ferramenta determinante para a descoberta de novos reser-
vato´rios, ou de pontos de perfurac¸a˜o e estimac¸a˜o de reservas de hidrocarbonetos.
Durante a segunda metade do se´culo XX foram desenvolvidas teorias e algoritmos
para enfrentar o problema de obter uma imagem do subsolo a partir da informac¸a˜o que
carregam ondas s´ısmicas, geralmente geradas pelo homem, na sua viagem pelo subsolo.
O processamento s´ısmico e´ uma ferramenta essencial a`s atividades de explorac¸a˜o e
monitoramento de reservato´rios de petro´leo. Seu objetivo e´ produzir imagens das regio˜es
de interesse em subsuperf´ıcie, mapeando estruturas geolo´gicas e extraindo paraˆmetros que
caracterizem sua litologia e propriedades petrof´ısicas. A produc¸a˜o dessas imagens depende
de conhecermos um modelo de velocidades para a propagac¸a˜o de ondas na subsuperf´ıcie.
Devido a` reduc¸a˜o de custos na aquisic¸a˜o de dados s´ısmicos e aos avanc¸os da com-
putac¸a˜o (software e hardware), a comunidade geof´ısica tem desenvolvido novos me´todos
de imageamento que visam melhorar ou solucionar algumas das limitac¸o˜es impl´ıcitas dos
me´todos tradicionais. Estes me´todos propo˜em equac¸o˜es alternativas para os tempos de
traˆnsito, que a grosso modo, significa o tempo de propagac¸a˜o da onda de reflexa˜o entre
uma fonte e um receptor.
2.1.1 Dados s´ısmicos
No problema CRS (do Ingleˆs Common Reflection Surface) trabalhamos com os chama-
dos dados s´ısmicos de multicobertura. Um dado s´ısmico e´ o registro da propagac¸a˜o de
ondas na subsuperf´ıcie. Na s´ısmica, as ondas utilizadas sa˜o induzidas pelo homem. Basi-
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camente, uma fonte, que pode ser uma carga explosiva, por exemplo, gera uma onda, que
se propaga pela subsuperf´ıcie. Uma parte de sua energia reflete na estrutura geolo´gica da
terra e retorna a` superf´ıcie, sendo registrada por va´rios receptores espalhados ao redor da
fonte. Cada experimento de campo desse tipo e´ denominado experimento de fonte ou tiro
comum, pois todos os receptores registram a resposta do meio a` uma mesma fonte (Figura
2.1). Os receptores podem registrar, por exemplo, o deslocamento das part´ıculas do solo
ao seu redor ou a pressa˜o por elas exercida. Esse registro e´ discreto e feito a intervalos reg-
ulares de tempo, determinados pela raza˜o amostral ou intervalo de amostragem. E´ comum
que esse intervalo seja de 2 ms, sendo que intervalos ainda menores ja´ sa˜o poss´ıveis, apesar
de ainda na˜o rotineiros. O registro de um u´nico receptor e´ denominado trac¸o s´ısmico. A
colec¸a˜o de va´rios trac¸os s´ısmicos recebo o nome de sec¸a˜o s´ısmica. Finalmente, a colec¸a˜o
de va´rias sec¸o˜es s´ısmicas formam os dados s´ısmicos. A` aquisic¸a˜o dos dados s´ısmicos da´-se
o nome de levantamento s´ısmico. Os levantamentos s´ısmicos podem ser feitos em terra ou
mar.
Figura 2.1: Experimento de tiro comum. O asterisco representa a fonte e os triaˆngulos rep-
resentam os receptores. A seta indica o sentido da translac¸a˜o do conjunto fonte-receptores,
durante o levantamento s´ısmico, sobre a linha tracejada (linha de aquisic¸a˜o).
Via de regra, a aquisic¸a˜o dos dados s´ısmicos e´ feita de maneira ordenada. A fonte gera
a onda que sera´ registrada pelos receptores. Depois disso, o conjunto fonte-receptores e´
transladado sobre uma curva, denominada linha de aquisic¸a˜o s´ısmica. Enta˜o o experi-
mento e´ realizado novamente, nesta nova posic¸a˜o (Figura 2.1). Quando fontes e receptores
esta˜o localizados sempre sobre uma u´nica linha s´ısmica, dizemos que o levantamento e´
bidimensional (2-D). Caso contra´rio, o levantamento e´ tridimensional (3-D). Nesta tese
trabalhamos apenas com dados s´ısmicos de levantamentos 2-D.
A subsuperf´ıcie conte´m va´rias estruturas geolo´gicas. A interface entre cada uma de-
las e´ caracterizada por descontinuidades nos paraˆmetros do meio (velocidade, densidade,
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porosidade, etc.). A essas interfaces damos o nome de refletores s´ısmicos.
2.1.2 Tempos de traˆnsito
Cada trac¸o s´ısmico e´ um registro temporal do efeito da onda refletida sobre o receptor.
O tempo que a onda leva para se propagar da fonte ao refletor e retornar a` superf´ıcie,
sendo registrada no receptor, e´ chamado tempo de traˆnsito ([5, 19]). O tempo de traˆnsito
e´ func¸a˜o das posic¸o˜es da fonte e do receptor. Muito do processamento s´ısmico esta´ baseado
em conhecer estimativas para a func¸a˜o tempo de traˆnsito. Tradicionalmente esta func¸a˜o e´
aproximada por expresso˜es bem simplificadas, dependendo de um u´nico paraˆmetro (uma
aproximac¸a˜o para a velocidade do meio). Isto e´ suficiente para situac¸o˜es na˜o muito com-
plexas, pore´m expresso˜es para o tempo de traˆnsito mais refinadas podem melhorar a
qualidade das ana´lises feitas.
2.1.3 Expansa˜o de Taylor do tempo de traˆnsito
Da mesma forma que na O´tica Geome´trica, muitas vezes e´ conveniente representarmos
as ondas por raios, que podemos interpretar como o caminho preferencial por onde a
energia se propaga. Isto nada mais e´ do que uma aproximac¸a˜o em alta frequeˆncia.
Para ganharmos alguma intuic¸a˜o sobre como poderia ser a expressa˜o para o tempo de
traˆnsito de um raio num meio qualquer, vamos analisar o caso de dois meios homogeˆneos
separados por um refletor plano (Figura 2.2). Consideremos o raio que parte de S (do
ingleˆs, source), reflete em R e e´ registrado em G (geofone). Apenas por argumentac¸o˜es
geome´tricas, pode-se mostrar que o tempo de traˆnsito deste raio e´ dado por
τ(x, h)2 = t0(x)
2 + A1h
2, (2.1)
onde
x =
S +G
2
, h =
G− S
2
, (2.2)
A1 e´ uma constante e t0(x) e´ o tempo do raio normal que parte do ponto x, reflete e
retorna ao mesmo ponto (ilustrado com a linha tracejada na Figura 2.2). Conseguimos
assim descrever o tempo de traˆnsito do raio SRG, como func¸a˜o de h e t0. Implicitamente, τ
tambe´m e´ func¸a˜o de x, pois o tempo t0 depende de x. Podemos assim dizer que utilizamos
o raio normal como um raio de refereˆncia.
Gostar´ıamos agora de retirar a restric¸a˜o de que o meio seja homogeˆneo e de que o raio
de refereˆncia tenha que ser o raio normal partindo do ponto me´dio entre fonte e receptor.
Ou seja, vamos novamente tentar escrever o tempo de traˆnsito de um raio em func¸a˜o
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Figura 2.2: Refletor plano separando dois meios homogeˆneos.
das varia´veis x e h e do tempo de traˆnsito de um raio de refereˆncia (Figura 2.3). Uma
possibilidade seria considerar a expansa˜o em Taylor da func¸a˜o de tempo de traˆnsito, em
torno de um certo raio arbitrariamente fixado. Mais uma vez, o raio de refereˆncia sera´
escolhido como sendo um raio normal. No entanto, no caso anterior o raio normal estava
associado ao ponto me´dio do raio a ser examinado, e agora o raio normal e´ fixo, pore´m
arbitra´rio. Consideremos a mesma mudanc¸a de varia´vel considerada agora e´
x =
S +G
2
e h =
G− S
2
. (2.3)
Note ainda que, baseado no caso simples exposto acima, parece mais apropriado que
a expansa˜o em Taylor seja no quadrado da func¸a˜o do tempo de traˆnsito. Desta forma,
podemos escrever que
τ(x, h)2 ≈ T (x, h)2 = T (x0, 0)2 + A1(x− x0) + A2(x− x0)2 + A3h2, (2.4)
onde x0 e´ a posic¸a˜o do par fonte-receptor (coincidentes) do raio normal escolhido. Repare
que o termo linear em h e o termo misto na˜o aparecem na expansa˜o pois a func¸a˜o e´ par
em relac¸a˜o a h (o tempo de traˆnsito na˜o se altera se as posic¸o˜es de fonte e receptor sa˜o
comutadas). Assim, a Expressa˜o 2.4 fornece uma aproximac¸a˜o para o tempo de traˆnsito
que depende de treˆs paraˆmetros. Essa fo´rmula e´ conhecida como expansa˜o hiperbo´lica do
tempo de traˆnsito ou, simplesmente, tempo de traˆnsito hiperbo´lico.
Em [41], a Fo´rmula 2.4 e´ apresentada com os coeficientes A1, A2 e A3 expressos em
termos de quantidades f´ısicas. Tal expressa˜o para o tempo hiperbo´lico e´ dada por
T (x, h;A,B,C)2 = [t0 + A(x− x0)]2 +B(x− x0)2 + Ch2, (2.5)
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Figura 2.3: Raio SRG na vizinhanc¸a de um raio de refereˆncia, num meio arbitra´rio.
com
A =
2senβ
v0
, B =
2t0 cos
2 β
v0
KN , C =
2t0 cos
2 β
v0
KNIP , (2.6)
para todos pares fonte-receptor em uma vizinhanc¸a apropriada de um ponto central x0, e x
e h sa˜o as coordenadas do ponto me´dio e do meio-afastamento do par fonte-receptor para
o qual o tempo de traˆnsito esta´ sendo computado, v0 e´ a velocidade da subsuperf´ıcie na
vizinhanc¸a do ponto central em x0,e t0 = T (x0, 0) e´ dado. Os paraˆmetros β, KN e KNIP
sa˜o conhecidos como paraˆmetros CRS. Estes paraˆmetros possuem interpretac¸a˜o f´ısica que
na˜o entraremos em maiores detalhes, mas β e´ o aˆngulo de emergeˆncia do raio central, KN
e KNIP sa˜o curvaturas . O uso de A, B e C ao inve´s dos paraˆmetros CRS simplifica o
ca´lculo do tempo de traˆnsito hiperbo´lico.
2.2 O Problema de Otimizac¸a˜o Global
Os dados que possu´ımos sa˜o os trac¸os s´ısmicos. Cada trac¸o e´ uma func¸a˜o do tempo na
posic¸a˜o fonte-receptor onde cada “evento”ou “reflexa˜o”numa interface aparece com uma
amplitude a ser considerada (Figura 2.4 [19]).
No levantamento s´ısmico, uma colec¸a˜o de trac¸os constitui uma sec¸a˜o s´ısmica. Nessa
sec¸a˜o, o eixo horizontal e´ a coordenada espacial e o eixo vertical e´ o tempo.
Se pude´ssemos trac¸ar uma linha unindo as amplitudes que representam a reflexa˜o
na mesma interface, essa func¸a˜o representaria a verdadeira func¸a˜o do tempo de traˆnsito
na Terra. No entanto, essa func¸a˜o e´ desconhecida e ja´ vimos que podemos aproxima´-la
por uma hipe´rbole (Equac¸a˜o 2.5, Figura 2.5 [5]). Enta˜o, dispondo dos dados, temos que
encontrar os paraˆmetros CRS β, KN e KNIP que melhor aproximem a superf´ıcie real que
representa o tempo em relac¸a˜o ao lugar x0 onde queremos simular o tempo de afastamento
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Figura 2.4: Trac¸o s´ısmico
nulo. Este e´ um problema de otimizac¸a˜o global.
Figura 2.5: Curva do tempo de traˆnsito e curva com tempo constante igual ao tempo da
reflexa˜o de afastamento nulo
2.2.1 A func¸a˜o de coereˆncia (“semblance”)
Como mostrado na Figura 2.5, considere para cada trac¸o i daquela figura a amplitude
do evento de reflexa˜o coletado neste trac¸o pelo valor ui, denotando por u = (u1, · · · , uN) as
amostras de que dispomos. Dado um ponto (A,B,C), a superf´ıcie do tempo de traˆnsito
T (x, h;A,B,C) interceptara´ os trac¸os em um tempo, e precisamos interpolar os trac¸os
sobre esses tempos para selecionar a amplitude de cada um destes trac¸os. Para trac¸os
vizinhos ao ponto x0 podemos considerar que a amplitude do evento de reflexa˜o considerado
e´ praticamente constante. Assim, tomando como refereˆncia o vetor e = (1, 1, · · · , 1), uma
boa medida para saber se a func¸a˜o que aproximamos esta´ perto da verdadeira e´ verificando
se o aˆngulo entre esse vetor e o vetor formado pelas amplitudes esta´ pro´ximo de zero. temos
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que
cos θ =
eTu
‖ e ‖‖ u ‖ =
∑
uj√
N
∑
u2j
, (2.7)
onde o somato´rio varia de 1 ate´ N . Por razo˜es de diferenciabilidade , e´ comum considerar
o quadrado da equac¸a˜o (2.7)
S =
(
∑
uj)
2
N
∑
u2j
, (2.8)
que define a func¸a˜o semblance ([40]).
Isto nos diz que 0 ≤ S ≤ 1, e que S vale 1 se o vetor u = (u1, · · · , uN) for um mu´ltiplo
de e. Podemos interpretar que a func¸a˜o semblance e´ ma´xima, indicando maior coereˆncia,
quando todas as amostras sobre a curva considerada teˆm o mesmo valor (o que parece
razoa´vel).
Considerando que se podem cometer erros na hora de selecionar onde esta´ o sinal de
interesse, se considera uma janela temporal, e a fo´rmula (2.8) se torna
S =
∑
(
∑
uj)
2
N
∑∑
u2j
, (2.9)
onde o somato´rio externo considera a janela temporal envolvida (Figura 2.6). Maxi-
mizando a func¸a˜o semblance podemos dizer que quanto mais perto de 1 estamos, melhor
sa˜o os paraˆmetros procurados, sendo que isto so´ tem sentido se a informac¸a˜o e´ coerente.
Figura 2.6: Curva do tempo de traˆnsito e janela temporal para a avaliac¸a˜o da func¸a˜o
semblance
2.2.2 Formulac¸a˜o do problema
Os dados obtidos por um levantamento multicobertura, realizado numa dada linha
s´ısmica horizontal, consistem de va´rios trac¸os s´ısmicos U(x, h, t), parametrizados por suas
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posic¸o˜es de pares fonte-receptor, descritas por (x, h), e tempos de registro 0 ≤ t ≤ tmax.
Dados os trac¸os s´ısmicos Ui(t) = U(xi, hi, t), a medida de coereˆncia (semblance) sera´
dada por
S(A,B,C) =
1
N
∑
|t−ti|≤τ
[
N∑
i=1
Ui(t)
]2
∑
|t−ti|≤τ
[
N∑
i=1
Ui(t)
2
] , (2.10)
onde Ui(t) e´ o valor interpolado do trac¸o i no tempo t,
ti = ti(A,B,C) = t(xi, hi;A,B,C) (2.11)
e´ o tempo de traˆnsito hiperbo´lico dado pela equac¸a˜o (2.5), xi e hi sa˜o , respectivamente, o
ponto me´dio e o meio-afastamento do trac¸o de nu´mero i, τ e´ uma janela de tempo ao redor
de ti e N e´ o nu´mero total de trac¸os selecionados nos dados multicobertura. O somato´rio
interno e´ realizado nos trac¸os selecionados e o somato´rio externo numa certa janela de
tempo.
O problema CRS e´ dado por: para cada par (x0, t0) numa malha, encontrar o ma´ximo
global da func¸a˜o de coereˆncia (semblance), com respeito aos paraˆmetros CRS β,KN e
KNIP . O aˆngulo β deve pertencer ao intervalo (−π/2, π/2) e as curvaturas KN e KNIP
podem assumir qualquer valor real.
Em nosso caso, utilizamos os paraˆmetros A,B e C para simplificar a fo´rmula do tempo
de traˆnsito. Sendo assim, maximizamos a func¸a˜o de coereˆncia nas varia´veis (A,B,C), e
da soluc¸a˜o obtida restauramos (β,KN , KNIP ) usando as relac¸o˜es (2.6).
Em geral, especialmente para dados reais, existe um nu´mero alto de maximizadores
locais da func¸a˜o de coereˆncia e enta˜o, algoritmos de otimizac¸a˜o local podem na˜o ser
muito eficientes para encontrar maximizadores globais. Ale´m disso, me´todos locais po-
dem convergir para pontos cr´ıticos, na˜o necessariamente maximizadores locais. Portanto ,
o nu´mero de soluc¸o˜es poss´ıveis que na˜o sa˜o soluc¸o˜es globais, e´ enorme e uma busca global
e´ necessa´ria.
De agora em diante consideraremos o problema de obter o mı´nimo global de uma
func¸a˜o f : IRn → IR, duas vezes continuamente diferencia´vel, sobre o conjunto Ω = {x ∈
IRn | ℓ ≤ x ≤ u}. O problema CRS e´ tal que n = 3, x = (A,B,C) e f(x) = −S(A,B,C)
(lembre que maximizar S e´ equivalente a minimizar −S) e os paraˆmetros de limitac¸a˜o da
caixa ℓ e u sa˜o escolhidos convenientemente.
Nosso procedimento de otimizac¸a˜o global consiste em usar um algoritmo local para
encontrar um ponto cr´ıtico x∗ e, enta˜o, tentar “escapar” para um novo ponto inicial y tal
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que f(y) < f(x∗). Para a minimizac¸a˜o local no´s escolhemos o Box Euclidian Trust Region
Algorithm (BETRA) proposto por [4]. BETRA e´ um me´todo local com convergeˆncia
garantida para pontos cr´ıticos.
Devido ao grande nu´mero de minimizac¸o˜es globais a serem realizadas, nosso Algoritmo
Global agora esta´ limitado por um tempo de busca. Nosso crite´rio de parada e´ este tempo
limite. A ide´ia e´ de que quanto maior seja o tempo de busca global, melhor sera´ a soluc¸a˜o
obtida.
2.3 Algoritmo de Otimizac¸a˜o Global
O algoritmo usado aqui, e´ bem parecido com o usado no Cap´ıtulo 1. A diferenc¸a e´ que
agora usamos um crite´rio de parada por tempo, na constante TMAX. O tempo de execuc¸a˜o
do algoritmo e´ contado e no Passo 5 do algoritmo Algoritmo Global 1.1 e´ verificado se
o tempo de execuc¸a˜o do algoritmo e´ menor que TMAX. Em caso afirmativo o algoritmo
prossegue, em caso negativo o algoritmo pa´ra. Claramente, quando maior for o valor de
TMAX, melhor sera´ a soluc¸a˜o obtida pelo Algoritmo Global. Na tabela a seguir fazemos um
resumo de comparac¸a˜o entre os me´todos atuais e o nosso algoritmo para a resoluc¸a˜o do
problema CRS.
Algoritmos Atuais:
• Escolher um ponto inicial e fazer
apenas minimizac¸a˜o local.
• Otimizac¸a˜o local com os
paraˆmetros CRS: β,KN , KNIP .
Nosso algoritmo
• Otimizac¸a˜o global por um certo
tempo estabelecido.
• Otimizac¸a˜o global com
A,B,C, para depois recuperar
β,KN , KNIP .
2.4 Experimentos Nume´ricos
Para analisar a performance do procedimento de otimizac¸a˜o global descrito acima, no´s
geramos um dado multicobertura para o modelo sinte´tico descrito na Figura 2.7. O dado
foi modelado usando o pacote Seis88 ([42]). No´s aplicamos o Algoritmo Global para cada
par (x0, t0), com x0 ∈ [3, 7] km e incremento ∆x0 = 25 m, e t0 ∈ [0, 4] s com amostra
de tempo ∆t0 = 0.04 s, v0 = 2 km/s. Portanto, para resolver o problema CRS fizemos
161 × 101 = 16261 chamadas do algoritmo. Todos os experimentos foram rodados em
um Computador Intel Pentium IV 2.8 GHz com 2 Gb de RAM em dupla precisa˜o de
Fortran. Os paraˆmetros linearmente independentes que definem as curvas de Lissajous
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sa˜o escolhidos como sendo as ra´ızes quadradas dos treˆs primeiros nu´meros primos, i.e.,
θ1 =
√
2, θ2 =
√
3 e θ3 =
√
5. Pelas equac¸o˜es (2.6) temos que
|A| ≤= 2
v0
= 1, |B| ≤ 4|KN |, C ≤ 4|KNIP |. (2.12)
As curvaturas KN e KNIP sa˜o inversamente proporcionais a` L =
t0v0
2
([19, 26]), por-
tanto, para as restric¸o˜es de caixa no´s usamos as limitac¸o˜es adequadas: −2 ≤ A ≤ 2,
−4 ≤ B ≤ 4 e −4 ≤ C ≤ 4.
Figura 2.7: Modelo sinte´tico para os experimentos nume´ricos.
No´s testamos o procedimento de otimizac¸a˜o global para treˆs valores crescentes do tempo
ma´ximo permitido para cada execuc¸a˜o do algoritmo: TMAX= 0 s (sem busca global/escape),
1 s e 2 s. O paraˆmetro TESC foi escolhido igual a 0.5 s. Os respectivos tempos totais de
CPU (todas as 16221 execuc¸o˜es do algoritmo) sa˜o 1h51m20s, 7h15m22s e 11h33m16s. A
Figura 2.8 exibe os paine´is finais da func¸a˜o de coereˆncia obtidos. A melhora com a busca
global e´ evidente.
Para uma ana´lise melhor do impacto do procedimento global no´s plotamos na Figura 2.9
as func¸o˜es de coereˆncia em x0 = 4 km, x0 = 5 km, x0 = 6 km. Como pode ser observado,
quando o tempo permitido para a busca global cresce, a func¸a˜o de coereˆncia tambe´m
cresce. Ale´m disso, somente com a busca global e´ poss´ıvel atingir valores altos para a
func¸a˜o de coereˆncia.
Para comparar a qualidade dos paraˆmetros CRS, no´s exibimos nas Figuras 2.10, 2.11 e 2.12
os atributos recuperados β, KN e KNIP , respectivamente, para as treˆs interfaces. Os re-
sultados obtidos esta˜o de acordo com a afirmac¸a˜o anterior sobre a func¸a˜o de coereˆncia:
somente com a estrate´gia global e´ poss´ıvel recuperar a maioria dos valores exatos. De fato,
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Figura 2.8: Paine´is da func¸a˜o de coereˆncia para valores diferentes de TMAX.
TMAX = 1 s e´ suficiente para uma boa estimac¸a˜o em todos os casos.
Na Figura 2.9 percebemos que os melhores resultados aparecem quando TMAX = 2 s ,
pore´m TMAX = 1 s tambe´m da´ resultados satisfato´rios. Vemos que em alguns casos a func¸a˜o
semblance atingiu o valor 1, ou seja, temos certeza que obtivemos um ma´ximo global.
Na Figura 2.10, percebemos que os valores de β tanto para TMAX = 1 s quanto para
TMAX = 2 s, praticamente esta˜o iguais aos valores exatos. Claramente se percebe que
apenas o me´todo local neste caso obte´m soluc¸o˜es ruins.
Nas Figuras 2.11 e 2.12 na grande maioria dos casos os valores exatos de KN e KNIP
foram obtidos para TMAX = 1 s e TMAX = 2 s e os resultados do me´todo local ainda
insatisfato´rios. Pore´m, ainda obtivemos algumas soluc¸o˜es longe dos valores exatos para os
treˆs me´todos.
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Figura 2.9: Func¸a˜o de coereˆncia para treˆs valores diferentes de x0: (+) TMAX = 0 s, (×)
TMAX = 1 s, e (◦) TMAX = 2 s.
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Figura 2.10: β recuperado para as treˆs interfaces: (—) Exato, (+) TMAX = 0 s, (×) TMAX
= 1 s, e (◦) TMAX = 2 s.
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Figura 2.11: KN recuperado para as treˆs interfaces: (—) Exato, (+) TMAX = 0 s, (×) TMAX
= 1 s, e (◦) TMAX = 2 s.
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Figura 2.12: KNIP recuperado para as treˆs interfaces: (—) Exato; (+) TMAX = 0 s, (×)
TMAX = 1 s, e (◦) TMAX = 2 s
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Cap´ıtulo 3
Otimizac¸a˜o Global em Padro˜es
Ocultos
3.1 Introduc¸a˜o
A busca de padro˜es ocultos e´ um assunto desafiador na explorac¸a˜o de dados moderna.
Muitos artigos dirigem-se ao problema da descoberta de padro˜es ocultos em diferentes
a´reas, como Ecologia [29, 14], Web-log Ana´lise [22], Administrac¸a˜o de Sau´de Pu´blica [24],
Dinaˆmica Espacial-Temporal de Caminhos de Onda Espac¸o-Temporal [13], Arte [43],Cr´ıtica
Litera´ria Psicoanal´ıtica [30], Psiquiatria [18], Histo´ria Social [34], Demografia [10, 11], Sis-
temas de Cidade [25] e muitas outras.
Considere a nuvem de pontos dada nas Figuras 3a e3b. A` primeira vista, as duas
nuvens de pontos parecem qualitativamente similares. Entretanto, na Figura 3a existem
exatamente cinco pontos que pertencem a` uma mesma para´bola enquanto que na Figura 3b
tal conjunto de pontos na˜o existe.
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Figura 3a Figura 3b
Na Figura 4 no´s exibimos novamente os pontos da Figura 3a junto com a para´bola que
se ajusta aqueles pontos especiais. Em situac¸o˜es como esta, no´s dizemos que a Figura 3a
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oculta o padra˜o de uma para´bola (ou, simplesmente, oculta uma para´bola), enquanto que
a Figura 3b na˜o.
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Figura 4
Deve ser mencionado que em muitos artigos e aplicac¸o˜es de explorac¸a˜o de dados, os
padro˜es sa˜o ocultos no sentido que eles sa˜o dif´ıceis de encontrar, pelo menos usando
procedimentos padro˜es de ajuste. Em nosso caso os padro˜es sa˜o ocultos porque eles sa˜o
revelados somente tomando em conta uma pequena quantidade de dados, sendo que a
informac¸a˜o dispon´ıvel esta´ severamente corrompida.
Nas Sec¸o˜es 3.2 e 3.3 no´s mostramos como o problema OVO e o Algoritmo 1.1 podem
ser usados para encontrar padro˜es ocultos deste tipo. Nossa aplicac¸a˜o em padro˜es ocultos
consiste em minimizar globalmente a func¸a˜o OVO, que sera´ descrita na Sec¸a˜o 3.2 . Em
[2] um me´todo local do tipo descida ma´xima foi introduzido para minimizac¸a˜o local do
problema OVO. Descreveremos este me´todo na Sec¸a˜o 3.3. Usaremos nosso Algoritmo
Global 1.1 com este me´todo local. Vale ressaltar que neste problema de encontrar padro˜es
ocultos o Algoritmo Global e´ necessa´rio, pois o me´todo local na˜o resolve o problema.
3.2 O problema OVO
Dadasm func¸o˜es cont´ınuas f1, . . . , fm, definidas em Ω ⊂ IRn e um inteiro p ∈ {1, . . . ,m},
a func¸a˜o f do Valor-Ordenado de ordem p (OVO) e´ dada por
f(x) = fip(x)(x)
para todo x ∈ Ω, onde
fi1(x)(x) ≤ fi2(x)(x) ≤ . . . ≤ fip(x)(x) ≤ . . . ≤ fim(x)(x).
Se p = 1, f(x) = min{f1(x), . . . , fm(x)} enquanto que para p = m temos que f(x) =
max{f1(x), . . . , fm(x)}.
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A func¸a˜o OVO f e´ cont´ınua. Entretanto, mesmo se as func¸o˜es fi sa˜o diferencia´veis, a
func¸a˜o OVO e´ na˜o suave.
O problema OVO consiste na minimizac¸a˜o da func¸a˜o do Valor-Ordenado:
Minimizar f(x) s.a. x ∈ Ω. (3.1)
Nosso objetivo e´ modelar o problema de padro˜es ocultos com a func¸a˜o OVO. Dados
um conjunto de dados no plano (t1, y1), · · · , (tm, ym), com alguns deles representando um
padra˜o, uma func¸a˜o. Basicamente precisamos encontrar uma expressa˜o para esta func¸a˜o
que forma o padra˜o, e precisamos saber quantos pontos satisfazem este padra˜o. Como
por exemplo, pode ser o caso de existir uma func¸a˜o φ tal que para alguns valores de i
yi = φ(ti, x). Neste caso a abordagem OVO e´ definir func¸o˜es de erro como sendo fi(x) =
(φ(ti, x) − yi)2, e minimizamos a func¸a˜o OVO de ordem p, para va´rios valores de p. O
valor da func¸a˜o OVO na soluc¸a˜o do problema varia bruscamente quando estamos perto
do “p correto”.
3.3 Algoritmo local
Suponha que Ω ⊂ IRn e´ fechado e convexo, e f1, . . . , fm teˆm derivadas parciais cont´ınuas
em um conjunto aberto que conte´m Ω. Denotaremos gj = ∇fj de agora em diante.
Para todo x, y ∈ Ω, j = 1, . . . ,m, suponhamos que existam c, L ∈ R tais que
‖gj(x)‖∞ ≤ c,
e
‖gj(y)− gj(x)‖∞ ≤ L‖y − x‖∞.
Consequentemente, para todo x, y ∈ Ω, j = 1, . . . ,m,
|fj(y)− fj(x)| ≤ c‖y − x‖∞ (3.2)
e
fj(y) ≤ fj(x) + gj(x)T (y − x) + L
2
‖y − x‖2∞. (3.3)
Antes de descrever o algoritmo, definamos, para todo ε > 0, x ∈ Ω:
Iε(x) = {j ∈ {1, . . . ,m} | f(x)− ε ≤ fj(x) ≤ f(x) + ε}. (3.4)
Algoritmo 3.1. Seja x0 ∈ Ω um ponto inicial arbitra´rio. Sejam θ ∈ (0, 1), ∆ > 0, ε > 0,
0 < σmin < σmax < 1, η ∈ (0, 1].
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Dado xk ∈ Ω os passos da k-e´sima iterac¸a˜o sa˜o:
Passo 1. (Resolvendo o subproblema)
Defina
Mk(d) = max
j∈Iε(xk)
gj(xk)
Td. (3.5)
Considere o subproblema
Minimizar Mk(d) s.t. xk + d ∈ Ω, ‖d‖∞ ≤ ∆. (3.6)
Note que (3.6) e´ equivalente ao problema de otimizac¸a˜o convexo
Minimizar w
gj(xk)
Td ≤ w ∀ j ∈ Iε(xk),
xk + d ∈ Ω, ‖d‖∞ ≤ ∆.
Seja d¯k uma soluc¸a˜o de (3.6). Seja dk tal que xk + dk ∈ Ω, ‖dk‖ ≤ ∆ e
Mk(dk) ≤ ηMk(d¯k). (3.7)
Se Mk(dk) = 0 pare.
Passo 2. (Ca´lculo do tamanho do passo)
Tome α← 1.
Se
f(xk + αdk) ≤ f(xk) + θαMk(dk) (3.8)
tome αk = α, xk+1 = xk + αkdk e acabe a iterac¸a˜o. Caso contra´rio, escolha αnew ∈
[σminα, σmaxα], fac¸a α← αnew e repita o teste (3.8).
Definic¸a˜o. Dizemos que x e´ ε− o´timo se
D ≡ {d ∈ IRn | x+ d ∈ Ω e gj(x)Td < 0 ∀ j ∈ Iε(x)} = ∅. (3.9)
Teorema 3.1. Suponha que xk ∈ Ω e´ a k−e´sima iterada do Algoritmo 3.1. Enta˜o:
(a) O algoritmo pa´ra em xk se, e somente se, xk e´ ε− o´timo.
(b) Se o algoritmo na˜o pa´ra em xk, enta˜o a iterac¸a˜o esta´ bem definida e
αk ≥ min
{
2σminγk(1− θ)
L∆2
,
εσmin
3c∆
}
, (3.10)
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onde
γk = − max
j∈Iε(xk)
{gj(xk)Tdk} > 0. (3.11)
Demonstrac¸a˜o. Ver[2].
Teorema 3.2. Suponha que x∗ ∈ Ω e´ um ponto limite de uma sequeˆncia gerada pelo
Algoritmo 3.1. Enta˜o x∗ e´ ε-o´timo.
Demonstrac¸a˜o. Ver[2].
3.4 Experimentos nume´ricos
Algumas caracter´ısticas pra´ticas com respeito a` implementac¸a˜o do Algoritmo Global
1.1 sa˜o dadas abaixo:
• Como mencionado anteriormente, o problema (3.6) e´ um problema de otimizac¸a˜o
convexo. Ale´m disso, em nossas aplicac¸o˜es as restric¸o˜es Ω sera˜o lineares, portanto
(3.6) e´ um problema de Programac¸a˜o Linear. Para resolve-lo no´s usamos a rotina
DDLPRS da Biblioteca IMSL.
• Os subproblemas foram resolvidos exatamente. Isso significa que usamos η = 1.
• Os paraˆmetros algor´ıtmicos usados foram:
θ = 0.5, ∆ = 1, ε = 10−3, σmin = 0.1, σmax = 0.9, TESC = 1.0s.
• No processo de backtracking (3.8) tomamos αnew = 0.5α.
• Todos os experimentos nume´ricos foram rodados num computador Pentium 4, 2.4
Ghz, 1Gb RAM em FORTRAN dupla precisa˜o.
3.4.1 Encontrando polinoˆmios ocultos
Suponha que {(t1, y1), . . . , (tm, ym)} ⊂ IR2 e´ um conjunto de dados e que sabemos que a
“maioria deles esta˜o corrompidos”. Apesar disso, alguns desses pontos conte´m informac¸a˜o
incorrupt´ıvel valiosa, representando um polinoˆmio de grau baixo x1t
n−1+ · · ·+xn−1t+xn.
O ajuste de quadrados mı´nimos da forma yi ≈ x1tn−1i + . . .+ xn−1ti+ xn leva a` resultados
desastrosos devido a` devastadora influeˆncia de ru´ıdos.
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A abordagem OVO para encontrar polinoˆmios ocultos consiste em definir, para cada
i = 1, . . . ,m, a func¸a˜o de erro
fi(x) = (
n∑
j=1
xjt
n−j
i − yi)2.
Dado p ∈ {1, . . . ,m}, esse conjunto de func¸o˜es define um problema OVO (3.1) para o qual
o Algoritmo 1.1 pode ser empregado. A ide´ia e´ resolver esse problema para diferentes val-
ores de p. Se p esta´ pro´ximo de m no´s esperamos um valor alto da func¸a˜o OVO na soluc¸a˜o
encontrada, mostrando que existem dados errados entre os pontos que correspondem a`
fi1 , . . . , fip . Quando p e´ diminu´ıdo, a func¸a˜o OVO na soluc¸a˜o tende a diminuir tambe´m.
No´s esperamos que, quando no´s tomamos “o p correto”, a func¸a˜o OVO diminuiria brus-
camente, assumindo um valor pro´ximo de zero.
Os resultados sa˜o dados nas Tabelas 3.1 a 3.6 e nas correspondentes figuras. Em
todos os casos no´s geramos m dados aleato´rios. Dez por cento deles sa˜o “corretos” no
sentido que eles ajustam exatamente um polinoˆmio escolhido previamente. No´s definimos
Ω = [−10, 10]n. O paraˆmetro kmax e´ informado sob a segunda coluna de cada tabela.
Sob a terceira coluna no´s informamos o nu´mero total de “pontos melhores” obtidos pelo
procedimento de escape usando as curvas de Lissajous. A u´ltima coluna indica o passo
do Algoritmo 1.1 que levou ao ponto inicial que produziu a soluc¸a˜o(Passo o´timo). A
penu´ltima coluna indica o nu´mero de chamadas para o Algoritmo 3.1 que foram necessa´rias
para encontrar o melhor ponto obtido.
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Nu´mero de Melhor soluc¸a˜o obtidaminimizac¸o˜es
Sucessos Chamadas para Passop kmax x f(x)Escape Algoritmo 3.1 O´timo
3 10 2 -0.34 1.65 3.97 1.40E-16 4 passo 1
4 150 190 1.00 -5.00 2.00 2.68E-13 233 passo 1
5 250 395 1.00 -5.00 2.00 2.94E-13 590 passo 1
6 200 284 1.51 0.90 6.23 0.2687 307 passo 6
7 200 397 1.66 1.39 2.59 1.3313 431 passo 6
8 200 376 1.54 0.84 5.14 2.3728 384 passo 6
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· conjunto de dados (ti, yi) * dados corretos (ti, yi), i = 1, . . . ,“p correto” - melhor soluc¸a˜o para p = 5
Tabela 3.1: m = 50, “p correto”= 5, x∗ = (1,−5, 2)
Nu´mero de Melhor soluc¸a˜o obtidaminimizac¸o˜es
Sucessos Chamadas para Passop kmax x f(x)Escape Algoritmo 3.1 O´timo
8 50 99 -1.00 -6.00 4.00 7.65E-13 66 passo 6
9 50 102 -1.00 -6.00 4.00 2.28E-12 72 passo 6
10 50 93 -1.00 -6.00 4.00 4.94E-12 45 passo 6
11 200 397 -0.95 -6.94 8.08 1.00 406 passo 6
12 200 368 -1.04 -5.90 5.45 1.42 75 passo 6
13 200 371 -0.94 -6.19 1.95 3.14 133 passo 1
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· conjunto de dados (ti, yi) * dados corretos (ti, yi), i = 1, . . . ,“p correto” - melhor soluc¸a˜o para p = 10
Tabela 3.2: m = 100, “p correto”= 10, x∗ = (−1,−6, 4)
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Nu´mero de Melhor soluc¸a˜o obtidaminimizac¸o˜es
Sucesso Chamadas para Passop kmax x f(x)Escape Algoritmo 3.1 O´timo
13 50 91 -1.00 1.00 -6.00 9.92E-14 33 passo 6
14 50 95 -1.00 1.00 -6.00 5.18E-14 36 passo 6
15 100 177 -1.00 1.00 -6.00 2.45E-14 221 passo 6
16 200 350 -1.00 1.00 -5.96 0.0272 14 passo 6
17 200 358 -1.00 1.00 -6.18 0.0339 179 passo 6
18 200 332 -1.00 0.97 -6.19 0.0865 288 passo 6
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· conjunto de dados (ti, yi) * dados corretos (ti, yi), i = 1, . . .“p correto” - Melhor soluc¸a˜o para p = 15
Tabela 3.3: m = 150, “p correto”= 15, x∗ = (−1, 1,−6)
Nu´mero de Melhor soluc¸a˜o obtidaminimizac¸o˜es
Sucesso Chamadas para Passop kmax x f(x)Escape Algoritmo 3.1 O´timo
3 10 4 1.21 3.34 -5.84 1.36 8.41E-20 4 passo 6
4 50 74 1.24 3.55 -5.90 -0.58 1.14E-16 84 passo 1
5 50 85 1.00 5.00 3.00 -7.00 1.26E-14 101 passo 6
6 200 466 1.05 5.10 -0.95 -10.0 140.50 309 passo 6
7 200 397 0.97 4.76 5.77 -10.0 679.53 119 passo 6
8 200 450 0.48 -0.52 -7.83 -10.0 3655.75 627 passo 6
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· conjunto de dados (ti, yi) * dados corretos (ti, yi), i = 1, . . . ,“p correto” - Melhor soluc¸a˜o para p = 5
Tabela 3.4: m = 50, “p correto”= 5, x∗ = (1, 5, 3,−7)
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Nu´mero de Melhor soluc¸a˜o obtidaminimizac¸o˜es
Sucesso Chamadas para Passop kmax x f(x)Escape Algoritmo 3.1 O´timo
8 100 181 -1.00 3.00 3.00 9.00 3.46E-17 144 passo 6
9 50 100 -1.00 3.00 3.00 9.00 9.15E-15 93 passo 6
10 50 80 -1.00 3.00 3.00 9.00 4.51E-14 23 passo 6
11 200 407 -1.00 3.00 2.97 8.86 0.0272 369 passo 6
12 200 414 -0.98 3.21 0.80 1.73 118.89 115 passo 6
13 200 429 -0.98 3.46 2.17 -5.14 207.12 527 passo 6
−10 −5 0 5 10
−600
−400
−200
0
200
400
600
800
1000
1200
−10 −5 0 5 10
−600
−400
−200
0
200
400
600
800
1000
1200
· conjunto de dados (ti, yi) * dados corretos (ti, yi), i = 1, . . . ,“p correto” - Melhor soluc¸a˜o para p = 10
Tabela 3.5: m = 100, “p correto”= 10, x∗ = (−1, 3, 3, 9)
Nu´mero de Melhor soluc¸a˜o obtidaminimizac¸o˜es
Sucesso Chamadas para Passop kmax x f(x)Escape Algoritmo 3.1 O´timo
13 50 80 -1.00 3.00 7.00 0.00 3.24E-16 914 passo 6
14 50 82 -1.00 3.00 7.00 0.00 8.30E-12 69 passo 6
15 100 210 -1.00 3.00 7.00 0.00 1.45E-12 213 passo 6
16 200 413 -1.01 3.06 7.79 -1.75 12.04 34 passo 6
17 200 447 -1.01 2.96 8.57 0.66 37.10 61 passo 6
18 200 409 -0.98 3.10 4.89 -2.21 55.24 225 passo 6
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· conjunto de dados (ti, yi) * dados corretos (ti, yi), i = 1, . . . ,“p correto” - Melhor soluc¸a˜o para p = 15
Tabela 3.6: m = 150, “p correto”= 15, x∗ = (−1, 3, 7, 0)
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3.4.2 Encontrando c´ırculos ocultos
Os experimentos sa˜o completamente ana´logos aos relatados para polinoˆmios. Neste
caso, precisamos estimar treˆs paraˆmetros x1, x2, x3 ∈ Ω onde
Ω = {x ∈ IR3 | − 10 ≤ x1, x2 ≤ 10, 0 ≤ x3 ≤ 10}.
O centro do c´ırculo desconhecido e´ (x1, x2) e seu raio e´ x3. As func¸o˜es fi sa˜o:
fi(x) = [(ti − x1)2 + (yi − x2)2 − x23]2.
Os resultados, seguindo as mesmas convenc¸o˜es anteriores, esta˜o resumidos nas Tabelas 3.7, 3.8
e 3.9 e nas figuras correspondentes.
Nu´mero de Melhor soluc¸a˜o obtidaminimizac¸o˜es
Sucesso Chamadas para Passop kmax x f(x)Escape Algoritmo 3.1 O´timo
3 50 3 -4.99 -4.81 5.68 3.48E-19 4 passo 1
4 2800 3002 5.00 -3.00 7.00 8.77E-18 5670 passo 6
5 200 263 5.00 -3.00 7.00 2.93E-16 378 passo 1
6 200 302 5.66 3.04 4.32 0.01 363 passo 6
7 200 288 5.71 3.09 4.29 0.08 341 passo 6
8 200 315 0.01 1.50 5.63 0.18 366 passo 6
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· conjunto de dados (ti, yi) * dados corretos (ti, yi), i = 1, . . .“p correto” - Melhor soluc¸a˜o para p = 5
Tabela 3.7: m = 50, “p correto”= 5, x∗ = (5,−3, 7)
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Nu´mero de Melhor soluc¸a˜o obtidaminimizac¸o˜es
Sucesso Chamadas para Passop kmax x f(x)Escape Algoritmo 3.1 O´timo
8 50 89 1.00 -2.00 5.00 1.21E-15 78 passo 6
9 300 543 1.00 -2.00 5.00 1.35E-17 781 passo 6
10 50 88 1.00 -2.00 5.00 5.11E-17 109 passo 6
11 200 382 0.92 -1.99 5.00 0.6348 355 passo 6
12 200 407 1.00 -2.00 4.88 1.4563 527 passo 6
13 200 371 1.00 -2.00 4.87 1.6275 185 passo 6
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· conjunto de dados (ti, yi) * dados corretos (ti, yi), i = 1, . . . ,“p correto” - Melhor soluc¸a˜o para p = 10
Tabela 3.8: m = 100, “p correto”= 10, x∗ = (1,−2, 5)
Nu´mero de Melhor soluc¸a˜o obtidaminimizac¸o˜es
Sucesso Chamadas para Passop kmax x f(x)Escape Algoritmo 3.1 O´timo
13 300 567 -3.00 1.00 7.00 1.52E-15 815 passo 6
14 100 174 -3.00 1.00 7.00 1.99E-13 256 passo 6
15 100 173 -3.00 1.00 7.00 5.98E-16 241 passo 6
16 200 360 -3.00 1.04 7.00 0.3760 287 passo 6
17 200 349 -3.07 1.68 7.69 3.3274 228 passo 6
18 200 363 -3.05 1.69 7.69 3.6929 105 passo 6
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· conjunto de dados (ti, yi) * dados corretos (ti, yi), i = 1, . . . ,“p correto” - Melhor soluc¸a˜o para p = 15
Tabela 3.9: m = 150, “p correto”= 15, x∗ = (−3, 1, 7)
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3.4.3 Encontrando “bananas” ocultas
O padra˜o oculto e´ a curva no plano-ty, da forma
(y − x2 − (t− x1)2)2 + (1− (t− x1))2 = x3,
onde x1, x2 e x3 sa˜o os paraˆmetros que precisamos estimar. Definimos
Ω = {x ∈ IR3 | − 10 ≤ x1, x2 ≤ 10, 0 ≤ x3 ≤ 20}.
E, para cada i = 1, . . . ,m a func¸a˜o de erro e´:
fi(x) = [(yi − x2 − (ti − x1)2)2 + (1− (ti − x1))2 − x3]2.
Os resultados, seguindo as mesmas convenc¸o˜es anteriores, esta˜o resumidos nas Tabelas
3.10, 3.11 e 3.12 e nas figuras correspondentes.
Nu´mero de Melhor soluc¸a˜o obtidaminimizac¸o˜es
Sucesso Chamadas para Passop kmax x f(x)Escape Algoritmo 3.1 O´timo
3 50 9 4.70 5.73 5.82 3.52E-18 53 passo 1
4 1000 1258 1.00 -4.00 7.00 1.38E-16 1828 passo 6
5 1000 1899 1.00 -4.00 7.00 4.80E-17 2141 passo 6
6 1000 2114 1.86 -5.49 12.9 0.0857 2835 passo 6
7 1000 2284 1.89 -5.48 13.0 0.2796 2081 passo 6
8 1000 2459 1.87 -5.52 13.2 0.4496 551 passo 6
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· conjunto de dados (ti, yi) * dados corretos (ti, yi), i = 1, . . . ,“p correto” - Melhor soluc¸a˜o para p = 5
Tabela 3.10: m = 50, “p correto”= 5, x∗ = (1,−3, 7)
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Nu´mero de Melhor soluc¸a˜o obtidaminimizac¸o˜es
Sucesso Chamadas para Passop kmax x f(x)Escape Algoritmo 3.1 O´timo
8 500 1018 -1.00 -7.00 9.00 1.24E-05 403 passo 6
9 500 1013 -1.00 -7.00 8.99 6.66E-05 40 passo 6
10 500 1152 -1.00 -7.00 9.00 2.28E-08 760 passo 6
11 500 1102 -1.00 -7.00 9.00 0.0001 695 passo 6
12 500 1068 -1.00 -6.95 9.01 0.0646 458 passo 6
13 500 1103 -1.00 -6.89 8.98 0.3416 1263 passo 1
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· conjunto de dados (ti, yi) * dados corretos (ti, yi), i = 1, . . . ,“p correto” - Melhor soluc¸a˜o para p = 10
Tabela 3.11: m = 100, “p correto”= 10, x∗ = (−1,−7, 9)
Nu´mero de Melhor soluc¸a˜o obtidaminimizac¸o˜es
Sucesso Chamadas para Passop kmax x f(x)Escape Algoritmo 3.1 O´timo
13 100 216 0.00 -6.00 15.0 1.45E-15 107 passo 6
14 100 207 -0.00 -6.00 15.0 1.31E-16 41 passo 6
15 100 221 0.00 -6.00 15.0 2.49E-16 70 passo 6
16 200 427 -0.00 -6.00 14.7 0.0675 169 passo 6
17 200 481 -0.01 -6.01 15.5 0.6014 458 passo 6
18 200 450 -0.02 -6.07 15.2 0.8290 515 passo 6
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· conjunto de dados (ti, yi) * dados corretos (ti, yi), i = 1, . . . ,“p correto” - Melhor soluc¸a˜o para p = 15
Tabela 3.12: m = 150, “p correto”= 15 x∗ = (0,−6, 15)
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3.4.4 Encontrando elipses ocultas
Nesta sec¸a˜o os padro˜es ocultos sa˜o elipses:
(ti − x1)2
x23
+
(yi − x2)2
x24
= 1.
Neste caso precisamos estimar quatro paraˆmetros x1, x2, x3 e x4 ∈ Ω onde
Ω = {x ∈ IR4 | − 10 ≤ x1, x2 ≤ 10, 0 ≤ x3, x4 ≤ 10}.
Portanto, as func¸o˜es de erro sa˜o:
fi(x) =
[
(ti − x1)2
x23
+
(yi − x2)2
x24
− 1
]2
.
Os resultados, seguindo as mesmas convenc¸o˜es anteriores, esta˜o resumidos nas Tabelas
3.13, 3.14 e 3.15 e nas figuras correspondentes.
Nu´mero de Melhor soluc¸a˜o obtidaminimizac¸o˜es
Sucesso Chamadas para Passop kmax x f(x)Escape Algoritmo 3.1 O´timo
8 1819 4181 0.00 4.00 9.00 5.00 1.73E-13 5063 passo 6
9 500 1151 0.00 4.00 9.00 5.00 3.18E-13 1587 passo 6
10 500 1091 0.00 4.00 9.00 5.00 2.39E-13 993 passo 6
11 500 1218 -0.02 4.01 9.12 4.94 0.0006 1601 passo 6
12 500 1226 -0.08 4.03 9.12 4.93 0.0008 1229 passo 6
13 500 1183 0.31 4.22 8.14 6.06 0.0033 303 passo 6
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· conjunto de dados (ti, yi) * dados corretos (ti, yi), i = 1, . . . ,“p correto” - Melhor soluc¸a˜o para p = 10
Tabela 3.13: m = 50, “p correto”= 10, x∗ = (0, 4, 9, 5)
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Nu´mero de Melhor soluc¸a˜o obtidaminimizac¸o˜es
Sucesso Chamadas para Passop kmax x f(x)Escape Algoritmo 3.1 O´timo
18 1000 3008 0.01 -2.00 9.00 6.99 7.07E-6 1085 passo 6
19 1000 2954 0.00 -2.00 8.99 7.00 6.00E-6 3057 passo 1
20 6000 17667 -0.00 -2.00 9.00 7.00 2.58E-6 23201 passo 6
21 1000 2966 0.01 -1.98 8.98 6.99 7.76E-5 3914 passo 6
22 1000 2950 0.03 -1.99 8.93 7.04 0.0002 229 passo 6
23 1000 2859 0.00 -1.99 8.90 7.04 0.0004 1728 passo 6
−10 −5 0 5 10
−10
−8
−6
−4
−2
0
2
4
6
8
10
−10 −5 0 5 10
−10
−8
−6
−4
−2
0
2
4
6
8
10
· conjunto de dados (ti, yi) * dados corretos (ti, yi), i = 1, . . . ,“p correto” - Melhor soluc¸a˜o para p = 20
Tabela 3.14: m = 100, “p correto”= 20, x∗ = (0,−2, 9, 7)
Nu´mero de Melhor soluc¸a˜o obtidaminimizac¸o˜es
Sucesso Chamadas para Passop kmax x f(x)Escape Algoritmo 3.1 O´timo
28 1000 3494 0.97 -0.00 7.99 9.00 7.43E-5 1660 passo 6
29 1000 3428 1.00 -0.02 8.00 9.00 2.35E-5 1959 passo 6
30 1000 3311 1.00 -0.00 8.00 8.99 3.85E-6 1492 passo 6
31 1000 3388 1.02 0.01 7.96 8.99 0.0002 333 passo 6
32 1000 3376 1.04 0.01 8.01 9.00 0.0003 4149 passo 6
33 1000 3338 1.00 0.02 8.03 9.02 0.0004 1761 passo 6
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· conjunto de dados (ti, yi) * dados corretos (ti, yi), i = 1, . . . ,“p correto” - Melhor soluc¸a˜o para p = 30
Tabela 3.15: m = 150, “p correto”= 30, x∗ = (1, 0, 8, 9)
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3.4.5 Comparac¸a˜o com outra estrate´gia global
No´s usamos o problema da Tabela 3.15 para comparar a eficieˆncia do Algoritmo 1.1
com respeito a` estrate´gia multistart simples. O resultado relatado na Tabela 3.15 foi
obtido usando 25 minutos de tempo de CPU. Entretanto, o me´todo de multistart de busca
aleato´ria pura, que usa o algoritmo local sem descartar e sem realizar escape, na˜o obteve
uma soluc¸a˜o de qualidade similar apo´s 12 horas de execuc¸a˜o.
3.4.6 Encontrando um polinoˆmio trigonome´trico oculto
Considere os pontos na Figura 5a. No´s desejamos ajustar uma func¸a˜o trigonome´trica
polinomial da forma
y(x, t) = x1 + x2t+ x3t
2 + x4t
3 + x5 cos(x6t+ x7) + x8 sin(x9t+ x10).
Consequentemente, as func¸o˜es de erro sa˜o:
fi(x) = [yi − y(x, ti)]2.
Tomando p = 50 obtivemos usando o Algoritmo 1.1 e apo´s 2 horas de tempo de CPU
a func¸a˜o dada na Figura 5b. Como precisamos de pelo menos 10 pontos para ajustar esta
func¸a˜o e C10010
∼= 1.7× 1013, observe que o uso de esquemas enumerativos e´ completamente
imposs´ıvel.
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· conjunto de dados (ti, yi) * dados corretos (ti, yi), i = 1, . . . ,“p correto” - Melhor soluc¸a˜o para p = 50
Figura 5: m = 100, “p correto”= 50
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3.4.7 Ana´lise dos Resultados
Vamos ressaltar algumas caracter´ısticas obtidas nos experimentos nume´ricos.
• Em todas as tabelas dos experimentos de padro˜es ocultos, notamos que para p maior
do que o p “correto”o valor da func¸a˜o OVO e´ grande. E para p menor ou igual ao
p “correto”o valor da func¸a˜o OVO e´ pequeno o suficiente. Assim para valores de
p pro´ximos ao p “correto”, existe um salto de descontinuidade no valor da func¸a˜o
OVO na soluc¸a˜o obtida.
• Tambe´m, notamos que o Passo O´timo, isto e´, o passo que gerou o ponto inicial para
obter a soluc¸a˜o, na maioria dos casos foi o Passo 6. Ou seja, na maioria das vezes
a estrate´gia de escapar atrave´s da curva de Lissajous foi eficiente em encontrar um
ponto que levasse a` soluc¸a˜o.
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Cap´ıtulo 4
Me´todos Quase-Newton para a
Otimizac¸a˜o do Valor Ordenado e
ca´lculos do Valor-em-Risco
4.1 Introduc¸a˜o
Neste cap´ıtulo no´s generalizamos os resultados de [2]. Em vez de aproximar as func¸o˜es
fi por func¸o˜es lineares, no´s as aproximamos por quadra´ticas com hessianas semi-definidas
positivas. No algoritmo primal de [2] para resolver o problema OVO de ordem p, se
procura uma direc¸a˜o de descida para todas as func¸o˜es nas quais tem empate ou que esta˜o
a` uma distaˆncia ε do valor fip(x). Neste cap´ıtulo fazemos a aproximac¸a˜o quadra´tica das
func¸o˜es empate e das que diferem ε, e achamos uma direc¸a˜o de descida usando o modelo
quadra´tico baseado numa estrate´gia quase-Newton. No´s obtemos os mesmos resultados
de convergeˆncia global de [2]. Ale´m disso, sob algumas hipo´teses mais restritivas, no´s
obtemos resultados de convergeˆncia superlinear e quadra´tica.
No´s objetivamos aplicar te´cnicas do problema OVO aos modelos macroeconoˆmicos
onde o comportamento de aversa˜o ao risco e´ esperado. Aqui no´s consideramos o Sistema
Banca´rio Ideal (SBI) de J. Stiglitz e B. Greenwald [33] (Preˆmio de Nobel da economia
em 2001). Este modelo usa uma abordagem de portfolios para explicar como os bancos
decidem em quanto emprestar, e como as mudanc¸as nos regulamentos afetam o abastec-
imento de cre´dito. No´s aplicamos o me´todo quase-Newton ao modelo SBI e mostramos
que a te´cnica e´ geralmente eficaz, fornecendo assim ferramentas u´teis para a simulac¸a˜o do
comportamento banca´rio.
Este cap´ıtulo esta´ organizado da seguinte maneira. O algoritmo principal e´ apresentado
na Sec¸a˜o 4.2. Na Sec¸a˜o 4.3 damos uma prova da convergeˆncia global. A convergeˆncia local
e´ discutida na Sec¸a˜o 4.4. A aplicac¸a˜o a` otimizac¸a˜o de deciso˜es no Sistema Banca´rio Ideal
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de Stiglitz e´ dada na Sec¸a˜o 4.5. A descric¸a˜o da implementac¸a˜o computacional e dos
resultados nume´ricos esta´ na Sec¸a˜o 4.7.
Notac¸a˜o.
‖ · ‖ e´ a norma-2 de vetores e matrizes;
B(z, δ) = {x ∈ IRn | ‖x− z‖ < δ};
IN = {0, 1, 2, . . .};
IRn+ = {x ∈ IRn | x ≥ 0};
IRn++ = {x ∈ IRn | x > 0}.
O s´ımbolo [v]i denota a i-e´sima componente do vetor v nos casos em que a notac¸a˜o
usual vi pode levar a` confusa˜o.
No´s denotamos gj(x) = ∇fj(x), N (A) denota o nu´cleo da matriz A e R(Z) denota o
espac¸o-coluna da matriz Z.
4.2 Algoritmo Principal
Consideremos o problema OVO (3.1) no caso em que Ω e´ fechado e convexo e as func¸o˜es
fi sa˜o continuamente diferencia´veis. De agora em diante, p estara´ fixo e, para simplificar
a notac¸a˜o, escreveremos:
f(x) = fip(x)
(x), ∀ x ∈ Ω,
a func¸a˜o OVO de ordem p.
Como em [2], definamos, para todo ε ≥ 0, x ∈ Ω:
Iε(x) = {j ∈ {1, . . . ,m} | f(x)− ε ≤ fj(x) ≤ f(x) + ε}.
Definic¸a˜o. Dizemos que x e´ ε−estaciona´rio se
D(x) ≡ {d ∈ IRn | x+ d ∈ Ω e gj(x)Td < 0 ∀ j ∈ Iε(x)} = ∅.
Em [2] foi provado que qualquer minimizador local x de (3.1) e´ ε−estaciona´rio para
todo ε ≥ 0.
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O algoritmo principal considerado nesse cap´ıtulo e´ dado a seguir. O algoritmo gera
pontos via´veis xk ∈ Ω. Dada a aproximac¸a˜o corrente xk, a ide´ia e´ definir aproximac¸o˜es
quadra´ticas de todas as func¸o˜es pertencentes a` Iε(xk). Enta˜o, o ma´ximo dessas quadra´ticas
e´ minimizado aproximadamente no conjunto via´vel restrito. Desta forma uma direc¸a˜o de
busca e´ obtida, na qual buscamos decre´scimo suficiente de f(x).
Algoritmo 4.1. Seja x0 ∈ Ω um ponto inicial arbitra´rio. Sejam θ ∈ (0, 1), ∆ > 0, ε > 0,
0 < σmin < σmax < 1, η ∈ (0, 1], cB > 0.
Suponha que xk ∈ Ω e sejam {Bk,1, . . . , Bk,m} matrizes sime´tricas semi-definidas posi-
tivas tais que ‖Bk,j‖ ≤ cB para todo j = 1, . . . ,m. Os passos da k−e´sima iterac¸a˜o sa˜o:
Passo 1. (Resolvendo o subproblema)
Defina, para todo d ∈ IRn,
Mk(d) ≡ max
j∈Iε(xk)
{gj(xk)Td+ 1
2
dTBk,jd}.
Considere o subproblema
Minimizar Mk(d) sujeito a` xk + d ∈ Ω, ‖d‖∞ ≤ ∆. (4.1)
Seja d¯k uma soluc¸a˜o de (4.1). Seja dk ∈ IRn tal que xk + dk ∈ Ω, ‖dk‖∞ ≤ ∆ e
Mk(dk) ≤ ηMk(d¯k). (4.2)
Se Mk(dk) = 0 pare.
Passo 2. (Ca´lculo do tamanho do passo)
Fac¸a α← 1.
Se
f(xk + αdk) ≤ f(xk) + θαMk(dk) (4.3)
fac¸a αk = α, xk+1 = xk + αkdk e finalize a iterac¸a˜o. Caso contra´rio, escolha αnew ∈
[σminα, σmaxα], fac¸a α← αnew e repita o teste (4.3).
Observac¸o˜es
• O subproblema (4.1) e´ equivalente ao problema de otimizac¸a˜o convexa
Minimizar w
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gj(xk)
Td+
1
2
dTBk,jd ≤ w ∀ j ∈ Iε(xk),
xk + d ∈ Ω, ‖d‖∞ ≤ ∆.
Como no´s supomos que as matrizes Bk,j sa˜o semi-definidas positivas (na˜o neces-
sariamente definidas positivas), o controle do passo ‖d‖∞ ≤ ∆ e´ necessa´rio para
assegurar que o subproblema tem uma soluc¸a˜o. Claramente, se Ω e´ limitado essa
restric¸a˜o na˜o e´ necessa´ria, pois a condic¸a˜o xk + d ∈ Ω forc¸a seu cumprimento para
∆ suficientemente grande.
• O ca´lculo do minimizador exato do subproblema d¯k na˜o e´ necessa´rio. O cumprimento
de (4.2) pode ser obtido usando argumentos de dualidade como em [2].
4.3 Convergeˆncia Global
Nesta sec¸a˜o provamos que todo ponto limite de uma sequeˆncia gerada pelo Algo-
ritmo 4.1 e´ ε-estaciona´rio. Usaremos a seguinte hipo´tese geral.
Hipo´tese A0. O conjunto Ω e´ fechado e limitado. Ale´m disso, existem c > 0, L > 0 tais
que, para todo x, y ∈ Ω, j = 1, . . . ,m,
‖gj(x)‖∞ ≤ c, ‖gj(y)− gj(x)‖∞ ≤ L‖y − x‖∞. (4.4)
De (4.4) segue que, para todo x, y ∈ Ω,
fj(y) ≤ fj(x) + gj(x)T (y − x) + L
2
‖y − x‖2∞ ∀ j = 1, . . . ,m. (4.5)
Claramente, esta hipo´tese e´ satisfeita se Ω e´ limitado e as func¸o˜es fj tem derivadas
segunda cont´ınuas em Ω.
O teorema seguinte diz que o Algoritmo 4.1 esta´ bem definido. Em outras palavras,
dado um iterado xk ∈ Ω, ou o algoritmo para em xk porque xk e´ ε-estaciona´rio ou a
iterac¸a˜o acaba depois de um nu´mero finito de reduc¸o˜es de α com um ponto que satisfaz
(4.3). Ale´m disso, damos uma cota inferior para o tamanho do passo αk. A demonstrac¸a˜o
e´ similar a` do Teorema 2.3 de [2].
46
Teorema 4.1. Suponha que A0 vale e xk ∈ Ω e´ a k−e´sima iterada de Algoritmo 4.1.
Enta˜o:
(a) O algoritmo pa´ra em xk se, se somente se, xk e´ ε−estaciona´rio.
(b) Se o algoritmo na˜o pa´ra em xk, enta˜o a iterac¸a˜o esta´ bem definida e
αk ≥ min
{
2σminγk(1− θ)
L∆2
,
εσmin
3c∆
}
,
onde
γk = −Mk(dk) > 0.
Demonstrac¸a˜o. Se o algoritmo para em xk, enta˜o Mk(dk) = 0. Portanto, por (4.2),
Mk(d¯k) = 0. Enta˜o, Mk(d) ≥ 0 para todo d ∈ D(xk) tal que ‖d‖∞ ≤ ∆. Assim, pela
convexidade da func¸a˜o Mk, Mk(d) ≥ 0 para todo d ∈ D(xk). Isso implica que xk e´
ε-estaciona´rio.
Reciprocamente, se xk e´ ε-estaciona´rio, devemos ter queMk(d¯k) = 0, enta˜oMk(dk) = 0
e o algoritmo pa´ra em xk.
Se o algoritmo na˜o pa´ra em xk, enta˜o Mk(dk) < 0. Portanto,
−γk = max
j∈Iε(xk)
{gj(xk)Tdk + 1
2
dTkBk,jdk} < 0.
Suponha que
α ∈
[
0,
2γk(1− θ)
L∆2
]
.
Enta˜o,
Lα∆2
2
≤ (1− θ)γk.
Assim,
Lα∆2
2
≤ (θ − 1)
[
gj(xk)
Tdk +
1
2
dTkBk,jdk
]
∀ j ∈ Iε(xk).
Portanto,
gj(xk)
Tdk +
1
2
dTkBk,jdk +
Lα∆2
2
≤ θ
[
gj(xk)
Tdk +
1
2
dTkBk,jdk
]
∀ j ∈ Iε(xk).
Enta˜o, como ‖dk‖∞ ≤ ∆, α ≤ 1 e Bk,j ≥ 0,
αgj(xk)
Tdk +
1
2
(αdk)
TBk,j(αdk) +
Lα2‖dk‖
2
∞
2
≤
αθ
[
gj(xk)
Tdk +
1
2
dTkBk,jdk
]
∀ j ∈ Iε(xk).
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Assim,
fj(xk) + gj(xk)
T (αdk) +
1
2
(αdk)
TBk,j(αdk) +
L
2
‖αdk‖2∞
≤ fj(xk) + αθ
[
gj(xk)
Tdk +
1
2
dTkBk,jdk
]
∀ j ∈ Iε(xk).
(4.6)
Mas, se (4.5),
fj(xk + αdk) ≤ fj(xk) + gj(xk)T (αdk) + L
2
‖αdk‖2∞. (4.7)
Portanto, por (4.6) e (4.7),
fj(xk + αdk) ≤ fj(xk) + αθ
[
gj(xk)
Tdk +
1
2
dTkBk,jdk
]
∀ j ∈ Iε(xk).
No´s provamos que, se α ∈ [0, 2γk(1− θ)/(L∆2)],
fj(xk + αdk) ≤ fj(xk) + αθMk(dk) ∀ j ∈ Iε(xk).
Se, em adic¸a˜o, α ∈ [0, ε/(3c∆)] deduzimos, exatamente como no Teorema 2.3 de [2],
que
f(xk + αdk) ≤ f(xk) + αθMk(dk).
Portanto, se α ∈ [0,min{2γk(1 − θ)/(L∆2), ε/(3c∆)], o teste (4.3) deve valer. Isso sig-
nifica que um valor de α que na˜o satisfaz (4.3) na˜o pode ser menor do que min{2γk(1 −
θ)/(L∆2), ε/(3c∆)}. Enta˜o, o α aceito deve satisfazer:
αk ≥ min
{
2σminγk(1− θ)
L∆2
,
εσmin
3c∆
}
,
como quer´ıamos demonstrar. 
O principal resultado de convergeˆncia e´ dado no Teorema 4.3. Primeiro, precisamos
demonstrar um lema preparato´rio simples.
Lema 4.2. Suponha que A0 vale e {xk} e´ uma sequeˆncia infinita gerada pelo Algo-
ritmo 4.1, enta˜o ou
lim
k→∞
f(xk) = −∞ (4.8)
ou
lim
k→∞
Mk(dk) = 0. (4.9)
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Demonstrac¸a˜o. Se (4.8) na˜o vale, enta˜o, por (4.3), temos que
lim
k→∞
αkMk(dk) = 0. (4.10)
Se limk→∞Mk(dk) = 0 enta˜o esta´ feito. Caso contra´rio, existe uma sequeˆncia infinita de
ı´ndices K1 ⊂ IN tal que {Mk(dk)}k∈K1 esta´ limitada longe de zero. Enta˜o, por (4.10),
lim
k∈K1
αk = 0.
Enta˜o, pelo Teorema 4.1,
lim
k∈K1
γk = 0.
Pela definic¸a˜o de γk isso implica que limk∈K1 Mk(dk) = 0. Enta˜o, o Lema esta´ demons-
trado. 
Teorema 4.3. Suponha que A0 vale e x∗ ∈ Ω e´ um ponto limite de uma sequeˆncia gerada
pelo Algoritmo 4.1. Enta˜o x∗ e´ ε-estaciona´rio.
Demonstrac¸a˜o. Como f(xk+1) ≤ f(xk) para todo k e x∗ e´ um ponto limite de {xk} enta˜o
lim
k→∞
f(xk) = f(x∗).
Portanto, pelo Lema 4.2,
lim
k→∞
Mk(dk) = 0.
Enta˜o, por (4.2),
lim
k→∞
Mk(d¯k) = 0.
Seja K uma sequeˆncia infinita de ı´ndices tal que
lim
k∈K
xk = x∗.
Suponha, por contradic¸a˜o, que x∗ na˜o e´ ε-estaciona´rio. Enta˜o, existe γ > 0 e d ∈ IRn tal
que x∗ + d ∈ Ω e
gj(x∗)
Td ≤ −γ ∀ j ∈ Iε(x∗).
Seja R = max{1,∆2ncB/(4γ)}. Enta˜o,
∆2ncB
8R2
≤ γ
2R
. (4.11)
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Sem perda de generalidade podemos supor que ‖d‖∞ ≤ ∆/2. Enta˜o, por (4.11),
gj(x∗)
T
(
d
R
)
+
n
2
∥∥∥∥ dR
∥∥∥∥
2
∞
cB ≤ − γ
2R
∀ j ∈ Iε(x∗), k = 0, 1, 2, . . . .
Defina γˆ =
γ
2R
> 0 e dˆ =
1
R
d ∈ IRn.Como Ω e´ convexo e R ≥ 1 temos que x∗ + dˆ ∈ Ω,
‖dˆ‖∞ ≤ ∆/2, e
gj(x∗)
T dˆ+
n‖dˆ‖2∞cB
2
≤ −γˆ ∀ j ∈ Iε(x∗). (4.12)
Por continuidade, para k suficientemente grande, k ∈ K, definindo
dˆk = dˆ+ x∗ − xk,
temos que ‖dˆk‖∞ ≤ ∆, xk + dˆk ∈ Ω e
lim
k∈K
dˆk = dˆ.
Por (4.9), temos que limk→∞Mk(d¯k) = 0. Portanto,
lim inf
k→∞
Mk(dˆk) ≥ 0. (4.13)
Como {1, . . . ,m} e´ finito, existe j0 ∈ Iε(xk) tal que
gj0(xk)
T dˆk +
1
2
dˆTkBk,j0 dˆk = Mk(dˆk) (4.14)
para todo k pertencendo a` uma sequeˆncia infinita de ı´ndices K1 ⊂ K.
Claramente,
f(xk)− ε ≤ fj0(xk) ≤ f(xk) + ε
para todo k ∈ K1. Tomando limites nessas desigualdades e usando a continuidade de f ,
obtemos:
f(x∗)− ε ≤ fj0(x∗) ≤ f(x∗) + ε.
Portanto,
j0 ∈ Iε(x∗). (4.15)
Como ‖Bk,j‖ ≤ cB para todo k, j, existe uma sequeˆncia infinita de ı´ndices K2 ⊂ K1 e
uma matriz sime´trica B, ‖B‖ ≤ cB, tal que
lim
k∈K2
Bk,j0 = B. (4.16)
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Por (4.13) e (4.16), tomando limites em (4.14) para k ∈ K2, temos:
gj0(x∗)
T dˆ+
1
2
dˆTBdˆ ≥ 0. (4.17)
Como ‖B‖ ≤ cB, as desigualdades (4.12) e (4.17) implicam que j0 /∈ Iε(x∗). Isto con-
tradiz (4.15). 
4.4 Convergeˆncia Local
Nesta sec¸a˜o demonstraremos que, sobre hipo´teses adequadas, a sequeˆncia gerada pelo
Algoritmo 4.1 converge superlinearmente (ou quadraticamente) para um ponto limite x∗.
Nos restringiremos ao caso em que Ω e´ descrito por um conjunto de desigualdades lineares.
Hipo´teses diferentes sera˜o necessa´rias para diferentes resultados ao longo desta sec¸a˜o. Essas
hipo´teses sera˜o enunciadas ta˜o cedo quanto elas forem necessa´rias nas demonstrac¸o˜es.
A hipo´tese A1 diz que {xk} e´ uma sequeˆncia infinita gerada pelo Algoritmo 4.1, x∗
e´ um ponto limite e x∗ e´ isolado em dois sentidos. Por um lado, ele e´ o u´nico ponto
estaciona´rio em uma bola B(x∗, δ). Por outro lado, para todos os pontos nessa bola, o
conjunto Iε(x) conte´m somente um ı´ndice.
A te´cnica usada nesta sec¸a˜o consiste em reduzir, tanto quanto poss´ıvel, o problema
OVO para a minimizac¸a˜o de uma u´nica func¸a˜o suave e imitar os resultados provados em
[1] para um me´todo de me´trica varia´vel com restric¸o˜es lineares. Veja, para integridade, [7].
Hipo´tese A1. Existem um ponto x∗ ∈ Ω, uma sequeˆncia {xk} gerada pelo Algoritmo 4.1
e um conjunto infinito de ı´ndices K ⊂ {0, 1, 2 . . .} tal que
lim
k∈K
xk = x∗.
Ale´m disso, existem ε > 0, δ > 0, j0 ∈ {1, . . . ,m} tal que x∗ e´ o u´nico ponto ε-estaciona´rio
de (3.1) que pertence a` B(x∗, δ) e, para todo x ∈ Ω ∩ B(x∗, δ),
Iε(x) = {j0}.
A segunda hipo´tese diz que as matrizes Bk,j sa˜o definidas positivas (na˜o meramente
semi-definidas positivas como suposto na sec¸a˜o anterior) e ambas ‖Bk,j‖ e ‖B−1k,j‖ sa˜o lim-
itadas.
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Hipo´tese A2. Para todo k = 0, 1, 2, . . ., j = 1, . . . ,m, a matriz Bk,j e´ definida positiva,
‖Bk,j‖ ≤ cB e ‖B−1k,j‖ ≤ cB.
Teorema 4.4. Suponha que A0 – A2 valem. Enta˜o,
lim
k∈K
‖dk‖ = lim
k∈K
‖d¯k‖ = lim
k∈K
‖xk+1 − xk‖ = 0.
e
lim
k→∞
xk = x∗. (4.18)
Demonstrac¸a˜o. Suponha que limk∈K ‖dk‖ = 0 na˜o e´ verdade. Como ‖dk‖∞ ≤ ∆ para todo
k ∈ IN , podemos tomar uma subsequeˆncia K1 ⊂ K e γ > 0 tal que
xk + dk ∈ Ω ∀ k ∈ K1,
‖dk‖ ≥ γ > 0 ∀ k ∈ K1,
lim
k∈K1
Bk,j0 = B. (4.19)
Ale´m disso, B e´ sime´trica e positiva definida e
lim
k∈K1
dk = d 6= 0. (4.20)
Como {xk} admite um ponto limite, pelo Lema 4.2 temos que
lim
k→∞
Mk(dk) = 0.
Mas, pela Hipo´tese A1, para k ∈ K suficientemente grande,
Mk(dk) =
1
2
dTkBk,j0dk + gj0(xk)
Tdk.
Portanto, tomando limites para k ∈ K1 e usando (4.19) e (4.20), conseguimos:
1
2
dTBd+ gj0(x∗)
Td = 0.
Como B e´ positiva definida e d 6= 0 isso implica que
gj0(x∗)
Td < 0.
Pela Hipo´tese A1, isso significa que D(x∗) 6= ∅. Isso contradiz o fato de que x∗ e´ ε-
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estaciona´rio.
Portanto, limk∈K ‖dk‖ = 0. O fato de que limk∈K ‖xk+1−xk‖ = 0 segue imediatamente
da definic¸a˜o do Algoritmo 4.1. Ale´m disso, por (4.2),
0 ≥Mk(d¯k) ≥ 1
η
Mk(dk),
enta˜o limk→∞Mk(d¯k) = 0. Usando esse fato, a demonstrac¸a˜o que limk→∞ ‖d¯k‖ = 0 segue
como a demonstrac¸a˜o de limk→∞ ‖dk‖ = 0.
Como limk∈K ‖xk+1 − xk‖ = 0, a demonstrac¸a˜o de (4.18) segue como no Teorema 3.1
de [1]. 
Hipo´tese A3. O conjunto via´vel Ω e´ dado por
Ω = {x ∈ IRn | Ax ≤ b}.
A matriz A tem q linhas e n colunas. Sem perda de generalidade, suponhamos as restric¸o˜es
ativas em x∗ sa˜o aquelas correspondentes a`s s primeiras linhas de A.
De agora em diante, definimos:
A = (a1, . . . , aq)
T , b = (b1, . . . , bq)
T ,
A¯ = (a1, . . . , as)
T , b¯ = (b1, . . . , bs)
T .
O lema seguinte diz que d¯k, a soluc¸a˜o do subproblema, deve satisfazer condic¸o˜es KKT
se k e´ suficientemente grande. A raza˜o e´ que, pela Hipo´tese A1, o subproblema consiste
na minimizac¸a˜o de uma quadra´tica com restric¸o˜es lineares numa vizinhanc¸a de x∗.
Lema 4.5. Suponha que A0 – A3 vale. Enta˜o, para todo k ∈ IN suficientemente grande,
existe λk ∈ IRq+ tal que
Bk,j0 d¯k + gj0(xk) + A
Tλk = 0, (4.21)
A(xk + d¯k) ≤ b, (4.22)
λTk [A(xk + d¯k)− b] = 0. (4.23)
Demonstrac¸a˜o. Por A1, para k suficientemente grande, d¯k e´ soluc¸a˜o de
Minimizar
1
2
dTBk,j0d+ gj0(xk)
Td
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sujeito a` A(xk + d) ≤ b, ‖d‖∞ ≤ ∆.
Mas, pelo Teorema 4.4, ‖d¯k‖∞ < ∆ para k suficientemente grande. Portanto, d¯k deve
satisfazer as condic¸o˜es de otimalidade do problema
Minimizar
1
2
dTBk,j0d+ gj0(xk)
Td
sujeito a` A(xk + d) ≤ b.
Essas condic¸o˜es sa˜o (4.21)–(4.23). 
Com as mesmas hipo´teses do Lema 4.5 somos capazes de provar o seguinte resultado.
Um ponto x∗ e´ dito satisfazer condic¸o˜es KKT relacionadas a` minimizac¸a˜o de fj0 . Nova-
mente, a Hipo´tese de isolamento A1 e´ o argumento crucial que justifica esse fato.
Lema 4.6. Suponha que A0 – A3 vale. Enta˜o, existe λ¯∗ ∈ IRs+ tal que
gj0(x∗) + A¯
T λ¯∗ = 0,
A¯x∗ = b¯,
aTi x∗ < bi, i = s+ 1, . . . , q.
Demonstrac¸a˜o. Pela Hipo´tese A1, a condic¸a˜o de otimalidade implica que x∗ deve ser um
ponto KKT de
Minimizar fj0(x)
sujeito a` Ax ≤ b. Portanto, a tese segue de A3. 
As pro´ximas duas hipo´teses dizem, respectivamente, que condic¸o˜es de complementari-
dade estrita valem e que os gradientes das restric¸o˜es ativas sa˜o linearmente independentes
em x∗ .
Hipo´tese A4. Os multiplicadores na soluc¸a˜o sa˜o tais que
[λ¯∗]i > 0 ∀ i = 1, . . . , s.
Hipo´tese A5. Os vetores a1, . . . , as sa˜o linearmente independentes. (Em particular,
s ≤ n.)
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O lema seguinte diz que, sobre as hipo´teses dadas, as restric¸o˜es ativas nos pontos xk+d¯k
coincidem com as restric¸o˜es ativas em x∗. Ale´m disso, os multiplicadores de Lagrange na
soluc¸a˜o podem ser aproximados pelos multiplicadores de Lagrange associados a` d¯k.
Lema 4.7. Suponha que A0–A5 vale. Enta˜o,
1. Existem k0 ∈ IN e {λ¯k}k≥k0 ⊂ IRs++ tais que, para todo k ≥ k0,
Bk,j0 d¯k + gj0(xk) + A¯
T λ¯k = 0, (4.24)
A¯(xk + d¯k) = b¯ (4.25)
e
aTi (xk + d¯k) < bi ∀ i = s+ 1, . . . ,m. (4.26)
2.
lim
k→∞
[λ¯k]i = [λ¯∗]i ∀ i = 1, . . . , s.
Demonstrac¸a˜o.Como d¯k → 0 e aTi x∗ < bi para todo i = s+1, . . . ,m, temos que (4.26) vale
para k suficientemente grande. Portanto, por (4.23),
[λk]i = 0 ∀ i = s+ 1, . . . ,m.
Por (4.21), definindo λ¯k = ([λk]1, . . . , [λk]s)
T , a equac¸a˜o (4.24) tambe´m vale.
Provemos que (4.25) vale para k suficientemente grande. Observe primeiro que, por
A5,
λ¯∗ = −(A¯A¯T )−1A¯gj0(x∗). (4.27)
Por (4.24),
A¯Bk,j0 d¯k + A¯gj0(xk) + A¯A¯
T λ¯k = 0.
Ale´m disso, pela na˜o-singularidade de A¯A¯T :
(A¯A¯T )−1A¯Bk,j0 d¯k + (A¯A¯
T )−1A¯gj0(xk) + λ¯k = 0.
Tomando limites e usando o fato que d¯k → 0 obtemos que a sequeˆncia λ¯k e´ convergente
e
lim
k→∞
λ¯k = −(A¯A¯T )−1A¯gj0(x∗).
Por (4.27), isso implica que
lim
k→∞
λ¯k = λ¯∗.
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Por A4, λ¯∗ > 0. Enta˜o, λ¯k > 0 para todo k suficientemente grande. Por (4.23) a igualdade
(4.25) tambe´m vale. 
A hipo´tese seguinte consiste na implementac¸a˜o do algoritmo. Ela diz que no´s escolhe-
mos dk = d¯k como a soluc¸a˜o de cada subproblema, pelo menos quando k e´ suficientemente
grande.
Hipo´tese A6. Para todo k suficientemente grande, dk = d¯k.
No lema seguinte provaremos que, se as restric¸o˜es ativas em alguma iterada k sa˜o as
mesmas que as restric¸o˜es ativas em x∗ enta˜o essa propriedade sera´ preservada atrave´s do
processo iterativo.
Lema 4.8. Suponha que A0 – A6 vale e, para algum k¯ ≥ k0 temos que
A¯xk¯ = b¯. (4.28)
Suponha que as colunas de Z ∈ IRn×(n−s) formam uma base de N (A¯).
Enta˜o
A¯xk = b¯ (4.29)
e
d¯k = −Z(ZTBk,j0Z)−1ZTgj0(xk) (4.30)
para todo k ≥ k¯.
Demonstrac¸a˜o. O fato de que (4.29) vale para todo k ≥ k¯ segue por induc¸a˜o de (4.25) e
(4.28) devido ao procedimento da busca linear. A fo´rmula (4.30) vem de (4.24) e (4.25). 
Lema 4.9. Suponha que A0 – A6 vale. Enta˜o, todo ponto limite da sequeˆncia {d¯k/‖d¯k‖}
pertence a` N (A¯).
Ale´m disso, para todo k ∈ IN ,
d¯k
‖d¯k‖
= d˜
(1)
k + d˜
(2)
k ,
onde d˜
(1)
k ∈ N (A¯), d˜(2)k ∈ R(A¯T ) e
lim
k→∞
d˜
(2)
k = 0.
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Demonstrac¸a˜o. Por (4.24), existe k0 ∈ IN tal que
d¯TkBk,j0 d¯k + gj0(xk)
T d¯k + λ
T
k A¯d¯k = 0 ∀ k ≥ k0. (4.31)
Pelo Teorema 4.4 e Hipo´tese A1, para k suficientemente grande temos:
f(xk) = fj0(xk) e f(xk + d¯k) = fj0(xk + d¯k).
Portanto, pela Hipo´tese A0,
f(xk + d¯k) = f(xk) + θMk(d¯k) + (1− θ)gj0(xk)T d¯k −
θ
2
d¯TkBk,j0 d¯k + o(‖d¯k‖).
Assim,por (4.31), e o fato de Bk,j0 ser definida positiva ,
f(xk + d¯k)− f(xk)− θMk(d¯k) = −(1− θ
2
)d¯TkBk,j0 d¯k − (1− θ)λTk A¯d¯k + o(‖d¯k‖)
≤ (θ − 1)λTk A¯d¯k + o(‖d¯k‖).
Enta˜o,
f(xk + d¯k)− f(xk)− θMk(d¯k)
‖d¯k‖
≤ (θ − 1)λTk A¯
d¯k
‖d¯k‖
+ o(1).
O restante da demonstrac¸a˜o e´ ideˆntico a` parte da demonstrac¸a˜o do Lema 3.3 de [1] que
segue da refereˆncia (24) daquele paper. 
A Hipo´tese A7 impo˜e condic¸o˜es de suavidade adicionais na func¸a˜o fj0 . Suporemos
que fj0 admite derivadas segundas e que essas derivadas sa˜o Lipschitz-cont´ınuas em uma
vizinhanc¸a de x∗.
Hipo´tese A7. A Hessiana ∇2fj0(x) existe e e´ cont´ınua para todo x numa vizinhanc¸a de
x∗. Ale´m disso, existe L2 > 0 tal que, para todo x, y nessa vizinhanc¸a,
‖∇2fj0(y)−∇2fj0(x)‖ ≤ L2‖y − x‖.
A Hipo´teseA8 e´ uma condic¸a˜o de Dennis-More´ [23]. Ela enuncia as exigeˆncias mı´nimas
para provar que a convergeˆncia e´ superlinear.
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Hipo´tese A8. Existe Z ∈ IRn×(n−s) tal que R(Z) = N (A¯) e
lim
k→∞
‖ZT [Bk,j0 −∇2fj0(xk)]d¯k‖
‖d¯k‖
= 0.
A Hipo´tese A9 enuncia uma condic¸a˜o suficiente para x∗ ser um minimizador local de
fj0 restrito a`s restric¸o˜es ativas.
Hipo´tese A9. A Hessiana ∇2fj0(x∗) e´ definida positiva em N (A¯). Em outras palavras,
ZT∇2fj0(x∗)Z e´ definida positiva se Z e´ como na Hipo´tese A8.
O lema seguinte enuncia que, eventualmente, o primeiro ponto teste de cada iterac¸a˜o
satisfaz a condic¸a˜o de decre´scimo suficiente (4.3). Portanto, o backtracking na˜o e´ de com-
pletamente necessa´rio, devido a` hipo´tese de isolamento, o me´todo comporta-se como um
me´todo de resoluc¸a˜o de sistemas na˜o-lineares.
Lema 4.10. Suponha que A0 – A9 vale. Enta˜o, existe k1 ∈ IN tal que, para todo k ≥ k1,
xk+1 = xk + d¯k.
Demonstrac¸a˜o. Pela Hipo´tese A7,
f(xk + d¯k) = fj0(xk) + gj0(xk)
T d¯k +
1
2
d¯Tk∇2fj0(xk)d¯k + o(‖d¯k‖2)
= fj0(xk) + θMk(d¯k) + (1− θ)gj0(xk)T d¯Tk −
θ
2
d¯TkBk,j0 d¯k +
1
2
d¯Tk∇2fj0(xk)d¯k + o(‖d¯k‖2)
= fj0(xk) + θMk(d¯k) + (1− θ)[gj0(xk) +Bk,j0 d¯k]T d¯k
−(1− θ
2
)d¯TkBk,j0 d¯k +
1
2
d¯Tk∇2fj0(xk)d¯k + o(‖d¯k‖2)
= fj0(xk) + θMk(d¯k) + (1− θ)[gj0(xk) +Bk,j0 d¯k]T d¯k + (1−
θ
2
)d¯Tk [∇2fj0(xk)−Bk,j0 ]d¯k
+
1
2
(θ − 1)d¯Tk∇2fj0(xk)d¯k + o(‖d¯k‖2).
Portanto,
f(xk + d¯k)− fj0(xk)− θMk(d¯k)
‖d¯k‖2
= (1− θ) [gj0(xk) +Bk,j0 d¯k]
T d¯k
‖d¯k‖2
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+(
1− θ
2
)
d¯Tk [∇2fj0(xk)−Bk,j0 ]d¯k
‖d¯k‖2
+
1
2
(θ − 1) d¯
T
k∇2fj0(xk)d¯k
‖d¯k‖2
+
o(‖d¯k‖2)
‖d¯k‖2
. (4.32)
Agora, d¯k e´ a soluc¸a˜o exata de (4.1) e ∇Mk(d¯k) = Bk,j0 d¯k + gj0(xk). pela convexidade
deMk(d), a func¸a˜oMk(d) decresce mono´tonamente ao longo do segmento {td¯k, t ∈ [0, 1]}.
Isso implica que, para todo k ∈ IN ,
(gj0(xk) +Bk,j0 d¯k)
T d¯k = ∇Mk(d¯k)T d¯k ≤ 0. (4.33)
Seja d˜
(1)
k e d˜
(2)
k como na tese do Lema 4.5. Enta˜o,
d¯Tk [∇2fj0(xk)−Bk,j0 ]d¯k
‖d¯k‖2
=
d¯Tk
‖d¯k‖
[∇2fj0(xk)−Bk,j0 ]
d¯k
‖d¯k‖
= (d˜
(1)
k + d˜
(2)
k )
T [∇2fj0(xk)−Bk,j0 ]
d¯k
‖d¯k‖
= (d˜
(1)
k )
T [∇2fj0(xk)−Bk,j0 ]
d¯k
‖d¯k‖
+ (d˜
(2)
k )
T [∇2fj0(xk)−Bk,j0 ]
d¯k
‖d¯k‖
. (4.34)
O primeiro termo de (4.34) tende a zero pela condic¸a˜o de Dennis-More´ e o segundo termo
tende a zero pois, pelo Lema 4.9, d˜
(2)
k tende a zero. Assim,
lim
k→∞
d¯Tk [∇2fj0(xk)−Bk,j0 ]d¯k
‖d¯k‖2
= 0. (4.35)
Pelo Lema 4.9 e Hipo´tese A9, existem k2 ∈ IN e ̺ > 0 tais que
d¯Tk∇2fj0(xk)d¯k
‖d¯k‖2
> ̺ (4.36)
para todo k ≥ k2.
Usando (4.32), (4.33), (4.35) e (4.36) obtemos, para k ≥ k2,
f(xk + d¯k)− fj0(xk)−Mk(d¯k)
‖d¯k‖2
≤ 1
2
(θ − 1)̺+ o(1)
Assim, tomando k1 ≥ k2 suficientemente grande e k ≥ k1,
f(xk + d¯k)− fj0(xk)− θMk(d¯k)
‖d¯k‖2
≤ 0.
Isso implica o resultado desejado. 
59
O teorema final desta sec¸a˜o enuncia que, sobre as hipo´teses A0–A8, a convergeˆncia e´
superlinear. A convergeˆncia e´ quadra´tica se as matrizes Bk,j0 sa˜o as Hessianas verdadeiras.
Teorema 4.11. Suponha que A0 – A9 vale. Enta˜o, para k suficientemente grande, temos
que αk = 1 e A¯xk = b¯. Ale´m disso, {xk} converge superlinearmente para x∗. Finalmente,
se, para k suficientemente grande,
Bk,j0 = ∇2fj0(xk),
a convergeˆncia e´ quadra´tica.
Demonstrac¸a˜o. Esta demonstrac¸a˜o e´ ideˆntica a`s demonstrac¸o˜es dos Teoremas 3.2 e 3.3 de
[1], substituindo Gk por Bk,j0 , f por fj0 e gk por gj0(xk). 
4.5 Aplicac¸a˜o
As caracter´ısticas centrais do sistema banca´rio ideal (SBI) de [33] sa˜o: (a) depo´sitos
governamentais assegurados; (b) exigeˆncias de reserva impostas pelo governo, com as reser-
vas mantidas no banco central em contas livre de juros; e (c) sem custos de transac¸a˜o .
No modelo SBI (levemente modificado) de dois per´ıodos, as varia´veis de decisa˜o sa˜o:
1. M : investimentos em t´ıtulos pu´blicos.
2. N : empre´stimos.
3. r: taxa de juros cobrada pelos empre´stimos.
4. e: despesas com avaliac¸a˜o e monitoramento.
5. D: depo´sitos emprestados pelo banco.
6. s: taxa de juros paga pelo banco aos seus depositantes.
Os dados do problema sa˜o:
1. a: patrimoˆnio l´ıquido inicial.
2. τ : exigeˆncia de reserva.
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3. ρ: taxa de juros dos t´ıtulos pu´blicos.
As varia´veis do modelo esta˜o sujeitas a` restric¸a˜o de balanc¸o:
a+ (1− τ)D = M +N + e. (4.37)
No modelo SBI definido em [33] a taxa de juros paga pelo banco aos seus depositantes
deve ser igual a` dos t´ıtulos pu´blicos (s = ρ). Esta restric¸a˜o na˜o sera´ imposta aqui. No´s
usamos a mesma notac¸a˜o usada em [33] exceto para a constante τ , que e´ chamada k em
[33].
Uma restric¸a˜o crucial do modelo e´ que N na˜o pode exceder uma func¸a˜o de demanda
por empre´stimos Nd, que depende da taxa de juros r:
N ≤ Nd(r). (4.38)
Outra restric¸a˜o e´ que os depo´sitos D na˜o podem exceder uma func¸a˜o de demanda para
depo´sitos Do, que depende da taxa de juros s:
D ≤ Do(s). (4.39)
Outras restric¸o˜es do modelo envolvem cotas superiores e inferiores das varia´veis:
ℓD ≤ D ≤ uD, ℓM ≤M ≤ uM , ℓN ≤ N ≤ uN , (4.40)
ℓs ≤ s ≤ us, ℓe ≤ e ≤ ue, ℓr ≤ r ≤ ur. (4.41)
Falando a grosso modo, os objetivos do banco sa˜o para maximizar o patrimoˆnio l´ıquido
no fim do per´ıodo (PF), dado por
a¯ = M(1 + ρ)− sD − (1− τ)D + V, (4.42)
onde V representa o retorno bruto dos empre´stimos. Entretanto, V na˜o e´ uma quantidade
fixa mas uma varia´vel aleato´ria com m valores poss´ıveis V1, . . . , Vm, limitados superior-
mente por (1+ r)N . De fato, a cota superior e´ menor, pois a chance de na˜o-devoluc¸a˜o dos
empre´stimos existe mesmo em taxas de juros pequenas. Aqui no´s usamos a cota
Vi ≤ 0.99995(1 + r)N, ∀ i = 1, . . . ,m.
O retorno bruto ma´ximo dos empre´stimos e´ ainda menor. A cota superior deve ser multi-
plicada por um coeficiente entre 0 e 1 que decresce com r, se anula em r =∞ e e´ igual a
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1 se r = 0. Isto porque a chance de obter a devoluc¸a˜o total (com juros) dos empre´stimos
decresce com r e tende a zero se r tende a ∞. Assim, definimos:
GRLmax = 0.99995(1 + r)N × exp(−κr2)
para um κ > 0 dado e no´s exigimos que
Vi ≤ GRLmax, ∀ i = 1, . . . ,m.
O retorno bruto atual dos empre´stimos sobre o cena´rio i e´ enta˜o definido como:
Vi = GRLmax − zi∆(e,N)GRLmax, (4.43)
onde ∆(e,N) ∈ [0, 1] decresce quando e cresce e, para todo i = 1, . . . ,m o nu´mero zi ∈ [0, 1]
define o cena´rio i.
Definimos:
∆(e,N) =
√
γ˜21(e− γ˜2)2 + 10−4 − γ˜(e− γ˜2)
2
+ ∆min (4.44)
onde γ˜1 =
5
N
, γ˜2 =
N
5
(1 − ∆min). A expressa˜o (4.44) e´ uma aproximac¸a˜o suave de
max{1− 5e/N,∆min}.
As definic¸o˜es acima sa˜o suficientes para enunciar o problema de otimizac¸a˜o OVO.
Defina n = 6, x1 = M, x2 = N, x3 = e, x4 = r, x5 = s, x6 = D. Enta˜o, as func¸o˜es
fi, i = 1, . . . ,m sa˜o dadas por:
fi(x) = −
[
M(1 + ρ)− sD − (1− τ)D + Vi
]
,
onde Vi e´ definido por (4.43) para i = 1, . . . ,m.
Dado p ∈ {1, . . . ,m}, o problema OVO associado a essa aplicac¸a˜o e´
Minimizar fip(x)
(x) sujeito a` (4.37)-(4.41). (4.45)
Portanto, (4.45) e´ um problema de otimizac¸a˜o OVO restrito. Com as definic¸o˜es apro-
priadas de Nd e Do as restric¸o˜es sera˜o lineares e o Algoritmo 4.1 sera´ completamente
aplica´vel.
Em nossa aplicac¸a˜o pra´tica no´s usamos os seguintes dados:
• a = 54.6 bilho˜es de reais , τ = 0.5, ρ = 0.03, κ = 0.6, ∆min = 0.1.
• As restric¸o˜es (4.40) e (4.41) que definem cotas inferiores e superiores das varia´veis
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sa˜o:
0 ≤ M ≤ 5a, (4.46)
0.1a ≤ N ≤ 5a, (4.47)
0 ≤ e ≤ 5a, (4.48)
0 ≤ r ≤ 0.8, (4.49)
0.02 ≤ s ≤ 0.1, (4.50)
a ≤ D ≤ 5a. (4.51)
• As func¸o˜es Nd e Do sa˜o:
Nd(r) = 5a− 4.9a
0.8
r, (4.52)
Do(s) = 50as. (4.53)
• Em aplicac¸o˜es completamente real´ısticas o vetor z e´ estimado usando classificac¸a˜o
de devedores. Assim, a distribuic¸a˜o anal´ıtica para zi na˜o e´ conhecida. Nesses casos,
uma representac¸a˜o anal´ıtica fechada da func¸a˜o objetivo na˜o e´ dispon´ıvel e somente
uma abordagem com simulac¸a˜o e´ poss´ıvel. Entretanto, para simplificar nossa apre-
sentac¸a˜o, adotamos aqui a seguinte definic¸a˜o para zi, i = 1, . . . ,m:
zi = ϕ
−1(wi), i = 1, . . . ,m,
onde
ϕ(t) = 3t2 − 2t3, ∀ t ∈ [0, 1] (4.54)
e w1, . . . , wm sa˜o nu´meros aleato´rios distribu´ıdos uniformemente em [0, 1].
A func¸a˜o dada pela fo´rmula (4.54) e´ a func¸a˜o de distribuic¸a˜o acumulada de uma
varia´vel aleato´ria Beta β(2, 2) ([15]). Sua func¸a˜o densidade e´ dada por h(t) = 6t −
6t2, ∀ t ∈ [0, 1] (Figura 4.5).
4.6 Valor em Risco (VaR)
Nesta sec¸a˜o descreveremos de uma forma resumida a func¸a˜o Valor em Risco. Maiores
detalhes podem ser vistos em J. Stiglitz e B. Greenwald [33]. Consideremos as func¸o˜es
fi’s descritas anteriormente que representam os cena´rios poss´ıveis do valor negativo dos
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Figura 4.1: Func¸a˜o densidade Beta β(2, 2).
patrimoˆnios finais. O conceito de Valor em Risco (VaR) associado a uma decisa˜o x e´ o
seguinte: estabelece-se um n´ıvel de confianc¸a β (digamos β = 0.999 ou 99.9%) e define-se
p ≈ βm. Ordenam-se os valores poss´ıveis de fi(x) do menor ao maior e define-se VaR(x)
como aquele valor de fi(x) que ocupa o p-e´simo lugar nesta ordenac¸a˜o. Por exemplo,
suponhamos que temos 106 cena´rios e queremos calcular o VaR associado a uma decisa˜o
x com um n´ıvel de confianc¸a 0.999. Logo p = 999000. Ordenando os cena´rios poss´ıveis do
menor ao maior, obtemos: fi1(x) ≤ · · · ≤ fi999000(x) ≤ · · · ≤ fi1000000(x). Enta˜o, VaR(x)
sera´ igual a fi999000(x).
4.7 Experieˆncia nume´rica
Nesta sec¸a˜o primeiramente descreveremos a implementac¸a˜o computacional do Algo-
ritmo 4.1 e os resultados computacionais obtidos.
4.7.1 Aproximac¸o˜es da Hessiana e paraˆmetros algor´ıtmicos
Se o nu´mero de cena´rios m e´ pequeno, e´ poss´ıvel calcular ou atualizar uma matriz
diferente Bk,j para cada j = 1, . . . ,m. Na˜o podemos dar-nos ao luxo desse ca´lculo se m
e´ grande. Se uma abordagem Newtoniana e´ adotada (Bk,j = ∇2fj(xk)) pode-se computar
Bk,j somente quando j ∈ Iε(xk). Essa e´ uma alternativa interessante, mas ela na˜o garante
a semi-definida positividade das aproximac¸o˜es da Hessiana. Adotamos na nossa imple-
mentac¸a˜o uma abordagem BFGS [16]. Ale´m disso, para diminuir o custo computacional,
exigimos que Bk = Bk,j para todo j = 1, . . . ,m, k ∈ IN . As matrizes Bk foram geradas
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tomando B0 = I e, para todo k ∈ IN ,
sk = xk+1 − xk, yk = gip(xk)(xk+1)− gip(xk)(xk),
Bk+1 = Bk +
yky
T
k
yTk sk
− Bksks
T
kBk
sTkBksk
se yTk sk > 0, enquanto que Bk+1 = Bk se y
T
k sk ≤ 0. Como e´ bem conhecido, isso garante
que Bk e´ definida positiva para todo k ∈ IN [16].
Finalmente, se ‖Bk‖∞ > 103n substitu´ımos Bk pela matriz Identidade.
Os paraˆmetros algor´ıtmicos usados para executar o Algoritmo 4.1 foram:
∆ = 1.0, θ = 0.5, σmin = 0.1, σmax = 0.9, η = 1, ε = 10
−6.
O crite´rio pra´tico de convergeˆncia foi Mk(dk) ≥ −10−6.
Para resolver o subproblema no Passo do algoritmo no´s usamos a rotina DNCONG da
Biblioteca IMSL [31, 32].
4.7.2 Escolha do ponto inicial
Dado p ∈ {1, . . . ,m}, o problema OVO associado ao modelo SBI e´ o definido na
sec¸a˜o anterior. Antes de iniciar o Algoritmo 4.1 no´s geramos 1000 pontos aleato´rios em
Ω e calculamos a func¸a˜o OVO de ordem p nesses pontos. O ponto x0 tendo o menor
valor funcional da func¸a˜o OVO de ordem p e´ tomado como aproximac¸a˜o inicial para o
Algoritmo 4.1. Em nossa implementac¸a˜o o conjunto Ω e´ definido pelas restric¸o˜es (4.37),
(4.46)-(4.53). Para gerar pontos aleato´rios em Ω no´s procedemos da seguinte maneira:
1. Escolha r aleatoriamente entre 0 e 0.8. Desta forma a restric¸a˜o (4.49) e´ satisfeita.
2. Obtenha N aleatoriamente entre 0.1a e Nd(r). Desta forma as restric¸o˜es (4.47) e
(4.52) sa˜o satisfeitas.
3. Obtenha e aleatoriamente entre 0 e N
5
(1 − ∆min). Desta forma a restric¸a˜o (4.48) e´
satisfeita.
4. (a) Se 2(N + e− a) < a, obtenha D aleatoriamente entre a e 5a.
(b) Se a ≤ 2(N + e− a) ≤ 5a, obtenha D aleatoriamente entre 2(N + e− a) e 5a.
(c) Se 2(N + e− a) > 5a, e´ imposs´ıvel satisfazer as restric¸o˜es. Neste caso, retorne a`
estimac¸a˜o de N e e.
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5. Calcule s =
D
50a
que e´ a menor taxa que satisfaz as restric¸o˜es (4.50) e (4.53).
6. Finalmente, calcule M = a+ (1− τ)D−N − e (assim, a restric¸a˜o de balanc¸o (4.37)
e´ satisfeita).Como a+ (1− τ)D ≥ N + e, M tambe´m satisfaz a restric¸a˜o (4.46).
4.7.3 Resultados computacionais
Os experimentos foram feitos em um Computador Intel Pentium IV 2.4Ghz com 1Gb
de RAM em Fortran com dupla precisa˜o.
Tomando m = 1000, as soluc¸o˜es x∗ = (M,N, e, r, s,D) obtidas pelo Algoritmo 4.1 para
valores diferentes de p sa˜o mostradas na Tabela 4.1. Nessa tabela “Iter” e´ o nu´mero de
iterac¸o˜es usadas pelo Algoritmo 4.1 e “Aval” e´ o nu´mero de avaliac¸o˜es da func¸a˜o OVO de
ordem p.
Observe que a soluc¸a˜o e´ essencialmente a mesma para todos os valores de p ≥ 700.
O comportamento de aversa˜o ao risco sobre as condic¸o˜es de fronteira resultante dos da-
dos desse problema produz pequena disponibilidade de cre´dito e altas taxas de juros (N
pequeno, r alto). Este resultado foi esperado, mas a surpresa e´ que o grau de aversa˜o
ao risco (medido pelo paraˆmetro VaR p/m) na˜o precisou ser pro´ximo de 1 para atingi-lo.
E´ interessante relatar, para cada valor de p, a me´dia do patrimoˆnio l´ıquido no fim do
per´ıodo (4.42), o desvio padra˜o dessa grandeza, seu valor ma´ximo e seu valor mı´nimo.
Essas quantidades sa˜o definidas abaixo e relatadas na Tabela 4.2.
Me´dia de PF = µ =
1
m
m∑
i=1
−fi(x∗),
Desvio padra˜o de PF =
√√√√ 1
m− 1
m∑
i=1
[−fi(x∗)− µ]2 ,
Ma´ximo de PF = max{−f1(x∗), . . . ,−fm(x∗)},
Mı´nimo de PF = min{−f1(x∗), . . . ,−fm(x∗)}.
Na Tabela 4.2 observamos que, como esperado, quando a aversa˜o ao risco cresce (p
grande) o patrimoˆnio l´ıquido final ma´ximo decresce. Entretanto esse decre´scimo e´ in-
significante para p ≥ 700. Reciprocamente, o patrimoˆnio l´ıquido final mı´nimo cresce
quando p cresce. Ale´m disso, para p ≥ 700 o comportamento de aversa˜o ao risco produz
um desvio padra˜o muito pequeno da distribuic¸a˜o final. Consequentemente, a diferenc¸a
entre o patrimoˆnio l´ıquido final ma´ximo e mı´nimo e´ pequeno. E´ interessante observar que
a me´dia do patrimoˆnio l´ıquido final cresce de p = 10 a p = 700 e decresce para p = 700 .
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p M N e r s D Iter Aval -f(x0) -f(x∗)
10 0. 110. 0. 0.488 0.040 110. 30 31 70.1 71.6
50 0. 90.8 0. 0.541 0.027 72.5 22 25 61.6 62.3
100 0. 69.5 12.4 0.541 0.020 54.6 19 29 58.6 59.4
500 0. 69.4 12.5 0.541 0.020 54.6 45 55 56.2 56.7
700 75.5 5.46 0.989 0.541 0.020 54.6 22 33 55.4 55.9
900 75.5 5.46 0.991 0.541 0.020 54.6 19 29 55.2 55.8
950 75.4 5.46 0.991 0.541 0.020 54.6 12 22 54.9 55.8
990 75.4 5.46 0.992 0.541 0.020 54.6 25 37 55.0 55.7
995 75.4 5.46 0.993 0.541 0.020 54.6 22 29 54.7 55.7
999 75.4 5.46 0.993 0.541 0.020 54.6 20 29 55.0 55.7
Tabela 4.1: Resultados obtidos pelo Algoritmo 4.1
p Ma´ximo PF Mı´nimo PF Me´dia PF Desvio PF
10 79.7 -57.7 -2.05 24.4
50 77.4 -36.6 9.60 20.2
100 61.3 51.7 55.6 1.70
500 61.1 52.1 55.8 1.60
700 56.4 55.7 56.0 0.125
900 56.4 55.7 55.9 0.125
950 56.4 55.7 55.9 0.125
990 56.4 55.7 55.9 0.124
995 56.4 55.7 55.9 0.124
999 56.4 55.7 55.9 0.124
Tabela 4.2: Estat´ısticas do patrimoˆnio l´ıquido final
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Com o objetivo de prover um melhor discernimento no comportamento do Algo-
ritmo 4.1, no´s investigamos as iterac¸o˜es individuais do me´todo no caso p = 900. No´s
observamos que:
• Em todas as iterac¸o˜es foi verificado que o conjunto Iε(xk) tinha somente um elemento
(que era sempre o mesmo). Nas u´ltimas 15 iterac¸o˜es obtivemos αk = 1 (o primeiro
ponto teste foi aceito). Observe na Tabela 4.1 que, de acordo com o nu´mero de
avaliac¸o˜es funcionais, o primeiro ponto teste foi aceito na maioria das iterac¸o˜es para
todos os problemas.
• A restric¸a˜o (4.39) foi ativa na soluc¸a˜o encontrada. As varia´veis N , s e D ficaram
nas suas cotas inferiores. Essas quatro restric¸o˜es ficaram ativas nas cinco iterac¸o˜es
finais.
• Os u´ltimos 10 quocientes finais ‖xk+1 − x∗‖/‖xk − x∗‖ foram:
0.75, 0.71, 0.83, 0.94, 0.56, 0.04, 0.59, 0.06, 0.53, 0.005.
Essas observac¸o˜es sa˜o compat´ıveis com a convergeˆncia superlinear teo´rica do algoritmo.
Novamente no caso p = 900 tentamos resolver o problema (4.45) com o me´todo de
Cauchy proposto em [2] com os mesmos paraˆmetros, ponto inicial e crite´rio de parada
usados no Algoritmo 4.1. Apo´s 50000 iterac¸o˜es o crite´rio de parada Mk(dk) > −10−6 na˜o
foi atingido. No´s observamos que:
• Assim como no Algoritmo 4.1, para todas as iterac¸o˜es do me´todo de Cauchy foi
verificado que o conjunto Iε(xk) tinha somente um elemento (sempre o mesmo).
• A distaˆncia Euclidiana entre a soluc¸a˜o encontrada pelo me´todo quase-Newton e os
pontos obtidos pelo me´todo de Cauchy apo´s 10000, 20000, 30000, 40000 e 50000
iterac¸o˜es foram:
1.0346, 0.58938, 0.46413, 0.39863, e 0.35249, respectivamente.
• A diferenc¸a entre o valor mı´nimo obtido pelo me´todo quase-Newton e o valor de fip
nos pontos obtidos pelo me´todo de Cauchy apo´s 10000, 20000, 30000, 40000 e 50000
iterac¸o˜es foram:
0.01865, 0.00601, 0.00372, 0.00274, e 0.00214, respectivamente.
• O nu´mero de avaliac¸o˜es de fip apo´s 50000 iterac¸o˜es do me´todo de Cauchy foi 741663.
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• Para todas as iterac¸o˜es do me´todo de Cauchy 0 < αk ≤ 0.0625 < 1. Assim, o
primeiro ponto teste sempre foi rejeitado.
Essas observac¸o˜es mostram que, embora o me´todo de Cauchy converge para a soluc¸a˜o,
sua convergeˆncia e´ muito devagar quando comparada com o Algoritmo 4.1.
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Concluso˜es
Este trabalho consistiu na apresentac¸a˜o de uma nova estrate´gia de otimizac¸a˜o global
com um procedimento de busca para escapar de soluc¸o˜es locais, baseado nas curvas de
Lissajous. O algoritmo global foi usado para resolver o problema CRS da geof´ısica e
o problema OVO no reconhecimento de padro˜es ocultos. Ale´m disso, foi desenvolvida
uma generalizac¸a˜o do Algoritmo dado em [2] para resolver o problema OVO, na qual
conseguimos convergeˆncia local, e aplicamos ao modelo do Sistema Banca´rio Ideal (SBI),
no qual identificamos a func¸a˜o OVO com a func¸a˜o Valor-em-Risco (VaR).
O problema CRS na situac¸a˜o 2-D requer a maximizac¸a˜o da func¸a˜o de coereˆncia, que
depende de treˆs paraˆmetros. Este trabalho concentra-se na estimac¸a˜o desses paraˆmetros,
onde a ana´lise de coereˆncia e´ executada usando um algoritmo de otimizac¸a˜o global.
As principais contribuic¸o˜es deste trabalho sa˜o:
• A busca para os paraˆmetros “gerais” A, B e C, ao inve´s dos paraˆmetros “originais”
β, KN e KNIP . Essa simplificac¸a˜o evita o ca´lculo de func¸o˜es trigonome´tricas, re-
duzindo o tempo para a avaliac¸a˜o da func¸a˜o de coereˆncia. Ale´m disso, v0 pode ser
dado posteriormente, e enta˜o e´ poss´ıvel propor estrate´gias diferentes para recobrir
os paraˆmetros originais.
• Uma estrate´gia de otimizac¸a˜o global que pode ser aplicada em associac¸a˜o com um
me´todo de otimizac¸a˜o local. Como o problema CRS tem um custo computacional
muito alto, com um nu´mero grande de otimizac¸o˜es globais a serem realizadas, uti-
lizamos uma estrate´gia de buscar um mı´nimo global em um determinado tempo
TMAX. Os resultados comprovaram o fato de que quanto maior o tempo permitido
para a busca global, melhores foram os resultados obtidos. Sendo assim, um usua´rio
final pode estipular o tempo de busca global de acordo com a qualidade que ele
deseja na soluc¸a˜o.
Dos resultados nume´ricos, no´s conclu´ımos que a estrate´gia de otimizac¸a˜o global in-
troduzida neste trabalho tem o potencial para ser um ferramenta poderosa, na˜o somente
para resolver o problema CRS mas tambe´m para qualquer problema geof´ısico que requer
soluc¸o˜es globais.
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Uma investigac¸a˜o futura esta´ sendo conduzida para analisar o comportamento do algo-
ritmo global quando aplicado ao problema CRS com ru´ıdo nos dados e, e´ claro, em dados
reais.
A Otimizac¸a˜o do Valor Ordenado e´ um promissor problema de minimizac¸a˜o global
com aplicac¸o˜es importantes, muitas das quais permanecem por serem descobertas. Neste
trabalho enfatizamos a aplicac¸a˜o para encontrar padro˜es ocultos na presenc¸a de forte
dados corruptos. O algoritmo local introduzido em [2] na˜o e´ eficiente o suficiente para
enfrentar o problema de mu´ltiplos pontos cr´ıticos, portanto a definic¸a˜o de uma estrate´gia
de globalizac¸a˜o foi necessa´ria. Afim de preservar a eficieˆncia local do Algoritmo 3.1,
nossa estrate´gia global incorpora mu´ltiplos inicializac¸o˜es com estrate´gias de descarte e um
procedimento unidimensional de tunnelling para escapar de pontos cr´ıticos, baseado nas
curvas densas de osciladores harmoˆnicos de Lissajous.
Embora na˜o tenhamos argumentos teo´ricos rigorosos para apoiar o ponto de vista de
que esta estrate´gia e´ a melhor poss´ıvel para o problema global OVO (e provavelmente ela
na˜o e´) uma experimentac¸a˜o nume´rica particular (um pouco relatada aqui) sugere que na˜o
estamos longe de descobrir uma metodologia satisfato´ria para muitos problemas pra´ticos.
Em particular, o uso das curvas de Lissajous foi uma experieˆncia agrada´vel. A ide´ia de
transformar problemas n-dimensionais em unidimensionais por curva densas na˜o e´ nova
mas a questa˜o de qual e´ a “melhor” curva que preenche a caixa n-dimensional na˜o parece
estar explicitamente formulada. Mesmo que o crite´rio que definiria a “melhor” curva
densa na˜o seja completamente claro. Embora o sentimento de que a curva de Lissajous
satisfaz muitas desses (na˜o-formulados) crite´rios, no´s gostar´ıamos de apontar a relevaˆncia
de pesquisa futura neste assunto.
Uma pesquisa valiosa em resolver problema de otimizac¸a˜o multi-dimensional e multi-
extremo empregando curvas de Peano [8, 9, 17, 27, 36, 37, 35, 38, 39] pode complementar
nossa abordagem baseada na curva de Lissajous. Um inconveniente de algoritmos usando
curvas densas e´ que a proximidade de pontos no espac¸o multi-dimensional na˜o corresponde
a` proximidade no correspondente intervalo unidimensional. Strongin [38] introduziu um
esquema atrativo que permite refletir, no problema unidimensional reduzido, alguma in-
formac¸a˜o de proximidade de pontos no domı´nio multi-dimensional. Sua ide´ia deveria ser
adaptada em nosso esquema em pesquisa futura. Tambe´m precisamos aprimorar o pro-
cedimento de escape, que na implementac¸a˜o presente e´ particularmente ingeˆnua.
Finalmente, gostar´ıamos de mencionar que a aplicac¸a˜o da tecnologia de padro˜es ocul-
tos introduzida neste trabalho para a Superf´ıcie de Reflexa˜o Comum (CRS) [6, 26] foi
sugerida por Lu´cio T. Santos e outros membros do grupo de Geof´ısica Computacional da
Universidade de Campinas. Avanc¸os nessa pesquisa sera˜o relatados num futuro pro´ximo.
Um campo particularmente interessante de pesquisa futura diz respeito ao uso da
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Otimizac¸a˜o do Valor Ordenado para redes neurais de treinamento na presenc¸a de um
nu´mero grande de dados corruptos.
No´s introduzimos um algoritmo novo do tipo quase-Newton para problemas de Otimizac¸a˜o
do Valor Ordenado com restric¸o˜es convexas. O novo algoritmo pode ser usado para a
otimizac¸a˜o do Valor-no-Risco (VaR), especialmente quando as func¸o˜es de perda fi sa˜o
na˜o-lineares e as restric¸o˜es sa˜o lineares. No´s provamos a convergeˆncia global no sentido
de que todo ponto limite satisfaz uma condic¸a˜o de otimalidade. A convergeˆncia local
(superlinear e quadra´tica) foi provada com algumas hipo´teses restritivas adicionais.
No´s testamos nosso me´todo usando o modelo SBI de Stiglitz. Nos experimentos usamos
uma abordagem BFGS. Os resultados foram compat´ıveis com ana´lises econoˆmicas e um
pouco surpreendente no sentido de que muitas deciso˜es restritivas de cre´dito foram tomadas
em situac¸o˜es em que a aversa˜o ao risco na˜o era alta.
O desempenho do novo me´todo foi muito melhor do que o do me´todo primal de Cauchy
introduzido recentemente em [2]. Ale´m disso, as hipo´teses restritivas usadas para provar
a convergeˆncia ra´pida parecem ter sido verificadas, pelo menos num exemplo ilustrativo
particular.
A Otimizac¸a˜o do Valor Ordenado e´ relevante, na˜o somente por suas aplicac¸o˜es na
a´rea financeira, mas tambe´m por sua aplicac¸a˜o na estimac¸a˜o robusta e ana´lise de dados
[3]. Ale´m disso, e´ um problema desafiador de otimizac¸a˜o na˜o-suave e global. Portanto,
e´ esperada muita pesquisa na introduc¸a˜o e na ana´lise de me´todos para esse problema.
O me´todo introduzido neste trabalho merece investigac¸a˜o futura em va´rios aspectos. Do
ponto de vista teo´rico a questa˜o mais importante e´ se as hipo´teses feitas para a convergeˆncia
local podem ser enfraquecidas ou na˜o. Em particular, na˜o sabemos se a hipo´tese de
isolamento e´ essencial para a convergeˆncia superlinear, mesmo no caso irrestrito. Deve-se
advertir, entretanto, que, de acordo com contra-exemplos recentemente obtidos por Dai
[12] e Mascarenhas [28] um teorema completo de convergeˆncia global para BFGS sem
salvaguardas na˜o pode ser esperado.
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