approach is about two orders of magnitude greater than this new method.
I. INTRODUCTION
In [I] , the authors have analyzed and discussed the decorrelation performance of spatial smoothing based on first-order prediction approximation to time-delay narrowband signals when nonzero bandwidth signals impinge on the array. Based on the approximation model, they have shown that the spatial smoothing progressively reduces the correlation between signals until certain smoothing is reached and then builds up the correlation to that of the original on further smoothing.
In this note, we first show that the prediction model used in [l] is valid only for short time delays. In large arrays, the time delay (with respect to the reference sensor) becomes very large and the approximation fails. This failure leads to erroneous results, such as decreasing of correlation initially and then increasing beyond Manuscript received December 15, 1992; revised July 16, 1993 . The associate editor coordinating the review of this paper and approving it for publication was Prof. John A. Stutler.
The auth6rs are with the Department of Electrical Communication Engineering, Indian Institute of Science, Bangalore, India. so-called optimum smoothing. We show that this result is due to modeling error and not due to nonzero bandwidth signals. Further, using the true signal model for nonzero bandwidth signals, we show that the spatial smoothing progressively decorrelates the signals. A detailed discussion on the decorrelation effect of smoothing in the case of nonzero bandwidth signals using a broadband array is given in [2] .
Let s ( f ) be a sample function from a finite-bandwidth random process and s ( t + T) be a delayed version of the same signal. Based on the prediction model, s ( t + T ) is given by [I J (1)
where s ( t ) and s ' ( t ) are the uncorrelated signals of same power and a( T ) and b( T ) are the coefficients given by
and with R ( T ) denoting the auto-correlation function of the signal for lag T. Assuming the random processes to be of flat power spectrum having bandwidth B and centered at f u , the power spectral density is
0, otherwise
The auto-correlation function is then given by
where sinc ( a ) = ( s i n ( a ) / a ) .
Now, consider two delayed versions of the signal, s ( t + T I ) and
The correlation between them is given by
R(T2 -T I ) = E [ s ( t + T l ) S * ( t + T 2 ) ] . (6)
Assuming the signals to be of unit power, the correlation based on the prediction model (l), R,(n -TI),^ is given by
R,,(Tz -7 1 ) = a ( T l ) a * ( T z ) + b ( T l ) b * ( T Z ) (7)
which can be rewritten as
From (5) 
But from (5). the true correlation for lag ( TZ -TI ) is given by
Consider (9) zero-mean, bandlimited complex Gaussian random processes and noise from a zero-mean white complex Gaussian random process are uncorrelated from sensor to sensor, the true data covariance matrix of kth subarray is given by [2] 
where S ( f ) is the source power spectral density matrix, and
is the direction matrix at frequency f with and
The smoothed data covariance matrix is given by Combining (12) and (13), and taking the summation operator inside the integral, we get
, S (~) ( G (~,~) ) -' ' -~) } A ( B .
f ) H df + g:~. (14)
The source power spectral density matrix can be separated into two matrices as
s(f) = S d i a g ( f ) + S n o n -d i a g ( f )
( 15) where S d i a g ( f ) is a diagonal matrix that represents the auto power SpeCtrUm and Snon-diag(f) is the nondiagonal part of S ( f ) that gives the cross spectrum (which would be zero when the signals are uncorrelated) between the signals. Substituting (15) in (14), we get while the second part (cross-correlation part) arises due to correlation between the signals.
The modeling error in the auto-and crosscorrelation parts of data covariance matrix because of prediction model can be computed as follows. In the two-source case, the mnth element of K (from (16) We now define the modeling error as the Frobenius norm of the difference of true and prediction-based data covariance matrices. Let the modeling error in the auto-correlation and cross-correlation parts of the data covariance matrix be denoted as We now show how this modeling error depends on the smoothing. As in [l], we considered a scenario with nonzero bandwidth signal arriving from 10' and its multipath from 30" (for simplicity we assume zero multipath delay) and a uniform linear array with six sensors per subarray. Noise and signal powers were set to unity and the modeling errors were computed for different fractional bandwidths: 1%, 0.6%, and 0.2%, and the results are shown in Fig.   1 . Fig. 1 shows the plots of modeling error CC as a function of the number of subarrays. The plots show that the modeling error in the cross-correlation part increases with the number of subarrays. On the other hand, the modeling error in the auto-correlation part is fixed e.g., CA = 5.4298 x lop4 for FBW = 1%. Comparing these plots with those of Fig. 1 in [ 11, it is evident that the increase in the correlation coefficient with smoothing (beyond certain value) is because of the modeling error.
DECORRELATION PERFORMANCE OF SMOOTHING WITH TRUE MODEL
We now show that the spatial smoothing progressively decorrelates the signals. Note from (16) that only the cross-correlation part is affected by smoothing and also that the cross-correlation part vanishes when the sources are uncorrelated. Hence, we study the effect of spatial smoothing on the cross-correlation part only. The mnth element of the cross-correlation matrix is given as -(2n-z+K) sin 8 4 ) . 
Thus, all the elements in the cross-correlation matrix tend to zero as the number of subarrays tends to infinity, implying that the signals get decorrelated asymptotically with the number of subarrays. 
I. INTRODUCTION

