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SUMMARY 
The authors present a Bernstein-type operator L,, which is given by a finite sum and defined on 
the space CIO, m). It is shown that L, defines a positive linear operator such that (L&(x) tends 
pointwise on [O,oo) to f(x) for n+co. Moreover, estimations for the rate of convergence of 
(L&(x) -for) are established, measured in terms of the second modulus of continuity off. 
1. INTRODUCTION AND PRELIMINARIES 
The aim of this note is to present a positive linear operator which is given on 
CIO, oo), the space of continuous functions on the unbounded interval [0, oo), 
but is nevertheless defined by a finite sum. Moreover, this finite sum arises in a 
natural way and not as a truncation process of an operator defined by means of 
an infinite sum, as would be possible for the Favard [8, 31, Meyer-Konig and 
Zeller [13, 41, Szasz-Mirakjan (see e.g. [2]) or Baskakov operators [l, 2). The 
operator Ln: C[O, 00) in question is defined by 
(1-l) 
I 
:= (1+x)-” kj/( n-;+l) (:>$ @EW 
It is linear, and bounded in the sense that for XE [0, a), n E N one has 
(1.2) I Glm) I = Ilf II CB U-E wa 00)) 
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since (1 +x)-” x:=0 
0 
1 xk = 1, Ce[O, 00) being the class of real-valued func- 
tions f defined on [O,oo) which are bounded and uniformly continuous there 
with norm llf 11~~: = ,;;P, If(t) 1. 
The operator Ln may, on the one hand, be compared with the Bernstein poly- 
nomials 
vhl.fNx): = j, f($)(lt>x(1 -xP (XE [OS 11) 
which are defined by a finite sum and approximate f E CIO, l] pointwise or 
uniformly on the finite interval [0, 11, or, on the other hand, with the Baskakov 
operators 
wxx) :=(1+x)-” ki,f($(n+k”-‘)(*)k (XE]O,c=)) 
which are defined by an infinite series and approximatefe C[O, w) at each point 
XE [0, 00) (or uniformly on each compact subinterval [0, b] of [0, 00)). Whereas 
the nodes in the latter two cases are given by k/n, those for Ln are k/(n - k + l), 
so that L,, possesses for n = 2m - 1, the odd case, just as many nodal points on 
the interval [0, 1) as on [l, n], namely m. This also shows that the domain of L,, 
actually is CIO, n], and that estimations for (L&(x) -f(x), XE [0, co), are 
reasonable when at least n _rh4x with a constant Mg 1. The nodes of Ln remind 
one of the well-known Meyer-Konig and Zeller operators in the modified 
version of Cheney and Sharma [6], namely 
(Mnf(x)=(l -x)“+t kjIof(-&)(n:k>, (X~[41)) 
with (M,&(l): =f(l), which approximate f E C[O, l] in the pointwise sense on 
[0, 11. For further comparisons in this matter, see the remarks following 
Lemma 1. 
Also note that a probabilistic interpretation can be given to the operator Ln: 
it arises from a Bernoulli distributed random variable X,, however with 
modified nodes, i.e., 
p((X,=k/(n--k+ l)))= (pq.-, (k=O, 1, . . ..n. rzE IN) 
for the parametersp=x/(l +x), q=l/(l +x). 
It will first be shown that (L&‘= r defines a pointwise approximation process 
on C[O, oo), i.e., 
(l-3) lim (L&(x) =foc) n-0 
for each XE [0, 00) provided f E CIO, 00). Then the rate of convergence in (1.3) 
will be examined and expressed in terms of the second modulus of continuity of 
f E CIO, 00). It is defined for t 10 as usual by 
(1.4) w*(t$): = sup [I$( O +2h)-2jr. O +h)+f( O )Ilce. IhlSl 
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The Lipschitz class of order 0 c a 5 2 with Lipschitz constant Mf is given by 
(1.5) Lip* a: = (fE CB[O, 03); co*(t$)IMfP}. 
An instrument required is the K-functional of fe Cs[O, a~), defined for tr0 by 
(1.6) JW,.fN = inj ~Ilf-gIIcB+fIlgIIc+J~ 
gc B 
where 
(1.7) c2,=C$[o,oo):={f~cce[o,oo);f’,f”EcB[o,~)} 
with norm 
U-8) IV II c$ = IV II cB + Ilf’ll CL3 + IIf” II crP 
This functional is connected with the above modulus in the form 
(1.9) K(t,f)sC[w*(t1’2,f)+ min {l,t}IlfII~~l 
for all tE [0, w), f~&[O,a), with a constant C independent of t,f (cf. [5, 
p. 1921). 
The contribution of the first named author was supported by a DFG grant 
(Bu 166/27) and that of the third named author by grant II B2-FA 7233 of 
“Der Minister fur Wissenschaft und Forschung des Landes Nordrhein-West- 
falen”. The authors would like to thank Dr. M. Becker for valuable discussions 
in connection with Lemma 1 and for helping with the computations in the last 
section, and Professor W. Meyer-K&rig for his critical reading of the manu- 
script. The latter lead to several improvements in the presentation. 
2. A BASIC LEMMA 
In order to verify the convergence assertion of (1.3) one must check whether 
(1.3) holds for the three test functions J;(t): = r’, i = 0, 1,2. 
LEMMA 1. There holds for XE [0,03) 
where 
(2.4) N(x): =24(1 +x). 
PROOF. The identities (2.1) and (2.2) follow immediately by the binomial 
theorem. Concerning (2.3), first note that 
&t-2)(x) = 
X 
xk. 
n(1 +x) 
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Using the simple identities 
n 0 k2 k(n-k+2) k (n-k+1)2 = (k- l)(n-k+ 1) (2sksn), 
(k + 2)(n - k) n+k 
(k+l)(n-k-1) =‘+ (k+l)(n-k-1) 
(Osksn-2), 
this can be written as 
(L&)(x) -x2 = x 
n(1 +x)” 
-nx (*y-S (*) 
n-2 n 
+ c 
0 
n+l 
k=~ k (k+l)(n-k-1) 
xk+2. 
At this stage we apply the basic identity 
(2’5) (k:l)+2(:)+(kll)= (k+&?+l)! (1 sksn-2), 
which gives 
n+l = [(k:1)+2(;)+ (k+l)(n-k-1) 
+(kll)]&[‘+ n-:-l]’ 
This yields after lengthy calculations 
I 
(&t-2)(x) -x2 = x -nx(*L-p-y+ 
n(1 +x) 
n+l x2 
’ +- n-l (1+x) + (n+2)(1 +x) [I:;( k:l )*‘+‘+ 
(2.6) 
= x(1 +xj2 X -x n x(x+2n+4) ( H 
+ 3n+l 
n+2 1+x n+2 2 1 
1 + (1Zy [JET + n(i+2)] +Rhx)’ 
with remainder term 
R(n, x): = 
2 
ni2 [( k:l >+ (n+2)(1 +x)” k=~ 
+2($+( knl)] n_*,“l * 
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In order to estimate R(n,x), a three-fold application of (2.5) gives 
(2.7) 
24x(1 + x)~ 
mP) 5 (n +2)2 - 
1 1 n(n+2) - 
Concerning the first two terms in the expansion (2.6), we show that 
(2.8) 
x(1 +x)2 n+2 zx(*)” [*(x$+4) + +] 
for n 14x, xr0. Firstly, (2.8) is equivalent to 
(2.9) gn(.v): =(l +y)n+2- 1 - 2(n + 2)y - #I + 2)(3n + l)y 10 
for y14/n. To verify (2.9), consider the derivatives of gn. Since &Xy)zO, g$ is 
non-decreasing, and so 
gxy)&(4/~)>O (yr4hl). 
The same argument applied twice leads to 
&l(Y) 1 g&w > 0 (y14h). 
Hence (2.9) is shown to be valid. This gives with (2.7) that 
and leads directly to the desired estimate (2.3). 
Note that the main term in the difference (L&)(x) -.x? is given by 
x(1 +~)~/(n+2). This corresponds to the term x(1 -x)/n, x/n, x(1 +x)/n and 
x(1 -~)~/n in the well-known estimates for the operators of Bernstein, Szasz- 
Mirakjan, Baskakov and Meyer-Konig and Zeller, respectively. 
It may also be noted that there exists essentially the same connection between 
the B,, and the L,, as between the Rn and the M,,; it is basically given by the 
rational transformation h(u) = u/(1 + u), u E [0, 00) and its inverse h- i(v) = 
= v/(1 - v), v E [0, 1). Since this transformation is rational, one can hardly 
expect to carry over the well-known results of the operator Bn (or Rn) to the 
transformed operator L,, (or M,,). Indeed, when considering convergence 
results, especially those with rates, one must be interested in the weight 
functions which occur when computing the second moment. For B,, this is given 
by x(1 +x), which is uniformly bounded since XE [O, 11. But when passing over 
to L,,, one has an unbounded interval [0, oo), and the weight function x(1 +x)~, 
no longer being uniformly bounded, cannot be obtained from the weight 
function of B,, by the given transformation. Moreover, it does not seem possible 
to give an exact value of the second moment of the operator L,, just as is charac- 
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teristic for the operator of Meyer-K&rig and Zeller. For these reasons the basic 
second moment of Ln has to be evaluated anew. 
In order to conclude that {xk/( 1 +x)“; k, n E R\1, 0 I k I n} is fundamental in 
C[O, 031, A.O. Gelfond [lo] deals with an operator also connected with Bn. He 
only uses the transformations h, h-l, so that his operator turns out to be the 
operator L,, but with the nodes k/(n - k), instead of k/(n - k + 1). This implies 
that the domain of the Gelfond’ operator will be CIO, 031 to which the impor- 
tant test functions fi and f2, however, do not belong. Nevertheless, his paper 
shows what happens when trying to carry over results on the rates of con- 
vergence for B,, to L,,. Although he neglects the weight functions x(1 -x), 
x(1 +x)~, respectively, he obtains weighted Lipschitz classes. As will be seen in 
Thm. 2, these weights are unnecessary. 
3. MAIN RESULTS 
THEOREM 1. If fE C[O, w), then 
(3.1) lim (La(x) =for) n-o 
at each point XE [0, oo), the convergence being uniform on each compact sub- 
interval [0, b] of [0, 00). 
To establish this result, it suffices to apply the pointwise version of the 
theorem of Bohman-Korovkin (e.g. in form [12, p. 141) or Feller’s version [9, 
p. 2181 of the weak law of large numbers, noting that (L,&)(x)*.h(x) for 
i = 0, 1,2 and each XE [0, 00) in view of (2.1)-(2.3). 
In order to establish our main result, a second lemma will be shown. It gives 
the Jackson-type inequality for the operator L,, in the form (3.2). 
LEMMA 2. Iffc Ci[O, oo), there holds for all n IN(X) (N(x) defined in (2.4)) 
Applying the Taylor expansion tofe Ci[O, oo), one has by (2.1) 
Mm; xl -.m = Mm -for); xl 
=fwLnti(f) -x; x) + wnw-l(t) - x)2fYo; xl, 
where < lies between t and x. The positivity of L,, together with (2.2) and (2.3) 
now implies that 
I Gtm-9 -fW I 5 I Gtfl)(x) -x I Ilf’ll CB + I WnNm - N2; 4 I Ilf” N CE 
* A related operator with the nodes k/n was briefly mentioned by P. Kesava Menon Ill]. 
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for n rN(x), the latter inequality following by a two-fold application of (2.8). 
This yields (3.2). 
THEOREM 2. One has for f E CB[O, a~), x E [0, m), n rN(x) 
the constant C being given via (1.9). In particular, f E Lip* a, 0 < a 12, implies 
for each x E [0, 00) 
(3.4) I udxx) -m I = @T (( yy”) (n+oo). 
Once inequality (3.2) is known, the proof follows by standard means. Indeed, 
one has forfe Cs[O, OD), grz Ci[O, oo), nzN(x) by (1.2) and (3.2) 
I vdxx) -for) I 
Since the left side is independent of g, 
This yields the estimate (3.3) in view of (1.9). 
It was not our aim to obtain the best possible constants in the estimates (3.3) 
or (3.4), nor to deduce the smallest possible N(x) and constant for which (2.3) 
holds. 
n D,,(O. 1) Dn(l) DA21 W3) &UO) 
1 
2 
3 
4 
5 
6 
10 
13 
14 
15 
20 
21 
30 
40 
50 
100 
0.8 -0.5 -3.3 
0.6 0.1 -2.1 
0.4 0.5 -0.8 
0.3 0.74 0.2 
0.2 0.8 1 
0.2 0.78 1.5 
0.01 0.5 2.1 
0.001 
0.2 
0.1 
0.04 
1.2 
0.7 
0.2 
-8.2 
-6.6 
-4.8 
-2.9 
-1.2 
0.2 
3.4 
4.033 
4.037 
3.99 
3.3 
2 
1.4 
1.1 
0.5 
-99 
-96 
-93 
-88 
-83 
-77 
-52 
0.4 
4.2 
26.2 
33.9 
32.7 
15.8 
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Finally let us return to the first and second moments of L,. As can be seen 
from (2.2), the term (L&)(x)-x is negative for all xr~(O, oo), no N, and in- 
creases monotonely to zero for n tending to infinity. But in contrast to this, the 
difference D,,(x): = (L,&)(x) - xz changes its sign in dependence on x and n, as is 
shown in the following table (values rounded-off). 
Recall that for all operators cited in the introduction, the corresponding differ- 
ences I&(x) are always monotonely decreasing functions of n E N for fixed x, as 
the example D,,(x) =x/n in the case of the Szasz-Mirakjan operators shows. 
Therefore it is surprising that for Ln the difference I&(x) begins for n = 1 with 
negative values (x1 (\13- 1)/2) and becomes positive for all n 1 m(x), with m(x) 
monotonely increasing in x. Moreover, the values of&(x) increase with respect 
to n to a positive maximum at Kim - where k(x) again increases with 
regard to x - and then decrease monotonely to zero for n tending to infinity. So, 
for example, Dn(3) ~0, n 5 5, and D,,(3) >0, n r6 and D,(3) attains its 
maximum at n = 14. 
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