BANACH SPACES WHICH SATISFY LINEAR IDENTITIES
In this paper, we study nontrivial linear identities such as (2) Σ a k \\c t (0)x 0 + + G k (n)x n \\ p = 0 for all elements x t on a Banach space X.
A necessary condition for (2) to hold in X is that \\x + ty\\ v must be a polynomial in t for all choices of elements x and y. A sufficient condition for (2) to hold in X is that (2) must hold in the field of scalars. Specific identities are presented including a generalized parallelepiped law first observed by Koehler, and some isometric results are stated.
2* The parallelogram law revisited. In 1909 [4] , Frechet proved the following result.
LEMMA 1 (Frechet). If g is continuous function on R and, for all real r and s, equation (3) holds, then g is a polynomial with degree less than N.

(3)
1L(-l) N Proof. It is well-known that any sequence {a n } satisfying 2 r ( -l) N~k ( 7 ) a k+M = 0 for all M is generated by a polynomial; that is, there is a polynomial P with degree less than N for which a n -P(n).
In (3), put g{n) = a n , s = 1 and let r range over the integers. Then there is a polynomial P with P(n) = a n = g (n) . Now put g(n/2) = b n , s = 1/2 and let r range over the half-integers. There is successively x = u + 2v, y = v and x = u + v, y -v and subtracting, we get (4) . Fix w and z, elements of any space in which (1) (w, iz) that of a complex inner-product. This provides an alternative proof to the Jordan-von Neumann theorem.
We shall return to the parallelogram law in §6 as an embarkation point for a series of linear identities which hold in more spaces than Hubert space. As an appetizer, consider (6), a generalization of (1) to a three-dimensional parallelopiped.
Observe that (6) holds for k = 2 in Hubert space and for k = 4 in Hubert space and in L 4 (x, μ) for any (x, μ) . Indeed, it may be verified that (6) holds in any Banach space in which || rx + sy + tzW* is a homogeneous polynomial in r, s, and t for fixed elements x, y, and z. This condition turns out to be necessary as well, and the situation will prove to be typical.
3* Spaces which satisfy linear identities* The main result of this section will be Theorem 4, which follows from Theorem 2 by an intervening lemma. THEOREM 2. Suppose X is a Banach space in which (7) holds for all elements x and y, where a k Φ 0, p > 0, b 0 = 0 and the b k s are distinct. (7) Σ^lk + δ^ll^O.
fc=0
Then for every x and y in X, \\x + ty\\ p is a polynomial in t. In particular, p is an even integer.
By the hypotheses, A(u, v) = 0 for all elements w and v and δ fc =£ 0 for k ^ 1. Fix elements $ and 2/; let z be arbitrary. Then 0 = A{x + z, y -bτ ι z) -A (x, y) . Writing this out, we obtain (8) . Notice that the term for k = 1 in the sum in (8) vanishes. (8) 
= a o (\\x + z\\* -\\x\\η
We repeat this procedure (due to Wilson [14] ) and obtain (9) , where the inner sum is taken over all choices of 1 <| i t < < i ά ^ m.
Equation (9) may be expanded using the definition of A{u, v) as (10) , where the inner sum is as before. \\u + tv\\ p in (11) . We obtain (12) , and by Lemma 1, g(t) 
Then \\x + ty\\ p is a polynomial in t for all elements x and y.
Proof. We shall reduce (13) to (7 (13) as (14) and then put into it x -u -d o v, y = v where u and v are arbitrary. (14) Σα*|δ*IΊ|s + d»y||* = 0.
We obtain (15) which is in the form of (7).
In the second case, let s be a number for which b k + sc k Φ 0 and put x -u f y ~ su + v into (13) 
&0
Then, for all x and y,\\x + ty\\ p is a polynomial in t.
Proof. Permute the fc's so that (17) 
These sets do not exhaust Cl and so we can find r q for which the
For arbitrary a? and y, let # 0 = x, %k -r uy in (18). We obtain (19) which is in the form of (13) .
j (19) Σ
This completes the proof.
To obtain the natural corollary we need a lemma. [13] .) The embedding properties of ^2 n will be described in a subsequent paper [11] .
We state without proof the following theorem. (X, μ) . 5* The sufficient condition* In this section, we prove that the classes ^2 n form the finest possible gradation of Banach spaces according to the linear identities they satisfy: if an identity of type (16) holds with p = 2n for one space in ^2 n then it holds for all spaces in 0> ln . We begin with a few preliminaries. LEMMA 
Suppose a function g(u lt ---,u n ) is a polynomial in each of its variables separately, that is, (21) holds for each r, 1 ^ r ^ n f where the g k ,rS are continuous and a carat over a variable signifies its omission.
s r (21) g(u lf , u n ) = Σ 9k,r(u>i, --,u r , , u n )u k r .
Then g is in fact a polynomial in the variables together.
Proof. The proof will be by induction on n. The theorem is certainly true for n = 1. Suppose it is true if n -m. For n = m + 1 we have by hypothesis a representation of g (u lf , u m+1 ) in the form (22). Let M = max s r + 1.
Since a representation of form (21) Proof. An π(t, i, 0) , , π(t, i, m)) will be called π(t, i) for short. We write π(n, i) = π{i). In (17), we restrict $t to a one-dimensional subspace of X generated by x, \\x\\ = 1: x t = £.#, llajill = \z t \ f complex s,. We obtain (26), which can be rewritten as (27) 
Σ%ΣΣ d^φciisfpz** = 0 .
k=0 p==0 g=0
We now rewrite (28) as (29). ( 31 ) does not depend on 0. Viewing (32) as a polynomial in e w having as coefficients polynomials in z and z 9 it follows that b t)j>k = 0 unless ί = n.
We can thus rewrite (31) as (33), and insert this into (17). This last equality is a consequence of (30).
6* The parallelopiped law* Frechet [5] proved that any Banach space which satisfies (35) 
Proof. In light of Theorem 11 it is sufficient to prove the theorem for elements in Hubert space, indeed, we need only prove that (36) holds for all complex numbers z 3 -. The sum on the left-hand side is, in any case, a polynomial in the z/& and z/s. or not at all depending on whether the JΊ'S are contained in the i k s or not. Because r k + t k > 0, s ^ 2n < m, hence each monomial occurs in (37). Indeed, for k i> s, the i/s are contained in precisely ί*jj ~ 8 )
λ -tuples and so, altogether, a monomial sjj «Jj«ίj z)* 8 will occur in (37) with total coefficient (38 
Proof. In Theorem 12, let m = 2r, ^fc,! = &i and α; 2fe = -x' k for 1 ^ & <: r. Each term ε^^ + 4-ε fc ί»ί fc will appear in (37) 2 r~k times depending on the joint inclusion or exclusion of the pairs x i3 ^x + x 2j for j Φ i x . If the primes are dropped, (36) becomes (39) and the result follows.
Another identity which is satisfied in ^2 n is the following. 
(40)
Σa iΛ -a hk \\x h ± x h ± . ± x hk \\^ = 0 .
In (40), the inner sum is taken over all choices of sign ±1 as the i/s range independently from 1 to m; the sum has 2 2A:~1 m 2fc terms. The proof is reserved for [11] . Krivine [9] introduced an inequality which determines whether a space X is isometrically isomorphic to a subspace of L P . For technical reasons, the proof in [9] 8* Acknowledgments* The work contained herein constituted a portion of the author's doctoral dissertation at Stanford University written under the direction of Professor Per Enflo, to whom he expresses his gratitude. The author would also like to thank his undergraduate advisor, Professor W. A. J. Luxemburg, under whom he initiated his investigation of this problem.
