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Spin-resolved single-atom imaging of 6Li in free space
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We present a versatile imaging scheme for fermionic 6Li atoms with single-particle sensitivity.
Our method works for freely propagating particles and completely eliminates the need for confining
potentials during the imaging process. We illuminate individual atoms in free space with resonant
light and collect their fluorescence on an electron-multiplying CCD camera using a high-numerical-
aperture imaging system. We detect approximately 20 photons per atom during an exposure of
20 µs and identify individual atoms with a fidelity of (99.4± 0.3) % . By addressing different optical
transitions during two exposures in rapid succession, we additionally resolve the hyperfine spin
state of each particle. The position uncertainty of the imaging scheme is 4.0µm, given by the
diffusive motion of the particles during the imaging pulse. The absence of confining potentials enables
readout procedures, such as the measurement of single-particle momenta in time of flight, which
we demonstrate here. Our imaging scheme is technically simple and easily adapted to other atomic
species.
I. INTRODUCTION
Studying the microscopic mechanism of quantum phe-
nomena requires probing of observables on a single-particle
level. With ultracold atomic systems such single-particle
resolved detection schemes are possible. This not only
makes them excellent candidates for quantum simulation
but also enables the extraction of higher-order correlation
functions which hold a central place in the description of
many-body quantum phenomena.
In recent years, single-atom imaging techniques have
been developed for numerous ultracold atom systems [1].
A notable example is the so-called quantum gas micro-
scope scheme [2–12] where atoms that initially occupy
the potential wells of an optical lattice are pinned to the
corresponding sites and imaged based on the collection
of fluorescence photons with a high-resolution objective.
To prevent the atoms from hopping to adjacent sites dur-
ing the imaging process, elaborate cooling schemes have
to be applied to colle ct hundreds of photons per atom.
However, these schemes typically lead to the loss of the
spin information in the system. Furthermore, pinning and
imaging the atoms in a deep trap causes light-assisted
collisions which project the initial occupation number per
site to odd and even values. Therefore, complex experi-
mental schemes have been developed to retrieve spin and
occupation number information [13–16].
If the requirements on the spatial resolution can be
relaxed, the atoms can be imaged based on few fluores-
cence photons [17–19]. As a consequence, cooling of the
atoms is not required, the spin information can become
directly accessible, and, under certain conditions, even
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FIG. 1. Single-atom imaging setup for 6Li. (a) We deter-
ministically prepare a single atom in an optical tweezer and
excite it resonantly with two counter-propagating laser beams.
With a high-resolution objective (NA=0.55) we collect about
20 fluorescence photons and image them onto an EMCCD
camera. (b) Typical raw signal in analog-to-digital units
(ADU) of a single atom imaged with the EMCCD in electron-
multiplication mode (c) By applying a binarization threshold,
we identify pixels where photons impinged. (d) The mean
photon signal from a single atom is governed by the random
walk of the atom during the photon scattering process and has
a width of wsig = (10.1± 1.4) µm. The red arrows indicate
the orientation of the probe beams.
pinning of the atoms is not necessary. In this paper, we
present such a single-atom resolved imaging scheme for
fermionic 6Li. The experimental scheme is particularly
simple and also applicable to other atomic species. In our
setup, we achieve single-atom detection fidelities of up to
(99.4± 0.3) % and a position uncertainty of (4.0± 0.4) µm
based on the detection of about 20 photons per atom. The
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2technique can be applied over a wide range of magnetic
fields and allows one to resolve the different hyperfine
states in the system. As the atoms are not pinned but
propagate freely, the scheme can also be applied after a
time-of-flight expansion. Similar to [17], it allows us to
access the momentum distribution of a fermionic system
with single-atom sensitivity.
II. FLUORESCENCE IMAGING OF SINGLE
ATOMS
Our detection scheme is based on fluorescence imaging
of freely propagating fermionic 6Li atoms. We drive the
D2-transition with resonant light at 671 nm for a few
hundred cycles and collect part of the scattered photons
with an objective with a large numerical aperture (NA).
The collected photons are imaged onto a single-photon
sensitive camera, where we can distinguish them from
camera noise to identify single atoms.
With the detection scheme, we image systems of few
fermionic 6Li atoms that are deterministically prepared
in tightly focused optical tweezer potentials [20, 21]. The
trapping potentials are generated by far-red-detuned
Gaussian laser beams at 1064 nm that are focused with
the same objective that we use for imaging. To distin-
guish between different spin states we image the atoms in
the range of 300 to 1400 G in the Paschen-Back regime.
A. Emission and detection of photons
In Fig. 1(a) we show a schematic of our imaging setup.
The high-resolution objective which we use to collect the
scattered photons has a numerical aperture of NA = 0.55
and a focal length of f = 20.3 mm. It is chromatically
corrected both for 1064- (trapping) and 671-nm (imaging)
wavelengths. For the imaging wavelength, the lateral and
axial optical resolution is 0.8 and 4.4 µm, respectively, and
the field of view is approximately 200 µm in diameter.
We use resonant probe light that is linearly polarized
perpendicular to the quantization axis set by the magnetic
field orientation (ˆ ⊥ ~B) to drive σ± transitions. To miti-
gate the effect of acceleration due to radiation pressure
force, we use two counterpropagating laser beams for the
resonant excitation. We avoid detrimental trapping in a
standing-wave potential by toggling the two beams alter-
natingly with pulse lengths of 200 ns. We aim for a short
exposure time and therefore a high photon scattering rate.
To simultaneously assure hyperfine-state dependent de-
tection (see Sec. III), we limit the probe-light intensity to
about I = 8.5 Isat per beam, where Isat = 2.54 mW/cm
2
is the saturation intensity of 6Li. As a result, the natural
linewidth of Γ = 2pi × 5.87 MHz [22] is power broadened
to Γ′ = 2pi × 18.1 MHz and the resonant scattering rate
is 16.5 photons/µs.
Good imaging performance at a minimum number of
scattered photons requires a high photon collection ef-
ficiency. With our high-NA objective, we collect about
11.4 % of all emitted photons, taking into account the
solid angle of the objective (8.2 % of the full sphere) and
the anisotropic emission pattern due to selectively driven
σ± transitions. We focus the collected photons on an
electron multiplying charge-coupled device (EMCCD, AN-
DOR iXon DV887, back illuminated) with a quantum
efficiency at 671 nm of around η = 0.85 [23]. We estimate
around 90 % combined transmission through all optical
elements in the imaging path, amongst others a band-pass
filter centered at 675 nm (Semrock, FF01-675/67-25) to
block stray light. As a result, we expect to detect about
8.7 % of the scattered photons on the camera.
If the atom is not pinned during imaging, it experiences
recoils from scattered photons and performs a random
walk around the initial position. The diffusive spread
of the probability distribution increases with the probe
time τ and decreases the position resolution. For 6Li
atoms, the recoil energy ER of 3.5 µK leads to a velocity
change of about 10 cm/s per scattering event and there-
fore to a much larger diffusion compared to other atomic
species. The width of the time-integrated signal increases
proportional to τ3/2
√
Γ/(mλ) [24, 25], where m is the
mass of the atom and λ is the wavelength of the resonant
transition. To limit the spread, we choose a relatively
short exposure time of τ = 20 µs resulting in about 330
scattered photons. We detect approximately 25 [26] pho-
tons on average and measure the resulting signal spread
governed by the diffusion (see Fig. 1(d)) by averaging
several hundred images of individual atoms prepared at a
fixed initial position. Due to our imaging setup the signal
is slightly elliptic and has a root-mean-square radius of
wsig = (10.1± 1.4) µm (see App. B). This means that the
lateral position resolution in our system is completely
dominated by the diffusion process. As a consequence,
an axial defocusing of the atoms of up to 20 µm does not
deteriorate the single-atom imaging performance.
In general, for a fixed number of scattered photons the
width of the integrated photon signal scales as 1/(mλΓ).
For heavier 87Rb atoms (Γ = 2pi× 6.1 MHz, λ = 780 nm),
the spread for the same number of scattered photons
would be reduced by a factor of almost 20. In the case of
168Er (Γ = 2pi × 29.7 MHz, λ = 400 nm), the reduction is
even a factor of about 80.
B. Identification of single atoms
Single-atom detection based on a low photon signal
has been demonstrated in [19, 27–30], where all photons
from one atom are focused on a single or few pixels. This
ensures that the photon signal exceeds the detector noise.
In our scheme, we aim to detect single atoms with spatial
resolution by spreading the signal over several pixels of an
EMCCD (see Fig. 1(d)) and detecting individual photons
in photon counting mode. We use a magnification for
which we detect approximately one photon per pixel on
average while not diluting the signal too much. This
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FIG. 2. Performance of the single-atom imaging. (a) To
identify and locate single atoms, we use the EMCCD camera in
photon counting mode, apply a low-pass filter to the binarized
images and discern single atoms from noise based on the
amplitudes of the local maxima in the filtered image. The blue
dots correspond to the positions of identified atoms. (b) A
histogram of amplitudes shows a bimodal distribution where
the peak at lower (higher) amplitude originates from the
camera noise (photon clusters). The dashed line depicts the
chosen identification threshold for the data taken for a typical
image size of 400× 100 µm corresponding to 5200 px2. (b,
inset) The detection fidelity depends on the size of the analyzed
images and can reach up to (99.4± 0.3) %. (c) The position
distribution for many realizations of a single atom prepared at
a fixed position has an uncertainty of σpos = (4.0± 0.4)µm,
which is much smaller than the filter size (gray line). (d) Single
image of multiple atoms. The minimal distance at which we
can discern individual atoms with above 90 % probability is
around 12 px (32.4 µm).
results in compact, prominent clusters of “bright” pixels
against the background noise (Fig. 1(b) and (c)). The
value of the magnification in our system is 5.9, which
means that each pixel (px) corresponds to an area of
2.7× 2.7 µm in the object plane.
The main benefit of the photon counting mode of an
EMCCD compared to conventional cameras is that it
can detect single photons on each individual pixel (for
details see App. A). In a stochastic multiplication process
described by an Erlang distribution [31, 32], the primary
photoelectrons contained in a pixel are amplified to several
hundred secondary electrons (see legend of Fig. 1(b)) such
that the amplified signal exceeds the read noise σread of
the camera. With our camera and the chosen readout
parameters, this enhancement is g/σread = 64 where g
denotes the average photoelectron gain. We introduce a
signal threshold σth to discriminate between readout noise
and the signal from one or more photons (binarization,
see Fig. 1(c)).
In addition to the noise from the readout electronics,
EMCCDs suffer from clock-induced charges (CICs) which
are randomly distributed and represent the principal noise
source of the single-photon detection process. We can
suppress a fraction of the CICs [33] by choosing a high
threshold of σth = 8σread and thereby reduce the contri-
bution of CICs to about 1.7 % while identifying 88.5 % of
the photoelectrons (see App. A).
Figure 2(a), top row, shows typical images of the photon
signals after binarization. The clusters in the center arise
from the fluorescence of single atoms and the randomly
distributed noise is caused by the CICs. To identify the
signal from a single atom, we make use of the different
spatial frequency spectra of the atom signal and the noise.
After applying a Gaussian low-pass filter (3-px or 8.1-µm
width), photon clusters lead to local maxima with much
higher amplitude than the local maxima caused by the
CICs (Fig. 2 a, bottom row).
We record the amplitudes of these local maxima in a
histogram, which contains the data from several hundred
images with at most a single atom per image (Fig. 2(b)).
In the resulting bimodal distribution, we identify the
peaks at higher and lower amplitude as being caused by
clusters of fluorescence photons and CICs, respectively.
Based on this, we introduce an identification threshold
above which we identify a peak in the image with the
presence of a single atom (blue dots in Fig. 2(a)). We
choose this threshold value as the amplitude for which
the numbers of false positive events (detection of an atom
when none are present) and false negative events (an atom
is present, but not detected) in an image are equal. [34].
The detection fidelity is then defined as the probability
of true positive events.
With decreasing overlap between the two peaks of the
bimodal distribution, the probability of false identifica-
tions of either kind decreases. As the total amount of
CICs scales with the image size, this overlap and conse-
quently the detection fidelity depends on the image size,
as shown in Fig. 2(b, inset). For small image sizes of
21×21 px, we reach a single-atom detection fidelity of up
to (99.4± 0.3) %.
By extracting the position of the local maximum in a
filtered image, as shown in Fig. 2(a), we also determine
the position of a single atom. However, the peak position
of the signal does not directly correspond to the initial
position of the atom due to the random walk. We experi-
mentally determine the position uncertainty by repeatedly
imaging individual atoms which have been prepared in a
single tweezer at a fixed position. This ensures that the
atom’s initial position is known prior to imaging. From
the distribution of the determined positions for several
hundred repetitions (see Fig. 2(c)), we obtain a position
uncertainty of σpos = (4.0± 0.4) µm, corresponding to
one standard deviation.
We can also analyze images of multiple atoms with our
identification scheme (Fig. 2(d)). The minimal distance
at which we can discern two nearby atoms from each other
depends on the magnitude of the diffusion and the chosen
size of the lowpass filter. We determine this distance
experimentally by preparing two atoms with the same
hyperfine state and letting them expand (see Sec. IV).
From the distribution of inter-atomic distances we extract
4a minimal distance of about 12 px (32.4 µm) above which
we can identify two nearby atoms in the same hyperfine
state with a probability of over 90 %.
The main factor limiting the fidelity of our detection
scheme is the camera noise from spurious charges. Modern
EMCCD cameras show a significantly reduced occurrence
of CICs, typically on the order of 0.3 % at the same
photon detection efficiency. Therefore, one could achieve
the same atom detection fidelities from fewer scattered
photons. This makes it possible to reduce the exposure
time and thereby improve the position resolution of the
imaging. The position resolution can be further improved
for in-situ measurements by pinning the atoms in optical
tweezers during imaging (see App. B), similar to other
imaging schemes with optical tweezers [19, 28–30, 35].
III. SPIN RESOLUTION
In two-component many-body systems, atoms in differ-
ent spin states may be correlated. Single-atom imaging
with spin resolution can shed light on the presence of
such correlations. Different hyperfine states in a system
can be discerned if they can be addressed in a selective
manner, for example by optical transitions with different
resonance frequencies. To obtain spin resolution, mixing
of the initially populated hyperfine states during imaging
has to be avoided. Also, fluorescence imaging in general
requires that the respective optical transitions are closed
(cycling transitions). Otherwise, scattering several hun-
dred photons would lead to a significant probability that
the atom decays into an off-resonant state. This would
reduce the average number of scattered photons from
a single atom [36] and, consequently, the fidelity of the
single-atom detection. Both the selective addressability
and the existence of cycling transitions are determined
by the electronic structure of the atom.
In 6Li, applying a magnetic offset field during imaging
allows us to selectively address different hyperfine state,
while also minimizing detrimental decay into dark states.
6Li has one valence electron and a nuclear spin of I = 1.
Consequently, the levels split according to the z compo-
nent of the total angular momentum mj and the nuclear
spin mI in the magnetic field, as shown in Fig. 3(a). As
the hyperfine coupling constant is relatively small [22],
I and J decouple already above 30 G for the 2S1/2 state
and above 1 G for the 2P3/2 state. We work with two
of the three lowest hyperfine states of 6Li, denoted by
|1〉, |2〉 and |3〉, ordered ascending in energy. At large
magnetic fields, the frequencies of their optical transitions
differ by about 80 MHz, which is a factor of 12 larger
than natural linewidth Γ. This allows us to address the
hyperfine states individually.
To probe the atom on a cycling transition, we use
resonant light with linear polarization perpendicular to
the quantization axis. In that way, we resonantly drive a
σ− transition (∆mj = −1) from the mj = −1/2 to the
m′j = −3/2 manifold. From there, only a decay back to
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FIG. 3. Spin-resolved imaging of 6Li. (a) At a non-zero
magnetic field, we drive the σ− transition from the mj = −1/2
to −3/2 manifold and the σ+ transition from the mj = +1/2
to +3/2 manifold which all contain mI = ±1, 0 sublevels. (b)
As the optical frequencies differ by 80 MHz, we can excite the
three lowest hyperfine states |1〉, |2〉, and |3〉 selectively to the
three lowest hyperfine states of the excited manifold |3′〉, |2′〉,
and |1′〉. With more than 99 % probability, the atoms then
decay back to their initial state. To compensate for the small
probability that atoms in |2′〉 and |3′〉 can decay to |4〉 and
|5〉, respectively, we additionally drive the σ+-transition. (c)
Distribution of the integrated signal from a single atom in
state |3〉 probed with a closed optical transition (left panel)
and in state |1〉 (right panel) at 568 G without (purple) and
with (blue) the additional σ+ probe beam. The gray bars
show the signal with no atom present, solely caused by CICs.
We model the distribution (solid line) with a mean photon
number of 24.7 and 21.0 for state |3〉 and |1〉, respectively. (d)
We achieve spin-resolved imaging of two atoms in different
hyperfine states by subsequently addressing their resonant
transition and using the kinetics mode of the camera.
mj = −1/2 is possible, as the nuclear spin projection mI
is conserved under photonic excitations. σ+ transitions
from the mj = −1/2 to the m′j = +1/2 manifold are
strongly suppressed due to the detuning by more than
1.1 GHz above 300 G and can be neglected.
Due to angular momentum coupling of I and J , each
state |mj ,mI〉 is approximately an eigenstate of the total
angular momentum operator of the electron Jˆ only in the
limit of high magnetic field. Residual couplings lead to
small admixtures of different spin components mj and
result in losses from a cycling transition into dark states.
In the hyperfine state |3〉, the atom can be exactly
described by a single total angular momentum state
|mj = −1/2,mI = −1〉 without additional admixtures. It
is a stretched state and has a perfectly closed optical tran-
5sition to the excited state |1〉′ = |−3/2,−1〉 (see Fig. 3(b)).
The probability that the atom becomes dark during imag-
ing is therefore zero, and we detect approximately 25
photons on average within 20 µs, as shown in Fig. 3(c, left
panel).
The hyperfine states |1〉 and |2〉, however, contain a
small admixture of |mj = +1/2〉 [22]. After an excitation,
the probability that an atom decays into states |5〉 and |4〉,
respectively, is on the order of a few permille above 500 G
[23]. We circumvent the loss into a dark state by adding
a second optical frequency to the probe beam, which
resonantly drives the σ+ transition from mj = +1/2 to
m′j = +3/2 (see Fig. 3(b)). Atoms that have decayed to
the states |4〉 and |5〉 are resonant to the second frequency
of this bichromatic probe beam and continue to scatter
photons. [37] The increased number of detected photons
is clearly visible from the signal distribution in Fig. 3(c,
right panel) which corresponds to in average 21.0 scattered
photons. We reach a detection fidelity of (97.8± 0.7) % for
the states |1〉 and |2〉 using the same analysis as explained
in Sec. II B. The residual loss probability from other effects
like polarization misalignment or off-resonant transitions
is below 2× 10−4 per scattering event.
To image atoms in the different hyperfine states, we
successively probe the individual optical transitions. We
resonantly drive one hyperfine state for 20 µs and image
the scattered photons on the EMCCD camera. We then
shift the laser frequency to the resonance frequency of the
other hyperfine state as fast as possible and simultaneously
use the fast kinetics mode of the camera to shift the
collected signal out of the exposed sensor area (0.5 µs per
line). For our typical regions of interest, this takes about
30 µs. After that, we image the second hyperfine state for
20 µs. In that way, we can take separate images of the
different hyperfine states, as illustrated in Fig. 3(d). In
principle, we can use this method to successively image
an arbitrary number of spin states. For example, in a
three-component system, we can image all three lowest
hyperfine states |1〉 , |2〉, and |3〉.
For the successive probing, we must also ensure that
the typical dynamics of the system during imaging are
sufficiently slow. Only then are we able to measure the
same observable for both spin states. The timescale of the
system strongly depends on the specific implementation;
for expanding atoms, for example, it may be given by the
Fermi velocity. Furthermore, off-resonant scattering of
photons during the first imaging pulse can broaden the
distribution in the second image and thereby decrease the
resolution. In our measurements, we observe that in the
direction of the probe beams the position uncertainty in
the second image is 10 % larger than in the first image
which indicates off-resonant scattering of one photon on
average.
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FIG. 4. Momentum imaging of single atoms. (a) The double-
well potential formed by two overlapping optical tweezers is
centered at the optical dipole trap elongated along the x axis.
The latter provides a harmonic potential for the expansion of
the quantum state. (b) After an expansion for a quarter trap
period along the x axis, t = Tx/4, the initial momentum wave
function is mapped to real space and the average distribution
of the atom corresponds to the momentum distribution of the
state, shown here for a single atom prepared in the ground
state of the double-well potential. (c) We detect its position
distribution after the expansion and observe a probability
distribution as expected from a double-slit experiment with
constructive interference at the center. (d) Preparing the anti-
symmetric superposition of |L〉 and |R〉 results in destructive
interference at the center.
IV. SINGLE-ATOM IMAGING IN MOMENTUM
SPACE
Our imaging scheme can also be applied to freely prop-
agating atoms, e.g., during time of flight. For sufficiently
long expansion times, this allows us to access the momen-
tum distribution of the initial state on a single-atom level.
To detect the atoms with high fidelity, they have to be in
the focal plane of the objective during imaging. There-
fore, the expansion of the quantum state wave function is
performed in a confining optical potential that prevents
the atoms from leaving the focal plane of the objective.
If this potential is harmonic along the focal plane, an
expansion for a quarter trap period T/4 exactly maps
the momentum distribution of the initial state to position
space [38–40].
In our setup, we make use of this momentum-space
imaging along one direction. Our confining optical poten-
tial is formed by an elongated crossed-beam optical dipole
trap with an aspect ratio η ≈ 8 where the long axis lies in
the focal plane (see Fig. 4, a). By expanding the system
for T/4 of the trap period along the long axis, we im-
age the momentum distribution along the elongated axis,
while integrating along the other two axes. We choose
the depth of this trap to be as weak as possible while
still confining the atoms in the harmonic region of the
trap during the expansion. The resulting trap frequency
in the axial direction on the order of ωwg = 2pi × 75 Hz
6leads to an atom distribution over about 100 µm, which
is significantly larger than the single-atom resolution (see
Fig. 4(b)). As a consequence, we can measure the mo-
mentum of a single atom with a momentum uncertainty
of σmom = 0.18/µm.
We demonstrate the momentum resolution by imaging
a single atom that has been deterministically prepared
in an eigenstate of the double-well potential created with
two optical tweezers. The axis of the double-well potential
coincides with the long axis of the confining potential (Fig.
4(a)). As shown in earlier works [21], we deterministically
prepare a single atom in the ground state of the sym-
metric double-well potential, which can be described as a
symmetric superposition of the two Wannier functions |L〉
and |R〉. Then we perform the expansion of the quantum
state for T/4 and image the atom. Figure 4(c) shows the
distribution of the detected positions of the single atom af-
ter the expansion. In analogy to a double-slit experiment,
it shows a fringe pattern with constructive interference
at the center and a spacing that is in agreement with the
double-well separation. Preparing the first excited state
of the double-well potential, which is the antisymmetric
superposition of |L〉 and |R〉, we observe a similar pattern
with destructive interference at the center (see Fig. 4(d)).
V. SUMMARY AND OUTLOOK
We have presented an imaging method to characterize
few-particle quantum states of 6Li on a single-particle level
with spin and position resolution. We have demonstrated
single-atom imaging by collecting about 20 fluorescence
photons per atom on a single-photon sensitive camera.
With this method we achieve a detection fidelity of up
to (99.4± 0.3) % and a position determination with an
uncertainty of (4.0± 0.4) µm. Our imaging technique has
been applied to freely propagating atoms also after a
coherent expansion in time-of-flight. We demonstrate the
detection of momentum distribution on the single-atom
level by an expansion in an elongated confining trap.
In the future, we will apply the free-space imaging also
to systems containing more atoms and after more complex
manipulations of the system. For example, a sequence
of coherent expansions in different harmonic potentials
could be used to magnify the quantum state in position
space. In that way, we could access the in situ distribution
of atoms in multiple optical tweezers with single-atom
sensitivity. This opens a path to studying correlation
functions of complex quantum systems in two conjugate
bases, real space and momentum space.
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Appendix A: Readout of the EMCCD camera
To detect the fluorescence photons with high fidelity, we
use an EMCCD (ANDOR iXon DV887). During the read-
out of an image, the photoelectrons created by impinging
photons are first shifted row by row to a shift register.
Then, they are transferred into the gain register where
the charges are amplified in several hundred stages. The
amplification process of n primary photoelectrons to x
secondary electrons is stochastic and its probability can
be described by the Erlang distribution (see Fig. 5, inset)
[33, 41]
Pn(x) =
xn−1e−x/g
gn(n− 1)! θ(x) , (A1)
where g denotes the average gain per photoelectron and
θ(x) is the Heaviside step function. For a single primary
photoelectron (n = 1), the distribution of secondary elec-
trons reduces to an exponential function. This single
photoelectron can only be detected if the number of sec-
ondary electrons that it produces significantly exceeds
the read noise σread, e.g., by using a large gain g. In this
detection mode, the stochastic nature of the amplification
does not allow for precise photon counting on each pixel.
We can characterize the camera by analyzing images
without photons. A histogram of the signal on all pixels
after a bias correction is shown in Fig. 5 where the peak
centered at zero secondary electrons (given in analog-to-
digital units) corresponds to the normally distributed read
noise. The tail at large signals is due to CICs, which are
the primary noise source of the EMCCD camera. The
so-called parallel CICs (pCICs) are charges created on the
sensor by the parallel shifting process, and therefore indis-
tinguishable from photoelectrons. In the multiplication
register, they are amplified with a fixed gain following
Eq. (A1). The serial CICs (sCICs) are created at random
stages within the serial multiplication register and have
a variable gain that is stochastically distributed [33]. In
Fig. 5, they are visible as a shoulder (blue shaded area)
between the read-noise peak and the exponential distribu-
tion from the pCICs. To quantify the performance of the
EMCCD in photon counting mode, we fit the Gaussian
read noise and the exponential distribution of pCICs to
obtain g/σread = 64.
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FIG. 5. Logarithmic histogram of secondary electrons on a
dark image. With the EMCCD camera stochastic amplification
of few photoelectrons is possible to overcome the read noise.
The distribution of secondary electrons is shown (inset) for one
(solid line), two (dashed line), and three (dotted line) primary
electrons. We extract the histogram of secondary electrons
on a bias-corrected image with a closed camera shutter (blue
dots). From this, we extract the read noise σread by fitting a
Gaussian function (green solid line) to the peak around zero.
The exponential tail at higher values of secondary electrons
is caused by clock-induced charges (CICs) from the shifting
processes in the EMCCD, where parallel CICs (red region)
and serial CICs (blue region) can be distinguished. We fit
the pCICs by a simple exponential function (red solid line)
and extract the average gain g. Due to a significant fraction
of sCICs, we choose a binarization threshold of 8σread (gray
dotted line) to discern a photon signal from read noise.
For faint signals where at most one photon impinges
per pixel, the amplitude of a pixel conveys no additional
information. In photon counting mode, we divide the
pixels into bright and dark pixels above or below a thresh-
old σth, respectively (binarization). In that way, we can
suppress the read noise of the camera in the limit of
large g/σread at the expense of only a small reduction of
the single-photon detection fidelity to exp(−σth/g). The
residual noise on a dark image is due to CICs. As the
sCICs are significant only at low numbers of secondary
electrons, we can suppress a large part of the noise by
choosing a binarization threshold at 8σread. We end up
with 1.7 % of spurious bright pixels due to CICs and a
photon detection efficiency of 88.5 %.
Appendix B: Diffusion during imaging
When scattering photons, an atom performs a random
walk in momentum and position space, due to the random-
ness of the spontaneous emission. Its position distribution
is described by a normal distribution with a width grow-
ing as σ2(t) = Rα3 v
2
rect
3 ≡ 3δ2t3 [25], with the scattering
rate R, the recoil velocity vrec, and the dipole pattern
correction factor α. If we image an atom with resonant
FIG. 6. (a) Average photon distribution after an exposure time
of 20 µs. x and y profiles are extracted along the dashed lines.
(b) y profile of the photon distribution (blue points), fitted
with ρ˜(0, yi, τ) (blue curve) and with a Gaussian distribution
(green curve). (c) Width w =
√
s as extracted from the
fitted model vs. exposure time, for free expansion (blue points)
and with a pinning potential with a depth of 290ER (yellow
squares). Inset: Double-logarithmic plot of the width, showing
the scaling behavior of the expansion (lines are guides to the
eye). (d) Average photon distribution after an exposure time
of 20µs with a pinning potential with a depth of 290ER.
light for an exposure time τ , the atom will diffuse over
the course of the imaging process. Hence, the detected
photon distribution arises from the time-averaged position
distribution of the atom,
ρ(x, y, τ) =
1
6piδ2τ3
E1/3
(
x2 + y2
2δ2τ3
)
, (B1)
where En(z) =
∫∞
1
e−zu
un du is the generalized exponential
integral.
We compare this model to the experimentally obtained
average image of single atoms (Fig. 6(a)). Knowing that
our model only includes the effect of spontaneous emission
on the atom distribution, we introduce a variable width
factor b (by substituting x → bx) to effectively absorb
the effects of other processes. Also, we integrate the
distribution over the area of each pixel i, resulting in
ρ˜(xi, yi, τ) =
∫ xi+px/2
xi−px/2
∫ yi+px/2
yi−px/2 ρ(bx, by, τ) dxdy, where
xi and yi stand for the coordinate of the pixel. We then
use this model to fit different profiles of the average image
(Fig. 6(b)). Compared to a fitted normal distribution
(green), the model (blue) performs systematically better
in the wings of the distribution.
We can now use the model to characterize our imaging
for different exposure times. As a figure of merit, we
use the width w(τ) =
√
s(τ) obtained from the second
moment of the fitted curves, s(τ) =
∑
i x
2
i ρ˜(xi, τ). For
8exposure times between 5 and 50 µs, we observe that the
diffusion widens the observed distribution significantly
already for short exposure times (blue points Fig. 6(c)).
Hence, it is possible to optimize the position resolution by
minimizing the exposure time, while retaining a sufficient
signal-to-noise ratio for atom identification. For the free-
space measurements described in this paper, we limited
the exposure time to 20 µs, which resulted in a signal of
approximately 20 photons per atom on average and a
resolution of (4.0± 0.4) µm.
The position resolution can also be improved by pin-
ning the atoms in a deep potential during imaging, which
inhibits their random walk. For a single atom in a single
microtrap, we have tested this method up to a depth
of 290ER (Fig. 6(d)). At the maximum depth, we see
that the distribution starts broadening only after approx-
imately 10 to 20 µs of exposure time (yellow points in Fig.
6(c)), which corresponds to 160–330 scattered photons.
This suggests that the atom has initially been confined in
the tweezer during imaging. For longer exposure times,
the width starts to increase at a similar rate as the uncon-
fined atoms from the previous paragraph (blue and yellow
solid lines in the inset of Fig. 6(c)), indicating that the
atom has been heated out of the tweezer. To pin atoms
in an array of microtraps for an exposure time of 20 µs
(330 scattered photons), we estimate that we need at least
40 mW of optical power per tweezer (corresponding to a
depth of 330ER). As an added benefit, an increased depth
of the tweezers will also improve the position resolution.
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