Simulation studies are used widely for fish stock management. In such studies, forecasting future recruitment, which can vary greatly between years, has become an essential part of evaluating management strategies. We propose a new forecasting algorithm to predict recruitment for short-or medium-term stochastic projections, using a stock-recruitment relationship. We address cases in which the spawning stock has dropped below previously observed levels, or in which predicted recruitment is situated close to the maximum observed level. The relative prediction error of seven existing algorithms was compared with that of the new model using leave-oneout cross-validation for 61 data sets from ICES, the Japanese Fisheries Agency, and PICES. The new algorithm had the smallest prediction error for 49 of the data sets, but was slightly biased by the precautionary treatment of predictions of high recruitment.
Introduction
Since the ratification of the United Nations Convention on the Law of the Sea in 1996, scientific assessments of fishery stocks have been become increasingly important. The Convention mandated that coastal nations, taking into account the best scientific evidence available, should determine the allowable catch of living resources and maintain them through proper conservation and management measures within their exclusive economic zones. For example, the Fisheries Agency and Fisheries Research Agency of Japan (2004) conduct stock assessments of $80 major fishery resources around Japan, and determine the allowable biological catch for each stock.
In this context, the recruitment-forecasting model, which is incorporated into predictive models of future stock size, plays an important role. In many studies, the recruitment-forecasting model simply uses the mean of historical estimates of recruitment, or is a parametric function (e.g. Roel et al., 2004; Kell et al., 2005) even if the data do not show any obvious stock -recruitment relationship. Traditionally, deterministic recruitment forecasts have been made using the Beverton and Holt (1957) and Ricker (1954) functions, or generalizations of them. These functions are derived from biological mechanisms, such as density-dependent survival, and may be useful in predicting the equilibrium state or long-term stock levels. However, for the purposes of fishery management, quantitative short-or medium-term predictions incorporating uncertainty are essential, even if the factors affecting variations in recruitment are not fully identified. In such a situation, stochastic modelling of the stock-recruitment relationship is advantageous. Existing stochastic algorithms include the empirical recruitment algorithm (Mayo, 2003) , the fixed-interval algorithm (Evans and Rice, 1988; Paz and Larrañeta, 1993) , the Cauchy algorithm (Evans and Rice, 1988; Paz and Larrañeta, 1993; Cook, 2000) , the Markov Matrix algorithm (Getz and Swartzman, 1981; Swartzman et al., 1983) , and the recruitment per spawner (RPS) algorithm (Mayo, 2003; Fisheries Agency and Fisheries Research Agency of Japan, 2004) . Several of these algorithms were compared by Evans and Rice (1988) and Paz and Larrañeta (1993) . In the latter study, leave-one-out cross-validation (Stone, 1974) was used to compare the algorithms without taking explicit account of the unknown stock-recruitment relationship.
Care should be taken not to overestimate recruitment when forecasting recruitment for levels of spawning stock outside the recorded range, especially where the level has declined below those previously observed (area A in Figure 1 ) and when there have been strong year classes (area B in Figure 1 ). In fisheries management, to overestimate recruitment could lead to optimistic management, resulting in reduction or collapse of stocks. Therefore, valid and prudent extrapolation techniques are necessary for sound management strategies with precautionary considerations (Serchuk et al., 1999) .
Here we present a new algorithm, a modification of the Markov Matrix and RPS algorithms, revised to include extrapolations with precautionary considerations. We also use the leave-one-out cross-validation method to compare the accuracy and precision of recruitment predictions by our proposed algorithm with those of seven other algorithms for 61 fish stocks.
Recruitment-forecasting algorithms
The algorithm developed in this study is a combination of the modified Markov Matrix and RPS algorithms (see Appendix). The calculations differ depending on whether spawning-stock biomass (SSB) is smaller or greater than the minimum previously observed, SSB min ( Figure 1 ). In area A, recruitment is proportional to the level of SSB. For the range of observed values, SSB and recruitment are divided into m Â m (m ¼ 2, 3, or 4) intervals, i.e. a square matrix. The hth observed stock-recruitment couple (SSB h , R h ), h ¼ 1, . . . , y is used to forecast recruitment in year i þ a, R iþ a , which is produced from SSB i in current year i. Recruitment is assumed to occur at age a. A detailed description of the procedure follows for case m ¼ 4. The spawning stock is divided at s 1 , s 2 , and s 3 to make four intervals, S u (u ¼ 1, 2, 3, 4) and the recruitment range at r 1 , r 2 , and r 3 to make four intervals also, R v (v ¼ 1, 2, 3, 4). The interval limits (r 1 , r 2 , and r 3 ) were set to three values randomly chosen from the midpoints R ' M :
where R ' (' ¼ 1, . . . , y) are the values of observed recruitment, R h , sorted into ascending order. The interval limits for spawning stock (s 1 , s 2 , and s 3 ) were selected from the midpoints SSB ' M obtained in the same manner from SSB observations. Each spawning stock interval should include at least two years of data because of the evaluation algorithm, leave-one-out cross-validation, as described below. The total number of possible combinations of the interval limits (s 1 , s 2 , s 3 , r 1 , r 2 , r 3 ) is shown in Table 1 for m ¼ 2, 3, 4. The optimal combination of interval limits was selected by crossvalidation (see below). Within a spawning stock interval S u * , which includes SSB i , one of the recruitment divisions (R v ) is chosen randomly proportional to the number of observations in each recruitment interval:
where N(S u * R v ) is the number of observed stock and recruitment data in the matrix cell S u * R v . The predicted recruitment is chosen uniformly between the limits of the recruitment interval R v , except for the last interval R 4 . For R 4 , the probability density distribution, f (R), was assumed to decrease exponentially in order to avoid recruitment overestimation:
where R max is the maximum previously observed recruitment size, and l was estimated as 3.26 by fitting Equation (3) to a data set of 61 stocks. The forecast recruitment value R iþ a for each interval was calculated aŝ
where z is a random number from a uniform distribution between 0 and 1. In cases where SSB i was less than SSB min , forecast recruitment was proportionally decreased by the observed SSBs using the modified RPS algorithm. To forecast recruitment, an observed spawning stock-recruitment pair (SSB k , R k ) was selected randomly from the smallest interval S 1 , and recruitment was calculated by multiplying the of the selected couple by SSB i :
Evaluation
The accuracy and the precision of the new algorithm were compared with those of existing algorithms using estimates of SSB and recruitment from stock assessments. The leave-one-out crossvalidation method (Stone, 1974) , which is asymptotically equivalent to Akaike's information criterion (Stone, 1977) , was employed in the manner of Paz and Larrañeta (1993) . To compare the algorithms, the mean absolute relative prediction error d for recruitment was used. The algorithm with the smallest d was Figure 1 . Schematic figure of stock -recruitment relationship for the recruitment-forecasting algorithm. Area A identifies recruitment for levels of SSB below the minimum observed stock size, SSB min , whereas in area B recruitment is exceptionally high (i.e. strong year class). considered to be the most appropriate. The steps of the evaluation procedure are listed below.
(i) Remove one data pair (SSB h* , R h* ) (h* ¼ 1, . . . , y) and forecast R h*j using SSB h* and the remaining y21 data couples with each algorithm. There are j ¼ 1, . . . , 10 000 forecasts because the forecasting algorithms are stochastic.
(ii) For each forecast, calculate the relative prediction error (d h*j ):
(iii) Repeat steps 1 and 2 for all data pairs h*, and calculate the mean absolute relative prediction error of recruitment:
A slightly modified version of the above method was used to find the optimal combination of partitions for the new algorithm. The only difference was that the expected recruitment E(R) was used instead of forecast R h*j to calculate the relative prediction error:
where S u * is a spawning-stock interval that includes SSB h* . Further, the mean absolute relative prediction error of recruitment d was calculated for all possible combinations of interval limits (s 1 , s 2 , s 3 , r 1 , r 2 , r 3 ), and the partition with the smallest d was selected.
Application
The stock and recruitment data sets used in this study were obtained from the ICES Advisory Committee on Fishery Management (ICES, 2004) , the Fisheries Agency and Fisheries Research Agency of Japan (Funamoto, 2004; Yabuki, 2004a, b) , and the North Pacific Marine Science Organization (PICES, 2005) . A compilation of stock and recruitment estimates is shown for 61 fish stocks spanning 20 species (Table 2) .
When the Beverton and Holt stock -recruitment function was fitted to each data set, valid parameter estimates were not obtained for 22 stocks (stocks 3, 7, 15, 16, 17, 18, 20, 25, 31, 33, 36, 42, 46, 47, 49, 51, 53, 54, 55, 56, 57, and 61) . Those stocks exhibited negative correlations between SSB and resulting recruitment. When the function was forced through the origin using a penalty function, the stock-recruitment curves obtained were constant for all spawning stocks. Therefore, we considered it inappropriate to evaluate the accuracy and precision of the algorithm for those stocks. (Yabuki, 2004a) and 43 (Yabuki, 2004b ), stock 49 (PICES, 2005 , and stock 52 (Funamoto, 2004 the Cauchy; stocks 36, 38, 47, and 49 for the Ricker), and both the Beverton and Holt algorithm and the fixed-interval algorithm gave smallest d value for two stocks (stock 37 and 48 for Beverton and Holt; stocks 55 and 58 for fixed-interval), whereas our algorithm yielded similar values for the same 12 stocks. The empirical recruitment algorithm, the Markov Matrix algorithm, and the RPS algorithm perform poorly. In the new algorithm, three interval types (m ¼ 2, 3, 4) were compared. For the 49 stocks for which our algorithm performed best, use of three intervals (m ¼ 3) led to the smallest d error for five stocks, and use of four intervals (m ¼ 4) was best for 44 stocks. Figure 2 shows the median and interquartile ranges of relative prediction error d for y Â 10 000 forecasts, calculated using Equation (6). Positive or negative values of d indicate that the forecast recruitment was overestimated or underestimated, respectively. The interquartile range is an index of the variation between the forecast and the observed recruitment. The new algorithm showed the smallest interquartile range of all algorithms for 38 stocks. Using m ¼ 4 intervals tended to perform better. For the remaining stocks, it was mainly the Cauchy algorithm that gave the smallest values, whereas our algorithm yielded similar values. Our new algorithm slightly underestimated recruitment because median relative prediction errors were negative, but using m ¼ 4 tended to reduce the underestimation. The forecast recruitment was, on average, 8% less than the observed recruitment. Such underestimates occur mainly because of the use of Equation (3) for the highest recruitment interval, i.e. area B. For example, in interval R 3 or R 4 of m ¼ 4, 62 or 79% of d i*j were negative, whereas 57 or 51% of d i*j whose R i* was in R 1 or R 2 were positive. The same results were obtained for m ¼ 2 and 3. The algorithm for values below SSB min (area A) cannot affect d in the leave-one-out cross-validation, because the estimated recruitment cannot be compared with the observed recruitment. Therefore, this underestimation was caused by extrapolating predictions in the highest recruitment division, which was intended to underestimate recruitment by taking into account precautionary considerations in Equation (3).
The algorithms considered in this paper are used in modern stock assessment, by many countries. Of the ICES stocks investigated here, 61% were assessed using the empirical recruitment algorithm, and 26% using the recruit index RCT3 programme of Shepherd (1997) . The Markov Matrix algorithm, theoretical functions, and the RPS algorithm considered here are incorporated in AGEPRO, which is a stochastic age-based projection model, and are used by the US National Marine Fisheries Service for groundfish stocks. The RPS algorithm is used mainly in Japanese stock assessments. Of these algorithms, the new algorithm generally performed best in terms of mean relative prediction error.
As for selecting the number of intervals, the mean relative prediction errors d for m ¼ 2 were larger than for m ¼ 3 or 4 for all stocks, and m ¼ 4 performed better than m ¼ 3 in terms of d. Therefore, we recommend using m ¼ 4 intervals for the new algorithm. Although this algorithm requires laborious procedures to find the optimal set of thresholds for the stock and recruitment intervals, because the number of possible combinations is large, simple Fortran/Visual Basic programming can be used to find the thresholds automatically.
In conclusion, the new algorithm generally performed best in terms of predicting future recruitment, at least insofar as we could tell from our investigation. Moreover, the new method avoids overestimation in situations where the spawning stock is lower than the observed minimum SSB and where the recruitment was higher than generally observed, although the accuracy cannot be validated with observed data. In stock management based on population dynamics models, we believe that this new algorithm offers facility to predict recruitment reasonably well.
