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It is shown that a certain type of stochastic control problems has a solution (optimal stochastic process) 
which can be realized as a diffusion with vertical reflection on the boundary of a planar set. The stochastic 
control problem is motivated by the specific question whether further expansion of the electricity supply 
system should be based on thermal power (where only fuel costs are taken into account) or on hydro 
power (where only the initial construction costs are considered), given a stochastic demand. 
1. Introduction. Statement of the problem 
The purpose of this paper is to show how diffusions with a certain reflection at the 
boundary of a (planar) domain arise naturally in a type of stochastic control 
problems. Moreover, we will use the theory of such diffusions to solve a specific 
problem of choosing between hydro and thermal power generation under uncer- 
tainty. 
The background for the interest in this problems is the following: 
Norway has abundant energy supplies consisting of hydro power, crude oil and 
natural gas and is one of the few countries in the world in which more than 99% 
of the electricity supply is based on hydro power. This reflects that until recently 
hydro power has been the cheapest source for covering an increasing demand for 
energy. However, the fact that the remaining water falls are increasingly expensive 
to exploit for hydro power generation has changed this situation. Thus the following 
question arises: Should further expansion of the electricity supply system in Norway 
be based on thermal power generation or on still unexploited hydro sources? 
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In our mathematical model of this situation we stylize the difference between the 
two power sources by representing the cost of hydro power as an everlasting 
irreversible capital investment, while only the fuel cost of thermal power is taken 
into consideration. With a constant or deterministic demand function this would 
be a basically very simple question of marginal cost comparison, but we will consider 
the more realistic - and intricate - case when the demand is stochastic. Intuitively, 
the more uncertain the future demand of electricity is, the more careful one should 
be with the expansion of the everlasting hydro power. We will show that this is 
indeed the case and we will find explicitly what the optimal choice is at any moment. 
We now explain our mathematical model in more detail. 
We assume that the demand D, of electricity at time t is a stochastic process of 
the form 
D, = P;’ . O,, (1) 
where B > 0 is some fixed constant (the price elasticity), P, is the (stochastic) price 
of electricity and 0, is the general ‘purchasing power’ of the population, taking 
care of the income effect and other factors which influence demand. We assume 
that 0, has the structure of a geometric Brownian motion, i.e., it is the solution of 
a stochastic differential equation of the form 
de, = (~0, dt + PO, dB,, (2) 
where (Y > 0 and p are known constants and B, = B,(w) is a l-dimensional Brownian 
motion. 
The hydro power capacity at time t is denoted by K,. More capacity is available 
at increasing costs: Let C(k) denote the marginal cost of hydro power (cost/power 
unit) when the hydro power capacity is at the level k. Our control variable is 
additional hydro power investment, i.e., the choice of the increasing (=non- 
decreasing) function K,. 
The alternative electricity source is thermal power from natural gas at a price q 
per energy unit. In this article we will assume that q is constant. 
With a choice of the increasing control process K,(w) the state Y, = Y?(w) = 
(t, O,, K,) of the system at time t is described by the following Ito stochastic 
differential equation: 
dY,(o)= d@ ( ) = 0 ( )dt + PO ( ) d&(w). 
[ dK;::i] iad;;“) ] [ :m ] (3) 
Let Pt*o,k denote the probability law of {Y,} starting at (t, 0, k) and let Er,Oxk 
denote expectation with respect to PrvRk. Then the problem is to find a stochastic 
control K,v, increasing, which maximizes the ‘performance’, i.e., the expected total 
discounted profit: 
cc 
H( t, 13, k) = SLIP E ‘,R~ e-‘“((P,D, -q(Ds -KS)) ds - C(K,) dK,) 
I 1 
(4) 
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where r > 0 is a given discounting factor. Here the price P, will be the minimum of 
the thermal power price q and the equilibrium price with no use of thermal power 
determined by (l), i.e., 
P, =min{ (2)“E, 4) ‘. (5) 
In either case we have 
P,D,-q(D,-K,)=P,K,. 
Therefore (4) can be written 
H( t, 0, k) = wp E f*8*k e-“(P,K, ds - C(K,) dK,) . f 1 
(In fact, it turns out that this heuristically plausible expression for the discounted 
profit has to be modified when K is not absolutely continuous; see the next section 
for details.) 
It turns out that this supremum is not obtained by any absolutely continuous 
control KS. We show that there is a closed subset d (the ‘forbidden region’) in the 
(13, k)-plane such that the optimal control KT only increases while (O,, KT) E A&? and, 
heuristically, u * = dKT/dt = 00 in A See Figure 1. The corresponding optimal state 
process YF will then be a diffusion with no increase in the K,-component if 
2, = (Or, KT) is situated outside &, while its K, component should jump immediately 
vertically to the boundary a& of A! if 2, starts inside &. 
Fig. 1. 
In Section 2 we derive the variational inequalities associated to the control problem 
(6). In Section 3 we find an explicit solution to these variational inequalities and 
in Section 4 we show that this solution actually is the solution of problem (6). 
Finally in Section 5 we discuss properties and consequences of the solution. 
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This paper deals with what could be called a singular stochastic control problem. 
Other problems of this type have been treated by several authors and solutions 
of the same nature have been obtained. See, for example, BeneS, Shepp and 
Witsenhausen (1980), Karatzas and Shreve (1984, 1985, 1986), Gaver, Lehoczky 
and Shreve (1984), Lehoczky and Shreve (1986) and Sun (1987). See also Shreve 
(1988) and the references therein. For other economic questions leading to mathe- 
matical problems of the kind discussed in the present paper, see, e.g., Brennan and 
Schwartz (1985), McDonald and Siegel (1986) and Pindyck (1988, 1991). 
2. A variational inequality formulation 
We now describe our problem more closely. In (4) and (6) the controls K,(w) we 
consider are assumed to be increasing, cadlag (continuous from the right and with 
left limits) and adapted to a given (right-continuous, complete) filtration {%,}taO, 
with respect to which B, is a Brownian motion. (The cadlag condition on K, is 
natural for technical reasons, since the general theory of stochastic (and Lebesgue- 
Stieltjes) integration requires the integrator to be a cadlag process. See, e.g., Protter 
(1990) for more background on these general conditions.) In particular, K, is allowed 
to have jumps. This makes it necessary to emphasize the following: By saying that 
Y, starts at (t, 8, k) we mean that Y, = Y$*,e3k’ solves the stochastic integral equation 
where I’: dK, = AK, + jcr,sl dK, = AK,+K,-K,, AK, being the (possible) jump of 
K, at s = t. 
In other words, for s > t we have 
Note that with this definition we need not have Y, = (t, 0, k) a.s. Pr,e*k. For example, 
if AK, = Ak > 0 then Y, = (t, 8, k+ Ak) a.s. @k. A natural notation for ‘Y, starts 
at (t, 8, k)’ is that Y,- = (t, 8, k) a.s. pCeVk. 
As we have already mentioned, we must also modify our expression (6) for the 
total discounted profit. The problem is simply that if K is not absolutely continuous, 
then (6) does not give us the value we want. To see what goes wrong, consider the 
case where K at time t jumps from k to k+Ak and then remains constant. The 
corresponding cost should intuitively be eerr( r( k + Ak) - T(k)), where 
J 
Y 
T(Y) = C(x) dx, 
0 
but instead (6) gives e-” C(k)Ak. To avoid this problem, we integrate by parts. If 
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K is absolutely continuous, then (using Corollary 20.5 in Hewitt and Stromberg, 
1965) 
m 
I 
m cc 
eers C(K,) dK, = e-“T(K,)+ r edrS r( KS) ds, 
I f 
and hence 
I 
47 
edrs( P,K, ds - C( K,) dK,) 
f 
I 
cc 
= eers( P,K, - rT( KS)) ds + T(k) e-“, 
f 
(7) 
provided that K is absolutely continuous. Now the point is that the right-hand side 
of this expression gives the correct value for the profit even when K fails to be 
absolutely continuous (to see this, note that if {K’“‘} is a monotone sequence of 
absolutely continuous functions converging to K, then 
I 
m 
e~“(P,Kj”‘-rT(Kj”‘)) ds+T(k) e-” 
f 
converges to the right-hand side of (7)). Thus instead of the function H in (6), we 
shall, in fact, be studying 
[I 
00 
H( t, 0, k) = s;p Ef3’*“ e-“( l’,K, - rT( KS)) ds 
, I 
+ r( k) eC”. (8) 
This makes it natural to define 
F(t, 13, k):= H(t, 0, k)-T(k) e-“=s;pJK(f, 0, k), (9) 
where 
m 
JK(t, 0, k)=E’*B*k 
[I 
e-“( P,K, - rT( KS)) ds 1 . (10) I 
The problem is then to find F and the corresponding optimal control K$ such that 
F = JK*. 
It is convenient to work with a more restrictive class of controls: A Murkov control 
is an increasing adapted cadlag process K,(o) such that the corresponding system 
Y,(w) = (t, O,, K,) given by (3) is a strong Markov process. 
Let ci,,, FO denote the suprema in (8) and (9) when only Markov controls KS are 
considered. We will in fact show that H,, = H and F,, = F and we will in Section 4 
explicitly construct an optimal Markov control KT. 
Let us first consider the Markov control problem. Examples of admissible controls 
are the absolutely continuous ones of the form 
dK, = U(S, O,, KS) ds, 
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but it is also easy to give examples of singular Markov controls. In this general 
setting it turns out that the classical Hamilton-Jacobi-Bellman (HJB) equation is 
replaced by what would be called HJB inequalities or simply variational inequalities. 
In this section we establish these inequalities, both their necessity (Theorem 1) and 
their sufficiency (Theorem 2). 
In the following we put 
L,g(t, 8, k)=~+ao~+:(pf3)2$ (11) 
and 
Lg(t,&k)=e-“(pk-rT(k))+L,g(t,@,k) forgEC’*2*0. 
where p = min{ (6/ k) I”, q}. 
(12) 
Here, and in the following, C m1,m2’m3 denotes the set of real functions on R3 whose 
partial derivatives of order up to mj wrt. the jth variable are continuous, j = 1,2,3. 
Theorem 1 (Variational inequalities - necessity). Assume that the function F,, 
(de$ned above) belongs to C’.*.‘. Then 
LF,( t, 0, k) s 0 for all (t, 0, k) (13) 
and 
z(t, 8, k)sO for all (t, 8, k). (14) 
Moreover, if there exists an optimal Markov control Kf for the Markov controlproblem 
(9), then 
z(t, 8, k). LF,,(t, 13, k)=O and FO( YT) = F,( t, 0, k) as. P’@ (15) 
for all (t, 8, k). 
Proof. First we use a classical dynamic programming argument, justified as in 
Theorem 11.1 in Bksendal (1989): 
Suppose we apply the Markov control K, in the period [t, T]. The state is then 
shifted from (t, 8, k) to YT = YF and the profit obtained is 
I 
7 
e-“( P,K, - rI’( KS)) ds. 
t 
This procedure cannot be better than the optimal one, so we get 
[I 
T 
F,,( t, 0, k) 3 E’,e,k e-‘“(P,K, - rT(K,)) ds 1 + E’“,k[F,,( YT)]. (16) t
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Ito’s formula for discontinuous semimartingales gives (Protter, 1990, Theorem 
11.7.32) 
E’“‘k[Fo( YT)] = E’.8.k[Fo( Yt)]+E',8*k 
It 
L,F,( Y,) ds+z( Y,_) dK, 
I 
where AK, = KS -KS- denotes the jumps of K,v. 
If we let Kz denote the continuous part of K1 (i.e., K, with the jumps removed) 
then this can be written 
T 
E ‘,e*k[ Fo( YT)] = E r,e,k[ Fo( Y,)] + E ‘70,k I L,F,( Yr) ds+z( Y,) dK; 1 
+ E c8.k c {mY,)-Fo(K-)l . I (18) r<ssT 
Substituting (18) in (16) we get 
T 
E c&k LF,( Ys) ds + 
‘dF, 
, 
I $KMC 
+,<~<T{Fu(Y,)-Fo(Y,-)l+{Fo(Yt)-F,(~, 0, k)l GO. 
1 
(19) 
Now we consider two special choices of KS: 
(a) First choose K,y to have a jump Ak at s = t, otherwise dK, = 0. Then by letting 
T+ t in (19) we get 
F,,(t, 0, k+Ak)-F,(t, 13, k)sO, 
and since this holds for all Ak we conclude that 
z(t, 0, k)sO. (20) 
(b) Next choose dK, = v ds, where v 2 0 is a constant. Put T = t + At where At > 0, 
divide by AC and let At+ 0 in (19). This gives 
LF,,(t, 0, k)+z(t, 0, k). VGO. 
In particular, the choice v = 0 leads to 
LF,( t, 8, k) c 0. (21) 
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It remains to establish (15). Choose K, = Kz in the argument above. Then we get 
equality in (19) for all T. Since all 4 integrands/terms in (19) are non-positive (by 
(20) and (21)) they must all be 0: 
for a.a. (s, w) with respect to ds x dPcRk and 
&( YT) = FO( t, 0, k) a.s. PrVeTk. 
At a given state (f, 8, k) there are two possibilitities: 
(i) It is optimal to jump instantaneously by an amount Ak > 0. 
In this case we must have, by (22), 
FO( k + Ak) - FO( k) = 0, 
and therefore, by (19), 
(23) 
2(t, 0, k)=O. 
(ii) It is not optimal to jump at (t, 8, k), i.e., KZ is continuous at s = t. 
In this case YT- = y and (22) gives 
LF,( t, 8, k) = 0. 
Thus in either case (15) holds and the proof is complete. 0 
Theorem 2 (variational inequalities - sufficiency). 
(a) Suppose there exists a function f( t, 8, k) E C1y2,’ such that 
Lf( t, 8, k) c 0 for all (t, 8, k), 
-$( t, 0, k) s 0 for all (t, 8, k), 
and 
lim E’,“*k[f( YF)] = 0 
r+m 
for all (t, 8, k), 
for all controls K (Markov or not). Then 
f( t, 8, k) a F( t, 0, k) (defined by (9)) for all (t, 0, k). 
(b) Put 
%={(t,%k); JXt,@k)=OI, &= (t, 0, k); $(t, 0, k)=O 
1 
. 
Suppose we can find a control & with the following 3 properties: 
Y,” E V for a.a.(s, w) w.r.t. ds x dPce*k, 
(f(Yf)-f(Y?))=-$(Y:)dk:=O foralls>t, 
(24) 
(25) 
(26) 
(27) 
(28) 
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and 
f( Yf) =f(r, 8,/c) a.s. Pr,e,k. 
Then 
J”(f, 8, k) =f(4 6 k), 
and therefore K is optimal and f = F (de$ned by (9)). 
125 
(29) 
Proof. (a) For all T > t and all controls K, (Markov or not) we have by Ito’s formula 
[I 
T 
E’*“,k[f( YT)] = lPk[f( Y,)]+ E’*B*k L,f( KJ ds+ 
1 J 
T a_f 
, ~O’.JdK: 
+,<~<T(fo3-fw) 7 
1 
where Y, = Yf. By (24), (25) we get 
[I 
T 
~??‘~‘~[j-( YT)] sf( t, 8, k) - PCe’k eCrS( P,K, - rT( KS)) ds 
I 1 . (30) 
Hence 
f(t, 8, k)%??r’e’k[f(Yr)]+fK(f, 0, k)+Jk(t, 0, k), 
as T+ ~0, by (26). Since this holds for all K we have f~= F. 
(b) Next, asssume that 8, satisfies (27)-(29). Then we get equality in (30) and 
the conclusion follows. 0 
Theorem 3. Suppose there exists an optimal Markov control K 7 for the Markov control 
problem, i.e., 
F,(t, 8, k) = J”*(t, 0, k) for all (r, 0, k). 
Moreover, assume that 
lim J~‘.‘,~[F,( Y$)] = 0 
T+CC 
for all controls K (Markou or not) and all (t, 0, k). 
FO( t, 0, k) = F( t, 0, k) for all (t, 0, k). 
Proof. We proceed as in the proof of Theorem 2(a) but with f replaced by F, and 
obtain 
F,(& 0, k) 2 J”(r, 0, k), 
for every control K (Markov or not). 0 
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3. A solution of the variational inequalities 
Theorems 1 and 2 suggest that we should look for a function f which - at least in 
some domain - solves the equation 
If we try f (t, 0, k) = e-“g( 0, k) the equation becomes 
(32) 
or, with G(B, k)=g(B, k)+r(k), 
2 
AG:=pk--G+ruB~~+:(p8)2~~=0, p=min 
N I 
f 
i/F \ 
(The relevant boundary conditions will be introduced when we 
now consider two regions separately: 
74 . ) (33) 
need them.) We 
Region I: 0 < kg”. In this region p = [ t9/ k]“’ and the general solution of (12) 
satisfying the boundary requirement 
G(0, k) = 0, 
is of the form 
Here 
G,(8, k) = @“Ek’-“F + R(k)V’. (34) 
(= I2 and 
EI-a-6 
yz < 0 < y, are the roots of the equation 
$2y2+((Y-$2)y-r=0, 
and R(k) is a function depending only on k. 
(36) 
Region II: 8> kg”. Here p = q and the general solution of (13) is of the form 
G2(0, k)=$+Sl(k)ey~+S2(k)BY’, (37) 
where S,, S2 are functions depending only on k. If we require that G,, G2 should 
have the same values on the line 0 = kg” (the common boundary of the two regions) 
we get 
(38) 
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If we also require that aG,/ae = aG,/ae on the line 8 = kq” we get 
$50 l’E-lklpl’E+ ylR(k)BYI-’ = ylS,(k)BY1-‘+ y2S2(k)0Y2-’ for 13 = kq”, 
i.e., 
~&kq+y,R(k)k’~q”~= y, . S,(k)kYlq”Y’+ y2. S2(k)kYZq”Y2. (39) 
Multiply (38) by y, and subtract from (39). The result is 
qh 
=--y +(Y, - ‘yzN(k)kY*P’2, 
i.e., 
or 
S,(k) = -v2 . q’-Ey2 . lcmY2, where rlz = 
yI(~+l)-r 
r(Y1--Y2)(a+5-ar)’ 
(40) 
From (33) we see that if aG/a$ is continuous, then so is a2G/ao2. Therefore, if we 
choose S,(k) as in (40) we also know that a2G,/at12 = a2G2/ao2 for 0 = kq’. Thus 
we still have two functions R(k) and S,(k) to be determined. To do this we must 
take into account the boundary conditions and (25), which says that aG/ak - C(k) s 
0 always. To get an idea of the situation let us consider the problem of pathwise 
maximizing the integral in (8), i.e., we consider the problem to find, for each w, 
m 
M= SLIP 
[ (I 
(P,_K,_- rT(K,_)) e-” ds +T(k) ep”. 
> 1 (41) 0 
The maximum value of the function 
f(k)=q. k-rT(k), kz=O, 
is obtained when 
f’(k) = q - rC( k) = 0, 
i.e., when k = K,,, is given implicitly by 
C(Kn,,) = q/r. (42) 
Thus if we put P, = q, which approximates the situation when 0 is very large, then 
the solution of (41) is the function Kz which jumps immediately to K,,, and stays 
there if Kg starts at k < K,,, . 
With the general form of p,, but assuming K. = ks K,,, a quick calculation 
shows that 
q(k)=p(B,k)k-rT(k), wherep(8)=min{(8/k)““,q}, 
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is decreasing, so in this case it is always optimal to choose KF = k. Since this solves 
the problem pathwise, it also solves (8). We conclude that if ka K,,, the solution 
of (8) is to choose KT = k for all t, which gives H( t, 8, k) = eC”‘k. Eevk[~~ P, eCR ds], 
where P,, = min( ( OS/ k)“?, q). Note that 
lim H(t, 8, k)=eprt2 if ksK,,,. 
o-00 r (43) 
From now on we will only consider the remaining case k < K,,, . By the above it 
is enough then to consider processes K, such that 
K, < K,,, for all t. (44) 
In view of the above we try to find a function C?(f?, k) and a closed set & in the 
(0, k)-plane such that (see Figure 2) 
d= (@k);$C(k)=O (45) 
AC? = 0 outside .& (where A is defined by (33)), 
A6 c 0 everywhere, 
a6 
z - C(k) s 0 everywhere. 
Moreover, it is reasonable to assume that 5 d has the form 
&={(e, k); k<+(B), 020) 
for some continuous, increasing function q5 (0) satisfying 
4(O) = 0 and li_li 4(e) = K,,,. 
(We will later show that this is indeed the case.) 
(46) 
(47) 
(48) 
jump to k’ 
Fig. 2. 
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Clearly, (46) is achieved by choosing G = G outside SB. To obtain (45) we modify 
G on ti as follows: 
Put 
G( 8, k) = 
G(@+(e))+r(k)-r(4(@)) for(&k),Ed, 
G(e, k) for (0, k)a d. 
We must check the requirement (47), i.e., 
2- 
pk-rc.$+aB+~+&3e)2$~s0 in 222. 
(49) 
(50) 
By (49), (45) and (33) the left-hand side of (50) is 
pk-rG(@, 4(e))-rT(k)+rr(+(e)) 
+ae 
1 k=+(8) 
+twY 
a2G a2G 
s+~. 4’ 
1 k=+(e) 
= y(k), say. 
Thus (50) requires that for each 0 we should have 
y(k) < 0 if k < 4(e) (i.e., if (0, k) E d), 
and that 
Y(k)+0 as M+(e). 
This leads to the condition that 
$$e, 4(e)) =o. 
(51) 
(52) 
(53) 
Condition (48) implies that 
>y- C(k) =0 on ati, i.e., when k = 4(e). (54) 
To sum up we try to determine the two functions R(k), S,(k) from (34), (37) and 
the curve k = +( 13) such that (53) and (54) hold. It turns out to be more convenient 
to work with the inverse function $ = 4-i. Recall that by (34), (37) and (40), 
G(e, k) = 
&el’“k’-“‘+R(k)eY1 if e<kq”, 
qk/r+Sl(k)eY~-~2~q1-“y~k1-v~er~ if ezkq’. 
(55) 
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So (54) gives 
C(k) = 
(l-l/e)@““k-““+R’(k)e~ if 0 = J/(k) < kq’, 
q/r+S~(k)eY~-r/2(1-y2)q’-sY~k-Y~8Y~ if e=+(k)akq’, 
(56) 
while (53) gives 
O= (l/~)(l-l/~)~el’E~lk-l’E+~IR’(k)ey~-’ 
{ yIS;(k)V-’ - n2yz(l - y2)q1-EYZk-Y20Y2-’ 
if e=$(k)<kq”, (57) 
if 0 = glr(k)a kq”. 
Subtract (8. (57)) from (yr . (56)). The result is 
~1. C(k) = 
i 
5(1- lIe)[Yr - umv4’E if 8 = JI( k) < kq”, 
~1q/r-r/2(1-~2)(~1-~2)q1-BYZk-Y~eY2 if e=$(k)akq”. 
(58) 
Solving for f3 = +(k) in these equations we get, see the Appendix, 
8 = G,(k) = 
for e < kq”, 
for Oakq”. (59) 
Note that if E < 1 the curve 0 = (cr( k) lies entirely in the region 8 > kq” (see Figure 
4). 
If E > 1 the point k where the curve 0 = $(k) meets the straight line 0 = kq” is 
of special interest. From (59) we find (see Figure 3) 
We also note that if E > 1 then in general (cI( k) is not differentiable at k = ff To see 
this, we apply (59) and get 
+‘(k) = 
> 
. * 
+(k) If k’ k’ 
Substituting C(k) = q( E - l)/ ( I( E - l/ y2)) we see that 
(cl:<ff, - qE 
I+@) - qB = 
1 r(E - l/yJ _-. 
Y2 4’-&(1 -l/Y*) 
. C’(& 
= 
Ed& - 1/ 72) 
q,-E(E _ 1) . C’(W 
l-l/Eil 
l-y2 ’ 
since E > 1 and y2< 0. 
K ma* 
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Fig. 4. 
It remains to determine R(k) and S,(k): From the lower parts of (56) and (58) 
we have 
C(k)=~+S:(k)8yl-11,(1-y,) -& y*q ( > 
=g+S;(k)oY1- 
r 
i.e., 
S:(k) = (f- C(k))(-&- l)+(k)-'I. 
Since S1(Kmax) = 0 by (43) we conclude that 
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where I/I(Y) is given by the lower part of (59). Note that S,(k)>0 and that S,(k) 
decreases to 0 as kf K,,,. 
Finally we note that since S,(k) and S,(k) are given by (60) and (40) we can use 
(38) to determine R(k). The result is 
R(k)= i-t kq(kq”)-YI+S,(k)+S,(k). (kqe)--(yl--y& 
( > 
(61) 
It is now easily verified that aG/dk - C(k) < 0 outside Op. 
To summarize, we have now proved the following (see Figures 3 and 4): 
Define 
f(t, 0, k)=e-r’G(O, k)-e-“T(k), (62) 
with 6 given by (49), in which 
G( 8, k) = 
I 
Gl(O, k) (given by (34)) if 0 < kq”, 
G2(0, k) (given by (37)) if 83 kq’, 
where R(k), S,(k) and S,(k) are given by (61), (40) and (60) and k = 4(O) is the 
inverse of 0 = t+%(k) given by (59). Then 
Lf c 0 everywhere, (63) 
aflak s 0 everywhere, (64) 
df/dk=O if kc+(B), (65) 
Lf =O if ka 4(O). (66) 
We also have 
lim E’*s*k[f( Y:)] = 0, 
T+oo 
(67) 
for all controls K, (<I&,,) and all (t, 8, k). 
To verify (67) we see by (62), (49) and (37) that it suffices to prove that 
lim E’,B,k[e-‘TS,(KT)O~]=O, 
T+m 
where we -by (49) -may assume that KT 3 &( &)TKmax. Since S, is decreasing 
and I/I is increasing we have by (60), 
S,(K,) c S,(~(@,))S A~+CI(~(@T))-~~ = A,SY’, 
where A, is a constant. We conclude that (67) holds. 
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4. Diffusions with vertical reflection on the boundary of a planar set: 
Solution of the problem 
In view of the properties (63)-(67) off and Theorem 2 we know that fa F. To 
1 
show that we actually have f= F we must find a control K, with the properties 
(27)-(29). Since & = ((0, k); k s 4( 13)) these properties can be formulated as follows: 
(i) t + k,(o) is increasing and &dlAg, J&(o) a k, 
(ii) d,(m) 2 +(O,) for all t20, 
(iii) i?, increases only when R,(w) G 4(0,), i.e., 
I 
I 
[&_(OS)]d&=O forall t. 
0 
Finding such a & may be regarded as solving a variant of the Skorohod equation 
(see, e.g., Karatzas and Shreve, 1988, Lemma 3.6.14, or El Karoui and Chaleyat- 
Maurel, 1978). 
The solution is 
&=kv~~+(O,), tz=O. (68) 
Properties (i)-(iii) are easy to check (& is in fact continuous, but in general &, 
may be bigger than k). We conclude that KT = I& is an optimal control. We verify 
that KT is in fact a Markov control: 
First observe by (68) that Yt = (t, O,, K?) and 0, generate the same filtration. 
Since 0, is a strong Markov process, we need only check KT. But for any stopping 
time 7, we see from (68) that 
K:+,, = KB v ~27 4(@,+,), 
and the strong Markov property follows. 
In all real world problems there will be an upper limit on the possible rate of 
capacity expansion. Thus for the solution to be anything more than abstract mathe- 
matics, we must show that the same supremum H(r, 8, k) can be obtained even if 
we consider only absolutely continuous controls (although the optimal control does 
not belong to this class): 
Theorem 4. Let YE denote the set of absolutely continuous controls K, of the form 
dK, = u(t, O,, K,) dt, (69) 
where u( t, 6, k) is piecewise constant (i.e., a simple function). Then 
KE.9f [I 
co 
sup E’,B3k e-“(P,K, - rT( KS)) ds 
f 1 = F( t, 0, k). (70) 
Proof. For each integer m let K, = KI”’ be the control of the form (69) with 
u(t, 8, k) = 
m if (0, k)E a), 
0 if(0, k)&&). 
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Let Y, = Yl”” be the corresponding diffusion. Then by Dynkin’s formula 
E’-o,k[F( YT)] = F( t, 8, k) + E’.O,k L,F(Y,)+u~+ 
= F(t, 0, k)+ E’,“,k ‘(-P,K,~+rT(iY,))e~“(l-X)ds f 1 
where 
I 1 X = I,,, = if Y, E 54, 0 if Y,& d. 
Letting T + ~0 we conclude that 
E l,O,k m(P,K,-rT(K,)) eCrs(l -,y) ds I 1 
= F(r, 0, k)+ E t’“‘k[ lt’= (L,F+u!$)(Y,)X ds]. (71) 
Now we claim the following: 
(i) The total amount of time that Y, spends in d is at most 
(ii) There exists M < ~0 such that 
dF 
L,F+u-2-M in ~4. 
ak 
Suppose (i) and (ii) are proved. Then from (71) we conclude that 
co 
= F(t, 0, k)+ E’30,k [I [ f I I x ds 
aF(t, 0, k)-(M+qK,ax+rT(K,ax)) . yrF(r, 8, k) as m+co, 
which proves (70) 
It remains to verify (i) and (ii): To prove (i) note that Y, E d 3 K, is increasing 
with rate m. This gives 
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To prove (ii) we substitute 
F(t,t?,k)=H(t,&k)-T(k)e-“=(6(&k)-T(k))e-” 
=(G(0,4(0))-T(~$(t3)))e~” in &, 
From the computation of (50) we deduce that 
= W(W)) -pdO)) e?. 
We conclude that 
6 (rT( k) + qK,,,) ebrr in &, 
which implies (ii). 0 
We summarize the main result of this paper: 
Theorem 5. The solution F of the stochastic control problem (9) coincides with the 
function f defined by (62). An optimal control KT for problem (9) can be chosen to 
be the Markov control K, given by (68). The corresponding optimal system process YT 
will be a d@iision with vertical reflection on the boundary of the planar set ti = 
{( 0, k); aflak = 0). 
One obtains the same supremum F ifone only considers absolutely continuous controls 
K,. 0 
5. Discussion of the results and the model 
Having proved that the formulas we derived in Sections 3 and 4 really describe the 
solution of our problem, it may be worthwhile to take a closer look at them. In 
particular, it may be interesting to compare the solution of the stochastic problem 
to the solution of the deterministic problem obtained by putting p = 0. Intuitively, 
one would expect that the larger /3 is, i.e., the more uncertain the future demand 
for energy is, the more restrictive one should be in expanding (irreversibly) the 
hydro power system. We shall now show that this is really the case. 
136 T.0. Kobila f Diffusions and power generation 
Recall that the boundary of the forbidden region ~4 described in Section 1 is the 
curve 0 = t,b(k) given by 
G(k) = 
for 0 < kg’, 
for 8zkq”, 
and that the point k^ such that +(R) = iqqE is given by 
(72) 
(73) 
The only quantity in these formulas which depends on p is y2, which - by definition 
- is the negative root of the quadratic equation $*y2 + ((Y - $?‘) y - r = 0. It is easy 
to check that y2 + ---CO as /? + 0, and consequently that (cI( k) decreases to 
rCr(k) = 
k for 8< kg’, 
and that k^ increases to 
for 13 2 kg”, 
G= C-‘(q(l-l,E)), 
(74) 
(75) 
when PLO. This confirms our intuitive feeling that higher uncertainty should lead 
to a more restrictive policy for hydro power expansion. Figure 5 shows +(k) for 
p = 0 and for a positive value of p. 
Let us finally take a critical look at our model. In order to obtain an explicit 
solution, we have had to make several simplifying assumptions. The most unrealistic 
one is probably our assumption that the gas price q is constant. To get a more 
reasonable model we could let q be a geometric Brownian motion independent of 
K max 
Fig. 5. 
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0, but unfortunately this leads to a much more complicated situation where the 
ordinary differential equation in (33) is replaced by a partial differential equations. 
Nevertheless, we hope to be able to treat this problem in the future. Another 
simplifying assumption is that the elasticity E is constant, but it does not seem too 
difficult to modify our approach to allow more general price-demand dynamics. We 
hope to return to this problem as well. 
6. Appendix 
In order to derive (59), we need to prove the following identity: 
p-)(&) =rE-a-f; 
where 6 is given in (35). 
Proof. Since y1 and y2 are roots of the characteristic equation 
$Pr*+(CY-$?2)Y-r=0, 
we have that 
a -$p* /3*-2a 
yl+ y*=--=- 
$2 p* ' 
and 
r 2r 
YlY*=-@=-pz. 
Substituting this in the left-hand side of (76) gives 
(76) 
By (76), the expression for 5 given by (35) can be rewritten 
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We then use this to rewrite vz as given by (40), 
y,(a+S)-r 
772=r(y1-y2)(a+~-~r) 
=&(t(d-:) 
-1 
=- 
( 
&YY, -l/c) Y1 
~1-72 r(E--1135)(E-UY2) r > 
-Yl 
( 
&(&--1/Yl) _1 
=r(yl-y2) (~-llrl)(~-1h2) 
Yl 
=r(yL-y2N-4' 
We can now derive (59) from (58). Solving for 0 in (58) gives, in the case of 
e = G(k) < kq’, 
0 = l++(k) = 
[ 
YlC(k)E Fk 
5(&-1)(Yl-l/&) 1 
=[ YlC(k)& 3 
F 
(&*/(r(& - lId(E -l/YJ))(E -1)(x- l/E) k 
= rC(k)(w - l)(& -l/72) Fk 
[ (& - l)(w - 1) 1 
= r(&-1/y2) [ E---l C(k) Fk. I 
In the case of 0 = $(k) > kq’ we get 
e=+(k)= 
[ 
y,(qlr- C(k)) 
7729(1- -d(Y,- 72) 1 
l/Y> 
kq’ 
[ 
x(qlr- C(k)) 1 
l/Y, 
= (y,l(rh - y2)(l -v2 )M1-y2)(y1 - y2) 
= [b’;;%; [;- C(k)]]1’y2kqE. 
This completes the proof of (59). 
kq’ 
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