A nonsingular real matrix A is said to be inverse-positive if all the elements of its inverse are nonnegative. This class of matrices contains the M -matrices, from which inherit some of their properties and applications, especially in Economy and in the description of iterative methods for solving nonlinear systems. In this paper we present some new characterizations for inverse-positive matrices and we analyze when this concept is preserved by the sub-direct sum of matrices.
Introduction
A nonsingular real matrix A = (a ij ) is said to be inverse-positive if all the elements of its inverse are nonnegative. An inverse-positive matrix being also a Z-matrix, is a nonsingular M -matrix, so the class of inverse-positive matrices contains the nonsingular M -matrices, which have been widely studied and whose applications, for example, in iterative methods, dynamic systems, economics, mathematical programming, etc, are well known. Of course, not every inverse-positive matrix is an M -matrix. For instance,
is an inverse-positive matrix that is not an M -matrix.
The inverse-positivity is preserved by multiplication and hence by left or right positive diagonal multiplication, positive diagonal similarity and permutation similarity.
The problem of characterizing inverse-positive matrices has been extensively dealt with in the literature (see, for example [1] ). Besides, M. Fiedler in [2] showed several characterizations of sign patterns of inverse positive matrices and J.E. Peris [3] provides a characterization of inverse-positive matrices using positive splittings. More recently, T. Fujimoto et al. presented in [4] a characterization of inverse-positive matrices concerning the Hawkins-Simon condition, so called in economics, and the Le Chatelier-Braun principle in thermodynamics (see [5] ).
The inverse-positivity of real square matrices plays an important role in different areas of science and engineering and has been analyzed in several contexts. For example, in [6] we can see the description of particular iterative methods for solving linear systems, when the matrix is inverse-positive. R. Precup [7] obtains positive nontrivial solutions for a class of semilinear elliptic variational systems by using the technique of inverse-positive matrices. In the recurrence relation of the Chebyshev polynomials of second kind appear several inversepositive matrices which have been studied by C.M. da Fonseca in [8] .
There exists a special case of matrices that, as we can see in [9] , very often occur in relation to Leontief model of circulating capital without joint production. For instance, matrices that for size 5 × 5 have the form
where a is a real parameter with economic interpretation. When A is an n × n real matrix pertaining this special case with n odd, n = 2k+1, it is not difficult to prove that A is an inverse-positive matrix if and only if 1 ≤ a < (1 + 1 k ).
The sub-direct sum of matrices is a generalization of the usual sum of matrices. This concept was introduced by C. Johnson and S. Fallat in [10] and arises naturally in matrix completions and overlapping subdomains in domain decomposition methods, among other contexts. It also appears in many variants of additive Schwartz preconditioning, and when analyzing additive Schwartz methods for Markov chains. Domain decomposition methods, are widely used for the numerical solution of partial differential equations (see, for example [11] ). In [12] the authors analyze the convergence and properties for several variants of these methods for nonsingular inverse-positive matrices.
The paper is structured as follows. In Section 2 we present some conditions in order to obtain new characterizations for inverse-positive matrices. In Section 3 we study the question of when the sub-direct sum of two inverse-positive matrices is an inverse-positive matrix, and conversely, when an inverse-positive matrix can be expressed as the sub-direct sum of two inverse-positive matrices.
We explain some notations used in this paper. (A) ij denotes the (i, j) entry of A. The symbol (A) j means the jth column of A and det (A(i|j)) means the determinant of the matrix that results by deleting row i and column j of matrix A.
Characterization of inverse-positive matrices
In this section we present some new characterizations of inverse-positive matrices.
Let x be a vector in R n . In this paper we write x ≥ 0 when all the components of x are nonnegative, x > 0 when all the components of x are nonnegative but not all equal to zero, and x 0 when all the components of x are positive.
Let A be an n × n real matrix. Consider a nonempty subset S of N = {1, 2, . . . , n} and T = S c , the complement of S with respect to N . Now, we consider the following property
Given a subset S of N , let C S be the class of n × n real matrices that satisfy (1) with respect to S. We can establish the following result.
Proposition 1 Let A be a nonsingular real matrix of size n×n. Then, A ∈ C S if and only if (A −1 ) j > 0, ∀j ∈ S and given i ∈ N , ∃ j ∈ S such that (A −1 ) ij > 0.
Proof. Let A be an element of C S with A −1 = (c ij ) and S = {i 1 , i 2 , . . . , i k } a subset of N . Suppose that there exists an index i p ∈ S such that (A −1 ) ip has a negative component (it is not possible to be the null vector because matrix A is nonsingular).
Consider a vector
T such that b i = 0 for i ∈ T and b i > 0 for i ∈ S. Then, we can choose b ip sufficiently large such that x = A −1 b ≥ 0 and its i p th component zero, which is a contradiction with (1).
Besides, suppose that there exists an index i 0 ∈ N such that c i 0 j = 0, ∀j ∈ S.
T with b i = 0 for i ∈ T and b i > 0 for i ∈ S, and such that x = A −1 b ≥ 0. Then, vector x has at least its i 0 th component equal to zero, which is a contradiction with (1).
Conversely, suppose that there exists x ≥ 0 satisfying (1) with some component equal to zero, for example x p = 0. Consider the system Ax = (b 1 , b 2 , . . . , b n ) T , with b i > 0 for i ∈ S and b i = 0 for i ∈ T . The pth component of the solution of this system is
But, x p only can be zero if c p,i j = 0, for j = 1, 2, . . . , k, which is a contradiction with given i ∈ N , ∃j ∈ S such that (A −1 ) ij > 0. Proof. If A is inverse-positive, given a vector b 0, then x = A −1 b 0. Conversely, first we are going to prove, by using reduction to the absurd, that matrix A is nonsingular. Let us suppose that rank(A) = r, (r < n), and we may assume, without loss of generality, that the first r columns of A, c 1 , c 2 , . . . , c r , are linearly independent.
Let b be a vector such that b 0 and c 1 , c 2 , . . . , c r , b are linearly independent vectors. So, system Ax = b has no solutions, which is a contradiction. Now, we are going to prove that A −1 = (c ij ) is nonnegative. Consider a vector b ∈ R n , b 0, and suppose that there exists a pair (i 0 , j 0 ) such that c i 0 ,j 0 < 0. As x = A −1 b,
Suppose that we choose a vector
Therefore x i 0 is negative, which is a contradiction, so matrix A is inversepositive. 2
In the last characterization we obtain a relation between inverse-positive and monotone matrices.
We recall that an n × n real matrix A is said to be monotone if
Proposition 2 Let A be an n × n real matrix. Then A is inverse-positive if and only if A is monotone.
Proof. If A is inverse-positive, then it is obviously monotone.
Conversely, first we are going to prove that A is nonsingular. As A is monotone, from Ax = 0 and A(−x) = 0 we obtain x ≥ 0 and x ≤ 0, respectively, that is, x = 0. So the system Ax = 0 has only the trivial solution and therefore A is nonsingular.
On the other hand, let {e 1 , e 2 , . . . , e n } be the canonical base in R n . As
3 Sub-direct sum of inverse-positive matrices
As we have said in the introduction, the sub-direct sum was introduced by Johnson and Fallat in [10] , where many of its properties were analyzed.
Definition 1 Let A, B be square matrices of size n 1 and n 2 , respectively, and let k be an integer such that 1 ≤ k ≤ min{n 1 , n 2 }. Suppose that A and B are partitioned as follows
where A 22 and B 11 are square matrices of size k × k. Then, the sub-direct sum of size k of A and B, denoted by C = A ⊕ k B, is the matrix of size
The sub-direct sum of two inverse-positive matrices is not in general an inversepositive matrix, as we can see in the following example.
Example 1 Consider the inverse-positive matrices
It is not difficult to see that matrix
is not inverse-positive.
In this section we study the conditions under which the sub-direct sum of inverse-positive matrices lies in the class, and it is appropriate to consider k = 1 and k > 1 separately.
We also study the following question:
If C is an inverse-positive matrix of the form
, may C be written as C = A ⊕ k B, such that A and B are inverse-positive matrices?. We analyze this problem when C 22 is a real number or it is a matrix of size k × k with k > 1.
First, we consider k = 1. In this case, we obtain the following results. As A and B are inverse-positive matrices, blocks A 11 and B 22 are also inversepositive matrices, and the real numbers a 22 and b 11 are strictly positive.
The expression of the inverse of C = A ⊕ 1 B is
It is not difficult to see that all the blocks of C −1 are nonnegative matrices, so matrix C is inverse-positive. Proof. The expression of the inverse of C is As c 22 is a positive number, it can always be expressed as the sum of two positive numbers, so it must be accomplished that x + y = c 22 being x and y positive numbers. Consider, for example, x = y = Bearing in mind that all the blocks of C −1 are greater than or equal to zero, it is not difficult to notice that all the blocks of matrices A −1 and B −1 are also nonnegative, so matrices A and B are inverse-positive. Bearing in mind that all the blocks of A −1 and B −1 are nonnegative we can conclude that all the blocks of C −1 are greater than or equal to zero, so C is an inverse-positive matrix.
2
When A 11 or B 22 are not inverse-positive matrices, the inverse-positivity of C = A ⊕ 1 B is not guaranteed, as it can be seen in the next example.
Example 2 If we choose the inverse-positive matrix
with A 11 not inverse-positive, it is not difficult to check that matrix C = A⊕ 1 A is not inverse-positive. Proof. The expression of C −1 is Using the Gauss method we obtain that determinant of matrix C is det (C) = det (C 11 ) det (C 33 )α.
As this determinant cannot be zero, and it is known that det (C 11 ) and det (C 33 ) are not equal to zero, then α is not equal to zero. Besides, position (2, 2) of matrix C −1 assures us that α is a positive real number.
Let ε > 0 such that α − ε > 0, and consider the following matrices Given that C is an inverse-positive matrix, the entries of C −1 in positions (1, 2), (2, 1), (2, 3) and (3, 2) are nonnegative. It follows, then, that the entries in positions (1, 2) and (2, 1) of A −1 and of B −1 are nonnegative. By multiplying the nonnegative entries (1, 2) and (2, 1) of matrix C −1 we obtain C −1 11 c 12 c
11 , that must be also nonnegative. Besides, C 11 is an inverse-positive matrix, so matrix A is inverse-positive.
In a similar way, by multiplying the nonnegative entries (3, 2) and (2, 3) of matrix C −1 we obtain C −1 33 c 32 c
33 , that must be also nonnegative. Besides, C 33 is an inverse-positive matrix, so matrix B is also inverse-positive.
From now on we consider k > 1. In this case, we obtain the following results.
Proposition 7 Consider the inverse-positive matrices of sizes n 1 and n 2 respectively,
where A 22 and
Proof. The expressions of the inverses of matrices A and B are
In order to get the expression of the inverse of C we use the next products of matrices.
And its inverse is
expression that can be written as 
Since H is an inverse-positive matrix, it follows that C is also inverse-positive.2
The converse does not hold, as we can see in the next example.
Example 3 Matrices
are inverse-positive, and matrix
is also inverse-positive, but matrix H=A . Obviously,
The determinants of matrices A and B are
respectively, and they are not equal to zero because the determinant of matrix
and it is not equal to zero, so matrices A and B are nonsingular and the expression of their inverses is
while the expression of the inverse of C is
Given that C is an inverse-positive matrix, it follows that A and B are inversepositive matrices. , is inverse-positive, but it cannot be expressed as A⊕ 2 B for any square matrices A and B of size 3 × 3.
