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PREFACIO 
Neste trabalho iniciamos o desenvolvimento sistemãtico da teoria para-
consistente de conjuntos Nfw, sendo que aqui serã estudada a parte 




des bâsicas do conjunto de Russell. Cumpre observar que grande parte dos resul 
ta dos -j ncl ul dos neste traba 1 h o, foram mencionados, sem demons trdção, em Arruda 
171 e 181 . 
O principal interesse no desenvolvimento de NF(,) estâ em verificar 
qua·is resultados da Teoria Clâssica de Conjuntos NF (c f. Rosser [19]), se ma I!_ 
têm quando a lÜgica subjacente usada for o sistema c= (cf. da Costa [lOI),uma 
w 
1êigica bastante mais fraca que a clâssica, no que concerne ã negaçB.o. Por ou-
tro lndo, como a lÕgica subjacente é mais fraca que a clãssica, o esquerr•a da 
separaçao pode ser postulado numa forma 11 mais forte 11 que em NF. Com -isso ga-
rante-se a existência de conjuntos contraditõrios, como 
podem e.xistir na teoria clãssica de conjuntos, pois sua 
~~ 
R = ?' ::c), que na o 
existência gera parad~ 
.c-:os (como o de Russell), que trivializam a teoria. Todavia, quando a lógica su"~­
jacente for paraconsistente, o fato de se provar, por exemplo, que RER&R'Jh, 
nao leva, em geral a trivialização da respectiva teoria de conjuntos. 
Jl..ssim sendo, o desenvolvimento sistemãtico de uma teoria paraconsiste_!l 
te de conjuntos como, por exemplo, NFw, é de grande interesse para a busca 
de teorias de conjuntos mais fortes que as usuais, ou seja, de teorias de con-
juntos que se aproximem mais da teoria de conjuntos imaginada por Cantor-. Por 
outro lado, o estudo sistemãtico de NFw pode auxiliar no desenvolvimento de 
teorias de conjuntos, construidas a partir de lÕgicas não clássicas. 
Em [10], N.C.A. da Costa construiu uma hierarquia de cã.lculos de pred.i_ 
cados de primeira ordem com igualdade, C~ , 1,;:; n < w , e esboçou a construçâo 
da respectiva hierarquia de teorias de conjuntos de tipo NF, NFn, 1 < n ~ w 
Mais tarde, A. I. Arruda provou que as duas versões bâ:sicas dos sistemas NFn 
1 < n < w, propostas por da Costa eram triviais. Assim sendo. ela propôs no-
vas axiomatizações desses sistemas. Este é o assunto abordado no primeiro capi 
tu lo. 
( i I 
I 1 i) 
No segundo capltulo, iniciamos o desenvolvimento sistemático do sistema 
NFw axiomatizado como 12m Arruda [8]. Para dar uma idEia mais completa de NFw, 
seguimos passo a passo os cap1tulos IX e X de Rosser [19]. Neste capitu-lo, qua_!l_ 
do a demonstração de um teorema far idêntica ã demonstração clássica, ela serã 
omitida; por outr·o lado, chamaremos atenção para os resultados que, aparente-
mente, não podem ser adaptados de ~odo o serem vã1idos em NF . Como se pode--
w 
rã perceber, tais resu'\tados são pou.cos e, aparerJtemente, sem gl~ande lmportân·-
cia. Observemos. ainda, que neste capltu-lo nio usaremos o esquema da separaçac 
de NFw em toda sua for·ça; procuramos usâ-lo numa forma 1'fraca 11 (a mesma de 
NF) justamente para que se torne mais evidente a "semelhança" entre NF 
w 
NF ; pols, num trabaH1o como este, que ê u!lla introduçã'o 




5 l s 
No terceiro cap1r:.ulo, trJ~a:nos das p·:~Jpr~edades básicas do conjunto de 
Russell, R - X(.c,· f- .J;). Em [71, tiiiS propriedades foram mencionadas, sem demons 
tl"ação, para os sistemas NF , 
n 
te de "individuo de Quine" em 
iTiencionadas em [7] são vãl idas 
1 .. -:;. n < w . .rnravês de uma ddinição convenien-
NF 
"' 
mostramos que todas as propriedades de p 
tarnbêm em 1\JF 
w 
t claro a.ue deixamos de abord;J.r muitos aspectos interessantes de NF , 
"' tais como aqueles que podem ser obtidos usando-se no esquema da separaç~o. em 
lugar de F/x), fÕrmulas n6.o estr·atificãveis, onde nao ocorTa o slrnbolo .:J, bem 
como o desenvolvimento da teor·ia de niJmeros cardinais e ord·:nais. Mesmo asslm, 
acr·edltamos ter cumprido nosso p'··incipal objet·Ivo: dar uma contribuição pat·a o 
desenvolvimento sistemâtico cie NF 
w 
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CAPITULO I . 
I. A A.XIOMATICA DAS TEORIAS NFn, 1 < n "'w. 
!.1. INTRODUÇM 
Na êpoca atual, vdrios autores vem tentando construir teorias de con-
juntos nas quais o esquema da separaçao possa ser formulado sem as restrições 
usuais para evitar paradoxos; 1sto e, teorias de conjuntos onde o esquema da 
separaçao possa ser formu-lado como(EyJ (x) íx: E y) = F{x)), sendo que a -un1ca 
restrição imposta ã fÕrmula F(x) e a de que a variâvel y nao ocorra livr·e ern 
F(x). 
-Obviamente, se quisemos construir tais teorias de conjuntos, nao po-
deremos usar a 1Õgica clãssica como lÕgica subjacente, assim como também nao 
podemos utilizar a lÕgica intuicionista pois, tambêm neste caso derivam-se pa-
radoxos corno, por' exemplo, o de Curry-Moh Shaw-Kwei e o de Russell, que trivia-
lizam as respectivas teorias de conjuntos. 
Assim, tem-se tentado solucionar este problema tomando-se como 
cas subjacentes certas lÕgicas n3o clãssicas, estritamente mais fracas 




Arruda e N. C. A. da Costa, usando certas lÕgicas relevantes fracas, as quais 
são, também, paraconsistentes, mostraram que e posslvel construir teorias de 
conjuntos não triviais, onde o esquema da separaçao 
forma geral: (Ey) íx) lx E IJ F,,., I - l . i . 
pode ser formulado na sua 
Entretanto, jâ em 1963 (cf. [lO]), N. C. A. da Costa construiu certas 
teorias de conjuntos, denominadas NFn' 1 < n < w, nas quais o esquema das~ 
paraçao, ctpesar de não poder ser postulado em sua forma geral, pode ser postu-
lado numa for·ma "mais for·te" que na teoria NF de Quine. Segundo A. I. Arruda 
[ 7 ], com essas teorias de conjuntos pode-se investigar os dois problemas se-
guintes, cujas soluções podem nos sugerir e esclarecer certas propriedades he-
terodoxas das teorias de conjuntos paraconsistentes. 
Antes de propor os dois problemas, devemos dizer que uma teoria e pa-
Jtacon6-Lótente quando de uma fôrmu-la A e de sua negaçãoiA não for posslvei obter 
- I -
2 
uma fôrmula qualquer B. 
PROBLEMA 1:- Admitindo··se a e)cistência de a1guns conjuntos,que nao existem nas. 
teorias de conjuntos usuais, estudar suas propriedades; como, por exemplo. es-
tudar as propriedades do conjunto de Russe1, R
0 
"' X.[x rf:. x). 
PROBLEMA 2:- Investigar a conjectura de acordo com a qual,quando enfraquecemos 
a lógica subjacente. podemos obter teorias de conjuntos estritamente existen-
cialmente mais fortes que os usuais. 
DEFINIÇAO 1:- Sejam Te T' duas teorias de conjuntos não triviais, com ames-
ma 1 inguagem. Dizemos que T' 




. -F' I abstrator x \ x., 
menos um abstrator 
não ê teorema em T, 
X.Glxl tal que 
implica oue 
1- 3XG(x.1 
!- 3XFixl em T' 
em T' mas 3XG\x) 
Intuitivamente, dizer que T' é e-5:f"A)ÁC!mc.n.te ('X-Últenc_Ia.b11e.nte mtl...L~ ~oh-
te que T significa dizer que 
tem em T' • mas hã pe 1 o menos 
O ·objetivo pt·incipal 
todos os conjuntos que existem em T também exis--
urn conjunto em T' que não existe em T. 
-deste trabalho e o de sistematizar parte dos re-
sultados jã obtidos sobre os sistemas NF 1 
n' 
,;,;: w. especialmente aqueles 
Para efetuar esta sistemati-sobr·e NF , mencionados por- A. I. 
w 
zação, iniciôremos com a descrição 
1 ,;;;; n ,;;;; w; a seguir, mencionaremos 
Arruda em [8] • 
das lÔgicas subjacentes aos sistemas NF0 , 
algumas formulações do esquema de separação, 
que se mostram inadequadas, po·is, com as mesmas, A.I. Arruda provou que os re~ 
pectivos sistemas NF
11
, 1-<. n < w, são triviais e, finalmente, enunciaremos ·:15 
axiomâticas dos sistemas NFn, 1,;;;; n.,;; w, que serão usadas neste trabalho. 
No que segue, denota•emos o cãlculo proposicional c·Jãssico ax·iomatiza-
do como em K1eene [18]. por C0 • o cãlculo de predicados de primeira ordem sem 
igualdade, por c; , o câiculo de predicados de primeira ordem com igua1dade. 
= por C0 e 00 denotará o câlculo de descrições clássico. 
I.2. AS LOGICAS SUBJACENTES AOS SISTEMAS NFn, 1.;; n <; w. 
A? teorias de conjuntos Nfn, 1 .;;; n ,;;;; w, s;w teorias de conjuntos con2_ 
truidas de modo similar ao NF de Quine (ver Rosser [19] ), porêmt tendo como lô 
gicas 
- 3 -
subjacentes os cálculos de 




Dn, 1 o;;; n .;;:; w. 
< w, são construídos de maneira 
similar ao cálculo clãssico de descrições 0
0 
(ver Rosser [19], capitulo VIII), 
a partir dos câlculos de primeira ordem com igualdade C~ , l < n ,;; w. Os câl 
cu los C~, 1 :::;;; n ~ G..', são construldos a partir dos cálculos de predicados de 
primeira ordem sem igualdade -·'"• C~ , 1 < n e:; w, e estes são construidos a pa!:. 
ti r dos cãlculos proposicionais Cn, 1 < n ;::::..:: w, 
L 2. 1. OS CAL CU LOS C , 1 c n c w. 
n 
Nesta secção, daremos a axiomática dos sistemas Cn' 1 < n < w, mencio-
nando apenas alguns dos teoremas fundamentais. Para maiores detalhEs, o leHor 
pode consultar [l]e[lO]. 
A linguagem dos cálculos Cn' 1 < n < w, é composta de: 







Utilizaremos, tambêm, as definições usuais de fÕrmula e teorema; bem 
corno as convenções para eliminação de parênteses de Kleene [18]. 
POSTULADOS DOS CALCULOS C , 1 ,;; n ,;; w. 
n 
Para enunciar esses postulados, precisamos esclarecer algumas notações 
neles usadas. Temos, então, as seguintes definições: 
OEFINIÇAO 2: A0 ê uma abreviação para a fórmula I(A&IAl. 
DEFJNIÇAO 3: 
do 
e uma abr·eviação para 
n vezes pelo s1mbolo 
a fórmula A00 ' ••• o, isto ê, A segui-
o 
DEFINIÇAO 4; A (n) é uma abreviação para a fórmula A0 & A00 & ••• & An 
Chamamos de fórmula bem comportada a uma fOrmula do tipo A(n) e e bom 
- 4 -
lembrar que para as fórmulas bem comportadas em Cn, 1 ;;;;: n < '.;, valem todas as 
tautologias do cãlculo proposicional c·lâsslco. 
Visto isso\ podemos enunciar os postulados de Cw' que são os seguintes: 
I)A::J(B::JA) 
2) [A ::J Bi ::J liA :o IB ::J C) I :o [A ::J C) I 
J) A ::J IB ::J A&BI 
:i)A&B::)A 
~J;,A&8=>B 
6) iA =:1 Cl =:1 ((8 J C):) 1A v B :J C) i 
7)A::JAv6 
8\[):JAvB 
9 ;, A, A _] B / B 
lO)~i!A :J 1\ 
ll) A v IA 
Os postulados de c1 sao os de Cw mais os seguint.;:~s: 
12) B0 :J liA :J B) _---;!(A :J-IB) :J IAJ) 
13) A0 & B0 :J IA :J B) 0 & (A & B) 0 & (A v 6) 11 
Como postulados do cãlculo C, 2 ,.,;; n < w, temos os postulados de Cw e 
n 
mais os seguintes: 
12) B(n) :J (A :J B ) :J ((A :J IB) :JIA)) 
13 A(n) & 6(n) ::J IA ::J Bl (n) & !A & 6) Cn) & [A v R) (n) 
DEFINIÇAO 5: Em 
2 < n <: w, -Tk A 
c1 , I* A ê uma abreviação 
é uma abreviação para -1A 
para a fêímu1a_ -IA & A0 • 
' \ & À \n,. 
Em c n 
Vale esclarecer· que os cãlculos Cn' -1 "; n < w, diferenciam-se do câ"lcu 
lo pl~oposiciona·l c'lãssico em dois pontos fundamentais; neles, em geral,r.ão s~o 
vã1idos o princlpio de contradição e o de reUuçao ao absurdo; ou seja: 
a)I(A &-·lA) não ê vâ1ido em geral 
b) de duas fórmulas contraditórias, A e IA, nem semp1·e e possivel de-
duzir uma fOrmula arbitrãY'ia B. 
Resulta disso que a fórmula que trivia1 iza Cn. 1 .ç n < (<1, e do tipo 
A & '*A. 
A seguir mencionaremos alguns dos principais teoremas dos sistemas Cn, 
1,;;;; n < w. Um estudo completo dos sistemas Cn' ·t < n < w, pode ser encontrado 
em E. H. Alves [1]. 
TEOREMA l:- Se. A1, ••. ,1\n M-O O-~' componexde.-6 atôm-i.c.o,5 da..ó flÔ!tmt.ú.a-6- de r U {A}, 
então wr~a c.ond-tçã.o IH!ce..,s,sZúUa e Ju6--i.cJ_e;-L--te., paJLa qu.l?. r 1- A em C t qu.e 
A(H) A(n) 1- A eJJl C 1 < n<- w 0 
' I '· · ·' m n' · 
DEFINIÇAO 6: Um sistemas e dito U:_ . .:\.•úA./ se nele toda fOrmula e teorema. 
DEFINIÇAO 7: Um sistemas e ~úúJCUJit:ltte t'Vixúd/z.áve.t se existe urna fÔrmu·l 1:1 
(não um esquema) F, tal quE~ o sistema obtido pela adição a S da fórmula 
como um novo postulado, e trivial. 




w , DEMONSTRAÇAO:- Uma fÕrmu1a do t'ipo A~~ .. IA & A(n.l 
po·is nesses sistemas vale 1- A & -l;\ & À (n) ::_) B. c(,J não e finitamente trivia 
lizavel, pois nele prova-se quG não existe nenhuma fÓrmula fixa 
1- F~A, onde A é uma tõnnu-la qualquet·. 
TEOREMA 3:- Todo ú.,<,tema da lúr.1ut~,q(tút C
0
,C1 , ... ,Cn·····,C 6) e_ 
maJ.~ 6o-'L.f(l_ q-ue_ 06 aJltC.úu.·Le.-~. 
F tal que 
c~-t~tament<.. 
DEMONSTRAÇAO:- E facil provar, pül' exemplo, que S(n) 1, (A :J B) & (A::J-lB)::nA 
não f~ vãlido em Cn __ 1 . Para provar que c(._, e estritamente mais fraco que Cn• 
n <w, basta observar que em C não Vôlem os axiomas 12 e 13 de C, n "'w. 
w n 
TEOREMA 4:- O.~ .6/-idf')nas Cn, 1 .r,: n .::, (,_·, r:ã.c' -~éio dcJ'i..diueJ.,s po!L ma.t~<-i..ze_}., 6-Lni-
ÚJ./:,. 
TEOREMA 5:- Se.ja A uma 
em 1- A* em 
TEOREMA 6:- Afiici..onando-oe. a Cn• 1 -,;;;: n < "-~ a 6ârcmufn A (n) como wn novo po.~t~ 
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DEMONSTRAÇAO:- Em Cn, 
se para toda fOrmula 
1 ;;;;;; n < w. temos 1- B(n) & (A -:J Bl 
A, 1- A (n), então l- B(n), .toga 
& IA :o IBI :o IA, ora 
f- IA :OS) & IA ::0'18) :oi A. 
Existe uma semãntica de tipo Henkin para 
e Alves, [161 e [17] ), obtida através da seguinte 
C , 1 ~ n < w {c f. da Costa 
n 
definição de valoração. 
DEFINIÇÃO 8:- Seja F o conjunto das fÕrmulas de Cn, 1 < n < w, uma va.toMção 
para C
0 
ê uma função \1: F----+ {0, l} tal que: 













:o B) = 
& B) , 
• 
v B) = 
1 , então \) (A) o 1 
\J(A :> B) o ·v!A :>i El o 1 , 
se, e somente se, ou •; [A) 
se, e somente se, elA) o 
se, e somente se, ou •; I AI 
então •J [A) = o 
o o ou v(BI o 1 
'J I Bl = 1 
o 1 ou v[B) = 1 
7) Se -,J(A(n)) ~ 'J(S(n)l = l, então 'J((A :> B)(n)) = \J((A & BJ(n)) 
= •J í I A v B I C nl I = 1 . 
DEFINIÇAO 9:- Uma. valoração '-J ê um modc-i'.o de um conjunto de fÕrmulas r se, e 
somente se, 'J(AI = ·1 para toda fOrmula A em r. r 1:== A significa que v(A)"' 
= 1 para toda valoração\) que e um modelo de r. 
TEOREMA 7:- r 1- A em Cn t.c, e_ bGn<e.vtte. J.:.e, r I= A, 1 < n < w. 
A partir da definiçao de valoração é posslvel definir as quMÁ..-rrJa.t:U-
z~6 (cf. Alves [1] ), com as quais podemos provar o seguinte teorema: 
TEOREMA 8:- C, 1 < n < w, ê dc.c.úllvd 
n 
l.2.2. OS CALCULOS C~, 1 <n <0:. 
o cãlculo de predicados de primeira ordem c; e obtido de c,. apliando-
se convenientemente a linguagem e adicionando-se aos axiomas de c1 os se-
guintes postulados, com as restrições usuais (cf. Kleene [18) ). 
I) Alt) :O [Ex)Aixl 
li) lx)A(x) ::J A[.t) 
!I!) Alxl :o C I (Ex) IA[x) :o C) 
IV) C :o Alxl I C :o lx)Aixl 
7 
V) Se A e B -6ao 60/!Jr.uia..ó c.ongJtuentu, ou., -!!e wna e ob.Uda da orJ...tJta, peta 
VI) lx11Aixll 0 ::J I [xiAix! i" 
VII) lxl1Aixll 0 ::J([Ex1Aixi) 0 
-
A = B é um aúoma. 
Os postulados de c~. 2 < n < úJ, sao os do respectivo Cn' ma·1s 




[xl IA[xl I (n) 
~·r 'Ar "(n) 
_.;iXJ,Xii 
~'IE IA' 'ICn) 
...J \ X. 'X,' 
I - V 
Os postulados de C* sao os de C e mais os postulados do I -V ae1ma. 
~<) (.<) 
1.2.3. OS C~LCULOS 
Os postulados de c" 1 sao os de c; e mais os seguintes: 
]] ") ~ [A'x'.• ..• 'I '' X"!j : -'~ .. l/1• 
Os axiomas de cr~, 
modo, os postuledos de c 
~·-' 
I. 2. 4. os CALCULOS Dn, 1 
1 < n < 
sao os 
,e::~ n <w 
w , 
de 
sao os de C* e 
n 
C* e ma·is I 
0: 
" mais I e JI-; do mesmo 
e II 
O âlculo de descrições D , 1 < n-< w, (cf. [lO]), ê obtido de 
n 
introduzindo-se o slmbo1o l (descritor) e os postulados Dl - 05, abaixo. 
Se F(x.l e uma fOrmula, entào ilo objeto X tal que F(x)" e denotado 
por txF (x). 
DEFINIÇM 10:- IE1 X: A: !Ey) \xl !x y - AI 
Dl: lxiFixl ::J FltyQiul I 
02: (x) (P(x.) =.: Q(xll :J 1XP[x) = 1 x Q{x) 
D3: nFixl ~ l!fF[ul 
04: PltyQiyl I ::J [Ex)Pixl 
DS: !E1x1Pixl ::J llxl lhxPixl xl Plxl I i. 
TEOREMA 9:- Sejam 
Então, :- 1- A em 
1 < n < w. 
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A1, A.2, ... , Am o.6 compune.nte.h atômico .á da~6 
D (nl, ..• ,A(n) 
0 
.6e, e bomente M., A7 m r 1- A em D n 
TEOREMJI.. 10:- Se_Ja F uma 6Ú·~mu.ta de 0
0 
e. F* a 6ÕJJmufu ob:ti.da de F ,6ub..s~ti-tl.ún­
do-M_ I poh I* Então, :- F em 00 .6e, e .óome.nte. 1;,e., 1- F* e.m Dn 1 < n ,/ w. 
TEORE~1A ll:- D0 C uma e_xterL5io coHóe-'nhLÜva de C~ , 1 < n < w. 
TEOREMA l2:- ~ , C~ , 0
0
, 1 < n ,:;; w, nao uw .t;ci..v{a.A..-ó. C~, C~, 0
0
, 1 ,-; n < G.', 
.óãO (}).n.{_.tamCJ1tC. :t'I.J __ vial: i..zÔ.J)f'._{::. e C~ , C~1 , q,1 nCi.c ,!:Jão 6-ÜÚ;t.aJ11en.te ;t_f-,___L\)i._ai_j_z{t-
VÚJ!:J, 
I. 3. O ESQUEMA DA SEPARAÇ~.O El~ 




n "( w, sao construTdos a partir dos 
tomando-se como ax10mas especlficos o axioma da extensionalidade 
e, ainda, o esquema da separação. 
-
D,1<n<"-n . , 
Todavia, não se pode postular o esquema da separaçao na forma geral: 
,'[:_•)<':0')t.rE.'/ =: F(x)) 
pois,assim, poderlamcs deduzir, por exemplo, os paradoxos de Curry-Moh 
Kwei e o de Russell. 
PARADOXO DE CURRY-MOH SHAW-KWEI 
Shaw-
Tomando-se Hx) como sendo ~:Ex ::J B, onde B e uma fÕrmula qualquer, 
teríamos 
(x) (;:,· E C - x E x ::J B) 
.-:E -::;E:.__•-::)8 
mas, como e vãlida en, C
0
, 1 < n < w, a lei A :J (A ::J B) ::A ::J B, obterlamos 
c E c e, portanto, B. Dessa forma, qualquer fÕrmula B seria teorema e, então, 
os NF, 1,;;; n <") seriam triviais. 
n 
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PARADOXO DE RUSSELL. 
Este paradoxo. aparentemente, não pode ser obtido, por prova direta, em 
NFo:.)' mas, pode nos demais NF0 , n < w. De fato, tomemos F{x) como sendo 
i*(x Ex). 
Assim, temos: 
( x) ( x E R ·- I* ( x E x)) _. donde 
h' E R_ --1*(17 E R). 
Dessa fÕrmula obtemos R E R & I*(R E R)_. uma fÕrmula da qual pode-
mos obter qualquer fÕrmula B. 
Logo, os NFn, 1 ,-; n < ""• com o esquema da separaçao em sua forma ge-
ral, são triviais. 
Corno nao se pode postular o esquema da seoaraçao em sua forma geral , 
foram propostos por N.C, da Costa duas versoes (ver [131 e [15]) 
DEF!N!ÇAO ll . -'. a) Uma fõr-mul a F nao c.on.têm o J.:J2Jnbolo ::! se nenhuma subfêirmul a 
de F é do tipo A ::! B. 
b) Uma fórmula F nau ccntém 
' ' 
.t.Zmbofo I* se na o for do tipo 
& B2 & & B onde existe B. B. tais B. i;\ B - Ao B1 ... I ~ ' e que e e e . ~ J ~ j 
(I) ( E.!J} ( x) ( x E ~, :.:: F ( x) ~ onde. x e y -sao va!U.ávW fu.t .. úr:tct.-5, y rúlo 
t)..i.guJut -f,{vlu~ em Ft.c), F',:-) ê e'"st•ut.-t-i_6_(c_ãvc.t OLL,-Se. Hão o 6on,Fr.d não contém o-5 
-blmboto-~ ::J c_ -)* . 
DEFINIÇM 12:- O simbolo I oC-O-'L-'te e-6óenc..lal:'mente. na fÕrmula F se: 
a) F e da forma IA, ou 
b) F e da forma 
emAeB. 
c) F ê da forma 
A~ B, A v B, A & 8 e o simbolo I ocorre essencialmente 
(x)A ou (Ex) A e o slmbolo I ocorre essencialmente em A. 
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(li) !Ey){x)(x E y = F!x)!, onde"' e y <>ao vcvúiivw fufu.:tal., y nao 
oc.oJUte. tiuJt.e. em F(xJ , FrxJ ê utJta..ti.á-i.c..áve..t ou, .õe. 11ão o 6oiL, F(x) não c.on-
t'êm o t.1mbo.to I* , ma.&, o .61.mbo.to I oc_oiUI.e M.6enúa.ônen.te em F ( x). 
Em [8] , A. I. Arruda mostrou que essas duas versões levam ã triviali 
zaçao de NFn, 1,;;; n < w. 
Chamaremos de INF
0
,IINFn' ãs versoes de NFn, 1 < n < w, obtidas com 
as respectivas formulações do esquema da separação. 
Isto posto, como está demonstrado em [8] , provaremos que INF1 e IINf1~ 
são triviais e, para NF , 1 < n < w, os resultados são anâlogos. 
n 
TEOREMA 13:- INF1 ê tlúvh:tt. 
DEMONSTRAÇAO:- Em NF1 , existem os conjuntos .4 = Xrx E xJ e R= Xrx ~ x). 
Consequentemente, como x E R & l*(x E A) é uma fÕrmula estratificá"vel, então, 
existe em INF, o conjunto B -= R - .4. Assim, 
(x)(x E B- x 9= x & l*(x Ex)); donde 
B E B - B \" B & '*(B E B) 
Suponhamos B E B~ então 
B E B 1- B \1' E & '*(B E B) 
I- '*(B E B) 
Por outro lado, supondo I*(B E BJ_, obtemos: 
'*(B E B) 1- B \l B & '*(B E B) 
I- B E B 
Logo, temos: 
B E B V '*(B E B) 1- B E B & '*(B E B). 
Como B E B V I*(B E B) é um teorema em INF1 , então 
I- B E B & '*(B E B) 
Entretanto, 1- A & I*A ::::> B em INF1 . Logo, INF1 e trivial. 
- ll -
TEOREMA 14:- !INF 1 " túv-UU'. 
DEMONSTRAÇAO:- A fôrmula I I (x)?.: xJ & I (:1_~ Ex & x ~ xJ nao ê estratificãve·l, 
mas esta. fÕrmula não contém o simbolo I* e o slmbolo I ocorre essencialmen-
te nela. Assim,existe em IINF1 
sequentemente, tendo em vista 
um conjunto A determinado por essa fÕrmula. Con 
que 1- I I 'l A & A0 ::IA & A0 , obtemos: 
A E ;; __ I -~(A ~ A) & i (A E J, & A ~ A) 
A E A ! (A E A) & (A E A) 0 
e, daí, obtemos 1-- /, ê: A & -l*(A E AJ. Logo IINF1 e trivial. 
Outra demonstração do Teorema 14 é obtida da seguinte forma: pelo for-
mulação Il do esquema da separação a fõrmula x }t x & l((x Ex & x jl x) & 
-~ ix E :~· & .t ~ x), determl na um conjunto H em IINF1 . Dal, como em D1 , 
1·- iA & IA) 0 , obtemos 
!3 E ~: - u' ~ 3 & I ( (B E B & B ~ B) & (B E B & B 9:': B)) 
~-EL.= ~2&-l(3EE&B~B) 
:r,.E 3'f-'-'&(BE3) 0 
Entao, de fonna an3loga ã demonstração anterior, conclulmos que 
vi a l . 
tri-
Uma terceira demonstração do Teorema 14 ê obtida da seguinte forma: 
r;;) -l((;c E z & ::: 5Z= .:::) & (z Ex & z~x)J & x \l :J: 
determina um conjunto D em IINF1 . Então, temos: 
D E ~ 1- -·1 ·, <;J E D & D ~ D) & (D E D & D fiF D)) & D \t' D 
Logo, como 1- IA & 'AI 0 em 01' então: 
DE D 1- I (DE D & D íi' D) & D íi' D 
D E D 1- D íi' D & (DE D) 0 
Donde obtemos: 
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(1) DED 1- DED& '*(DED) 
(2)'*(D E D) 1- '*((z)-,((D E z & D \0 z) & (z E D & z \0 D)) & D'/cD) 
1--,*((z)-,((D E z & D \0 z) & (z E D & z \0 D)) v 
v '*(D \0 D) 
Como, 1- '*!D 'fc D) ::J DE D, obtemos de (1): 
(3)-,*(Dj'D) 1- DED&D\OD & (DED) 0 
Por outro lado, de l*({zJI((D E z & D ?=- z) & (z E D & z ~ D)J~ obtemos 
(Ez!'*'((D E z & D \0 z! & (z E D & z \0 D)), donde obtemos: 
(4)-,-,((D E K & D \0 K) & (K E D & K 9ó D) 
Como jã" sabemos que 1- (A & IA) 0 ,!- A0 :J (IA) 0 e 1- A0 & B0 :J(A & B] 0 , 
temos: 
(5) (-,(([iEK&DílK! & (KED&K\OD))) 0 
De (4), obtemos 1- K E D e, então: 
(z) < ( (K E z & K \Õ z) & (z E K & z \0 K)) 
Logo, 
( 6) -, ((K E D & K \Õ D) & ( D E K & D í" K)) . 
Mas, esta féírmu·la ê do tipo 
c 'IB&A). 
De (6), obtemos: 
'IA & Bl com ~o o -·"' e B , entao: 
(7) -, ((D E K & D í" K) & (K E D & K 9ó D)) 
<(A&BI= 
De (4), (5) e (7) obtemos uma contradição que trivializa IINF1 . Assim, 
(8) '*(z)-,((D E z & D í" z) & (z E D & 2 í" D) 1- DE D & '*(!J E D) 
Todavia, de (2), (3) e (8) obtemos: 
(9) '*(DE D) 1-- DE D & '*(DE D) 
Então, de (1) e (9) obtemos: 
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(10) (DE D) V -[*(DE D) 1·- DE D & "l*(D E D) donde, 1- DE D & "l*(D E D). 
Logo, UNF1 é trivia1. • 
Ainda. em [8] , A. I. Arruda propõe mais duas versoes de NF , 1 ""n < 0;, 
n 
que correspondem ãs versões I'NF1 eii'NF1 , as quais são obtidas de INF1 e 
IINF1 , respectivamente, introduzindo-se 
3:7:Q :> {(P{x) - QJ:c)) :> (IP(xJ:: IQ(x)) 
como um novo axioma. 
E claro que I'NF1 e II'NF1 sao triviais, uma vez que sao apenas exten 
soes de INF1 e I!NF1. 
Em vista desses resulta dos, A. I. Arruda propõe uma nova ver·sao do es-
quema da separação 1\JF , 1 ç n < w, que e a seguinte: 
n 
(Ey)(;::)(x E~,:: Fi':::))~ onde. x e y .!!ao var.J.Â.vúlJ ci)___!:d.;J1;ta.6, y 11Ô.0 OCO!L-
Jcc_ .L-tu/te ~m F(x) f(x) ê l! .. -6-tJta:tA..6-Lc.âve1: ou, .6e 11ão o éott., .todM 06 c.ompoHr_n-
te_.6 a..tôrúc.o~ de F ( x) ú1o p!tecerUdoõ de. wna ou maU oc.otv'Lê.nc.i.a.6 do -6Zmbo.to -~. 
Todavia, como essa versão nao e adequada para se estudar o Problema 2, 
ela propõe as seguintes versões do esquema da separação para cada NFn, 
1 c;n<w (ver I 7 ]). 
ESQUEíllA DA SEPARAÇAO PARA NF1 :rE:iJ(x)(;x: E y _ Ffx)), onde x e~ y oao va·U..l-1uúo 
cl-éo.ti.fiÉL6, y não oc_Of1../tC. 1A..vftc. ~}11 F(x), F(x) c.. u.t't.a.:ü.6--Lc.âvel ou,M. lül.c' c 5orc, 
F(;:r) é. do ;t{pu x '?: x. 
ESQUEMA DA SEPARAÇAO PARA NFn, 2,:;; n < w: (EyJ{:d(x E y::: FfxJJ, oHdc_ x e. f:! 
.oao va!U.â.ve.--i..ó d.M-t-ú1;fu6, y não ocoJ·Jte. .Uvrcc.. em ftx) , F(x) ê Uttr.LLU.~lc~âvcj'_ 
, . - , • - ,- / , (rr,;) 
ou, ;.,e. nao o no-'1.., F(x) e wna cuu .se.gu..tntc/~ éM.mul.'.~~= x~x~ 1x~.x' & 1:::: E::.:) _, 
1 < 1.'1 < il. 
Aparentemente, para N~, pode·~se manter a formulação do esquema da se 
paraçao proposta por N. C. A. da Costa: 
ESQUEMA DA SEPARAÇAO PARA NFw' (EyJ (x) (x E y 
ve..W di..6tintM, y não oc.o:ute. .U.v/te. em F ( xJ 
o 6oft., o .6Zmbo.to :> nãc• oc.oh.!te. em F(x). 
= F( x) J 1 onde x e y -sao 
f{:r:) é. uL~t.a.t{6J..c.âve..t ou., .t.e na.o 
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1.4. AXIDMATICA DOS SISTEMAS NFn, 1 < n < w. 
A seguir daremos a axiomãtica de NFn• 1 .,;; n.,;; w, proposta por A. I. 
Arruda (ver [7]) e esta será a axiomãtica usada nos capltulos seguintes. Tam-
bém é oportuno mencionar que as convençoes sobre notações usadas daqui em dian 
te serão essencialmente as de Rosser [191. 
Para construirmos a hierarquia dos NF , 1 < n < w, utilizamos os axio 
n 
mas do cãlculo de descrições D , 1 ~ n < ú_), correspondente e acrescentamos co 
n -
mo axiomas especificas o axioma da extensionalidade, o da separação (como men-
cionado na secçao 1.3) e um axioma para individuas de Quine. 
DEFINIÇAO 13:- se 
-O postulado para indivíduos de Quine em NF , 1 < n < w 
n 
e o seguinte: 
A partir daqui, denotaremos por IQ a classe dos indivlduos de Ouine no 
sistema NFn em consideração. 
O sistema NF~ é construldo a partir do cãlculo de descrições Dw e, 
além disso, tem como axiomas especlficos o axioma da extensionalidaCe, o da se 
paraçao (formulados na secção I.3) e o seguinte axioma para o complemento: 
(.:;)(.1_· E o: V ;r· E o.), 
!.5. OS SISTENAS 
Nesta secção trataremos de alguns resultados referentes aos 
NF n, 1 < n. < w. 
sistemas 
Neste sistema define-se: 
conjunto va.z-to 1\..:: i(x j x & (.c ~ x) (n)) 
c.ompleme.nto de. a ' 
O teorema fundamental de NF
0
, 1 < n < w, e o seguinte (cf. da Costa 
[15] ) : 
TEOREMA 15:- s, 1- f 
a 6ÕJtmubl ob.ti.dct. de. F 
em NF, (JJ'Ltão 1- F* em Nfn, 1 ~ n < w, ortde. 
.6ub.6~n.do-;.,e. I po!t I* 
F* -e 
- 15 -
DEMONSTRAÇAO:- A demonstração é imediata a partir do Teorema "lO. 
Isto posto, todos os teoremas de NF, substitu-indo-se -l por-"l*, tr·ans 
formar-se-ão em teoremas de NFn, 1 ,;,; n < Ú), Assim sendo, dePwnstratemos ape-
nas alguns teoremas que não podem ser obtidos pelo Teorema 15. 
DEF!NIÇM 14:- Em NF, define-se 
cunjuY'.ÂO vaúo: Q "' X(x ;i .T) 
com pi:em e ri-to r r--o. 
TEOREM.A 16:- a I 1- 1\ c o 
-
bl - c--;-1-- c, 
c) 1- ',~"c 
" 
dI r- '). c :t u o 
DEMONSTRAÇAO (em NF1 ) : 
a I .-::) :::· i .7 ' f '(l &. :~: ..:.~ ."C/ ; 1- (x} (~ j: x) 
1-- .-:~") i x ·~ 1\ :_') ;;; E (~) 
1--- 1\ c: ç 
b) ;';:;)(xEçt& (.rE::>._10 ) 1- (J;)(x5taJ 
1- (;:;,' (.;; E (; C x E â) 
c i 
,_ •.) c ·J, 
C011iD e 




l i~· E ,, E o 1-- X E n , ,, , 
Por outro 'lado, tomando-se corno hipOtese 1(.1:E-i)_, :.r·EêX& ixE(; 10 , temos 
uma fÕrmula do tipo A & IA & A0 , que triv·ializa o sistema; então, obte-
mos ;r E ex • 
logo, 
I(:;; E"(;;)~ xEo. V (.rE.ã& (::cE(i)) 0 1- xEo. 
i(;;_: E :i)~ x E a. V l*(x E o.J !- x E a. 
donde, I (:J.: E 'l?J 1- x E o: 
entao, 1- (:r) (I (:r E O) :J x E a) 
1-- -~yc a 
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d) (:c) (x E o:) 1- (.r)(-:· E ··_x V :r E rh/ 
1- (x) (x E a ~:r E a U Q) 
1- a ~a. u ~r. 
e) (x)(x E cjl & X E CJ.) l- (;c)(x E ·1~) 
1- (x) (x E ifl no. :J x E ?J 
1- ~ n, <:_: ~ 
temas 
Finalmente, analisemos rapidamente os Problemas l e 2 (pãq.2) nos sis-
NF , 1 .;;; n < w. 
n 
O Problema 1 sera analisado no capltulo III, onde resumiremos algumas 
das propriedades do conjunto de Russell em NF . Come se poderá: ver facilmen+.e, 
w 
tais propriedades são vãlidas também em NF
0
, 1 < n < w. 
Quanto ao Problema 2, a conjectura de que enfraquecendo-se a lÕgica 
subjacente pode-se construir teorias de conjuntos estritamente existencialmen 
te mais forte que os usuais niio ê vâlida para os sistemas NF
0
, 1 ~ n < üJ. Is-
to foi provado por A. L Arruda (em [81 ), Nesse trabalho ela provou que existe 
um abstrator ~G(x) tal que 1- :lXG(x) em NFn, mas não em NFn+1 e, também, 




I. A RELAÇAO DE PERTINÊNCIA 
I. 1 . !NTROOUÇAo 
Antes de iniciarmos o desenvolvimento de NF
0
), é conveniente esclarece.!:' 
mos que serao utilizadas, neste capltulo, essencialmente as notaçües de Rosser 
!19]. Todavia, usaremos A,B,C, ... ,P,Q,F como variáveis meta'lirwulsticas para 
fOrmulas e substituiremos pontos por parênteses, seÇ~uindo as normas de elimina 
çáo de parênteses de Kleene [18]. 
Convem menciona r, aqui, alquns teoremas de C*, oue ser-ao fundamen 
. w 
tais oara aloumas demonstrações em NF . 
. . . w 
Sendo C uma fÕrmula, onde a variável x nao ocorre livre. prova-se, em 
NF , os se<;wintes esquemas: 
" 
l) (x_IC::: C 
2) :Ex)C =::C 
3) fxi ,:~_r)Aix,ul :: (yl (x)A(x,y) 
4) (Exl (E~t)A(x,y) - (E1ri (Ex.)A(x,y) 
5) íxiAix~ ~ '.E:~.\A1x) 
6) (Ex! (U)A(x,u1 :J ly) (Ex)A(x,yi 
7) (xi[,\lxl & S(x)) c lx!Aixl & ix)Bix) 
8) (Ex) IAixl v Blx!) ~ IEx!Aixl v IExiBixl 
9) (x) (C & B(x)! ::= C & (x)B(xl 
lo) 11 Ex) (C v Bl xl) - c v (Ex\ B( x) 
11 ) (Ex) (C & Bi xl I c c & (Ex)Bixl 
12) lxl (C v Blxl I ~ c v (x)BI xl 
13) (ExlíA~x) & B(xl) :J (Ex)A(x) & (Ex) B lxl 
14) lxiAixl v (X )8( x) :J i x) !A(x) v B (x) l 
15) lx)(C:JB(x)) " c :J (x)B( xl 
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16) {x) {A{x) ::J C) ::c {Ex)Aix) ::J C 
17) {Ex) {C ::J B lxl I :o IC ::J IExiBixl I 
18) {Ex) {A[x) ::J C) ::J llxJA[x) ::J C) 
19) I Ex I IAixl ::J Blxl I ::J llxiAixl ::J IExiBixl I 
Usando a noção de k-tna.u;6otrmMM (cf. K1eene [18]), prova-se que as 
conversas de 17 - 19 não são vâl i das em C* w· 
Voltemos,agora, ao sistema NF 
"' Como nesse sistema a ne9açao ê muito fraca, 
guintes definições: 
conjunto urú.vef1..6a1: V "'ctf XrEy) (;;;E ,u) 
c.on.funto va:Uo /\ = ;i(u)(xEu} df • .• 
-A. I. Arruda propos as se-
c.om pfe111 ef1..ta.!t de. et " df X(EzJ(x E 2 & z n y,.=A & z u a= VJ 
Define-se, ainda, 
-6ubc.onjunto ACB=df (x)(xEA::JxEB) 
-0ubc.onjwdo p!tÕp!tio: 
do nesta definição é 
A c B ""ctf A_:= B & A f R (observe-se que o slmbolo f usa 
o de Nfw, que ê definido sem utilizar negação). 
Para justificar as definições de V,A e , A.I. Arruda provou que 
em NF elas são equivalentes ãs definições usuais de conjunto universal, con-
junto vazio e complementar de um conjunto e, ainda, que (Ex)(x E o. & x E SJ v 
v (ExJ(x E 0: & x E SJ :::: -l(o. = SJ. t claro oue V,A e o: existem também er1 
NF, pois são classes definidas por fórmulas estratificãveis. 
Em NF, define-se: U ""df X(x = xJ 
d,> - df .0(J.· i :c) 
Ca =df x(x ~o! 
a#B=dfl{o=e) 
TEOREMA !.1.1: Em NF p.tova-le que U " V 
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DEMONSTRAÇM: 
t- E U 1- (Ecl) (t E o.) 
!-·tE V 
logo. !- (t)(t EU :J tE V) e, então, 1- U c V 
t:EV!-t.::--r_ 
I- r EU 
logo, 1- (t)(t E V~ I; EU) e, então, 1- V cU 
TEORG·1A I.l.2: Em 1\\F p'lova.-6c_ qu.e. ,-p ""A 
DEMONS TRA.ÇAO: 
7;. -;_=; 1\ :- (.,)(:_E o.) 
1--- !; (~_ 
logo, :- .. :.~t-.::1\ ::J (=:,~,·e, entâo, 1-A :=(;~ 
:/ -t & t - t (que é uma contradição em NF) 
1- -~ E /\ 
logo, 1-- (t) (t E e, então, 1- '-~c A 
DEMONSTRAÇM: 
E Co. 1-- t c C~t & Ccx ti (1, ·"' 1\ & Cu. U a = V 
logo, 1- tE C.:c :_;f. E c;· , e, então, !- Co c a 
Por outro lado, 
Mas, temos também que: 
logo, 
tf.O!_..tEO. ~ tECa 
tE-(i f-tECct 
donde, 1- CX. c Ca. 
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TEOREMA L 1 . 4: Em NF pltova-M .. que. (Ex) (::c E a & X E SJ v (Ex) (x E a & X E R) :::: 
"'(a" S). 
DEMONSTRAÇM: 
(-+) x E a & x E B 1- x E a & x E C8 
1- X E " & ' (X E SJ 
J-l(o.=BJ 
:.c E Ct & x E f, 1- x E Co: & x E 6 
1- I ( x E a) & X E S 
1-l(a;oo-B) 
(x E J., & ;;.:: E ]"J v (x Eu & X E S) 1- ---,(o: = e) 
{[x)(x E CI & :r E 8) V ([x)(x E (i & x E 8) 1-l(a -- 5) 
(+-):r~~. =S) 1- (E..ê:)(;;: E o. & x E CS) v (ExJ(x E Ca & x E SJ 
1- (E_x,: (cc E Ct & ."E E 8J V (Ex) (x E C( & X E 6) 
1-a ' S . 
Porêm, em 
nesse sistema ~ e 
respectivamente. 
NF , valem apenas os seguintes teoremas, evidenciando 
"' Co. não funcionam como conjunto vazio e complemento de 




OEMONSTRAÇAO: Como 1- tEU::: t = t e t = t e um axioma, então 1- tEU , 
donde 1- (7:-) (tE V~ tEU), ou seja, 1- V cU. 
Reciprocamente, como 1- tEU :J (Ea)(t E a) então,l-(t)(tEU:J-tEV)y 
ou seja, 1- U c V. 
TEOREMA 1.1.6: Em NF pJr.ova-H que 1\ <:: ~ 
w 
OEMONSTRACÃO: Como 1-tE/\:;; (y)(tEy)~ então 1-tE/\::>(y)(tE:-t)~ loqo, 
1-tE/\::>tE~,ouseja, 1-/\S<P. 
TEOREMA 1.1. 7: Em NF w , pnova-M que (a) (ti<:: Ca). 
DEMONSTRAÇAO: Utilizaremos nesta prova dois resultados que serao demonstrados 
posteriormente: 
1- (a)(a n ti= 11) e 
1- (x) (x E 11) ::J (x,y) (x E y) 
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Em NF w existem a e Cet . 
Se t E(;, então (Ez) (t E z & z na = 1\ & z U a = VJ 
Então: 
a) I ( t E a), t E 3 & z n a ~ A & z U a = V 1- t E C a 
b) t E a, t E z & z n a = A & z u " = V 1- t E z n " 
1-t EA 
logo~ 
1- (x)(t Ex) 
1-tECa 
t E o: v t E (;_. t E z & z n a =A & z U a. = V f- t E Ca 
como tEa.VtECi -e um axioma de ~F • 
w 
tEz & :;c. na =I\ & z U a= V 1-t E Ca 
então temos: 
donde, (Ez)(t E z & z n ct o=/\ & :.: U a= V) I-tE Ca 
logo, !-a c Ca . 
!.2. AXIOMAS ESPECTFICOS DE NF 
w 
Como jã mencionamos anteriormente, os axiomas especlficos de NF sao: 
w 
EXTENSIONALIDAOE: (x~y_,zJ((x E y:: x E z) :::> y = zJ 
SEPARAÇAO: fEy)(x)(x E y:: F(xJJ_, onde x. e lj são variãveis distintas, IJ não o-
corre livre em F(x)~ F(xJ ê estratificãvel ou, se não o for, o slmbolo :::>não 
ocorre em FCx:J. 
AXIOMA DO COMPLn1ENTO: (."! éx E a v x E ciJ 
Para provar certas propriedades de Xrx ~ x) 
dade de um axioma para indivlduos de Quine, o qual sã 
tulo li!. 
em NF , teremos 




IX (aqui ,parte 
ÇDES")do livro 
se segue, desenvolveremos o sistema NFw• adaptando os capltulos 
!,"A RELAÇM DE PERTINfNCIA")e X (aqui,parte II,"RELACÕES E FU~ 
de Rosser [l9J .Não abordaremos aqui a parte especifica de NF 
w 
Com exceção de alguns poucos teoremas, que serão mencionados no decor-
rer do capitulo, provaremos que todos os demais podem ser adaptados para NF(.,). 
Nos teoremas onde aparecem V, A e a o enunciado permanecerá o mesma. porêm 
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a demonstração sera feita utilizando-se as definições desses 
Todos os teoremas. em cujas demonstrações nao se faz uso das 
negação, permanecerão inalterados em NF 
w 
conjuntos em NF . 
w 
propriedades da 
Existem, ainda, teoremas como, por exemplo, 1- (o.J{(x) l(x E a)::: a=/\)~ 
cuja adaptação para NFw consiste, apenas em substituir a fÕrmula l(x E a) 
por X E a~ o que nao altera o significado do teorema. Da mesma forma, quan-
do aparecer a expressao i(o:~B), ela ser"â substitulda por o: ns -f 1\. 
Além disso, quando a demonstração de um teorema for idêntica a dada em 
NF, ela não serâ mencionada. 
TEOREMA 1.2.1: Tcdoó D-5 .tc.a:temM da Secção 2 do cap:Uuto IX de RoMeJL [19] ,sãu 
te.c-'i.ema-6 ou aVomM em NF 
!.3. FORMALISMO PARA CLASSES. 
Como em Rosser [19], define-se iP por lc:i(:cH:;:; E a ;: PJ. 
Isto posto, deflne-se fÓrmula estratificâvel como e usual (adaptando-
se a definição de Rosser [19], pãg. 219-220, pois na 1Õgica subjacente a NF 
" tem-se mais slmbolos primitivos do que em Rosser [19] ). 
TEOREMA I . 3. 1 : T ode .o o,~ te_o/tcmM e c_o-'Lof.íi..ft_i__o-6 da Se_c_ç.ão 3 do c.apáufo I X de_ 
NF . 
'' 
!.4. O CALCULO DE CLASSES. 
Nesta secção provaremos os teoremas correspondentes aos teoremas da 
secçao 4 do capitulo IX de Rosser [19]. Como jã mencionamos, em alguns casos 
teremos que adaptar o enunciado, porém não alteraremos o significado do teore-
ma original. 
Certos resultados Õbvios em 1\IF, mas que nao sao ôbvios em NF , apare 
w ·-
-
cerao nos Lemas I.4.Z e 1.4.3. Por outro lado, para facilitar algumas demons-
trações em NFw' anteciparemos certo; resultados que são corolãrios ou partes 
de teoremas de Rosser [19]. Esses resultados aparecerão nos Lemas 1.4.1. e 
I. 4. 4. 
Quanto ã numeração, procuraremos manter uma correspondência entre a de 
Rosser [19] e a nossa; por e~emp1o, ao Teorema IX.4.21 de Rosser [191 corres-
pondera: o Teorema 1.4.21 deste trabalho. Além disso, poderã ocorrer um "salto" 
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na numeração dos nossos teoremas, o que serã consequência de. alguma antecipa-
çãot para facilitar demonstrações posti?riores; por exemplo, não aparece o Teo-
rema 1.4.10, uma vez que ele foi antecipado para o Lema I.4.4, itens I e III. 
TEOREMA I. 4. 1 
I. 1- 3 S:(x = x) 
I!. 1- 3 xlx F x! 
I I I. 1- (a,S)(3xlx E a & x E SJ) 
IV. 1- (a,S) (3x(x E a V x E BJ) 
v. 1- (a) (,3x I rx E a!) 
VI. 1- 3 iêiiEy)(., E y)) 
VI I. 1- 3 idly)(x E y)) 
VI I I. 1- 3 y!!Ez)(yEz& ,:r; u z =V&x"::: o /\)) 
IX. 1- 3 XfxEo:&xESJ 
OEMONSTRAÇAO: Como todas as fÕrmu1as em consideração são estratificãveis, en-
tão. existem as classes correspondentes. 
TEOREMA I. 4. 2: 
I. 1- (x)(x E u .. X o ·") 
I!. 1- (x)(x E ·~ - X F x) 
II I. 1- (a~ 6_,x) {;,t E a n s -
'" 
E o p, X E B) 
IV. 1- (a,_, S,x) (x E a us X E a v ·- E 6) -
"' 
v. 1- (a_,x)(x E C a :0: I (x E: a)) 
VI. 1- (x){x E V ::=(Ey)(;;._: E "f I I ,. I ' 
VI I. 1- lx!lxEI\ ::(y){xEy)J 
DEMONSTRAÇ~O: Basta usar o Teorema !.4.1 e o seguinte corolário da secçao 3 do 
capitulo IX de Rosser [19]: 1- 3 ~p ::> lx)(x E xP = P) 
- 24 -
Para demonstrar o Lema r .4.2, precisamos antecipar alguns resultados 
da secção 6 do capltulo IX de Rosser· {19]. 
DEFINIÇJI.O: Conjuvtto UrútÍÍJúo de A. {A} = X(x E A) onde x e uma variavel que df 
nao ocorre em A . 
Utilizaremos {A~B} como uma abreviação para {A} u {B} e, analogamente, 
{Ap···~A 1 
- n 
sera abreviacão de 
Alêm disso, {A} ~ estratific~vel se, e somente se, A e estratific~-
vel e, nesse caso, o tipo de {A) será uma unidade superior ao tipo de J... Do 
mesmo modo, {A 1 ~ ... ~A } n 
ê estratificãvel e, para 
c mesmo tipo e o tipo de 
uma das classes. 
ê estratificâvel se, e somente se, A1 = A2 = 
sua estratificarão ê necess~rio que A~····~A 
l '1 
-f.4 1 ~ •.. ~A"'r sera uma un·idade superior ao de 
LEMA I.4.1: I. 1- (.T) 3(,\ 
I!. 
OBSERVAÇJl.O: o item I desse lema ê o 'ítem I Cc Teorerrw IX.6.l e o ltem II 






O lema que provaremos a seguir ê de orande utilidade em NF,_
1
, pois por 
meio dele, poderemos 
mente feita por me i o 
LEMA 1.4 .2: I. 1-
I!. 1-









provar em NF alauns teoremas 
" de reduçao ao absurdo. 
X E 1\ :J ( 11) ( )J E A.' 
r E 1\ :J (v,z.)(y r= .. I ~. 
" 
E 1\ :J (.. " ' '._'' ~) ,'!i = ., i .. ~ 
X E 1\ :J ( y' z) :·e 
" 
c! 
x E 1\ :J (p,z) (;' 
" 
I 
c, •. · 
tz) (x E.,, ~~ 
xE {y} 
X = y 
yEA 
x E A:> 
cuja prova em NF e usual 
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I I. x E A 1- (y) (y E 1\) (pelo ltem I) 
mas, y E A 1- (z)(ll E zJ 
lüf!O, X E A 1- b' E.' :3 
ou seja. 1- x E 1\ :J (y~zJ(y E z) 
I I I. X E 11 1- (y,:o;) (y E ' (pelo item I I) Z/




IV. X E 11 1- (y,z) ('i E z) (pelo ltem I!} 
1-· y E Cz 




v. E 11 E & E - (pelo ítem I!} 
-
1- ;-: ' z •· •• 
1- (Et) " E ' & ' E z) v (EtJ ( t E y & t E c) ,: 
1·- ,u i 
-
. 
logo, 1- E 11 ·- '·[i,;;) i ; 
" 
-' . !) 
'" 
TEOREMA I.4.3: Se.jan1 j?, •:tl , ... ,C\n ua11..iâve.G~ dl1d.1nta.J,. Seja A a. c.f.:U.óe c.mJ,~­
.ttulda a palt;fi/t de f! u. '..s u.6an.do n c. U . Seja P a 6ÕJr.rru.1a !tUt.Ü-tante. da 6ub.t. 
ti:tuiç_ão em A d(_)_ c:t. r.:;o't x F G ., de. (~ roh & e. de. u pOJt v . fltt.íio 
"- A. 
1- (u. 1 , ... ,rx )(x)(x E A:::: P) n 
OBSERVAÇAO: Em sua forma ori(Jinal, este teorema envolve, também, complementar 
por I em A; mas, em NF 
" 
o e, em P terlamos, ainda, a substituição de 
complementar não ê definido com negação, o que, aparentemente, inva'Jida esta 
parte do teorema. 
LEMA !.4.3: I. 1- (a,:J)(u" 2 v a ~ S) 
d. 1- ía=S & :1 f B) ::l (Ex}(x E/\) 
OEMDNSTRAÇAo: 
I. X E a, xE s f-- X E a ':'X E s 
f- (xEa :; X E SJ v a I s 
X E C<, xE s 1- a I B 
1-· (.r. E a :; X E 8) v a I s 
1 090, x E a 1- (...c E o: ?. x E SJ v a I R í 1 ) 
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;;:; E a.. x E 6 1- U. # 6 
1- (x E a = x E BJ v a # S 
X E a .. X E 8 1- X E Ci ;:: ::c E (3 
mas, x E Cí." ::::: X E 6~ X E a .. X E 6 1- X E 6 
X E a :: X E 6 .. X E a .. X E -s 1- x E a 
1- x E a 0 (i 
1~ é: E 1\ 
1- X E B 
1 ogo, X E a :::_ x E 6 1- x E a ~ x E 8 
a na 1 ogamente, 
x E Ci ::: x E 8 1- x E B ::J :r· E o 
donde, x E (i :: x E 6 1- x E í'J. :: x E C 
assim, obtemos: 
E Cl) X E R I~ X E a - E 3. X = X 
I~ (x E a .. E 6) 
-
donde, X E a I~ (x E a 
-
X E SJ 
de (l) e (2) obtemos: 
xEa v xEÕ: 1- (x E a ;:: X E SJ 






1- (x)(x E a 
-
xE 
logo, 1- a = 6 v o 
' 
s 
1- (a,S)(a = 3 v 
I I. a = S & a F S 1- 6 Í' 6 
1- (E:r}(x E [3 & x E S; 
1- (G!(x E S n SJ 
1- ([r) (x E 1\J 
o 
v Ci 
' v a Í' 
v a 
' v a 1 
s v a 












Para demonstrarmos o Teorema 1.4.4 anteciparemos em forma de lema, al-
guns resultados posteriores de Rosser [19]. A.s partes I e III do lema corres-
pendem ao Teorema IX.4.10 de Rosser [19]. 
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LEMA 1.4.4: I. 1- (x) (x E VJ 
li. 1- (a)(~'::V) 
III. 1- (x)íl(xEA)J 
IV. 1- (a)(A 'Õ a) 
DEMONSTRAÇM: 
I. 1- xE {x} 
1- (Ea)(x E a) 
1- xEV 
1- {xJ(xEV) 
!I. i, E a 1~ (Ect) ( t E a) 
1- tE V 
donde, 1- tE a -:J tE V~ e, então, J- (a)(n: ~V) 
III.::::~/\1- Ct)(xEtJ 
1- X E C/\ 
1- '(x E A) 
'(.r CC /\) 1- '(x E /\) 
logo, 1- -l(:r; E/\.), donde, 1- (x)( i(x E N) 
IV. -r E/\ 1-(i.i)(íEo.) 
1-t E o. 
logo, 1- tE A :J tE a, e, então, 1- (a) (A,:= a) 
L Ei•l/l, I.4.5: I. 1- (S)(V'OS" s "v) 
I!. 1·- (a)(a'O/\" A" a) 
I I I. 1- (a)(n '::a) 
IV . 1- (a,S)(a Cl S C: B) 
v. 1- (a,B)(a C: a U 8) 
OBSERVAÇ.Jl.O: este teorema corresponde aos corolários do Teorema IX.4.13 de 
Rosser [19] . 
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Com o prÕximo teorema prova-se que em NFw são vã:lidas todas as propr_:i_ 
edades usuais da ãigebra de classes, portanto, todos os axiomas de uma ,~laebra 
de Boole são válidos em NFw. 
Na formulação do teorema que segue usaremos a mesma numeraçao de Rosser 
[19]; porêm, as demonstrações não seguirão essa ordem, pois, antes de tudo. 
devemos provar as partes XXIV e XXV, aue facilitarão a demonstração de outros 
i tens. 
I I. 1- (o:)(~.l.:: __ , I ü) 
I!!. 1-(a)(~ = 
" 
~ u) 
IV. 1- (o.,S) (C\ - r\ n (u u B)) 
'/.1- ('.',' ) {8. = :; uh n 6)) 
VI. 1- (u,P,) (d = lo n 3) U (a n S)) 
v 1!. 1- b, c) (" ( u u s) n I a u B)) 
VIII.I-(c,,l~}(u Soo:,Sr:a) 
IX, i- (u,,l) (•< L 2 = 8 U a) 
X. 1- (.,,s,-1 ) (•x ~ (S "y) = (n e1 B) n y) 
XI. 1- h,0,v){Ci. :_J (0 U y) = (o. u B) u y) 
XII, 1- (u, 0 ,y )(u (6 U -r) = (a 0 S) U (a"· y)) 
X li I _ 1- ( u, 8, y) (" u ( 8 'Y y) - (a u 8) n (a u y)) 
XIV.!- (o,S)(o u B = Ci n S) 
XV. 1- (a, f,) (a '1 S = Ci U 8) 
XVI. 1- (a,e) (;;-iJ e = Ci n s) 
XVI!. i- (a,3)(Ci-n B = Ci u 8) 
XV li!. 1- (a, 6) (o. n S , ( a u B) n S) 
X!X.I- (a,S)(o U B=(a n!l) U B) 
XX_ I- (a,B)(a U S =(a n 8) U (a ns) U (on S)) 
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XXI. 1- (a,S) (a n B = 
XXII. 1- (a,S)(a n 6 = 
XX!ll.l- (a,S)(a US = 
XXIV.!- (a)(a na= A) 
XXV. 1- (a) (a u a = V) 
XXVI. 1- A = V 
XXVII.I- V= A 
XXVJIL 1--(a)(a n V= a) 
XXIX. 1- (a) (a U V= V) 
XXX.I-- (a)(a nA= A) 
XXX!. 1- (a)(a U A= a) 
(a U 8) 
(a n B) 
(a u S) 
XXXII. 1- (n) (a (I (j "' o. U (1} 
XXXJIL 1- (a)(a u a= a n (;") 
n ((:t u 8) 
u (ã n R) 
n (ii u s} 
XXXIV .I- (a,S) (r< n (S u ii) = a) 
XXXV. 1- (a,S)(a U (8 U S) r U S) 
XXXVI. I- (a,S)(a n (R n B) = E n S) 
XXXVILI-(a,B)(a U (8 n]l) =a). 
n(<ius)) 
u (a n 8)) 
n(aUB)) 
DEMONSTRAÇAO: As demonstrações de II a XII sao as usuais. 
XX!V.I- (a)(a na= A) 
t E a rJ ã;:: t ~ ·'Y. & (Ez) (t E 2. & z n o. "' /\ & ?, U a = V) 
t E o. & t E .::: & :o; íl et "' {\ & z U o: ·.:: V 1- t E z n 'Y. 
1- tE A 
logo) tE a & (b)(-!.: E;; 2 & z n 'Y. =A~ z U a= V) 1- tE 1\ 
donde, r- a n C( c A 
mas~ como 1-- A C ~­-· G '' Ct, então, I-ana=/\ 
- 30 -
XXV. 1- (a) (o U (; = V) 
como 1-{a) (tEetvt E aJ,então 1- VCaUO: 
mas, l-a. u a c v, logo, 1-aUfX:::V 
XXVI. 1- 11 = V 
t E V 1- (Ez) (t E z & z 1'1 V = A & z U V = V:' 
1-- t E ,, nv (pois 
' 
E z &'t)(t E V)) 
1- tE 11 (pois z nv"' 11) 
logo, 1- VC/1 
mas, pelo item IV do Lema 1.4.~ .• 1- AC V, loqo, 1- /\=V 
XXVII. 1- V= A 
,~EV 1- -tEV&Vn/\::1\&VUt\:::V 
1- (Ez) (t E;-:: & z n 1\ = A & z U A= V' 
1- t E 1\ 
logo, 1- Vcll 
e, pela parte I1 do Lema !.4.4, 1- A c V, loÇlO, 1·- V= A 
I. 1- (o)(a = ~) 
tEa 1- tEo.&ana=/\&aUa=V 
1- (E;;J (t E z & z n C( ==I\ & z U 0: -· V) 
1- t E Ô. 
donde, 1- a c ã. 
Por outro lado, 
t E &~ t E o 1- tE a 
-:- E ã~ t E[t 1- tECZh0. 
1- t E fi 
1- (x)(t Ex) 
1- tE a 
1 ogo, t E ~' t E a V t E (X 1- t E a 
como t E o: v t E ct decorre do axi orna 
= (xJ(x E a v x E ãJ, então, obtemos 
Então, 1- a = ã. . 
1- •':X c r'i 
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{-+) t E n U 6, t E Ü- i- t E et 
t E UU S, t ~ a 1- ·t E (~ V -t; E P, 
1- tEaUR& r:Eo.UE 
1- tE A 
1-- t E a. 
logo, t E: a u B 1- t E ;;· 
analogamente, t E (X'J""8 1- t E 6 
donde, tE ~8 1- t ·<::·a- n B 
1 ogo, 1- a u B c Q n s· 
( ~-) Por outro la do 
t E a~ t E S_, t f:' J. U 6 1··- ,i;. f: Ql.TP' 
t E:: ;~ -t; E :3_, t r: c. U 6 i- ·[ r= :x u (-) ;;._ -t C a 
1- F ;:;_- :'""'- ('J U :.~.) 
i- t E u;· n ::t) LI (Q n i3) 


















1- t EA 
logo, tE a & i E I 1-- tE ·aub 
donde, t E 0. n 8 1·- i" E et --u-]3 
então, 1- Ci n 8 c fJu B 
xv1r. 1- l~,e)iê\<rs =c; u -n 
n ,, 
-
& E ' 
-
R ' E 
n r~ 




tE a n S_, tE ex., tE 6 1-- t E ((t n B) n (a n 13) 
1·-- t; E A 
1- t-E;:zu·s 
logo,t E C, n s .. t F a 1- f: E ã u B 
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donde, !; E ct n S I- t E C( U 8 
então' 1- e_;:n-s c a u e 
(+----) Por outro lado, 
,'-Eu._, t-E-':tns 1- tEana 
1- tE A 
1- t E -,~r~, 08 
E 3, t E c,, n í) 1- t E G n $ 
1- t E A. 
1- -c E uns 
r= _, v -. c-~-, r E a n e 
c ci u ~ , .. E a n G 
E--_> U'3 ,7 E(tn!) 
1- t E a n~B 
1- t E ;:-r-; B 
1-
" 
E u. n R c 
lü':]O, ~.;xUB I- t E ~ n p 
donde, 1- u U G C -;:c 'l R 
XIV. 1- (cc,8)(u U 8 = a n )J). 
Pêlo Ítem XVI, temos 0: n 8::: a U B, donde U n j3::: o:. u B . Então, pe-
·1 o 1 teiTl I , u. '..J f! = o. n B . 
Pelo ltem XVII, temos a u G = a n s, donde, Entiio, 
pelo 1 tem I , 0. n _8 "' ;- u P . 
XV I I I. 1- (' s )( ,, n ' = 
"' ' -" ._. (" u s) n 6) 
(ou S) n s (a n s) u Cs n B) (pelo ltem X I I) 
= (o n 6) UA (pelo f tem XXIV) 
= a n 8 (pelo ltem XXX) 
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XIX. 1- (~,S)(a u S " (a n S) u S) 




X I I I) 
XXV) 
= I) u 8 
(pelo 
(pelo ítem XXVIII) 
XX. 1- (u,S)(o U 6 =(o n 8) u (a n s) U (a n S)) 
(o n s) u (·" n·s) u (a n s) =la n rs "S)l u (Ci n s) 
=[a n V] u (C; n B) 
=aU(ins) 
= (a u ;:;-) n (a u 3) 
-Vn(,US) 
LEi•1A 1.4.6: 1- ,, f A ::J (Ex) (x E o) 
DEMONSTRAÇAo: 
o:Ea.&xEA 1- xEonV 
1- X E a 
J- (Ex) (x E a} 
logo, (li 1- (E...-.:) (x E rt & x E i\) =:t (Ex! (x E a:J 
1- X E Õ: & x E A :J ([.T) ( x E a) 
logo, (2) 1- (Ex)(x E Q & X EA) ::J (f...x)i":;; E cd 
de(l) e (2), obtemos o f A ::J (Ex)(x E o) 
DEFINIÇAO: Seja A uma c1asse construlda a partlr de V e A e variãveis distin-
tas a 1, ••. ,a11 
pelas seguintes 
usando n ,u e , Então, o dual de. .4_. A*, ê obtido 
substituições simultãneas: 
l) cada -ocorrencia de a-
1 
- substitui" da e por 0-
l 
2) cada ocorrência de 0-
1 
e substitulda por ai 
3) cada n é substitui da por U e cada u e substitulda por n 
4) cada vê substitui do por A e cada A é substituido por V 
de A 
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TEOREMA 1.4.5: Se.ja. A uma c.itu-6e. c.oM:tJuWi.a a paJLti!L de V ,A e_ va.JL-<'.ávW fu-
Mando n,u e. . Se. A* é o dual de, A , então 
DEMONSTRAÇ~O: Seja A' a classe obtida de A pela substituição de cada ocorrên-
c ia de A por B n B e de cada ocorrência de V por B u 8 ; sendo 8 uma variá-
vel distinta de todos os a;. Com isso, a prova é feita por inducão sobre o nu 
mero de ocorrências dos simbolos n,u e - em A'. 'E fâci1 provar que ...i A', 
usando os 1tens XXIV e XXV do Teorema 1.4.4. Por outro lado, usando-se os l-
tens I, XVI e XVII do mesmo teorema, prova-se que A' = (A')*, ou seja, que 
1 - '* :. - r._ • 
TEOREI·IA 1.4.6: 1- (a)(a fo a) 
DEMONSTRAÇAO: Pela definição de f em NFw, devemos provar que 
1- (E?)(I;· E C( & y E é!J V ([y)(y E C!, & r1 E (Z,l 
mas,jã provamos que 1- (a)(a '"~) 
e 1- (t) (tE et v tE CZJ é um axioma de NF , então: 
w 
õ.) tE a. I- tE a. & t E~ 
1- ([y){y E a. & y E (i) v (Ey)(y EQ & y E·;:) 
b) tE~ 1- tE a & t E a 
1- (Ey)(yEa & y E Çt") v (Ey! (y E a & y E Ü:) 
logo. 1- (EvJ{uEa 
" c 
& y E &J v (Ey)(y E a & y E ÜJ 
portanto, 1- (o)(o cf a) 
COROLARIO: 1- f\ f V 
DEMONSTRAÇAO: basta substituir a por A no teorema e lembrar que V= A 
TEOREMA !.4.7: 1- (o,6)(a = B :O o= 6) 
DEMONSTRAÇAO: a= 6 = 1- o ii 
1- a= 6 
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P c.mt:tém TEOREMA !.4.8: Se 
1- 3 fa) P) ::>(a) cc; E lo 1 rJ = r1 . 
COROLARIO: Se P 
1- la i lo E {o 1 Pl = ri. 
DEFINIÇAO: a- 8 =df a ns. 
TEOREMA !.4.9: 1- (u.,S.-r)(o u 8 = y & '' n 0 = 11 ::>a= y- 6) 
DEMONSTRAÇAO: 
Devemos provar que x E a= x E ~r n 6. 
Denotemos por F a fÕrmul a a u S o:: ·r & a n B = A . 
l ) x E a_, F 1- .r E a u 13 
1- ;;; E y 











3) x E a~ X F: 3~ F 1- X E 6, 1 ogo, 
4) x E o.~ F 1- x E 8 
de (l) e (4) obtemos 
5) F::> (a :::r ns) 
mas, I=", x E -y n B 1- x E (c: u B) n s 
i- X E a 
donde obtemos: 
6) F::> (y ns::: ,) 
de (5) e (6) obtemos: 
1- F::) (a= y nS), ou seJa, 
1-F.:Ja==y-S 
DEMONSTRAÇAO: basta fazer y =V no teorema. 
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COROL~RIO 2: 1- (a,S)(a n S =A :J a= (a U 6)- 8) 
DEMONSTRAÇAO: basta fazer y = a u S no teorema. 
COROL~RI03: 1- (a,B,y)(aUS=yUS&ans=A&yns=A::la=y) 
DEMONSTRAÇAO: tendo em vista o Lema 1.4.2, ltem 11, a demonstração é a usual. 
TEOREI~A !.4.11: I. 1- (x)Q :J (x) (x E V= Q! 
li. 3 X Q l- {x)(x E XQJ :J (:;;)(x E A::: Q,1 
• 
DEMONSTRAÇAO: Tendo em vista o Lema 1.4.4, ltem I, a demonstraç.ào do ltem I e 
(Orno em NF. Provaremos apenas o item II. 
Se 3XQ, então 3XQ, logo: 
(.;::).;;·E iQ)I- (x) (x E V::; x E XQ) 
1- v= ;o_ 
1- v= iQ 
1-1\=xQ 
1- (x)(x E Ao Q! 
OBSERVAÇAO: Em Rosser [19]; o item II desse teorema é (:d IQ :J {x) (:c E A = Q_) 
o que, aparentemente, não pode ser provado em NFW, pois, como a negação e ~ui 
to fraca, quase nao se pode trabalhar com a negaçao de fOrmulas nào atômicas. 
CORDLAR!O 1: 1- (x)Q :J 3xQ . 
OBSERVAÇAO: Em Rosser, esse corolãrio possui como parte II o seguinte: 
(;;.;) IQ J 3.TQ. Todavia, esse resultado, aparente!llente, nâo pode set' demonstrado 
em NF , pela mesma razão que aparentemente não podemos provar o hem II do 
w 
Teorema 1.4.11 em sua forma ori~inal. 
COROLAR!O 2: 1- !x!Q :J V= xQ_ 
OBSERVAÇAO: Como o corolãrio 1, este corolãrio possui, em sua forma ori~inal, 
1- f;:.;) IQ J 1\"' XQ como o Hem 11, que, aparentemente, não pode ser demonstt·a 
do em NF w pelas mesmas razoes apresentadas anteriormente. 
TEOREMA !.4.12: !. 1- (a) l(x)(x E a) _ a = V) 
li. 1- (a)((,,;)(x E ÕJ _a =A) 
- J I .. 
DEMONSTRAÇM: 
I I. (--+) ( x) ( x E (i), x E o: 1- x E ':t n ;-
1-,·EII 
consequentemente, obtemos 
1- (x)(x E (i"::> a CA) 
mas, como A~ a , então 
1- ( x) ( x E (i :J a = Aj 
(+-) a =A 1- x E ·ex :: x E 1\ 
1- X E a 
logo, a = A 1- x E a 
donde, 1-·a =/\ => x EU 
com isso, 1- (x)(x E "ii:: a. -::A} 
COROLMIO 1: L 1- (a) ((Ex) (x E c7) _ u i V) 
!L 1- (a) ( (Ex)(x E a) = u i 11) 
DEMONSTRAÇAo: 
I.(-----+) X E a J- o.= A (pelo ltem II do teorema) 
X E a 1- .':t f: V (poiS V f: !\ e ex = V) 
logo, 1- X E a:) a f: V 
(+-)o. f- V i- (E:~)(z E Q & ::; E V) V ;Tz)(:: E ct & z E V) 
se 2 E a & z EV 1- 2 EV 
1- z E/1 
1- (Ex)(x E a) 
se z E a & zEV 1- 2 E o 
1- ([z)(x E a) 
logo, 1- a t V ::0 (Ex) (x E a) 
I I. (-+) x E a 1- a= V (pelo ltem I do teorema) 
x E a 1- o f 11 (pois V i 11 e o = V) 
(-) a f 11 1-- (Ez) (z E a & z E N v (Ez) (z E a & z E /\J 
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se z E a & z E/\ 1- 2 E a 
1- (Ex) (x E a) 
se o Eu & z E 1\ 1-
-" 
E/\ 
1- z E a 
1- (Ex! (x E a) 
logo, 1- u r 1\ ::> (Ex! (x E a) 
TEOREMA I.4.13: !. 1- (a,6) (a':: 6 - a C\p .~ u) 
!I. 1- (a,S) (a':: 6 = a (\ 6 = 1\) -
!li. 1- (a,G)(a ':: 6 - a U S = = 
IV. 1- (a,S) (a':: 6 - a u s = 
DEMCNSTRAÇAD: 
II. (~)a) A c,, ns 
b) u.cr., .:·E,::tnS 1- xEa&xEe 
1- X E a 
1- xEB&xEB 
1- .TE A 
looo, a c 2 1- (.r)/.r c a n S ::J x E/\) 
- -
en tà o, de (a) e ( b) , 1- a := S ::J a n S = A 
{-) :.. 0 3 =A x E a, ::: E B 1- .r E B 
.\ n 3 = 1\ , .x: E a, x E B 1- x E 1\ 
1- X E 6 
logo, \t n 8 = A 1- .r E a ::J x E B 
donde, a n 6 = 1\ J- (x) (x E a. ::J x E B) 
e, entào, l-o. n S =A ::J u c S 
I V. Pe 1 o ltem II, temos 
rJ.CS~ctnG =A 
r:tCS o.ns =A 





OBSERVAÇAO: os corolãrios 1-7 jã foram demonstrados no Lema 1.4.5. 
TEOREMA 1.4.14: 1- (a,S)(a ':: B & B '::o= a= B) 
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TEOREMA !.4.15: 1- (a,S,y)(a 2:: B & B 2:: y :J a 2:: y) 
TEOREMA !.4.16: L 1- (a,8,y)(a 2:: 8 :J a n y 2:: S n y) 
!I. 1- (a,S,y)(a :O 6 :J a U y :O 8 U y) 
COROLARIO 1: 1- (a,S,y·,6)(a 2:: 8 & y '= 6 :J a n y '= 8 n 6) 
COROLARIO 2: 1- (a,S,y,6)(u '= S & y '= 6 :J a u y '= S u 5) 
TEOREMA !.4.17: 1- (a,S) (a'= 6 - S '= 0:) 
DEMONSTRAÇAO: 
(---+) Seja F a fÕrmula x E;-; & z n 6 ::::f\ & z u 6 =V 
Então, a~ S, F , x E a: !- x E z & x E S 
!-xEzns 
1- :c E /1 (pois " n 6 = /1) 
( 1 ) 1- X E CJ. 
(2) ct ~ e , F , x E; 1- x E a 
de (1) e (2) obtemos O. .2: 6 1- F :.1 x E li 
donde, a := i3 1- ([;::) F :> x E C:: 
mas, ([z)F ~ x E r 
logo, o. ::_s 1- (x)(xES::J:r;E;:; 
consequentemente, o.~ B ::J S c0 
(-<-) Reei procamente, 








1- X E 
1- X E 








donde. s ~ a _, X E Ct 1- X E B 
logo, ScQ 1- (x)(xEa::JxES) 
consequentemente, S ~a ::J a~ 6 . 
& X E a 
TEOREMA 1.4.18: I. 1- (a,S,y)(a '= S n y =a C S & a'= y) 
!!. 1- (a,8,y)(a U 8 '= y =a C B & S '= y) 
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COROLMIO 1: 1-(G,I)(V c 8 ny o V c S & V c y) 
DEMONSTRAÇAO: basta fazer a = V no item I do teorema. 
COROLM I O 2: 1- (a, B) (a u B c 11 o a c 11 & 8 c 11) 
DEMONSTRAÇAD: basta fazer y c 11 no ltem 11 do teorema. 
O teorema IX.4.19. 1-(a,S)(a c S =>I(S Co)) aparentemente nao pode 
ser provado em NF , todavia, dizer que I(B c o:), em NF, é equivalente a ct·i 
w -
zel~ que (E:d (x E B & x E a), ou seja, que S n ct f- A . Entào, em NF c..:·' temos: 
TEOREMA 1.4.19: 1- (a,S) (a C 6 ::> S na ,C 11) 
DEMONSTRAÇÃO: Se a c B, então a I S, ou seja, (EzJ(z E a & :'.E 6,' v 
V (b) ( ~: E (i & z E i3) 
·::;'~,:;Eo:&:::ES i~.;;EpnS 
1-z E A 
1-z E Q 
1-zEC.ins 
.:, ':::- Z, ;~ E CJ. & ;:; E S 1- (Ez) ( z E Ci ll S & z E N 
( 1 ) a c 3, (Ez)(2 E o & z E 
" 
c e, ::: EQ & z E B 
( z) 
" 
c -p, ([z) {::; E a & z E 
logo, de (1) e (2) obtemos: 
1- ocs:osna,C/\. 
8! 1-S na 
" 
11 
1- ([z) ( z E B na 
6) 1- 6 na,< 11 
-
& z E A) 
Pelas mesmas razões que o Teorema IX.4.19, aparentemente, o Teorema 
IX.4.20 também não pode ser provado em sua forma original que e 
1- (a,5)(a c Boa C: S & I(S C: a)). Porem prova-se: 
TEOREMA 1.4.20: 1- (o,S)(o C 6 =a C: S & a I B) 
DEMONSTRAÇAO: Imediata, a partir da definição de subconjunto propr1o em NFw 
TEOREMA 1.4.21: 1- (a,B)(a C B =a C: B & (Ex! (x E 6 & x E ai) 
DEMONSTRAÇM: 
a) a c B 1- a c 8 & B na F 11 (pelos Teoremas 1.4.19 e 1.4.20) 
1- a c B & ([x) (x E B & X E a) 
- 41 
b) a C 8 & (Ex) ( x E S & x E aJ 1- a C S & a f S 
1- a C S 
TEORE~IA 1.4.22: I. 1- (a,S,y)(a C S & S ~ y ::JaCy) 
!I. 1- (a,S,y)(a <:: S & S c y ::Jacy) 
!I!. 1- (a,S,r)(a C S & S C y ::JaCy) 
DEMONSTRAÇM: 
I. Suponhamos que a c 8 & B ~ y, então, obtemos ~f S , ou seja 
t'E.r-J r x E 0., & x E 13; v rE.:cJ r x E a & x E s;. 
a) o. C i3 & G ~ Y~ x E a & x E 6 I- x E i3 n 6 
1- X E 1\ 
1- (Ex)(x E a & .1.: E YJ 
1- o.; y 
(1) u. C,·~ & 6 _:::: y, (Ex)(x E 0., & x E f3) 1- o. f y 
b) D. C? & 3 _S y_, X E (i & X E 3 1- X E a & ."C E y 
1- a f '( 
(2) a C S & 8 '::: y, (Ex)(x E O. & x E SJ 1-- a I y 
de (l) e (2) obtemos 
1- o.C3&13~y:Jctf:-y 
mas, como 1- a. c 6 & S :=_ y ::J a :=: y 
então, temos 1- a. c B & B ~ y :J a :=_ y & n F y 
logo, 1- aCS&S~y::JaCy. 
As demonstrações de II e III são similares. 
TEOREMA 1.4.23: 1- (a,S)(a c S = S c o) 
OEMONSTRAÇM: devemos provar que: 
a)o.CS:J8;fC:Z e 
b)scO:::Jals 
a) a c S 1- a nS 'fi A (pelo Teorema I.4.19) 
a C 6, X E a n 6 & x E 1\ 1- X E 6 n i3 
1- X EA 
1- (Ex) (X E B & X E a} 
logo, a c 6, (ExHx E Cf n s & X E AJ 1- B F a. 
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Por outro lado, 
a c s_. x E ct n S & x E A 1- x E A 
1- 1l' a (pelo hem V do Lema !.4.2) 
Cl. c 5~ (E.t:)(:r E (( nS & X E/\) 1- 73 f a 
logo, a c h :J 6 t- o.. 
b) pelo item (a), temos: 
mas, como o. = ~l e 6 = B , então 
Por (a) e (b), temos 1- a c S = 6 'f 0:, então, pelo Teorema 1.4.17, 
1- o: C ~, :: S := o. , então, 1- a c S - S C U . 
TEORE~IA 1.4.24: I. 1- (o,B,y)(o C S n y :o a C S & ~C y) 
11. 1- (a,S,y)(a U S C y :0 y C y & 8 C y) 
DEMC11STRAÇAO: 
I. usa-se o item I do Teorema 1.4.22 
Il. usa-se o item II do Teorema 1.4.22. 
Os prÔxlmos teoremas desta secção correspondem aos exercício5 IX.4.7 a 
!X.4.10 e !X.4.12 de Rosser [19]. 
TEOREMA !.4.25: 
I. i- h.ê.,y)(o n (S - y) o (a n S) - (a n y)) 
li. 1- (a,S,y)((a- S) u (a- y) o (a (S n y)) 
!!!. 1- (·a,B)((a- 6) U (B- a) o (oU B) - (o n 6)) 
IV. 1- (o,S)(a- (•>- S) o a n 6) 
v. 1- (a, s, y )( (o u y) n ( s u y) o (o n y) u ( s n y)) . 
OEMONSTRAÇAO: 
I. Devemos provar que 
a n ( s n :Yl o (o n s) n (o n y) 
mas, 
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(a n B) n (an y) = (a n s) n (a u y) 
TEOREMA 1.4.26: 
=((a ns) na) u ((a ns) ny) 
= (a n a n s) u (a n ( s n y) ) 
= a n ( s n y). 
I. 1- (a,S)(aUS=ans=a=S) 
!!. 1- (a,S)(anS=Ao((aUS)-a=G (aUS)-8 '")) 
li!. 1- (a.slla ':: S =a u (B ··a)= B)) 
!V. 1- (a,S,y)(S C:: a & a- B = y :O a- Y = 8) 
V. 1- (a,S,y)(a n y =A :O (a U y) - (S U y) =a - S) 
VI. 1- (a,S,y)(y '::a u 6 :o (E8,~)(8 C:: a & ~C:: B & y = 8 u cp)). 
TEOREI·IA 1.4.27: 1- (a,S)(a '::Boa C S v o.= 8) 
DEMONSTRAÇM: 
(+----) a C 5 v a ::: S 1- a C S 
logo, 1- a c S v a = 6 :J a c 6 
(~)aCS,a=B 1-aCSva=S 
a c S ,a f; B 1-- a c S (pela definição de u c 6) 
1~ a C S v a = 8 
logo , 1- aCS:)aCBva=B 
DEFINIÇM: V~6e·tença t.imé.IM.ea de a e B 
a * B = df (a n ]3 ) u ( s n a) . 
TEOREMA 1.4.28: 
I. 1- (a,B)(a * 6 = S *a) 
11. 1- (a,S,y)((a * B) * y =a* (B * y)) 
111. 1- (a,S,y)((a * B) n y = (a n y) * (B r. y)) 
IV. 1- (a)(a *A= a) 
V. 1- (a) (a * a =A) 
VI. 1- (a,S,y)(a * y = S * y :O a= S) 
V!!. 1- (a,S)(a=S=a•S=A). 
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TEOREMA I. 4. 29: 
I. 1- (a,S)(S = (a n S) U ((a U S) u)) 
!!. 1- (a,S,y)(a U B = aUy & a n S a n y ~ l~ -- Y) 
!.5. UN!AO E !NTERSECÇAO GENERALIZADAS. 
Generalizaremos a intersecção A n E para A n B n C ••• onde a inter 
secção é extendida a todos A .. E) (' ... que sào membros da classe K. Analoga-
mente, generalizaremos A u 1:5 para t::. u B u c: ... , onde essa união serã exten 
di da a todos A, B .. c ... que são membros da classe 1.. 
DEF!N!ÇAO: 
Intvu.ec.ção Gen.e.JtaLü.ada: r· X:=df X(et!(u E .v~ X E a) onde X e a sao variáveis 
distintas que não ocorrem em K. 
Urúão Gen.e.ita.Lüada: I"_) K-""df ~i Eu; -.·u E K & .r E .Y-1 onde.~~ e a sao variâveis dis-
t;ntas que não ocorrem em v 
j·) X eU X são estratificãveis se, e somente se, X e estratificãvel e o 
tipo associado a n K e :_J X ê uma unidade menor que O tipo de K. 
TEOREMA I. 5. 1 : I. 1- I 1.) 13 r· A) 
li. 1- I A) (3 u ). ) 
TEOREMA !.5.1: I. 1- (À,"·)(xE n ) = ( ) i J E l - J \ ' 
!!. 1- (\,x) (xE 
-
( E·:r_) (c. E:\ 
u 
TEOREMA !. 5. 3: !. 1- Í À) (A E ,\ :J n ) c A) 
!!. 1- ())(V E \:J ! I À o V) ~ 
DEMDNSTRAÇM: 
!. AE :\~X E n) 1- AE À & (a)(aE),:JxE cc) 
1- A c \ & (li E À :J :r: E A) 
1- :;:;E/\ 
logo, 11 E \I- n ) CA 
mas, 1\ C n À, 1 ogo, 1\ E À 1- i1 .\ = A 
donde, 1- 11 E ), ::J n ). = A 
li. VEÃ,xEV 1- V E) &xEV 
1- (Ea)(a E À & X E a) 
1- xE u ). 
co ••. · E a)) 
& c E .~t·\) ~ ' 
logo, VEÀ 1-V_c:: U!. 
mas, V E ~ J- U -A _c:: V 
donde, VE\, 1- Vo UÀ 
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TEOREMA !.5,5: I. (i"a)(a E À :o n! C o) 
li. (.\,o)(o E). :0 a 'C lJ .\) 
COROI.ARIO: 1- ()) (). 11\ :O n À 'C lJ .\) 
DEMONSTRAÇAO: Se 
temos (--., ' c '" : I .". C. 
.\ t 1\ , então ( E(l) ( B E À) , 
e pela parte !I, B c U ),, 
!- \ f /\ =:> (i À ~-= lj À • 
TEOREMA I. 5. 7: 
Logo, pela parte I do teorema, ob 
Assim, r---1 -'· C 
L 1- ( ;, 'll I ( í 3 I ( D E " :J (Eu I (a E \ & o '= sI ) :J ( n À '= r l• i) 
1!. 1- (i.,o)((,)(u E\ :J (EG)(c E l & a 'C S)) :0 ( 1, I ;. C U.)) 
TEORUIA I . 5. 8: 









TEORE~IA I. 5. 9: 
!. 1- (',a)íuC (';.\::O(B)(SE),::OaCS)) 
I ' I!. 1- (\,y)( ,_.\C y :J (6) (SE), :J S C y)) 
DEMONSTRAÇAO: 
I. Se o: c Í--~ \, então (J ~ n \, dai, pela parte I do teorema anterior te-
mos: 
(1) o c [-1 \ ::o (S) (8 E À co o 'C S) 
Precisamos, então, provar que 
a C n .\ , B E ), 1- a f il 
De a c (I )_ obtemos 
([x) (x E a & X E n ),) V 
Então, 
a' n À, ou seja, 
([x) ( x E a & x E Íi ),) 
( z I ' I ,\ ' 
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p;E:.,xEa&xE ~-,\À 1- xEz &zn(Íl 
1- X E ll À 
1-xEzn([AI 
1- X E /1 
1- a f s 
A I = 11 
(31 .'"C .~·'. 11 ), 'E' E- & c ·-'" .. ,:,--;.,,.., .ry, X<::: r, À 1- (y)(yEÀ :JxEy) 
1- 6 E ) :J:::E 0 
1- X E [3 
1- X E o: n S 
1- a f 6 
Logo, de (2) e (3) obtemos 
Consequentemente, 
(4) 1- ~"c ·'· :J U)(S E\ :J o: -f 5) 
Finalmente, de (1) e (4) obtemos o resultado desejado. 
li. Facilmente prova-se, usando-se a parte II do teorema anterior que 
Precisamos,então, provar que 
i 
1
• \ c ·:' :~. E À 1- i3 -f y. 
Por outro lado, suponhamos que 
(11 J !,Cy (2)(3E'( e (31 6 = '( 
De (2), pelo Teorema I.5.5, obtemos S c U :\ e, por (3), y ~ 1"-_) \.Mas, de 
( 1), obtemos -~ '{. Assim temos 
Mas ,de ( l} obtemos 
Logo. temos ' ' ) & ~-)--=y donde, pelo Lema 1.4.3, parte II, temos 
(Exl(xEIII 
Finalmente, pelo Lema I.4.2, parte V, obtemos B f- y . logo, 
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(4) lj À C y, SE À , S = y 1- 6 f y 
Donde, de (1) e (4) obtemos 
1-- lj ).Cy&SE!.::JS,<y 
TEOREMA 1.5.10: 
1. 1- (À)" la 1 "E À} 
!!. 1- (!.,6) (iJE {a a E À} õ SE!.}) 
I!!. 1- (À,S) (8 E til a E À} õ (Ea)(a E À & 6 =a)) 
DEMONSTRAÇM: 
!. A classe til I a E À} e definida como {x I (ES)((xJ(x E 8 =X E a & aE),i)j, 
mas a fõrmula que define esta classe é estratif·icãvel; desse modo, existe a 
classe (ã I a E !.} . 
I!. SE{a I a E À} õ s =a&aEÀ 
=s=a&aEÀ 
õ 8 E À 
I I I. S E {Ci o. E À} _ B = (i & et E À 
_ (Ea)(a E À & 8 =a) 
TEOREMA !. 5. 1l : 
!. 1- (À) ( n {a a E À Í = lj À) 
I!. 1- (À) ( lj til a E À} C n À) 
DEMONSTRAÇAO: 
I. (-•) Observando-se que em NFw prova-se que IExiiAixl :J Bl = lxiiAix! :J B! 
(ver pag. 18) quando x não ocorre livre em B, prova-se, como em Ros-
ser ( [19], pag. 243) que 
(l) xE n {a I aE)d õ (a)(aEÀ::JxEÕ:) 
mas, de (1), supondo-se que 
X E n {a I a E À} ' obtemos 
(2) (o)(a E À ::Jx E a) 
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Supondo-se que :c E lJ \, teremos 
(31 (E SI (8 E A & .c E Bl, donde 
(41 y E À & x E y 
mas, de (21 obtemos: 
(51 y E). ::O ;c E'( 
e, de ( 4 I e ( 5 I te remos : 
(6)xEy 
( 7 I 
e, de (3) temos: 
'"E ' 
"' i. 
Logo, obtemos 1- .;: E y n -y , ou seja, 1~ x E A e, consequentemente, 
--
,. E ' ). 
Por outro lado, supondo-se que x E (j \·, obviamente obtemos 
Assim sendo, teremos 
( 8) 1- x E r') ;;; ~ E ) } ::0 x E lJ ) 
ou seja, 1- rJ ((X i o. E\} C lJ À 
(+-----) Reciprocamente, 
x E T'\ 1- x E c & z n ( lJ .\I = A 





1- X E z n ( u ,_ 
X EA 
-1- X E a 
X E ' I \.. .~"a E f ~ :c 
-E a 1- X E a 
Entao, .::: E u \ ~ a E À 1- X E a 
logo, 1- x c:; U \ ~ (a E\ :) x E Ci) 
como ·21 não ocorre 1 i vre em x E O À, 
1- x E lJ ), ::0 (a) (a E À ::0 X E a) 
e, como no ltem anterior, 
'I 
1- X E u À::> (61(6 E {a I a E)} ::>X E 81 
então, 
1-xEij\:Jc;E 
donde, !- LT;;- _:::: 
" -! l {r~ 
~-I ih 
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a E ), ) 
o. E ;),_} 
!L Como em Rosser ( [l9i, pãg, 243), prova-se: 
( 1 I .T E u ra I '" E ),} :J (E a) (a E ,\ & '" E 0:) 
a E À & .c E u~ ;;: E 
Ci. E A & .r E (X~ x 
1-- rt E ). -:J .T E ct 
1- ;c E C'J. 
1- x E o. n Ci 
1- :r E A 
1-- ,c E il-----:\ 
1- .cc E-~~\ 
e, como a na o ocorre livre em 
temos 
1- (Eu)(u E \ & •· E ~:'.) -:J x E 
então, por (l), 1- :,J {Ct ! a E \} c n ! i ,\ 
OBSERVAÇAD: l) Em Rosser, o item II do Teorema IX.5.11, aqui 1.5.11, e enun-
·----
ciado como 1--(l)( ~ I (--;-
'-·' . 
(\).),mas, aparentemente, em NF nao 
w 
podemos provar que 1-(\)( 1~': À~ L)(~ 11 u.E \}). 
2) O item I do Teorema I.5.ll 




generalização da lei 
a conversa do ítem I I 
então, a lei nào pode ser generalizada. 
o.ns"'aUB 
do Teorema 
. Se, de 
1.5,11, 
A seguir passaremos a deflnil~ Clos (ll,P), isto e, o fecho de uma clas-
se A em relaçâo ã propriedade r, e a demonstrar os principais teoremas so-
bre Clos (A,P). Estes teoremas são de fundamental importância para o desenvol-
v·imento da aritmética em NF , logo, também, em Nfw A def-inição que segue , 
como em Rosser ["19], ê devida essencialmente a Frege. 
DEFINIÇAO: Sejam x1~···~xn~ z variáveis que ocorrem livres em P, porem que 
nao ocorrem livres em A, e 8 uma var·iã"vel que não ocorre nem em A e nem em 
P . Então, 
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C1os(A,P) =df r\ S I " C o & t,~ .~ "'1 r.,. ,.., /J f.' '"']-''''>"'-' -'/l•'''-''''-''"' 
- n 1 n 
ES::lzEBJ). 
Em outras palavras, Clos(A,P), se existir, sera a menor classe 8 fecha 
da em relação ã P; isto e, se XJJ'''Jx E B & P(L_, ..• ,x _, z) então z E s. 
n 1 n 
Para verificar se Clos(A,P) é estratificãvel, o melhor processo ê o de 
escrever por extenso a definição e, então, verificar se é, ou não, estratific~ 
vel. Todaviajse existir Clos(A,P}, isto e, se a fôrmula que a define for estra 
tificãvel, então o tipo de Clos{A,P) terá que ser o mesmo tlpo de ,1. 
Nos cinco teoremas que se seguem usaremos h'(A_, ~ .. P) para denotar a fôr 
mula .1 c S &("" X "l(y ~1_, .•. _, n-' ~- .1_, .•. _, onde as variáveis 
definição dE.' :r,_, . .• _,."C -• 
" n 
explicitadas na z e B estào sujeitas ãs restrições 
C1os(A,P). 
Substituindo-se 
1- 3 Clos(A,P! . 
por '3Hi'A_,0,P) no Teorema 1.5.1, obtemos 
Esse resultado não ê de grande uti 1 idade na demonstração dos teoremas 
-
sobre Clos(.4~P;, pois para essas 
Isso ê fãcil de ser provado, pois 
o for. 
demonstraçoes precisamos que 3 i3H(/!>?·~P;'. 
r;lf(,:~e,)P) ê estratificãvel quando Clos(fl~f'.' 
TEOREMA 1.5.12: 1- (ct)(3Sii(A,3,PJ ::J (x)(x E C1os(",P) (S) (H(a,S,P) ::JxEB))) 
OEMONSTRAÇAO: exatamente como a do Teorema IX.5.12 de Rosser, pâg. 246. 
Este teorema nos fornece uma condiçao necessária e suficiente para que 
"E C1os(a,P). 
TEOREMA 1.5.13: 1- (a)(3SH(a,S,P) 'J u ': Clos(e<,P)l 
DE~10NSTRAÇ1\0: como a do Teorema IX.5.13 de Rosser, pag. 246. 
TEOREMA 1.5.14: 1- (a)(3ÍÍH(a~,S,P) :o 
& P :o z E C1os(o,P)J). 
:_:l(x.) ... ,.r E Clos(o:,P) & 
. n 
DEMONSTRAÇAO: como a do Teorema IX. S. 14 de Rosser, pag. 246. 
Este teorema nos garante que Clos(o:.,P) é fechada com relação a P. 
TEOREMA 1.5.15: 1- (a)(3ÍÍH(a,S,P) :o (B)(a C: S & ;'x~) ... ,:r , 
' n 
E 8 &xJ> ••• ,xn EC1os(a,P) & P ::l z E S/ ::l C1os(,,,P) C: S)) 
DEMONSTRAÇAO: como a do Teorema IX.5.15 de Rosser, pâg. 247. 
"'(X X E 
'"' 1 ' l, ... , .. n 
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Este teorema nos garante que Clos(a.P) e a menor classe que contêm a 
e que e fechada para P • 
Pode-se, intu·itivamente. explicar o processo de geraçao de 
Clos{a.P) da seguinte forma~ começando com a classe a, façamos o seguinte; 
l) acrescentamos a a todos os z tais que :r:J-' ••• ,xr; E o 
assim obtida. 
e P(x.,_, ... ~x ~.:;), De 
' n 
notemüs por s1 a classe 
2) acrescentamos 
notemos por 
a s1 todos os z tais que x 1_. ... _,xn E s1 e P(~·;r ... _..:cn_.z). De 
s2 a classe assim obtida. 
Continuando o processo, obtemos: 
Clos(a,P) =a u s1 u s2 u ... 
Finalmente, ê" fãci·l perceber que a U s1 u 62 U ... e exatamente a in-
tersecçã"o das classes B, que contém o. e que são fechadas em relaçào a P. 
O teorema seguinte nos diz que z E Clos(a,P) porque ou 2 pertence a u 
ou ~; pertence a algum dos e. ger·ados conforme descrlção anterior. 
l 
TEORE~IA 1.5.15: 1- (a)('lBH(a,B,P) & (3z)(z E ct v rE,; 1, ... ,x)(.z1, ... , E 
E Clos(cc,P) & Jl:) (z)l"z E Clos(o.,P):: z E a v (Ex1 _, ... _,.r11 )(:c 1 ~·····rn E 
E Clos(o,P) & P!J). 
DE~IONSTRAÇM: como a do Teorema !X.5.16 de Rosser, pag. 248. 
O teorema seguinte corresponde ao exerdclo IX.5.ll, pâg. 248, de Ros-
ser !19]. 
TEOREMA !.5.17: I. 1- [j A ~ V 
li. 1- I I A . A \,_) 
I II. 1- (j . ' v A 
IV.I-l.)V=V 
DEMONSTRAÇAC: 
I. (--·+)pelo Lema 1.4.4, parte !I, prova-se que (a)(o. :C V); logo, 
(~) 
1-- (1, A :=v (1) 
por outro lado, pelo Lema I.4.2, ítem II, obtemos 
ou seja, J-(x)(;x; E() A), consequentemente) V c 
de ( 1 ) e ( 2) 1- V = fi A 
1-- (a)(o.E/\-.Jx E o.), 
Í.l A (2) 
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I!.(~) aEA& tE o 1- ctEA 
1- (p)(a E 8) (Lema !.4.2, 1tem II) 
1- a E {t} 
i- a= t 
1- tE A 
1 ogo, 1- ~EA &tEa~tEA 
1- (b)(oEA& tEct) ::JtEA 
1- I c! ( (E c~) (a E A & t E a) ::J t E A) 
1-
' 
í AC A ( 1 ) 
(~) por outro lado, pelo Lemd, 1.4.4, item IV, temos que (a)(A ~a), 
1- A c ' 'A (2) 
de (1) e (2) obtemos 1- A o lJ A. 
li I. (-r) Como A E: V, pelo Teorema l.5.5 obtemos 1- ;l V:= A. 
(~) como 1- ' co A ::J (a) (•• E V ::J tE o) 
então, 1- 1\ c r· v 
1 ogo, 1- A - :--~ V 
IV. (-) 1- V c V pelo Lema I.4.4, item II. 
(~) ( E v 1- i. E l' v (pelo Teorema _. 1.5.5, ltem I!) 
logo, 1- t E v ::J 1; E! ! 
''--) v 
1- ( + ' 
' '"I 
. 
', ~ E v ::J 
' 
E I 
·~ I V• ( 
1- v c \, __ • v 
logo, 1- v -= I"__) v 
1 .6. CLASSES UNITARIAS E SUBCLASSES. 
logo, 
Como jã mencionamos anteriormente, definimos c...t'.all.ée_ ul'li.tâ.üa de_ A como 
{A} =df X(x::; A) e L4 1 } u ... u {An} ê a cLM.ée. tu..joh eieme.nto-5 .6éio A1j•••j.4:,1 
e ela serâ" denotada por {Alj'''·'Ar.} 
TEOREMA I .6.1: I. 1- !x) B {x}! 
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TEOREMA I. 6. 2: I. 1- (x,y)(y E {xl = y = x) 
I I. 1- (x,y,z}(z E {x,y} ::: z = x v z = y) 
III. 1- (x1, .•. ,x )(yE {x1, ••• ,x}.:: y=x1 V ••. v y ~ x) n n n 
COROL~RIO l: 1- (x) (x E {x)) 
COROLARJO 2: 1- (.r,y)(:c,y E {x,y)) 
COROLÃRIO 3: 1- (x_, ... ,:r J t.r1, ... ,x E {x1, ... ,x }J : n n n 
TEOREMA 1.6.3: 1- (:c,yJ({:d ={ y} :Jx = y) 
COROL~R 10 l : 1- ( x, !i)( k} - {y} =X = y) 
COROLARIO 2: 1-3 l!x} !Pi ::J (x)({x) E {{x} IP! õ P) 
TEORE1'vlA I .6.4: 1- (:r,y} (x = y = (a) (x E o.::) y E a)) 
COROUíRIO: 1- (,7;_,~J) (:c· = ~J - (a) (.r E ct:: !J E a)) 
TEOREMA 1.6.5: 1- (cL,:::)(x E ex= {x} C a) 
COROLJiiRIO l: 1- r::t,:c) (x E o. :: {x} na = {x}J 
COROLJ'\RIO 2: 1- (a,:;:) (x E a -· {x} U a = a) 
COROLARIO 3: 1- 1CJ.,;:r.:) (;c E o., - (a n {xJ J u td = aJ 
DEMONSTRAÇM: 
(c, n {.r: _r) u {xl = (o. u Lt:}J n ({::::;} u {XT) "'a: n V= a 
logo, x E a I- (.:r., nT.~TJ U {x} =a 
Por outro "lado, se (G n {x}J u {:r} = a , então a u {x} c ,J., e corno 
{ ' -X E O. lJ XI, entao X E a. 
Logo, (cc n -.[)?}) U {x} :::a 1- x E Ci 
Assim sendo, x E o.:; (a n {x}J u {x} =a . 
TEOREMA I.6.6: t- (cx_,x)(x E Ci; a:=_ tx}J 
DEMONSTRAÇAO: '" E a = {x} c a 
_ ii c {x) (pelo Teorema 1.4.17) 
_ a c {x} (pois ã = a) 
COROLÃRIO 1: 1- (a,xJ (.x E a o {x) na = A). 
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DEMONSTRAÇM: X E a 
-
{x) c ã" 
-





a n {x} =A (pelo Teorema 1.4.13, ítem 11). 
--
a n {x) =A 
COROLR:IO 2: 1- (a~x) (x E a::: {x} no, f-AJ 
DEMDNSTRAÇAO: x E a {x} C o. 
{x}í'la={x} 
como {:e} -f A , entã:o, {x} n ex 1- f\ . 
TEORE~1A 1.6.7: 1- (:~.~:r)({x} n,-'"' /\v ~.r} nu= {x;) 
DEMONSTRAÇM: 
Se x E a 1- kl c C'!. 
1- {.d n J = { ,. '· 
1- {:.~} n u = A v L:ê I n C i = (x} 
Se .'l: E 0: 1- { •Y' l. 
-· 
c a 
1- {x;· na = 1\ 
1- [.r} n o: = 1\ v Ld n u = {.r} 
logo, como 1-y E et v x E a , entáo 
1- {x} n a = 1\ v {x J n a = { x} . 
COROU\RIO: !- (o.~ :c) (a.::: {x} =:t ct = 1\ v o:= h!J 
TEOREMA 1.6.8: 1- :x .. y)(:G -f y-:; {xl n {y} = !\.) 
OEMONSTRAÇAO: 
(-+) a) tE X & L E y, tE {x} & tE {y} 1- t = x & t = y 
\- X= y 
assim, 
1- t E y & t E !j 
t- t E ti n y 
1- tE A 
t E x & t E y \- t E {x} & t E {y} :J t E I\ 
1- (t} (tE {x) n {y) :> t E N 
logo. (Et) (t; E ;r & tE TJ,i r- {x} n {y} C I\ 
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b) ;: E X & t: E Y~ t E {x} n {y} 1- t E; & t E x 
1- t E 1\ 
logo, t E -:;; & -L E y !- t E {x} n {y} ::J t E A 
1- (t!!tE{x)n{y):OtEI\) 
donde, (EtJ(t E X & tE y)l- {x} n {y} c A 
de (a) e (b) obtemos 
(Ei;)(t E :r & tE YJ v (Et) (tE x· & tE y) 1- {:r;} n tul c A 
ou seja, :::; F :; 1- {x} n {y} 2::: A 
mas, AC{.r}n{y} 
então, ::c ~ y 1- {x} n [y} =A 
( ~--) por outro lado, 
c c n {' ~~ } ~ 1\ 
' 
1- f 1_:~· I l_) .r v .. 
• n ..- ., I 1\ 1- f~1 n {y} 1\ 1_ .r . ~ ,·r ~ y ~ ·v. ,~_, 
1- L·) ,,,, ~ 1\ 
1- ... (' 1\ 
1- X I i! (pelo Lema 1.4.2, 1tem V) 
logo {xJ n !~l =A 1- X f; Jj 
TEORE~1A I .6.9: 
' 1- i 'I ( ~--, { cd ~ o) , 
11 { ::J ) { 
., 
b,3} n B) 1- I'--'.'~- \ 
' 
~ a 
I I I. 1- ("-· (i \ J.l•···•n' ~ ( (I {a1 , ... ,an} .. al n ... n c' ) , n 
(.:, •O:) ( - ("; I V. 1- • ' u . ' ~ n ( ; I I ' \ • A I a i I 
v. 1--
VI. 1- (c>:.G) { \ ! {n,B} = o: u B) 
. -· 
VII. 1- (-t1 , .... ~:tn)( 1 ___ 1 fc:t 1 , ... ,rtn}- ~1 1 u ... u rtn) 
VIII. 1- (;,o)( 0 (b} U A)~ a U ( ',_) \)). 
OEFINIÇAO: Seja A uma classe, denotamos por USC(A) a cA'll.6-5C. da,5 t.lLbci' .. aMeA u_-
n ..ctéi.r.._<.m de. il. e definimos 
USC(A) -df {{x} I xEA} 
onde x ê uma variâvel que nao ocorre em il. 
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Definimos, também 
USC 2 !A) como USC(USCIAJJ 
USC 3!AJ como USC(IISC21AJJ etc. 
Além disso, definimos os nUmeras cardinais O e l como: 
USC(A) ê estratificãvel se, e somente se, A ê estratificável, o mesmo 
ocorrendo para usc2 {A), usc3 rAJ, etc. Para estratificaçâ"o, USC(A) deve ter um 
2 -tipo a mais do que A, use (A) deve ter dois tipos a mais, etc. o e l sao 
estratificãveis e a eles pode ser associado qualquer tipo. 
TEOREMA !.6.10: I. 1- (a)(3 (USC(a))) 
li. 1- (a,x)({x) E USC(a) = x E a) 
li!. 1- (a,x)(x E USC(a) õ (E&)(y E a & x o {y}) 
COROLMIO 1: 1- (a)(~USC2 (a)) 
COROLARIO 2: 1- (a,x)l{{x}} E USC 2 (a) = x E aJ 
2 COROLMIO 3: 1- (a,x)(x E USC (a) õ (Ey)(y E a & .T o {{y)lJ) 
COROLARIO 4: 1- (x) ({x) E lJ 
COROLARIO 5: 1- (xJ(xEl õ !EyJ(x o {y)!J 
TEOREMA !.6.11: 1- (a)( U (USC(a)) o a) 
COROLMIO 1: 1- (a,B)(USC(a) " USC(S) õ a" B) 
COROLARIO 2: 1- 3 {USC(a) I P} :J (a) (USC(a) E {USC(a) I P} - P) 
TEOREMA !.6. 12: 
I. 1- (a,S)(USC(a n S) o USC(a) n USC(S)) 
][. 1- (a,S)(USC(a U S) o USC(a) U USC(S)) 
]][. 1- (a,S)(USC(a- S) o USC(a) - USC(B)) 
IV. 1- USC( /\) o 1\ 
v. 1- (a,S)(a ~ S õ USC(a) ~ USC(S)) 
VI. 1- (o,S)(a c B õ USC(a) c USC(S)). 
- q ~-
DEMONSTRAÇAO: Provaremos, em primeiro lugar, o item IV, uma vez que ele nos se 
rô necessário posteriormente. 
!V. 1- USC(A) " A 
como A:":: USC(/\), basta provar que 
USC(A) c A 
'"E USC(A) 1- 'EJ)!!i E A & c· o {y)) 
1- ::; E: {\ & X = ( :'.) 
1- }: c . 
1- o• E /\ ,, .. 
então, 1- . E USC(A) :0 , . E A 
1- (.;:; ,: E use (Ai ::J ): E 
logo, 1- USC(A) c A 
-
N 
IIL 1- (·'-,8)(USC(c•- K) = USC(::<.) ·· USC(r~)). 
Devemos mostrar que 
USC(~;. n 3) = USC(o:) n USC(~) 
(~) .c E USC(, n S} c .c te USC(") & ,. E USC(f) (pelo 1tem !) 
----
:r E USC(et n 3), X E USC(2) 1- ~c E USC (et) & .r E USC(B) 
1- .cEUSC(l\) n USC(G) 
x E use('" n il), .~E USC(") 1- X E IJSC(G) & .r E USC(8) 
1- x E USC(3) n USC(S) 
1- x E USC(S n 8) 
1- x E USC(A) 
l- x E A (pelo 1tem IV) 
1- x E USC(a) n USC(B) 
e, então, 
1- USC(." n S) 'C USC(a) n USC(S) 
(~) Por outro lado, 
-·--· .. -
X E USC(a) & x E USC(S), c· E UCC(b) 1- x E USC(S) n USC(B) 




xEUSC(a) & x E USC(8) 1- x E USC(g) ::> x E 11 
1- USC(S) 5: 11 
1- USC(S) = 11 (Lema !.4.5, 1tem li) 
1- USC(S) = USC(II) (pelo Hem IV) 
1- 8 = 11 {pelo corolario 1 do Teo. 
logo, 1- s =v 
~ 
então, 1- a n B = a 
como a njl =a, então USC(a ns) = USC(a) 
mas. x E USC(a) & x E USC(S) 1- x E USC(a) 
1- X E use (a n S) 
1 ogo. 
1- ·"E USC(a) n USC(S) ::> x E USC(a n S) 
1- (x! (x E USC(a) n use(s) ::> x E USC(a n S)! 
então, 1- USC(a) n USC(S) 5: USC(a n S) 
de (1) e {2) obtemos o teorema. 
VI. 1- (a,S)(a c 6 c USC(a) c USC(S)) 
Pelo Ttem v, a ::; s " use (a) ::; use.( s) , 
então devemos provar que 
a t S - USC(a) t USC(S). 
1.6.11) 
(-) a t 6, USC(a) =use( a) 1- a= S (pelo corolario 1, do Teo. !.6.11) 
1- a n s I 11 v a n 8 f. 11 (de a f. s) 
1- tEa.nBv tEO.ns 
1- tEanã:v tESns (de a = S) 
1- t E 11 
1- USC(a) ! USe(S) (pelo Lema I.4.2,1tem V) 
a f. S, USC(a) f. USC(S) 1- USC(a) i USC(S). 
logo, 
a f. 8 1- USC(a) f. USC(8). 
( 2) 
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(~) USC(a) f USC(S), a f S 1- a f S 
USC(a) f USC(S), a = B 1- USC(a) = USC(S) 
1- USC(a) n USC(S) f flv USC(a) n USC(S) f fi 
1- tE USC(a) n USC(S) v t E USC(a) n USC(S) 
1- tE USC(a) n USC(a) v t E USC(B) n USC(S) 
1- i E A 
1- a f S (pelo Lema !.4.2, ltem V). 
1 ogo, 
USC(c:<) f USC(S) 1- a f S. 
COROLMIO 1: 1- (S)(USC(]l) = l- USC(S)) 
DEMONSTRAÇAO: basta fazer a = V no 'ítem III do teorema. 
COROLARIO 2: 1- (u)(USC(.<) ~ 1) 
DEMONSTRAÇÃO: basta fazer ô =V no ítem V do teorema. 
TEOREMA !.6.13: I. 1- (a)(:Jxrlxl E a!) 
I I. 1- (ct,.T} (x E .i({x~ E o.) ~ {x} E rt) 
TEOREMA !.6.14: 1- (u,S) (a~ USC(S) ::> x({x) E a! ~S & a= USUxl{x} Eu!!) 
COROLARIO 1: 1- (a)( a~ I::> o= USC(x({x) E a!J) 
DEMONSTRAÇAO: basta fazer B = V no teorema. 
COROLMIO 2: 1- (a,S)(a ~ USC(S) = (Ey)(y ~ S & a= USC(y)). 
TEOREMA !.6.15: 1- (o)(fl E USC(a)). 
DEMONSTRAÇM: 
AEUSC(a) 1-/\ EUSC(a) 
fiEUSc(o) 1- !E::)IzEa&fiE{z}) 
1- fiE {z} 
1- 2 E A 
1- {x~y) (x E y) 
1- fi E USC(a) 
logo, 1- fiE USC(o) 
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COROLMIO l: 1-· (a) (USC(a) f O) 
DEMDNSTRAÇ~:O: O c {11), mas 11 E USC(a) e 11 E {llí; logo, ([y)ly E USC(u) & 
& y E OJ, donde obtemos USC(a) f O. 
COROLARIO 2: 1- l f O. 
DEMONSTRAÇJl:O: basta fazer a= V no corolário 1. 
TEORHV\ I.S. \6: 1- (J;)(USC({x}) = {{x}}) 
DEFINIÇi.,O: Seja,; urna classe. Denotamos por SC(AJ a cJ:a.o-67_ de toda.-:, ~s .sub-
c..ta66í!.-S de ,1 e definimos SU.4) da seguinte forma: 
SC(A) =df Sr.3 ~ Aj 





SC(SC (A) I 
SC(SC 2 (;U) , etc. 
ocrJ rrendo par a 
~ estratificãvel se, e somente se, A~ estratific~vel; o 
SS 2(;:_; , SC\A) , etc. Alêm disso, se h. ê estratificãvel, 
tão o seu tipo sera: uma unidade menor que o tipo de SCL4j , duas unidades me-
nores que o de sc 2 r/~) , etc. 
Gera-lmente, se b E SC~'A) , dizemos que 11 23 e uma subclasse de A". 
TEOREI·IA 1.6.17: I. 1- (a)(3SC(o)) 
!!. 1- (o,R)(S E SC(.o) - 3 ~o) 
TEOREMA 1.6.18: !. 1- (")(~E SC(a)) 
li. 1- (a) (li E SC(o) I 
I I I. 1- (a,S)(cc n SE SC(cc)) 
IV. 1- (a ~l(" E c1 = 
'" ' " ' -
(x} E SC(a)) 
DEMONSTRAÇAO: 
li. consequência do "ítem II do Teorema 1.6.17 e do fato de que (o.)(/\~ ·::t} 
GOROLÂRIO 1: 1- (,)(USC(a) C: SC(:x)) 
COROLARIO 2: 1- ('c)(USC(a) c SC(cc)l 
DEMONSTRAÇAO: basta provar que USC(a) 'SC(o). 
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Pelo Teorema 1.6.15, temos 1-R 1\ E USC(a} e, pelo "item II do teorema L6.l8, 
1-/\ E SC(o:.). Dal~ 
----
1-- f\ co use (a) & f\ E se (a) 
=-c-c-logo, r[t) (t E Se(a) & t E USe(o)) 
donde, 1- USe(a) f se(a). 
'EOREI~P. 1.5.19: I. 1- Se(!\)= O 
li. 1- se(V) =V 
TEOREI~-' !.6.20: 1- (a)( U (SC(a)) = u) 
CDROLARIO 1: 1- (a,S)(Se(u) = Se(S) c a= B) 
eOROLI\RIO 2: 1- 3{SC(,J i P} :::J (o)(Se(o) E {SC(a)! P)- P) 
CJRDI.ÃRIO 3: 1- (e<,il)(a I e= SC(e<) I SC(B)) 
DEMONS TR~Ç)'i;O .: 
:'--·,_) :f ;~, SC(,J:) "" SC(3) 1- a= :~ 
1- a n p f 1\ v Q n 3 f 1\ (de ,J. f G) 
1- -t-EJ.n(?~v tE::Zns 
1-- t E ·:x n ;· v t; E 5· n B (de Y. "' :~) 
1- t E 1\ 
1- SC(a) I se(B) 
a f B, Se(e<) t Se(s) 1- Se(a) I Se(B) 
logo, 
ui S 1-SC(o) I SC(B) 
(-) SC(:") I Se(s), a I S 1- a I S 
SC(e<) I Se(S), '" = B) 1- SC(a) n Se(5) I f\ v SC(cJ) n SC(S) I,~ 
logo, 
1- tE Se(a) n Se(s) v tE SC(a) n SC(G) 
1- tE SC(cx) n"SC(o:) v t E$C(e) n SCU;) 
1- tE A 
1-· a I 3 
SC(a) f Se(s) 1- a I S • 
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Os teoremas seguintes correspondem aos exercícios IX.6.3 a IX.6.7 de 
Rosser [19] . 
TEOREMA !.6.21: 1- (\)(\ ~ SC( lJ \)) 
TEOREMA !.6.22: 1- (a)( n (SC(a)) = A) 
TEOREMA !.6.23: I. 1- (a,S)(a ~ S- SC(a) ~ SC(S)) 
I!. 1- (a,S)(a c S- SC(a) c SC(S)) 
TEOREMA !.6.24: 
I. 1- ('.,w)(SC(\ n w) SC(\) n SC(a)) 
I!. 1- (\,w)(SC(\ u 1:) ={a u SI a ESC(\) & SE SC(•.:)":) 
TEOREMA !.6.25: 
I. 1- (>)(\IA ::lUSC( n \) = n {USC(a) I a E\}) 
I!. 1- (!.)(USC( I_! \) = U {USC(a) I o E\,}) 
I. 7. VARIAVEIS RESTRITAS AO DOM1NIO " . 
Seja Z uma classe e x~y,z variãvels que denotam os elementos de l: .. 
Como ê muito comum trabalharmos com var4âveis restrltas, precisamos de 
senvolver uma técnica para manuseã-las. 
Uma parte importante dessa têcnica e o uso da quan.t1,1ic_aç_ão !tMW.X.a. 
Se x ê restrito a Z , ent~o definimos: 
(x)P =df (x)(x E L::::) PJ 
([.r)P :::df(ExJ(x E I & PJ 
Visto isso, podemos trabalhar com variãveis restritas da mesma forma 
que trabalhamos com variãveis quaisquer. 
TEOREMA !. 7. 1: 1- ( x) ( x E a = x E a n E) 
TEOREMA !.7.2: 1- (x)((x E a= x E S! = (a n c= e n L)) 
DEF!NIÇI\0: (a)P =df (a)(a ~E ::l P) 
(Ea)P =df (Ea)(a ~E & P) 
TEOREMA !. 7.3: 1- (a,S)( (x) (x E a = x E B! - a = B) 
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OBSERVAÇJ'\0: Este teorema representa a Forma Geral do Axioma da Extensionalida-
de par a var-iãvel restrita e ele ê equivalente a: 
1- (G,<t:)((<P 5: I & G C i: :J (;r)(:r: E a::: x E BJ)- a= 8) 
OEFINIÇAO: Jâ definimos ::i::P como 1a(x) (x E a. - PJ. Quando J' for variãvel res 
trita, temos: XP =df Ü(1_, E L & PJ 
TEOREMA I.7.4: 1- (!_;,,p)(q:, ~L: & (u)(u E L :J (u E cp _ Fru)))- ,.-,Aj(u E (.J 
~ u E [ & F(u);). 
TEOREMJl. I. 7. 5: 1- Se. ·'J ~ wna L'a.Jt.-lávc.l que_ não oc.O/UI..e 011 F (r) , c.n:tã_o 
:EOREr~A 1.7.6: 1- ~ útu E I & F(u)) :JiF(:rJ = U(u E l. & F(u.:) 
COROLJ'.IRIO: Se r.< E wnn va.-~~ãve.f que. ~wo oc.oMe. em F(x) entâo 
TEOREMA I.7.7: 1-- (~)~+7P :J317(>: E 1: & P)) 
-TEOREMA I. 7 .8: Se. ú HaO 
OBSERVACAO: Este teorema e o Esquema da Separação para variáveis restritas. 
TEOREMJ\ I. 7. 9: 1--- 3.?P :J ~:::p C I 
COROL~RIO: 1- 3iP :J ,CP " xP n I 
TEOREMA 1.7.10: 1- 3.::-r ~((:c:)(:r E iP =: PJI 
TEOREflA I. 7. li : I . 1- (.r) (.1.' E L __ x == x) 
1!.1- (.;c)(xE<IJ-xt.T! 
li I. 1- (o.,J S_,x) (x E ex ('[ ;3 =' x E a & ;;._· E 8) 
IV.I- t'u.~B~:::)(x E a U S:: x E a v:;; E S) 
V. 1- tur1·} rx E Co. :: I{:;· E a) .1 
Vi.l-- (~::)(x E V:::: (Ey)(x E y)) 
VII.1- (x)(xEI\õõ (y)(xEy)) 
VI I I. 1- (x! (x E a = (EzJ (x E z & z na = 11 & z U a = V! 
Este teorema ê bâsico para extende1· os resultados da secçâo I.4 para 
variáveis r·estritas. 
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I I - PHAÇOES E FUNÇOES 
I I .l. O AXIOMA 00 INFINITO 
Apesar de que em Nfw, o esquema da separaçao permite a existência de 
um nUmero maior de classes do que em NF, iremos desenvolver apenas a parte 
correspondente aos resultados de Rosser [19]. os quais são obtidos usando o es 
quema da separação apenas quando F( .. d e estratificâvel. A parte especifica de 




contém o símbolo :J, não serã abordada neste t~~abalho. 
Devido ao esquema da separação, em NF w podemos ter pares ordenados em 
que::: e ií tenham tipos diferentes. Consequentemente, também podemos ter rela-
çoes em que os tipos x e y sejam diferentes, bem como relações definidas dire-
tamente por· fórmulas nao estratif·icâveis onde não figura o simbolo ::J. 
DEFINIÇOES: 
~ + ! =df{a U B 1 a E A & 6 E ? & a r e = A} 
Nn "'df ~~( (3) (0 E S & ({y) (y E S J y + l E ~;- :::>;r E ~~)) ,' 
onde na definição de . .5. + 5 , a e B sao variâveis distintas, que não ocorrem 
em A ou?. ,1 + B e estratificâvel se, e somente se, ,~ =F e estratificãvel . 
A estratificação de A + B exige que .4 e r tenham o mesmo tipo, o qual tambêm 
sera o tipo de A + B. 
Nn e estratificâvel e, como nao contém variãveis livres, rode lhe ser 
dado qualquer tipo. 
E bom lembrar que Nn denota a c.ta.~,~c_ do.& rwme.Jto-6 Ha.trthCLLs e A +B é 
a notação para .:\uma de_ doi.ll .{.nt:e.i.Ao6 não ncga.tivo-S !t tL F . 
TEOREMA I I .l .1 : 
TEOREMA I I. 1.1: 1- (m) (O i nr + l) 
en·1 =J\&SUy= ~· I I lJ. / 
DEMONSTRAÇAO: Suponhamos o= m + 1. Então, pelo Teorema II.1.l e l- 1\ E O 
obtemos: 
SEm & y E l & S n y = 1\ & B u y::: A . De ·y E l, pelo Corolário 5 do Teo 
rema 1.6. "10, obtemos:- y = {y} 
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Dai, yEy e,então, yESUy.Mas,SUy=f\. 
1 ogo, y E 11 . 
Logo, pelo Lema 1.4.2, item V, temos 
(x,y!(x F y), donde, O F m + 1. 
Se supusermos O # m + 1, obteremos O F m + l. 
Assim, de O = m + 1 v O I m+ 1, obtemos 
O I m + 1. Ou seja, 1- (m) (O 1 m + 1). 
Recordando a definição de Cl os (A, P), ne 1 a podemos fazer A = {O} e 
P- x + l = z. Então H(A_.B_,P) "'ctf {O}~ 6 & (x_.z)({x E B & x + 1 = z):) zE8). 
Como essa fórmula é estratificãvel, entào 1- 36 H (A_. B_. P). 
TEOREMA !1.1.3: 1- C1os({O}, .T + 1 o z) o Nn. 
DEMONSTRAÇAO: como em Rosser, usando o Teorema 1.5.12. 
TEOREMA li. l. 4: 1- O E Nn . 
DEMONSTRAÇAO: como em Rosser, usando o Teorema 1.5.13. 
TEOREMA ll.l. 5: 1- (n) (n E Nn :J n + 1 E Nni 
DEMONSTRAÇAO: basta usar o Teorema !.5.14. 
TEOREMA 11 . 1 • 16: 
1- (8) (0 E 6 & (y) (y E 6 & y E Nn :::) y + 1 E 5,: :::) Nn C GJ 
DEMONSTRAÇAO: basta usar o Teorema !.5.15. 
TEOREMA I I .1 . 7: 1- (n) (n E Nn :: n "' O v (Em) (m E Nn & n = m + l)) 
OEMONSTRAÇAO: como em Rosser, utilizando o Teorema 1.5.16. 
TEOREMA ll.l. 8: 1- (m) (m = m + 0) 
DEMONSTRAÇAD: 
(-r) a. E rn l- a E m & 1\ E l) & a nA = A & ,J U/\ = a 
1- (ES~ yJ (6 E m & y E O & l~ n -y = A & 6 U y = o.) 
1-a.Em+O 
1 ogo, 1- a E m ~ a E m + O 
. 
1- (a) {a Em ~ a E m + 0) 
1-mCm+O 
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( +-) a E m + O 1- B E m & y E O & S n y = A & 8 U y = a 
1- y =A 
loqo, 
donde, 
1- S U A= o. 
1- B =a 
1- a Em 
1-a.Em+O:::;aEm 
1-m+OCm 
TEOREMA II .l .9: 1- (m~n) (m + n = n + ,,.,;) 
TEORD~.A II.l.lO: 1- (m~n~p~u)(o. E (m + nJ + p:: (E6~y~6J(B Em & y E n & 
& 6 E i' & ~ n y =A & s n 6 = A & y n 6 = A & s u y u 6 = o! J 
TEOREr•IJ~ I I .1.11: 1- (m~~~~p_,c;.J (c, E r1 + (n + p) :: íEB_, y_,ó) (6 E rr; & y E n & 
& :) E p & p n y "' A & s n 6 = A & y n o = 1\ & 6 u y u 0 = a)) 
= n; + (Y!-1-p)) 
TEOREi··1A I I. 1 . 12: 1- 1 E Nn. 
Provaremos, agora, o Prindpio de Indução Matemâ"tica, que e: 
Se 1- f(O) e 1-·(,;)(f(nJ & r E Nn ~ F(n + l)), então 1- (n)(n E Nn ::J f(n)J 
o qual sô pode ser provado se F".;:.) e estratificã"vel. 
TEOREi·1A I I. I. 13: Seja P wna ~Õ-'UnuJ:a e-sVuLt.ib_.L.c_áve.t. EIU:ão, {Sub em P:n pO!l. O} 
(y~) (11 E Nn & P) :J {Sub em P: n poh n + l} 1- (n) (n E Nn :J PJ. 
DEMONSTRAÇJ!:O: como em Rosser [191 , temos: 






Se P ê estratiflcãvel, então: 
E - p p n n -
o E - p - {Sub n em p 
' 
n po!t O} 
,, + 1 E - p n - {Sub e.m p, n poJt n + l} 
Dal, pelo Teorema II.l.6, O E íiP, (n)(n E ~ln & •? E iiPJ :)n + l E 
E ~1 P 1- Nn C Çi P • 
Nosso teorema segue de (1), (2) e (3). 
OBSERVAÇÃO: Usualmente, este teorema e escrito substituindo-se P por F(n) 
{Sub em P: n po!L O} por F(O) e {Sub r.m P: n po!t n + 1} por F{n + 1). Então. 
dizemos: 
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"Se. F(n) e: ubta:ti...6J..eâ.ve1., e.ntã.o 
F(O), (n) (n E Nn & F(n)) ::J F(n + l) 1- (n) (n E Nn ::J F(n))" 
TEOREMA I I. 1 . 14: 1- (m, nJ (m, n ~ Nn =:. m + n E NnJ 
TEOREMA I 1.1. 15: 1- l + l = 2 
1- 2 + 2 == 4, etc. 
OEMONSTRAÇAO: Provemos que 1- l + l = 2. 
Sabemos que l = l +O. Dai, 1 + 1 = (1 + 0) + (l +O) = (1 + 1) + 
+ (O + O) = 2 + O 2. 
O Teorema seguinte e a adaptação para NF do Teorema X.l .16 de Rosser 
w 
[191 . 
TEOREMAI1.1.16: 1- (m,o..J(a.Em+l-(ES,J;)(SEm&xEG&SU{x}=o..)J 
DEMONSTRAÇAO: 
u. E rn + l ::; (ES_, -y J (f E ::1 & '( E l & G :'1 ~~ =A & 6 U y = a) 
Precisamos provar que: 
C E m & {x} E l & B n {x} = fi & S U {x} = a - S E m & x E B & B U {x} = a 
istoê, F~G. 
a) 1- F ~ G (Se provarmos que F =:J x E 8_, então a prova de F :J G torna-se 
lmediata). 
F, X E B 
F, X E B 






.-r: E R 
X E B n {x) 
xEA 
X E 5 
X E B 
b} 1- G :J F (Se provarmos que G :J S n {x1 =f\ , então a prova de G :J F to1· 
na-se imediata). 
G \-x E S 
G 
' 
t EBn {x} 1- tE 8 & t = X 
1- xE B 
1- X E 8 ns 
1- x E {I 
1- t E {I 
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1 ogo, G 1- t E S () (x} ~JtEA 
G 1- (t)(tEe,n{:d -:JtEN 
G 1- s n (x} CA 
como. A ~ B n {:c} , então, G 1- S n {.d "' 1\ 
Assim sendo, 1- f :: G e, deste resultado obtemos: 
(Ei3Jy)(8 Em & -y E 1 & (::l n y ~A & B U y = 11):: 
(E3, y) rs Em & :r: E e & 8 U {:J:} "" o:) 
Como o antecedente desta equivalência e a E r.,+ l, obtemos o teorema. 
COROUíRIO l: 1- (11)(aE 2::: (E.J:~u).r;;: f y & [x~yl = cx)J 
DEMONSTRAÇAO: o: E 2 ; ~E 1 + 1 ~ (ExJG r~ E 1 & x E} & B U {x} = a) 
("-+) Provemos, entào, que 
([x_.. :-)) r f;. E l & X E (~ & 5 U {x} -" a) 
B E l & x E ~, & P U -::r:} = :., i-- 3 = {._; :- & 3 U {.r} - ·J 
B E l & X E e- & ' u fx! ~ o " , 
p E l & 
'" 
E 6 & 3 u Ld Ç( , 
1- {x} U {y} :: Ct 
1- Lê, :tl ~ a 
- f 7/ 1- ... 
' 
y 
" y 1- s = {,y} 
1- !/ E Q ,, 
1- :t' E 8 
1--
-
E f n ,, 
1--
-1' E 1\ 
1- X f-!:/ 
logo, i3 E 1 & ;.c E i3 & S U {x} = a 1- :c F ~~ 
s 
assim, B E 1 & .c E { & B u {:c} =o: 1--- _,: 1- y & L::_..;,;J =c>. 
1- r'Ex_,:J) (x f p & k_..td =a) 
donde, 
(Ex_..S)(B E l & X E 6 & s u {:r} --r)'. I ::J (Ex,{f}(.:r: t- y & h·~u} =a) 
(+--) Provaremos. agora, que: 
.x f y & Lc~ y} = a !- (E.-r_, SJ (G E l ~ x E B & B U {.x} = a) 
x f y & {x_, y} = o. 1- {y} U {x} "" G 
!- {y} E l 
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X f y & L·,yl - a X E TYT 1- X E TYT 
X f y & {x,y} = a xE {y} 1- X = y 
1- X f X (pois 
1- t ExnX 
l- t E 1\ 
1- X E TYT 
logo, :r t .'-J & {x,y 1 =a !- x E TYT 
donde obtemos 
X f y) 
x f y & {x,y) =a 1- {y} U {x} =a & {y} E l & x E \yT 
e, então, 
X f y & (,,,,y) 
donde, 
ct 1- (E_B, x) ( S E l & x E B & 6 U {.T} = oJ 
(Ex,y)(,-;; f y & ;'~:,y} o) ~ (EB,x)(B E 1 & x E 6 & ,8 U {x} = :'t) 
consequentemente, 
:1 E 2 =:= :'Ex,y) f::; -f 1! & {x,y} = a) 
COROLMIO 2: 1- (a) (a E 3 - (Ex,y,z! (x f y & .~ f z & y f z & {x,y,zl = u' 
DEMONSTRAÇAO: anâloga ã do corolário 1. 
-Como em Rosser [19], introduziremos agora um novo axioma que e equiva-
lente ao axioma do ·infinito: 
AXIOMA: (rr:,n)(m,l:. E Nn & m + 1 = n + l ~m = n) 
Assim, os cinco axiomas de Peano para inteiros não-negativos sao ex-
pressos pelos Teoremas 11.1.4, II.l.5, 11.1.2, IL1.13 e axioma do infinito. 
Os prõximos teoremas correspondem aos exerclcios X.l .1 a X.l .4 de Ros-
ser [191, mas, é interessante colocá:- los aqui para mostrar que em NF pode-se 
w 
provar propriedades usuais da aritmêtica. 
TEOREMA I I.l .17: 1- ('N~ n)(m + n = O :o m = O & n = 0) 
DEMONSTRAÇAO: 
Pelo Teorema li.l .7 , prova-se que para todo numero natural n, 
n = O v n p + l, onde p E Nn. 
n = O, m + n = O 1-m=O&n=O 
n '0: p + 1, m + n = O 1- m + (p + l) = O 
mas, 
donde, 








A reciproca e imediata. 
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(m + pJ 
(m + p) 
xEA 
m = o 
n .. o 
m = o & 
= o & n 
+ l .. o 
+ l f o (pelo Teorema 1!.1.2) 
( pe 1 o lema !.4.3, item I I ) 
n = o 
= o 
TEOREMA II.l.l8: 1- (rr;~v:~p)~r~,r:,p E Nn & m + p = n + ,_., :Jm = n) 
TEOREMA 11.1.19: 1- !•n! •• , E Nn CJ mIm+ l! 
DEMONSTRAÇAO: por induçao sobre m. 
a) O I O+ l (pelo Teorema li.l.2) 
da"í, F(D) =o 1 o+ 1. 
b) Mostremos que f-,'nJ :J F-'n + l; 
n f n + l~ n + 1 f (n + 1) + 1 1- n + lf (n + 1) + l 
n F n + l, n + 1 (pelo axioma do infinito) ( r"i + l;' + 1 1- n = n + 1 
1- n I n 
1- t E n nn 
1- t EA 
1- n + 1 f (n + l) + 1. 
da 1, n f- n + 1 1- r.. + 1 f /,,_ + 1) + l 
fazendo F (n,· n -f n + l e F! n + l) - n + 1 t- (n + l) + l, 
então F(n) ::J Firi + l; 
assim obtemos: 
se 1- f(O),então 1- (n)(nENn&Ftn)):Jf(n+l) 
donde. pelo princlpio de indução, 
1- (m) (m E Nn :J'"" f rr.· + l) 
DEFINIÇM: m .s;; n 
m < n 
m ~ n 
m>n 
TEOREMA 11.1.20: 





(Ep! (p E Nn 
111 < n & m 
n.;;;; m 
n < m 
& n = m + p) 
I ,., 
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b) 1- (m,n}(r~.:;;; n ='' Ti1 < n v rr; n) 
c) r- (m) (n E Nn __ O .,;;; m) 
d) 1- (m) (m f: Nn __ rn -== O v m > 1) 
e) 1- (m~n)(m~n E Nn & r>l.ç n & n <: m ~m ·- nl 
9) J-- (r!.'_, n) (rr: < n ::) (Ep) (p E Nn & n ::: m + p + 1) J 
i) 1- (m_, n_,p) (1'7 <'(; r.. & r; ,;:: p ":J m .;:;; D; 
j) 1- (rn,n,p)(m,.n__,p E Nn :J (rr < n & n < p _:) rn < p)) 
r) 1- (m~n) (m,n E rm :J (rr: < n + l - T': < ,.~ ' ' 
s ) 1- (~:"__,Y!) (rn_,n E Nn :J ' ·.m < n v 1:! o ;.-: v rr_ > .1. / 
' 
DEI~ONSTRAÇM; 
b) (->) r;-; -~ n , m = n 1- m < 11 V ,'/: ·-
m ,;;;; n _, m I= r: 1- m < n 
1- rt' < n v m = i': 
·1 ogo, 1- ''·' ,;;._ n :) -n < n v "' = Yt 
(~) m < n 1- m < n 
m = n 1- o E Nn & m = n + o 
!-- (Ep) (p E Nn & m - n é p) 
1- m .;; n 
logo, 1- m < n v m - n :Jm ,.; n 
+ r: ) ,, 
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Em sua formulação original, o exerclcio X.l .4, aqui Teorema II .1.18 
possui os ltens f,t,u, enunciados da seguinte forma: 
f) 1- (m~n)(m~n E Nn & m < n ::J l{n < ."1)) 
t) 1- (m~n)(m,n E Nn ~ (m < n =: l(n.:;;:; m)) 
u) !- (m,n)(m,n E Nn ::J (m < n::: l(n < m)) 
os quais, aparentemente, não podem ser adaptados para 
gação de fõrmulas não atômicas. 
!!.2. PARES ORDENADOS. 
NF 
w 
por conterem ne 
Para trabalharmos com pares e, em geral, com n-uplas ordenadas precis~ 
mos das seguintes definições: 
!}l(A) =df Ç(ExJ(x E A & (x E Nn & y = x + l v v·~ Nn & :: = x!) 
•êll iA) =df {~(L1 1 X E A} 
0 (A) 2 =df {{O} U ~(x) j x E A} 
=df x(~(x) E A) 
Q,(AJ =df x({O) U <HxJ E A). 
Em todas, x e y são variãveis distintas que nào ocorrem em A. 
4J(A), ·J1 (A), e2 :AJ_, :2/tU, c:2 rA: são estratHicãveis se, e somente 
se, A for estratificôvel e, nesse caso, levam o mesmo tipo que A. 
<.4 .. B> e estratificãvel se, e somente se, _4 ::.B ê estratificãvel e, 
nesse caso, {A., R) deve ter o mesmo tipo de .4 e de B. 
Chamamos <A,B> de pa.!t o-'l.de.nado de. A e. F. Além disso, o1 rAJ e Q2 (AJ 
são as inversas do par ordenado, no sentido que 
Q
1
((A,B)) =A e Q2 (<A,B)) =B. 
TEOREMA lI. 2. l. 
I, 1- {y.,z) (y E HzJ ::: (Ex) (:.r E z & (x E Nn & y "' x + 1 V x V Nn & y =:c))) 
11. 1- (a.,x){x E o1 ra.J:: (Ey)(y E a & x = ~(y)J) 
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III. 1- (_:t~x)(:,: E: ::,2 ia.i =: (Ey)(y E l'< & x ={O} U 1J(y))) 




- H x) E a:J 
VL 1- (Cl._. .T; (:,; E - {O} U 1p(x) E a) 
TEOREI~A IL2.2. 1- !x_,;;)(Hx! "<f>(y!- x-- y) 
Dt:MONSTRAÇJ\(}: bastél provar que 
Suponhamos :; E:. :1·_, r~(x) -- c,dyJ e z E Nn. Então, 
;;; E :r & ( <: C Nfl Et :; + 1 ;.; + 1 V <:: E NT'1 & .s + l = z) 
Logo, 
(Ex)(;; C::.r & /:-:.c Nn & ::;+1-"'::.·+lv;; ENn & z + 1 "'x)) 
isto é, :c+ 1 E(·(;:;; logo,~:+ 1 E Ç-(y) 
então, 
,.,, E y & r':J E Nn & :; + 1 ui + 1 v w E Nn· & z + 1 "' u;J 
mas~ 
,._.; E ::__, i.; E Nn & ,, + 1 ·· iu + 1 1- iJ '" z & w E y 
1- ., E u 
1- :~ + 1 E Nn 
1- .:; + 1 E Nn 
1- + l E Nn 
1- z + l E 1\ 
1- z EU 
(pois, 
n Nn 
logo,:, E Nn, r::.~)"' H;;·} 1- z E :x: J z E y 
de maneira anâ'loga, prova-se que 
z E Nn, ;i:>{;t) = 1J(y) 1- :_;E;_;::) z Ex 
logo, 
(l) zENn, ~(1·) =Ç,(y) 1- zEx __ zEy 
Suponhamos, agora, que: 
z E Nn, iJ(:;:;) "" rf,{y), z Ex 1- z E Nn & z :::: z 
por h·ipõtese, __ E Nn) 
1- z E'..: x & ( z: E Nn & z - z + 1 v z E Nn & ... -- .:::) 
mas, 
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1- (EtJ(t Ex & (tE Nn & z = t +l v -t;ENn &z::.t)) 
1-z E ifl(x) 
!-zErp(y) 
1-w E y & (wENn &z =1J + 1 V u)ENn ,~ "' ""uJ) 
w E y & w E Nn & z = w + 1 1- w E Nn 
t- ''i+ 1 E Nn 
1- z E Nn & n E Nn 
1- " E Nn n Nn 
1- z E A 
1- z E y 
::J E y & w E Nn & ?. = w 1- z E y 
logo, 
:; E ·Nn, ~D(x) = ifl(b) 1- z E .r =:J z E y 
de modo anã1ogo, prova-se que 
z E Nn, cV ( x) = $ ( y J 1- z E y ::J z E x 
I 1 I 
logo, 
::: E Nn H x) = rp ( y) 1- ;: E x :: ;~ E y 
De I I I e (2) obtemos 
1- ijl(x) = q,{y) :J (z Ex :: z E y) 
logo, 
1- ~(x) <jl(y) :J (z){z Ex :: z E y) 
donde, 1- ~(x) o ~(y! ::o'" o y 
COROLMIO: 1- (o,x! (~(x) E 81 ia) ~ x E a) 
TEOREMA 11.2.3: 1- (x)(O E ~(x!) 
DEMONSTRAÇM: 
(I) O E t(x! 1- O E <!>(x) 
o E ÇP(xJ 1- w Ex & (w E Nn & O "' 4.1 + 1 v u.1 E Nn & O = w) 
a) w E x & w E Nn & O ~ w + l 1- {11} ~ :c· + l 










1- y E l 
!- y = {i/} 
!- i: E y 
1- y E e u y 
!- y EA 





E :~ (;r) 
(1 ',0E"' . '-!!I,::;) 1-- O E ._t(xi 
Finalmente, de {l) e (2) obtemos o teorema. 




E <)1 ( y) 1-- 2 E -t(0) 
b) ;; E [O} 1- :::; - o 
1- o E ~ ( x) & o E ~--' ;;:_) (pelo Teorema II.2.3) 
1- o E ~ (x) n ~(::1 i ,_; 
1- o E A 
1- '=~ E: ~~(y. 
Temos então: 
{O} U (p(x) = {O} U ~(1f}., .?. E 'fi(.:-:) i- .<-: E My) 
{O} U tjl(x) = {O} U q,(y) 1- ::. E ,::(x) :J z E ~(y) 
1- ~;~:x/ C q',(~;) 
Ana 1 ogamente, prova ··se que: 
{O} U rp(;r) = {O} U 4"l(u) 1- rp(;_~) c Ç-{xJ 
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e,da1, {O} u c;lx! = {O} u cJ>(y! 1- <PixJ = o!y! 
dai, pelo Teorema 11.2.2, 
{O} U HxJ = {O} U cjJ(y) 1- x = y 
A reciproca e imediata. 
COROLMIO: 1- (a,x) ({0) U cjJ(x) E 021aJ = x E a) 
TEOREMA 11.2.5: 1- '"·f)('\(~) = ''1 (f.) :::a 
TEOREMA 11.2.6: 1- (:::~., BJ rs,2 (a) = 'l I SJ ::::a 2 
TEOREMA 11.2.7: !- (x~y)(Q_(( ::c~y> j = X) 
1 
DEMDNSTRAÇAO: 
t E Q;' ( x,y) j = tE x(cjJ("·) E ( x,y)) 
1- ciJ(t) E { x~y) 
a I ~ (t) E o1 ( x) 
1J(t} E G2 (y) 
1- Q(c::J ES1 (x) 
1- cp(:;J E 21 (x) 
1- tE x (pelo coro 1 ã ri o 
1- ~(t) = {O} u ~{;;) 
1- 0 E :? ( t) & 0 E rjl(t) 
1- 0 E 1\ 
1- tE x 
logo, 1- Q"( ( x,y)) C .cc 
1 -
b) Por outro lado, 
tE x I- Ç:P(t) E G1 (x) 
1- cjJ(t) E 0/x) V q, (t) E 8 2 (y) 
1- <Pit! E 01 (x! u •3 2 !y! 
1- tEQ1 (<x,y>J 




De (li e (21 obtemos 1- x = Q1 1< x,y)! 
TEOREMA 11.2.8: 1-(x,y)(Q/<x,y)) = y) 
Teo. !1.2.21 
TEOREMA 1!.2.9: 1- (x,y,u,vJ({ x,y) ==< u,v>= x = u & y =v) 
I l I 
I z I 
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DEMONSTRAÇ~O: 
< x~ y > = ( u, u > 1- Q~(( x~y }) "'~J~(( UJV )) 
" 1 
1·- x ou (pelo Teorema 11.2.7) 
1- 0/<"·,y)) oQ2((u,v)) 
1-- y " v (pelo Teorema !1.2.8) 
e, pelas propr-iedades da igualdade: 
::: = u & !J "' ~' 1--- < x_, _,_! > :;; ( u~ u > 
OEFINIÇAO: TUpf.M oftde_nadM 
( /t, ,':l ~C } ~ df {(A, E ) _. C > • 
Também podem.r;s definir quâMupfJ..u, quln.tt.Lp.ta.,~, etc, como: 
E > , etc. 
Com isso, temos os segulntes teoremas, que são generallzacões dos an--
teriores. 
I I. 1- (:r,~f,~;,·'ç·.í,~:_:< x~_.1 _,z) )) = ;G} 
" 
I I I. 1-
TEOREMA Il.2.ll: 1·- (:1'~iJ~Z_,u~v_.wJ(< ,7.:_.y_.z )=( u_.v_.w) - x = u & y "'v & z-= :ú) 
DEFINIÇ.l\0: P!Lcduúr CaJLte-!:iA..ano de .4 e_ B. 
/;, :..: _r;.: =df { < x_.,:<' ) i .r E A_ & y E R} 
onde ;r: e ~J sao variáveis distintas, que nao ocorrem em A ou B . 
A x B e estratificãvel se. e somente se. A = B ê estratific~vel e, 
nesse caso A x B tem o mesmo tipo que A e B • 
TEOREMA !1.2.12:1·-:,",B,z)l.oEaxS:c iEx,y)(xEa&yEB&z = <x,y)JJ 
COROLARIO 1: 1- (:;)(:;E V" V" (Ex,yJ(z = (x,y) )) 
COROLARIO 2: 1- v X v F A 
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DEMONSTRAÇAO: 1- (x,yJ{<x,y) EVxV&<x,y> E Vj 
1- (x,y) ( ( x,y) E V x V & { :r,y ) E /\) 
1- (Ez) ( z E V x V & z E N 
1- VxV#A 
COROLA R !O 3: 1- (a)(f\xa "" a x A = AJ 
TEOREMA II .2.13: 1- (a,S,x_,y) ( ( :r:,y) E rx x B :: x E Ct & y E 6) 
O teorema seguinte corresponde 
X.2.6, item b, de Rosser [19]. 
ã adaptação para NF 
w 
do exerclcio 




xECZ <x,A)Ea X o 1- <x,f\)Eu. X o , 
X E Q (x,A)Eü X o 1- ;L· E a & ::: E ex , 
1- :;~ E A 
1- ( ,c,fl ) c a X o 
logo, x E a 1- ( x, A> E a X o 
por outro lado 
< x, A> E a X o , xECi 1- xEa 
( x, /\) E a xQ , :c E (] I- x E a & 1\ C 0 
1- { x, {\) E o: x O & ( J.:, A) E a x O 
1- ( x, A) E A 
1- X E a 
logo,< x, A) E a x O 1- x E a 
Assim,<x,/\) E a x O ::=xE0." 
!!.3. O CALCULO DE RELAÇOES. 
Recordemos que: 
V x V é a classe de todos os pares ordenados. 
R .s ,T denotam subclasses de V x V, logo denotam c1asses de pares 
ordenados, isto e, relações. 
Por esta razão, SC(V x V) e a classe de todas as relações e, 
mente, abreviamos SC(V x VL por Rel. 
geral-
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Para ".r estã relacionado com y através da relação R11 usamos a. nota··· 
çao x R:·)~ isto equivale dizer que <.r:_,!J) E R . 
A notaçao .;r !-? !J c e usada para qualquer R e sempre signHicarâ 
( .,, ,, ) E _::, 
.. ~ J ·'. 
Se :x: e H sao var·iâveis que nao ocorrem no termo H, então, x R y ser2 
est·ratificâ"vel sr~. e somente se, R e estratificãvel ex e 11 tem o mesmo tipo .. 
o qual deve ser uma unidade menor que o tipo de R. 




De-f~ :1 i mos 
.0;jT . { < "::' -~' ) ' I' & X - X & & = ~} df 
e 25 t r· a t if ·1 cá V E- ·1 , com ,'l: e ~i tendo o mesmo tipo, então <x~u>=<:r~ui&P 
~' '-'- ') ·;;erâ estratificãvel. Dal, pelo corolário do Teorema I .3.1 
Para ~ estra:ificação, o tipo seri:í uma unidade maior que o 
tipo comum de .. _ 2 ,, . Fl.s::.irn, os tioos est:3o corretos on.ra que ::J:5fJP;.·_; _::p seja 
estr'atificã:vel. 
Como j;3" n·.r'r,c'c·namos antet·iormente, em NF
0
) ex·istem relações ~ue nau 
e;cistem f:rn NF, por ~~xerr:plo, as relaçÕEs determinadas por fOr·mulas não estrnti 
f-ic,;veis onde nio T1~JUrll o slrnbolo :J. Assim, pode-se derivar em f\IF o para·-
w 
doxo de Russel-1 par·a re1aç:Oes e, aparentemente, tal paradoxo não causa proble·-
rnas em NF T'Jdavia, r;Ôo abordaremos aqui a parte especifica de NFw. 
w 
No que se segue, at~ o final deste capitulo, praticamente s6 enunciar~ 
rnos teoremas das sec.çOes correspondentes de Rosser [19], capitulo X, pois, na 
quase totalidade, 0s demonstJ~ações desses teoremas em NF são análogas as d(~ 
w 
NF. 
TEORE~I>T 11.3.1: 1-· (R)'·,.'rc E R c (Ex,y!(x R y & z = ( x,y) !) 
TEORtJ1A 1.\ . 3. 2; Sr, .:-: é wrttt vn~\ __ z_âvd, que não oc_o}zJt.e em P, en-tão 
1- (R)'rz>'z E R c =E~.y.' P 1:: =< x,y) >c (:c,y)(.x R y c P)! 
TEOREf<IA lI, 3. 4 · Se_ H f uma \...'aJu:.á.ve-t c;ue Hao o C-oMe_ r_m P, e.tt.tão 
P) :J 3 ,-i;jiPJ 
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1- 3i,YP :::::> (z)(z E :i:YP:::: (Ex .. y)(P & z =< x~y )J) 
COROLAR10: 1- 'lryP ::o x,ijP E Re1. 
TEOREMA II.3.7: 1- 9XfjP :::::> (x,y)(x(ijjPJy o.: PJ 
COROLÁRIO 1: Se. R ê wna vrVI.iáve..i que. nãu oc_oJUte_ em P, e.IU:ã.o 
t- 3Xi/P :: (ER){x_.y)(x R y ::: PJ 
COLORJ\RIO 2: 1- (R) (x.,yJ (x R y ::= r:::::> R "' J;;:JP) 
COROLM10 3: 1- (RJ(R ~ xu(x R oJJ o c 
TEOREMA 11.3.8: 1- (x,yJ IIP - QJ ::o xyP o x_ijQ) 
TEOREMA 11.3.9: Se F(u,JJ) é o ·'tr0Si.l-Uado da L'toca em F(x_.yJ de :todal, tU oc.ofc-
Jtê.itci.a.é tivflU de x e_ y , Jt.f'_-ópe.c.-t.Lvamen.:te, pNc oco:vtê.nGÜL~ d.e. u e. v e. F(x,y.l 
ê o tt.e.óuLtado da bwc.a em F(u,v.l de :todl<.-6 a.6 ocotr.Jtê.VIUM .tivfte-6 de. u e v, !te_}.) 
pru:livame.ltXII, poJt oc.orvtê.ncA.:::t.-6 de_ :c e y, erLtão 1- XjjFi:r:,y) = UVFri<, v). 
TEOREMA II .3.10: Se z é. wna vw-.__.{_áve( qwc. Hão oc_oJv'te em Fr.T_.y), eJltâo 
1- 3Xy~Frx,y) :::::> XD"F(;c,u) "'ZF 1 r· !z) q,,tz)) 
ó:) u '''1 .> L 
COROLÃRID: 1- (a,e)ra x s = ir;~(z) E o. & :,:"(zJ E SJJ 
_1 ,; 
Desde que as relações são classes R n Se R u S tem um significado 
perfeitamente explicito e, por convenção, R denotara a Rel.aç..ão comp.temc.ntaft 
de. R. Esses termos serão todos utilizados em ocasiOes convenientes; por exem-
plo, devemos lembrar que teoremas da secção deste capltulo, como Teoremas 
!.4.4 e 1.4.5, entre outros, se mantêm para relaçOes, como se mantinham para 
classes, se colocarmos V:< V em lugar de V. 
Como exemplo disso, daremos algumas adaptações: 
TEOREMA 1.4.10: I. !- {x,yJ(x(V x VJy) 
li.!- (x,.y)(\x)y> El\) 
TEOREMA 1.4.1 1: 1- (.r,y)P ::0 ( (x,yJ (x(V x V)y! - P). 
COROLAR10 1: 1- (x,yJP ::o 3xyP 
COROLAR10 2: 1- (x,y!P ::0 V x V o ,;;yr 
TEOREMA !.4.12: I. l- (R)(x_. 1f) (x R y =R= V x V) 
11.1- (R)(."C,.y)((x_.y>E R:::R:ooA) 
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COROL~R I O: i . 1- (R) 1 Ex, y) ( ( x, y ) E - R c R f V x V) 
Il. 1- rR)(E~,y)(,c R y o R FA! 
Tambêm provamos que, se a,S,y sao relações, então valem os seguintes 
teoremas. 
TEOREMA Il. 3.11 : r . 1- (o.. g, y) ( (o. n s) x y - (o. x '{) n ( s x y) ) 
II. 1- (a,3;y) (y x (a: n S) (yx•x)r>(yxS)) 
III. 1- (a,f),y)((a u B) X'( .• (D: X"{) u c~ X y)) 
IV. 1- (ct-,Bj·t)h )<(o. U f3) (y x u) u (-y x 8)) 
T~OR[~·iA J l . 3 '12: • 1·- (-J:,B;y)(a c 8 
' 
::> (\ X '{ c ' ·' ' y) 
-· 
I I 1- (rx,r;.y) (o: c 
-
p. ::> y X ü c '( ' S) 
COROU~RIO: 1- c~.s.y,ó)(o. ~ 8 & y ~ 0 :J C! X y -~~ B X .5) 
TEORE·"-1A 1!.3.13: 1- ,rR~S~r'x,y)(xRu~:.:·S~1 :::RCS;' 
Como gener;i l l zamos teoremas da secção I deste capltulo, podemo:. gen~ 
rlt1lzar também algumas definições, como a do conJuntú dôs subclasses unitâ"rias. 
Assir;l, os elementos de USC(R) são as classes unitárias de pares orde--
nados C.c,j > que são elementos de R. Em geral, USC(R) nao e uma relação. Para 
gerar uma relaçâ0 correspondente a R, mas de tipo uma unidade superior ao de 
R, tomamos ct class·? dos pares ordenados das classes unítârias {x] e {b'}, tais 
que < ::::~y > pertence a R_ 
DEF1NIÇAO: RUSC(.C ""'df{ <{;c}, {y}) : ~cAyl 
onde :r e·'' sao variã:veis distintas que não ocorr-em em t1. 
Tamb~m definimos: 
RUSC 2 t'.4) - RUSC(RUSC(A)) 
RUSC 3 (/!I "" RUSC(RUSC 2 i'il)), etc. 
RUS((AJ ê estratificâvel se. e somente se, A e estratifiável 
isso ·Jcorrer, o seu tipo e uma unidade maior que o tipo de A • 
TEOREMA I I. 3. 14: 1- (R! (RUSC(R! E Rel! 
e, 
TEUREMA 11.3.15: 1- (R_,x_,yJ(x(RUSC(R.i)y:: (Eu_,:J)(uRv & ~={I<} & y ={v})) 




TEOREMA !1.3.16: 1- iR,x,j)({xl(RUSC(R!){y) o xRy! 
COROLMIO: 1- !R,x,)•J!{(x))!RUSC 2 !R!){{y)) =xRy! 
TEOREMA !!.3.17: 1- (R,S)(RUSC(R) o RUSC(S) =R oS) 
TEOREMA !!.3.18: !.1- (R,S)!RUSC!R '1 S) "RUSC(R) n RUSC!S)) 
!!.I- (R,S)(RUSC(R U S) o RUSC(R) U RUSC!S)) 
1II.I-(P~S)(RUSC(R- S) = RUSURJ- RUSC(S)) 
IV.I-RUSC(A) o A 
V.l- (R,S)(RC.:S =RUSC(R) C.: RUSC(S)) 
VI. 1- (R,S) (R CS : RUSC(R) c RUSC(S)) 
DEMONSTRAÇM: 
III. 1- :'P~--~.1 (RUSC:~:- :;:· = RUSU.=u- P,USC(.J')) 
(->-) Por definlção, _-s- s = ? n S ~ então, 
RUSC (R - S! = RUSC (R n ~). Com isso, 
( {x}, {y} ) E RUSUR :l fj,~ 1- ( x_,y ) E p rí 5 
1-- ( x~y ) E R & ( x~y) E S 
1- < {x), {y)) E RUSC!R) 
( {x}~{y}) E RUSCiR nS)~ <{x}~{;JJ) E RUSC(S) 1-(tc}~{y}) E RUSC{S) 
({x),{y)) E RUSC(R n;i;, ((."},{y}) E RUSC(S) 1-ix,y) E S & <x,y) E S 
1-( x_,y) E I\ 
1-( {x),{y)) E RUSC(S) 
lego, 
( {x},{u}) E RUSC!P ns; 1- ( {x},{y}) E RUSC!S). 
assim, 
( {x}, {y) ) E RUSC!R n S) i- ( {x}, {y) ) E RUSC!R) & ({x), {y)) E RUSC(:'J 
1- ( {x},{yj) E RUSC(R) n RUSC!S) 
donde, 
1-( {x),{y)) E RUSC!R n S) :o ( (x}, {y)) E RUSC!R! n RUSC!SJ 
e, então, 
1- RUSC (R n s) C.: RUSURJ n RUSC!SJ 
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(~~) < Ld~ {y} > E RUSC(R) n RUSUS') 1- <x~y) E R 
Supondo-se que <:r:~y J ES, então <x,y >E R nS 
logo, < {xl~ {y} ) E RUSCfR f\ S) 
Por outro lado, supondo-se que <x,y> E s~ 
então {{x}~{y}> ERUSC(Si. Portanto, 
----~-
\{x},{y}) E RUSC(S'J n RUSC(s), logo 
< {x], [y} > E 1\ e, pelo lema l.l'l.~, ltem Ir. 
< {xL{y}) E RUSCOc' '" 75;. 
IV. 1- RUSC(A) ~ 1\ . 
Sabemos que /\ ~ RUSC(A). Falta provar que RUSC(A) ~A 
({x},{cJ}) E RUSC(I\) 1- Cr:,JJ) E/\ 
l l L I " .- ('}('"E ogo, pe o ema .•r.?, ltem li, i- 1.:::, L'-'> 1\. 
Portanto, RJSC(I\) ~A 
VI. 1- (R,S) (R c S ·c RUSC{R) C RUSC(S)). 
(--+) Devemos provar que se R~ S & R f. S entao 
(~) 
RUSC(R) ~ RUSC(S) & RUSC(R) f RUSC(S). 
t Õbvio que R c S :O RUSC(R) ~ RUSC(S) 
R f S, RUSC(R) i RUSC(S) 1- RUSC(R) f RUSC(S) 
R f S, RUSC(R) .o RUSC(S) 1- R f S & R= S (pelo Teorema II.3.17). 
-
1- tE R n R 
1- tE A 
1- tE RUSC(R) n RUSC(S) 
1- RUSC (R) f RUSC (S) 
assim, R I S 1- RUSC(R) f RUSC(S) 
Provemos a reclproca. E Obvio que 
RUSC(R) C RUSC(S) :O R~ S 
RUSC (R) f RUSC(S), R f S 1- R f S 
RUSC (R) I RUSC (S) , R = S 1- R= S 
1- RUSC(R) = RUSC(S) & RUSC(R) f RUSC(S) 
-
1- 1,)ERilS 
1- R f S 
logo, RUSC(R) F RUSC(S) 1- R f S 
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TEOREMA Il.3.19: 1- (a,S)(RUSC(a x B) = USC(a) x USC(S)) 
COROLARIO 1: 1- RUSC(V X V) = l X l 
DEMONSTRAÇAO: basta substituir u e S por V no Teorema !1.3.19. 
COROLARIO 2: 1- (x,y)([x}(l x l![y}J 
DEMONSTRAÇAO: basta fazer R= V x V no Teorema !!.3.16. 
TEOREMA 1!.3.20: 
L 1- (R,x,y)(x(Xif({x}P.{y}J)y ,, ·'x}R{y}) 
II. I~(R,S)(R _:= RUSC(.'J) ~J..ij.i{x}R{.y}) :==.s& P = RUSC(XiJ({x}R{y}))J. 
COROLARIO 1: 1- (R) 'R c 1 x l CJ R = RUSC rxy({.dR[y l))! 
COROLARIO 2: 1- (R,R)(P CC RUSC(R) _ {ES)(S CC R & .C:= RUSC(S))! 
11.4. PROPRIEDADES ESPECIAIS DAS RE!.AÇÕES. 
Se R ê urna função e ;;_· R_;;, enfà:o .c: e chamado Mgwne.nto e !: o \.'oJ'_o-'1 CO-~. 
-'LU po nde.n..te_ . 
DEF!N!Çí\0: 
Arg(AJ =df .Í:(EyJCxJi.y) (dmnZn.tc de_ A) 
Val(A) "'df iJ(Ex)(xfly) (c.ordJtadom1n-Lco de. AJ 
AV(/,)== Arg(il) U Val(AJ 
onde x e y s~o vari5veis distintas que nao ocorrem em A. 
Arg(;jj e Val (A) sào estratificãveis se, e somente se, A o for e,nes 
se caso, eles tem o mesmo tipo de A. O mesmo se aplica para AV(AJ. 
TEOREMA 11.4.1: I. 1- (F/J ;r:) i·x E Arg (R) - !Ey!xRy) = 
li. 1- (P.~y) (y E Val(RJ = (Lc)xRy) 
-
I I I. 1- (Rj.d (.1; E AV (R) - (b XxR11· v 
" c 
y&d! 
TEOREMA I I. 4. 2: I. 1- (R~.'--') (R 2:: S :) Arg (R) :: Arg(S)) 
I!. 1- (RjS) (R_::: S :J Val (R) CVal(S)) 
-
I I I. 1- (R,S)(R ::0 5 CJ AV(R) CAV(S)) 
-
TEOREMA 11.4.3: I. 1- (R) (Arg(R) =A " R= A) 
li. !- (R)(Va1 (R) =A - R= A) 
I I I. 1- (R) (AV(R) = A " R= A) 
DEMONSTRAÇM: 
I. (~) Arg(R) 
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1\ Ice,•!) E R 1- x E Arg(R) 
!- x E A 
i- ( x,y ) E A 
logo, Arg{R) =I\ 1·- R C/\ & A C R 
donde, At·g(R) • fi 1- R • f\ 
( .,_) Ree-i procarnentc::, 
R=i\, xEAI'g(R) 1--(Ey)(/x,y) EArg(R)! 
1- <u,v) EArg(fl) 
1- u E A 
I- ,-r E 1\ 
logo, R = fi 1- Arg(R) = 11 
As demonstr~ç~rs de {II) e (III) sao similares. 
TEOREM1\ !!.4.4: I. 1- (n,S) (S f 1\CJ Arg(a X S) = 
I I. i·-- (a,i:\)(G f 1\CJ Val(o X B) = 
DEMONSTRAÇÃO: 
I. 1~ f.- 1\, :r E Arg((t x :-;) !- (EyJ(<x,y) E o. x BJ 
1- ,;; E CJ. & i:/ E S 
1-·- X E a 
donde, S tA 1- Arg(.:J. x S) c o. 
Por outro -lado, 
;3 F I\ • X E ::X 1- (Ej) (y E S) 
i-- V E [3 & x E a 
1- ( ,'l;~ 1J ) E Ci X S 
1- (Ey) ( <:r,y > E 0: X s; 




COROL~RIO: !. 1- (a,c,y)(y -/-A& a. X y = s X y:)a.::: 
]!. !- (o,B,y) (y -f- A & y X o = y X S CJ a = 
B) 
B) 
I li. !-- (o,B,y)(y fi\& ex x r~ s xyCJac_:s) 
IV. 1- (a,S,y)(y f A & Y X ct ::: y X s::oac_:s) 
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Definiremos, agora, relações com argumentos e valores restritos. 
DEFINIÇM: A 1 c = IA x V) n c 
c t E = N x BJ n c 
A 1 C f' E = (A x B) n C 
A i c ê estratificáve1 se, e somente se, A = c ê estratificãvel e, 
se isso ocorre, A 1 c tem o mesmo tipo de A e C. Analogamente, para c r H e 
A1C~i!. 
TEOREMA 1!.4.5: 
I, 1- (a~R~."C~;J) (:r(Ct 1 R)y =:= x E a & xRy) 
li. 1- (6_,R,x,yJ (::::(R f'- ~L';; =: xl?y & y E SJ 
I li. 1- (a.~G,R,x,y;fx(:).1 ° !'- S')y:::: x E a. & xRy & y E SJ 
TEOREMA I I. 4. 6: 
I. 1- (a.~ H) (u. F C ,~:; 
li 1- .:'3,P)(R f'- f' C v 
III 1- (o:,S,li') (.;. R ~ s_c R) 
TEOREMA I I. 4. 7: 
I. 1- (u,F.)(a 1 RE R e l J 
I!. 1- (f,, F) ,rR f B E RelJ 
I I I. 1- (a,S,R)(ai R f S E R e l ! 
TEORE~IA I I. 4. 8: 
I. 1- (o:,G,P)((:J. 1 R) f'- f<,= a 1 R f' [3) 
II. 1- (~:t,G,_;;:,·r.J. 1 (R~ 3) ·· ::t 1 '? !'- SJ 
TEOREMA II.4.9: 
I. 1- (o., FI) (Arg (c, -f H) = -a. n Ar~g (R) J 
II. 1- (S,S) IVal (R f S) 8 n Val (R)) 
TEOREMA Il.4.10: 
I. 1- (a,R)(Arg(R) c J =R= a 1 R) 
I!. 1- (S,R)(Val(R) C S o R= R f S) 
COROLMIO: 
!. 1- (R) (R = Arg(R) 1 R) 
I!. 1- (R)(R =R f Val(R)) 
I!!. 1- (R)(R = Arg(R) 1 R f Val(R)) 
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TEOREMA 1!.4.11: 
j .I- (a~B~R) ({o·. n p; 1 R = (a I R) n rs • R)) 
[!. 1- fa~B .• P} (b' I' (n n BJ = (R f ai n (R t Si i 
11!. 1-- (o:~(),P) ((a U L~) 1 FI = (a~ R) u (8 ~ 
IV.I- (a, B,R) (R t (a U SJ = (R f' a) u (R ~ 
V.l- (a,S,RJ ((o. n 8) 1 R = a 1 (6 ~ Ri) 
VI. 1- (c\~ G~R} (R t (o. n 6) = (R t- o.} t (l) 
TEOREMA li .4.12: 
II. t- r,~ p ~r, C ,-. .J .. J! I,,, ._, · · I il _ ,_-, . t S c s f Si 
IV. I-
V. 1--
:; Q 1 R C 8 1 p) 
Ci C R 1'- B) 
R)) 
8)) 
Defin·imos a c_onvt'.JcSa de uma relação R como a relação que ocorre 
~~ .-: quando ~,-R::.· .. 11. conversa de R serã denotada por Cnv(R) ou R 
OEFINIÇJ\0: Cnv(A) "'ctf i:Ü.(yAx) 
' ou A. = df i.i](yAxJ 
onde J.: e,._.. são variâveis distintas que nao ocorrem em A. 
Cnv:~J & estratificãvel se, e somente se, A o for, e, 11esse caso 
Cnv ,-,L' te1Ad o mesmo tipo de A. 
TEOREHA ri.4.13: I. 1- (R,x~y)(x'Ry- yR.:d 
l!. 1- ( .'!) (.R E Re l ) 
COROLÃRIO L i- (P, :r:, y) f xfCnv O?J )y - xRy) = 
CORO\_}\RIO 2: 1-- (R)(Cnv(R) = R) 
COROL!\RIG 3' 
,_ ~ ~ (R,S)(R = S -. R = S) 
COROLÃRIO 4: i- (~t,C)(CnV(l1 X S) - s x a) 
COROLÃRIO ~ -5: 1- (R,S)(Rc_:S 
-
R~ S) 
TEOREMA II.4.l4: !- {R~SJ(Cnv(Rns; = Cnv(R) ncnv(S)) 
COROLAR!O l: 1·-
~ 
(u.,}l) (Cnv(a ·I R) = R ~a) 
COROL~R lO 2: 1-· IP, Rj !Cnv (R f Si v = 3 -1 R} 
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COROLMIO 3: 1- (a,S,R!!Cnv(a ~R f Si = S l R~ a) 
TEOREMA 11.4.15: 1- (R,S){Cnv(R U S) = Cnv(R) U Cnv(S) 
TEOREMA 11.4.16: I. 1- !RJ!Arg!RJ = Val!RJJ 
11. 1- !R)(Va1!R) = Arg(R)) 
O PJr..odu...to ReJ:'.a.-t.i.vo R/S de. R e s e a relação que ocorre entre :r e ::, 
quando hã um y tal que xRy & ySz . 
DEFINIÇAO: A 1 R =df .i'i!Ey!!xAy & yBz! 
onde .r:, u e ;~ são variãveis distintas que não ocorrem em A ou B. 
A i B ~ estratific~vel se, e somente s~, A = B o for e, nesse caso, 
terá" o mesmo tipo de;:: e 7' 
TEOREMA 11.4.17: I. 1- !F,S,x,z)(,r(R/S)z .. ([y)(xRy & ySz)) 
11. 1- /R~S)(R/S E RelJ 
TEOREMA 11.4.18: 1- (R,S,T)IRj(S/T) = (R/S)/1') 
TEOREMA 11.4.19: I. 1- (R,SJIArg!R/S) = Arg(R f IArgiSJ)JJ 
11. 1- (R,S!!Va1(R/S) = Va11Va1!R) 1 S)) 
COROLMIO: ]. 1- (R~ SJ (Arg (R/S) C:: Arg !R)) 
I!. 1- (R,SJ(Va1 IR/S) c Va1!S)J 
-
I!!. 1- (R_,S) (Val (R) ':: Arg!S) :J Arg(R/S) = 
IV. 1- ;~R~S) (Arg(S) C Va1 (R) :J Va11R/S) = 
TEORUjA 11.4.20: I. 1- (a,R,SJ((a 1 R)/S =a 1 (R/S)) 
II. 1- (S_,.I?_,S)(R/(S f' SJ = (R/8) !' 8) 
Arg!R)) 
Val (SJ) 
CDRDLMIO: 1- (a,S,R,S)((a 1 R!/(S f SJ =a~ (R/S) ~ SJ 
TEOREMA II .4.21: 1- ,'a_.R_,SJ ((H f' aJ/S = R/(a 1 S)) 
O conceito de Val (a 1 R) ê muito importante, pois, em termos de "gri 
ficas" de R, ele pode ser encarado como a projeção sobre o eixo dos y dos po_Q 
tos cujas coordenadas x estão em a. 
DEFINIÇAD: A "B =df Ya1 !B 1 A) 
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As condições para estratificaçao de A" B sao as mesmas de Val (!3 1 A), 
ou seja, que .-1 = ;-; seja estratificâvel e, nesse caso, A "B tem o mesmo tipo 
de A e !J. 
TEOREMA 11.4.22:1- h"H_,y)(J!ER"a:= (ExJ(xRy&yEa)) 
COROLJiRIO: 1- (R,:r:_,y) (y E R 11 {x} ::: ;x_·Ry) 
TEOREWl. 11.4.23: 1- (S_,P)('R"0 = Arg:'H f. fi)) 
TEOREMA II .4.24: I. 1- (:J.,P.' .:'rr· "u. c Val (PU 
TEOREMA I!. 4. 25: 1-
TEOREMA 11 .4.26: I. 1- ., , .r v cl C r· 1 = p "Arg(P'. ... ' -~I 
v 
I I 1-- / ., ' i Ar·g ··r· "'V a l (p I • ' [' J - ;'< 
" 
. 
TEOREMA 11.4.27: I. !- (:x_,P)(S u,_,=Fí "(u n Arg(R;')) 
ll. 1- !O, ~.,,,;;·IIP.=R·~,,lp r'.\laJ(p}i) , .. _, ,_ J - :< ,_ ' , i ; i 
COROLMIO: I 1- IP) ('' l~ "V = Val (_i))) 
li 1- -"i~ I (.;5 "V .. Arq (p_) __ ' . 
'"" 
TEOREMA II.4.28: 1- :'.'1_,:·.r~S_!;·}'/S) 11 .')."' s 11 P 1'a) 
TEOREMA I!.4.29: I . 1- f:?) tl\·r~J (RUSC e~(·) 
li. :-~ -'2,: fVal-'RUSC(.'?)) 
I li . 1- (F:)(A\f~RUSC(R)) 
TEOREMA II.4.30: 







USC (c') 1 RUSC!R)) 
= RUSC(R) ~ USC (6)! 
COROLARIO: 1- rr-::_,HU:'RUSC,'p)) "iJSC(.3) = USC'R 11 S)J 
TEOREMA 11.4.31: 1- (F:) (RUSUjf; ::::: Cnv(RUSCOí'})) 
TEOREI1A II.4.31: 1- (R,S)!RUSC(R/0) "RUSC!!i! /RUSCIS)) 
Os teoremas seguintes, z.te IIJl-.37, envolvem clausura e eles valem em 
NF pois as proprledades sobre fecho (clausura) se mantêm nesse sistema. 
~' 
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Assim, podemos formar a clausura de uma classe a em relação a uma rela 
ção H. Com a notação proposta agora, a clausura de a em relação a R serâ deno-
tada por Clos(cx~xRz), o que denotarâ 
n Sra ~ s & ((x~z)(x E s & xRz) :J z E BJJ 
e dai, 
1- (S~R)((x,z)(z E S & xRz) :J z E S::: R 11 13 C BJ 
donde, 
j- (ct~P.) ((los (ct_,xF!z) = n Bra c B & R 11 s c SJ) 
Assim, os Teoremas I.5.12 a 1.5.16 reduzem-se a: 
TEOREI·1A II.4.33: 1- (.=t_,F.',p)(yEClos(o._..<:Rz)- (S)(o. C 8 & FI "'3_. c c.~.':· E t.1) 
TEOREf·lA II.4.34: 1- (a_.R.1 r'a _:::: Clos(a_.xRz)) 
TEOREMA II.4.35: 1- r'u._,R)(R "Clos(a_,xl?z)::: Clos(a,xR;-:)J 
TEOREMA 11.4.36: 
1- (u_,B_,FU(a ~ B & R "(S n Clos(o:_,xRzJJ ~ 6 ~ Clos(a_.xRz) _:: S) 
TEOREMA 1!.4.37: 1- (a,RJ(Clos(o,xRz! o o li R ''Clos(o,.,Rz!) 
Certos resultados importantes sobre relações, que se encontram em Ros-
ser, como exercicios, continuam vãlidos em NF , como, por exemolo, os exercí w . -
cios X.4.l, X.4.2, X.4.5, X.4.6 e X.4.8 das pâginas 303-304 de Rosser 1191. 
Provemos o ltem I do exerclcio X.4.1: 
1- (a~s,~r)(y ~I\ =:J a c B ~a x y c B x yJ 
OEMONSTRAÇAO: Devemos mostrar que 
Y~/\ aCS axy~Sxy 
a f B = a x y 1 B x y 
1-axyf-Sxy 
' 
f/\ a C S a x 
' 
o s X y 1- a o B 
1- a f S 
1- xEA 
1- a x y f s X '( 
1 ogo. y f/\ a C 8 1- a x y 
' s 
X y 
e , y f/\ a c S 1- a Í' B 
mas, y f/\ o c s 1- a x y := B X y 
assim, y f/\ 1- aCS~axyCSxy 
Po; outro la do, 
-,- ...1. 1\ C~- X '( C ê_- Y \' !in•- . 
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I L 5. FUNÇOES 
y u.I-Sl-a#B 
6 1- a x 
1-- (): X y ~ B >: y 
1- X E 1\ 
·( 1-~ u. c s & a ~ e 
1- :-j_ c: :) 
Uma relaçao R ê uma funçcio se, e somente se~ 
&:;._·R_<:::Jy--·d 
Assim, Funct é" c c.L,<-6-Sr. de toda-5 Cl...6 5unçÕG6 e, para dizer que ,(:·e uma 
função, escreve-se FE Funct. 
Funct ê estratificâve1 e pode ter qualquer tipo, pois não contém vana 
veis livr2s. 
Se R ê un1;;, função e :::E Arg(R), então existe um Uni co y tal que :;:R y. 
Geralmente, escrevemos ·"' "' R(x) e definimos 
,1r:o·· ~'df 1yii?Ay> 
onde y na o ocone em A ou !3. 
A(3 .. 1 ê est1·atificãvel se, e somente se, B E A e estratificãvel e, ne~ 
se caso, tem o mesmo tipo de B, que serã uma unidade menor que o tipo de A. 
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TEOREMA 11.5.1: i- (R) (R E Funct = R E Rel & (x~y~z)(xR)I & xRt: ::Jy 
COROLMIO l: 1- Funct c Rel 
COROLARIO 2: 1- (R) (R E Funct 
-
(x~y,z)(x R y & X R z :Oy = z)) 
~ 
COROLARIO 3: 1- (R) (R E Funct 
-
(x_,y,z) (x R z & y R z :Ox = y)) 
TEOREMA 11.5.2: 1-!R)(RE Funct = (x){." E Arg(R) = !E 1;;; .,- Ry)J 
COROLARIO: 1- (R) IR E Funct = !y)(y E Val(R) = IEl"'J ,-R,,!) 
= z)) 
TEOREMA 11,5.3: 1- (R,x)(R E Funct & x E Arg(R) :J (y)(y "'P.(:r)::: xFiy)) 




2: 1- (R, !:i) (P E Funct & y V a 1 (R) fi r,. i E :0 ( x) (:r = - :â-iy)) ld' 
COROL~R!O J 3: 1- (R,.!J) (F~_' E Funct & .. u E Val(R) :0 (.::(1/) I i-/" I • C:• J L • c' / 
COROLARIO 4: 1- '-, 1 r - 1 E Funct & ... E Arg I R) :0 R (:.r;) E Val (F."J lr:,XJ :/1 .. 
J j 
COROLAR! O 5: 1- (R_,::;) (F E Funct & y E Val(R) :0 R .r;;) E Arg(P)) 
J 
TEOREMA !1.5.4: 1- (R,y)(y E Val(R) =>y(R/R)y) 
J J 
COROLARIO: 1- !?)(Arg(R/R) = Val (H/R) = Val (R)) 
TEOREMA Il.S.S: 1- (R,y,z)(R E Funct & y(/?jR)z ::J y = ::./ 




z & ;;' E Val(H))) 
COROLMIO 2: 1- (R) (R E Funct ::J RIR E FunctJ 
COROLARIO 3: 1- (R_,;J) (R E Funct & y E Val (R) :Oy 
-
v (R/P)y) 
TEORH1A I I. 5. 6: 1- (R~ a~ SJ (R E Funct & B ~ R 11 a ~ G = F 11 ( rR' "$) :1 a)) 
COROlf\RIO: 1- (R)(R E Funct :J (o:~BHB ~R "a ::= ([y)(y _::: cc & B c:::: R "y))) 
TEOREMA !!.5.7: 1- (R,S)(R E Funct & S C: R ::0 SE Functj 
COROL.n:RIO: 1- (R~a~i3)(R E Funct :J a 1 R_, R t S. a 1 P f' 3 E Funct) 
TEOREMA 11.5.8: 1- (R,S)(R E Funct & S C: R :OS= Arg!SJ 1 R) 
TEOREMA II.5.9: !- (R,SJ(R,S E Funct :J R/SE Funct) 
DEFINIÇAO: Relação 1de~tidade 
I =df XYtx = y),_ 
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I ê estt'atifióivel e pode-lhe ser dado qualquer tipo, uma vez que não 
possui vari~veis livres. 




Il. ,_ I E Funct 
,, 
I I L 1- T ~ I 
" 
IV. 1- Arg (I) ~ Val (I) ~ v 
,, 
; , 1- {,-;;) ,· /(~·:) = :r) 
TEOREHA ll. 5 .ll: 1- ,·R; (R R/: = I/ R) 
TEOREMA II.5.12: 1--- ':_t.!(o; 1 r= 1 r- a=,::. 1 I~ a) 
TEORE!Y1A 11.5 .. 13: 1-- rp.'(p E Funct :J u,·~x_,y)(::;(J?/SJy _ 
::·-~-E Arq/pl & .fR(:rJ)Sy)) 
TEOREI~A II.5.l4: 1- :·z:r~x)(R E Funct & x E Arg(R) ~ (S)(R/S)(x) = S(p(,x;))_: 
TEOREt~A II.5.l5: 1- /.:(,R,.r)(R E Funct & x E ct n Arg(R) :J R(x) E R "ex) 
TEORE~1A II.5.l6: 1-- ./s_,tC:)(J?,S' E Funct & Arg(R-1 = Arg(S) & (,T){.;;E Ar·g(.;:;')::) 
TEOREMA I I. 5.17: :- (R) (R E Funct ::: RUSC(R) E Funct) 
TEOREI~A II.5.18: 1-- :R,x.1 (R E Funct & .r E Arg(R) :J (RUSC(R))({x}) = ."'i.;;}'· 
DEFINIÇAO: Rctaçá'' l - l 
~ ~~ 
1 - l "'df ,"UR,h E Funct) 
1 - l ~ estratificãvel e pode-lhe ser dado qualquer tipo, 
cont~m vari~veis livres. 
~' 
TEOREMA 1I.5.19: 1- :"!f')(R E l 1 _ R,F.' E Funct) 
COROL~RIO l : 1- l - l c Funct 
COROLMIO 2: (F:') (R E Funct ::J 
J 
R/R E l - ]_) 
0 
R/R E COROLARIO 3: 1- (f-'; -'F E l - l ::> R/R~ l - l) 
COROLli.RIO 4: 1- /H,S) tP E 1 1 & 8 C R =:t SE 1 l.J 
pois nao 
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COROLM!O 5: 1- (a,S,R)(R E l- l :J a~ R, R f S, a~ R f BEl- l) 
COROLARIO 6: 1- (R,S) (R,S E l l :J R/SE l - l) 
~ 
COROL~RIO 7: 1- (RI(R E l-lo R E l-li 
COROLMIO 8: 1- I E l - l 
COROLMIO 9: 1- (R)(R E l - 1 o RUSC(RI E l - li 
·~ 
TEOREMA 1!.5.20: I. 1- (R,x!(R E l l & x E ArgiR) :J R!R(.rJ! = x. 
u 
I I. 1- (R,y) (R E 1 1 & y E Val (R) ~ ?.(R(y)) = y) 
TEOREMA 1!.5.21: 1- (R,S)(R,S E Funct & Arg!R) n Arg(S) = II:J il USE Functl 
DEMONSTRAÇM: 
R,S E Funct, Arg(R) n Arg(S) = 1\, x(F! U 8_!:;& 
&.r.'P U 8);:; 1- (xR~,. & xRz) v (xRy & xSz) v (xSy & xRz) v (x,'~y & xS:.;J 
a) xRy & xRz 1- y = z 
b) xRy & xSy 1- x E Arg{R) & x E Arg(SJ 
I- x E I\ 
1- y = z 
c) .-csy & xRz 1- x E Arg(R) & x E Arg(S) 
1- x E I\ 
1- y = z 
dI xSy & xSz 1- y = z 
logo, R UsE Funct 
COROLMI O l : 1- (R, sJ (R, sE Funct & V a l (R) n V a l ( s! = 11 :J Cnv (F u c E F unct I 
DEMONSTRAÇAO: Pelo Teorema I! .4.16, Val (R) = ArgiRJ. Logo, basta fazer essa 
substituição no Teorema 11.5.21. 
COROLARIO 2: 1- (R,S) (R,S E l- l & ArgiRJ n ArgiSJ = 
= 11& Val!RJ n Val!S) = II:J ~USE l- lJ 
v 
TEOREMA 11.5.22: 1- (a,RJ(R E Funct :J (R/R) "a= a 'I Val(R)J 
v COROLMIO 1: 1- (a, R) (R E Funct :J R" (R "a} =a .'"1 Val (R)) 
v J COROLARIO 2: 1- (a,S,R! (R E Funct & R "o= R "S :J o n Val (R! = S n Val (R!) 
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COROLARTO 3: 1- r,x~B~RJ{F! E 1- 1 & R "a= R "6 :la n Arg(R) .:: 6 n Arg(R)) 
DEFINIÇ~O: Seja .4 um terrno, que ná:o contém outras variãveis livres arem de X. 
Então A ê uma 1unçéio do uai.oft de_ x. 
Utilizamo~ a seguinte notação: 
\dA! odf xy(,, =A) 
onde .~: não ocorre em /J . 
>~:A} ~ estratificivel se, e somente se, x = A e estratificãvel e. nes 
se caso, o seu tipo ê uma unidade maior que o de J: (ou de A) 
TEOREMA ll.5.23o Se ·"=A 
I . 1·-
I!. 1-




Vl. 1- (wJ(i -,:ci.~/' .. (L') 
DEMONSTR.4ÇAoo 
IV. 1- (.~),.':::E V) 
1- V:= Arg() :;:(;-1).! 
mas, 'Vg'" J.x·-A);· c V 
loqo, V'"' Al'g:· \:c(A}) 
;:· .::: A) 
{Sub em A :x poh w }) 
(pelo ítem I II) 
TEOR~JlA I I. 5. 24: Se ::· E a \..!cvúâvef que oc.oM.e .. f.Á.v!te em A c. a v~ao uec"t't:C em 
\!_ .. ... 
1- (a)(:' .\::-(A))" et = {A/,,: E a}) 
TEORE~1A II.5.25: 1- (!t)(li' E Funct =:J Arg(RJ 1 ( ),x(R{;:;:));' = PJ 
TEOREMA II.5.26: 1- (a_,.B_,.RJ(S = Clos(a_,:>::R?.)& R E Funct ~ (.r:J(J~ E f~ n 
n Arg(R) ":J R(x) E 6) .l 
" 
TEOREMA 11.5.27: Sr_ x =A e estratificãve1 e z nao ocorre livre em A, então 
!·- ('Y.,3)(E- = Clos(o._,x( \x(AJ)z) ::J (x)(xE S =>A E SJ) 








V I I. 1-
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Visto isso, temos o seguinte teorema. 
II.5.28: Se. x = y =A ê u.tJta;t.i,.fJ-ú .. iivel, então: 
(x,y,zJ(( x,y,z) ( Àxy(A!)z- z =A) 
(x,y,u,v!(( x,y) ( Àxy(A))u & ( x,y) ( )xy(A!!v ::> u =v) 
À xy(AJ E Funct 
(x,y) ( ( x,y ) (À xy (A) )A) 
Argl )xy(A! J = V x V 
(.r~y)(( /_xy(A))(x~y)= A) 
(u~-u)(( Àx;;dA)J(u_,v) ={Sub em A:x po:1 ~<, y po-t v}J dudr_ que M~ 
-~a -6ubf>L-étuiç.éio não c.auôe .. c.on6Mão de va,üéivd'_, 
Certos resultados importantes desta secção encontram-se mencionados em 
Rosser [19] como exerc1cios, como por exemplo, exerclcios X.5.8 e X.5.12, da 
pagina 329. 
Provemos o exerclcio X.5. 12: 
a) 1- A E Funct 
Devemos provar que: 
( .T_,lf ) E A & ( x_,z ) E A 1- y = z 
mas, <x,y> E!\& <x,z >E/\!- <x_.y> EA 
1- tE A 
1- y ::: 2 
logo, 1- 1\ E Funct 
b) 1- A E 1 - 1 
Precisamos provar que 1\ E Funct 
v v 
<x,y> E/\& <x.,z> EA 1- <y,x> EA&<z,x> E/\ 
I- t E 1\ 
1- y = z 
~ 
logo, 1- 1\ E Funct 
donde, 1- A E 1 - 1 
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1 I. 6. CONJU:'HOS ORDEN.ll.OOS 
Seja ,_t urn conjunto. Ele é ohdeJtado se existir urna relaçio de ordem y .. , 
tal que pard ~~ e~,, elementos distintos de a, ocon·e :~Ry, mas nao ocorre yPx. 
No que segue, manteremos as abreviações usadas em Rosser [19]. 
DEFINIÇAO; R~f..cu)ío R!!.6ll'.xiva 
Ref ""df R{.C'} r~,. E AV(R) :; .r R x) 
Ref ~ estratific~V9l e como não tem var1aveis livres pode-lhe ser as-
saciado qualquer tlfJO. 
TEOREMA li ,.6.1 o 
, ,_ ,,, ' 
,:,:- .. F0f /i' E R e 1 & / ;:; -- ' E ~w r.rt'J ~ .YH.T)) , I.,, .o 
, , i-- Ref c R e 1 , 
v. i- ::! ''~) { _:) ~ Ref :J 'i I ' ~ B E Ref! c 
VI ,_ /j') ' ,._. c H E.· f :) o ç Ref;' 
í-~ n AV(R)J 
DEFINIÇTi:O: R 'Útç:âc• í•,c~._;~,;,i__ú_\'{(_ 
rrc,ns = (jf R(;;;_ •. ---1_}:;) (::·R:; & ~- Rz ::::) x R;~} 
Trans 0 2striitificâvel e pode lhe ser associado qua·lquer tipo, uma vez 
que não contêm va.;~iãveis llvres. 
TEOREf•1A I I. 6. 2: 
li. i-- Tl"ans c R-2l 
1 I I. 1- (R" R.::·: ! , '- : r·ons c R/R C: R) 
,, 
V.!- (H,: fp E Tran::. ~R E Tr·ans) 
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-DEFINIÇÃO: Um conjunto ordenado é qu!Ui-o~tde_nado se a sua relação de ordem e 
reflexiva e transitiva. 
Assim temos: 
Qord =df Ref n Trans 
TEOREMA I I. 6. 3: 
I. 1- (P.) (H E Qord - R E Ref & R E Trans) 
I I. 1- Qord ": Rel 
I I I. 1- (S,R! (R c Qord :oS 1 R c S c Qord! 
J 
IV. 1- (R) (R c Qord ::J R c Qord! 
DEFINIÇJ'i.D: Rel.aç_ão Anti.-l~Aln~U!A..c.a 
-
Antisym "'df R(x,y) (x Ry & y Rx :> x = y) 
Antisym ê estratificãvel e, como não contêm variáveis livres, pode lhe 
ser associado qualquer tipo. 
Demonstraremos, agora, um lema que sera necessário para as demonstra-
. çoes seguintes. 
LEMA 11.1. 1- lx,y! (yix = y i .x! 
DEMONSTRAÇÃO: 
a) y Lc u 
' 
X 1- y 
' 
X 
y'x '!1 = ~ > ~. 1- yix & yix 
1- ( Y~X ) c I n T 
1- ( Y~X ) c 1\ 
1- y f X 
1 ogo, yix 1- y t X 
b) i:J f .T < u~x > c I 1- y.T.<: 
y f - ( y' X ) c I 1- y = X " 
' 
1- y = X & y 
1- z E/\ 
1- < y,x ) c I 
1- yix 




I.!- (F/) (R E Antisym :::: R E Rel & (:r·~.Y; (:r:Ry & pRx :J :r: -- y)) 
I I.!- Antisym ::= Rel 
I!I.!-(a~B_,R)(REAntisym:Jo:·i R t-eEAntisymJ 
J 




V. R E Anti sym, .r:(R n !)y~ 
a E Antisym, 
t- .;: = y 
1-- .·~~ --;y & -, .. .) 
I- ( .c~~f-' E /\ 
1- ( .'-~.,.:' E _;:;:· 
logo~ R E Antisym & .r(R T)y 1- < .?.;',J~) E S 
VI R E Antisym, ~R;; & y(H n T.iz~ :l.' i .. 1--- " t ;~ 
' 
D E Anti syrn, :;:Ry & y(R n L I.!::, ;t' ~ ..• 1- .:_.;F~' & 
1- :r ~ i< 
1- y ;:: 
[i-"2 
i- ( N~ :; > E n I 
1- ( y, 2 ) E A 
1- ;;_' f- z 
logo, R E Antisym & xRy & y(P- .T)z 1-- ;i; f z 
Pord = df Ref n Trans n Anti sym 
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TEOREMA 11.6.5: 
I .I- (R) (R E Pord =R E Ref & R E Trans & R E Antisym) 
li. I- Pord = Qord n Antisym 
11 I. 1- Pord c Rel 
IV. 1- (B,R! (R E Pord ::0 B 1 R ~ S E Pord! 
V. 1- (R) (R E Pord ~J R E PordJ 
VI. J- (R~x~v~z)(p E Pord & xRy & y(R- IJz ::J x(R- IJz) 
Vll.J- (R~x~y~;~)(H E Pord & ;c(R I)y & yRz ~x(F.- I)z) 
VIII. I- (F(,x~v~z)(_r:;E Pcrd & x(R IJy & y(R- IJz :Jx(R- I)z) 
DEMONSTRAÇAD: 
VI. R E Pord, .~·Hy~ t:'R i1 ]')::; 1- :cRy & yP.z & R E Trans 
t- ~R'' 
t- R E Antisym & xRy & y(R n I!z 
t- x' z (pelo Teorema 11.6.4, Ttern VI) 
)- X := Z & X f Z 
t- :'E A (pelo Lema 1.4.3, hem!!). 
1- ( x, z ) E I 
t- < ,, z > E R n I 
1- ,T(R - .T);; 
logo, R E Pord & xRy & ."!J(R- I)z 1- x(R- I)z 
VII. Demonstração anãloga ã do item VI. usando o item VII do Teorema II.6.4. 
VIII. Demonstração imediata, a partir dos ltens VI e VII. 
OEFINIÇAO: 
1 ) Zn6.imo 
x leastR S =df .TE 6 '1 AV(R) & (y}(y E S n AV(R} ::0 xRy} 
2) mlnhno 
x minR S =df x E S n AV(R} & (y}(y E S n AVIR} ::0 (y,x) E (R- I)} 
UNICAMP 
BIBLIOTECA CENTRAL 
3) Su.pJLemo: x least ..... 6 
R 
4) f,fâ_x..-imo : X m 1 n !3 
o 
R 
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onde u é umd variável que não ocorre em x.,R ou R. Para a estratifica ·· 
çao de qualquer uma dessas quatro fórmulas, os tipos de R e 13 devem ser uma u·· 
nidade maior que o tlpo de ,.,. 
TEOREMA !1.6.6: 
I. 1- (8,R_ .. r) (R E f\ntl sym & x 1 easL f:, C!x rninR B! t• 
!I. 1- (B_,P_,.x) (R E Antlsym & 
" 
greatestR 8 :J .. ~ 
DEMONSTRAÇAO: 
I. R E Antisym, 
REAntisym, leasL P ~; 
" 
R E Antisym, .r leasL e, j(.::l 'YJ-J.r: 1- yP:~ 
h" 
1-- :r ·· '.) 

















R E Antisym & :r least,I? í-' 
donde, 
R E Antisym & x leastR S 1-- _,: minH B 
:3) 
n T 
li. Demonstrdção anâ1oga ã do ltem I utilizando R em lugar de R e o Teorema 
li .6.4, ltem IV, para v a E Antisym. 
TEOREMA lI. 6. 7: 
I. 1- (S,R_,x,y) (H E Antisym & .:c leastR S & y leastR B ::::: x :;; y) 
li. 1- (B,R,:c,y)(R E Antisym & .r greatestR S & y qreatestR S :J x = y) 
TEOREMA II.6.8: 1- (S_,y,R,E,.."~..·.I(R E Ref & ,S = y ·1 R~ y :J 
:J (;;_· leastii'rr~ 'l y) = x least5 B)) 
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OEFINIÇAO: ReLação Co~exa. 
Connex =df R(x_,y) (x_,y E AV(R) ::J ::c Ry v y Rx) 
Connex ê estratificável e como não possui variáveis livres 
ser associado qualquer tipo. 
TEOREMA 11.6.9: 
I. 1- (R)(R E Connex H E Rel & !.r,y!!.r,y E AV!R) ::J xRy v y&l! 
11. 1- Connex c Rel 
I I I . 1- (B_,R)(R E Connex :::> B 1 R ~ s E ConnexJ 
IV. 1- (R) (R E Connex 0 -:JRE Connex) 
v. 1- Connex c Ref 
TEOREMA II.6.10: 
I. i- (8~!(,.x)(? E Antlsym :'"1 Connex ::J (x leastR S:::: .:r minR BJJ 
I l . 1- r B_, ,;_, xJ ( P E An tl sym n Connex ::J ( x grea tes tR S -;: x maxR 6); 
DEMONSTRAÇAO: 
I. a) x leastR !3 ::J .--:: minR B (pelo Teorema 11.6.6, 'ítem I) 
b) provemos que x min3 S ::J x leastR B 











1- (uPx v yix) & ( xRy v yRx) 
l ) yRx & xRu 
.. 
1-




3) yix & xRy 1-
4) yix & yRx 1-
1-
xR~: 














xRyJ v (JiRx & yRx) v 
& xRy) V (yix & yRx) 
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logo, 
R E Antisym n Connex, :c mi n_::r B 1- lJ E 8 n AV!R) ::) xRy 
R E Antisym n Connex, :r minR 8 !- xE 8 n AV (R) 
R E Anti syrn n Connex 
li. demonstraçâ'o anâloga à do item I, trocando R por 
DEFINIÇAO: Rl?)'.aç_ào de. OtLdcm SJmp.tv., 
Sord "' df Ref n Tr-ans '"1 Anti sym n Connex 
TEOREM~ !!.6.11: 
I. 1- (h) :'f' E Sord ::- p E Ref & R E Trans & R E Antisym & p r:;: Conn::x.: 
I I. 1- Sord .. Pord ("', Connex 
!I[. 1--Soy-dCRel 
IV. 1- .: :~,::·_1 (P E Sord :.J :; -'• R t B E Sord) 
V. 1- (!?,'·(R c;: Sü)"d ::. ,~E Sord) 
Seja ::x um conjunto simplesmente ordenado. Então para todo elemento 
de a, podemos definir o óC.gme.vt-to de a detvun-i..rw.do poh :r. 
onde y ê uma variâvel que não ocorre em R ou x. 
Para estratificação, H e seg P devem ter tipo urra un-idade maior c:u~ o 
- . :r 
tipo de r. 
TEOREMA !!.6. 12: 
li. 1- (F:_,x~:;,r~) (R 0 Trans & P E Antisym :J {utseo F h: - yRz & ;-;(]:;· 
~ . X 
III. 1- (R_,n'I~R C: Ref :J AV(seqxH) "'y(y(R- Ih:)) 
DEMONSTR~.ÇAO' 
II. pelo ítem I temos: 
•- y!soq "'"" = .. 'rc n IJx & , --x··l~• .. "1 .• & z.(R 
entao, basta provar que 
(R" & "'"Q nT·I"! c:- /_,1 (" n-[-) & R & .,rn r1T'l,.,..1 y '-· '·'·" ~'"-'-'' ·- ':J [1 - ."C y;::. '-1.'1' _, ,.,_, 
,-) .:· j ' 
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para tanto, devemos provar que 
yRo & z(R n I)x J y(R n})x 
nas condições do teorema temos: 
yRz & z (R n IJx I- yRz & ;~Rx & zix 
1- yR::c (pelo fato de R ser transitiva) 
mas, se xRz & z(R niJx, temos 
a) ;yi:;: 1- yRx & yi.r 
1- y(R 'l IJx 
b) ylx 1- y = x 
1- xRz & z& 
1- x = z (pelo fato de R ser antisimétrica) 
1- .• I z (de zic:) 
1- X I X 
1- y E 1\ 
1- yix 
I- y(R il I)x 
logo, xR::.; & z(R n I)x I- y(R '~IJx 
TEOREMA II.6.13: 1- (R,x,y)(R E Trans & R E Antisym & 
& y(R - T)x :::> seg~/seg.l/ = seg}JR) 
OEMONSTRAÇAD: levando-se em conta o Lema II.l, a demonstração segue os passos 
de Rosser. 
COROLARIO: 1- (R, S,x,yJ (R E Pord & 3 o 
DEFINIÇAO: Reiação de Boa O~dem 
seq R & u E Arq (S) :) seg S = X u • y 
Word odf R(R E Sord & (B) (S n AV(RJ I A J (Ey! (y E minR SJJJ 
Word e estratificãvel e como não possui variáveis livres pode-lhe ser 
associado qualquer tipo. 
TEOREMA 1!.6.14: 
I. 1- (R}(R E Word c R E Sord & (S)IS n AV(RJ ;iA J ([y)(y minR SJJ) 
11. 1- fR}(R E Word =R E Sord & (S)(S n AVIR)~ A J (Ey)(y leastR S!JJ 
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III. 1- (R)(R E Word:: R E Sord & (S)fS n AV(ll) f A ::.l tE 1y)fif leasL, 8))) h 
TV. 1-- ("y~R) (R E t~ord :J y 1 R ~ y E Word) 
V. 1- (R,x! (R E l<ord ::> seg R E WordJ 
·x 
DEFINIÇtíO: Ráú.'.r.U.ado =df Rm E Pord & (y~z.J (y~;~ E AV(R) ::J (E:J:) (liR.T: & zRx & 
& (tJ) (yRw & z.F!'LJ & xRlJ)) & (Ex)( xRy & xR.J: & (uJ) (wRy & uRé.~ & IJJb:))) 
TEDRE~.A IL6.í5: 
I . 1- (R) (R E Ref 
-
RUSC(R) E Ref) 
p ,, 1- (R) (R E Trans .. RUSC(R) E Trans) 
1 I I. 1- (R) (R E Antisym o RUSC(R) E Antisym) 
!" '. !- (R)(R E Connex = RUSC(R) E Connex) 
v. i- (R) (R E Word = RUSC(R) E l<or·d) 
VI. 1- (8~R~xHx leastp B:: {x} leastRUSUH) USC.:S),i 
VIl. 1- (R,:cJ(RUSC('3egxR) = seq(;:r} RUSC(:?)) 
!I.7. RELAÇOES DE EQUIVALENC!A. 
DEFINI ÇAO: Rdaçiw S.imiitlúc.a 
Sym =df R(.T~y) (x Ry ::J y Rx) 
Sym ê estratificâvel e como nao possui variãveis livres pode-lhe ser 
associado qualquer tipo. 
TEOREMA I L 7. l : 
I. 1- (R)(R E Sym::.: R E Re'l & (x.,yJ(xP.y ~ y~:,·;r:)) 
l L 1- Sym ':: Rel 
III. 1- (3_.R) (R E Sym:) 6 1 H f' G E Sym) 
IV. 1- (R) (R E Sym ::>R E SymJ 
DEFINIÇM: Rüa~iio de Eqtúva.tíinda 
Equiv =df Ref n Sym n Trans 
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TEOREMA li. 7. 2: 
I. 1- (R) (R E Equ i v :: R E Ref & R E Sym & F E Trans) 
II. 1- (B~R)(R E Equiv ::> B ~R f' B E EquivJ 
III. 1- (RJ(R E Equiv ~/fE EquivJ 
IV. 1- (R,x_,y)(R E Equiv & xRy => (z)(xRz- yRz)) 
OEFINIÇAO: C~ilhbeõ de Eq~vatêncJa d' R. 
EqC(R) "'df Ô.(ExJ (x E AV(R) & a = R"{x}J 
onde a e x são variáveis que não ocorrem em P. 
EqC(R) e estratificãvel se, e somente se, P for estratificãvel e, nes-
se caso, terã tipo uma unidade maior que o de R. 
TEOREMA 11.7.3: 1- (a,RJ(a E EqC(R,':: ([.;;)(;;.·E AV(R> & J. = R 11 {xLJ 
TEOREMA 11.7.4: 1- (R)(H E Equiv :J (x~yJ(.rP~t::: .c::>:/ E AV(R) & R"{x} = R"{y}J) 
TEOREMA II.7.5: 1- (a,R)(R E Equiv & a E EqC(p) :J (x)(.r E a:: a= R"{;;;})) 
TEORE~1A 11.7.6: 1- (Ct_,S_,RJ(H E Equiv & (Y.,B E EqUP) & a ,'l B /;A::> o.= S) 
DEMONSTRAçp;o: Suponhamos que R E Equív e u.,e E EqC(R) e a n e #A. Como 
o. n S f- A , então (Ex) ( x E o. n BJ; logo .:c E 21 e :.:: E S. 
Donde, pelo Teorema 11.7.5, o.~ R''{x} e B = R"{x}. Segue-se disso que a= 6. 
TEOREI1A !!.7.7: 1- (R,x)(R E Equiv & x E AV(R) ::J (E 1a)(x E a & a E EqUR))) 
TEOREMA !I. 7.8: 1-- (a, R! (R E Equiv & a E EqCIR! ::J a i /\) 
DEMONSTRAÇAO: 
R E Equiv, a E EqC(R), a f 1\ 1- a f 1\ 
RE Equ i v, a E EqC(R)~ a 
" 1\ 1- R"{x} " 1\ 
mas, R E Ref 1- xRx~ logo, x E R"{:r.} 
donde, 1- x E A. Disso obtemos 1- a f f\ 
Assim, R E Equiv & a E EqC(R) !- a f:. A 
CAPITULO III 
RESULTADOS SOBRE O CONJUNTO DE RUSSELL 
Pela formulação do esquema da separação em NFw a fórmula x ~ x de-
termina uma classe, assim a chamada !'l:al.l~e. de. Ruc~.61.df. .• 
Seja R= x(x ~ x!. 
A seguir abordaremos alguns resultados sobre a classe de Russell em 
NF A maior parte destes resultados são mencionados, sem demonstração,em [7]. 
w 
TEOREMA li!. 1: 1- 'IR. 
classe nâo ~ estratificãvel --e nao con-DEMONSTRAÇiíO: A fórmula que define essa 
tem o simbolo J. Logo, pelo esquema da separaçao, essa classe existe em NF 
w 
TEOREMA 11!.2: 1- R E R & R~ R 
DEMONSTRAÇ~O: R E R 1-- R E R & R E R 
R~R 1- RER&i!ER 
1 ogo, 1- R E R & R E R 
TEOREMA 11!.3: 1- (x)(x CR ::>x E RI. 
OEMONSTRAÇAO: X ::R~ xf-x 1- xER 
X:= R .. xEx 1·- xER 
logo, X c R 1- xER 
donde, 1- (::c}(x C R::) x E R). 
TEOREMA 11!.4: 1- (xj(x E R::> {x} E RI 
OEMONSTRAÇ/10: x E R, {x) E {x} 1- {x} = x 
1-{.dER 
xER, {x)?'{x) 1- {:c}ER 
logo, x E R 1-- {x} E R 
donde, 1- x E R::> {x} E R 
TEOREMA 111.5: 1- (x,y! (x,y E R::> lcc,y} E R) 
DEMONSTRAÇM: 
:t:,y E R, {x,y} E {x,y} 1- {x,y} = x v {x,y} 
1- {x,y) E R 
x,y E R, {x,y) ~ {x,y) 1- {x,y} E R 
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= y 
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logo, xJy E R 1- {x,u} E R 
donde, 1- X,!J E R :'l {x,y} E R. 
TEOREMA 1!!.6: 1- R CU R 
DEMONSTRAÇAO: x E R 1- R E R & x E R 
1- IEaJ I a E R & x E a) 
I- x EU R 
logo, 1- (x)(x E R :J x E U R) 
donde, 1- R C: U R 
TEOREt~A 1I I . 7 : 1- 1\ E R 
DE~DNSTRAÇAD: 
1\ /\ 1- AER (pelo Lema !.4.2, ltem L • T ) 
I\ 'f' I\ 1- AEp ( pe 1 a definição de R) 
logo, !- 1\EH 
TEORE1'-1A I ii .8: 1- R ~ 1\ 
DU·IONSTRr\ÇAD: 
f 1\ 1- R I 1\ 
Ji' = 1\ 1- /\E/\ I pe1 o Teorema 111.7) 
1- /\ f R ( pe 1 o Lema !.4.2, ltem v) . 
logo, 1- ,::; li\ 
TEOREMA I I 1. 9: 1~ {!-;'} E R 
DEMONSTRAÇAO: Como PER, então {R} C R. 
Logo, pelo Teorema III .3 {Ir! E R. 
DEFINIÇli,O: a: é -Zndi.1.Jlduo de. Qu..i..n:2. em R se, e somente se, :r= {x} & x E R. 
Utilizaremos, como na introdução, a notaçâo IQ para a c·lasse dos indi-
vlduos de Quine em R. Colocaremos apenas um postulado para indivlduos de Qui-
ne em s, que e o seguinte: 
AI: IEx,y){x,y E IQ & x I y) 
TEOREMA I I !.1 O: I-3IQ 
OEMONSTRAÇAO: !Q denota xlx = {x) & x E R! e, apesar dessa fÕrmula nao ser 
estratificãvel, ela não contêm o símbolo ~ Logo, existe essa classe. 
- I <J~ -
De agora em díante, a e b denotarão individues de Quine. 
TEOREMA III.ll: 1- (x,y)(:.r:~y".J{x_,y}ER). 
OEMONSTRAÇAO: 
x i y, {x,y) i' {x,y) 1- {x,y) E R 
x f y, {x"y) E {x.,y} 1- {x_,y} = x V {x"y} = y 
1- X= y 
1- X "' ::-< & X -f y 
1- (Ex)(x EA) (pelo Lema 1.4.3, Hem li). 
1- {x,y) E R 
logo, 1- ;:: f- y :J {x"y} E R. 
COROL:ARIO: 1- a f b :J {a,ld E F 
TEOREMA I I!. 12: 1- x E !Q :J ,r E ? 
DEMONSTRAÇ.l\0: Imediata, a partir da definiçà'o de individuas de Quine em H. 
TEOREMA III.l3: 1- {a)b} E SC(R) 
DEMONSTRAÇAO: 
1- {a_,b} E SC(!i) 
1- {a} C R 
J- a E R & a E R 
J- a E A. 
1- {a~b} E SC(R) 
logo, 1- {a,b) E SC(R) 
TEOREMA III.l4: 1- H i SC(R! 
DEMONSTRAÇl\0: Sejam a e b dois indivlduos de Ouíne distintos, então, pelo coro 
lârio do Teorema III.ll e pelo Teorema III.3, temos: 
{a"b} E R & {a,b} E SC(R) 
---logo, 1- (Ey!(yER&yESC(R)) 
donde obtemos 1- R f SC (R) 
TEOREMA I I I , l 5: 1- R c U R 
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SEMONSTRAÇM: 
a) 1- R C U R (pelo Teorema III.6) 
b) 1- R ' U R 
Pelo axioma A1, existem dois individuas de Quine a e b, tais que a tt. 
Então, usando o corolário do Teorema III.ll, temos: 
1- r.x E {a~hJ & {a,b} E R 
1- :'Eu)(::.t. E R & CJ Eu) 
1- '~1 E l_j ;.;_· & r:x E ~rf 
1- F f:. UR 
L EMA I I I . l : 1- !.r; i E.:') (_,. f- y) 
DEfvlONSTRAÇAO: 1- (.-;)(.:::f Xr. pois X f- X 1- :.c.,_ x·. 
Por outro lado, se,:; "':C, então (Ey) (y E A), 
donde, :.c 1- ~-. Assim sendo, 1- :~-f x. 
Então, 1- (Ey)::r t :J), donde, 1- (;x_·!(Ey)(,;:; f~<) 
TEOREMA III.16: 1- (x)!x E UR! 
DEMONSTRAÇM: 
Pelo lema III.l, 1- (Ey)(y f J.:), logo, 1- ~i f."'"'· 
Pelo Teorema III.ll: 1-{x,y} ER 
donde, 1- {x~y} E R & ;y; E ~x,y} 
;ogo, I- (EC'l)(n E R & x E o) 
portanto, 1- ::r E U R 
e, 1-(x)(xEURJ 
CDROLARIO: 1- UP =v 
DEMONSTRAÇÃO: como (x):xEUR) e (x)(xEV), éntão UR=V 
TEOREMA I 11.17: 1- R I V 
DEt~ONSTRAÇAO: Pelo Teorema III.14, 
1- R f UH, mas, 1-UR=V, logo, 1- ?f V 
TEOREI~A I I 1.18: 1- (n) (SC" (R) E Rj 
DEMONSTRAÇAO: Pelo Teorema l!I.l7, temos 
1- SCn(R) c R, logo, pelo Teorema III.3, 
lll 
·1- SCn(R) ER, donde, !- (n)(SCn(R) ER). 
TEOREHA III.19: 1- in!(SCn+l(R) C SC"(R)! 
DEMONSTRAÇAO: a demonstração serã feita por indução, o que é possível pois a 
fÓrmula ê estratificãvel. Pelo Teorema III.3, temos que a C R ::J a E R e, en-
tão, obtemos: 
(1) 1- SCIR) CR 
Suponhamos, agora 
(2) SC"IRJ C SCn-l(R) 
Entao, 
~ESC11+ 1 U-U 1- aCSCn(R) 
1-- SC"IR) C SCn-liR) (por (1)) 
1- a c sc'1- 1 (fl.J 
1- a E SC'1(R! 
logo, J- SCn+l(R) C S('(rt) 
Dal, temos; 
I ) 1- (sc n, .. R.I - SCn-l ';;; 11 ' 'SC:·l+l.P, - SC"r·~·' 3 L iHJJ ~ :. ( •• ) '- ,'lJ) 
De (l) e (3), pelo princlpio de induçilo. decorre que 
. I 'SCn+l (R' C SCn rv) 1 { 11, I -'•' ·• I H I 
O Teorema 111.19 nos fornece a seguinte relação entre as subclasses de 
Q e o p0oprio R. 
I 
... scn+lu?J c scnrRJ c ... c sc-:H.: c scn;;) c R. 
TEOREI~A I I I. 20: 1- R E SC 2 (R) 
OE~IONSTRAÇM: 
R E SC 2 íR) 1- R C SCUi'J & SC(R) C H 
1-- R= SC(R) & R 1: SUR) (usando o Teorema 1Il.l4) 
1- tE f\ (pelo Lema I .4.3, ltem I!) 
1·- R E sc 2rRJ (pelo Lema 1.4.2, 1tem !II). 
P E SC 2 (R) 1- R E SC 2 (R) 
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TEOREMA 111.21: 1- (n}(SCn(R) E SCn+ 2 (R!! 
DEMONSTRAÇAO: Por indução. 
Pelo Teorema I I I. 20-. temos : 
(l)RESC 2!R! 
Suponhamos agora que 
(2) SCn-l(R) ESCn+l(R) 
Então: 
SCn(R) E SCn+ 2 (R) 1- SCn(R} E SCn+ 2 (.'-') 
SCn(R) E SCn+ 2 (R} 1- SCn(R) C SCn+l (R} 
1- SCn-l (R) C SCn-l (R) 
-1 
1- SCn (R} E SCn (R) 
1-- SCn-l (R) E SCn+l (R} 
1- SCn-l(R} E SCn+l(R) (por (2)) 
1- x E A (pelo Lema 1.4.3, 'ítem Il) 
1- SC"(R) E SCn+2 (R} (pelo Lema 1.4.2, 1tem 111) 
1 I Scn f~) E SCn+2,fR) ogo, - ·-" 
Então, 
(3) ($C 11 - 1 (R) E SCrt+l(R)) ~ (SCn(R) E SCn+ 2 (RJ) 
De (l) e (3), pelo prlncipio de indução, temos 
1- ( n) ($Cn (R) E SCn+Z (R)) 
TEOREMA 111.22: 1- (ryJ{SCn(R) 'f SCn-l(R)) 
DEMONSTRAÇAO: 
Se n ~o, o resultado jã estã provado no Teorema III.l4. 
Se n i- o, então pelos Teoremas 111.21 e III .18, temos 
1- SCn-l(R) E SCn+l(R) & SCn-l(R} E SCn(R) 
logo, 
1- !Ey! (y E SCn+l(R) & y E SCn(R)) 
e, consequentemente, 
- 113 -
TEOREMA II1.23: l- (n)(SCn+l(R} C SC 111R)) 
DEMONSTRAÇÃO: 
Se n-= o, pelo Teorema III.l4, 1-SC(RJ f- R 
Se n 'f o, pelos Teoremas III.lS e III.22, temos, 
logo, i- SCn+l(R) C SCn(R). 
Corno consequência do Teorema IJI.22, temos: 
- 11 J -
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