For Schrodinger operators with central potential q(r) and angular momentum I, the behavior of the Jost function FI (k) as k-+O is investigated. It is assumed that fO'dr (l + r)" Iq(r) 1< 00, where u;;;.1. Situations where q is integrable with 1 <u < 2, but not with u;;;.2 are of particular interest. For potentials satisfying q(r) -qor-2 -E (0 < c< 1) and 1 = 0, the leading behavior of Fo(k) and the phase shift 8 0 (k) as k-+O is derived. Also comments are made on the differentiability properties of the Jost solutions with respect to the variable k at k = O. For u = 1 Levinson's theorem is proved, thereby clarifying some questions raised recently by Newton [J. Math. Phys. 27, 2720].
I. INTRODUCTION
In this paper we study the low-energy behavior of Jost functions and phase shifts of the three-dimensional Schrodinger equation with central potential q(r)eL~, where Our main concern are potentials that are in L ~ with 1 <u < 2, but not necessarily in L ~. We were stimulated by a recent paper of Newton I on this subject and in particular by one result which we recall here briefly. Let FI (k) denote the Jost function corresponding to angular momentum 1 (l = 0,1,2, ... ) and assume that qeL ~ with 1 <u < 2 if 1 = 0 or 1 <u < 3 if 1;;;.1. Then Newton proved that +O(k,,-l) . (1.2) So, if FI (0) = 0, then it is consistent with (1.2) if
FI(k) =FI(O)

FI(k) =aka+o(k a )
, a:;;fO, (1.3) for some a>u-1; this implies that Levinson's theorem takes the form 8 1 (0) -8 1 (00) =1T(nl +aI2), (1.4) where 8 1 (k) denotes the 1 th phase shift and nl is the number of negative eigenvalues for angular momentum I. Thus, if a:;;f 1 (I = 0) ora:;;f2 (/;;;.1), we would get a modified Levinson's theorem. However, we should be aware of the possibility that if we simply treat (1.3) as a special case of ( 1.2) we may miss some information that specifically pertains to the case when FI (0) = O. Indeed, it is known that if qeL: and 2) this leads to the question of whether the given error estimate is optimal for the class L ~ and of how the large-r behaviorofq(r) is reflected in thesmall-kbehaviorofF I (k). The paper is organized as follows. In Sec. II we explain the notation, collect some preliminary material, and state Lemma (2.1), which is needed in the later sections. The proof is given in the Appendix.
Section III is devoted to the special case of inverse power-law potentials satisfying q(r)_qor- have not checked the details. As a by-product of the analysis of power-law potentials we obtain precise information on the differentiability of the Jost solution/o(k,r) with respect to k at k = 0 [see Corollary (3.3) ]. This result clearly demonstrates why the Jost solutions cause problems in the analysis of Fo (k) if 1 <u < 2, a fact that was also recognized in Ref. 1 (see Appendix C).
In Sec. IV we analyze the small-k behavior of Fi (k) when FI (0) = 0 for arbitrary potentials with 1 <u < 2 9 As already mentioned, the proofs in Refs. 2 and 3 work for u = 1, but they are based on the Marchenko equation (and on an inductive argument with respect to I when 1;;;.1). Our proof is more direct in the sense that it is a refinement of Levinson's original proof,1O which needed u = 2 at various places. Moreover, our method allows us to control the error terms.
At the end of Sec. IV, we remark on how our results tie in with the threshold behavior of the eigenvalues ll • 12 when they are born from the continuous spectrum as the coupling constant is increased.
Finally, we mention that the methods and results of this paper have extensions to the Dirac equation 13 and the Schrodinger equation on the line.
14 In the latter case we can, for example, prove continuity of the S matrix at k = 0 for arbitrary potentials satisfying a L ! condition on the line.
II. PRELIMINARIES
We consider the Schrodinger equation ThenYr solves the integral equation
where Lemma (2.1): Suppose that qeL ! .
and if Fo(O) = 0, then
where 0<c5<2.
For a proof, see the Appendix. Notice the absence of the factor r in (2.15) as compared to (2.14). In Sec. IV we need to use a second, linearly independent solution Yr (r) of (2.1 ) Equations (2.17) and (2.19) follow easily from the representation
where ro is at our disposal andpr is a suitable constant (depending on ro). The asymptotic relations (2.2), (2.8), (2.11), (2.17), and (2.19) may all be differentiated.
where 
and, if E = 1, then
These relations are all understood to hold mod(1T). Corollary (3.2) follows from Theorem (3.1) and (2.7).
Proof of Theorem (3.1): (i) Fo(O)#O, O<E< 1. We break the integral in (2.6) into three parts:
where we have also used (2.12) and (2.13). We denote the first integral on the rhs by II and the second by 1 2 , Considering II' it is easy to show that the leading behavior of II as k -+0 is determined completely by the asymptotic forms for q and Yo as r-+ 00. On substituting Dar for Yo and qor-2 -E for q(r) and changing variables, u = kr, we obtain
II=kED~o i"" du(e l "-1)u-I -E +o(k E ). (3.8)
Next we consider 1 2 , For 1=0, (2.3) reads as
)q(t)yo(t)·
From this we deduce that
= , \ -,;,: 
(3.12) 11"" drelkrq(r)As(k,r) I <Ck P .
(3.15)
Thus the contributions from A2 through As to 12 are O(kE). Adding (3.8) and (3.12) and computing the remainingintegral yields the second term on the rhs of (3.1 ) .
(ii) Fo(O) = 0,0 <E < 1. We again use (3.7). Since now Yo is bounded at infinity, we obtain, using (2.8) and (2.9), In this case, however, A I ( k,r) does not contribute to the kE + I term. In fact, since Do = 0, we can write ( sin kr
and thus 
The contributions from A2 through As are O(J!l), PE( 1,2).
Remembering (2.13), we arrive at (3.4a). If Fo(O) = 0, 
IV. THE CASE F,(O)=O, LEVINSON'S THEOREM, AND THRESHOLD BEHAVIOR
Here we prove the following theorem. Theorem (4.1): Suppose that qEL ~ and that (i) 1=0, Proot (i) For I = 0 we need only look back at the proof of Theorem (3.1), Eq. (3.7). We have
The integrand is O(k 2) and dominated by Ck"r"lq(r)llYo(r)l; hence by dominated convergence the integral is o(k"). Thus This eStablishes (4.1).
(ii) The case when I> 1 is complicated by the fact that part of the leading contribution comes from the analog of (4.14 )
Now, RI (k,r) obeys the following estimates. For 1 = 1, ( 4.16) By using (2.10) it is easy to see that the contribution from
Splitting off the leading tenn, we obtain
( 4.17)
It remains for us to consider B 3 • We make use of another representation for YI (k,r), which we obtain by applying the variation of parameter fonnula to (2.1), namely
where
hi (r,t) = YI (r)YI (t) -YI (r)YI (t),
and ( 4.18) (4.19) ( 4.20)
HereYI is the solution discussed in Sec. 
L' " dr r I/2 q(r)H I + 112 (kr) X(YI(k,r) _YI(r»)+alkl+1I2lR drr I/2 q(r) XH I + 1I2 (kr)(YI(k,r) -YI(r»)=J I +J 2 . (4.26)
The tenn J I is estimated by means of (2.16) and (4.9):
Now we writeJ 2 [using (4.9)] as
(4.28)
We split the second integral in Eq. (4.28) into two, with one going from 0 to R 1/2 and the other from R 1/2 to R and estimate them by using (4.25):
We write the first tenn on the rhs of ( 4.28) as (Nauka, Moscow, 1968 ) (in Russian) ].It contains some results about the low-energy behavior of the phase shift for inverse power-law potentials (p. 121). We wish to thank D. Bolle and F. Gesztesy for pointing this reference out to us. decomposition (3.11) along with (2.12) and (2.13) Do = 0) and rewrite the term A I (k,r) 
Is= -fdtgl(k,r,t)q(t)(YI(k,t)-YI(t»),
and where J I + 112' Y I + 112 denote the leading parts of J I + 112' Y I + 112 as r-+ 0, respectively. Explicitly,
