Z objects shielded by thick high-Z materials [1] . In digital fast neutron imaging for example, fast neutrons are While ART can also be used to deconvolve the cone beam effect from an uncollimated point source, we 35 examined a variation of the maximum entropy method (MEM) in our computational inversion because prior 36 work by [6, 7] showed that MEM offers a qualitative advantage over ART when dealing with noisy images.
37
MEM also offers an additional advantage over ART in that it minimizes artifacts by explicitly making the 38 reconstructed image as noiseless as possible [8, 9] .
39
On MEM vs TV, the comparision was not as clear cut, and there has not been scholarly work quantifying This improvement is especially prominent in the peripherals of the image.
48
In this paper we describe our MEM based software for removing the cone beam effect, and apply the 49 algorithm to a simulated fast neutron radiography image as a proof of concept. The algorithm is able to 50 remove the part of the cone beam effect in the simulated image caused by the thick scintillator. With the 51 help of the proposed algorithm, the reconstructed image appears to be taken with an infinitesimally thin 52 scintillator (ITS). To the authors' knowledge this is the first algorithm presented which targets radiography 53 image problems caused by thick scintillators.
54
We have arranged the paper as follows: Section 3 gives a reformulation of the cone beam problem, and 55 Section 4 presents an overview of our algorithm. Section 5 details the MCNP simulation we used to generate 56 our test images and Section 6 presents key algorithm details. Finally, we close with numerical results in 57 Section 7, and conclusions along with future work in Section 8.
58

Cone beam effect
59
The cone beam effect (CBE) is a generalization of the concept of geometric unsharpness. The effect is 60 dependent on the thickness of the radiation detector used, and the angle formed by the source to detector 61 ray. When the source to detector distance is within an order of magnitude compared to the detector thickness,
62
CBE becomes the prominent factor in image degradation .
63
As shown in Figure 1 , when source to detector distance, d, and detector thickness, t, are fixed, the CBE 64 can be completely characterized by Φ, the angle between the ray passing through the entry point and the z 65 axis. Since this angular dependence is rotationally invariant about the z axis, any line from the source to a 66 point on the surface of the detector can be rotated about the z axis to create a cone which is subject to the 67 same blurring effect. It is this conical symmetry which gives this particular geometric unsharpness its name, 68 the cone beam effect.
69
There are two ways to mitigate the CBE given a fixed d. The first is to reduce the source cross sectional 
Algorithm Test Procedures
85
For validation, we tested the algorithm with a typical fast neutron radiography problem that involves a low 86 Z material hidden behind a high Z shield. We used MCNP simulation to generate both the ITS image and 87 the thick scintillator image since MCNP can predict scattering by the high Z shield, the low Z object, and 88 also scattering within the scintillator itself. To allow for future validation, we used realistic geometries and 89 materials which can be readily replicated in a lab setting, Figure 3 .
90
The simulation setup consists of a Cf-252 source imaging a composite test object placed behind a 1 inch 91 thick lead shield. The test object contained plastics of different densities as well as metal features, Figure   92 3b. We purposely kept the source to detector distance small to ensure prominent CBE on the simulated 93 radiographs. 
We ran two MCNP simulations, one for the thick scintillator and one for the ITS. In both runs, we used neutrons confined to emission angles less than 40 degrees off the z-axis were used for each run.
101
For the ITS, a 500 x 500 radiography tally with MCNP's hybrid point detector model, which returns the 102 incident neutron energy flux at each pixel, was used. This resulted in an essentially noiseless image which 103 is shown in Figure 4b . As this model is essentially noiseless, it can be understood as the ideal detector 104 image when the number of source particles is taken to infinity. With these simulated data, we can test our 105 algorithm by inputting the observed image and seeing how well it reconstructs the ITS image.
106
Algorithm Implementation
107
In this section, we describe the maximum entropy method along with its two subroutines in detail. 
127
Once the inputs are defined, MEM approximates a solution to Eqn. 3 by solving Eqn. 4, which is always 128 guaranteed to be well posed.
Eqn. 4 states that the optimal reconstruction is found by maximizing the Shannon entropy of the 
Bayesian Prior Subroutine
136
Since maximum entropy reconstruction depends heavily on the Bayesian prior to flatten the image, it is 137 crucial that we have an intensity map of the scintillator response for when there is no object of interest.
138
This map also needs to be as smooth as possible as any noise in the Bayesian prior will be magnified in the 139 reconstructed image. We start by noting that the neutron flux is only quasi-radial symmetric because the 140 CF-252 source is not spherical and is large enough to make point particle approximations insufficient.
141
While we can generate a noise-free background image through a Monte-Carlo routine, the amount of 142 simulated particles required for smooth convergence will require many computer days. Also, this approach 143 assumes that the simulation geometry and experimental geometry are one and the same. Any geometrical 144 artifacts from incomplete calibration will result in errors propagating through the reconstruction. 
Linear Scintillator Model
153
For our linear scintillator model, we opted for a full discrete treatment instead of any continuous approxima- 
Probability Transfer Matrix
169
Given our voxel scintillator model, we now clarify our linear model, Eqn. 2. We redefine x as the vector 170 consisting of the incident counts for each voxel, and y as the vector consisting of the termination counts for 171 each voxel. Now A becomes the probability transfer matrix (PTM) between incident voxel and termination 172 voxel, such that [A] ij denotes the probability a neutron incident on voxel i will terminate in voxel j, Figure   173 7.
174
While A can be determined analytically for certain neutron emission distributions and scintillator compo- Next, we generated two versions of the PTM in order to study the effects of Monte Carlo noise on the 208 reconstruction. The first PTM had 2e6 neutrons per voxels and the second PTM had 2e7 neutrons per voxel.
209
Given a desktop Intel I7 950, we were able to simulate 2e6 neutrons per second and build a PTM matrix 210 with numNeutrons set at 2e7 in 140 CPU hours. 
219
In this formulation, the reconstructed image is completely defined by the A, b, and σ. We would like 220 to stress that the reconstruction is defined in terms of a global optimzation problem and with A, b, and 221 σ fixed, the reconstruction is also completely independent of any initial conditions to the MEM problem.
222
In an effort to explore the robustness of the algorithm to noise, we added increasing levels of Gaussian 
Conclusion
237
It has been shown by simulation that the cone beam effect can be practically removed from an uncollimated 238 fast neutron image through a simple model of the scintillator response and source to scintillator geometry.
239
Residual boosted support vector regression was used to smooth the background intensity and large scale
240
Monte Carlo simulation was used to generate a linear approximation of the scintillator response to a near 241 field divergent neutron source. Finally, the maximum entropy method was used to invert the scintillator 242 response from an MCNP simulated observed image.
243
Overall, the discussed reconstruction techniques could reduce exposure times or required source intensity 244 without undesirable object blurring on the image by both allowing closer source-to-detector distances to 245 maximize incident radiation flux and the use of thicker scintillators with higher efficiencies. In addition to 246 neutron imaging the technique should also be applicable, with the right PTM, for high energy gamma or 247 x-ray radiography using thick scintillators.
248
Future work will revolve around calibrating an experimental setup which mimics our simulation geometry 249 and applying the algorithm to an empirical image. Also, while we chose to utilize MEM as the current inver-250 sion algorithm because of the ease with which it can accomodate a Bayesian prior, a systematic comparison 251 which will quantify the advantages and disadvantages of the method still needs to be done between MEM 252 and the other two contending algorithms, ART and TV. That comparision, however, is non-trivial due to 253 the complexities involved with adapting and implementing ART and TV to the CBE problem. In addition,
254
Figure 11 demonstrated the importance of quality of the PTM. To the authors' best knowledge, the only 255 way to improve PTM quality is to utilize more particles in its construction. Since the Monte-Carlo routine 256 used to generate the PTM is parallelizable, other future work will revolve on adapting the software to run 257 on a high performance computing cluster to quickly generate high quality PTM matrices. approximate nonlinear functions, [22] .
267
Given a training set, T : (
Where < ·, · > denotes the inner product and φ(x i ) is a nonlinear mapping from R m to a higher dimen-268 sional space. The parameters w, and b are solved via minimization of the following cost function, R f .
Here, R emp measures empirical risk, w 2 measures model complexity and C is a regularization parameter 270 which balances model complexity and training set performance. We define R emp as
where | · | , termed by [21] as the -insensitive loss is defined as
Thus as a result of Eqn. 8, regression estimates which err by less than do not factor into the cost function 273 resulting in an insensitive tube around the regression estimates, Figure 13 .
274
We wish to reformulate Eqn. 6 as a quadratic programming problem for tractable computation so .
While we now have a well posed quadratic programming problem, we are required to set the parameter 279 a priori. This is unsatisfactory because is highly data dependent and can range over [0, ∞). To remove 
Now, is a variable featured in the optimization problem and is no longer a parameter. While we have 283 substituted ν for , ν is bounded ∈ [0, 1] and has an intuitive meaning as the maximum fraction of y i 's 284 allowed to err by more than .
285
A.1 Kernel Functions
286
Much of the SVRs advantage comes from its projection of data into higher dimensional space, φ(·). Let
is called a kernel function and it provides the benefit of a high dimen-288 sional space without explicit computation. For example, the second order polynomial kernel
Kernels can also be chosen with a priori knowledge and since we know that the true background intensity 291 map will be smooth, we choose a kernel function which favors smoothness.
This kernel is known as the Gaussian radial basis function (RBF) and the φ associated with this kernel 293 projects the data into an infinite dimension Hilbert space. However, this kernel also introduces an addition 294 parameter γ which must be optimized during training.
295
A.2 Residual Boosting
296
While ν-SVRs have great native performance, they can be combined through boosting for even better results.
297
In residual boosting, a particular form of ensemble learning, the regression target is iteratively simplified so 298 the machine learner can capture higher order effects in successive iteration.
299
Residual boosting accomplishes this by defining t i,k , the regression target for observation i at iteration k 300 as 301
Thus, the k th iteration of the machine learner only tries to capture the residuals of the prior given the observed data, reducing the number of post reconstruction artifacts [8, 9] .
311
To derive the MEM formulation, we assume that we have K balls (neutrons) and when thrown, each ball 312 is independent and is equally likely to land in any of the MN buckets (voxels). We do not know the actual 313 distribution of the balls among the buckets but the best guess would be the distribution with the highest 314 probability. Since each particular distribution is a realization of a multinomial random variable, we can find 315 the most probable distribution by maximizing the probability of a certain distribution happening.
Maximizing 
Since K ∼ 1e18, we can use Sterlings approximation, log(K!) ≈ Klog(K) − K, on Eqn. 16.
Looking at Eqn. 17 we see that it is equivalent to the Shannon entropy of a multinomial distribution,
Thus we see maximizing the image entropy is equivalent to finding the most probable image. However, 
