We study the nonlinear Schrödinger equations with a linear potential. A change of variables makes it possible to deduce results concerning finite time blow up and scattering theory from the case with no potential.
Introduction
In this note, we consider the nonlinear Schrödinger equation with Stark effect,
where x ∈ R n , and the potential V is linear,
We assume that ε ∈]0, 1], λ ∈ R, σ > 0, and σ < 2/(n − 2) if n ≥ 3.
The vector E may represent a constant electric field (see e.g. [5] ), or gravity (see e.g. [21] ). We introduce the factor ε to treat both the quantum case where ε = (see e.g. [21] ), and the case ε = 1, where the nonlinear Schrödinger equation may appear as an envelope equation (see e.g. [20] , [7] , [11] ).
We compare solutions of (1.1) with solutions to the nonlinear Schrödinger equation,
Many results on (1.3) are available, in particular when u 0 ∈ L 2 (R n ), H 1 (R n ), or Σ := f ∈ H 1 (R n ) ; |x|f ∈ L 2 (R n ) .
Some existence results for (1.1) in the case ε = 1 are consequences of results stated in [6] and [14] (see [15] ). Natural questions arise, such as local/global existence issues, finite time blow up and scattering theory. We restrict our study to these directions, but other results could be stated easily, using We first show in Sect. 2 that solutions to (1.1) satisfy a pseudo-conformal evolution law which is the analog to the case E = 0, derived in [9] . We then turn to the main result of this note in Sect. 3.
Some preliminary results
The semiclassical limit for (1.1) was studied in [3] (for more general potentials). It was noticed that the following operator, introduced in [18] ,
enjoys properties which are agreeable to study the nonlinear equation (1.1). In [18] and [3] , this operator is introduced as an Heisenberg observable, therefore the first property in the following lemma is obvious. The other properties were noticed in [3] , and they suit nonlinear problems. The last two points follow from the second one.
Lemma 2.1 ([3], Lemma 2.1). The operator J ε E is such that: • It commutes with the linear part of (1.1),
Then φ solves the eikonal equation
and for t = 0,
• For r ≥ 2, and r < 2n
There exists C r such that, for any f ∈ Σ,
• For any function F ∈ C 1 (C, C) satisfying the gauge invariance condition
one has, for t = 0,
After [1] and [2] , we may hope that the evolution of J E (t)u L 2 is described by a law similar to the pseudo-conformal conservation law, derived in [9] . Indeed, we have the following preliminary result.
Then formally, the evolution of J E (t)u L 2 is given by the pseudo-conformal conservation law,
Proof. The proof we give is also valid for the case with no potential, and uses (2.1) and (2.5) (recall that this last property is a consequence of (2.3)). First, let (e 1 , . . . , e n ) be an orthonormal basis of R n such that e 1 is parallel to E, in which we have V (x) = |E|x 1 . Since the result we want to prove is intrinsic and does not depend on the chosen basis, it is enough to prove it in this context.
Apply the operator J E (t) to (1.1). Thanks to (2.1), we have
The last term can be simplified, thanks to (2.5). Multiply the above equation by J E (t)u, integrate with respect to the space variable, and take the imaginary part. This yields,
Expanding,
The first three terms vanish when taking the imaginary part. The next two do not see the potential, so if the last one vanishes, the lemma follows from the classical pseudo-conformal conservation law. We have
The end of the proof consists in computing the time derivative of u(t) 2σ+2
where we used the fact that the potential is real. The end of the proof is easy computations (the dependence upon the potential has disappeared), we leave out this part.
The main results
The fact that we get exactly the same law as in the case with no potential is puzzling. It is explained by the following result.
Then u ε solves (1.1). Conversely, if u ε solves (1.1), then v ε , defined by
In particular, if the solution to (1.3) is unique, then so is the solution to (1.1), which is given by (3.1).
This result was known in the linear case (λ = 0) (Avron-Herbst formula, see e.g. [5] , Chapter 7); we investigate some of its consequences in a nonlinear setting.
Remark. Of course, this result would still hold if the nonlinearity λ|z| 2σ z was replaced by a more general one, of the form G(|z|)z, since the argument of G is spherically invariant.
Remark. The result also holds when an interaction of Hartree type is present. Formula (3.2) turns solutions of
This is because |u| 2σ and |x| −γ * |u| 2 can be viewed as nonlinear potentials which do not see the phase term in (3.2), and because translation in the space variable commutes with the operation
When the potential is linear (a term V(x)u is added to the right hand side), this commutation property fails, and the role of the Stark potential is different (see the remark following Corollary 3.5).
The above result is formal. We give several corollaries where this property is used in cases where informations on v ε are available.
From now on, we take ε = 1 to simplify the presentation. The different results that we state are consequences of the above proposition and of known results for (1.3). These are not necessarily sharp results, but give a flavor of the properties of solutions to (1.1). We refer for instance to [4] and [8] for the results on (1.3). 
which is actually in
which is actually in X 1 loc (] − T * , T * [) (whose definition follows that of X loc (R) and X 1 2σ+2,loc (] − T * , T * [)). The following quantities are independent of t ∈] − T * , T * [, Mass: u(t) L 2 .
"Energy":
If T * < ∞ (resp. T * < ∞), then ∇ x u(t) L 2 → ∞ as t ↑ T * (resp. as t ↓ −T * ). If in addition u 0 ∈ Σ, then u ∈ C(] − T * , T * [; Σ) and it satisfies (2.6).
Remark. Notice that using (3.2), we retrieve the definition of J E (t) from the usual Galilean operator J(t) = x+it∇ x , and Proposition 3.1 yields another interpretation of Lemmas 2.1 and 2.2.
Remark. The operator tE − i∇ x is also an Heisenberg observable, and satisfies properties similar to those stated in Lemma 2.1 (see [3] ).
It can be surprising to notice that the "natural" energy associated to (1.1),
which is formally conserved (see e.g. [15] ), does not appear in the above result. We did not find a way to deduce this law from Proposition 3.1 and arguments assuming only that u 0 ∈ H 1 (R n ) and V |u 0 | 2 ∈ L 1 (R n ). On the other hand, global existence results, as stated in the following corollary, do not seem easy to deduce from the conservation of (3.3).
Considering the two notions of energy introduced above, we see that the difference between these two quantities must be constant. This yields,
Since (1.1) and (1.3) are related through (3.2), we infer that Notice that these identities were derived in [15] , Claims 2 and 3. Corollary 3.3 (Global existence). Let u 0 ∈ H 1 (R n ), λ ∈ R and σ > 0, with σ < 2/(n − 2) if n ≥ 3. We have T * = T * = ∞ in the following cases.
• The nonlinearity is repulsive, λ ≥ 0.
• λ < 0 and σ < 2/n. • λ < 0, σ = 2/n and u 0 L 2 < Q L 2 , where Q is the unique spherically symmetric solution of (see [19] , [12] ),
• λ < 0, σ > 2/n and u 0 H 1 is sufficiently small. Remark. It is well-known that finite time blow up occurs in other situations (see e.g. [13] ). A remarkable fact is that from Proposition 3.1, the introduction of a linear potential (1.2) does not change the time of blow up, but only the location of this phenomenon (it has moved under the action of V which can be interpreted as gravity). For quadratic potentials, not only the location, but also the time of blow up is altered (see [1] , [2] ).
Corollary 3.5 (Scattering theory). Let u 0 ∈ Σ, λ > 0, with σ < 2/(n−2) if n ≥ 3. Assume moreover that
and denote
the evolution group associated to the linear part of (1.1).
• For every u − ∈ Σ, there exists a unique u 0 ∈ Σ such that the maximal solution u ∈ C(R, Σ) to (1.1) satisfies
• For every u 0 ∈ Σ, there exists a unique u + ∈ Σ such that the maximal solution u ∈ C(R, Σ) to (1.1) satisfies
Remark. Proposition 3.1 shows that the critical indexes for the power σ in the scattering theory are the same as in the free case E = 0. For instance, in space dimension one, a short range theory is available if σ > 1, while a long range theory is needed if σ ≤ 1 (see e.g. [8] , [16] , [10] ). This is in sharp contrast with the linear case, i∂ t u + 1 2 ∆u = E · xu + |x| −γ u , x ∈ R n .
If E = 0, and if γ > 1, then the potential |x| −γ is short range, while it is long range if γ ≤ 1. On the other hand, if E = 0, then γ = 1/2 is critical. The different behaviors are due to the translation x + (t 2 /2)E (see for instance [17] ).
