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ABSTRACT 
Trellis-Coded Modulation (TCM) is employed with quadrature amplitude 
modulation (QAM) to provide error correction coding with no expense in 
bandwidth.  There are two common implementations of TCM, namely pragmatic 
TCM and Ungerboeck TCM.  Both schemes employ Viterbi algorithms for 
decoding but have different code construction.  This thesis investigates and 
compares the performance of pragmatic TCM and Ungerboeck TCM by 
implementing the Viterbi decoding algorithm for both schemes with 16-QAM and 
64-QAM.  Both pragmatic and Ungerboeck TCM with six memory elements are 
considered.  Simulations were carried out for both pragmatic and Ungerboeck 
TCM to evaluate their respective performance.  The simulations were done using 
Matlab software, and an additive white Gaussian noise channel was assumed. 
The objective was to ascertain that pragmatic TCM, with its reduced-complexity 
decoding, is more suitable to adaptive modulation than Ungerboeck TCM. 
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The Institute of Electrical and Electronic Engineering (IEEE) recently 
released its standards for Metropolitan Area Networks (MAN) in 802.16a and 
802.16e.  These standards specify high data rate communications for Non-Line-
of-Sight (NLOS) environments where noise, interference and fading are the 
norm.  With the impairments caused by these effects, a high Bit Error Ratio 
(BER) is expected if Forward Error Correction (FEC) is not utilized to enhance 
the integrity of the signal.  Conventional binary FEC schemes with low code 
rates, such as rate 1/2 or 1/3, cannot support the required high data rates in a 
bandwidth-efficient manner.  Hence, higher code rates such as 3/4, 5/6 and even 
higher are needed.  To strike a balance between the need for FEC and higher 
information data rates, Trellis-Coded Modulation (TCM) is used to couple high 
code rates with symbols modulated at a high level.   
TCM has found widespread use, especially coupled with non-binary digital 
modulation schemes such as M-ary phase-shift keying (M-PSK) and M-ary 
quadrature amplitude modulation (M-QAM).  The advantage of incorporating FEC 
into modulation schemes with high data rates has proven to be a good 
combination to achieve low BER for bandwidth-limited channels.  This is manifest 
in the case of its use in the IEEE 802.16a and 802.16e standards for MAN.  
There are, however, two methods of implementing TCM which have gained 
widespread interest.   
TCM was first proposed by Ungerboeck and Csajka in 1976 and then 
again in a more detailed publication in 1982 by Ungerboeck.  This led to the 
widely-known Ungerboeck TCM.  In 1989, Viterbi et. al. proposed a pragmatic 
approach to implementing TCM.  This was followed by Wolf and Zehavi on 
utilizing punctured convolutional codes in addition to the pragmatic approach.  
This led to the current pragmatic TCM.  Both schemes employ Viterbi decoding 
algorithms but have different code construction.  Ungerboeck TCM maps bits 
onto the In-phase (I) and Quadrature (Q) component via set partition.  Pragmatic 
 xvi
TCM maps one n-tuple of bits onto the I-component and one n-tuple of bits onto 
the Q-component in serial (I-component first and Q-component second) or in 
parallel (I-component and Q-component are generated simultaneously).  
Pragmatic TCM utilizes a single rate 1/2 convolutional encoder for all different 
signal configurations as compared to Ungerboeck TCM where different 
convolutional encoders with different code rates are used for different signal 
configurations.  With a single rate 1/2 convolutional encoder, decoding 
complexity is reduced.  The IEEE 802.16a and 802.16e standards for MAN utilize 
pragmatic TCM as part of their FEC scheme.  
This thesis investigates and compares the performance of pragmatic TCM 
and Ungerboeck TCM by implementing the Viterbi decoding algorithm for both 
TCM schemes with 16-QAM and 64-QAM for encoders with six memory 
elements.  Simulations were carried out for both pragmatic and Ungerboeck TCM 
to analyze their performance.  Simulations are for pragmatic TCM as specified in 
the IEEE 802.16a and 802.16e standards for MAN. The implementation and 
simulations were done with Matlab software.  The simulations were done for an 
additive white Gaussian noise channel. The objective was to ascertain that 
pragmatic TCM, with its reduced-complexity decoding, is more suitable to 
adaptive modulation with different signal configurations than Ungerboeck TCM. 
The simulation results showed that the BER of pragmatic TCM is 
comparable to Ungerboeck TCM for the same code rate and type of modulation.  
The performance of pragmatic TCM are even slightly better.  The difference 
between them is less than 0.5 dB.  Hence, it was ascertained that pragmatic 
TCM is more suitable to adaptive modulation than Ungerboeck TCM.  
 xvii
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I. INTRODUCTION  
A. FORWARD ERROR CORRECTION 
Forward Error Correction (FEC) schemes have been widely researched 
and implemented since Shannon’s paper on information theory [1].  By utilizing 
FEC, error rates can be reduced at the expense of redundant bits sent together 
with the information bits, which when combined become the code bits.  The code 
bits are decoded using knowledge of how the code bits were created and yield 
an estimate of the original information bits.  The decoding process ideally 
identifies and corrects errors that are introduced when the code bits traverse the 
noisy channel.  One benefit of FEC is that errors can be corrected without 
requiring retransmissions, and the Bit Error Ratio (BER) is reduced.  This benefit 
more than outweighs the reduced throughput resulting from the redundant bits 
sent.  However, this benefit requires a reasonable coding gain that counters the 
effect of increased channel bit errors that result with FEC.   
 
B. FEC IN POWER-LIMITED AND BANDWIDTH-LIMITED CHANNELS 
Initially, FEC was thought to benefit only power-limited channels that had 
an abundance of bandwidth but limited power to achieve a desired BER at a 
particular signal-to-noise ratio (SNR).  Hence, code rates of 1/2 or 1/3 are 
practical and widely used for applications with low transmitter power.  With high 
transmitter power applications, especially in the case of digital satellite 
communication, the constraint of limited power is secondary.  With the explosive 
growth of higher and higher information data rate requirements, the desire is to 
reduce the number of redundant bits sent together with the information bits so as 
to maximize the throughput per coded symbol.  Thus, low code rates are not 
always practical, and this requires the use of higher code rates such as 3/4, 5/6 
or even higher.  To strike a balance between the reduction in data rate resulting 
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from FEC and the requirement for higher information data rates, a coding 
scheme is required that is able to couple high code rates with symbols modulated 
at a much higher level than just binary phase-shift keying (BPSK) or quadrature 
phase-shift keying (QPSK).  This gave rise to the development of Trellis-Coded 
Modulation (TCM).  There are currently two implementations of TCM, namely, 
pragmatic TCM and Ungerboeck TCM.   
 
C. OBJECTIVE 
The objective of this thesis was to investigate and compare the 
performance of pragmatic TCM and Ungerboeck TCM by implementing the 
Viterbi algorithm for both codes with 16-QAM and 64-QAM utilizing six memory 
elements.  Performance was simulated for an additive white Gaussian noise 
(AWGN) channel for both pragmatic and Ungerboeck TCM.  Pragmatic TCM 
implementations are those specified in the Institute of Electrical and Electronic 
Engineering (IEEE) 802.16a and 802.16e standards for Metropolitan Area 
Networks (MAN). The implementation and simulation were done with Matlab 
software.  The overarching objective was to ascertain that pragmatic TCM, with 
their reduced complexity, were more suitable to adaptive modulation than 
Ungerboeck TCM. 
 
D. RELATED WORK 
A comparison of pragmatic TCM and Ungerboeck TCM was first 
conducted by Viterbi et. al. in their proposal for pragmatic TCM [2].  The 
modulations examined were phase-shift keying (PSK) and amplitude-shift keying 
(ASK).  Since then, Dubey et. al. conducted a similar comparison of both TCM 
schemes for severely band-limited satellite channels [3], [4].  The modulation 
examined was PSK, and the encoder was restricted to 16-states.  All the above 
work found that the performance of pragmatic TCM is comparable to Ungerboeck 
TCM.  
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This thesis extends the comparison of pragmatic TCM and Ungerboeck 
TCM to encoders with 64-states.  The implementations of pragmatic TCM 
examined follow closely to those specified in the IEEE 802.16a and 802.16e 
standards for MAN for quadrature amplitude modulation (QAM). 
 
E. THESIS ORGANIZATION 
This thesis provides an overview of both pragmatic TCM and Ungerboeck 
TCM.  The structure, methodology and performance of both are discussed.  
The thesis is organized into the following chapters: 
This chapter provided an introduction to FEC and the necessity for TCM.  
It also provided an objective for the thesis.  
Chapter II provides an overview and background of both pragmatic TCM 
and Ungerboeck TCM.  The structure and methodology of both are discussed.   
Chapter III contains the trellis diagrams and a discussion of pragmatic 
TCM.  
Chapter IV provides simulation results for the performance of both 
pragmatic TCM and Ungerboeck TCM.  The results are compared and analyzed. 



















II. BACKGROUND  
A. UNGERBOECK TCM 
TCM was first proposed by Ungerboeck [5], [6].  An Ungerboeck TCM 
encoder maps bits onto the In-phase (I) and Quadrature (Q) component via set 
partition.  Figure 1 shows a generic Ungerboeck TCM encoder.  The { }iu  
represent information bits, and the { }iv represent coded bits. { }iv  
 
Figure 1.   Generic Ungerboeck TCM encoder (From Ref. [7]). 
 
The Ungerboeck TCM encoder utilizes a convolutional encoder of rate 
k/k+1.  This convolutional encoder generates a redundant bit to form k+1 code 
bits.   These code bits are used to select a signal set.  The uncoded information 
bits are used to select the specific signal within the signal set.  As an example, 
the case of rate 2/3 Ungerboeck TCM with 8-PSK signaling is illustrated. Figure 2 
 5
shows a rate 2/3 Ungerboeck TCM encoder with two memory elements, which 
results in a four-state convolutional code. 
 
Figure 2.   Ungerboeck TCM encoder for rate 2/3 (From Ref. [7]). 
As seen from Figure 2, the convolutional encoder used is rate 1/2.  In this 
case, m, the number of information bits, is two.  Since 2m – k = 2, there are two 
parallel transitions for every branch in the trellis diagram. Figure 3 shows the set-
partitioning for 8-PSK signaling.  As can be seen, there are four signal sets, one 
of which is selected by the code bits at the rate 1/2 convolutional encoder output.   
The four signal sets represent the bit pairs 00, 10, 01, and 11, and each signal 
set consists of two constellation points.  The uncoded information bit selects the 
symbol within the specific signal set.  As an example, if the bits from the rate 1/2 
convolutional decoder are 00, then the uncoded information bit determines 
whether the output of the rate 2/3 TCM encoder is 000 or 100.  Figure 4 shows a 
portion of the trellis diagram.  It can be seen that there are two parallel transitions 
for every branch.  The decoding process utilizes the Viterbi algorithm with the 
squared-Euclidean distance as the branch metric.  The distances in Figure 3 are 
d02, d12, and d22.  The remaining squared-Euclidean distance for this TCM 
configuration is d32 = 4cos2(π /8), which is the squared-Euclidean distance 
between any two symbols separated by two intervening symbols. 
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Figure 3.   Set partitioning of 8-PSK for TCM encoder (From Ref. [7]). 
 
 
Figure 4.   Trellis diagram for TCM encoder (From Ref. [7]). 
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B. PRAGMATIC TCM 
Pragmatic TCM was first proposed by Viterbi et. al. [2], [8].  This was done 
to simplify TCM implementation by utilizing a single rate 1/2 convolutional 
encoder regardless of the signal configuration.  Pragmatic TCM maps one n-
tuple of bits onto the In-phase (I) component and one n-tuple of bits onto the 
Quadrature (Q) component of the carrier.   
As an illustration, the pragmatic encoder for M-ary PSK signaling with M = 
4, 8, and 16 is shown in Figure 5.  The generator polynomials for the rate 1/2 
convolutional encoder are G1(D) and G2(D).  With n as the number of bits per 
code symbol, m = n – 1 is the number of information bits fed into the pragmatic 
encoder.  One of the information bits goes to the rate 1/2 convolutional encoder 
to produce two output bits that selects one of four phases : 
 
bits 00    0 rad 
bits 01   π /(2n – 1) rad 
bits 11   2π /(2n – 1) rad 
bits 10   3π /(2n – 1) rad 
 
The remaining uncoded n – 2 bits that are directly passed to the output select 
one of 2n-2 sectors.    
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Figure 5.   Pragmatic encoder for M-ary PSK signaling with M = 4, 8, and 16 
(From Ref. [2]). 
As an example, consider the case of 16-PSK signaling.  Since a code 
symbol contains four bits, n = 4.  Therefore, m = n – 1 = 3 bits are fed into the 
pragmatic encoder.  This creates an overall rate 3/4 TCM encoder.  Of these 
three bits, one bit is sent to the rate 1/2 convolutional encoder to produce two 
output bits that selects one of the following four phases: 
bits 00    0 rad 
bits 01   π /(2n – 1) = π /8 rad 
bits 11   2π /(2n – 1) = π /4 rad 
bits 10   3π /(2n – 1) = 3π /8 rad 
The remaining uncoded n – 2 = 2 bits are passed directly to the output and select 
one of 2n-2 = 4 sectors.  The sectorization is shown in Figure 6. 
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Figure 6.   Sectorization of 16-PSK with pragmatic TCM (After Ref. [2]). 
As an another example, consider 8-PSK signaling.  Since a code symbol 
contains three bits, n = 3.  Therefore, m = n – 1 = 2 bits are fed into the pragmatic 
encoder.  This creates an overall rate 2/3 TCM encoder.  Of these two bits, one 
bit is sent to the rate 1/2 convolutional encoder to produce two output bits that 
select one of the following four phases: 
bits 00    0 rad 
bits 01   π /(2n – 1) = π /4 rad 
bits 11   2π /(2n – 1) = π /2 rad 
bits 10   3π /(2n – 1) = 3π /4 rad 
The remaining uncoded n – 2 = 1 bit is passed directly to the output and selects 




Figure 7.   Sectorization of 8-PSK with pragmatic TCM (After Ref. [2]). 
 Comparing Figure 3, Figure 6, and Figure 7, we can see the differences 
between Ungerboeck TCM and pragmatic TCM.  The Ungerboeck TCM code 
differentiates signal points via equal distance set partitioning. The pragmatic 
TCM code differentiates signal points through sectors.  
 The versatility of pragmatic TCM is realized in applications achieving 
higher code rates by puncturing [6].   For example, to achieve an overall TCM 
rate of 5/6, we could have two uncoded bits passed directly to the output and 
then puncture the output of the rate 1/2 convolutional encoder to achieve a rate 
3/4 code.  This creates an overall code rate of 5/6.  For Ungerboeck TCM, 
another higher rate convolutional encoder is used instead. 
 
C. PRAGMATIC TCM USED IN IEEE 802.16a AND 802.16e  
Pragmatic TCM has been proposed for the IEEE 802.16a and IEEE 
802.16e standards for Metropolitan Area Networks as an inner encoder 
concatenated with a Reed-Solomon encoder as an outer encoder [9].  The 
convolutional encoder used is the industry standard rate 1/2 convolutional 
encoder.  It had been widely used in many previous applications such as IEEE 
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802.11b, 802.11g, and 802.11a standards for Wireless Local Area Networks 
(WLAN).  The encoder has six memory elements, and the number of encoder 
states is 26 = 64.  This encoder is shown in Figure 8.   
 
 
Figure 8.   Industry standard rate 1/2 convolutional encoder (From Ref. [9]). 
 
To generate higher rates such as 2/3, 3/4, 5/6, and 7/8 using the rate 1/2 
convolutional encoder, the encoder outputs are punctured.  The puncture 
patterns and output bit sequence for the rate 1/2 convolutional encoder as 
specified for IEEE 802.16a is shown in Table 1.  In the puncture pattern, a ‘1’ 








Table 1.   Puncture pattern and serialization for convolution code (From Ref. [9]). 
 
 
The pragmatic TCM encoder is constructed from both code bits that are 
the output of the rate 1/2 convolutional encoder and the uncoded bits that are 
passed directly to the output.  The resulting bits are then mapped to symbol 
constellations specific to the type of modulation.  The pragmatic TCM encoder 
maps one n-tuple of bits onto the I and one n-tuple of bits onto the Q component 
of the carrier.  
1. Encoding for BPSK and QPSK Modulation 
For BPSK, the outputs of the convolutional encoder are sent directly to the 
BPSK symbol mapper.  For QPSK, the output sequence is alternatively assigned 
to the I-component and Q-component QPSK mapper, with the I-component 
receiving the first assignment.  Figure 9 depicts the bits-to-symbol-constellation 
maps that are used for the BPSK and QPSK modulation.  The mapping for QPSK 
is Gray mapping.   
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Figure 9.   Gray mapping for BPSK and QPSK constellations (From Ref. [9]). 
2. Encoding for Rate 1/2, 16-QAM  
Figure 10 illustrates the rate 1/2 pragmatic TCM encoder for 16-QAM. 
With a first input bit, denoted by u0, the two output bits of the convolutional 
encoder of rate 1/2 are assigned to the I-component. These two bits are denoted 
as b3 and b2.  With the next input bit, the two output bits are assigned to the Q-
component. These two bits are denoted as b1 and b0.  This forms a 4-bit mapping 
into a 16-QAM constellation.  The I-component assignment precedes the Q-
component assignment.  Note that this encoder should be interpreted as an 
overall rate 2/4 encoder since it generates an output of four bits with every input 
of two bits.  Therefore, the input length to the encoder must be divisible by two.  
Figure 11 depicts the bits-to-symbol-constellation mapping that is used for the 
rate 1/2, 16-QAM encoder output.  The symbol mapping is a Gray code mapping.   
 
 
Figure 10.   Pragmatic TCM encoder for rate 1/2, 16-QAM (From Ref. [9]). 
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Figure 11.   Gray mapping for 16-QAM (From Ref. [9]). 
3. Encoding for Rate 3/4, 16-QAM  
Figure 12 illustrates the rate 3/4 pragmatic TCM encoder for 16-QAM. For 
every three input bits, denoted by u2, u1 and u0, there are four output bits 
generated.  This encoder uses the baseline rate 1/2 convolutional encoder along 
with two uncoded bits that are passed directly to the encoder output.  The first 
two output bits b3 and b2 are assigned to the I-component. The next two output 
bits b1 and b0 are assigned to the Q-component. This assignment is done 
simultaneously.  This forms a 4-bit mapping into a 16-QAM constellation.  Since 
whole symbols must be transmitted, the input bit stream must be divisible by 
three.  Figure 13 depicts the bits-to-symbol-constellation mapping that is used for 
the rate 3/4, 16-QAM encoder output.  The symbol mapping is a pragmatic TCM 




Figure 12.   Pragmatic TCM encoder for rate 3/4, 16-QAM (From Ref. [9]). 
 
 
Figure 13.   Pragmatic TCM mapping for 16-QAM (From Ref. [9]). 
4. Encoding for Rate 2/3, 64-QAM  
Figure 14 illustrates the rate 2/3 pragmatic TCM encoder for 64-QAM. 
With the first two input bits denoted by u1 and u0, the three output bits of the 
convolutional encoder of rate 1/2 are assigned to the I-component. These three 
bits are denoted as b5, b4 and b3.  For the next two input bits, the three output bits 
are assigned to the Q-component. These three bits are denoted as b2, b1 and b0.  
This forms a 6-bit mapping onto a 64-QAM constellation.  The I-component 
assignment precedes the Q-component assignment.  Note that this encoder 
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should be interpreted as an overall rate 4/6 encoder since it generates an output 
of six bits for every input of four bits.  Therefore, input bit stream into the encoder 
must be divisible by four.  Figure 15 depicts the bits-to-symbol-constellation 
mapping that is used for the rate 2/3, 64-QAM encoder output.  The symbol 
mapping is a pragmatic TCM mapping.   
 
Figure 14.   Pragmatic TCM encoder for rate 2/3, 64-QAM (From Ref. [9]). 
 
 
Figure 15.   Pragmatic TCM mapping for 64-QAM (From Ref. [9]). 
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5. Encoding for Rate 5/6, 64-QAM  
Figure 16 illustrates the rate 5/6 pragmatic TCM encoder for 64-QAM. For 
every five input bits, denoted by u4, u3, u2, u1 and u0, there are six output bits 
generated.  This encoder generates four output bits from the baseline rate 1/2 
convolutional encoder that is punctured to rate 3/4, along with two uncoded bits 
that are passed to the encoder output.  The puncture pattern is shown in Table 1.  
The first three output bits b5, b4 and b3 are assigned to the I-component. The next 
three output bits b2, b1 and b0 are assigned to the Q-component.  This forms a 6-
bit mapping into a 64-QAM constellation.  Since whole symbols must be 
transmitted, the input bit stream into the encoder must be divisible by five.  The 
bits-to-symbol-constellation mapping used for the rate 2/3, 64-QAM encoder 
output as depicted in Figure 15 is also used for the rate 5/6, 64-QAM encoder 
output.  
 
Figure 16.   Pragmatic TCM encoder for rate 5/6, 64-QAM (From Ref. [9]). 
6. Encoding for Rate 3/4, 256-QAM  
Figure 17 illustrates the optional (not mandatory specified by IEEE) rate 
3/4, pragmatic TCM encoder for 256-QAM.  For the first three input bits, denoted 
by u2, u1 and u0, u2 and u1 and the two output bits of the rate 1/2 convolutional 
encoder generated by u0 are assigned to the I-component. These four bits are 
denoted as b7, b6, b5 and b4.  With the next three input bits, the four output bits 
are assigned to the Q-component. These four bits are denoted as b3, b2, b1 and 
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b0.  This forms an 8-bit mapping into a 256-QAM constellation.  The I-component 
assignment precedes the Q-component assignment.  Note that this encoder 
should be interpreted as an overall rate 6/8 encoder since it generates an output 
of eight bits for every input of six bits.  Therefore, the input bit stream into the 
encoder must be divisible by six.  Figure 18 depicts the bits-to-symbol-
constellation mapping that is used for the rate 3/4, 256-QAM encoder output.  
The symbol mapping is a pragmatic TCM mapping.               
 
Figure 17.   Optional pragmatic TCM encoder for rate 3/4, 256-QAM (From Ref. 
[9]). 
 
Figure 18.   Pragmatic TCM mapping for 256-QAM (From Ref. [9]). 
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7. Encoding for Rate 7/8, 256-QAM 
Figure 19 illustrates the optional rate 7/8 pragmatic TCM encoder for 256-
QAM. With seven input bits denoted by u6, u5, u4, u3, u2, u1 and u0, there are eight 
output bits generated.  This encoder generates four output bits from the baseline 
rate 1/2 convolutional encoder that is punctured to rate 3/4, along with four 
uncoded bits that are passed directly to the encoder output.  The punctured 
pattern is described in Table 1.  The first four output bits b7, b6, b5, and b4 are 
assigned to the I-component. The next four output bits b3, b2, b1 and b0 are 
assigned to the Q-component. This assignment is done simultaneously.  This 
forms an 8-bit mapping onto a 256-QAM constellation.  Since whole symbols 
must be transmitted, the input bit stream into the encoder must be divisible by 
seven.  The bits-to-symbol-constellation mapping used for the rate 3/4, 256-QAM 
encoder output as depicted in Figure 18 is also be used for the rate 5/6, 64-QAM 
encoder output.  
 







D. DIFFERENCES BETWEEN PRAGMATIC AND UNGERBOECK TCM  
1. Construction of Encoder 
Pragmatic TCM utilize a single rate 1/2 convolutional encoder for all 
different signal configurations as compared to Ungerboeck TCM where different 
convolutional encoder code rates are used for different signal configurations.  
With a single rate 1/2 convolutional encoder, decoding complexity is reduced.  
Figure 20 shows a section of the trellis diagram of a rate 1/2 convolutional 
encoder while Figure 21 shows a section of the trellis diagram of a rate 2/3 
convolutional encoder.  The convolutional encoders each have two memory 
elements resulting in four states.  
 
Figure 20.   Section of trellis diagram for rate 1/2 convolutional encoder with two 
memory elements (From Ref. [7]). 
From the trellis diagram for the rate 1/2 convolutional encoder, we see that 
there are two different possible path branches for every state, one for input bit 0 




Figure 21.   Section of trellis diagram for rate 2/3 convolutional encoder with two 
memory elements (From Ref. [7]). 
 From the trellis diagram for the rate 2/3 convolutional encoder, we see 
that there are four different possible path branches for every state, doubling that 
of the rate 1/2 convolutional encoder.  These correspond to input bits of 00, 01, 
10, or 11.  Thus, we see that the decoding complexity is doubled for the rate 2/3 
convolutional encoder as compared to the rate 1/2 convolutional encoder.  By 
utilizing a single rate 1/2 convolutional encoder for different signal configurations, 
decoding complexity is simplified throughout.  This is the merit of pragmatic TCM 
codes. 
2. Symbol Mapping 
The other difference between a pragmatic TCM and Ungerboeck TCM lies 
in the symbol mapping used.  Consider a pragmatic TCM encoder and a 
Ungerboeck TCM encoder with rate 3/4 as in Figure 22 and Figure 23, 
respectively.   
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Figure 23.   Example of Ungerboeck rate 3/4 TCM encoder.  
For the Ungerboeck TCM encoder shown in Figure 23, since there is one 
uncoded bit that is passed directly to the output, there are two parallel transitions 
for each path branch.  This results in two set-partitions in the symbol mapping 
which are shown in Figure 24.  
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Figure 24.   Symbol mapping for Ungerboeck rate 3/4 TCM encoder.  
For the pragmatic TCM encoder shown in Figure 22, since there are two 
uncoded bits that are passed directly to the output, there are four parallel 
transitions for each path branch.  This results in four separate sectors. The 
symbol mapping by intuition is shown in Figure 25 where the sectorization is 
through the two leftmost bits.    
 
Figure 25.   Symbol mapping by intuition for pragmatic rate 3/4 TCM encoder.  
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In order to map the output bits onto distinct I-component and Q-
component, the two center output bits of the pragmatic TCM encoder are 
swapped.  This results in the pragmatic TCM encoder as in Figure 26, which is 
essentially the same as the encoder in Figure 12.  The correct symbol mapping is 
shown in Figure 27 which is the same with Figure 13. 
 




Figure 27.   Correct symbol mapping for pragmatic rate 3/4 TCM encoder.  
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E. DECODING EXAMPLE 
We now look at a decoding example for pragmatic rate 3/4, TCM with the 
encoder shown in Figure 28.  The core of the TCM encoder is a best rate 1/2 
convolutional encoder with two memory elements [10].  Since there are two 
memory elements, there are four states in the trellis diagram.  The modulation is 
16-QAM and the symbol mapping is the pragmatic TCM mapping shown in 
Figure 13.   
 
Figure 28.   Pragmatic rate 3/4 TCM encoder for decoding example. 
Figure 29 shows the trellis diagram of the pragmatic rate 3/4 TCM encoder 
of Figure 28.  The output of the TCM encoder has four bits.  Since there are two 
input bits that are directly passed to the output, there are four parallel transitions 
for every branch.  The two leftmost bits in the output distinguish these parallel 
transitions.  In addition, the solid lines indicate an input of bit 0 into the rate 1/2 
convolutional encoder, while the dashed lines indicate an input of bit 1 into the 
rate 1/2 convolutional encoder.  For example, an output of 0001 indicates an 
input of 00 for the first two input bits and that 01 is the output of the rate 1/2 
convolutional encoder.  The solid or dashed line then indicates whether the input 
bit into the rate 1/2 convolutional encoder is a bit 0 or bit 1. 
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Consider a transmitted bit stream of all zeros, 000 000 000 000.  The 
encoded bits are 0000 0000 0000 0000.  Assume that the received coded bits 
have two errors which render the received coded sequence 0001 0000 0001 
0000.  The errors could be caused by AWGN when the signal passes through the 
channel.  Figure 29 shows the highlighted path with the best metric as decoding 
is done through the trellis diagram.  The metric used in this case is the Euclidean 
distance.  For the chosen path, the decoded bits are 000 000 000 000.  Hence, 
all the errors are corrected. 
 
Figure 29.   Trellis diagram for decoding example. 
The received erroneous coded sequence that was just mentioned has 
errors that appear in the two rightmost bits which are the encoded bits from the 
rate 1/2 convolutional encoder.  Consider the case where an error appears in the 
uncoded input bits that are directly passed to the output such as 0100 0000 0001 
0000.  The best metric path is the same except for a difference over a parallel 
transition on the first section in the trellis diagram.  The decoded bits are now 010 
000 000 000.  As such, we have an uncorrectable error.  This illustrates that 
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uncoded bits present an avenue of uncorrectable errors.  Therefore, it is 
desirable to reduce the number of uncoded bits as much as possible. 
 
 
F. SUMMARY  
This chapter provides a description of both Ungerboeck TCM and the 
pragmatic TCM.  Although both are an effective combination of FEC and 
modulation, there are subtle differences between them. One of the key 
differences is the sole use of the rate 1/2 convolutional encoder for every signal 
configuration in the case of a pragmatic TCM encoder.  In addition, the signal 
mapping is also different.   
The use of the pragmatic TCM encoder for various code rates in the IEEE 
802.16a and IEEE 802.16e standards for MAN were also described.  An example 
showing the decoding of a simple pragmatic TCM code was also shown. 
The following chapter presents the trellis diagrams of pragmatic TCM used 












III. PRAGMATIC TCM CODES 
A. FOCUS 
The simulations of pragmatic TCM performance as specified in the IEEE 
802.16a and IEEE 802.16e standards for MAN focus on the mandatory code rate 
1/2 and rate 3/4 for 16-QAM and rate 2/3 and rate 5/6 for 64-QAM. 
 
B. TRELLIS GENERATION 
1. Trellis Diagram for Rate 1/2, 16-QAM Pragmatic TCM Encoder 
Figure 30 shows a section of the trellis diagram generated for the rate 1/2, 
16-QAM pragmatic TCM encoder shown in Figure 10.  Since this is for either the 
I-component or the Q-component, this represents half of the total trellis diagram 
for the encoder.  For every input bit, two output bits are generated.  A solid line 
indicates an input bit 0, and a dashed line indicates an input bit 1. 
2. Trellis Diagram for Rate 3/4, 16-QAM Pragmatic TCM Encoder 
Figure 31 shows a section of the trellis diagram generated for the rate 3/4, 
16-QAM pragmatic TCM encoder shown in Figure 12.  For every three input bits, 
four output bits are generated.  The outputs in the trellis diagram are specified in 
octal format.  A solid line indicates an input bit 0, and a dashed line indicates an 
input bit 1 into the rate 1/2 convolutional encoder.  Each branch has four parallel 
transitions, which is a result of the two uncoded bits that are passed directly to 
the output.  
 
 
Figure 30.   Trellis diagram for rate 1/2, 16-QAM pragmatic TCM encoder. 
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Figure 31.   Trellis diagram for rate 3/4, 16-QAM pragmatic TCM encoder. 
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3. Trellis Diagram for Rate 2/3, 64-QAM Pragmatic TCM Encoder 
Figure 32 shows a section of the trellis diagram generated for the rate 2/3, 
64-QAM pragmatic TCM encoder shown in Figure 14.  Since this is for either the 
I-component or the Q-component, this represents half of the total trellis diagram 
for the encoder.  For every two input bits, three output bits are generated.  The 
outputs in the trellis diagram are specified in octal format.  A solid line indicates 
an input bit 0, and a dashed line indicates an input bit 1 into the rate 1/2 
convolutional encoder.  Each path branch has two parallel transitions, which is a 
result of the single uncoded bit that is passed directly to the output.  
4. Trellis Diagram for Rate 5/6, 64-QAM Pragmatic TCM Encoder 
The trellis diagram for the rate 5/6, 64-QAM pragmatic TCM encoder is 
similar to the one for the rate 3/4, 16-QAM pragmatic TCM encoder shown in 
Figure 31.  The difference is that the output bits from the rate 1/2 convolutional 
encoder are punctured according to the pattern specified in Table 1.  
 
C. SUMMARY 
This chapter illustrated the trellis diagrams of the pragmatic TCM specified 
by the IEEE 802.16a and IEEE 802.16e standards for MAN.  
The following chapter shows the simulation results for the performance of 






Figure 32.   Trellis diagram for rate 2/3, 64-QAM pragmatic TCM encoder. 
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IV. SIMULATION RESULTS 
A. SIMULATION METHODOLOGY 
The simulations for the performance of both Ungerboeck TCM and 
pragmatic TCM were done using Matlab software.  The various pragmatic TCM 
schemes simulated were made to closely resemble that specified in the IEEE 
802.16a and IEEE 802.16e standards for MAN.  The simulations were done for 
an additive white Gaussian noise (AWGN) channel.  The basic steps for the 
simulation are listed in Table 2.   
 
Table 2.   Basic steps of simulation methodology. 
Step Instruction 
1 Generate message stream for encoding 
2 Define the trellis structure of the TCM encoder 
3 Encode the message stream using the TCM encoder specified by  
the trellis structure defined in Step 2 
4 Define the M-QAM modulator with the specified symbol mapping 
5 Modulate the codewords using the modulator and symbol  
mapping defined in Step 4 
6 Add AWGN to the modulated signal 
7 Define the M-QAM demodulator with soft decision outputs and  
the specified symbol mapping 
8 Demodulate the signal with the demodulator defined in Step 7 
9 Decode the received codewords using soft decision 
10 Compare the decoded message stream with the original message  
stream and compute the BER 
11 Repeat Step 6 to Step 10 for other levels of AWGN 
12 Plot the graph of BER versus Eb/No. 
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In order to gather more data points for plotting, the simulations were done 
with at least a million bits generated for the message stream.  In the simulations, 
the BER of the TCM systems are compared to an equivalent modulation 
transmitting the same number of information bits without FEC.  The simulation 
results are first shown for pragmatic TCM as compared to the uncoded case.  
These are followed by the results for Ungerboeck TCM as compared to the 
uncoded case.  Then the results of pragmatic TCM and Ungerboeck TCM having 
the same rate are compared.  
 
B. SIMULATION RESULTS OF PRAGMATIC TCM CODES 
The simulation results for pragmatic TCM are shown in Figures 33 to 36.  
The line without an asterisk indicates the BER for an equivalent modulation 
without FEC.  The line with an asterisk indicates the BER for M-QAM with 
pragmatic TCM. 
1. Pragmatic Rate 1/2, 16-QAM 
Figure 33 shows the simulation results for pragmatic rate 1/2, 16-QAM 
TCM versus uncoded QPSK since there are two information bits in every symbol.  
From the graph, we can see that at a BER of 10-2, the coding gain is about 1 dB. 
For BER of 10-3 and 10-4, the coding gain increases and is about 4 dB at 10-4.  
This coding gain is due to the fact that all the input bits are encoded, and, thus, 
the entire coded message stream is more resilient to channel noise since more 
channel errors can be corrected.  With no parallel transition in the trellis diagram, 
there is no error floor as encoder complexity increases.  The disadvantage of 
such a low code rate is that throughout is reduced.  Therefore, such a rate is 
typically used in an environment with very high noise where throughput is 
sacrificed to ensure that data can still be received correctly.      
 
Figure 33.   Simulation results for pragmatic rate 1/2, 16-QAM TCM. 
2. Pragmatic Rate 3/4, 16-QAM 
Figure 34 shows the simulation result for pragmatic rate 3/4, 16-QAM 
TCM versus uncoded 8-QAM since there are three information bits in every 
symbol.  As can be seen, for Eb/No less than 4 dB, the BER with coding is worse 
than without FEC.  This is due to the very high level of noise corrupting the 
codewords to an extent that the errors are uncorrectable.  At a BER of 10-2, the 
coding gain is about 2 dB. At lower BERs, coding gain increases and is about 4 
dB at 10-5.  The performance is poorer than for rate 1/2, 16-QAM pragmatic TCM 
as shown in Figure 33 in terms of BER.  This is due to the higher code rate used.  
However, the throughput is higher than for rate 1/2, 16-QAM pragmatic TCM.  
Hence, this higher rate encoder can be used in a low noise environment when 
higher throughput is desired.  
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Figure 34.   Simulation results for pragmatic rate 3/4, 16-QAM TCM. 
3. Pragmatic Rate 2/3, 64-QAM 
Figure 35 shows the simulation results for pragmatic rate 2/3, 64-QAM 
TCM versus a 16-QAM since there are four information bits in every symbol.  At 
a BER of 10-3, the coding gain is about 2 dB. At lower BERs, the coding gain 
increases and approaches 4 dB at 10-5.  The coding gain is comparable to that 
obtained for pragmatic rate 3/4, 16-QAM TCM shown in Figure 34.  Although the 
code rate is lower than 3/4, the modulation order is larger.  For M-QAM, a larger 
M implies an increase in the number of bits per symbol but results in a poorer 
performance as compared to smaller M.  In terms of absolute performance, rate 




Figure 35.   Simulation results for pragmatic rate 2/3, 64-QAM TCM.  
4. Pragmatic Rate 5/6, 64-QAM 
Figure 36 shows the simulation result for pragmatic rate 5/6, 64-QAM 
TCM versus 32-QAM since there are five information bits in every symbol.  As 
can be seen, the improvement as compared to no FEC is only evident for Eb/No 
above 5 dB.  At a BER of 10-2, the coding gain is about 3 dB. At lower BERs, the 
coding gain increases and approaches 3.5 dB at 10-5.  Compared to the 
pragmatic rate 2/3, 64-QAM performance shown in Figure 35, coding gain is 
lower.  This is due to the higher code rate.  The advantage over pragmatic rate 
2/3, 64-QAM TCM lies in the higher throughout achieved as a result of the higher 
code rate.  The number of information bits per symbol being carried across is 
increased by one as compared to pragmatic rate 2/3, 64-QAM TCM.  The 
performance of pragmatic rate 5/6, 64-QAM TCM is the worst of all the pragmatic 
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TCM codes simulated.  Hence, pragmatic rate 5/6, 64-QAM TCM is used only in 
a low noise environment where desired throughout is the highest. 
 
Figure 36.   Simulation results for pragmatic rate 5/6, 64-QAM TCM. 
 
C. SIMULATION RESULTS OF UNGERBOECK TCM CODES 
The simulation results for Ungerboeck TCM schemes are shown in 
Figures 37 and 38.  The line without a circle indicates the BER for a modulation 
with the same number of information bits but without FEC.  The line with a circle 
indicates the BER for M-QAM with Ungerboeck TCM. 
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1. Ungerboeck Rate 3/4, 16-QAM 
The Ungerboeck rate 3/4, 16-QAM TCM encoder is implemented by 
passing an uncoded bit directly to the output and utilizing a rate 2/3 convolutional 
encoder.  Set-partition mapping is used for the bit-to-symbol constellation 
mapping.  Figure 37 shows the simulation results for Ungerboeck rate 3/4, 16-
QAM TCM versus uncoded 8-QAM since there are three information bits in every 
symbol.  With coding, the benefit appears only for Eb/No greater than 3.7 dB.  At 
a BER of 10-2, the coding gain is about 2 dB. At lower BERs, the coding gain 
increases and is about 4 dB at 10-5.  The performance of Ungerboeck rate 3/4, 
16-QAM TCM is similar to the pragmatic rate 3/4, 16-QAM TCM code shown in 
Figure 34. 
 
Figure 37.   Simulation results for Ungerboeck rate 3/4, 16-QAM TCM. 
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2. Ungerboeck Rate 5/6, 64-QAM 
The Ungerboeck rate 5/6, 64-QAM TCM encoder is implemented by 
passing three uncoded bits directly to the output and utilizing a rate 2/3 
convolutional encoder.  Set-partition mapping is used for the bit-to-symbol 
constellation mapping.  Figure 38 shows the simulation result for Ungerboeck 
rate 5/6, 64-QAM TCM versus 32-QAM since there are five information bits in 
every symbol.  As can be seen, the improvement due to coding is only evident for 
Eb/No above 5 dB.  At a BER of 10-2, coding gain is about 2 dB.  At lower BERs, 
coding gain increases and approaches 3 dB at 10-5.  The performance of 
Ungerboeck rate 5/6, 64-QAM TCM is almost identical to pragmatic rate 5/6, 64-
QAM TCM shown in Figure 36. 
 
Figure 38.   Simulation results for Ungerboeck rate 5/6, 64-QAM TCM. 
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D. COMPARISON OF PRAGMATIC AND UNGERBOECK TCM CODES 
Figures 39 and 40 are comparisons of pragmatic TCM and Ungerboeck 
TCM for the same code rate and type of modulation.  The line with an asterisk 
indicates the BER for pragmatic TCM, while the line with a circle indicates the 
BER for Ungerboeck TCM.   
1. Rate 3/4, 16-QAM 
Figure 39 is a comparison of the simulation results for pragmatic rate 3/4, 
16-QAM TCM and Ungerboeck rate 3/4, 16-QAM TCM.  As can be seen, the 
performances are rather close to each other.  The difference between them is 
about 0.5 dB at 10-5  with pragmatic TCM performing slightly better.   
 
Figure 39.   Comparison of rate 3/4, 16-QAM TCM. 
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2. Rate 5/6, 64-QAM 
Figure 40 is a comparison of the simulation results of pragmatic rate 5/6, 
64-QAM TCM and Ungerboeck rate 5/6, 64-QAM TCM.  As can be seen, the 
performances are almost identical to each other.  The difference between them is 
about 0.2 dB at 10-5 with pragmatic TCM performing slightly better.   
 
Figure 40.   Comparison of rate 5/6, 64-QAM TCM. 
3. Overall Comparison 
Figure 41 shows the performances of all TCM systems discussed in this 





Figure 41.   Overall comparison of all TCM schemes. 
 
E. ANALYSIS OF RESULTS 
As we can see from Figure 41, the BER of pragmatic TCM is comparable 
to Ungerboeck TCM for the same code rate and type of modulation.  This result 
is similar to the result obtained by Viterbi et. al. in their comparison of pragmatic 
and Ungerboeck TCM of the same code rate and type of modulation [2].  With 
the sole use of the rate 1/2 convolutional encoder for different signal 
configurations, pragmatic TCM has a reduced decoding complexity which leads 
to a higher decoding speed and lower memory usage of the decoder than 




The next observation is that as the desired throughput per coded symbol 
increases, we see that the BER degrades.  For an environment where noise and 
interference are high, a lower rate code such as rate 1/2 is desirable in order to 
overcome the noise and interference and ensure the integrity of the message at 
the expense of throughout.  For low noise and interference, the situation is 
reversed.  The low noise and interference can be taken advantage of to boost the 
throughput.  Hence, a higher rate code such as rate 5/6 would be utilized to 
increase the throughput while at the same time provide a means of error 
detection and correction.  The drawback of utilizing a higher rate code, other than 
its poorer performance, is that there are more parallel transitions in each branch 
of the trellis due to the higher number of uncoded bits that are directly passed to 
the output.  This increases decoding complexity and causes a decrease in 
decoding speed and results in higher memory usage.  
 
F. SUMMARY 
This chapter presented the simulation results for both pragmatic TCM and 
Ungerboeck TCM.  The results for the same code rate and type of modulation 
were compared and analyzed.  
The following chapter provides a conclusion to this thesis and 






V. CONCLUSION AND RECOMMENDATIONS FOR FUTURE 
WORK 
A. CONCLUSION 
With IEEE 802.16a and IEEE 802.16e standards for MAN defined for 
NLOS environments where high noise, interference and fading are the norm, 
FEC is very much needed.  Since high information data rates are also desired, 
conventional binary codes with coding rates of 1/2 or 1/3 are no longer practical.  
Hence, higher code rates such as 3/4, 5/6 and even higher are desired.  To strike 
a balance between FEC and higher information data rates, a coding scheme is 
required that is able to couple high code rates with symbols modulated at a much 
higher level than simply BPSK.  This gave rise to the development of TCM.   
Two different implementations of TCM, namely pragmatic TCM and 
Ungerboeck TCM, were discussed and compared.  Pragmatic TCM has its merits 
in its sole use of an industry standard, rate 1/2 convolutional encoder as 
compared to Ungerboeck TCM where different convolutional encoders are used 
for different code rates and signal configurations.  With a rate 1/2 convolutional 
encoder, decoding complexity is reduced as compared to higher rate codes.   
Simulation results showed that the BER of pragmatic TCM is comparable 
to Ungerboeck TCM having the same code rate and type of modulation.  Hence, 
it was ascertained that pragmatic TCM, with its reduced-complexity decoding, is 
more suitable to adaptive modulation than Ungerboeck TCM.  For this reason, 




B. RECOMMENDATIONS FOR FUTURE WORK 
This thesis provided a brief comparison between pragmatic TCM and 
Ungerboeck TCM.  Several areas provide opportunities for further exploration:  
It is recommended that future work incorporate channel fading and 
jamming into the simulations to understand the effects of fading and jamming on 
both pragmatic TCM and Ungerboeck TCM.  An equivalent simulation model 
could also be built using Simulink software. 
Lastly, an analysis of the BER for both TCM schemes for channels with 
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