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Distributed Algorithms for Computing a Common
Fixed Point of a Group of Nonexpansive Operators
Xiuxian Li and Gang Feng
Abstract—This paper addresses the problem of seeking a
common fixed point for a collection of nonexpansive operators
over time-varying multi-agent networks in real Hilbert spaces,
where each operator is only privately and approximately known
to each individual agent, and all agents need to cooperate to
solve this problem by propagating their own information to
their neighbors through local communications over time-varying
networks. To handle this problem, inspired by the centralized
inexact Krasnosel’skiı˘-Mann (IKM) iteration, we propose a
distributed algorithm, called distributed inexact Krasnosel’skiı˘-
Mann (D-IKM) iteration. It is shown that the D-IKM iteration
can converge weakly to a common fixed point of the family of
nonexpansive operators. Moreover, under the assumption that all
operators and their own fixed point sets are (boundedly) linearly
regular, it is proved that the D-IKM iteration converges with
a rate O(1/kln(1/ξ)) for some constant ξ ∈ (0, 1), where k is
the iteration number. To reduce computational complexity and
burden of storage and transmission, a scenario, where only a
random part of coordinates for each agent is updated at each
iteration, is further considered, and a corresponding algorithm,
named distributed inexact block-coordinate Krasnosel’skiı˘-Mann
(D-IBKM) iteration, is developed. The algorithm is proved to be
weakly convergent to a common fixed point of the group of con-
sidered operators, and, with the extra assumption of (bounded)
linear regularity, it is convergent with a rate O(1/kln(1/ξ)).
Furthermore, it is shown that the convergence rate O(1/kln(1/ξ))
can still be guaranteed under a more relaxed (bounded) power
regularity condition.
Index Terms—Distributed algorithms, multi-agent networks,
Krasnosel’skiı˘-Mann iteration, nonexpansive operators, fixed
point, optimization.
I. INTRODUCTION
Fixed point theory in Hilbert spaces finds numerous appli-
cations in nonlinear numerical analysis and optimization [1],
[2], which, roughly speaking, provides a unified mathematical
framework for such kinds of problems. As such, a large
volume of literature on the topic has emerged, including the
investigation of fixed point theory itself and its applications
[3]–[10].
Although fruitful results have been reported on fixed point
theory [1], most of them are on centralized problems, that is,
there is a global computing unit or coordinator who is aware
of all the operators’ information. Compared with centralized
problems, distributed ones enjoy overwhelming advantages,
such as, lower cost, higher robust to failures, and less storage,
and so on [11]. Along this line, recently, a distributed problem
for finding a common fixed point of a group of paracontraction
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operators was studied in [12], [13], which is motivated by a
typical problem, that is, solving a linear algebraic equation in
the Euclidean space in a distributed manner, where a multiple
of agents hold private partial information on the linear equation
and thus all agents need to cooperatively solve the problem
through local communications [14]–[18]. Meanwhile, the case
with strongly quasi-nonexpansive operators was reported in
[19]. It is worthwhile to note that the aforesaid works have
focused on the Euclidean space with exact knowledge of
operators.
This paper aims to develop distributed algorithms for a
collection of autonomous agents to seek a common fixed point
of nonexpansive operators or mappings, which are privately
held by individual agents, in real Hilbert spaces. Note that
nonexpansive operators are more general than the operators
considered in [12], [13], [19], and in fact they include the
paracontraction operators and strongly quasi-nonexpansive op-
erators as special cases. It is also noted that the nonex-
pansive operators include some celebrated operators, such
as, projections, the proximal map, and the gradient descent
map x 7→ x − α∇f(x), where f is a differentiable and
convex function, ∇f is the gradient of f , being Lipschitz with
constant L, and the constant α satisfies 0 < α < 2/L.
On the other hand, it is well known that the classical
Krasnosel’skiı˘-Mann (KM) iteration is a quintessential al-
gorithm to find a fixed point for a nonexpansive operator
[20]–[26]. Note that Picard iteration does not converge in
general for a nonexpansive operator. The KM iteration is firstly
proposed in [27], [28], which have so far received tremendous
attention [20]–[26]. Moreover, the KM iteration provides a
unified framework for analysis of various algorithms, such as
Proximal point algorithms (PPA) [29], forward-backward split-
ting method (FBS) [30], Peaceman-Rachford splitting (PRS)
[31], Douglas-Rachford splitting (DRS) [32], [33], alternating
direction method of multipliers (ADMM) [34], and a three-
operator splitting [35]. It is shown that the KM iteration
converges weakly to a fixed point of a nonexpansive operator
under mild conditions [36].
With the above observations, this paper aims at developing
distributed algorithms, by extending the KM iteration to the
distributed scenario, for a family of autonomous agents to seek
a common fixed point of a group of nonexpansive operators
in real Hilbert spaces, where each operator is privately and
approximately known by individual agent. In summary, the
contributions of this paper can be summarized as follows.
1) An algorithm, called distributed inexact Krasnosel’skiı˘-
Mann (D-IKM) iteration, is proposed, which, under
some mild conditions, is shown to be weakly convergent
2to a common fixed point of the concerned nonexpansive
operators. Moreover, a preliminary result on the conver-
gence rate is provided, that is, there exists a subsequence
of the sequence generated by the D-IKM iteration such
that the subsequence converges at a rate O(1/
√
k),
where k > 0 is the iteration number. Compared with
those most related works [12], [13], [19], all of which
focus on Euclidean spaces with exact knowledge of
operators and do not analyze the convergence rate, this
paper considers more general spaces, i.e., real Hilbert
spaces, with only approximate knowledge of operators,
and also presents a result on the convergence speed.
2) To reduce computational complexity and burden of
storage and transmission, another algorithm, named dis-
tributed inexact block-coordinate Krasnosel’skiı˘-Mann
(D-IBKM) iteration, is developed, where only a part of
coordinate is updated at each iteration for each agent.
Under mild conditions, it is proved that the D-IBKM
iteration converges weakly to a common fixed point of
the considered operators and the similar convergence
rate as in the case 1) can also be established.
3) Under an assumption of the (bounded) linear regularity
for all operators and their fixed point sets, a convergence
of O(1/kln(1/ξ)) for the two proposed algorithms can
be established, where ξ ∈ (0, 1) is a constant and k
is the iteration index. Furthermore, it is shown that the
same convergence rate can be maintained with a more
relaxed assumption of (bounded) power regularity for
the considered operators.
The remainder of this paper is organized as follows. Section
II provides some preliminary knowledge and the problem for-
mulation, and the D-IKM iteration is developed in Section III
along with its convergence rate. Subsequently, in Section IV,
the D-IBKM iteration is presented along with its convergence
results. The proofs of main results in last two sections are
provided in Section V. Finally, Section VI concludes this paper
and discusses the direction of future research.
II. PRELIMINARIES AND PROBLEM STATEMENT
This section provides some notations, preliminary concepts,
and the problem formation.
Notations: Let H be a real Hilbert space with inner product
〈·, ·〉 and associated norm ‖·‖. For an integer n > 0, let R, Rn,
R
n×n, and N represent the sets of real numbers, n-dimensional
real vectors, n × n real matrices, and nonnegative integers,
respectively. Let [N ] := {1, 2, , . . . , N} be the index set with
an integer N > 0, and col(z1, . . . , zk) be the stacked column
vector of zi ∈ H, i ∈ [k]. Denote by PX(z) the projection
of a point z ∈ H onto a closed and convex set X ⊂ H,
i.e., PX(z) := argminx∈X ‖z − x‖. Moreover, denote by I
the identity matrix of compatible dimension, Id the identity
operator or mapping, and ⊗ the Kronecker product. Let dX(y)
be the distance from a point y to the set X , i.e., dX(y) :=
infx∈X ‖y − x‖. Let ⌊c⌋ and ⌈c⌉ be, respectively, the largest
integer less than or equal to and the smallest integer greater
than or equal to real number c. For an operator or mapping
M : H → H, denote by Fix(M) the set of fixed points of
M , i.e., Fix(M) := {x ∈ H : M(x) = x}. Let ⇀ and →
denote weak and strong convergence, respectively. The closed
ball with center x and radius r is denoted by B(x; r).
To proceed, let us review some fundamental concepts in
operator theory [1].
Let S be a nonempty subset of H, and let T : S → H be
an operator or mapping. Then T is called nonexpansive if for
all x, y ∈ S
‖T (x)− T (y)‖ ≤ ‖x− y‖, (1)
called α-averaged for α ∈ (0, 1) if it can be written as
T = (1− α)Id+ αR, (2)
for some nonexpansive operator R, called firmly nonexpansive
if for all x, y ∈ S
‖T (x)− T (y)‖2 + ‖(Id− T )(x)− (Id− T )(y)‖2
≤ ‖x− y‖2, (3)
called quasi-nonexpansive (QNE) if for any x ∈ S and any
y ∈ Fix(T )
‖T (x)− y‖ ≤ ‖x− y‖, (4)
and called ρ-strongly quasi-nonexpansive (ρ-SQNE) for ρ > 0
if for all x ∈ S and all y ∈ Fix(T )
‖T (x)− y‖2 ≤ ‖x− y‖2 − ρ‖x− T (x)‖2. (5)
It is known that the set Fix(T ) is closed and convex if T is
QNE [37].
We are now ready to formulate the problem considered in
this paper. Specifically, the goal is for a group of autonomous
agents to find a common point x in real Hilbert space H such
that
Fi(x) = x, i ∈ [N ] (6)
where Fi : H → H is a nonexpansive operator for all
i ∈ [N ]. In this problem, no global coordinator, which can
access all the information of Fi’s, is assumed to exist. Instead,
Fi is assumed to be approximately and locally accessible to
agent i in the sense that agent i can receive the approximate
information Fi(x) + ǫi for any point x ∈ H, where ǫi ∈ H
is an error. This is more reasonable since the precise value of
Fi(x) is usually hard or expensive to obtain, for instance, the
exact gradient of a function. The objective of this paper is to
develop a distributed algorithm to solve the problem (6) under
the aforementioned scenario. One possible way to solve the
problem is to generalize the classical centralized KM iteration
to the distributed case. In doing so, it is helpful to briefly
introduce the KM iteration.
For a nonexpansive operator T , a well-known method for
finding a fixed point of T is the so-called inexact KM iteration
[21], [25], that is,
xk+1 = xk + αk(T (xk) + ǫk − xk), (7)
where ǫk is the error of approximating T (xk), and {αk}k∈N ∈
[0, 1] is a sequence of relaxation parameters. When ǫk ≡ 0 for
all k ∈ N, (7) reduces to the classical KM iteration [20], [22].
It has been shown that the (inexact) KM iteration converges
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[36], for example, when
∑∞
j=1 αj(1 − αj) = ∞ for the KM
iteration [36].
Now, let us introduce the graph theory for describing the
communication pattern among all agents [11]. Specifically, the
communication mode among N agents can be modeled by a
digraph G = (V , E), where V = [N ] is the node or vertex
set, and E ⊂ V × V is the edge set. An edge (i, j) ∈ E
means that agent i is capable of transmitting its information
to agent j, in which case agent i is called a neighbor of
agent j. A directed path from i1 to il is a sequence of
edges of the form (i1, i2), (i3, i4), . . . , (il−1, il). A graph is
called strongly connected if there exists at least a directed
path from any node to any other node in this graph. In this
paper, the communication graph for all agents is assumed to
be time-varying, that is, any two agents can have different
communication status at different time steps. In this case, the
graph is denoted as Gk = (V , Ek), where k ∈ N indicates the
time index. The union of graphs Gl = (V , El), l = 1, . . . ,m is
defined as ∪ml=1Gl = (V ,∪ml=1El). At each time k ∈ N, there
exists an adjacency matrix Ak = (aij,k) ∈ RN×N such that
aij,k > 0 if (j, i) ∈ Ek, and aij,k = 0 otherwise. Assume that
aii,k > 0 for all i ∈ [N ] and all k ∈ N. For communication
graphs, we have the following standard assumptions.
Assumption 1 (Graph Connectivity and Weights Rule).
1) The time-varying graphs Gk are uniformly jointly
strongly connected, that is, there exists an integer Q > 0
such that the graph union ∪Ql=1Gk+l is strongly con-
nected for all k ≥ 0.
2) For all k ∈ N, Ak is row-stochastic, i.e.,
∑N
j=1 aij,k = 1
for all i ∈ [N ], and there exists a constant a ∈ (0, 1)
such that aij,k > a whenever aij,k > 0.
To end this section, it is convenient for us to list a useful
lemma.
Lemma 1 ( [38]). Let Assumption 1 hold and define As:k :=
As−1 · · ·Ak for s ≥ k with the conventionAk:k = I . Then, for
any k ≥ 0, there exists a vector πk = col(π1,k, . . . , πN,k) ∈
R
N such that 1⊤Nπk = 1 and the following statements hold.
1) |as:kij − πj,k| ≤ ̟ξs−k for all s ≥ k and i, j ∈ [N ],
where ̟ > 0 and ξ ∈ (0, 1) are some constants, and
as:kij is the (i, j)-th entry of A
s:k.
2) There exists a constant π ≥ aQ(N−1) such that πl,k ≥ π
for all k ≥ 0 and all l ∈ [N ].
3) π⊤k = π
⊤
k+1Ak.
III. THE D-IKM ITERATION
This section aims to solve problem (6) by developing a
distributed algorithm, called distributed inexact KM (D-IKM)
iteration.
Motivated by the inexact KM iteration given in (7), the D-
IKM iteration is proposed as follows
xi,k+1 = xˆi,k + αi,k(Fi(xˆi,k) + ǫi,k − xˆi,k), i ∈ [N ] (8)
where
xˆi,k :=
N∑
j=1
aij,kxj,k (9)
represents the aggregate information received from its neigh-
bors at time step k, xi,k is an estimate of a common fixed
point of Fi’s by agent i at time instant k ≥ 0, ǫi,k is an
error of approximating Fi(xˆi,k) by agent i, and {αi,k}k∈N
is a sequence of relaxation parameters for agent i, which is
assumed to satisfy
αi,k ∈ [α, 1− α] (10)
for some constant α ∈ (0, 1/2] and for all i ∈ [N ], k ∈ N.
For the ease of exposition, let us denote by ℓ1+ the set of
summable sequences in [0,+∞), Xi := Fix(Fi) the set of
fixed points of Fi, X
∗ := ∩Ni=1Xi the set of common fixed
points of all Fi’s which is assumed to be nonempty, and
Mi,k := (1− αi,k)Id+ αi,kFi, ∀i ∈ [N ], k ∈ N. (11)
We are now ready to present the first main result as follows.
Theorem 1. For the D-IKM iteration (8) with {‖ǫi,k‖}k∈N ∈
ℓ1+ for all i ∈ [N ], under Assumption 1, the following two
statements hold:
1) All xi,k’s are bounded and converge weakly to a common
point in X∗; and
2) There exists a subsequence {kl}∞l=1 ⊂ N, such that
‖Fi(xi,kl)− xi,kl‖ = O(
1√
kl
), ∀i ∈ [N ]. (12)
Proof. The proof is given in Section V-A.
Remark 1. It is worth pointing out that it is in general
standard to leverage ‖T (x)− x‖ as a measure of the conver-
gence speed for the centralized (inexact) KM iteration, since
‖T (x)− x‖ = 0 amounts to T (x) = x, see [20]–[25]. This is
why ‖Fi(xi,kl )−xi,kl‖ is employed for measuring the conver-
gence rate of the D-IKM iteration, as shown in (12). However,
it is noted that the result in (12) is described by a subsequence
{kl}∞l=1 instead of {k}∞k=1, since the D-IKM iteration involves
communications over a multi-agent network unlike the case of
the centralized KM iteration. It is still open whether one can
obtain the result ‖Fi(xi,k)−xi,k‖ = O(1/
√
k) as in the case
of the centralized KM iteration [22].
In what follows, the convergence rate of the D-IKM iteration
is further discussed under some extra assumptions. It was
shown in [9], [39] that the centralized KM iteration is linearly
convergent under the (bounded) linear regularity assumption,
which is referred to as a sufficient condition for the linear
convergence of averaged nonexpansive operators. It is thus
natural for us to ask if the linear convergence can still be
maintained for the distributed case, i.e., the D-IKM iteration,
under the same assumption. To proceed, let us first review the
concept of (bounded) linear regularity.
Definition 1 ( [39]). Let D be a nonempty subset of H, T :
D → H be an operator with Fix(T ) 6= ∅, and {Si}i∈I be
a finite collection of closed convex subsets of H with S :=
∩i=ISi 6= ∅, where I is a finite index set. It is said that:
41) T is linearly regular with constant κ ≥ 0 if for all x ∈ D
dFix(T )(x) ≤ κ‖x− T (x)‖. (13)
2) T is boundedly linearly regular if for any bounded set
Θ ⊂ D, there exists κ ≥ 0 such that for all x ∈ Θ
dFix(T )(x) ≤ κ‖x− T (x)‖. (14)
3) {Si}i∈I is linearly regular with constant µ > 0 if
dS(x) ≤ µmaxi∈I dSi(x) for all x ∈ D.
4) {Si}i∈I is boundedly linearly regular if for any bounded
set Θ ⊂ D, there exists µ > 0 such that dS(x) ≤
µmaxi∈I dSi(x) for all x ∈ Θ.
One example for linearly regular operators is the projection
operator PC on a closed convex set C ⊂ H, as it is easy
to verify that dFix(PC)(x) = dC(x) = ‖x − PC(x)‖. The
above notions have been thoroughly investigated in [9], [39].
For instance, suppose that I = [m], then {Si}i∈I is boundedly
linearly regular if Sm∩int(S1∩· · ·∩Sm−1) 6= ∅, where int(C)
denotes the set of interior points of set C. Please refer to [9],
[39] for more details and [40] for another relevant notion, i.e.,
metric (sub-)regularity for set-valued mappings.
To proceed, the assumption of the bounded linear regularity
is explicitly given below.
Assumption 2. Fi is boundedly linearly regular for each
i ∈ [N ], and the sets {Fix(Fi)}i∈[N ] are boundedly linearly
regular.
In view of Theorem 1, it is known that all xi,k’s are
bounded, say ‖xi,k‖ ≤ χ for a constant χ > 0 and for all
i ∈ [N ], k ∈ N, which leads to that there exist constants
κ0 ≥ 0 and κi ≥ 0, i ∈ [N ] such that for all y ∈ B(0;χ) ⊂ H
dXi(y) ≤ κi‖Fi(y)− y‖, ∀i ∈ [N ] (15)
dX∗(y) ≤ κ0 max
i∈[N ]
dXi (y), (16)
if Assumption 2 holds.
With the above preparations, we are now in a position to
give the result on the D-IKM iteration’s stronger convergence.
Theorem 2. Under Assumptions 1 and 2, all xi,k’s in the D-
IKM iteration (8) converge strongly to a common point in X∗,
if there holds
αc < min
{ 1
2κcκ0
√
π
2Nγ2
, 1− α
}
, (17)
where
γ2 :=
24N3̟2ξ2
(1 − ξ)2
(
2 +
1
4Nκ2cκ
2
0
)
, (18)
κc := maxi∈[N ] κi, and αc := maxi∈[N ],k∈N αi,k. Moreover,
in the absence of the approximate errors (called D-KM iter-
ation for (8) in this case), i.e., ǫi,k ≡ 0 for all i ∈ [N ] and
k ∈ N, all xi,k’s converge to a common point in X∗ at a
rate of O(1/kln(1/ξ)) under condition (17), where ξ is given
in Lemma 1.
Proof. The proof is given in Section V-A.
Remark 2. From the above theorem, it can be obviously
seen that the D-KM iteration enjoys the convergence rate
O(1/kln(1/ξ)), i.e., O(ξln k), which is slower than the linear
convergence rate, i.e., O(ξk). The slower convergence rate for
the D-KM iteration can be attributed to local communications
among agents, since all agents need to exchange their own in-
formation to their neighbors for achieving the synchronization
of xi,k’s for all i ∈ [N ]. In this regard, it is unknown whether
or not the linear convergence rate can be achieved for the
D-KM iteration under the same assumptions or the bounded
power regularity introduced later in Definition 2, which is left
as our future work.
As a matter of fact, the convergence rate O(1/kln(1/ξ))
for the D-KM iteration can still be ensured under another
relaxed assumption. Specifically, we introduce a novel concept
of bounded power regularity for a family of operators.
Definition 2. Let D be a nonempty subset of H, and let Ti :
D → H be an operator for each i ∈ [m], along with S∗ :=
∩mi=1Fix(Ti) 6= ∅. It is said that:
1) {Ti}mi=1 are power regular with constant κ ≥ 0 if for all
x ∈ D
dS∗(x) ≤ κ
m∑
i=1
‖x− Ti(x)‖. (19)
2) {Ti}mi=1 are boundedly power regular if for any bounded
set Θ ⊂ D, there exists κ ≥ 0 such that for all x ∈ Θ
dS∗(x) ≤ κ
m∑
i=1
‖x− Ti(x)‖. (20)
In the sequel, it is shown that (bounded) power regularity
for a set of operators can be implied by (bounded) linear
regularities of each operator and their fixed point sets.
Proposition 1. For a finite family of operators Ti : D →
H, i ∈ [m], along with S∗ := ∩mi=1Fix(Ti) 6= ∅, if Ti is
(boundedly) linearly regular for each i ∈ [m] and meanwhile
the sets {Fix(Ti)}mi=1 are (boundedly) linearly regular, then
{Ti}mi=1 are (boundedly) power regular.
Proof. Let us first focus on linear regularity. With reference
to the conditions in this proposition, there exist constants κi
and µ such that for all x ∈ D
dFix(Ti)(x) ≤ κi‖x− Ti(x)‖,
dS∗(x) ≤ µmax
i∈[m]
dFix(Ti)(x),
which implies that
max
i∈[m]
dFix(Ti)(x) ≤
m∑
i=1
dFix(Ti)(x) ≤ κ¯
m∑
i=1
‖x− Ti(x)‖,
where κ¯ := maxi∈[m] κi. As a result, one can obtain that
dS∗(x) ≤ µmaxi∈[m] dFix(Ti)(x) ≤ µκ¯
∑m
i=1 ‖x − Ti(x)‖,
which thereby implies the power regularity for the set of Ti’s
according to Definition 2. Furthermore, the case with bounded
power regularity can be similarly proved.
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regularity in Definition 2 is more relaxed than the no-
tion of (bounded) linear regularity in Definition 1. In fact,
(bounded) power regularity in Definition 2 is strictly looser
than (bounded) linear regularity in Definition 1, which can be
illustrated by the following example.
Example 1. Let H = R and D = [0, 1) in Definitions 1 and
2, and consider two operators as T1(x) = x
2 and T2(x) =
PC(x) for x ∈ D, where C = [0, 1/2]. Then, it is easy to
see that Fix(T1) = {0}, Fix(T2) = C, and hence Ω :=
Fix(T1)∩Fix(T2) = {0}. It is also straightforward to obtain
that dFix(T1)(x) = x, ‖x − T1(x)‖ = x(1 − x) for x ∈ D,
thus leading to that T1 is not linearly regular since ‖x −
T1(x)‖ → 0 as x → 1. But one can easily check that there
holds dΩ(x) ≤ 2
∑2
i=1 ‖x − Ti(x)‖ for all x ∈ D, which
indicates that {Ti}2i=1 are power regular with constant 2.
It is also noteworthy that notions in Definition 2 can be
regarded as a generalization of (bounded) linear regularity
for a single operator to multiple operators. Then, instead of
Assumption 2, the following less restrictive assumption can be
made.
Assumption 3. {Fi}i∈[N ] is boundedly power regular.
With this assumption, one can obtain the following result.
Theorem 3. Let Assumptions 1 and 3 hold. Then all xi,k’s
in the D-KM iteration, i.e., ǫi,k ≡ 0 in (8) for all i ∈ [N ]
and k ∈ N, converge to a common point in X∗ with a rate
O(1/kln(1/ξ)), if condition (17) holds, where ξ is given in
Lemma 1.
Proof. The proof is given in Section V-A.
As seen from Theorem 3, the convergence rate is propor-
tional to k− ln(1/ξ), like a power function of k, which is the
reason for calling the “power” regularity in Definition 2.
IV. THE D-IBKM ITERATION
The focus of this section is on randomly updating a part of
the coordinate for each agent, instead of the entire coordinate,
in order to reduce the computational complexity and the
burden of storage and transmission, especially for the case with
large-scale coordinates and large-scale network, as investigated
for centralized algorithms [41]–[43].
To begin with, it is convenient to introduce some notations
employed in this section.
Notations: H = H1 ⊕ · · · ⊕ Hm is the direct Hilbert sum
with Borel σ-algebra B, where Hi, i ∈ [m] is a separable
real Hilbert space, along with the same inner product 〈·, ·〉
and associated norm ‖ · ‖. A H-valued random variable is
a measurable map x : (Ω,F) → (H,B) with the standing
probability space (Ω,F ,P), endowed with the expectation
E, where a measurable (or F -measurable) map means that
there holds {ω ∈ Ω : x(w) ∈ S} ⊂ F for every set
S ∈ B. Let x = (x1, . . . , xm) denote a generic vector
in H, and let σ(G) denote the σ-algebra generated by the
collection G of random variables. Denote by F = {Fk}k∈N
a filtration, i.e., each Fi is a sub-sigma algebra of F such
that Fk ⊂ Fk+1 for all k ∈ N. Let ℓ+(F) be the set
of [0,∞)-valued random variable sequence {ζk}k∈N adapted
to F, i.e., ζk is Fk-measurable for all k ∈ N, and define
ℓ1+(F) = {{ζk}k∈N ∈ ℓ+(F) :
∑
k∈N ζk < ∞ a.s.}.
Throughout this section, all inequalities and equalities are
understood to hold P-almost surely whenever in the presence
of random variables, even though “P-almost surely” is not
explicitly expressed. For brevity, we abbreviate “P-almost
surely” as “a.s.” subsequently.
Consider now problem (6). In this case, Fi : x 7→
(Fil(x))l∈[m] is nonexpansive with Fil : H → Hl being
measurable for all i ∈ [N ] and l ∈ [m]. To solve this prob-
lem, a block-coordinate based distributed algorithm, called
distributed inexact block-coordinate KM (D-IBKM) iteration,
is proposed as follows,
xil,k+1 = xˆil,k + bil,kαi,k(Fil(xˆi,k) + ǫil,k − xˆil,k) (21)
for l ∈ [m] and i ∈ [N ], where xi,k = (xi1,k, . . . , xim,k)
serves as an estimate of a solution to problem (6) for agent
i at time k ≥ 0, xˆil,k :=
∑N
j=1 aij,kxjl,k for all l ∈ [m],
xˆi,k = (xˆi1,k, . . . , xˆim,k) is an aggregate information of agent
i received from its neighbors at time slot k, {bi,k}k∈N is a
sequence of identically distributed Λ-valued random variables
with Λ := {0, 1}m\{0}, bi,k = (bi1,k, . . . , bim,k), ǫi,k =
(ǫi1,k, . . . , ǫim,k) is aH-valued random variable, viewed as the
error of approximating Fi(xˆi,k), and {αi,k}k∈N is a sequence
of relaxation parameters, satisfying αi,k ∈ [α, 1 − α] for a
constant α ∈ (0, 1/2]. Wherein, let xi,0 be a H-valued random
variable for all i ∈ [N ].
To proceed, set χk := σ(χ1,k, . . . , χN,k) with χi,k :=
σ(xi,0, . . . , xi,k), and let Ei,k := σ(bi,k) for i ∈ [N ] and
k ∈ N, for which it is assumed that Ei,k is independent of
χk and Ej,k for j 6= i ∈ [N ]. Also, define χ = {χk}k∈N.
In the meantime, assume that pl := P(bil,0 = 1) > 0 for all
i ∈ [N ] and l ∈ [m], meaning that every block-coordinate has
a chance to update.
Regarding iteration (21), it can be equivalently written as
xil,k+1 = xˆil,k + αi,k(Til,k + εil,k − xˆil,k), (22)
where εil,k := bil,kǫil,k, and
Til,k := xˆil,k + bil,k(Fil(xˆi,k)− xˆil,k). (23)
After setting Ti,k := (Ti1,k, . . . , Tim,k) and εi,k :=
(εi1,k, . . . , εim,k), (22) can be compactly written as
xi,k+1 = xˆi,k + αi,k(Ti,k + εi,k − xˆi,k). (24)
Similarly to Section III, denote by Xi := Fix(Fi) the set
of fixed points of Fi, and X
∗ := ∩Ni=1Xi the set of common
fixed points of all Fi’s which is assumed to be nonempty. It
is also necessary to define a new norm ||| · ||| with associated
inner product 〈〈·, ·〉〉 on H as in [43]
|||y|||2 :=
m∑
l=1
1
pl
‖yl‖2,
〈〈y, z〉〉 :=
m∑
l=1
1
pl
〈yl, zl〉, ∀y, z ∈ H. (25)
6It is noted that ‖y‖2 ≤ |||y|||2 ≤ ‖y‖2/p0, meaning that the
two norms are equivalent, where p0 := minl∈[m] pl.
Equipped with the above preparations, we are now ready to
present the main result of this section.
Theorem 4. For the D-IBKM iteration (21) under Assumption
1 and the assumption that
∑
k∈N
√
E(‖ǫi,k‖2|χk) <∞ for all
i ∈ [N ], the following two statements hold:
1) All xi,k’s are bounded and converge weakly, in the space
(H, ||| · |||), to a common point in X∗ a.s.;
2) There exists a subsequence {ks}∞s=1 ⊂ N, such that for
all i ∈ [N ]
E(‖Fi(xi,ks)− xi,ks‖) = O(
1√
ks
), a.s. (26)
Proof. The proof is given in Section V-B.
Remark 3. It should be noted that when there is only one
agent in a multi-agent network, the results in Theorem 4
reduces to the centralized case [43]. However, the analysis
for the distributed iteration here is more complicated than
that for the centralized scenario, rendering the argument in
[43] not directly applicable here. In addition, the convergence
rate is not investigated in [43], while the convergence speed
is provided here, see also Theorem 5 below.
To further investigate the convergence rate of D-IBKM in
(21), let us recall Definition 2 for the bounded power regularity
of a family of operators. It is known from Theorem 4 that all
xi,k’s are bounded, connoting that there is a constant Υ > 0
such that ‖xi,k‖ ≤ Υ for all i ∈ [N ], k ∈ N. As a consequence,
under Assumption 3, there must exist a constant ν > 0 such
that for all y ∈ B(0;Υ) ⊂ H
dX∗(y) ≤ ν
N∑
i=1
‖Fi(y)− y‖. (27)
Now, the stronger convergence of D-IBKM in (21) can be
given as follows.
Theorem 5. Under Assumptions 1 and 3 for the D-IBKM
iteration (21), limk→∞ E(|||xi,k − qk|||2) = 0 for all i ∈ [N ]
a.s., if there holds
αc < min
{p0(1− ξ)
4N2̟ξ
√
π
2(p20 + 8Nν
2)
, 1− α
}
, (28)
where qk :=
∑N
i=1 πi,kPX∗(xi,k), p0 := minl∈[m] pl, κc :=
maxi∈[N ] κi, αc := maxi∈[N ],k∈N αi,k, and ξ is given in
Lemma 1. Moreover, in the absence of errors (called D-BKM
iteration for (21) in this case), i.e., ǫi,k ≡ 0 for all i ∈ [N ]
and k ∈ N, E(|||xi,k − qk|||2) converges to zero with a rate
O(1/kln(1/ξ)) a.s. under condition (28).
Proof. The proof is given in Section V-B.
V. CONVERGENCE ANALYSIS: PROOFS OF THEOREMS 1-5
This section aims to provide detailed convergence analysis
for the main results in the last two sections, that is, the proofs
of Theorems 1-5.
A. Proofs of Theorems 1-3
Let us first introduce several lemmas for the subsequent use.
Lemma 2 ( [44]). Let {vk} be a sequence of nonnegative
scalars such that for all k ≥ 0
vk+1 ≤ (1 + bk)vk − uk + ck,
where bk ≥ 0, uk ≥ 0 and ck ≥ 0 for all k ≥ 0 with∑∞
k=1 bk < ∞ and
∑∞
k=1 ck < ∞. Then, the sequence {vk}
converges to some v ≥ 0 and ∑∞k=1 uk <∞.
Lemma 3. Consider A ∈ Rn×n and let B be a linear operator
in real Hilbert space H, then ‖A⊗ B‖ ≤ namax‖B‖, where
amax is the largest entry of the matrix A in the modulus sense.
Proof. For arbitrary x = col(x1, . . . , xn) with xi ∈ H and
‖x‖ ≤ 1, it can be concluded that
‖(A⊗B)x‖2 =
n∑
i=1
‖
n∑
j=1
aijBxj‖2
≤
n∑
i=1
a2max
( n∑
j=1
‖B‖ · ‖xj‖
)2
≤ n
n∑
i=1
a2max
n∑
j=1
‖B‖2 · ‖xj‖2
≤ n2a2max‖B‖2,
where the last inequality has used the fact that ‖x‖2 =∑n
j=1 ‖xj‖2 ≤ 1. Consequently, one can obtain that ‖A ⊗
B‖ =
√
supx∈Hn,‖x‖≤1 ‖(A⊗B)x‖2 ≤ namax‖B‖, as
claimed.
Lemma 4. Let T : H → H be a nonexpansive operator
with Fix(T ) 6= ∅. Then, there holds 2〈y − z, y − T (y)〉 ≥
‖T (y)− y‖2 for all y ∈ H and z ∈ Fix(T ).
Proof. For any y ∈ H and z ∈ Fix(T ), it is easy to deduce
that
2〈y − z, y − T (y)〉
= ‖T (y)− y‖2 + ‖y − z‖2 − ‖T (y)− z‖2
≥ ‖T (y)− y‖2,
where the inequality has exploited the nonexpansive property
of T .
The following result is a fundamental result which relates
xi,k+1 to xˆi,k via Fi for each agent i.
Lemma 5. Consider the D-IKM iteration (8). For all i ∈ [N ],
there holds
‖Fi(xi,k+1)− xi,k+1‖ ≤ ‖Fi(xˆi,k)− xˆi,k‖+ 2αi,k‖ǫi,k‖.
7Proof. In view of (8), it can be asserted that for i ∈ [N ]
‖Fi(xi,k+1)− xi,k+1‖
= ‖Fi(xi,k+1)− Fi(xˆi,k)− (1− αi,k)xˆi,k
+ (1− αi,k)Fi(xˆi,k)− αi,kǫi,k‖
≤ ‖Fi(xi,k+1)− Fi(xˆi,k)‖ + (1− αi,k)‖Fi(xˆi,k)− xˆi,k‖
+ αi,k‖ǫi,k‖
≤ ‖xi,k+1 − xˆi,k‖+ (1 − αi,k)‖Fi(xˆi,k)− xˆi,k‖
+ αi,k‖ǫi,k‖
≤ ‖Fi(xˆi,k)− xˆi,k‖+ 2αi,k‖ǫi,k‖,
where the second inequality has made use of the nonexpansive
property of Fi, and the last inequality has utilized the iteration
(8).
With the above lemmas at hand, we are now ready to prove
Theorems 1-3.
Proof of Theorem 1: Invoking (11), the iteration (8) can be
rewritten as
xi,k+1 = Mi,k(xˆi,k) + αi,kǫi,k. (29)
Then, for any x∗ ∈ X∗, which must satisfy Mi,k(x∗) = x∗
for all i ∈ [N ] and k ∈ N, it can be obtained from (29) that
for all i ∈ [N ]
‖xi,k+1 − x∗‖ = ‖Mi,k(xˆi,k)−Mi,k(x∗) + αi,kǫi,k‖
≤ ‖Mi,k(xˆi,k)−Mi,k(x∗)‖+ αi,k‖ǫi,k‖
≤ ‖xˆi,k − x∗‖+ αi,k‖ǫi,k‖
≤
N∑
j=1
aij,k‖xj,k − x∗‖+ αi,k‖ǫi,k‖, (30)
where the second inequality follows from the nonexpansive
property of Mi,k because Fi is nonexpansive, and the last
inequality is due to the convexity of ‖ · ‖ and ∑Nj=1 aij,k = 1
for all i ∈ [N ], see Assumption 1.
Multiplying πi,k+1 on both sides of (30) and summing over
i ∈ [N ] yield that
N∑
i=1
πi,k+1‖xi,k+1 − x∗‖ ≤
N∑
j=1
πj,k‖xj,k − x∗‖
+
N∑
i=1
πi,k+1αi,k‖ǫi,k‖, (31)
where we have employed π⊤k = π
⊤
k+1Ak in Lemma 1. Note
that πi,k+1 ≤ 1, αi,k ≤ [α, 1 − α], and {‖ǫi,k‖}k∈N ∈ ℓ1+.
Applying Lemma 2 results in that
∑N
j=1 πj,k‖xj,k − x∗‖ is
bounded and thus so is xi,k for all i ∈ [N ] and k ∈ N because
of πi,k ≥ π > 0 by Lemma 1.
Subsequently, let us denote
θ1 := sup
k∈N,i∈[N ]
(2‖Mi,k(xˆi,k)− x∗‖+ αi,k‖ǫi,k‖). (32)
Then, in view of (8), one can obtain that
‖xi,k+1 − x∗‖2
= ‖xˆi,k − x∗ + αi,k(Fi(xˆi,k)− xˆi,k) + αi,kǫi,k‖2
≤ ‖xˆi,k − x∗ + αi,k(Fi(xˆi,k)− xˆi,k)‖2 + αi,kθ1‖ǫi,k‖
= ‖xˆi,k − x∗‖2 + 2αi,k〈xˆi,k − x∗, Fi(xˆi,k)− xˆi,k〉
+ α2i,k‖Fi(xˆi,k)− xˆi,k‖2 + αi,kθ1‖ǫi,k‖, (33)
which, together with Lemma 4 and the convexity of the norm
‖ · ‖2, implies that
‖xi,k+1 − x∗‖2
≤
N∑
j=1
aij,k‖xj,k − x∗‖2 − αi,k‖Fi(xˆi,k)− xˆi,k‖2
+ α2i,k‖Fi(xˆi,k)− xˆi,k‖2 + αi,kθ1‖ǫi,k‖. (34)
By multiplying πi,k+1 on both sides of (34) and summing over
i ∈ [N ], it can be concluded that
N∑
i=1
πi,k+1‖xi,k+1 − x∗‖2
≤
N∑
j=1
πj,k‖xj,k − x∗‖2 + θ1
N∑
i=1
πi,k+1αi,k‖ǫi,k‖
−
N∑
i=1
πi,k+1αi,k(1− αi,k)‖Fi(xˆi,k)− xˆi,k‖2
≤
N∑
j=1
πj,k‖xj,k − x∗‖2 + θ1(1 − α)
N∑
i=1
‖ǫi,k‖
− πα(1− α)
N∑
i=1
‖Fi(xˆi,k)− xˆi,k‖2, (35)
where we have resorted to the facts that αi,k ∈ [α, 1 − α],
αi,k(1 − αi,k) ≥ α(1 − α), and πi,k ∈ [π, 1] for all i ∈ [N ]
and k ∈ N.
Now, summing (35) over k ∈ N gives rise to
πα(1 − α)
∞∑
k=0
N∑
i=1
‖Fi(xˆi,k)− xˆi,k‖2
≤
N∑
i=1
πi,0‖xi,0 − x∗‖2 + θ1(1− α)
∞∑
k=0
N∑
i=1
‖ǫi,k‖, (36)
which, together with {‖ǫi,k‖}k∈N ∈ ℓ1+, yields that
∞∑
k=0
N∑
i=1
‖Fi(xˆi,k)− xˆi,k‖2 <∞, (37)
further leading to
‖Fi(xˆi,k)− xˆi,k‖ → 0, as k →∞. (38)
With the above preparations, we are ready to prove that
xi,k’s will reach agreement for all agents i ∈ [N ]. To see this,
the iteration (8) can be written in a compact form
xk+1 = (Ak ⊗ Id)xk + ε¯k, (39)
8where xk := col(x1,k, . . . , xN,k), ε¯k := col(α1,k(F1(xˆ1,k) −
xˆ1,k), . . . , αN,k(FN (xˆN,k) − xˆN,k)) + εk, and εk :=
col(α1,kǫ1,k, . . . , αN,kǫN,k).
Invoking (38) and ‖ǫi,k‖ → 0 because of {‖ǫi,k‖}k∈N ∈ ℓ1+,
one readily obtains that ε¯k → 0. With reference to (39), by
applying the same arguments as that of Lemmas 3 and 4 in
[38] and using Lemma 3, one has that
‖xi,k − x¯k‖ → 0, as k →∞, ∀i ∈ [N ] (40)
where x¯k :=
∑N
i=1 πi,kxi,k is viewed as a weighted average
of xi,k’s.
We next show the weak convergence of (8). Bearing in mind
that {‖ǫi,k‖}k∈N ∈ ℓ1+, it can be obtained by (35) and Lemma
2 that
∑N
i=1 πi,k‖xi,k−x∗‖2 converges. In the meantime, one
has that
N∑
i=1
πi,k‖xi,k − x∗‖2
=
N∑
i=1
πi,k‖xi,k − x¯k + x¯k − x∗‖2
=
N∑
i=1
πi,k‖xi,k − x¯k‖2 + 2
N∑
i=1
πi,k〈xi,k − x¯k, x¯k − x∗〉
+ ‖x¯k − x∗‖2,
which yields that
‖x¯k − x∗‖ converges, (41)
since
∑N
i=1 πi,k‖xi,k−x∗‖2 converges, ‖xi,k− x¯k‖ → 0 (see
(40)), and |〈xi,k− x¯k, x¯k−x∗〉| ≤ ‖xi,k− x¯k‖·‖x¯k−x∗‖ → 0
by Cauchy-Schwarz inequality.
On the other hand, by resorting to Lemma 5 and (38) along
with ‖ǫi,k‖ → 0 for all i ∈ [N ], one has that
‖Fi(xi,k)− xi,k‖ → 0, ∀i ∈ [N ] (42)
which, in tandem with (40), gives rise to that for all i ∈ [N ]
‖Fi(x¯k)− x¯k‖ ≤ ‖Fi(x¯k)− Fi(xi,k)‖ + ‖Fi(xi,k)− xi,k‖
+ ‖xi,k − x¯k‖
≤ 2‖xi,k − x¯k‖+ ‖Fi(xi,k)− xi,k‖
→ 0, (43)
where the nonexpansiveness of Fi is employed in the second
inequality.
Now, for arbitrary sequential cluster point xc of {x¯k}k∈N,
i.e., x¯kl ⇀ xc, in view of (43), invoking Corollary 4.28 in [1]
yields that xc ∈ Fix(Fi) for all i ∈ [N ], i.e., xc ∈ X∗, Then,
in light of Lemma 2.47 in [1] and (41), it can be asserted that
x¯k converges weakly to a point in X
∗, say x¯k ⇀ x
′.
Consequently, the weak convergence of xi,k’s to a common
point in X∗ can be ensured once noting the fact that for all
x ∈ H and all i ∈ [N ]
〈xi,k − x′, x〉 = 〈xi,k − x¯k, x〉+ 〈x¯k − x′, x〉
≤ ‖xi,k − x¯k‖ · ‖x‖+ 〈x¯k − x′, x〉
→ 0, (44)
where the inequality has employed Cauchy-Schwarz inequal-
ity.
It remains to show the convergence rate (12). Let us prove
it by contradiction. If there are no subsequences such that (12)
holds, then there must exist k0 ∈ N, C > 0, and i0 ∈ [N ],
such that for all k ≥ k0
‖Fi0(xi0,k)− xi0,k‖ ≥
C√
k
. (45)
On the other hand, in view of Lemma 5, it follows that
‖Fi(xˆi,k)− xˆi,k‖2
≥ ‖Fi(xi,k+1)− xi,k+1‖
2
2
− 4α2i,k‖ǫi,k‖2 (46)
by using (a+ b)2 ≤ 2(a2 + b2) for scalars a, b ≥ 0, which in
combination with (45) results in that
∞∑
k=0
N∑
i=1
‖Fi(xˆi,k)− xˆi,k‖2
≥ 1
2
∞∑
k=0
N∑
i=1
‖Fi(xi,k+1)− xi,k+1‖2 − 4
∞∑
k=0
N∑
i=1
α2i,k‖ǫi,k‖2
≥ 1
2
∞∑
k=k0
‖Fi0(xi0,k)− xi0,k‖2 − 4(1− α)2
∞∑
k=0
N∑
i=1
‖ǫi,k‖2
≥ C
2
2
∞∑
k=k0
1
k
− 4(1− α)2
N∑
i=1
( ∞∑
k=0
‖ǫi,k‖
)2
=∞, (47)
where the last inequality has made use of (45). It is apparent
that (47) contradicts (37). Therefore, one can claim that (12)
holds. This ends the proof of Theorem 1.
Proof of Theorem 2: Define pi,k =
∑N
j=1 aij,kPX∗(xj,k),
and let
θ2 := sup
k∈N,i∈[N ]
{2‖Mi,k(xˆi,k)− pi,k‖+ αi,k‖ǫi,k‖}, (48)
θ3 := θ2 + sup
k∈N,i∈[N ]
{4α2i,k(1 − αi,k)‖ǫi,k‖}. (49)
Invoking (8), it can be concluded that
d2X∗(xi,k+1)
≤ ‖xi,k+1 − pi,k‖2
= ‖xˆi,k − pi,k + αi,k(Fi(xˆi,k)− xˆi,k) + αi,kǫi,k‖2
≤
N∑
j=1
aij,kd
2
X∗(xj,k)− αi,k(1− αi,k)‖Fi(xˆi,k)− xˆi,k‖2
+ θ2αi,k‖ǫi,k‖, (50)
where the second inequality has adopted the same reasoning
as in (33) and (34). Substituting (46) in (50), one has that
d2X∗(xi,k+1)
≤
N∑
j=1
aij,kd
2
X∗(xj,k)−
α(1 − α)
2
‖Fi(xi,k+1)− xi,k+1‖2
+ θ3αi,k‖ǫi,k‖, (51)
9where we have utilized the fact that αi,k(1−αi,k) ≥ α(1−α)
for αi,k ∈ [α, 1− α].
By multiplying πi,k+1 on both sides of (51) and summing
over i ∈ [N ], one has that
N∑
i=1
πi,k+1d
2
X∗(xi,k+1)
≤
N∑
j=1
πj,kd
2
X∗(xj,k) + θ3(1 − α)
N∑
i=1
‖ǫi,k‖
− πα(1 − α)
2
N∑
i=1
‖Fi(xi,k+1)− xi,k+1‖2, (52)
where the facts that π⊤k = π
⊤
k+1Ak and πi,k ∈ [π, 1] in Lemma
1 have been utilized.
To proceed, it is helpful to establish a relationship between
‖Fi(xi,k+1)− xi,k+1‖2 and ‖Fi(x¯k+1)− x¯k+1‖. Specifically,
it can be deduced that
‖Fi(xi,k+1)− xi,k+1‖2
= ‖Fi(x¯k+1)− x¯k+1 + Fi(xi,k+1)− Fi(x¯k+1)
+ x¯k+1 − xi,k+1‖2
≥ (‖Fi(x¯k+1)− x¯k+1‖ − ‖Fi(xi,k+1)− Fi(x¯k+1)
+ x¯k+1 − xi,k+1‖
)2
≥ 1
2
‖Fi(x¯k+1)− x¯k+1‖2 − ‖Fi(xi,k+1)− Fi(x¯k+1)
+ x¯k+1 − xi,k+1‖2, (53)
where the last inequality has used the fact that
(a− b)2 ≥ a
2
2
− b2 (54)
for two scalars a, b ≥ 0. Moreover, it is easy to get that
‖Fi(xi,k+1)− Fi(x¯k+1) + x¯k+1 − xi,k+1‖2
≤ 2(‖Fi(xi,k+1)− Fi(x¯k+1)‖2 + ‖x¯k+1 − xi,k+1‖2)
≤ 4‖xi,k+1 − x¯k+1‖2, (55)
where the last inequality has leveraged the nonexpansive
property of Fi. Now, inserting (55) into (53) yields that
‖Fi(xi,k+1)− xi,k+1‖2
≥ 1
2
‖Fi(x¯k+1)− x¯k+1‖2 − 4‖xi,k+1 − x¯k+1‖2, (56)
At this point, turning our attention back to (52), invoking
(56) leads to that
N∑
i=1
πi,k+1d
2
X∗(xi,k+1)
≤
N∑
j=1
πj,kd
2
X∗(xj,k) + θ3(1− α)
N∑
i=1
‖ǫi,k‖
− πα(1− α)
4
N∑
i=1
‖Fi(x¯k+1)− x¯k+1‖2
+ 2πα(1 − α)
N∑
i=1
‖xi,k+1 − x¯k+1‖2. (57)
Consider the term
∑N
i=1 ‖Fi(x¯k+1) − x¯k+1‖2 in (57), in
light of (15), one can obtain that
N∑
i=1
‖Fi(x¯k+1)− x¯k+1‖2 ≥ 1
κ2c
N∑
i=1
d2Xi(x¯k+1)
≥ 1
κ2c
max
i∈[N ]
d2Xi(x¯k+1)
≥ 1
κ2cκ
2
0
d2X∗(x¯k+1), (58)
where the last inequality is due to (16). Consider further the
term d2X∗(x¯k+1) in (58), one has that
d2X∗(x¯k+1) = ‖x¯k+1 − PX∗(x¯k+1)‖2
= ‖xi,k+1 − PX∗(x¯k+1) + x¯k+1 − xi,k+1‖2
≥ (‖xi,k+1 − PX∗(x¯k+1)‖ − ‖x¯k+1 − xi,k+1‖)2
≥ 1
2
d2X∗(xi,k+1)− ‖xi,k+1 − x¯k+1‖2, (59)
where the last inequality has leveraged (54). Summing over
i ∈ [N ] for (59) yields that
d2X∗(x¯k+1)
≥ 1
2N
N∑
i=1
d2X∗(xi,k+1)−
1
N
N∑
i=1
‖xi,k+1 − x¯k+1‖2. (60)
Substituting (58) and (60) into (57) gives rise to that
N∑
i=1
πi,k+1d
2
X∗(xi,k+1)
≤
N∑
i=1
πi,kd
2
X∗(xi,k)−
πα(1− α)
8Nκ2cκ
2
0
N∑
i=1
d2X∗(xi,k+1)
+ γ1
N∑
i=1
‖xi,k+1 − x¯k+1‖2
+ θ3(1− α)
N∑
i=1
‖ǫi,k‖, (61)
where
γ1 := πα(1− α)
(
2 +
1
4Nκ2cκ
2
0
)
. (62)
For notation simplicity, let
d2k :=
N∑
i=1
πi,kd
2
X∗(xi,k), ∀k ∈ N (63)
β := 1 +
πα(1 − α)
8Nκ2cκ
2
0
. (64)
Then, (61) can be written as
βd2k+1 ≤ d2k + γ1
N∑
i=1
‖xi,k+1 − x¯k+1‖2
+ θ3(1− α)
N∑
i=1
‖ǫi,k‖. (65)
10
Consider now the term γ1
∑N
i=1 ‖xi,k+1−x¯k+1‖2. Recalling
pi,k :=
∑N
j=1 aij,kPX∗(xj,k), one can conclude that
‖Fi(xˆi,k)− xˆi,k‖2 ≤ ‖Fi(xˆi,k)− pi,k + pi,k − xˆi,k‖2
≤ 2‖Fi(xˆi,k)− pi,k‖2 + 2‖xˆi,k − pi,k‖2
≤ 4‖xˆi,k − pi,k‖2
≤ 4
N∑
j=1
aij,kd
2
X∗(xj,k), (66)
where the third inequality has employed the fact that
Fi(pi,k) = pi,k and Fi is nonexpansive, and the last inequality
has used the convexity of ‖ · ‖2. Subsequently, by multiplying
πi,k+1 on both sides of (66) and summing over i ∈ [N ], it
follows that
N∑
i=1
πi,k+1‖Fi(xˆi,k)− xˆi,k‖2 ≤ 4
N∑
j=1
πj,kd
2
X∗(xj,k), (67)
where π⊤k = π
⊤
k+1Ak in Lemma 1 has been applied
in the inequality. Combining (67) with the fact that∑N
i=1 πi,k+1‖Fi(xˆi,k) − xˆi,k‖2 ≥ π
∑N
i=1 ‖Fi(xˆi,k) − xˆi,k‖2
implies that
N∑
i=1
‖Fi(xˆi,k)− xˆi,k‖2 ≤ 4
π
d2k. (68)
Bearing in mind the definition of ε¯k in (39), it follows from
(68) that
‖ε¯k‖2 ≤ 8α
2
c
π
d2k + 2‖εk‖2, (69)
where αc = maxi∈[N ],k∈N αi,k. In view of (69), following the
same arguments as that of Lemmas 3 and 4 in [38] for (39),
one can conclude that
‖xi,k+1 − x¯k+1‖
≤ N̟ξk+1‖x0 − x¯0‖+ N̟ξξ
⌈ k+1
2
⌉
1− ξ supl∈N ‖ε¯l‖
+
N̟ξ
1− ξ sup⌊ k+1
2
⌋≤l≤k
‖ε¯l‖, (70)
which further gives rise to
‖xi,k+1 − x¯k+1‖2
≤ 3N
2̟2ξk+3
(1− ξ)2 supl∈N ‖ε¯l‖
2 +
3N2̟2ξ2
(1− ξ)2 sup⌊ k+1
2
⌋≤l≤k
‖ε¯l‖2
+ 3N2̟2ξ2(k+1)‖x0 − x¯0‖2
≤ 3N
2̟2ξk+3
(1− ξ)2 supl∈N ‖ε¯l‖
2 +
24N2α2c̟
2ξ2
π(1 − ξ)2 sup⌊ k+1
2
⌋≤l≤k
d2l
+
6N2̟2ξ2
(1− ξ)2 sup⌊ k+1
2
⌋≤l≤k
‖εl‖2
+ 3N2̟2ξ2(k+1)‖x0 − x¯0‖2, (71)
where (69) has been utilized in the second inequality.
Inserting (71) into (65), it can be then obtained that
βd2k+1 ≤ d2k + γ2α(1− α)α2c sup
⌊ k+1
2
⌋≤l≤k
d2l + βek, (72)
where γ2 is defined in (18) and
ek :=
1
β
(
3γ1N
3̟2ξ2(k+1)‖x0 − x¯0‖2
+
3γ1N
3̟2ξk+3
(1− ξ)2 supl∈N ‖ε¯l‖
2
+
6γ1N
3̟2ξ2
(1− ξ)2 sup⌊ k+1
2
⌋≤l≤k
‖εl‖2
)
. (73)
Because of d2k ≤ sup⌊ k+1
2
⌋≤l≤k d
2
l , it follows from (72) that
βd2k+1 ≤ [1 + γ2α(1 − α)α2c ] sup
⌊ k+1
2
⌋≤l≤k
d2l + βek, (74)
further implying that
d2k+1 ≤ γ sup
⌊ k+1
2
⌋≤l≤k
d2l + ek, (75)
where
γ :=
1 + γ2α(1 − α)α2c
β
. (76)
It is easy to verify that γ < 1 under condition (17). Note that
there exists m ∈ N\{0} such that
k + 1 ∈ [2m−1, 2m − 1]. (77)
Then, by iteratively applying (75), one can conclude that
d2k+1 ≤ γmd20 +
m−1∑
j=0
γjekj−1, (78)
where
⌊kj
2
⌋ ≤ kj+1 ≤ kj − 1, j = 1, . . . ,m− 1 (79)
with km = 0 and k0 = k + 1.
Meanwhile, it can be obtained that
m−1∑
j=0
γjekj−1
=
⌊m−1
2
⌋∑
j=0
γjekj−1 +
m−1∑
j=⌊m−1
2
⌋+1
γjekj−1
=
⌊m−1
2
⌋∑
j=0
γjekj−1 + γ
⌊m−1
2
⌋
⌈m−1
2
⌉∑
j=1
γjek
⌊m−1
2
⌋+j
−1
≤ 1
1− γ supl≥k
⌊m−1
2
⌋
el−1 + γ
⌊m−1
2
⌋ γ
1− γ supl≥0 el, (80)
which, together with (78), yields that
d2k+1 ≤ γmd20 +
1
1− γ supl≥k
⌊
m−1
2
⌋
el−1
+
γγ⌊
m−1
2
⌋
1− γ supl≥0 el. (81)
It is easy to see that ‖εl‖ → 0 as l→∞ since so is ‖ǫi,l‖
due to {ǫi,l}l∈N ∈ ℓ1+ for all i ∈ [N ], and thus el → 0 as
l→∞. Moreover, it can be obtained from (77) that
log2(k + 1) ≤ m ≤ log2(k + 1) + 1, (82)
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which further implies that
log2(k + 1)
2
− 3
2
≤ ⌊m− 1
2
⌋ ≤ log2(k + 1)
2
. (83)
On the other hand, invoking (79) yields that
k + 1
2⌊
m−1
2
⌋
−
⌊m−1
2
⌋∑
l=1
1
2l
≤ k⌊m−1
2
⌋ ≤ k + 1− ⌊
m− 1
2
⌋,
which, together with (83), leads to
√
k + 1− 1 ≤ k⌊m−1
2
⌋ ≤ k + 1−
√
k + 1
2
√
2
, (84)
By combining (81)-(84), one can conclude that d2k and thus
‖xi,k− x¯k‖2 for all i ∈ [N ] (see (71)) converge strongly to the
origin, and converge at a rate of O(ξln k), i.e., O(1/kln(1/ξ)),
when ǫi,k ≡ 0 for all i ∈ [N ] and k ∈ N.
Finally, let
qk :=
N∑
i=1
πi,kPX∗(xi,k). (85)
Then, applying the convexity of ‖·‖2, it can be concluded that
‖x¯k − qk‖2 ≤
∑N
i=1 πi,k‖xi,k − PX∗(xi,k)‖2 = d2k. Mean-
while, note that ‖xi,k − qk‖2 ≤ 2‖xi,k − x¯k‖2 + 2‖x¯k − qk‖2
and qk ∈ X∗ for all k ∈ N. Combining the above analysis
completes the proof.
Proof of Theorem 3: By Theorem 1, it is known that all
xi,k’s are bounded. Therefore, according to the bounded power
regularity of {Fi}i∈[N ], one has that there exists a constant
κd ≥ 0 such that
dX∗(x¯k+1) ≤ κd
N∑
i=1
‖Fi(x¯k+1)− x¯k+1‖, (86)
which leads to that
d2X∗(x¯k+1) ≤ Nκ2d
N∑
i=1
‖Fi(x¯k+1)− x¯k+1‖2. (87)
Note that (87) is consistent with (58) with different coeffi-
cients. Hence, following the same argument as that of Theorem
2, the conclusions of this theorem can be asserted. The proof
is thus completed.
B. Proofs of Theorems 4 and 5
Let us first introduce several lemmas.
Lemma 6 ( [45]). Let F = {Fk}k∈N be a filtration. If
{zk}k∈N ∈ ℓ+(F), {ςk}k∈N ∈ ℓ1+(F), {ϑk}k∈N ∈ ℓ+(F), and
{ηk}k∈N ∈ ℓ1+(F) satisfy the following inequality a.s.:
E(zk+1|Fk) ≤ (1 + ςk)‖zk‖ − ϑk + ηk, ∀k ∈ N
then, {ϑk}k∈N ∈ ℓ1+(F) and zk converges to a [0,∞)-valued
random variable a.s.
Lemma 7 ( [1]). Let x, y ∈ H, and let r ∈ R. Then
‖rx+ (1− r)y‖2 = r‖x‖2 + (1 − r)‖y‖2
− r(1 − r)‖x− y‖2. (88)
The relationship between xi,k+1 and xˆi,k is revealed through
Fi in the following lemma.
Lemma 8. Consider the D-IBKM iteration (21). For all i ∈
[N ], there holds
E(|||Fi(xi,k+1)− xi,k+1|||2|χk) ≤ 4|||Fi(xˆi,k)− xˆi,k|||2
+ 16α2i,kE(|||ǫi,k|||2|χk).
Proof. It follows that
|||Fi(xi,k+1)− xi,k+1|||
= |||Fi(xi,k+1)− Fi(xˆi,k) + (1 − αi,k)(Fi(xˆi,k)− xˆi,k)
+ αi,k(Fi(xˆi,k)− Ti,k)− αi,kεi,k|||
≤ |||Fi(xi,k+1)− Fi(xˆi,k)|||+ (1 − αi,k)|||Fi(xˆi,k)− xˆi,k|||
+ αi,k|||Fi(xˆi,k)− Ti,k|||+ αi,k|||εi,k|||
≤ |||xi,k+1 − xˆi,k|||+ (1− αi,k)|||Fi(xˆi,k)− xˆi,k|||
+ αi,k|||Fi(xˆi,k)− Ti,k|||+ αi,k|||εi,k|||
≤ αi,k|||Ti,k − xˆi,k|||+ (1 − αi,k)|||Fi(xˆi,k)− xˆi,k|||
+ αi,k|||Fi(xˆi,k)− Ti,k|||+ 2αi,k|||εi,k|||, (89)
where (24) has been employed in the equality and last in-
equality, and the nonexpansiveness of Fi deduces the second
inequality.
To proceed, let us analyze E(|||Ti,k − xˆi,k|||2|χk) and
E(|||Fi(xˆi,k)−Ti,k|||2|χk). In doing so, for all i ∈ [N ], k ∈ N,
and l ∈ [m], define
qil,k(y, b) = ‖yl − Fil(y) + b(Fil(y)− yl)‖2 (90)
for y ∈ H, b ∈ {0, 1}. It is easy to see that qil,k(xˆi,k, bil,k) is
χk-measurable since Fil is so.
As a result, one can obtain that for all i ∈ [N ]
E(|||Ti,k − Fi(xˆi,k)|||2|χk)
=
m∑
l=1
1
pl
E(‖Til,k − Fil(xˆi,k)‖2|χk)
=
m∑
l=1
1
pl
∑
b∈{0,1}
P(bil,k = b)qil,k(xˆi,k, bil,k)
=
m∑
l=1
1
pl
P(bil,k = 0)‖xˆi,k − Fil(xˆi,k)‖2
= |||Fi(xˆi,k)− xˆi,k|||2 − ‖Fi(xˆi,k)− xˆi,k‖2, (91)
where the third equality has used the definition (23). Similarly,
one has that
E(|||Ti,k − xˆi,k|||2|χk) = ‖Fi(xˆi,k)− xˆi,k‖2. (92)
Now, by squaring (89), taking the conditional expectation,
and inserting (91) and (92) into it, one obtains that
E(|||Fi(xi,k+1)− xi,k+1|||2|χk)
≤ 4[α2i,k + (1 − αi,k)2]|||Fi(xˆi,k)− xˆi,k|||2
+ 16α2i,kE(|||εi,k|||2|χk)
≤ 4|||Fi(xˆi,k)− xˆi,k|||2 + 16α2i,kE(|||εi,k|||2|χk),
which is as claimed.
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With the above lemmas at hand, we are now ready to prove
Theorems 4 and 5 as follows.
Proof of Theorem 4: Throughout this subsection, let x∗ ∈
X∗. Similar to (91), one can obtain that for all i ∈ [N ]
E(|||Ti,k − x∗|||2|χk)
=
m∑
l=1
1
pl
P(bil,k = 1)‖Fil(xˆi,k)− x∗l ‖2
+
m∑
l=1
1
pl
P(bil,k = 0)‖xˆi,k − x∗l ‖2
=
m∑
l=1
‖Fil(xˆi,k)− x∗l ‖2 +
m∑
l=1
1− pl
pl
‖xˆi,k − x∗l ‖2
= |||xˆi,k − x∗|||2 + ‖Fi(xˆi,k)− x∗‖2 − ‖xˆi,k − x∗‖2
≤ |||xˆi,k − x∗|||2, (93)
where the first equality has used the definition (23), and the
nonexpansive property of Fi has been applied to get the
inequality.
Invoking Jensen’s inequality and (93), it can be concluded
that
E(|||Ti,k − x∗||| |χk) ≤
√
E(|||Ti,k − x∗|||2|χk)
≤ |||xˆi,k − x∗|||. (94)
Then, in view of (24), one has that
|||xi,k+1 − x∗|||
= |||(1− αi,k)(xˆi,k − x∗) + αi,k(Ti,k − x∗) + αi,kεi,k|||
≤ (1− αi,k)|||xˆi,k − x∗|||+ αi,k|||Ti,k − x∗|||+ αi,k|||εi,k|||.
Taking the conditional expectation on the above inequality
yields that
E(|||xi,k+1 − x∗||| |χk)
≤ (1− αi,k)|||xˆi,k − x∗|||+ αi,kE(|||Ti,k − x∗||| |χk)
+ αi,kE(|||εi,k||| |χk)
≤ |||xˆi,k − x∗|||+ αi,kE(|||εi,k||| |χk)
≤
N∑
j=1
aij,k|||xj,k − x∗|||+ αi,kE(|||εi,k||| |χk),
where the second inequality has exploited (94) and the last
inequality has applied the convexity of norm ||| · |||. By
multiplying πi,k+1 on both sides of the above inequality and
summing over i ∈ [N ], it is easy to obtain that
E(
N∑
i=1
πi,k+1|||xi,k+1 − x∗||| |χk)
≤
N∑
j=1
πj,k|||xj,k − x∗|||+
N∑
i=1
αi,kE(|||εi,k||| |χk), (95)
where we have employed π⊤k = π
⊤
k+1Ak and πi,k ≤ 1 in
Lemma 1.
By the assumption in Theorem 4, it is straightforward to
verify that∑
k∈N
E(|||εi,k||| |χk) ≤
∑
k∈N
√
E(|||εi,k|||2|χk)
≤
∑
k∈N
√
E(|||ǫi,k|||2|χk)
≤ 1√
p0
∑
k∈N
√
E(‖ǫi,k‖2|χk)
<∞. (96)
Now, applying Lemma 6 to (95), one can readily obtain that∑N
j=1 πj,k|||xj,k − x∗||| and thereby xi,k’s are bounded a.s.
Since xi,k is bounded a.s., there exists τ1 ∈ (0,∞) such
that for all k ∈ N, i ∈ [N ]
τ1 ≥ 2|||(1− αi,k)(xˆi,k − x∗) + αi,k(Ti,k − x∗)|||
+ αi,k|||εi,k|||, a.s.
Then, it follows that
|||xi,k+1 − x∗|||2
= |||(1 − αi,k)(xˆi,k − x∗) + αi,k(Ti,k − x∗) + αi,kεi,k|||2
≤ |||(1 − αi,k)(xˆi,k − x∗) + αi,k(Ti,k − x∗)|||2
+ τ1αi,k|||εi,k|||
= (1 − αi,k)|||xˆi,k − x∗|||2 + αi,k|||Ti,k − x∗|||2
− αi,k(1− αi,k)|||Ti,k − xˆi,k|||2 + τ1αi,k|||εi,k|||,
where Lemma 7 has been utilized to get the last equality.
Taking the conditional expectation on the above inequality,
one has that
E(|||xi,k+1 − x∗|||2|χk)
≤ (1− αi,k)|||xˆi,k − x∗|||2 + αi,kE(|||Ti,k − x∗|||2|χk)
− αi,k(1 − αi,k)E(|||Ti,k − xˆi,k|||2|χk)
+ τ1αi,kE(|||εi,k||| |χk)
≤
N∑
j=1
aij,k|||xj,k − x∗|||2 + τ1αi,kE(|||εi,k||| |χk)
− αi,k(1 − αi,k)E(|||Ti,k − xˆi,k|||2|χk),
where the last inequality has made use of (93) and the
convexity of norm ||| · |||2. Then, by multiplying πi,k+1 on
both sides of the above inequality and summing over i ∈ [N ],
one can obtain that
E(
N∑
i=1
πi,k+1|||xi,k+1 − x∗|||2|χk)
≤
N∑
j=1
πj,k|||xj,k − x∗|||2 + τ1(1− α)
N∑
i=1
E(|||εi,k||| |χk)
− πα(1− α)
N∑
i=1
E(|||Ti,k − xˆi,k|||2|χk), (97)
where Lemma 1 has been applied. Recalling (96) and in light
of Lemma 6, one has that
∑
k∈N
N∑
i=1
E(|||Ti,k − xˆi,k|||2|χk) <∞ (98)
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yielding that
E(|||Ti,k − xˆi,k|||2|χk) → 0, as k→∞ (99)
which, by the law of total expectation, gives rise to
E(|||Ti,k − xˆi,k|||2)→ 0, as k →∞. (100)
Consider the iteration (24). It can be written in a compact
form
xk+1 = (Ak ⊗ Id)xk + rk, (101)
where xk := col(x1,k, . . . , xN,k), rk := col(r1,k, . . . , rN,k),
and ri,k := αi,k(Ti,k − xˆi,k) + αi,kεi,k for i ∈ [N ]. In view
of (96) and (100), it follows that E(|||ri,k|||2) → 0 and thus
E(|||rk|||2) → 0. Then, using the same arguments as that of
Lemmas 3 and 4 in [38] and applying Lemma 3, one has that
for all i ∈ [N ]
E(|||xi,k − x¯k|||2)→ 0, as k →∞ (102)
where x¯k :=
∑N
i=1 πi,kxi,k is viewed as a weighted average
of xi,k’s. By resorting to Markov’s inequality, for arbitrary
small δ > 0, it can be claimed that
P(|||xi,k − x¯k|||2 > δ) ≤ E(|||xi,k − x¯k|||
2)
δ
,
which, together with (102), implies that
|||xi,k − x¯k|||2 → 0, a.s. (103)
Now, combining (92) with (99) leads to that
‖Fi(xˆi,k)− xˆi,k‖2 → 0, as k →∞
further yielding, by the norm equivalence, that
|||Fi(xˆi,k)− xˆi,k|||2 → 0, as k →∞. (104)
Further, one can have that for all i ∈ [N ]
|||Fi(x¯k)− x¯k|||2
≤ 3|||Fi(x¯k)− Fi(xˆi,k)|||2 + 3|||Fi(xˆi,k)− xˆi,k|||2
+ 3|||xˆi,k − x¯k|||2
≤ 6|||xˆi,k − x¯k|||2 + 3|||Fi(xˆi,k)− xˆi,k|||2, (105)
where we have exploited (a + b + c)2 ≤ 3(a2 + b2 + c2) for
a, b, c > 0 and the nonexpansive property of Fi in the first and
second inequalities, respectively. Meanwhile, by the convexity
of norm, it follows that
|||xˆi,k − x¯k||| ≤
N∑
j=1
aij,k|||xj,k − x¯k|||,
which, together with (103), results in
|||xˆi,k − x¯k||| → 0, as k →∞. (106)
Combining (104), (105), and (106) gives rise to that for all
i ∈ [N ]
|||Fi(x¯k)− x¯k||| → 0, as k →∞. (107)
Finally, following the same reasoning as that between (43)
and (44), the a.s. weak convergence of xi,k’s to a common
point in X∗ in Theorem 4 can be concluded.
It remains to prove the convergence result in (26). This can
be similarly done as that of (12) using (98), (92), Lemma 8,
(96), and the law of total expectation. This ends the proof.
Proof of Theorem 5: Let us denote by DS(x) the distance
from a vector x ∈ H to a set S in space (H, ||| · |||). Let
si,k :=
∑N
j=1 aij,kPX∗(xj,k) and there exists τ2 ∈ (0,∞)
such that for all k ∈ N, i ∈ [N ]
τ2 ≥ 2|||(1− αi,k)(xˆi,k − si,k)
+ αi,k(Ti,k − si,k)|||+ αi,k|||εi,k|||, a.s.
due to the boundedness of xi,k’s.
Then, in light of (24), it can be derived that
DX∗(xi,k+1)
≤ |||xi,k+1 − si,k|||2
= |||(1− αi,k)(xˆi,k − si,k) + αi,k(Ti,k − si,k) + αi,kεi,k|||2
≤ |||(1− αi,k)(xˆi,k − si,k) + αi,k(Ti,k − si,k)|||2
+ τ2αi,k|||εi,k|||
= (1− αi,k)|||xˆi,k − si,k|||2 + αi,k|||Ti,k − si,k|||2
− αi,k(1 − αi,k)|||Ti,k − xˆi,k|||2 + τ2αi,k|||εi,k|||, (108)
where the last equality has invoked Lemma 7. Next, as
similarly done for (93), it can obtain that
E(|||Ti,k − si,k|||2|χk) ≤ |||xˆi,k − si,k|||2. (109)
Consequently, by multiplying πi,k+1 on both sides of (108),
summing over i ∈ [N ], using the convexity of ||| · |||, and
taking the conditional expectation along with (91), (92), (109)
and ‖ · ‖2 ≥ p0||| · |||2, one can get that
E(D2k+1|χk)
≤ D2k −
πp20α(1− α)
4
N∑
i=1
E(|||Fi(xi,k+1)− xi,k+1|||2|χk)
+ τ3
N∑
i=1
√
E(|||εi,k|||2|χk), (110)
where the parameters D2k :=
∑N
i=1 πi,kD
2
X∗(xi,k) and the
existence of τ3 ∈ (0,∞) is guaranteed by the boundedness of
xi,k’s, with τ3 ≥ τ2(1−α)+4πp0α(1−α)3
√
E(|||ǫi,k|||2|χk)
a.s. for all k ∈ N, i ∈ [N ]. Using (56) in (110), one can obtain
that
E(D2k+1|χk)
≤ D2k −
πp20α(1 − α)
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N∑
i=1
E(|||Fi(x¯k+1)− x¯k+1|||2|χk)
+
N∑
i=1
E(|||xi,k+1 − x¯k+1|||2|χk)
+ τ3
N∑
i=1
√
E(|||εi,k|||2|χk). (111)
14
In view of (27), it can be derived that
∑N
i=1 |||Fi(x¯k+1)−
x¯k+1|||2 ≥ p0Nν2D2X∗(x¯k+1), which, together with (60) and
(111), results in
η1E(D
2
k+1|χk) ≤ D2k + τ4
N∑
i=1
E(|||xi,k+1 − x¯k+1|||2|χk)
+ τ3
N∑
i=1
√
E(|||εi,k|||2|χk), (112)
where
η1 := 1 +
πp20α(1 − α)
16N2ν2
,
τ4 := πp0α(1 − α)(1 + p0
8N2ν2
).
It is easy to verify that (71) still holds in the expectation
sense. Thus, by taking the expectation on both sides of (112),
one has that
η1E(D
2
k+1) ≤ η2 sup
⌊ k+1
2
⌋≤l≤k
E(D2l ) + η1e
′
k, (113)
where η2 := 24τ4α
2
cN
3̟2ξ2/(π(1− ξ)2) and
e′k :=
1
η1
(
3τ4N
3̟2ξ2(k+1)E(‖x0 − x¯0‖2)
+
3τ4N
3̟2ξk+3
(1− ξ)2 supl∈N E(‖rl‖
2|χk)
+
6τ4N
3̟2ξ2
(1− ξ)2 sup⌊ k+1
2
⌋≤l≤k
E(‖εl‖2|χk)
)
.
Therefore, letting η := η2/η1 with η ∈ (0, 1) under (28), it
can be concluded that
E(D2k+1) ≤ η sup
⌊ k+1
2
⌋≤l≤k
E(D2l ) + e
′
k, (114)
In the end, invoking the similar argument for (75), the
conclusions of this theorem can be established. This ends the
proof.
VI. CONCLUSION
This paper has investigated the problem of seeking a com-
mon fixed point for a family of nonexpansive operators over a
time-varying multi-agent network in real Hilbert spaces, where
each operator is only privately and approximately known
by individual agent. In order to deal with the problem, a
distributed algorithm, called D-IKM iteration, has been devel-
oped, which is shown to be weakly convergent to a common
fixed point of the collection of operators, and furthermore,
convergent with the rate O(1/kln(1/ξ)) under the (bounded)
linear regularity assumption. To further make this algorithm
more implementable in practice, another scenario, where only
a random part of coordinate (instead of the entire coordinate)
is activated and updated for each agent at each iteration, has
been studied. Another distributed algorithm, called D-IBKM,
has been accordingly proposed along with the convergence
analysis similar to the D-IKM iteration case, but in the sense
of almost surely. In addition, a novel concept, i.e., bounded
power regularity for a family of operators, has been introduced,
which is more relaxed than the counterparts for an operator
and a family of sets. It is shown that the convergence rate
O(1/kln(1/ξ)) can still be ensured under the assumption of
the new concept. Regarding future work, it is interesting to
consider the asynchronous case, i.e., all agents have their own
local clocks, and to further study the convergence rate under
the (bounded) power regularity.
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