Motivated by generating information stable processes greedily, we prove a universal maximum likelihood (ML) upper bound on the capacities of discrete information stable channels. The bound is derived leveraging a system of equations obtained via the Karush-Kuhn-Tucker (KKT) conditions. Intriguingly, for some discrete memoryless channels (DMCs), for instance, the BEC and BSC, the associated upper bounds are tight and equal to their capacities. Furthermore, for discrete channels with memory, as a particular example, we apply the ML bound to the BDC. The derived upper bound is a sum-max function related to counting the number of possible ways that a length-m binary subsequence that can be obtained by deleting n − m bits (with n − m close to nd and d denotes the deletion probability) of a length-n binary sequence.
I. INTRODUCTION
T HE information stable channels were introduced by Dubrushin in [2] . Under the information stability condition, sufficiently, their capacities can be expressed as
where X n denotes a length-n input sequence and Y denotes an output sequence (whose length may be different). Essentially, a channel satisfies information stability is equivalent to having the capacity expression above [3] . Preceding works have considered a variety of more general frameworks, e.g., a formula for channel capacity [4] based on the information-spectrum method; a general capacity expression for channels with feedback [5] ; general capacity formulas for classical-quantum channels [6] , to list just a few. Despite the simplicity of the formula in (1), for some information stable channels with memory, explicitly computing the capacities directly is often not a simple task. A famous example is the binary deletion channel (BDC), which was introduced by Levenshtein in [7] more than fifty years ago to model synchronization errors. The Blahut-Arimoto Algorithm (BAA) can be used to compute the quantity in (1) for discrete memoryless channels (DMCs) [8, 9] and the BAA can be generalized to finite-state channels [10] . However, in general, for channels with memory, even computing the information rate itself requires efforts [11, 12] .
In this work, we consider discrete channels with finite alphabets and derive a general upper bound in Theorem 1 (called the maximum likelihood (ML) upper bound in Section III) on the capacities of information stables channels by analyzing a system of equations derived from the formula in (1) . We demonstrate that for some channels without memory, e.g., the binary erasure channel (BEC) and the binary symmetric channel (BSC), the corresponding upper bounds are tight and equal to their channel capacities (see Theorem 2) . For channels with memory, as a case study, we apply the ML upper bound to derive an upper bound on the capacity of the BDC in Theorem 3. Approximations for the derived upper bounds are reported in the full version of this paper [1] .
A. Outline of the Paper
The remaining content of the paper is organized as follows.
In Section II we specify the notion of information stability and present the system of equations for optimality. Based on the materials in Section II, in Section III, we prove a general upper bound (the ML upper bound in Theorem 1) on information stable channels. Section IV is devoted to bounding the capacity of the BDC using the the ML upper bound.
II. PRELIMINARIES

A. Notational Convention
A discrete channel with a finite alphabet can be regarded as a stochastic matrix from an input space of all infinitelength sequences to an output space consisting of all sequences that can be obtained via the channel law. Formally, we follow the approach in [13, 14] and define the transmitted and received bit-streams as infinite processes. For each fixed block-length n, there is a sequence of elements (X (n) 1 . . . X (n) n ) selected from a finite set X , and there is a probability distribution P X over this sequence. Let X denote an input process in terms of finite-dimensional sequences such that X := {X n = (X (n)
in a finite set Y the corresponding output process of finite-dimensional sequences induced by X via the channel law W := {W n (·|·) : X n → Y m } n,m≥1 , so that P (Y m = y m |X n = x n ) := W n (y m |x n ).
We use log(·) to denote logarithms over base 2, unless stated otherwise. Let X n and Y denote the set of all possible length-n sequences and the set of all induced output sequences (having flexible lengths). Let N := |X n | and M := Y . We use the lowercase letter j to index the j-th length-n input sequence x n j , and the letter i to index the length-m output sequence y m i with j = 1, . . . , N and i = 1, . . . , M respectively. To distinguish between random variables and their realizations, we denote the former by capital letters and the latter by lower case letters, at most of the places throughout this work. 1 Note that the block-length of received codewords m is not necessarily equal to n, the block-length of the transmitted codeword. Moreover, the output block-length m is allowed to be flexible, meaning that it can be regarded as a random variable with distribution specified by the channel law. 2 In the remaining part of this paper, we often omit the superscript n and m in x n (X n ) and y m (Y m ), to simplify the notation.
B. Capacity Proxies
For a fixed dimension n, we maximize the mutual information between X ∈ X n and Y ∈ Y in a way similar to defining the "information capacity" for discrete memoryless channels (DMCs), to obtain the capacity-proxy:
where the supremum is taken over all distributions P X := (p 1 , . . . , p N ) of X ∈ X n selected in the set P N := {P X ∈ R N : p j ≥ 0 ∀j = 1, . . . , N ; N j=1 p j = 1}.
C. Information-stability
It turns out the quantity C n (W n ) is asymptotically (in n) the same as the operational capacity under the following condition on discrete channels, which is called information stability 3 .
Definition 1 (Information Stability for Channels [2] [3] [4] ). A channel W is said to be information stable, if there exists an input process X such that C n (W n ) < ∞ for all sufficiently large n and furthermore, for all γ > 0, lim sup
where i X,W n (x; y) := log W n (y|x) P Y (y) denotes the information density for all x ∈ X n and y ∈ Y. In other words, the normalized information density 1 n i X,W n (X; Y) converges in probability to C n (W n ).
For any fixed n, maximizing I (X; Y (X)) in Eq. (2) generates an optimal input distribution P * X . Through appropriate achievability results ( [16, 17] ), it is possible to construct an (n, M, λ)-code whose error probability λ vanishes as n goes to infinity. In addition, the rate log M /n approaches C n (W n ) < ∞ for sufficiently large n. Hence for information stable channels, the capacities exist and can be written as 4
1 Except for m, the length of the output sequences, which is a random variable dependent on the channel law. 2 Flexible output length allows us to apply this general framework to the BDC later in Section IV. 3 The way of classifying the channels that have an operational meaning with the capacity expressions in (1.1) using a condition called information stability was first introduced by Dobrushin and Guoding Hu [2, 3] . It was restated and studied in many equivalent forms. For instance, in [13] , information stability was proved to be insufficient to classify whether a source-channel separation holds or not. In [15] , the expressions for optimistic channel capacity and optimal source coding rate are given for the class of information stable channels and similarly "information stable" sources respectively. 4 Note that this limiting expression does not always hold for general channels, as the example in [4] illustrates.
D. System of Equations for Optimality
Our approach focuses on bounding C n (W n ) defined in (2) . Expressing the mutual information in terms of the channel law and the distribution of X n , the capacity-proxy C n (W n ) defined in (2) equals to
Here, the supremum is taken over all distributions in the set P N and the summations are taken over all length-n input sequences x ∈ X n and all output sequences y ∈ Y.
From an optimization perspective, computing the capacities of information stable channels is equivalent to establishing a capacity-achieving distributions P * X maximizing the following quantity for each n ≥ 1 (recall N = |X n | and M = Y ):
Derived from the Karush-Kuhn-Tucker (KKT) conditions, the following lemma generalizes Theorem 4.5.1. in [18] (cf. [19] ), which was established to find channel capacities of DMCs with non-binary input/output alphabets. The lemma states a necessary and cufficient condition of the existence of some P * X maximizing (4) and it can be proved along the same line as in [18] . The only difference is that for general channels, the summation is taken over all sequences in Y (whose size is exponential in n). While for DMCs, the summation can be decomposed and taken over the alphabet set of each individual coordinate of the sequence, thus the number of summations is linear in n. For brevity the proof is omitted.
Lemma 1 ([8, 9, 18, 19] ). Fix a block-length n ≥ 1. There exists an optimal probability vector P * X = (p * 1 , p * 2 , . . . , p * N ) such that the quantity in (4) is maximized if and only if there exists λ n ≥ 0 and for all j = 1, . . . , N ,
Moreover the capacity C = lim n→∞ λ n if the limit exists.
Indeed, (see [18, 19] ) a probability distribution for an information stable source X satisfying (5) always exists as n grows. Thus, the capacity-achieving distribution with fixed block-length n can be attained by solving the system (5) .
Finding such an optimal P * X for the system of equations (5) is equivalent to solving a non-linear system of equations that consists of exponentially (in n) many variables.
The BAA [8, 9] is one of the algorithms that can be applied to search for numerical solutions of (5) as introduced in Section I. However, this algorithmic approach has several limitations. On the one hand, in direct implementation of the BAA, as n grows, it becomes computationally intractable even to store the variables to be computed. One the other hand, as the BAA is itself an iterative algorithm attempting to solve the
. (7) non-convex optimization problem (5) , and to the best of our knowledge for general channels, there are no guarantees on how quickly the numerical solution converges as a function of the number of iterations. Therefore, instead of looking for numerical answers, we concentrate on finding a general upper bound on the capacities of information stable channels. This motivates the next section.
III. MAXIMUM LIKELIHOOD UPPER BOUND
In the sequel, we present some definitions. First, motivated by the notion of information stability defined in Definition 1, we characterize a subset of the joint set X n × Y. This subset satisfies two vital properties. First, it behaves as a "typical set" and contains nearly all pairs of (x, y) randomly generated according to an arbitrary distributions P X for every large n. Second, conditioned on the pair (X, Y) belongs to the subset, the conditional mutual information does not deviate "too much" from C n (W n ). Note that the concentration of information densities is stronger than that for information stable sources (see Definition 1 in two perspectives -the concentration is in expectation; and it is required to hold for every source X).
Definition 2. For information stable channels with an arbitrary
input source X, a subset A of X n ×Y is called a concentration set if it satisfies (the randomness is over the source X and channel law W)
It is useful to introduce the following "constant" version of the stochastic matrix W, called the stochastic factors for convenience. Nontrivial examples of the concentration sets and the stochastic factors for the BEC, BSC and BDC are provided in the full version of this paper [1] .
Definition 3.
We call functions f k (·|·) : Y × X n → [0, 1] stochastic factors if there exists a decomposition B = k∈K B k (B ⊆ Y and K is a discrete set) such that A ⊆ X n × B and
Based on the concentration set and the stochastic factors defined above, we obtain the following upper bound on the capacity of an information stable channel: Upper Bound) . For a discrete information stable channel defined in Section II-C, assume there exist a concentration set A ⊆ k∈K X n ×B k and stochastic factors {f k (·|·)} k∈K defined above. The following upper bound on the channel capacity holds:
where C n (W n ) denotes the following quantity:
An intuitive derivation of the bound (10) is described in the full version of this paper (See Section III-A in [1] ). A formal proof using Jensen's inequality is provided in Section III-A next.
A. Proof of Theorem 1
Denote by P * X = (p * 1 , . . . , p * N ) the optimal probability distribution maximizing the quantity in (4) . Based on Definition 2 and Definition 3, we prove Theorem 1.
Considering the constraints in (5) , it follows that
for all j ∈ {1, . . . , N } with p * j = 0. Now we introduce an auxiliary probability distribution Q n X := (q 1 , . . . , q N ) ∈ P N with q j = 0 once p * j = 0. Multiplying both sides of (12) by q j and summing over all j,
.
Making use of the concentration set A in Definition 2, we get (6) where γ n → 0 as n → ∞. Moreover, the decomposition A ⊆ k∈K A k (with A k := X n × B k ) yields (7) . Since logarithmic functions are concave and Eq. (8) implies
applying Jensen's inequality to (7) , it follows that
where the last inequality holds since Eq. (9) guarantees that
Next, since (13) holds for any auxiliary probability distribution Q n X = (q 1 , . . . , q N ), we set q j = p * j for all j ∈ {1, . . . , N }. The term inside the logarithm of (13) becomes
Putting (13) and (14) into (6), for all concentration set A = k∈K X n × B k and stochastic factors {f k (·|·)} k∈K ,
Note that the term γ n is vanishing (in n). Hence, for information stable channels, the general formula in (3) implies
This completes the proof of Theorem 1.
B. Tightness for the BEC and BSC
The corresponding ML upper bounds in Theorem 1 are tight for the BEC and BSC, as stated in the following theorem, whose proof is provided in the full version of this paper [1] .
Theorem 2 (Tightness for the BEC and BSC). The ML upper bounds in Theorem 1 are tight for the BEC and BSC. I.e., there exist concentration sets and stochastic factors satisfying the conditions in Definition 2 and Definition 3 such that the bounds in (11) equal to the capacities of the BEC and BSC.
In next section, we analyze the binary deletion channel (BDC) as an example for channels with memory, and show that the ML upper bound is capable of providing a nontrivial upper bound on the capacity C(d ) (d denotes the deletion probability) of the BDC.
IV. BINARY DELETION CHANNEL
For brevity, we consider specifically the binary deletion channel (BDC), though the approach generalizes to arbitrary alphabet sizes. The following section is devoted to briefly summarizing recent breakthroughs on finding the capacity C(d ) of the BDC. For a more comprehensive overview, the survey by Mitzenmacher [20] elucidates critical problems, useful techniques and further applications. The recent article by Cheraghchi also provides a decent summary of the state-ofthe-art literature [21] .
A. Previous Work
Dobrushin in [22] proved that BDCs are information stable as defined in Definition 1. Implementing the BAA (cf. [9] ) up to n = 17, tighter numerical upper bounds were reported in [23] . Convexification techniques (see [24] ) can be used to tighten the bounds in [23] . Recently, Cheraghchi in [21] gave an explicit and concise upper bound on C(d), assuming C(d) is convex. The bound was obtained by first deriving an upper bound on C(1/2) and then applying the conjecture that C(d) is convex.
We replace the maximized finite-length mutual information C n (W n ) with C n (d ) since the quantity is determined entirely by d and n in particular for deletion channels. In the sequel, we apply the ML upper bound in Theorem 1 to derive an upper bound on the capacity C(d ) of the BDC. 
We consider the following concentration set and the corresponding decomposition for the BDC: 
Before proceeding to the corresponding stochastic factors, it is helpful to introduce a quantity pertinent to relationships between given length-n input sequence x and length-m output sequence y. Previous studies have been focusing on similar quantities, Drmota et al. defined a similar quantity as the number of occurrences of a shorter sequence in a longer sequence [25] , Liron and Langberg characterized the number of subsequences obtained from a fixed length-n sequence via deletions [26] , to name a few.
Definition 5 (Number of Deletion Patterns). The number of deletion patterns is defined as a quantity 0 ≤ dp (x, y) ≤ n m counting the number of distinct deletion patterns from an input x ∈ X n BDC to an output y ∈ Y BDC . Over the years it has been repeatedly noted that the number of deletion patterns plays an important role in finding the capacity C(d ). One of the main reasons is that the number of deletion patterns can be regarded as a "normalized version" of the transition probability W n (y|x). Based on it, we define the following stochastic factors: 
2) Upper Bound on the capacity of the BDC: The concentration sets and stochastic factors defined above satisfy the conditions in Definition 2 and Definition 3. The proof is available in the full version of this paper [1] . Making use of the concentration set and stochastic factors constructed in (16) and (17) , and substituting them into the ML upper bound in Theorem 1, the following upper bound on C(d ) follows. 
C. Experimental Results
We compare the upper bound C n (d ) above with the capacityproxy C n (d ). See Fig. 1 . Although for finite block-lengths, the corresponding ML bound does not lead to a better numerical upper bound, it develops a novel approach to analyze the asymptotic behavior of the capacity of the BDC. Some intriguing approximations of C(d ) are reported in the full version of this paper [1] , offering a particular way to estimate the capacity of the BDC. Fig. 1 . The ML upper bounds (solid, light gray to black) Cn(d) for BDC with block-length n = 3, 8, 13 and n = 18, together with the (convexified) numerical estimate of the capacity-proxy Cn(d) (dashed gray). The lower curve (dashed black) is also known as the best numerical upper bounds provided in [23, 24] .
