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Algorithm convergence analysis
In this section we study the convergence properties of Algorithm LRSDec. Firstly, we define the objective value (decomposition error) is X − L − S 2 F . We have the following lemma about the convergence of the objective value X − L − S 2 F in (7).
Lemma 2. (Convergence of objective value)
The alternative optimization (7) produces a sequence of
F that converges to a local minimum.
Proof. Let the objective value X − L − S 2 F after solving the two subproblems in (7) be E 1 t and E 2 t , respectively, in the t th iteration. On one hand, we have:
The global optimality of S t yields E 1 t ≥ E 2 t . On the other hand,
The global optimality of
. Therefore, the objective values (decomposition errors) X − L − S 2 F keep decreasing throughout LRSDec (7):
Since the objective of (7) is monotonically decreasing and the constrains are satisfied all the time, the LRSDec algorithm produces a sequence of objective values that converge to a local minimum.
In Section 1.1, we will show that the sequence L t , S t generated via LRSDec converges asymptoticcally.
Asymptotic Convergence
Lemma 3. The nuclear norm shrinkage operator T λ (·), defined in Lemma 1 and card shrinkage operator Λ k (·), defined in (13), satisfies the following for any W 1 , W 2 (with matching dimensions)
In particular this implies that T λ (W) and Λ k (W) are continuous map in W.
Proof. The continuity of nuclear norm shrinkage operator T λ (·) has been proved in [2] . We give the proof of card shrinkage operator Λ k (·).
F of the sequence L t , S t are monotone decreasing:
In the same way for sequence S t :
The above implies that sequence L t − L t−1 2 F and S t − S t−1 2 F converge (since they are decreasing and bounded below). This implies that:
Actually, since LRSDec can be written as the form of alternating projections on two manifolds. According to [1] , L t converges asymptotically to some point L * , S t converges linearly to some point S * , for some constant α, exists β: 
Calculation of p-value for a gene set
Let N be the total number of genes and M be the number of genes related to a functional category from the total genes. Suppose now we have a gene set with N 1 genes. Among these N 1 genes there are M 1 genes related to GO functional category. The p-value of this gene set is given below:
The p-value are adjusted using Bonferroni correction.
Jaccard index: evaluation measure of the predicted modules
The Jaccard index [3] between two sets M i and B j is defined as:
where {A} denotes the number of set A For module M i , the Jaccard index between M i and each gene set B j in the benchmark is computed, and the Jaccard index of M i and the benchmark gene sets is defined as the maximum of Jaccard index between M i and any gene set in the benchmark:
Thus, the average Jaccard index of the predicted modules and the benchmark gene sets can be computed as:
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