Design space exploration (DSE) has become a notoriously difficult problem due to the exponentially increasing size of design space of microprocessors and time-consuming simulations. To address this issue, machine learning techniques have been widely employed to build predictive models. However, most previous approaches randomly sample the training set leading to considerable simulation cost and low prediction accuracy. In this paper, we propose an efficient and precise DSE methodology by combining statistical sampling and Adaboost learning technique. The proposed method includes three phases. (1) Firstly, orthogonal design based feature selection is employed to prune design space. (2) Sencondly, an orthogonal array based training data sampling method is introduced to select the representative configurations for simulation. (3) Finally, a new active learning approach ActBoost is proposed to build predictive model. Evaluations demonstrate that the proposed framework is more efficient and precise than state-of-art DSE techniques.
INTRODUCTION
In order to meet the increasing performance requirements at the cost of given budget, modern microprocessors have been adopting more and more complex architectures. When designing a new microprocessor, one major challenge is to find the promising architectural configurations in design space to satisfy different performance, power, temperature, and cost constraints. Generally, computer architects use cycle-accurate simulators to run benchmarks to evaluate different design architecture parameter combinations. The software simulator is often several orders of magnitude slower than the execution on real hardware. Therefore, full-search exploration of a wide range of architecture parameters is infeasible. In the past decade, in order to address the architectural design space exploration (DSE), previous works mainly focus on two directions. One direction is to investigate fast simulation techniques, e.g., Simpoint [15] and SMARTS [16] . However, the reduced time based on speeding up simulation is quite limited, since the design space is still extremely huge. The other direction is to use machine learning techniques to build regression models with a set of simulations to predict the unknown architectural responses, which can usually achieve desirable results.
However, as the simulation is time-consuming and the design space is extremely large, it is essential for DSE to sample a small training set for predictive model to learn the relationships between parameters and responses accurately. Most traditional approaches randomly sample a training data set from the entire design space to build regression models [7, 8, 9, 10, 11] . The problem of such method is that the sampled training data cannot fully represent the distribution of the entire sample space. Although Ϊpek et al. [1] and Guo et al. [3, 4] separately proposed using active learning and semi-supervised learning to improve the accuracy of predictive model, their initial training set are randomly sampled and accounted for a large proportion of the entire training data ( e.g., random samples account for 75% of entire training set in [3] ). Since the above approaches ignored the training set sampling strategy, they suffered from either higher simulation costs or lower prediction accuracy.
The focus of this paper is on designing an efficient sampling approach to sample more representative and informative training set. At the meantime, an effective and robust predictive model is also necessary to improve the prediction accuracy with low simulation costs. Therefore, a novel DSE framework is proposed in this paper. The proposed framework consists of three phases: design space pruning, orthogonal array based training data sampling and active learning-based AdaBoost.
1) In the first phase, we propose to apply a statistical method orthogonal design to efficiently determine the importance of each parameter. The orthogonality of orthogonal design and corresponding analysis of variance (ANOVA) enable us to calculate the contribution of each structural parameter. Although [2] proposed to utilize Plackett and Burman (PB) design to identify the key parameters, PB design is an experiment design with two levels. Orthogonal design is an experiment design of multiple parameters with multiple levels.
2) We next propose to apply orthogonal array (OA) to sample configurations as the initial training data for simulation. Compared with random sampling, the orthogonality of OA guarantees that the selected samples can better represent the distribution of the design space.
3) Finally, with the sampled initial training data, a novel Active Learning-based AdaBoost model (ActBoost) is proposed to improve the accuracy of the predictive model. Disagreementbased active learning is proposed to selectively sample informative samples for reducing simulation cost.
To summarize, this paper makes the following contributions:  To our knowledge, this is the first work that employs orthogonal design to prune the design space and sample training set. For design space pruning, the rationale is that the architectural parameters with little effect on responses can be explored in a coarse-grained manner.
 A new learning-based method ActBoost is proposed to improve the prediction accuracy with a small training set.
 Experimental results demonstrate that the proposed framework is efficient and precise. Compared with random sampling, OA sampling could achieve more accurate prediction. Compared with three state-of-art DSE techniques, ActBoost significantly outperforms them on prediction accuracy while fixing the sample size. Besides, ActBoost could achieve comparable prediction accuracy with fewer samples, thus significantly reduce the simulation time.
The remainder of this paper is organized as follows. The next section presents the details of our approach. Section 3 introduces the experimental setup. Section 4 shows the evaluation results. We review related work in Section 5 and conclude this paper in Section 6.
ORTHOGONAL DESIGN AND ACTBOOST FOR DSE
In this section we introduce how to combine statistical sampling strategy and machine learning techniques to improve the accuracy of design space model with lower simulation cost. Figure 1 presents the framework of the proposed three-phase DSE, and the steps highlighted with deep color are our contributions. In the design space pruning phase, OA is applied to sample configurations for simulation and calculate the contribution of each parameter on performance. The parameters with little contribution are pruned to narrow the design space. In the initial training data sampling phase, OA sampling is also applied to select configurations in the reduced design space. The simulation results are used as the initial training set for the predictive model. In the final phase, we train ActBoost model to predict the performance of configurations not simulated. 
Orthogonal Design
Although orthogonal design is widely used in statistical domain, this paper makes the first attempt to apply it for architectural design space exploration. Instead of testing all possible parameter combinations like the factorial design, orthogonal design conducts a minimum amount of representative experiments according to OA to investigate which parameters most significantly affect responses [12] . As the selected representative experiment number is usually very small, time and resources cost can be significantly reduced. OA follows the balance principle with the following two properties: (1) each level (value) of each parameter occurs the same number of times in each column, and (2) each possible level combination of any two given parameters occurs the same times in the array. Thus, OA has the characteristics of orthogonality and representativeness. The OA can be derived from deterministic algorithms [12] or looked up online. The arrays are selected by the number of parameters and the number of levels (values). For example, a design space of the target architecture considering 5 parameters, one with 4 levels and four with 2 levels, would require 64 1 4 (4 2 ) × different simulations to test the effect of all parameters.
However, for OA only 8 simulations are sufficient to calculate the effect of each parameter and it can be denoted by
, as shown in Table 1 . Each row in this array represents a combination of levels, that is, a simulation. For example, the last row stands for a simulation in which parameter A is at level 4, parameter B at 2, parameter C and D at 1, and parameter E at 2.
Generally, we can easily find the exact appropriate orthogonal array online. When the corresponding orthogonal array with the same number of parameters and values in design space cannot be obtained online exactly, we make some accommodation and the highest value will be taken or the difference will be split. For example, the levels of 5 parameters are 3, 2, 2, 2, 2, but we could still select the OA
and the appropriate strategy is to fill in the two entries for A=4 with 1, 2 or 3 randomly. 
Analysis of variance (ANOVA) on the collected data from the orthogonal design of experiments can be used to calculate the effect of each parameter on performance characteristic. Thus we can further determine the levels and range of parameters, including the minimum, maximum values of parameters and the number of values. If the contribution of a parameter is large, its values can be further split for testing more values. Otherwise, we shrink the range of parameters and test fewer values.
Design Space Pruning
The intuition of this phase is that the configuration parameters with little effect on microprocessor performance could be fixed to a constant value or their number of values can be reduced. Specifically, it includes four steps as follows.
1) We first select the parameters and their value ranges according to the most current superscalar implementations.
2) Then we construct OA to sample design configurations, and perform corresponding simulations.
3) The contribution percentage of each parameter is calculated by statistical ANOVA technique that allows one to separate the effect of a single parameter on the response. The contribution percentage of parameter X can be calculated by /
where X SS is sum-of-square of parameter X , and T SS is the total sum-of-square of all the parameters. The contribution percentage gives an indication of the relative importance of each parameter.
4) The parameters are ranked according to their contributions. The parameters with small contribution can be fixed to a constant value or their levels can be reduced, thus the design space is pruned. For instance, suppose there are two parameters A and B with contribution percentage 20% and 2% respectively, and they both have 5 possible values. As B has a much lower impact than A on the performance, we could reduce the number of values of B.
Initial Training Data Sampling
In general, regression model can achieve promising generalization performance when the training and testing data follow the same distribution and sufficient training data are available. Because of the representative property of orthogonal array, the dataset sampled via orthogonal array can evenly cover the entire design space. In addition, different from PB design with only two values for each parameter, OA permits the parameters to have arbitrary values. Thus, we propose OA-based sampling method (OA sampling for short) to determine initial training set. Cycle-accurate simulations on these architectural configurations selected via OA sampling are conducted. The simulations and corresponding configurations constitute the initial training dataset for the predictive model.
Besides orthogonal design, two other popular designs of experiment methods are factorial design and random design. Factorial design gets increasingly complex with an increase in the number of parameters, which is obviously infeasible to sample all the configurations in the design space. Compared with random sampling which may lead to uncertainty, OA sampling could uniformly sample the representative architectural configurations that equally distributes in the entire design space. Therefore, the initial training dataset for predictive model via OA sampling can better capture the relationships between parameters and responses than random sampling.
ActBoost: Active Learning-based AdaBoost
Our goal is to train a more accurate predictive model with lower simulation cost. To improve the robustness and accuracy of the model, we employ an AdaBoost algorithm, AdaBoost.RT [14] with artificial neural network (ANN) as the weak learner to build the predictive model. Although the initial training dataset based on OA sampling is representative, usually it is too small to train an accurate predictive model. Thus the initial training set has to be enlarged to improve prediction, and the configurations included in training set (for simulation) should be informative for the generalization ability of predictive model. Thus, ActBoost is proposed, which trains two AdaBoost.RT models with active learning sampling strategy and output the averaged results of the two models as the final prediction. 
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ActBoost: This algorithm aims to provide promising generalization performance by incrementally enlarging the labeled data set and boosting the learners. At each iteration of the training process, each learner estimates the responses of a pool of unlabeled samples. Algorithm 1 presents the pseudo-code of ActBoost algorithm. At the beginning, two diverse AdaBoost.RT models (say, 1 H and 2 H ) with distinct inductive biases are initialized by the initial training set. The ANNs in the two models have the same number of layers but different number of hidden neurons. Let 1 2 , , , T h h h  be the ANNs of 1   H and 1 2   2   , , ,
T T T h h h
+ +  be the ANNs of 2 H . We employ active learning based on disagreement to sample unlabeled samples. Since the predictions of two AdaBoost.RTs' ANNs are different on test set, high disagreement indicates that including the points in the training set can lower model variance as well as prediction error. The algorithm randomly selects several samples on which the multiple learners have the largest disagreement. The disagreement of each sample can be measured by calculating the coefficient of variation 
where i μ is the mean of predictions, i σ is standard deviation, 2T is the number of all ANNs of two AdaBoost.RT models, and j h is the j-th ANN. The unlabeled configurations are sorted according to . c v . In order to roughly keep the balance of data distribution, the selected configurations are randomly chosen from a small group of the most ambiguous points instead of being chosen directly from the most ambiguous ones. Then, the selected configurations are simulated and moved from the unlabeled set to the labeled set. After using the latest labeled set to rebuild two AdaBoost model, the pool P should be replenished with N unlabeled samples for next iteration. Finally, we average the predictions on each rebuilt AdaBoost models as the final prediction.
As the sampling approach depends on the disagreement between two AdaBoost models, the individual model helps each other in the learning process. And each selected sample will significantly boost the learners of the two models.
EXPERIMENTAL SETUP 3.1 Simulator and Benchmarks
Using the state-of-art cycle-accurate simulator GEM5 [13] , we conduct our simulations on 12 representative benchmarks from the SPEC CPU2006 suite. Aided by SimPoint [15] , 100 million simulated instructions for each benchmark are simulated to collect statistics. IPC (Instruction-per-Cycle) is used as the performance metric for processor response.
The Explored Design Space
At the beginning, we choose 15 parameters with two levels, the lowest and highest values. It only needs 16 simulations according to OA sampling ( 15 
(2 ) L
). The contribution of each parameter on performance is different on different programs. We sample 16 configurations for each benchmark for simulation. Then we calculate the contribution percentage of each parameter on IPC via ANOVA and sort the parameters according to the values of contribution percentage. Due to the page limit, only five benchmarks are shown in Table 2 , the sum ranks of each parameter are calculated based on all the 12 benchmarks. Table 2 illustrates that Cacheline size, L1 and L2 hit latency and BTB Entries have less impact on IPC, therefore, they can be set constant values and the design space is pruned to 11 parameters. The number of levels of each parameter is determined by its ranking. The parameters sorted in front can be set more levels. As shown in Table 3 , ROB size, Load/Store Queue Size, Register File and Instruction Queue Size are set 8 levels, while Issue /Fetch/Commit Width, Cache Size and other parameters are set fewer levels. However, the design space still contains more than 8.3 million design configurations.
As architecture with ROB size less than instruction queue size is impossible to achieve optimal performance, we reduce the design space by 1.3 million options. Then from the remained 7 (8.3-1.3) million options, the initial training set are determined by OA sampling. The corresponding OA is 4 4 3
including 4 parameters with 8 levels, 4 parameters with 4 levels and 3 parameters with 2 levels. Thus, 64 configurations are cycleaccurate simulated as the initial training set of our proposal. We also sample 1000 design configurations uniformly at random (UAR) as presented by [7] as the test set in all following experiments, unless otherwise specified. According to the proposed three-phase DSE, after design space pruning, we demonstrate the effectiveness of OA sampling in initial sampling phase and ActBoost in active learning phase. For OA sampling, we compare the prediction accuracy of two predictive models based on OA sampling with random sampling respectively. Finally we compare ActBoost against three state-ofthe-art predictive models [1, 4] . In the paper, we employ the Mean Squared Error (MSE) to evaluate the prediction performance. We first use OA to sample initial training set, and their simulations are used as the training set to train a relative weak predictive model. In order to avoid fortuity of random sampling, we conduct 10 times of randomly sampling 64 configurations to build 10 weak predictive models, and calculate the mean MSE of the 10 predictive models.
EVALUATION

Performance Evaluation of OA Sampling
We carry out experiments to evaluate AdaBoost.RT and ANN with two sampling methods separately: random-sampling and OA sampling. As shown in Figure 2 , for both methods OA sampling significantly outperforms random sampling on all the 12 benchmarks with the same training set size. On average, compared with random sampling the initial training data, OA sampling reduces prediction error by 32% and 27% of AdaBoost.RT and ANN, respectively. Therefore, OA sampling is very efficient for sampling the initial training data. In addition, we can also see that AdaBoost.RT outperforms ANN. Compared with ANN, on average, AdaBoost.RT reduces the MSE by 38% and 41% with random sampling and OA sampling, respectively. In addition, OA could be easily constructed for design space which spans from 1 to 50 parameters with various levels. Therefore, OA sampling is still effective and scalable for the diversified micro architecture DSE in reality.
Performance Evaluation of ActBoost
In our experiments, the initial training set of ActBoost consists of 64 sampled design configurations. The number of computation iterations K is set to 50, the number of samples to be labeled N is set to 4, and the number of candidate samples W is set to 16 . It implies that 200 extra unlabeled design configurations will be labeled by cycle-accurate processor simulations, and the pool size holding evaluated unlabeled samples is set to 100. To obtain two diverse AdaBoost.RT models, hidden neurons of ANN in two AdaBoost.RT models are set to 8-unit and 6-unit with two layers respectively. The rest settings of ANN are the same as that in [1] . Besides, we randomly choose 3000 configurations as unlabeled set. After 50 active learning iterations, the training data are enlarged to 264 samples.
To study the effectiveness of ActBoost, we compare the prediction accuracy of our approach with three state-of-the-art predictive models: random-sampling-based ANN DSE approach (ANN-RS), intelligent-sampling-based ANN DSE approach (ANN-IS) [1] , and co-training regression tree with active learning (COAL) approach [4] . In addition, to evaluate the efficiency of the proposed active learning approach, we also conduct experiments of random-sampling-based AdaBoost.RT model. ANN-IS shares the same initial training set with COAL that consists of 64 configurations sampled by random, and both AdaBoost.RT and ActBoost share the OA-sampling-based initial training set. Figure 3 shows the normalized MSEs of different approaches. ActBoost outperforms other approaches over all 12 benchmarks. In average, ActBoost reduces the MSEs by 76% of ANN-RS. Most notably, ActBoost reduces the MSEs by 94% of ANN-RS on the benchmark zeusmp. Even on the benchmark with the least MSE reduction, that is, gcc, the MSE reduction can still achieve 50%. Comparing with ANN-IS, ActBoost reduces the MSE by 68% on average. Compared with COAL, ActBoost reduces the MSE by 60% on average. Therefore, ActBoost is more practical than state-of-the-art DSE techniques due to its higher accuracy. Moreover, compared to random-sample-based AdaBoost.RT model, ActBoost reduces the MSE by 31% on average. Thus we can conclude that the selective sampling via active learning based on two Boost models in ActBoost can significantly improve the prediction accuracy.
Sensitivity to Training Sample Size
The training sample size is fixed in the aforementioned experiments. In this subsection, we further study the prediction accuracy and training time of different methods with different training sample size. We increase training samples from 24 to 264 for fairness. The initial 24 samples of ActBoost are randomly selected from 64 OA sampled configurations. ANN-IS still shares the same initial training set with COAL that sampled by random.
On all the benchmarks, the experimental results reveal similar performance for different methods. Due to the page limitation, we take benchmark leslie3d as an illustrative example. Figure 4 represents the accuracy comparison of our method and other three methods with the increase of training sample size on the benchmark leslie3d. We can see that ActBoost requires fewer training samples than three other methods to achieve comparable prediction accuracy. When increasing the training samples number to 84, the prediction accuracy of COAL is close to ActBoost, but after that its MSE decreases with a relative slow speed. On average, ANN-RS requires about 40% more simulated configurations to achieve comparable prediction accuracy with ActBoost. In summary, ActBoost can achieve desirable prediction performance with smaller training sample size, thus the simulation and training time can be significantly reduced. We also study the training time costs with different sizes of training samples. Figure 5 illustrates that the training time almost linearly increases with respect to sample size for all the models. One can see that, the training time of ActBoost is only about 17 minutes (1038 seconds) for 264 samples, while COAL requires 37 minutes (2220 seconds). ANN-RS is the fastest which just requires less than 3 seconds. Although ANN-IS is faster than ActBoost, the more 11 minutes training time is worthy for high prediction accuracy and saving large amount of simulation time. 
Prediction accuracy
Training Time Cost
Optimal Configuration
Generally speaking, the actual optimal configuration cannot be obtained unless simulating the entire design space, which is infeasible. A compromise is using ActBoost to explore test dataset space as a case study to evaluate the effectiveness of ActBoost. We predict configurations of test set and find the optimal configuration, and then compare with the actual best simulation configuration of entire test set. Table 4 shows the optimal simulation configuration, the optimal predicted configurations and prediction error of ActBoost and other three state-of-art approaches for benchmark leslie3d. One can see that the optimal predicted configuration of ActBoost is the same with the optimal simulation configuration, and the prediction error is very low, only 0.5%. While the optimal predicted configurations of other approaches are different from the optimal simulation configuration. Although the actual IPC of the optimal predicted configuration of COAL is just slightly smaller than that of the real optimal simulation configuration (1.92 vs. 1.93), its prediction error is higher than ActBoost. The actual IPCs of optimal predicted configurations of ANN-IS and ANN-RS are much smaller, and prediction error is much higher.
