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Abstract
When using multiple data sources in an analysis, it is important to understand
the influence of each data source on the analysis and the consistency of the data
sources with each other and the model. We suggest the use of a retrospective value
of information framework in order to address such concerns. Value of information
methods can be computationally difficult. We illustrate the use of computational
methods that allow these methods to be applied even in relatively complicated
settings.
In illustrating the proposed methods, we focus on an application in estimat-
ing the size of hard to reach populations. Specifically, we consider estimating the
number of injection drug users in Ukraine by combining all available data sources
spanning over half a decade and numerous sub-national areas in the Ukraine. This
application is of interest to public health researchers as this hard to reach popula-
tion that plays a large role in the spread of HIV. We apply a Bayesian hierarchi-
cal model and evaluate the contribution of each data source in terms of absolute
influence, expected influence, and level of surprise. Finally we apply value of
information methods to inform suggestions on future data collection.
1 Introduction
When performing an analysis using multiple data sources, it is important to understand
each data source influences any resulting decisions, estimates, or predictions. As we
shall illustrate, exploring the influence and potential influence of each data source al-
lows one to assess the consistency of data sources, detect outlying portions of the data,
identify aspects of a model that do not fit well with the available data, and help plan
future research. In what follows we make use of a value of information framework to
provide a unified approach to measuring influence that addresses each of these goals.
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The value of information was conceived of as a powerful tool for choosing be-
tween potential research regimes and planning experiments by measuring the expected
improvement that additional information would provide (Raiffa and Schlaifer, 1961)
. For a period, the computational difficulty of computing certain key quantities pre-
vented value of information methods from gaining widespread use. As a result, the
focus of most recent research is on overcoming the computational difficulty of calcu-
lating quantities that are central to applying value of information methods (Ades et al.,
2004; Strong et al., 2015; Keisler et al., 2014). Previously, we have extended the scope
of value of information method by providing a framework for evaluating the influ-
ence of different portions of a data set in Bayesian modeling setting (Parsons and Bao,
2019). When applying value of information methods to influence analysis, the familiar
computational issues take a new form which precludes the use of existing methods in
most cases. One goal of the current work is to address this concern.
We are also interested in applying value of information methods to evaluate influ-
ence of different data sources to the problem of estimating the size of hard to reach
populations. Approaches to estimating population sizes that rely on different data
sources result in very different estimates. New methods that combine multiple data
sources are the most promising path to resolving this difficulty (Okal et al., 2013;
Abdul-Quader et al., 2014). Previously, we have proposed a Bayesian hierarchical
model for this purpose and applied the model to estimating the number of injection
drug users in Ukraine, a hard to reach population that plays a large role in the spread
of HIV (Parsons et al., 2019).
We will begin by introducing the data and model that will serve as the setting and
backdrop for analysis and exploration of the value of information. Next, we will review
the value of information framework while expanding its scope beyond the standard
presentation. After establishing the general framework, we will present an improved
approach to computing the essential quantities and illustrate it with an example from
the size estimation analysis. We will then be ready to apply the value of information
framework to the Ukraine size estimation model and data. We present the analysis in
three main phases: exploring the influence that each kind of data source has had on the
fit of the model, exploring the influence that the data coming from particular locations
has had, and finally providing recommendations for future data collection.
2 The Value of Information
2.1 Prospective Value of Sample Information
A typical development of value of information concepts will begin with the definitions
and interpretations for the main measures. One of the central quantities used in this
framework is the expected value of sample information (Raiffa and Schlaifer, 1961):
EV SI(Y ) = Eθ[L(a0, θ)− L(aY , θ)]
Here Y is a vector of observations that corresponds to an experiment or other source
of information that we have not yet observed. θ is a parameter that determines the
distribution of Y and has a prior distribution summarizing the previous knowledge
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about the parameter. The goal is to choose an action a from a set of possible actionsA
where a loss function L(a, θ) measures the quality of each action (note that estimation
is a special case of this framework). Given only prior information the ideal action is
a0 = argmin
a∈A
Eθ[L(a, θ)].
If one observes Y before making a decision, the chosen action would be
aY = argmin
a∈A
Eθ|Y [L(a, θ)|Y ].
The expected value of sample information is then interpreted as the expected decrease
in loss that would occur if the decision maker observes Y rather than making the de-
cision based only on prior information. There are limitations to this approach. For
instance, the standard approach assumes the decision maker will be using the same
prior and model when planning for data analysis and when determining the value of
the information during the planning stage of an experiment. This disallows the use of
priors of different strength levels during the planning and analysis stages of an experi-
ment as is often employed using other approaches (see, for example,Wang and Gelfand
(2002)). Another limitation is that this standard treatment of the value of information
only applies when a Bayes decision rule is used. This disallows the use of this frame-
work when using frequentist methods or even a risk averse Bayesian decision rule.
In what follows we shall refer to this expected value of sample information as the
prospective expected value of sample information. For instance, if one is interested in
the influence of a portion of the data Ynew after we already observed Yold, the retro-
spective expected value of sample information is given by
PV SI(Ynew |Yold) = Eθ|Yold
[
L
(
aold(Yold), θ
)
− L
(
aall(Yold, Ynew), θ
)
|Yold
]
.
We describe this quantity as “prospective” since it is the expected influence in terms of
reduction in loss that would be provided by data that we have not yet observed. This
distinction will be useful to differentiate this expectation from others that condition on
a different set of data. We shall now consider measuring the influence of data that has
already been observed.
2.2 Retrospective Value of Information
Using the same notation as in the previous section, we define the retrospective expected
value of sample information as
RV SI(Ynew |Yold) = Eθ|Yold,Ynew
[
L
(
aold(Yold), θ
)
−L
(
aall(Yold, Ynew), θ
)
|Yold, Ynew
]
.
The retrospective expected value of sample information measures how much the
addition of Ynew is expected to have improved a decision after we already observed
this portion of the data. That is, it is a measure of how much we think a piece of
already collected information has influenced the quality of our decision as measured
by a reduction in loss. This quantity is equivalent to an influence measure proposed by
Kempthorne (1986) (Parsons and Bao, 2019).
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An application of the retrospective expected value of information begins by parti-
tioning a data set Yall into n pieces Y1, . . . , Yn. The next step is to computeRV SI(Yi|Y−i)
for i = 1, . . . , n where Y−i is Yall with the observations in Yi removed. In this set-
ting RV SI(Yi|Y−i) measures the reduction in loss by excluding only that portion of
the data. For this to be meaningful, it is important to choose an appropriate loss func-
tion. For instance, in an estimation or prediction setting, the loss function should be
a distance measure or error function. Comparing RV SI(Yi|Y−i) across values of i is
appropriate as the scale is the same in each case if the loss function is not changed.
So, the portion of the data Yi with the highest retrospective value has had the largest
influence on a decision.
A portion of the data being more influential than other portions of the data does not
necessarily suggest that the a portion of the data deviates from amodel more than would
be expected. For instance, in a linear regression setting a point with an extremely high
leverage may have a larger influence on the fit of a line than other points even if it is
fairly close to the line fit using the remaining data points. In this case the large influence
of the point is expected even before we look at the actual value of the response variable.
In the value of information setting PV SI(Yi|Y−i) plays a role similar to one use of
leverage in the linear regression setting in that it provides a measure of how strongly we
expect Yi to influence a decision before even observing the response. In comparison
RV SI(Yi|Y−i) plays a role more similar to Cook’s distance in a regression setting,
measuring the influence of already observed quantities (Parsons and Bao, 2019).
A third quantity, the expected value of information ratio, provides a measure of
how surprising a portion of the data is by comparing the prospective and retrospective
value of information. We define this quantity as
EV OIR(Yi|Y−i) =
RV SI(Yi|Y−i)
PV SI(Yi|Y−i)
.
Note that by constructionEV OIR(Yi|Y−i) has a mean of 1 after taking the expectation
over Yi|Y−i because of the law of total expectation (Parsons and Bao, 2019). Thus a
crude interpretation of the expected value of information ratio is that a portion of the
data is more influential than expected based on the rest of the data if it is greater than
1 and less influential than expected if it is less than one. This quantity can be used to
identify especially surprising portions of the data as such portions have an expected
value of information ratio that is much higher than 1.
Once unusual points have been identified, further investigation should take place
in order to understand the exact nature of the influence of these points. There are
essentially four cases to consider when measuring influence using the retrospective
value of information to measure influence.
First, the portion of the data under consideration has a low retrospective value and
low expected value of information ratio, in which case including that data results in a
decision that is similar to what would be done without that data. In this case further
investigation is unlikely to yield any interesting results, unless there are concerns about
data fabrication or a large percentage of the data portions under consideration have a
very small expected value of information ratio. The latter situation may indicate an
overly conservative model for example, due to a tendency to over estimate a variance
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parameter) or be indicative of a model neglecting real relationships between portions
of the data.
A second possibility is that a portion has high retrospective value but does not have
a high expected value of information ratio because its prospective value is also high.
In this case the portion of the data under consideration is expected to have a large
influence due to the structure of the data and is also observed to have a large influence.
This may be uninteresting, for instance, if the high prospective value is a result of being
a larger portion of the data than the others under consideration. In such a situation, it
may be worth breaking this portion of the data down further. This situation may be
more interesting if the higher prospective value is due to something more meaningful,
for instance having a drastically different set of independent variables compared to
the rest of the data. In such a case, it may be interesting to consider if the model is
appropriately applied to this unusual class of data.
A third possibility is that the portion of the data under consideration does not have
a high retrospective value but has a high expected value of information ratio. In this
case, some level of inconsistency with the model as fitted by the remaining data may
be indicated. Further investigation should be done in this case to make sure that there
is no transcription error when recording this data, that the data doesn’t violate model
assumptions, and an attempt should be made to identify ways in which this portion of
the data differs from the remaining data. Regardless, the portion of the data does not
have a substantial influence on the decision.
The final possibility is that there is a high expected value of information ratio. This
is the most worrisome possibility and one should investigate further as indicated in the
previous combination. The main difference from the previous case is that conclusions
based on the analysis are drawn into question since a portion of the data that is incon-
sistent with the remaining data has a large impact on the endpoints of the analysis.
3 Computation
3.1 Computation for a Quadratic Loss Function
The most computationally intensive aspect of applying value of information methods
lies in computing the prospective expected value of sample information. This is es-
pecially true when determining an appropriate action is computationally intensive. In
this section we will first consider computing the expected value of information when
an action is determined by minimizing the expected loss under a quadratic loss func-
tion. This corresponds to the very common practice in Bayesian analysis of using the
posterior mean as an estimate or prediction. We will then adapt the resulting approach
to other loss functions.
Let Yold and Ynew be the data under consideration and L be the loss function. If L
is a quadratic loss function, then
aYold = E(θ|Yold),
aYold,Ynew = E(θ|Yold, Ynew).
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Parsons and Bao (2019) show that for a quadratic loss function the retrospective value
of sample information has the form
RV SI(Ynew |Yold) = (E[θ|Ynew , Yold]− E[θ|Yold])
2,
which is essentially how far the estimate moved in the Euclidean space by including
Ynew in the analysis in addition to Yold. In this situation, the prospective expected value
of sample information for the portion of the data Ynew is
PV SI(Ynew |Yold) = E
[
(E[θ|Ynew , Yold]− E[θ|Yold])
2
∣∣Yold
]
.
For a fixed Yold and Ynew the retrospective value of sample information can typically be
estimated directly from Monte Carlo draws from the posterior distribution conditional
on just Yold and draws from the posterior conditional on the complete data composed
of both Yold and Ynew . The prospective value is more difficult to compute as only
Yold is bound by the expectation. In this case aYold can be computed from a Monte
Carlo sample directly but aYold,Ynew would be different at each draw in the Monte
Carlo procedure. It would be inefficient to draw another Monte Carlo sample approx-
imating the distribution of θ|Yold, Ynew at each iteration in the original Monte Carlo
sample that approximates the distribution of Ynew |Yold in order to determine the value
of aYold,Ynew at each iteration. Strong et al. (2015) present an approach to calculat-
ing the expected value of sample information when there are only a finite number of
potential actions that avoids having to draw inner Monte Carlo samples from the distri-
bution of θ|Yold, Ynew at each iteration by replacing the inner samples with an estimate
from a regression. The described method can be adapted to the case of a quadratic loss
function using the following procedure:
• Draw θ(i) according to distribution of θ|Yold for i = 1, ..., N
• Draw Y
(i)
new from the distribution of Y
(i)
new |θ(i), Yold for i = 1, ..., N resulting in
pairs (Y
(i)
new , θ(i)) drawn from the joint distribution of Ynew , θ|Yold
• Apply a non-parametric regression technique using the Y
(i)
new as predictors and
the θ(i) as the response to approximate E(θ|Yold, Ynew) as a function of Ynew
by the fitted regression function Eˆ(θ|Yold, Ynew).
• The prospective value of sample information is approximated by:
1
N
N∑
i=1
(
Eˆ(θ|Yold, Y
(i)
new)− E(θ|Yold)
)2
This method is often orders of magnitude faster than the naive approach of using
an inner Monte Carlo procedure for each draw of an outer Monte Carlo assuming an
appropriate regression approach can be found. The above scheme adapting the method
of Strong et al. (2015) can be improved further in many cases. To this end we propose a
modification of this procedure. Let θT be the target parameter and suppose θN are a set
of nuisance parameters. Let θ = (θT , θN ) be the vector containing all the parameters
of the model.
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• Draw θ(i) = (θ
(i)
T , θ
(i)
N ) according to distribution of = (θT , θN )|Yold for i =
1, ..., N
• Draw Y
(i)
new from the predictive distribution of Ynew |θ, Yold for i = 1, ..., N . We
now have a draw from Ynew, θT , θN |Yold
• Compute Z(i) = E(θT |θ
(i)
N , Yold, Y
(i)
new) for i = 1, ..., N .
• Apply a non-parametric regression technique using the Y
(i)
new as predictors and
Z(i) as the response to approximateE(θT |Yold, Ynew) as a function of Ynew us-
ing the fitted regression function Zˆ(Ynew).
• The prospective value of sample information is approximated by:
1
N
N∑
i=1
(
Zˆ(Y (i)new)− E(θT |Yold)
)2
The above procedure assumes E(θT |θ
(i)
N , Yold, Y
(i)
new) can be determined quickly at
each step. This is often the case (for example, whenever a Gibbs update is available).
The reason that this procedure is an improvement over the original scheme is that Z =
E(θT |θN , Yold, Y
(i)
new) is a random variable with having mean of E(θ|Yold, Ynew) but
with a smaller conditional variance (on average) than θ|Yold, Ynew. This allows for the
regression to be more efficient when there is a low signal to noise ratio. This revised
procedure is especially useful in a retrospective value of information analysis, as Yold
already typically provides a substantial amount of information about θ resulting in
Ynew having a smaller effect on any decisions made.
The effectiveness of the above schemes are heavily dependent on the regression
method applied. If the regression yields a bad approximation of the mean function,
then the computed expected value of sample information is unreliable. It is therefore
important to check that the fitted regression function is a good approximation of true
conditional mean.
3.2 Computation for Other Loss Functions
So far, we have only considered the case of a quadratic loss function. This choice of
loss function is convenient in that the conditional mean function will be the function
that minimizes the expected quadratic loss and most regression techniques are designed
to estimate the conditional mean of a response variable as a function of the set of
predictors. Moreover, a simple way of reducing the noise in the regression is available
in under a quadratic loss function.
Now we shall consider a generic loss functionL(a, θ). The same general procedure
will still hold as long as we can find a method for estimating the true Bayes decision
function
aYnew = argmin
a
E
(
L(a, θ)|Ynew, Yold
)
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based on a finite sample (Y
(1)
new, θ(1)), . . . , (Y
(N)
new , θ(N)) from the joint conditional dis-
tribution of Ynew , θ|Yold. Without specifying some kind of form for the Bayes decision
function, expecting to solve this would be hopeless. Any chosen method for estimat-
ing aYnew should be flexible enough that it can approximate a set of functions that
could plausibly contain the true function while avoiding over-fitting to the data (result-
ing in an over estimate for the PV SI(Ynew|Yold)). Typically multiple approaches to
estimating aYnew should be attempted and compared. Comparing different methods
of estimation can be done by comparing the average loss based on a sample from the
distribution Ynew, θ|Yold not used to generate estimated functions.
Once a method of estimation has been chosen, the procedure is very similar to the
first method outlined in the previous section:
• Draw θ(i) according to distribution of θ|Yold for i = 1, ..., N
• Draw Y
(i)
new from the from the distribution of Y
(i)
new|θ(i), Yold for i = 1, ..., N
resulting in pairs (Y
(i)
new , θ(i)) drawn from the joint distribution of Ynew, θ|Yold
• Apply the estimation technique using the Y
(i)
new as predictors and the θ(i) as the
response to approximate aYnew = argmin
a
E
(
L(a, θ)|Ynew , Yold
)
as a function
of Ynew . Denote the estimated function as aˆYnew .
• The prospective value of sample information is approximated by:
1
N
N∑
i=1
L(a0, θ
(i))− L(aˆYnew , θ
(i))
One big difference in this case is that no general method of noise reduction is
available.
3.3 Artificial Neural Networks as an Estimation Technique
When using the approach to calculating PV SI(Ynew|Yold) outlined above, different
regression techniques will have different restrictions on what loss functions can be
used and what decision functions can be approximated. Luckily, there is an available
estimation technique that has shown success in a large variety of settings involving a
variety of loss functions and settings. Artificial neural networks are a flexible class of
models that can approximate a large class of functions and for which many approaches
to avoiding over-fitting are available. Furthermore, standard techniques for fitting such
networks allow for a wide class of loss functions. There exists a vast literature on
artificial neural networks and summarizing the current research in the field is beyond
the scope of this paper. Several introductions to and overviews of the field are available
(Jain et al., 1996; Schmidhuber, 2015; Du et al., 2016). In what follows we will outline
the specific class of fully connected neural networks used in the later application.
An artificial neural network can be conceived as consisting of multiple layers in
sequence. The first layer, present in all such networks, is the input layer. In our appli-
cation this layer will consist of a number of input nodes equal to the dimension of Ynew
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that will serve as the argument to the estimated function. The values of the ith node in
the input layer will be denoted by X0p and the vector of all values for the row will be
X0. At each iteration of the previously described Monte Carlo procedureX0 = Y
(i)
new.
There will also be L hidden layers (typically, multiple values of L are tried). The lth
hidden layer will have nl nodes. The pth node of the lth hidden layer will be given by
Xlp = σ(a
t
lpX(l−1) + blp).
Here the nl−1 dimensional weights alp and the bias terms blp are the parameters
that need to be estimated when fitting the network. The activation function σ is taken
to be a standard sigmoidal function here but other choices are possible. The last layer
in all networks, the output layer, corresponds in our application to the output of the
decision function, aˆ(Ynew). The pth node of the output layer is given by
X(L+1)p = σoutput(a
t
(L+1)pX((L+1)−1) + b(L+1)p).
A different final activation function, σoutput, is used depending on the sort of ac-
tion being considered. In the case that the response is a probability, for instance, a
logit function can be used and an identity function can be used in the case that the
action space is the entire real line. Categorical variables can be encoded using dummy
variables.
Fitting an artificial network can be done using the back-propagation algorithm, an
application of Newton’s method and the chain rule from calculus (Williams, 1986).
It is more common to use more complicated procedures that are often more efficient
and attempt to mitigate over-fitting. In our application, we apply the Adadelta method,
an iterative gradient descent optimization method that requires no manual setting of a
learning rate, to fit the model (Zeiler, 2012). Dropout, the practice of leaving out a por-
tion of the nodes at each iteration of the gradient descent, was used as a regularization
technique to avoid over-fitting (Srivastava et al., 2014).
Every time that an expected value of sample information is estimated in the fol-
lowing sections, we use an artificial neural network as described above considering
between 1 and 3 hidden layers and dropout rates between .3 and .7. These hyper pa-
rameters are selected by comparing performance on a sample drawn from the predictive
distribution of Ynew |θ, Yold that were not used to fit the networks using the expected
loss as a comparison metric.
4 Results for Prevalence of Injection Drug Use in Ukraine
In this section, we illustrate the use of the value of information framework discussed
above in the setting of estimating the number of injection drug users in Ukraine. We
begin by laying out the available data sources and the model used in section 4.1. Next,
in section 4.2, we provide a concrete example of computing the value of information
measures and a comparison of multiple regression techniques in the computation of
the value of information for a particular subset of the available data in the context
of estimating the national prevalence of injection drug use in Ukraine in 2007. In
section 4.3, we discuss the influence of each data source on estimating the prevalence
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Table 1: Number of cities for which multiplier estimates are available for each sub-
group and year combination. The last column represents the year and number of cities
that have the network scale-up estimates.
DTF DTP Hospital NGO Prevention SMT Survey Network Scale-up
2007 0 0 14 0 0 0 0 0
2008 0 0 0 0 0 0 0 27
2009 0 0 0 0 0 0 14 0
2010 0 0 12 26 21 23 0 0
2013 0 0 0 0 0 0 27 0
2014 0 27 27 0 0 24 0 0
2015 27 27 27 27 0 23 0 0
of injection drug use on a national level. Then in sections 4.4 and 4.5 we discuss the
influence of each data source on the estimates for the bias of each data source. We then
transition from discussing the influence of each data source to considering the influence
of each site from which data was collected in section 4.6. Finally, we use prospective
value of information measures to provide guidance on the collection of additional data
in section 4.7.
4.1 The Model
In Ukraine, two different methods have been applied to estimate the number of injec-
tion drug users in 27 different cities: the multiplier method and the network scale-up
method. The multiplier method uses two pieces of information to generate an estimate
of the size of a population: an estimate for the proportion of the target population that
fall into some subgroup of the target population ,P , and the true number of individuals
in the subgroup, Y . In order to apply the multiplier method, we must have a subgroup
with known size. In Ukraine, the subgroups of injection drug users that have been con-
sidered are injection drug users that stay in a drug treatment facility(DTF), those that
participate in a drug treatment program (DTP), those that are hospitalized due to injec-
tion drug related causes (Hospital), those that undergoHIV rapid tests provided by non-
government organizations (NGO), those that are registered to certain HIV prevention
services (Prevention), those that undergo substitution maintenance therapy (SMT), and
those that participated in previous behavioral surveys (Survey) (Berleva et al., 2010,
2012; Berleva and Sazonova, 2017). The network scale-up method generates an esti-
mate of a target population based on social networks reported in a general survey of
the entire population. This method has only been applied during a single year in the
Ukraine (Paniotto et al., 2009).
We previously presented a Bayesian hierarchical model for combining multiple
data sources and used it to generate estimates for the number of injection drug users in
Ukraine (Parsons et al., 2019). We use essentially the same model here only replacing
improper priors on beta distributions with proper priors. The results of the model are
nearly identical.
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The main estimands in the analysis were the prevalence of injection drug users, πit
and the number of injection drug users nit for each ith city and tth year combination.
These two quantities are linked in the model by
nit ∼ Binomial(Rit, πit). (1)
where Rit is the known total population size for the corresponding year and city com-
bination. We link the prevalence at a site to the prevalence in the previous year:
logit(πi(t+1)) ∼ N(logit(πit) + φt, σ
2
π). (2)
σ2π measures how weak the relationship is and φt is the national average change in
proportion for a year on the logit scale. The initial year and trend terms for each year
have the following distributions:
φt ∼ N(0, σ
2
φ),
πi0 ∼ Beta(α0, β0). (3)
We take a similar approach to linking the prevalence, pijt, of a subgroup j among
the injection drug using population of a given city and year combination to the number
of individuals in that subgroup, Yijt:
Yijt ∼ Binomial(nit, pijt). (4)
As before, we link the proportion of drug users falling into a subgroup for each year in
the following way:
pij0 ∼ Beta(αj , βj),
logit(pij(t+1)) ∼ N(logit(pijt) + ηjt, σ
2
p), (5)
ηjt ∼ N(0, σ
2
η).
Here, ηjt is the average change across sites in the proportion of injection drug users
falling into a particular subgroup in the year t+ 1 compared to the previous year t. σ2p
is a variance term that measures the variation of a subgroup between years.
The estimate for the prevalence, Pijt, of a specific subgroup j for a year and city
combination is not assumed to be unbiased:
logit(Pijt) = logit(pijt) + θ + δi + γj + ǫijt, (6)
θ is the average bias on the logit scale of the estimates for the proportion of injection
drug users falling into each of the subgroups across all sites and subgroups. θ+δi is the
average bias for the proportion estimates at a particular site. θ + γj is the average bias
for the proportion estimates of a particular subgroup. The bias terms and error have the
following distributions whereGijt is the sample size of the survey used to generate the
corresponding estimate:
δi ∼ N(0, σ
2
δ ),
γj ∼ N(0, σ
2
γ), (7)
ǫijt ∼ N(0, σ
2
ǫ/Gijt).
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σ2ǫ is the variance for a proportion estimate based on a sample size of 1 on a logit scale.
We model the network scale-up method estimates on a log scale and allow for these
estimates to be biased.
log(Nit) ∼ N [log(nit) + µ,
τS2it
n2it
]. (8)
Finally, we have the following prior distributions
µ ∼ N(0, 1)
θ ∼ N(0, 10)
αj
αj + βj
∼ Uniform(0, 1) (9)
αj + βj ∼ Gamma(.01, .01)
τ, σ2π, σ
2
p, σ
2
η, σ
2
φ, σ
2
N , σ
2
ǫ ∼ InverseGamma(.5, .5)
In the remainder of this section we will explore the influence and consistency of
the data corresponding to each multiplier subgroup and the portion of the data corre-
sponding to the network scale-up method using a retrospective value of information
analysis. We will then apply a prospective value of information analysis to evaluate the
value of collecting new data for each data source and make recommendations about the
application of size estimation methods in the future.
For the retrospective analysis we will consider the following parameters: the bias
of the multiplier method subgroup proportion estimates on the logit scale θ, the bias of
the network scale-up estimates on the log scale µ, and the national average prevalence
for each year. We shall use a quadratic loss function in each case: the loss function for
θ is
L(θˆ, θ) = (θˆ − θ)2.
Similarly the loss function for µ is
L(µˆ, µ) = (µˆ− µ)2.
The loss function used for the national average prevalence for each year is given by
L(lˆt, lt) = (lˆt − lt))
2
where lt is the national average logit prevalence for the year t. In particular, in the first
year, the average prevalence on the log scale is given by
l0 = digamma(α0)− digamma(β0).
Recall that the digamma function is the logarithmic derivative of the more well known
gamma function. For t > 0, the national average logit prevalence for the year t
can be expressed in recursive manner by taking into account the average drift in logit
prevalance φt:
lt = lt−1 + φt.
We also consider estimating the total loss in estimating the average logit prevalence
using the loss function:
L(lˆ, l) =
∑
t
(lˆt − lt)
2.
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Model Mean Squared Error Estimated PVSI Run Time
ANN 0.067 0.61 46 Min
GAM 0.103 0.69 54 Min
Linear 0.309 0.47 < 1Min
Table 2: A comparison of four regression techniques used in the hospitalization exam-
ple. Mean squared error is on the logit scale and is calculated using predictions for data
not used to fit the model. All models were fit using the same hardware. “Run time”
refers to the length of time required to fit the model.
4.2 Computation Example: Influence of Hospitalization Data on
Prevalence Estimates
To illustrate the use of the procedure described in section 3.1 we consider calculating
the prospective value of sample information for the hospitalization subgroup portion
of the multiplier method data when estimating the average prevalence of injection drug
use in Ukraine during 2007, l0 using the squared error loss function
L(lˆ0, l0) = (lˆ0 − l0)
2.
The first step in the procedure is to sample all of the parameters from the posterior
distribution. In this case a Metropolis-Hastings algorithm is used to draw 15000 sam-
ples after thinning from the posterior distribution conditional on all the data besides the
hospitalization data. The second step is generating the missing multiplier data for the
94 site and year combinations for which hospitalization data exists in the full data set.
The third step is where an element of choice enters into algorithm. In the finite
decision space setting, Strong et al. (2015) use a generalized additive model (GAM)
for the non-linear regression technique in this step. In our calculations, we use an
artificial neural network as the main regression model, but a comparison to a GAM and
a linear model is shown in Table 2.
The target quantity in this case is average logit national prevalence of sites during
the first year. Combining the notations of section 4.1 and 3.2, the ith Monte Carlo draw
for this quantity is
Z(i) = l
(i)
0 = digamma(α
(i)
0 )− digamma(β
(i)
0 ).
This quantity will serve as the response in the regression while the predictors will
be the simulated observations for the hospitalization data sampled from the posterior
predictive distribution conditional on the reduced data set. The fitted values from the
regression serve as estimates for the mean l0 conditional on each simulated version of
the hospitalization data and is used to yields an estimate for the prospective value of
the hospitalization data.
The generated set of data is split into two groups using the Kennard-Stone algo-
rithm: a training set used to fit the regression models and a test set used evaluate and
compare the fit of the models (Kennard and Stone, 1969).
When comparing the models, the mean squared error is the ideal quantity to com-
pare as the actual conditionalmean is expected to minimize this criterion. It can be seen
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from Table 2 that the artificial neural network model had the smallest mean squared er-
ror and also took less time to fit than the generalized additive model. As would be
expected, the linear model was much quicker to fit but performed much worse than the
other two approaches.
The time required to fit the artificial neural network includes the time taken to fit
the model for multiple choice of tuning parameters. In particular multiple dropout rates
are considered. The table shows the results for a two-layer neural network with 100
nodes in each hidden layer and a dropout rate of .5. Other choices of dropout rate also
have a lower mean squared error than the GAM. For instance, a dropout rate of .1 for
the same network structure results in a mean squared error of .078.
4.3 Influence of Data Sources on Prevalence Estimates
In an ideal situation, the estimated prevalence of a given year would be based on a
variety of data sources as this would lead to more robust conclusions. As seen in
Figure 1 the prevalence estimates for all of the early years are dominated by a couple
data sources. This is largely a result of the fact that for these only one or two data
sources were present to inform an estimate.
More recently, there was an attempt to collect information on more subgroups in
order to arrive at more robust conclusions. In these later years the influence of the
NGO, SMT, and DTP subgroups stand out from the other groups in that they have a
consistently surprising influence on the prevalence estimates as seen in Figure 2. A
subgroup had a high EVOIR because it suggested inconsistent results compared to
other subgroups. We have already commented on the lack of stability of the proportion
estimates not seen in the other sites for the NGO subgroup that likely accounts for the
general level of surprise for this source. The SMT and DTP subgroup data, however,
do not exhibit this behavior and have rather stable estimates across years. It is in this
situation that it is important to consider the interactions of the level of influence that a
portion of the data has. In particular, the SMT and DTP subgroups are no longer seen
as especially surprising if the NGO subgroup is excluded from the analysis. Indeed, the
NGO subgroup causes a sharp increase in the estimated prevalence in 2014 and 2015
that is not suggested by the remaining data as seen in Figure 3. In conclusion, the NGO
subgroup appears to suggest a level of prevalence that is inconsistent with the other
data sources while the other sources yield a fairly consistent set of estimates. As noted
in the previous subsection, it may be more appropriate to treat the NGO subgroup as
two different subgroups, one for the year 2010 and one for the year 2015.
It should be noted that the DTF and Prevention subgroups have nearly no impact
the estimates for the prevalence of injection drug user in any year. This is largely a
result of being present in only single year each resulting in them providing information
about their own subgroup specific bias more than anything else. For this reason it is
important to have multiple years of data for a subgroup. It is also for this reason that
treating splitting the NGO subgroup into two subgroups would have a similar effect to
removing it from the model altogether.
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Figure 1: Retrospective value of sample information for estimating the prevalence of
each year with data by data source. The total retrospective value is the the retrospective
value of a data source for estimating the mean prevalence of all years considered as a
vector.
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Figure 2: The expected value of information ratio plotted against the prospective ex-
pected value of information with contours for the retrospective value of information for
the same partition of data.
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Figure 3: The estimated prevalence curves for each site estimated with each data source
removed.
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Figure 4: On the left is the retrospective value of information for each multiplier sub-
group and the network scale-up data. The right plot shows the expected value of in-
formation ratio plotted against the prospective expected value of information with con-
tours for the retrospective value of information for the same partition of data.
4.4 Influence of Data Sources on Proportion Estimate Bias
We shall begin our exploration by examining the multiplier method subgroup propor-
tion estimates bias term θ. As can be seen from Figure 4 two particular multiplier
subgroups stand out as having had a much larger influence on the model fit than the
other subgroups or network scale-up estimates: the Survey and DTP subgroups.
In interpreting right hand plot in Figure 4 it should be recalled that the expected
value of information ratio on the vertical axis measures how surprising the observations
are while the prospective expected value captures the level of influence due to structural
aspects of the data: sample sizes, the number sites per year, etc. It can can be concluded
that the larger level of influence for the Survey and DTP subgroups is largely due to
how surprising the observations were compared to what is expected from the model fit
according to the other sources of data rather than the structural aspects of the data. This
is indicated by the fact that these two subgroups have a middling prospective expected
value of sample information but the highest expected value of information ratios.
Despite having a higher expected value of information ratio than the other observa-
tions, these two subgroups do not have a worrisome level of surprise. According to the
posterior predictive distribution conditional on the remaining data, we would expected
the DTP subgroup to have a higher influence with a posterior probability .19 and the
Survey subgroup to higher influence with posterior probability .23. The average ex-
pected value of information ratio among all the subgroups and network scale-up data
.59 which is less than 1 the theoretical average expected value of information ratio.
We conclude that the multiplier data subgroups and the network scale-up data tend to
give consistent estimates for the average bias of the multiplier subgroup proportion
estimates.
18
Pr
ev
e
n
tio
n
H
os
pi
ta
l
D
TP
Su
rv
ey
N
G
O
D
TF
SM
T0
.0
00
00
0.
00
01
0
0.
00
02
0
0.
00
03
0
Retrospective Value for Estimating Mu
R
et
ro
sp
ec
tiv
e
 V
a
lu
e
0.00000 0.00005 0.00010 0.00015
0.
0
0.
5
1.
0
1.
5
2.
0
2.
5
3.
0
EVOIR vs Expected Value for Estimating Mu
Prospective Value For Data Source
EV
O
IR
NGO
Figure 5: On the left is the retrospective value of information for each multiplier sub-
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formation ratio plotted against the prospective expected value of information with con-
tours for the retrospective value of information for the same partition of data.
4.5 Influence of Data Sources on Network Scale-Up Bias
We now move on to an examination of the influence of the data sources on the network
scale-up bias on a log scale, µ. It is important to note that the influence of a data
source on the bias of another data source allows us to understand the consistency of
the data sources. Thus, it is important to consider the impact of the multiplier method
estimates on the fitted bias parameter of the network scale-up estimates. Again, we
will use a squared error loss function. We should begin by discussing the influence that
the network-scale up data itself had. The network scale up data has multiple orders
of magnitude more prospective value on estimating the network scale-up bias than any
of the multiplier subgroups (a prospective value of .72). This is because we are left
with an untouched weak prior distribution over this bias if the network scale-up data is
removed. So, comparing its influence to the other data sources is inappropriate in this
context. Also because of the weak prior information, the expected value of information
ratio is .04 which is very low compared to 1. So, we will leave the network scale-
up data itself out of the discussion for the remainder of this section and instead try to
evaluate the influence of the multiplier data on estimating this parameter.
The SMT subgroup has the largest retrospective value by a very large margin. The
SMT subgroup also has the largest prospective value due in a large part to having a
data for a large number of cities in multiple years that also have other data sources to
calibrate against (this gives a better estimate of the subgroup specific bias). Moreover,
The SMT subgroup has a somewhat surprising influence with an expected value of
information ratio of 1.76 and only 16% of the the SMT data sets predicted from the
posterior distribution conditional on the remaining data having more influence on the
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estimate. This element surprise of surprise is unrelated to the effect that the SMT has
on the mean multiplier proportion estimate bias as the SMT data had an unsurprising
influence on that parameter. Instead this surprise seems to be related to the effect that
the SMT data has on the estimate for the prevalence of injection drug use.
The NGO subgroup is the only other subgroup that stands out in this instance.
While this subgroup doesn’t have a very large effect on the estimate of µ on the whole,
its effect is almost 3 times what would be expected according to the rest of the model.
As with the SMT subgroup data, the NGO subgroup also has a surprising effect on the
prevalence estimates that leads to the influence that it has on the network scale-up bias
as will be seen in the next section. Unlike the SMT subgroup there is a clear feature
of the NGO subgroup data that may point to a violation of a model assumption. In
particular, the average proportion of injection drug users that are registered to an NGO
in a city is estimated to be .27 in 2010 but is .51 in 2015. No other subgroup changes
this dramatically. It is not altogether clear if the NGO subgroup is defined in exactly
the same way in different years. For instance, it may be that more organizations are
included in the 2015 survey than in 2010 survey.
The average expected value of information ratio for estimating µ is 1.19. So the
average subgroup is slightly more surprising than would be expected based on the rest
of the data. This is not extremely worrisome as this average is inflated by the NGO
subgroup, which does not have a large impact on the estimated value for µ. The other
subgroups yield about as consistent an estimate of µ as we would expect based on the
model.
4.6 Evaluating the Influence of Each Site
In this section we will perform a retrospective value of information analysis to evalu-
ate the contribution of each site to estimating the prevalence of injection drug use in
Ukraine. It can be seen from Figure 6 that the sites have very similar prospective val-
ues reflecting the fact that each of the sites tends to appear at about the same frequency
and in mostly the same manner. This similarity results in the contours that indicate
retrospective value being more horizontally oriented indicating that higher levels of
influence are due largely to higher levels of surprise.
The majority of the sites are fairly consistent with each other having expected value
of information ratios within a typical range. Two sites stand out having influenced the
prevalence estimates 3 times more than what would have been expected based on the
remaining data: Kherson and Chernivtsi. Neither city is of an unusual size compared
to the rest of the sample, nor do they have prevalence of an unusual magnitude. Both
sites do exhibit prevalence estimate spikes in 2013 that disappear in the following year,
the year for which these sites have the highest expected value of information ratio.
This suggests that the Survey subgroup is giving results for these two sites in that year
that are incompatible with the estimates based on the rest of the data. This casts some
doubts on the estimates for these sites during this year.
In this case it is interesting to note something that we do not see. In particular, the
sites in the Autonomous Republic of Crimea do not seem to behave differently than the
other sites for which there are data.
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pected value of information with contours for the retrospective value of information for
the same partition of data.
4.7 Evaluating Future Observations
We will begin this section by evaluating the prospective expected value associated with
collecting more data for each multiplier subgroup, the network-scale up data, and a new
multiplier data subgroup in a future year. We again consider the effect on estimating
the prevalence of injection drug use using a squared error loss function.
Figure 7 shows the expected prospective value of sample information for gathering
a sample for the 27 sites under consideration in a future year. While all of the data
sources provide a substantial improvement in the estimation, gathering data for a new
subgroup has the lowest prospective value. This is because the new subgroup would
never appear in the same year as another data source (something which would provide
more information about subgroup specific bias in estimation). We would then be left
with having to guess the bias for the new subgroup using the general range of subgroup
specific bias as estimated from the other groups and the prevalence of injection drug
users in previous years. This further reinforces the need to collect multiple years of
each data source .
The subgroups which provide the most information about the prevalence of in-
jection drug use in future years are those years for which we already have multiple
observations for. It can be seen, however, that there is a diminishing return on having
multiple years of data. Collecting more NGO is deemed most valuable. It would also
seem worthwhile to collect more data from the NGO subgroup to have more informa-
tion about the inconsistencies with the data source discussed previously.
21
N
ew
N
SU
Pr
ev
e
n
tio
n
D
TF
Su
rv
ey
H
os
pi
ta
l
SM
T
D
TP
N
G
O
0.
00
0.
05
0.
10
0.
15
0.
20
0.
25
0.
30
Prospective Value on Estimating Future Prevalence By Data Source
Pr
os
pe
ct
ive
 V
a
lu
e
Figure 7: The prospective expected value of information for estimating the prevalence
of injection drug use associated with collecting data for each multiplier subgroup, a
new subgroup, and a network scale-up survey at each site in the sample during a future
year.
5 Conclusion
In the preceding sections we have seen that while the majority of the data sources are
relatively consistent and compatible with the model being applied, the NGO subgroup
is unusual in both its characteristics and influence on the fit of the model. It has been
speculated that this may be a result of the definition of the subgroup changing between
years, but this has not been confirmed. Collecting more data on the NGO subgroup
with this in mind may help shed light on the explanation for this phenomenon.
For future years collecting more data on data sources we have already observed
rather than new sources is of a high priority as this allows us to asses the source spe-
cific bias of the associated estimates with more precision. In order to have more ro-
bust prevalence estimates in a year it is also recommended to have to collect multiple
sources of data in a year.
The general consistency of the data with the model may be interpreted as troubling
to those applying the multiplier and network scale-up methods to estimate population
sizes without adjusting for any sources of bias. Under the fitted model, these methods
perform very badly and can result in estimates of the wrong order of magnitude. The
simulation used suggests that much better results can be obtained using very similar
estimation methods by correcting for this bias in a direct manner. Although it has been
suggest that combining multiple sources of information may help alleviate systematic
errors in estimation (Abdul-Quader et al., 2014), the fit of this model indicates that
doing this without correcting for the systematic error will not help. Despite the gener-
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ally poor level of performance ascribed to the two methods, the multiplier method is
expected to perform better than the network scale-up method.
Jackson et al. (2019) also apply a value of information framework in a similar set-
ting. While there is some overlap in goals in this paper, the main focus of the two
papers is different. Jackson et al. (2019) apply a prospective analysis to evaluate how
knowledge about particular parameters contributes to decisions and identify what quan-
tity of data should be collected in the future. In this paper, we are primarily interested
in evaluating how different sources of information have already influenced decisions,
evaluating how consistent these sources of information are, identifying outlying por-
tions of data that may signal violations of assumptions, and forming recommendations
for what estimation methods and practices should be used in the future. Our example
code is now available at https://github.com/JacobLParsons/Value-of-Information.
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