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Hiding within those mounds of data is knowledge that could change the life of a patient, or change the world.
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SUMMARY
Advances of computing capability and increasing demand for analyzing data from com-
plex systems in various engineering fields have made computer experiments an inevitable
tool for exploring and optimizing systems. Physical experiments are very costly to conduct
in many applications such as a cardiovascular system study or a rocket engine design. With
the aid of high-performance computing, the cost for expensive physical experiments can
be reduced dramatically by running the simulation codes on computers. Due to the deter-
ministic nature of computer codes, Gaussian process model or kriging is widely used for
interpolation and calibration.
Chapter 1 of the thesis deals with model calibration using censored data. The pur-
pose of model calibration is to use data from a physical experiment to adjust the computer
model so that the predictions can become closer to reality. The classic Kennedy-O’Hagan
approach is widely used for model calibration, which can account for the inadequacy of
the computer model while simultaneously estimating the unknown calibration parameters.
In many applications, the phenomenon of censoring occurs when the exact outcome of
the physical experiment is not observed, but is only known to fall within a certain region.
In such cases, the Kennedy-O’Hagan approach cannot be used directly, and we propose a
method to incorporate the censoring information when performing model calibration. The
method is applied to study the compression phenomenon of liquid inside a bottle. The
results show significant improvement over the traditional calibration methods, especially
when the number of censored observations is large.
Chapter 2 proposes an interpolation technique which can be used with large and un-
structured data. Kriging is widely used for interpolation of unstructured data because of
its ability to produce confidence intervals for predictions. The model is fitted to the data
using maximum likelihood or cross validation-based methods. Unfortunately, the fitting
is expense for large data because one evaluation of the objective function requires O(n3)
xiii
operations, where n is the size of the data. There exist other interpolation techniques such
as inverse distance weighting (IDW), which doesnt require any estimation and therefore
can be easily used with large data. However, the performance of IDW can be significantly
worse than kriging. In this chapter, we propose a kriging method that does not require any
estimation from data and whose performance is much better than that of IDW. We also
propose a novel approach to choose nuggets in kriging that can produce numerically stable
results, which is important for applying the technique to unstructured data. A technique for
adaptively choosing the kernels is also developed.
Chapter 3 extends the automatic kriging proposed in Chapter 2 by exploiting the se-
quential nature of the adaptive modeling method. When more computing resource is avail-
able, we have the option to make estimates from adaptive nugget and adaptive kernel more
accurate. A two-stage version of adaptive nugget predictor is proposed which is shown to
outperform the state-of-the-art methods in terms of prediction accuracy. We also propose
fast estimation techniques to improve the adaptive kernel predictor. The improved predictor
is demonstrated to have enhanced stability and predictive performance over the traditional
kriging method according to various simulation studies.
xiv
CHAPTER 1
MODEL CALIBRATION WITH CENSORED DATA
The purpose of model calibration is to make the model predictions closer to reality.
The classical Kennedy-O’Hagan approach is widely used for model calibration, which can
account for the inadequacy of the computer model while simultaneously estimating the un-
known calibration parameters. In many applications, the phenomenon of censoring occurs
when the exact outcome of the physical experiment is not observed, but is only known
to fall within a certain region. In such cases, the Kennedy-O’Hagan approach cannot be
used directly, and we propose a method to incorporate the censoring information when per-
forming model calibration. The method is applied to study the compression phenomenon
of liquid inside a bottle. The results show significant improvement over the traditional
calibration methods, especially when the number of censored observations is large.
1.1 Introduction
Computer models are developed based on several simplifying assumptions of the phys-
ical system for the reason of mathematical tractability and therefore, the predictions based
on computer models can go wrong when the assumptions are violated. The models can
also contain unknown parameters known as calibration parameters, which need to be spec-
ified before a prediction can be made. Misspecification of these parameters can also lead to
wrong predictions. Thus, to make the predictions meaningful and closer to reality, the cal-
ibration parameters need to be estimated accurately to adjust for possible model bias. In a
fundamental work [1], the authors proposed a Gaussian process-based Bayesian framework
for doing this. Follow-up works on this important problem of model calibration include [2],
[3], [4], [5], [6], [7], [8], and [9], among many others.
In some applications, the exact value of the outcome of an experiment can be unknown
1
and only observed to be within a certain range. Such phenomenon of censorship is com-
mon in medical research and reliability studies. For example, in reliability testing of the
components in a system, the engineer may terminate all the tests after a specific time point.
In this case, we know the time-to-failure of the components to be greater than a specific
value but do not observe the exact time. There is an extensive literature in dealing with
censored data in survival analysis and reliability, see [10], [11], [12], among others. In the
model calibration context, it is also possible to have censored observations. For instance,
this happens when the response value is out of range of a measuring instrument. As related
work, [13], [14] studies kriging with inequality-type data and data with qualitative infor-
mation like continuity. [15] studies Gaussian process model with shape constraints such
as monotonicity and convexity. To the best of the author’s knowledge, there is no existing
work that studies the calibration problem in the presence of censored data, and the purpose
of this chapter is to fill in this gap and develop a methodology for such applications.
The chapter is organized as follows: The motivating application on liquid stability fore-
casting is described in Section 1.2. The model calibration problem with the presence of
censored data is formalized in Section 1.3, where the parameter estimation as well as pre-
diction for a future observation are provided under a Bayesian framework. In section 1.4 we
introduce an approximate method which greatly reduces the computational effort. Section
1.5 shows the results of applying the proposed calibration approach to both the simulated
and the real data. Concluding remarks are given in Section 1.6.
1.2 Motivating Application: Liquid Stability Forecasting
The motivation of the study is to predict the separation rate of a liquid product that
has been fully mixed at the time of manufacture but can separate over time resulting in
a clear liquid at the top. Separation is undesirable as some of the ingredients needed for
full product benefit are not found in the clear liquid resulting in poor product performance.
Therefore it is desirable to be able to predict the amount of separation early on in the design
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of a new product in order to stay away from parts of the design space that lead to product
separation. Having a first principles model to predict the stability of a given product can
reduce or eliminate costly and time consuming physical stability studies.
In our case, we have a simple computer model based on the underlying physics of the
separation process that provides a closed form equation for the rate of separation (v) as a
function of several measurable factors. The measurable factors include the viscosity of the
clear liquid (x1), the density of the clear liquid (x2), and the volume fraction of four key







where k0 = ((1 − p)a1 + pa2)2(φ1 + φ2)−2/(3−df ), and p = φ2/b2/(φ2/b2 + φ1/b1). The
general form of this physics model can be found in [16].
In these equations, g is the gravitational constant, ρ1, ..., ρ4, a1, a2, b1, b2 are other known
constants, λ is the calibration parameter and df is the fractal dimension that is within the
range 1.8 to 2.2. The unit for velocity of the separation (v) is in mm/day. The scientists are
quite confident about the sign of v, so the interests center around only the |v|. Furthermore,
we used the logarithm of |v| as the response for variance stabilization. Thus, the computer
model for y = log |v| is





We performed a designed experiment that spanned the ranges of x1, x2, φ1, ..., φ4 in an
attempt to cover a large space to validate and tune the model. The observed separation rate
is measured by filling glass bottles with the product and then placing them in controlled
storage rooms that have cameras outfitted to take pictures every hour. In Figure 1.1, we
show a set of pictures for two samples placed in the control room for 240 days where we
show the initial picture, the picture at 120 days, and the picture at 240 days. Note that the
first set of pictures does not show any separation that is measurable and is thus below the
3
limit of detection or threshold. The second set of pictures shows the separation rate that is
large enough to be measurable. We used a software that reads in the pixel images to track
the separation over time. The computer program automatically fits a regression line and
outputs the separation rate v (mm/day).
We used a 204-run D-optimal design based on a quadratic response surface model to
conduct the experiment. Out of the 204 measurements, 109 showed so little separation that
the estimated regression slopes were not statistically significant and therefore, the computer
program did not produce any values of v. Thus we have 109 left-censored observations in
which all we know is that |v| is less than the threshold t given by 1.32 × 10−2 mm/day.
We know that if the samples were placed in the control room for a longer period of time,
the separation rates of all the samples would ultimately be measured. But project teams
typically need to move fast requiring analysis of the data as soon as possible, including the
analysis of the censored data. In the next section we develop a general methodology for
model calibration that can handle censored data.
4
Figure 1.1: Two samples with pictures taken at initial placement, 120 days and 240 days
1.3 Methodology
Suppose we have n physical experiments in total. Let y denote the vector of responses
for the n runs. We also have the computer code to simulate the output. The input of the
computer code is composed of two parts: the control variables x = (x1, . . . , xd)T and
the calibration parameters λ = (λ1, . . . , λq)T . The calibration parameters represent some
intrinsic properties of the physical system and are unknown. With each set of input variable
(x,λ), the computer code gives a deterministic output f(x,λ). For the ease of formulation,
assume that the functional form of the computer code is known. In other words, we assume
that the computer code can be executed at virtually no cost. As a matter of fact, if we
have an “expensive” computer code which results in a long running time, the modeling
framework is essentially the same, except that the computer code is also modeled using the
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Gaussian process framework. [1] formalizes the calibration problem in the following way
yi = f(xi,λ) + δ(xi) + εi, (1.1)
where δ(·) is the unknown discrepancy function which accounts for the model inadequacy,
and εi
i.i.d.∼ N(0, σ2) is the observational error, i = 1, ..., n. The discrepancy function δ(·) is
modeled as a realization of a Gaussian process with zero mean, constant variance τ 2 and a







where θ = (θ1, θ2, ..., θd)T are called correlation parameters. Letψ = (θT , τ 2, σ2)T denote
the vector of hyper-parameters in the model. The Kennedy-O’Hagan approach utilizes a
Bayesian framework to estimate λ,ψ and conduct the prediction for new observations.
1.3.1 Model Calibration with Censored Data
Suppose we do not observe the exact values of some outcomes but their values are
known to fall within a certain region. Let the response vector y be composed of two
parts yT = (yTo ,y
T
c ) where the no-dimensional vector yo denotes the outcome of the
observed data, and the nc-dimensional vector yc denotes the outcome of the censored
data. Note that the actual values of yc are not observed, and we only know that yc falls
within certain censoring region C. For the moment assume that C is a hyper-rectangle,
namely, C = [a1, b1] × [a2, b2] × ... × [anc , bnc ]. Let X = (XTo ,XTc )T denote the




n . According to the model in (1.1),




 = τ 2
 Ro + ρIo Roc
RToc Rc + ρIc
 ,
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where Ro is the no × no matrix with jkth element R(X(j)o ,X(k)o ), X(j)o is the jth row of
Xo, Roc is the no × nc matrix with jkth element R(X(j)o ,X(k)c ), ρ = σ2/τ 2, and Io is the
no × no identity matrix. The matricesRc and Ic are defined similarly.










yo|λ,ψ ∼ N(f o(λ),Σo) and (1.3)
yc|yo,λ,ψ ∼ N(f c(λ) + ΣTocΣ−1o (yo − f o(λ)),Σc −ΣTocΣ−1o Σoc). (1.4)
[17] has studied Gaussian process regression with censored data. They use a latent
variable approach, which makes the dimensionality of the integral in their likelihood equal
to the total number of observations. The integrand, also known as Tobit likelihood [18],
cannot be integrated analytically making the likelihood computationally intractable. They
used Expectation Propagation method [19] to approximate the likelihood and obtain the
posterior distribution. On the other hand, the likelihood in our formulation given in (1.2) is
much simpler with dimensionality equal to the number of censored observations, which can
be much smaller than the total number of observations. Moreover, we can take advantage
of the multivariate normal form of the integrand and calculate the exact value of the like-
lihood. Specifically, we use an algorithm for calculating multivariate normal probabilities
developed by [20] which is implemented in the R package mvtnorm [21].
Suppose the prior distribution for the calibration parameters is independent of the hyper-
parameters ψ, i.e. π(λ,ψ) = π(λ)π(ψ). Then the posterior distribution of the parameters
7
is given by
p(λ,ψ|D) ∝ π(λ)π(ψ)L(λ,ψ;D), (1.5)
upon which we can make Bayesian inference for the set of parameters. Let (λ̂, ψ̂) denote
the joint maximum-a-posteriori estimate of (λ,ψ). As in [1], we have chosen to fix ψ at
ψ̂ which makes the analysis computationally tractable.
1.3.2 Prediction of Future Observation
In real world applications, it is often of interest to predict the response (ynew) at a new
location xnew, which is also a major purpose of model calibration. Given the data, the










p(λ|D) = π(λ)L(λ, ψ̂;D)∫
π(λ)L(λ, ψ̂;D)dλ
. (1.7)
It is easy to show that
ynew|yo,yc,λ ∼ N(µynew , σ2ynew), (1.8)
where
µynew = f(xnew,λ) + τ̂
2rT (xnew)Σ
−1
 yo − f o(λ)
yc − f c(λ)
 , (1.9)
σ2ynew = τ̂
2 + σ̂2 − τ̂ 4rT (xnew)Σ−1r(xnew). (1.10)
Here, r(xnew) is the n-dimensional column vector with jth element R(xnew,xj), j =
1, ..., n. Now to obtain p(ynew|D), we can sample as follows. First, we can use a Metropolis-
Hastings algorithm to sample λ from (1.7), then sample yc from the multivariate normal
distribution in (1.4) truncated to yc ∈ C , and finally sample ynew from (1.8). This pro-
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cedure is computationally intensive because sampling from multivariate truncated normal
distribution can be prohibitive when nc is large [22]. The procedure becomes even more
difficult to use when we need to predict the observations at numerous locations of x, al-
though some low-rank approximation methods can be used to simplify this task [23]. If we
can obtain explicit expressions for the mean and variance of ynew|D, we can then approx-
imate the predictive distribution using normal distribution and easily obtain the prediction
and the corresponding confidence interval. Another approximation approach that allows
for exact Bayesian inference will be presented in the next section.
As shown in Appendix A1, the expectation of the predictive distribution of ynew is given
by
E(ynew|D) = Eλ|Df(xnew,λ) + τ̂
2rT (xnew)Σ
−1
 yo − Eλ|Df o(λ)
Eλ|D{f̃ c(λ)− f c(λ)}
 , (1.11)
where f̃ c(λ) = E(yc|D,λ). This can serve as an easy-to-evaluate surrogate model for
the output. To compute (1.11), first we need to evaluate the expectation of a multivariate
truncated normal distribution, E(yc|D,λ). [24] derived the first and second moments of
multivariate truncated normal distribution for the case of left truncation, i.e., bi = +∞, i =
1, 2, ..., nc for the hyper-rectangular region C. [25] and [26] extended the results and were
able to compute higher moments for truncation in a general hyper-rectangular region. Since
only the first and second moments are used for approximating the predictive distribution,
we still adopt Tallis’ method which provides the explicit expressions of the moments and
the derivation for the general hyper-rectangular region is shown in Appendices A2 and
A4. According to (1.16) in Appendix A2, computing expectation of multivariate truncated
normal requires nc evaluations of (nc − 1)-dimensional multivariate normal cumulative
distribution function. Joint use of (1.11) and (1.16) enables us to compute the expectation
of the predictive distribution.
9







yTo − fTo (λ), f̃
T
c (λ)− fTc (λ)
]T }
+ tTnewEλ|DΣ̃c(λ)tnew − τ̂
4rT (xnew)Σ
−1r(xnew) + τ̂







Here Σ−1[,no+1:n] denotes the last nc columns of Σ
−1 and Σ̃c(λ) = var(yc|D,λ) is the
conditional covariance matrix of a multivariate truncated normal distribution. According
to (1.18) in Appendix A4, computing the covariance matrix involves about n2c/2 evaluations
of (nc − 2)-dimensional multivariate normal cumulative distribution function. Moreover,
these computations need to be repeated for each posterior sample of λ. Thus the total
computational effort can be large even with the normal approximation of the predictive
distribution.
1.4 Approximate Method
In the previous section we have proposed an exact method for model calibration with
censored data. Although we are able to compute the likelihood exactly through some effi-
cient algorithms, the inference and prediction can still be time consuming when the number
of censored observations is large. Therefore, it is worthwhile to investigate approximate
methods for efficient computation.
Suppose an observation y is censored in an interval [a, b]. The simplest method to avoid
dealing with the censored data is to replace them with the midpoint of the interval (a+b)/2.
This only works well if the interval [a, b] is narrow, but not when it is wide. Moreover, such
a method ignores the uncertainties in the censored data, that is, the actual value could be
anywhere in the interval [a, b]. In this section we propose a simple but effective method to
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incorporate those uncertainties.
Consider the problem of approximating a uniform distribution U(a, b) with a normal









which can be minimized with respect to µ and ν. Thus,




































The approximation is shown in the left panel of Figure 1.2 for U(0, 1). Using this normal
approximation, we can easily accommodate the censored data into the classic calibration
framework. For censored observations we just add one more term to (1.1) such that
y = f(x,λ) + δ(x) + e+ ε, (1.13)
where y = µ∗ is treated as the observed value and e ∼ N(0, ν∗) represents the extra
uncertainty due to the censorship. Thus, essentially we are using the same model as in
(1.1) with the censored observations replaced by µ∗ but with a larger variance σ2 + ν∗.
The larger variance accounts for the additional uncertainty in the data introduced due to
censoring. The simplicity of this approach is that all the existing techniques for estimation
and prediction in model calibration can be used without the need of any specialized tools
to deal with the censored data.
The model is postulated on log |v| for our liquid stability forecasting application, so we
11




































Figure 1.2: Normal (left) and log-normal (right) approximations of U(0, 1).
need some modifications. More specifically, now we aim to approximate a U(0, t) with a
log-normal distribution LN(µ, ν). Then,




























log t− µ− ν√
2ν
)
= (log t− 1, 0.4676).
The right panel of Figure 1.2 displays the approximation using log-normal distribution for
U(0, 1). It does not look like a great approximation, but definitely should work better than a
point mass distribution at t/2. The approximation can be further improved using a mixture
of normal distributions as in [27]. The details are given in Appendix A5.
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1.5 Results
In this section, we illustrate the performance of the proposed calibration methods by
first using a simulated example and then using the motivating example on liquid stability
forecasting. Three methods are used in the comparison: the original Kennedy-O’Hagan
(KO) approach using only the observed data, the exact calibration method developed in
Section 3, and the approximate calibration method using the normal approximation pro-
posed in Section 4.
1.5.1 Simulation Example
Suppose the underlying true function is y = 2x + 0.5 − 4(x − 0.5)2 where we use
y = λx + 0.5 as the computer model and δ(x) = −4(x− 0.5)2 represents the model bias.
For observed data, we sampled six design points xo uniformly from [0, 0.043] ∪ [0.138, 1]
with two replicates. The data are generated using y(xo) = 2xo + 0.5 − 4(xo − 0.5)2 + ε,
where ε ∼ N(0, 0.03). We also sampled ten design points xc uniformly from [0.043, 0.138]
for censored data. Note that y(xc) ∈ [−0.25, 0.25] is taken as the censoring interval.
We applied the three aforementioned calibration methods (exact, approximate and ob-
served) to the data where ε ∼ N(0, σ2) and δ(x) follows a Gaussian process with mean
zero, variance τ 2, and correlation function R(x, x′) = exp{−θ(x− x′)2}. We used non-
informative priors for the parameters τ 2 and σ2, a uniform prior U(1, 3) for λ and U(0, 150)
for θ. We repeated these simulations 1000 times (see Figure 1.3 one specific case) and
compared the mean squared prediction error MSPE =
∑n
i=1(yi − ŷi)2/n, the estimated




#{yi ∈ [L̂i, Ûi], i = 1, ..., n},
where ŷi is the predicted response, L̂i and Ûi are the lower and upper bounds of the 95%
prediction interval. The prediction intervals for the approximate and observed methods are
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computed based on the quantiles of predictions from the MCMC samples. For the exact
method, the bounds are approximated by L̂i = ŷi − z0.975
√
Vi, Ûi = ŷi + z0.975
√
Vi and
Vi is the predictive variance. The results are plotted in Figure 1.4. We can see that both
the exact and the approximate methods clearly outperform the KO approach that ignores
the censored observations. Note that all the three methods are biased in estimating the
calibration parameter λ due to the identifiability issue of the Kennedy-O’Hagan calibration
framework [6, 28].





















Figure 1.3: A specific case of the simulated example (circle represents observed data and
triangle represents censored data).
1.5.2 Application to Liquid Stability Forecasting
We now return to the study of separation rate in the process of liquid compression
described in Section 1.2. As shown in Figure 1.5, a log-normal prior is postulated for
λ based on previous experiments (the details are omitted due to confidentiality reasons).

















































Figure 1.4: Comparison of the three calibration methods using the simulated example
(MSPE is smaller-the-better, η should be close to 0.95, and λ should be close to 2).
experience. We have replicates in our experimental design so that error variance σ2i for
each individual observation can be estimated beforehand, i = 1, ..., n. It is not easy to
postulate a prior for the correlation parameter θ. One possible choice proposed by [29]
is θi
i.i.d.∼ Gamma(2, d̄2/ log(2)) for i = 1, ..., 6, where d̄2 is the harmonic mean of the
pairwise squared distance between the design points. We used the maximum-a-posteriori
estimate of ψ based on (1.5) as the plug-in estimator for prediction. Since the posterior
distribution of λ is concentrated around its mode according to Figure 1.5, we also fixed λ
at its maximum-a-posteriori estimate to simplify the computations. The performance of the
methods is assessed from two aspects. For the observed data, the mean squared prediction










#{yi > t′, yi ∈ [L̂i, Ûi], i = 1, ..., n},
where t′ = log(t) is the censoring threshold for y, ŷi is the predicted response, L̂i and
Ûi are the lower and upper bounds of the 95% prediction interval. For censored data, we
cannot use these two measures because the exact separation rate is unknown. Instead, the














Figure 1.5: Prior and posterior distribution of λ in the liquid stability forecasting applica-
tion.












#{yi ≤ t′, Ûi ≤ t′, i = 1, ..., n}.
We used a five-fold cross-validation procedure to compare the performance so that the re-
sults are less prone to over-fitting. The summary of the performance measures is displayed
in Table 1.1.
We find that the approximate method achieves the best MSPE and coverage rate η for
observed data. On the other hand, exact method’s performance for censored observations
is the best according to α, γ, and ζ . In general, the exact and the approximate methods
both have better overall performance than the calibration method using only the observed
16
Table 1.1: The comparison of the performance of model calibration methods (MSPE, α
smaller the better, η should be close to 0.95, γ, ζ larger the better)
Observed Approximate Exact
MSPE 0.182 0.139 0.154
η 0.937 0.947 0.937
α 0.129 0.129 0.083
γ 0.991 0.991 1
ζ 0.230 0.403 0.596
data. As expected, the approximate method is much faster than the exact method. It took
only 1.3 hours for the approximate method for the computations within each fold, whereas
it took 40.4 hours for the exact method in a 3.33 GHz desktop.
1.6 Conclusions
This chapter proposes an approach for solving model calibration problem when cen-
sored observations are present in the physical experiment data. Following Kennedy and
O’Hagan’s approach, a Gaussian process framework is adopted for the estimation of cali-
bration parameters and model bias. Compared to the existing literature dealing with cen-
sored data in Gaussian process regression, our proposed calibration method uses exact
computation of the likelihood. We also proposed a computationally efficient approximate
method, whose performance is found to be only slightly inferior to that of the exact method.
A great advantage of the approximate method is that all the existing methods for model cal-
ibration can be used to deal with the censored data with only minor modifications. There-
fore we recommend using the approximate method when the number of censored observa-
tions is large or the censoring interval is narrow, and otherwise the exact method should
be preferred. The approximate method can be further improved using a mixture normal
approximation as discussed in Appendix A5.
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1.7 Appendix
A1. Expectation of the predictive distribution










where the denominator equals to p(yo|λ)
∫
C



































snew(λ) = f(xnew,λ)− tTnewf c(λ) + τ̂ 2rT (xnew)Σ−1[,1:no](yo − f o(λ)).
By substituting the numerator and denominator into (1.14), we obtain
E(ynew|D,λ) = tTnewE(yc|D,λ) + snew(λ). (1.15)
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Taking expectation with respect to posterior distribution of λ for the formula above yields
E(ynew|D) =tTnewEλ|D{E(yc|D,λ)}+ Eλ|Dsnew(λ),
which can be rewritten as (1.11).
A2. Expectation of multivariate truncated normal distribution
Suppose W ∼ N(µ,Σ), and diag(Σ) = (σ21, σ22, ..., σ2m)T . Then the joint distribution
of Xi , (Wi − µi)/σi is X ∼ N(0,R), where R is the correlation matrix of W , i =














Then it can be shown that





where α = P (X ∈ C) = Φm(a, b;R), ρiq is the (i, q) element of correlation matrix R,
φ(aq) is the standard normal density function evaluated at aq,Aq,y is an (m− 1)× 1 vector
with sth entry Aqs,y = (as − ρsqyq)/
√
1− ρ2sq, Bq,y is an (m − 1) × 1 vector with sth
entry Bqs,y = (bs − ρsqyq)/
√
1− ρ2sq, y = a, b, and Rq is the matrix of first-order partial
correlation coefficients ofXs for s 6= q. Based on this we can readily obtain the expectation
of truncated version ofW by transformingX back toW .
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A3. Variance of the predictive distribution










where the denominator equals to p(yo|λ)
∫
C











































2 + σ̂2 − τ̂ 4rT (xnew)Σ−1r(xnew).












+ s2new(λ) + vnew −
[
tTnewf̃ c(λ) + snew(λ)
]2
=tTnewΣ̃c(λ)tnew + vnew. (1.17)
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Then, we incorporate the variability of λ using the law of total variance
var(ynew|D) =Eλ|Dvar(ynew|D,λ) + varλ|DE(ynew|D,λ).
Using the results from (1.15) and (1.17) we can easily verifies (1.12).
A4. Variance of multivariate truncated normal distribution
Using the same notations from Appendix A2, the formula for the second order moments













(ρjr − ρjqρqr)[φ(aq, ar; ρqr)Φm−2(Aqr,aA,Bqr,aA;Rqr)+
φ(bq, br; ρqr)Φm−2(Aqr,bB,Bqr,bB;Rqr)− φ(aq)φ(Bqr,a)Φm−2(Aqr,aB,Bqr,aB;Rqr)−
φ(bq)φ(Aqr,b)Φm−2(Aqr,bA,Bqr,bA;Rqr)]}, i, j = 1, ...,m, (1.18)
where φ(aq, ar; ρqr) is the bivariate normal density function with mean zero and covariance
matrix [1, ρqr; ρqr, 1] evaluated at (aq, ar),Aqr,yY is an (m− 2)× 1 vector with sth element
A
(s)
qr,yY = (Aqs,y − ρsr.qYqr,y)/
√
(1− ρ2sr.q), ρsr.q = (ρrs − ρqsρqr)/
√
(1− ρ2qr)(1− ρ2qs)
with y taking a or b, Y taking A or B, and Rqr is the matrix of second order partial
correlation coefficients of Xs for s 6= q, s 6= r, q 6= r. Bqr,yY is defined in the same way
asAqr,yY . Thus the variance-covariance matrix of the truncated normal distribution can be
computed as
V ar(X|X ∈ C) = E(XXT |X ∈ C)− E(X|X ∈ C)E(X|X ∈ C)T .
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A5. Approximate method based on a mixture of normal distributions
When approximating the censored region via the normal distribution is inadequate, we
may adopt the mixture normal distribution to achieve a better approximation. Again, con-
sider the case of a uniform distribution U(a, b). Let m(y;µ,ν,w) denote the density of the







k=1wk = 1. We obtain the optimal parameter set by minimizing the Hellinger
distance, i.e.,















Using normal mixture does not yield an explicit expression as before, so we need to op-
timize the parameters numerically. Exploitation of the symmetry of m(y) helps reducing
the number of parameters. Let µ0 = (a + b)/2. When the number of components K = 2,
for instance, µ = µ0 ±∆, ν1 = ν2 = ν and w1 = w2 = 0.5 so the number of parameters
to estimate is reduced to two, that is, ∆ and ν. Similarly we only need to estimate four
parameters when K = 3. The two cases with K = 2 and K = 3 are shown in Figure 1.6.
Now that we have the optimal parameter set (µ∗,ν∗,w∗), we can use the same model
as in (1.13) except that now µ0 is treated as the response and e follows the mixture normal
distribution with density m(e;µ∗ − µ0,ν∗,w∗) where µ0 denote the vector of µ0 with
length K. We can still estimate the parameters of the model under Bayesian framework.
Following the notations from Section 3.1 with yc replaced by µ0, the likelihood function
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can be written as
L(λ,ψ;y) = p(y|λ,ψ) =
K∑
k=1
wkφ(y;f(λ) + µk,Σ + Σk),
where µk = ((0, ..., 0)1×no , (µ∗k−µ0, ..., µ∗k−µ0)1×nc)T and Σk is the diagonal matrix with
diagonal elements ((0, ..., 0)1×no , (ν∗k , ..., ν
∗
k)1×nc). We can conduct Bayesian inference of
the parameters following the same strategy as Section 3.1.




































Figure 1.6: Two-mixture (left) and three-mixture(right) normal approximations of U(0, 1).
























 τ̂ 2 + σ̂2 τ̂ 2rT (xnew)
τ̂ 2r(xnew) Σ + Σk
).
The predictive distribution above is not hard to evaluate and thus we can obtain predictive
samples of ynew using Monte Carlo methods.
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CHAPTER 2
AUTOMATIC KRIGING FOR LARGE DATASET
In this Chapter, we propose an interpolation technique which can be used with large and
unstructured data. Kriging is widely used for interpolation of unstructured data because of
its ability to produce confidence intervals for predictions. The model is fitted to the data
using maximum likelihood or cross validation-based methods. Unfortunately, the fitting is
expensive for large data because one evaluation of the objective function requires O(n3)
operations, where n is the size of the data. There exist other interpolation techniques such
as inverse distance weighting (IDW), which do not require any estimation and therefore
can be easily used with large data. However, the performance of IDW can be significantly
worse than kriging. In this chapter, we propose a kriging method that does not require any
estimation from data and whose performance is much better than that of IDW. We also
propose a novel approach to choose nuggets in kriging that can produce numerically stable
results, which is important for applying the technique to unstructured data. A technique for
adaptively choosing the kernels is also developed.
2.1 Introduction
Gaussian process or kriging is a commonly used technique to build surrogate models. It
was originally applied in geostatistical problems [30]. Nowadays it has a wide range of ap-
plications in metamodeling, interpolation, spatial statistics, computer experiments, hydro-
geology, remote sensing, etc. Among all the metamodeling techniques, kriging performs
reasonably well in terms of accuracy and model complexity (see, e.g., [31]).
In the “big data” era, the scalability of statistical methods becomes more and more
important. There is no exception for the Gaussian process predictors. For Gaussian process
model, the correlation parameters are usually unknown and need to be estimated. The
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classic estimation methods are either based on maximizing the likelihood or minimizing the
cross-validation error, but they are all quite computationally intensive when the sample size
n or the dimensionality p goes large. This is because both maximum-likelihood and cross-
validation involve solving the inverse of correlation matrix of the design with a number of
varying correlation parameters, which can be prohibitive for large dataset.
There is a rich literature on mitigating the computational complexity of estimation in
Gaussian process model. [23] uses the predictive process model which projects the original
process onto lower dimensional space to simplify the computations. On the other hand, [32]
resorts to approximation of the likelihood. [33], [34], [35], [36], [37], [38] approximate the
covariance function and make use of sparse covariance matrix. Neighborhood-based local
Gaussian process methods have been proposed by [39], [40], [41], [42], and they focus
mainly on making predictions. [43] and [9] adopt tree-based regression to deal with mas-
sive data. [44] models large-scale computer experiment through iterative construction of
the predictor. [45] incorporates physical knowledge into the statistical model and proposes
a surrogate model capable of conducting efficient predictions. Advanced computing tech-
niques using GPU, cluster, symmetric-multiprocessor, etc. are also deployed in Gaussian
process modeling, see [46] among others.
To circumvent the difficulty of solving matrix inverse, we propose the automatic kriging
method which quickly finds the correlation parameter according to the mutual distances of
design points. The computation using proposed method is quite simple and there is no need
to evaluate the objective function involving matrix inversion for many times, as is the case
in traditional methods. Since the distance-based estimation may not be as accurate as the
likelihood/cross validation-based estimation, the predictor in proposed approach should be
robust to misspecification of correlation parameters. Predictors with such properties can
be found in [47], [48] among others. With a properly chosen correlation function, we can
show that the automatic kriging predictor will converge to the inverse distance weighting
predictor ([49], [50]) in the worst case.
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Unstructured data often takes place in real-world applications. Namely, the observa-
tions do not necessarily come from well-designed experiments and there can be unneces-
sary replicates and close design points. The proposed predictor can experience numerical
stability issues when the design points fall too close to each other. There exist several
techniques to deal with such problems, such as adding nugget to the correlation matrix,
covariance tapering [36], and fixed rank kriging [35], to list a few. Among them, adding
nugget is the simplest approach yet yields satisfactory performance in most of the cases.
Adding nugget can improve numerical stability and coverage of confidence interval, see
[51], [52]. A drawback of using such method is that the predictor is no longer an interpola-
tor, but a smoother instead. [53] derives the lower bound of constant nugget to minimize the
unnecessary over-smoothing. [52] also studies how to choose the fixed nugget for kriging
modeling.
The nugget term can be regarded as the error variance. As heteroskedasticity occurs
often in statistical modeling, it is a natural idea to use a non-constant nugget. Such type of
idea can be found in many works. [54] uses another Gaussian process to model the error
variance of the Gaussian process regression. [55] proposes kriging with modified nugget
effect which assumes heterogeneous error variance. The stochastic kriging proposed by
[56] assumes that replicates are available at each design point and the error variance at a
certain location is estimated from the sample variance of the replicates. [57] demonstrates
through numerical examples the robustness of ordinary kriging in metamodeling with het-
erogeneous variances. [58] studies Gaussian process regression with input measurement
error. [59] adopts heteroskedastic Gaussian process model to handle simulation experi-
ment with replicates. We propose the adaptive nugget approach to solve the instability
problem in unstructured data. The idea behind our method is to add nugget adaptively so
as to control the determinant of covariance matrix and to improve stability of the predictor.
For design points which are close to each other, the proposed method will automatically
assign large nugget to them.
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Automatic kriging can be further enhanced by having adaptive kernel. Constant corre-
lation parameter across all data points is the standard assumption in usual Gaussian process
models, but in real-world problems, the underlying process can be non-stationary and the
correlation parameters can vary. The adaptive kernel approach proposed in this chapter is
to provide Gaussian process model with the flexibility of dealing with complex and non-
stationary problems. Non-stationary covariance functions has been studied by others as
well. [60] proposes to model the covariance structure and build the kriging model using
only the design points within a moving window centered at the estimate location. The
Ph.D. thesis [61] proposes a covariance function with spatially varying length scales, but
it is hard to carry out the estimation based on such covariance function. Non-stationary
Gaussian process is also studied in [62], which proposes to map the original spatial pro-
cesses into a latent space to deal with non-stationarity and anisotropy. [63] proposes a
non-stationary kriging model with lifted Brownian coviance function which demonstrates
desirable behavior in both short and long ranges. The adaptive kernel approach proposed in
the chapter adopts distance-based kernel and avoids the need for estimation, which results
in rapid computation.
The Chapter is organized as follows: Section 2.2 introduces the framework of Gaussian
process modeling and the distance-based estimation for correlation parameter. It also de-
scribes he limiting behavior of automatic kriging. The proposed predictor is compared with
inverse distance weighting and ordinary kriging through simulation studies. In Section 2.3,
the performance of the automatic kriging is further enhanced by adding adaptive nugget.
We illustrate the computation of individual nugget for each design point and iterative con-
struction of correlation matrix inverse. The adaptive kernel idea is demonstrated in Section
2.4, where the estimation and the construction of the predictor are shown in detail. We
draw the conclusions in Section 2.5.
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2.2 Automatic Kriging
Suppose a certain system output y(x) can be represented using the Gaussian process
y(x) = µ+ δ(x), (2.1)
where µ is the unknown mean parameter, δ(x) follows a Gaussian processGP (0, τ 2R(·, ·)),
and τ 2 is the variance of the Gaussian process. Here R(·, ·) is the inverse multiquadric cor-










with θ = (θ1, ..., θp)T being the correlation parameters. A systematic review of the cor-
relation functions for Gaussian process can be found in [65]. Suppose we have n de-
sign points X = {xi ∈ [0, 1]p, i = 1, ..., n} and the corresponding responses are y =
(y1, ..., yn)
T . The traditional methods to estimate θ are based on likelihood or cross-
validation. These methods involve the inverse of n × n correlation matrix R whose ijth
element is R(xi,xj),i, j = 1, ..., n. The computation is very costly when n or p is large.
Therefore, we aim to seek for approach with fast estimation which can still yield good
fitting.
Our idea is to build such an estimator based on mutual distances among all design
points. We first simplify the correlation function to be isotropic such that θ1 = ... = θp = θ.
Then the correlation function can be written as R(xi,xj) = 1/{1 + d2ij/θ2}, where dij
is the Euclidean distance between xi and xj , i, j ∈ {1, ..., n}. If we assume a certain
type of “averaged” distance can be obtained, θ can be estimated by setting the correlation





{d(x,xi)|d(x,xi) < d(x,xj), ∀j = 1, ..., n},
where d(x,xi) is the Euclidean distance between x and xi. Then our estimate of θ can be






, 0.5), i = 1, ..., n}, (2.3)
among which the quantile approach is of our final choice. The reasoning and empirical
studies for using quantile to estimate θ are given in the Appendix in Section 2.6. The
distance-based estimator for θ is much faster than those obtained from traditional methods,
so it is an ideal candidate to perform Gaussian process modeling in a big data setting.
Although our correlation parameter estimate is easy to compute, it can be less accurate
than the likelihood or cross validation-based estimates. Thus one important aspect of our
methodology is to have an emulator which is robust to parameter misspecification. The






where r(x) is an n-dimensional vector with ith elementR(x,xi), and 1 is the n-dimensional









We have the following connection between LK and IDW predictors:
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Theorem 2.2.1. Let the correlation function be the inverse multiquadric correlation defined
in (2.2). Then as θ → 0, ŷLK(x)→ ŷIDW (x).
Proof. Under inverse multiquadric kernel, the ith element of r(x) is R(x,xi) = 1/{1 +
d2(x,xi)/θ














On the other hand, the ordinary kriging (OK) predictor does not share such good prop-




 ȳ ,x /∈X,y(x) ,x ∈X,
which makes OK predictor very volatile when θ goes to zero. If we look at Figure 2.1 where
IDW, OK and LK are compared using function y = sin[30(x− 0.9)4] cos(2x− 1.8) + (x−
0.9)/2 in [66] with 20 uniformly distributed design points, LK predictor performs better
than both IDW and OK with distance-based correlation parameter estimate.
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Figure 2.1: The comparison of IDW, OK and LK with n = 20
We conduct a formal simulation study to check the performance of different predictors.
Within each simulation run, we generate designs with 20 and 100 points from U(0, 1),
respectively. Inverse distance weighting is used as benchmark and the MSPE of LK and







where ntest is the size of the testing data. There are 100 simulations runs with each design
size. The ratios of MSPE are summarized and displayed in Figure 2.2. OK outperforms
IDW in 20-point design, but not the case in 100-point design. On the contrary, automatic
kriging using LK consistently performs well regardless of the design size. Thus the limit
kriging predictor is of our choice for the proposed methodology.
Now we compare the performance of different predictors using higher dimensional ex-



















Figure 2.2: The comparison of IDW, OK, LK with n = 20 (left) and n = 100 (right)
uniformly-distributed design points using 1d function.
1. The Franke two-dimensional function
y =0.75 exp{−(9x1 − 2)
2
4
− (9x2 − 2)
2
4
}+ 0.75 exp{−(9x1 + 1)
2
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− 9x2 + 1
10
}
+ 0.5 exp{−(9x1 − 7)
2
4
− (9x2 − 3)
2
4
} − 0.2 exp{−(9x1 − 4)2 − (9x2 − 7)2},
and the eight-dimensional Borehole function
y =
2πTu(Hu −Hl)
ln(r/rw){1 + 2LTuln(r/rw)r2wKw + Tu/Tl}
are adopted to compare the methods. The fit by IDW and LK from one simulation run is
displayed in Figure 2.3. According to the results with 100 simulations in Figure 2.4, auto-
matic kriging with LK still achieves the best performance among all three methods. Thus
the superiority of automatic kriging is demonstrated for uniformly-distributed designs.
Automatic kriging avoids the costly likelihood/cross validation-based estimation, so it
should have advantage in handling large dataset. In fact, it not only bypasses inverting
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Figure 2.3: Comparing IDW and LK in 2d example. Left panel: Franke 2d function.
Middle panel:The fit by IDW using 100 design points from U(0, 1)2. Right panel: The fit
by LK using 100 design points from U(0, 1)2
the high dimensional correlation matrix, but also makes the computational complexity ir-
relevant to p since all dimensions share the common distance-based correlation parameter.
For large designs, automatic kriging using LK still performs well in terms of overall fit
as shown in Figure 2.5. Moreover, it is much faster than the approaches using traditional
estimation. For example, one simulation run using Borehole function with 1,000 design
and 1,000 testing points takes automatic kriging about 10 seconds while it takes 2400s for
a 300-point design with 1000 testing points using likelihood-based method implemented
via the GPfit library in R on a 3.33 GHz desktop.
We also compare the computational time of automatic kriging with other state-of-art
methods. For this comparison, we employ the Ackley’s path function










cos(cxi)/p}+ a+ exp (1),x ∈ [−2, 2]p
with a = 2p, b = 0.2 and c = 2π. The plot of the function when p = 2 is shown in Figure
2.6. The performance of automatic kriging is compared with that of local Gaussian process
proposed in [39] implemented via R package laGP. When there are 1,000 design points






















Figure 2.4: Comparing the MSPE of IDW, OK and LK. Left panel: Franke 2d function
with 100 uniformly-distributed design points. Right panel: Borehole function with 300
uniformly-distributed design points.
19.3 seconds for automatic kriging and 21.4 seconds for local Gaussian process, and their
MSPE are 0.33 and 14.4, respectively. Let m denote the size of the neighborhood in local
Gaussian process. The theoretical complexity of the two methods are O(n3 + ntestn) and
O(ntestm
3), respectively. Then we systematically compare the two methods with different
design size n and dimensionality p, and the results are summarized in Table 2.1. We did not
vary the number of prediction points since the computational complexity of both methods
are linear in the number of prediction points. Automatic kriging demonstrates better fit to
the data than local Gaussian process, and the computational time of the two methods is
comparable with moderate design size. When n is much larger than the neighborhood size
in local Gaussian process, laGP is faster than automatic kriging.
2.3 Adaptive Nugget
Oftentimes there exist close points in real data, especially when the size of dataset is







































Figure 2.5: Comparing the MSPE of IDW, OK and LK for large designs. Left panel: OK
vs. IDW for 1d function with 10,000 design points. Middle panel:LK vs. IDW for 1d
function with 10,000 design points. Right panel: Borehole 8d function with 10,000 design
points.
Table 2.1: The comparison between automatic kriging and local Gaussian process using
Ackley’s path function
Automatic kriging local GP
Time(s) MSPE Time(s) MSPE
n = 100, p = 10 1.75 0.21 1.28 1.02
n = 1000, p = 10 15.53 0.08 15.94 1.51
n = 10000, p = 10 340.96 0.08 16.75 1.43
n = 100, p = 50 2.27 1.65 1.81 8.06
n = 1000, p = 50 19.3 0.33 21.38 14.4
n = 10000, p = 50 417.45 0.03 23.08 25.44
both LK and OK deteriorate quickly (see the left panel of Figure 2.7, where there is only
one pair of close points in red circle). It has been a common practice to add a fixed nugget
λI to R to mitigate such problem where λ > 0 and I is the n × n identity matrix (see
[51] among others). The nuggets can be viewed as the error variance of the corresponding
observations and they do not necessarily remain the same. For example, large nuggets are
added to close points but very small or even no nuggets are needed for other points. As can
be observed from right panel of Figure 2.7, there is only one pair of close points but adding
fixed nugget will drag all the points towards the mean.
The method proposed by us can actually assign different nuggets to different locations.
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Figure 2.6: The plot of Ackley’s path function when p = 2
Our principle is to sequentially add point to the current design and then compute its nugget.
Suppose the design points are ordered (we shall show how to decide the order later) and
we have already added nuggets for k points. Now, we want to choose the nugget for
the next point xk+1. The principle for computing the nugget is to stabilize our predictor
by controlling the determinant of the working correlation matrix R + Λ where Λ is the
diagonal matrix with diagonal elements λ1, ..., λn which we call a nugget matrix. Let Rk
and Λk denote the correlation and nugget matrix for the first k points. Now when there are
k + 1 points,
Rk+1 + Λk+1 =
 Rk + Λk rk(xk+1)
rTk (xk+1) 1 + λk+1
 .
We can show the existence of a sequence of nugget to control the determinant of working
correlation matrix, as stated in the theorem below.
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Figure 2.7: Design with close points. Left panel: LK fails when having one pair of close
points. Right panel: Using constant nugget will pull all the design points towards the mean.
Theorem 2.3.1. There exists a sequence of nugget λ1, λ2, ..., λn such that |Rk + Λk| is
constant for k = 1, ..., n.
Proof. Based on the result of determinant of block matrix, we have
|Rk+1+Λk+1| = {1+λk+1−rTk (xk+1)(Rk+Λk)−1rk(xk+1)}|Rk+Λk|, k = 1, ..., n−1,
where rk(x) is a k-dimensional vector with ith element R(xi,x), i = 1, ..., k. If we com-
pute the nugget for k + 1st point by
λk+1 = r
T
k (xk+1)(Rk + Λk)
−1rk(xk+1), (2.5)
the determinant will remain constant. By further setting Λ1 = λ1 = 0, |R1 + Λ1| = ... =
|Rn + Λn| = |R+ Λ| = 1.
After enabling adaptive nugget, as one may observe from Figure 2.8 and 2.9, the con-
dition number of the correlation matrix remains small through controlling the determinant.
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In this example, we use the one-dimensional function y = exp{(x+ 1/2)2} · sin{exp[(x+
1/2)2]} from [44] with 81 evenly spaced design points and the correlation parameter is
fixed at 269.
Figure 2.8: The determinant from fixed nugget approach versus that from adaptive nugget
approach
Figure 2.9: The condition number from fixed nugget approach versus that from adaptive
nugget approach
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If we simply use (2.5) and make the determinant remain constant, the nuggets tend to be
unnecessarily large which leads to over-smoothed emulator. Hence one more algorithmic
parameter q is added for computing the nugget of a newly added design point to avoid the




{rTk (xk+1)(Rk + Λk)−1rk(xk+1)− q}3+, (2.6)
where rk(xk+1) is a k-dimensional vector with ith element R(xi,xk+1), i = 1, ..., k, and
the parameter q is to control the size of nugget. A rule of thumb is to use q = 0.99 so
that a nugget is not added unless rTk (xk+1)(Rk + Λk)
−1rk(xk+1) > q. A comparison of
computing nugget through (2.5) and (2.6) is made in the left panel of Figure 2.10.





































Figure 2.10: The comparison of computing nugget using formula (2.5) and (2.6). Left
panel: Plot of λ for newly added point. Right panel: Plot of m in formula (2.8).
Now we show how to decide the order of the design. The first point x(1) is chosen to
be x(1) = argmaxxi{|y(xi) − ȳ|, i = 1, ..., n} where ȳ = 1n
∑n
i=1 yi. Suppose we have
already ordered k points x(1), ...,x(k), k = 1, ..., n − 1 and computed their corresponding
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nuggets according to (2.6). Then the next point x(k+1) is decided upon
x(k+1) = argminxi
{rTk (xi)(Rk + Λk)−1rk(xi),xi /∈Xk, i = 1, ..., n}, (2.7)
whereXk = {x(1), ...,x(k)}. The idea behind this formula is to choose next point with the
smallest nugget to avoid the instability issue. Combined with formula (2.6), this enables us
to obtain the fully ordered data x(1), ...,x(n) and the nugget matrix Λ simultaneously.













As mentioned in the first paragraph of this Section, the original version of automatic kriging
does not perform well with the presence of close points in the design. Adaptive nugget is
brought in to resolve this issue and we can check how well it performs now. As shown in
Figure 2.11, the performance of LK predictor for design with close points greatly improves
after incorporating adaptive nugget. A formal simulation study is also conducted and the
result is shown in Figure 2.12. We adopt the one-dimensional function with 100 pairs of
close points (mutual distance< 10−6). One can see that both OK and LK fail in this case,
but LK with adaptive nugget clearly outperforms IDW.
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Figure 2.12: Comparing the MSPE of different methods for 1d function with 100 pairs of
close points. Left panel: IDW, OK and LK. Right panel: LKAN versus IDW.
The LKAN predictor actually also works well for non-stationary designs. For the one-
dimensional function, 75 points are generated from U(0, 0.5) and 25 points are generated
from U(0.5, 1). Figure 2.13 shows that LK performs better than IDW and OK, and LKAN
with q=0.99 performs even better. The results from Franke function with 72 points from
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U(0, 0.5)2 and 28 points from U(0, 1)2, as well as Borehole 8d function with 150 points





















Figure 2.13: Comparing the MSPE of IDW, OK, LK and LKAN for 1d non-uniform design.
Left panel: LK versus IDW and OK. Right panel: LKAN versus LK.
In light of sequential usage of design points, we can invert the correlation matrix itera-
tively using
(Rk+1 +Λk+1)
−1 = (Rk +Λk)−1 + (Rk +Λk)−1rk(xk+1)rTk (xk+1)(Rk +Λk)−1/m −(Rk +Λk)−1rk(xk+1)/m
−rTk (xk+1)(Rk +Λk)−1/m 1/m
 ,
(2.8)
where m = 1 + λk+1 − rTk (xk+1)(Rk + Λk)−1rk(xk+1). The plot of m under different
approaches of computing adaptive nugget is displayed in the right panel of Figure 2.10.
One may be concerned with the rounding errors resulted from iterative computation of
the inverse of correlation matrix. When m in the formula above is relatively small, the




























Figure 2.14: Comparing the MSPE of IDW, OK, LK and LKAN for non-uniform design.
Left panel: LK versus IDW and OK for 2d Franke function. Right panel: LK versus IDW
and OK for 8d Borehole function.
to check on this issue. Suppose there are n equally spaced points in [0,1] and the correla-




1 ρ ρ2 ... ρn−1
ρ 1 ρ ... ρn−2
...
ρn−1 ρn−2 ... 1

,





1 −ρ 0 ... 0
−ρ 1 + ρ2 −ρ ... 0
...
0 0 ... −ρ 1

,
where ρ = exp(− θ
n−1). LetR
−1
solve denote the inverse obtained from standard solve function
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in R andR−1iter denote the inverse obtained from iterative approach described in this section.
We fix θ = 1, and compute the infinity norm || · ||∞ and Frobenius norm || · ||F of the error
matricesR−1solve−R
−1 andR−1iter−R−1 with varying design size n. Note that θ used in this
example should be much larger than 1 in reality, but we choose this value to amplify the
numerical errors. As we can see from Figure 2.15, by reducing the computation through
iterative approach, it indeed incurs larger rounding errors than the benchmark method. The
magnitude of errors is acceptable with moderately large datasets, but for very large dataset,
we need to adopt more stable computational method to control the rounding error.













|| ||∞ for solve
|| ||∞ for iter
|| ||F for solve
|| ||F for iter
Figure 2.15: Rounding errors of different approaches for computing matrix inverse with
varying design size.
2.4 Adaptive Kernel
The traditional Gaussian process models use the same kernel/correlation function across
all data points. However, non-constant kernels can be useful to handle unstructured data
and non-stationary processes. For example, we can have an unequally-spaced design as
shown in the left panel of Figure 2.16. More design points are placed in the left region
of the function since this part is more volatile. For this example, it is more reasonable to
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have narrower kernels in the left part and wider ones in the right part. However, if we just
proceed with the usual limit kriging, the kernel width will be constant as shown in the right
panel of Figure 2.16.

































Figure 2.16: Motivating example of adaptive kernel. Left panel: An unequally-spaced
design. Right panel: Traditional approach with constant kernel width.
Inspired by the idea of enabling adaptive nugget by sequentially adding design points,
we consider further allowing for adaptive kernel in automatic kriging. That is, for each
design point, it can have its own kernel function to better represent the dynamics of under-









, i = 1, ..., n,
where θi = (θi1, ..., θip)T are the kernel parameters corresponding to design point xi. As-
suming the kernel parameters for the design points are known, the predictor based on adap-
tive kernel model is
ŷ(x) =
rTn (x− x1, ...,x− xn;θ1, ...,θn)(R+ Λ)−1y
rTn (x− x1, ...,x− xn;θ1, ...,θn)(R+ Λ)−11
, (2.9)
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where rn(x−x1, ...,x−xn;θ1, ...,θn) is an n-dimensional vector with ith elementR(x−
xi,θi), R is the n× n kernel matrix with ijth element R(xi − xj,θj), i, j = 1, ..., n, and
1 is the n-dimensional vector composed of ones. Here Λ = diag(λ1, ..., λn) is the diagonal
nugget matrix computed using the adaptive nugget approach introduced in Section 2.3 and
the details are shown below.
With such type of adaptive kernel, it becomes easier for us to address the non-stationarity
of the underlying process. Nevertheless, we need to estimate correlation parameters at each
design point now while only one set of correlation parameters needs to be estimated in tra-
ditional Gaussian process model. For the adaptive kernel model, it is infeasible to use
maximum likelihood estimation due to the dimensionality of the parameters, especially
with the presence of a large number of design points. Therefore, we resort to a data-driven
approach for estimation. Similar to the adaptive nugget idea, the design points are sequen-
tially added to the current design according to formula (2.7). To simplify the notations,
we use x1, ...,xn to denote the ordered data. Suppose we have already estimated θ1, ...,θk
and computed λ1, ...,λk, k = 1, ..., n− 1. Based on the same idea as estimating fixed cor-
relation parameter in (2.3), θk+1 corresponding to the k + 1st added design point xk+1 is
estimated by
θ̂k+1 = Dk+1,
where Dk+1 is the filling distance of xk+1. With such definition of kernel width for each
design point, the kernel functions in the earlier example are shown in Figure 2.17.
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Figure 2.17: Adaptive kernel for the unequally-spaced design example.




{rTk (xk+1−x1, ...,xk+1−xk; θ̂1, ..., θ̂k)(Rk+Λk)−1rk(x1−xk+1, ...xk−xk+1; θ̂k+1)−q}3+,
where rk(x1−xk+1, ...xk−xk+1; θ̂k+1) is a k-dimensional vector with ith elementR(xi−
xk+1, θ̂k+1), i = 1, ..., k, Λk = diag(λ1, ..., λk) and q is the algorithmic parameter which
controls the size of nugget. As is shown in Figure 2.18, limit kriging with adaptive kernel
does a much better job in capturing the dynamics of the underlying system than the original
LK model.
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Figure 2.18: The comparison of limit kriging with adaptive kernel with the original version.
2.5 Conclusions
In this Chapter, we propose the estimation-free automatic kriging approach to handle
large datasets. The proposed method consistently performs well across various types of
design, different design sizes and varying dimensions. In all of the simulated experiments
we have conducted, automatic kriging performs better than the inverse distance weight-
ing predictor. Its biggest advantage lies within the ability to deal with large datasets. The
automatic kriging approach can save a huge amount of time comparing with traditional
methods, and its computation speed is faster than state-of-art methods under appropriate
settings. In addition, it can be further improved to handle design with design with close
points and non-stationary processes by incorporating adaptive modeling techniques includ-
ing adaptive nugget and adaptive kernel. In conclusion, the proposed method can serve as
a convenient yet powerful tool to model large-scale and unstructured datasets.
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2.6 Appendix
2.6.1 On Choosing the Correlation Parameter Estimator for Automatic Kriging
To estimate θ from the filling distances D = {Di, i = 1, ..., n}, we can use the generic
function
θ̂ = cf(D),
where reasonable choices of function f can be max, median, mean and quantile defined in
(2.3), and c can take 1 or 2. We still use the one-dimensional function and two-dimensional
Franke function as our testing functions and generate designs from uniform distribution
with different sizes. In Table 2.2, the ratios of MSPE of automatic kriging to that of IDW for
1d function are summarized using maximum and median within 100 simulations. Maximal
ratio is used to evaluate the worst-case performance and median ratio is used to provide
overall assessment. The ratios of MSPE for Franke 2d function are summarized in Table
2.3. Generally speaking, “max” works well for large n, but is not quite stable with small
n. “median” has moderate performance across different design sizes. Using “quantile”
balances the strength of both methods. From the definition of the quantile function, it is
equivalent to “median” when n ≤ 10p, and it converges to “max” when n → ∞. In
summary, using f = quantile with c = 1 is a robust choice across all settings.
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Table 2.2: The ratio of MSPE of automatic kriging to IDW under different settings of
estimating θ using 1d function(ratios are the smaller the better, numbers in the table are
max(median) across 100 simulations)
n=10 n=20
d 2d d 2d
max 25.7(2.6) 799(42.7) 28.1(1.1) 472(7.9)
median 1.6(0.79) 5.4(1.1) 1.27(0.64) 2.9(0.57)
mean 1.8(0.8) 7.9(1.3) 1.4(0.6) 3.3(0.6)
quantile 1.6(0.79) 5.4(1.1) 2.1(0.57) 12.4(0.77)
n=50 n=100
d 2d d 2d
max 3.2(0.34) 28.9(0.83) 1.6(0.17) 4.6(0.13)
median 1(0.55) 0.86(0.34) 0.95(0.55) 0.9(0.33)
mean 0.92(0.48) 0.88(0.31) 0.93(0.48) 0.9(0.27)
quantile 1.1(0.31) 1.9(0.31) 0.89(0.21) 1.4(0.13)
Table 2.3: The ratio of MSPE of automatic kriging to IDW under different settings of
estimating θ using Franke 2d function
n=10 n=20
d 2d d 2d
max 2.8(0.45) 29.7(1.13) 0.46(0.15) 37.8(0.69)
median 1.0(0.77) 1.1(0.58) 0.9(0.65) 0.71(0.39)
mean 1.0(0.72) 1.2(0.52) 0.88(0.62) 0.66(0.36)
quantile 1.0(0.77) 1.1(0.58) 0.79(0.52) 0.54(0.27)
n=50 n=100
d 2d d 2d
max 0.25(0.057) 0.13(0.012) 0.18(0.038) 0.041(0.0052)
median 0.76(0.57) 0.47(0.28) 0.63(0.5) 0.32(0.21)
mean 0.72(0.54) 0.42(0.25) 0.59(0.47) 0.29(0.18)
quantile 0.5(0.3) 0.21(0.096) 0.31(0.19) 0.12(0.043)
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CHAPTER 3
ENHANCING AUTOMATIC KRIGING WITH ADAPTIVE MODELING
METHODS
This Chapter extends the automatic kriging proposed in Chapter 2 by exploiting the
sequential nature of the adaptive modeling method. When more computing resources are
available, we have the option to make estimates from adaptive nugget and adaptive kernel
more accurate. A two-stage version of adaptive nugget predictor is proposed which is
shown to outperform the state-of-the-art methods in terms of prediction accuracy. We also
propose fast estimation techniques to improve the adaptive kernel predictor. The improved
predictor is demonstrated to have enhanced stability and predictive performance over the
traditional kriging method according to various simulation studies.
3.1 Introduction
In Chapter 2, we propose the automatic kriging which has greatly reduced computa-
tional compared to traditional kriging methods. This computation reduction mainly comes
from inverting the correlation matrix between the design points. However, when there is
a large number of observations or when the design points are too close to each other, the
correlation matrix can be ill-conditioned which causes numerical instability of the kriging
predictor. In such cases, we can add adaptive nugget to resolve the issue as introduced in
the last Chapter. Recall that there is a tuning parameter q in computing the adaptive nugget.
When q is small, the adaptive nugget tends to be large and will lead to over-smoothed pre-
dictor. On the contrary, if q is very close to 1, the nugget added may be too small and the
instability issue cannot be completely resolved.
In this chapter, we propose a multi-stage approach to improve the adaptive nugget es-
timation when more computing resources are available. Iterative approach of building a
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multi-stage interpolator is also discussed in [67], [44], [68] among others. [69] proposes
the composition of two Gaussian processes which can also be viewed as a two-stage predic-
tor. Based on the sequential nature of adaptive nugget approach, one can freely stop adding
design points after collecting enough, to balance the speed and accuracy of the predictor.
In the last chapter, we also proposed the usage of adaptive kernel to model non-stationary
processes. Nonetheless, our previous focus was to save the computational cost so it did not
make use of the response data but just the design itself. Again, if computation resources are
abundant, we can estimate the adaptive correlation parameters in a more cautious manner
so as to enhance the performance of our predictor. Since the adaptive kernel approach se-
quentially adds points to the design, we have the flexibility to choose when to devote more
computation resource and when to devote less.
This chapter is organized as follows: Section 3.2 introduces the method of construct-
ing an interpolator through multi-stage adaptive nugget modeling, and then describes the
specific way to build a two-stage interpolator in detail. We illustrate how to improve the
estimation of adaptive kernel with enough computation power in Section 3.3. The conclu-
sions are drawn in Section 3.4.
3.2 Enhancing Adaptive Nugget Approach
Again, suppose we adopt the Gaussian process model to represent the underlying true
process
y(x) = µ+ δ(x), (3.1)
where µ is the unknown mean parameter, δ(x) follows the Gaussian processGP (0, τ 2R(·, ·)),








where x = (x1, x2, ..., xp)T is a p-dimensional vector, and θ = (θ1, θ2, ..., θp)T are the
correlation parameters. In this chapter, since more accurate estimates are available and
the predictors are less likely to suffer from parameter misspecification, we shall switch to
use the ordinary kriging with Gaussian correlation function instead of limit kriging with
inverse multiquadric correlation. Suppose we have n standardized design points X =
{xi ∈ [0, 1]p, i = 1, ..., n} and the corresponding responses are y = (y1, ..., yn)T . The
ordinary kriging predictor based on (3.1) can be written as
ŷ(x) = µ̂+ rT (x)R−1(y − µ̂1), (3.2)
where µ̂ = (1TR−1y)/(1TR−11), R is the n × n correlation matrix with ijth element
R(xi,xj), r(x) is a n-dimensional vector with ith element R(xi,x) and 1 is the n-
dimensional vector composed of ones.
3.2.1 Ordinary Kriging-based Interpolator from Infinite Stages
The adaptive nugget approach is proposed in the last chapter to resolve the instabil-
ity issue in unstructured data. Using the proposed method, the nugget of the next point




{rTk (xk+1)(Rk + Λk)−1rk(xk+1)− q}3+, (3.3)
where rk(xk+1) is a k-dimensional vector with ith element R(xi,xk+1), i = 1, ..., k, Λk is
the diagonal nugget matrix with diagonal elements λ1, ..., λk and the algorithmic parameter
q is to control the size of nugget. The ordinary kriging predictor with adaptive nugget can
be written as
ŷ(x) = µ̂+ rT (x)(R+ Λ)−1(y − µ̂1), (3.4)
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1}. When Λ is nonzero, (3.4) is not an
interpolator. If a very large q is chosen, the instability issue may not be completely solved.
On the other hand, if q is too close to 0, it may lead to over-smoothed predictor. To have
a better understanding of the effect of nugget on the predictor, we derive the following
relationship.




{rTk−1(x)(Rk−1 + Λk−1)−1rk−1(xk)−R(x,xk)}{ŷk−1(xk)− yk},
where m = 1 + λk − rTk−1(xk)(Rk−1 + Λk−1)−1rk−1(xk).







 yk−1 − µ1k−1
yk − µ
 .
After plugging in formula (2.8) and applying linear algebra, the equation can be proved.




 ŷk−1(xk), λk = 1,yk, λk = 0.
Thus when λk gets close to 1, the predictor hardly changes compared with that in the
previous step. On the other hand, the predictor becomes an interpolator when λk goes to 0.
To avoid the burden of choosing the right tuning parameter q, we propose the multi-
stage version of adaptive nugget predictor. Now we drop the tuning parameter q and switch
back to the original way of computing adaptive nugget by fixing the determinant
λk+1 = r
T
k (xk+1)(Rk + Λk)
−1rk(xk+1). (3.5)
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Let e(0) denote the residuals y − ŷ where ŷ = (ŷ(x1), ..., ŷ(xn))T . Then we replace y
in (3.4) with e(0) and obtain the predictor ŷ(1)(x) as well as the residuals e(1) = e(0) −
ŷ(1). By repeatedly fitting (3.4) to the residuals, we can obtain a sequence of predictors
{ŷ(s)(x)} and their corresponding residuals {e(s)}, s = 0, 1, 2, ...,+∞. Assuming the set
of correlation parameters in stage s is θ(s), it can be shown that the corresponding nugget
matrix Λ(s) → 0 as s→ +∞, if we restrict θ(s) to be monotonically increasing. Based on
this, we can easily show
+∞∑
s=0
ŷ(s)(xi) = yi, i = 1, ..., n,
implying that the sum of the sequence of predictors is an interpolator. Similar strategy of
iterative construction of a predictor is also used in [44].
3.2.2 Stable Ordinary Kriging-based Interpolator from Two Stages
In practice, it is unrealistic to fit Gaussian process model for infinite times. In this
section, a two-stage method is proposed to build a stable interpolator which demonstrates
robust performance across different designs. Similar idea can be found in [69], which
uses the composition of two Gaussian process to increase the stability and accuracy of
prediction.
Stage 1. Ordinary kriging with adaptive nugget. In the first stage, we still fit the ordi-
nary kriging predictor (3.4) to the data. In Chapter 2, we decide the order of sequentially
adding points according to (2.7), with the idea of picking the next point with minimal
nugget. Using Gaussian model in (3.1), the predictive variance of a new observation can
be computed as
var(y(x)|y) = τ 2(1− rT (x)(R+ Λ)−1r(x)).
Thus, choosing the next point with minimal nugget is equivalent to choosing that with
the largest variance. Such type of sequential design idea can also be found in [70], [71],
[72]. This approach is purely based on the input variables without using their responses.
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Now, with more computational budget, we have the option of choosing the next point
with the worst fit to the current model. The first point x(1) is still chosen to be x(1) =
argmaxxi{|y(xi)− ȳ|, i = 1, ..., n} where ȳ = 1n
∑n
i=1 yi. Suppose we already have k or-
dered points x(1), ...,x(k), k = 1, ..., n− 1 and have computed their corresponding nuggets
according to (3.5). Then we fit an ordinary kriging predictor to the ordered data by
ŷk(x) = ȳ + r
T
k (x)(Rk + Λk)
−1(yk − ȳ1), (3.6)
where rk,Rk,Λk are defined the same as the previous section and yk = (y(1), ..., y(k))T .
The next point x(k+1) is decided based on
x(k+1) = argmaxxi
{|ŷk(xi)− yi|,xi /∈Xk, i = 1, ..., n},
where Xk = {x(1), ...,x(k)}. This enables us to iteratively obtain the fully ordered data
x(1), ...,x(n) and the nugget matrix Λ. As a matter of fact, the computational complexity
of the two ways to compute nugget is the same.
The parameter µ, τ 2,θ in model (3.1) are unknown and need to be estimated. We can
still estimate them based on the distance-based approach as in Chapter 2, but when there are
enough budget for computing, we have the option to improve the distance-based estimates
to more accurate model-based estimates. The MLE’s of µ and τ 2 can both be expressed as





whereR,Λ are functions of θ, τ̂ 2 = 1
n
(y − µ̂1)T (R+ Λ)−1(y − µ̂1), and µ̂ = {1T (R+
Λ)−1y}/{1T (R + Λ)−11}. Maximizing the likelihood is equivalent to minimize the de-
viance
−2 logL(θ) = n log τ̂ 2 + log |R+ Λ|+ n+ n log 2π.
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Nevertheless, the MLE does not perform well in many cases, especially when the sample
size is small. So we adopt an estimation criterion which resembles the one proposed in
[73], aiming at jointly optimization of the likelihood and the variance of kriging prediction
CDET (θ) = (n+ 1) log τ̂
2 + log |R+ Λ|+ max
x/∈X
log{1− rT (x)(R+ Λ)−1r(x)}.
We make a little modification to the criterion above by replacing the maximization with
integration, i.e.,





The modified criterion intends to minimize the overall prediction variance while the orig-
inal one just minimizes the worst-case variance. The explicit expression of the integral in
(3.7) is readily available per our usage of Gaussian correlation function.
Theorem 3.2.2. The modified criterion can be expressed as
C̃DET (θ) = (n+ 1) log τ̂
2 + log |R+ Λ|+ log{1− tr[(R+ Λ)−1S]},
where S denotes the n× n matrix
∫
[0,1]p
r(x)rT (x)dx with ijth element Sij .
Proof. Based on results from linear algebra, (3.7) can be simplified as
C̃DET (θ) = (n+ 1) log τ̂








sij(x) = exp{−(x− xi)TΘ(x− xi)− (x− xj)TΘ(x− xj)}
= exp{−1
2
[x− xi + xj
2




(xi − xj)TΘ(xi − xj)}.
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Here, Θ is the diagonal matrix with diagonal elements being θ. According to the multi-























Θ−1, and Sij can be easily evaluated through the cumulative distribution function
of multivariate normal distribution. Thus the modified criterion can be rewritten as
C̃DET (θ) = (n+ 1) log τ̂
2 + log |R+ Λ|+ log{1− tr[(R+ Λ)−1S]}.
Note that |R + Λ| = 1 by adding the adaptive nugget using (3.5), which further simplifies
our criterion to
C̃DET (θ) = (n+ 1) log τ̂
2 + log{1− tr[(R+ Λ)−1S]}.
We compare the results of two-stage adaptive nugget approch from C̃DET and MLE
criterion using the one-dimensional function with 100 uniformly-distributed design points
in Figure 3.1. There are 100 simulation runs in our experiment. The result from MLE esti-
mation is similar to that from GPfit library, but the result based on C̃DET which integrates

















Figure 3.1: The comparison of different estimation approaches using 1d function with 100
design points
It is well known that the correlation parameter θ in Gaussian process model is not
easy to optimize. One needs to run the optimization procedure using multiple starting
points with carefully-chosen lower and upper bounds. According to our own experiences,
the bounds based on the distances among design points work effectively for most of the
time. Let d̄ denote the harmonic mean of Euclidean distance between every pair of design
points. If the aim is to control the correlation within [rl, ru], we can specify the bounds
for optimization to be θ ∈ [− log ru/d̄2,− log rl/d̄2] according to the Gaussian correlation
function.
After applying the predictor in (3.4) for the first stage, the fit for function y = sin[30(x−
0.9)4] cos(2x − 1.8) + (x − 0.9)/2 with 40 equally-spaced design points is displayed in
Figure 3.2. It captures the global trend of the true function but does not work well for the
local fluctuations. Hence we shall introduce a second stage of fitting.
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Adaptive nugget − 1st stage
Figure 3.2: The first stage of adaptive nugget predictor with 40 equally spaced design points
Stage 2. Fit ordinary kriging to the residuals without nugget. Let ŷ denote the fitted
values from stage 1 using (3.4) and e = y − ŷ denote the residuals. An ordinary kriging
without nugget as in (3.2) is fitted to e, which yields an interpolator ê(x). As a conse-
quence, the two-stage predictor ŷAN(x) = ŷ(x) + ê(x) interpolates the original data y.
Let θ̂1 denote the optimized correlation parameter from stage 1. The constraint θ2 > θ̂1
is added when optimizing θ2 in the second step, as the first stage captures the global trend
and the second stage depicts local details. Figure 3.3 shows the performance of our predic-
tor after applying the second-stage fit to the residuals. Now, the predicted response almost
overlies the true function. Similar story can be found in Figure 3.4 for two-stage fit of
Franke 2d function using 100 points from Latin hypercube design.
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Adaptive nugget − 2nd stage
Figure 3.3: Two-stage adaptive nugget predictor with 40 equally spaced design points
x1
x2











































Figure 3.4: Two-stage fitting with adaptive nugget using Franke 2d function with 100 points
from Latin hypercube design. Left panel: The contour plot of the Franke function. Middle
panel: Plot of the fit after the first stage. Right panel: Plot of the fit after the second stage.
To save the computation effort utilizing the sequential nature of adaptive nugget ap-
proach, we can stop adding points when the nugget λ for some design point is larger than
a certain threshold value λ0, since in this case the error is comparable to the variance of
Gaussian process and the point does not provide much information. When we sequentially
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add nuggets to the design points, the nuggets display an increasing trend. One can deter-
mine the design size used in the first stage by adjusting the threshold λ0. In the second
stage, we still fit an ordinary kriging without nugget to the residuals from the smoother in
the first stage. Again, we do not need to use all the design points. We can stop picking new
points when the current fit is satisfactory, or adopt other sequential design strategies, see
[74] among others.
In summary, the two-stage interpolator with adaptive nugget can be computed in the
following way
ŷ(x) = µ̂+ rT (x)(R+ Λ)−1(y − µ̂1),
ê(x) = η̂ + sT (x)S−1{e− η̂1}
= η̂ + sT (x)S−1{H(y − µ̂1)− η̂1},
ŷAN(x) = ŷ(x) + ê(x),
where µ̂ = {1T (R + Λ)−1y}/{1T (R + Λ)−11}, η̂ = {1TS−1e}/{1TS−11}, H =
I−R(R+Λ)−1, r(x) andR correspond to correlation function with θ̂1, s(x) and S cor-
respond to correlation function with θ̂2. It can be easily verified that E(ŷ(x)) = E(µ̂) =
µ,E(ê(x)) = E(η̂) = 0. Thus ŷAN(x) is an unbiased predictor of y(x). Now to simplify
the computations, assume µ̂ = µ, η̂ = 0. In fact, incorporating the variance of µ̂, η̂ does
not add any technical difficulty but just algebraic computations. Then, the mean squared
prediction error (MSPE) of the two-stage predictor can be computed as follows
MSPE(ŷAN(x)) =E(ŷAN(x)− y(x))2 = var(ŷ(x) + ê(x)− y(x))
=var(ŷ(x)) + var(ê(x)) + var(y(x)) + 2cov(ŷ(x), ê(x))
− 2cov(ŷ(x), y(x))− 2cov(ê(x), y(x))
=τ 2{1− rT (x)(R+ Λ)−1r(x) + sT (x)S−1H(R+ Λ)HS−1s(x)},
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based on which we can build the confidence interval for y(x) from the two-stage adaptive
nugget predictor.
Now, we provide simulation results to demonstrate the strength of enhanced version of
adaptive nugget predictor. The two-stage AN predictor is compared with the traditional
ordinary kriging implemented via the popular R package GPfit. In GPfit, a fixed nugget is
added to the correlation matrix according to the lower bound proposed in [53] to avoid over-
smoothing. Suppose the true function is y = sin[30(x− 0.9)4] cos(2x− 1.8) + (x− 0.9)/2
and we generate n = 70 design points X from uniform distribution U(0, 1). The testing
data is ntest = 1001 equally spaced points in [0, 1]. We repeat the simulations for N = 100
times and summarize the mean squared prediction error (MSPE) for both AN and GPfit,







To better compare the two approaches, the ratio of their MSPE is computed for each simu-
lation. According to Figure 3.5, adaptive nugget achieves better performance than ordinary
kriging implemented via the GPfit package, and their difference becomes even larger for
non-uniform design as shown in Figure 3.6.
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Figure 3.5: The comparison of adaptive nugget predictor and ordinary kriging with 70
design points from U(0, 1) using 1d function
Figure 3.6: The comparison of adaptive nugget predictor and ordinary kriging with 70
points from non-uniform design using 1d function: 56 points from U(0,0.5),14 points from
U(0.5,1)
We also try the proposed method on higher dimensional functions. We use the Franke
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2d function
y =0.75 exp{−(9x1 − 2)
2
4
− (9x2 − 2)
2
4
}+ 0.75 exp{−(9x1 + 1)
2
49
− 9x2 + 1
10
}
+ 0.5 exp{−(9x1 − 7)
2
4
− (9x2 − 3)
2
4
} − 0.2 exp{−(9x1 − 4)2 − (9x2 − 7)2}
as the underlying true function and generate design points from U(0, 1)2. The design size
is n = 70 and the testing data is a Sobol sequence with ntest = 1000. Again, we run the
simulation 100 times and summarize the ratios of MSPE for adaptive nugget and GPfit.
It can be seen from Figure 3.7 and 3.8 that AN still has better overall performance than
ordinary kriging.
Figure 3.7: The comparison of adaptive nugget predictor and ordinary kriging with 70
design points from U [0, 1]2 using Franke 2d function
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Figure 3.8: The comparison of adaptive nugget predictor and ordinary kriging with 20
design points from U [0, 0.5]2 and 50 design points from U [0, 1]2 using Franke 2d function
Then, we use the Borehole 8d function
y =
2πTu(Hu −Hl)
ln(r/rw){1 + 2LTuln(r/rw)r2wKw + Tu/Tl}
as the underlying true function and generate design points from U(0, 1)8. The design size
is n = 150 and the testing data is a Sobol sequence of size 1000. The ratios of MSPE
for adaptive nugget and GPfit with 100 simulations are summarized in Figure 3.9, and















Ratio of MSPE for AN/GPfit
Figure 3.9: The comparison of adaptive nugget predictor and ordinary kriging with 150
design points from U [0, 1]8 using Borehole 8d function
3.3 Enhancing Adaptive Kernel Approach
In chapter 2, the adaptive kernel estimates are obtained directly from the design but the
response is not used. Given sufficient time and computational resources, we also hope to
make use of the response data to make the kernel parameter estimates more accurate. The
kernel function for design point xi is defined as




where θi = (θi1, ..., θip)T are the kernel parameters corresponding to design point xi. Sup-
pose we have n design points X = {xi ∈ Rp, i = 1, ..., n} and the corresponding re-
sponses are y = (y1, ..., yn)T . Assuming the kernel parameters for the design points are
known, the predictor based on the adaptive kernel model is
ŷ(x) = µ̂+ rTn (x− x1, ...,x− xn;θ1, ...,θn)(R+ Λ)−1(y − µ̂1), (3.8)
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1}, rn(x− x1, ...,x− xn;θ1, ...,θn) is an
n-dimensional vector with ith elementR(x−xi,θi),R is the n×n correlation matrix with
ijth element R(xi−xj,θj), i, j = 1, ..., n, and 1 is the n-dimensional vector composed of
ones. Here Λ = diag(λ1, ..., λn) is the diagonal nugget matrix computed using the adaptive
nugget approach introduced before.
3.3.1 Improved Estimation of Adaptive Kernel
It becomes much more convenient for us to address the non-stationarity of the under-
lying process with the aid of adaptive kernel. But now we need to estimate correlation
parameters for each design point while one single set of correlation parameters is enough
for estimation in traditional Gaussian process model. In the last Chapter, we simply use
the filling distance of a design point as an estimate of the correlation parameter, but now
we hope to make it more accurate since more computational time is available. For the
adaptive kernel model, it is still infeasible to use maximum likelihood estimation due to
the dimensionality of the parameters, especially with the presence of a large number of
design points. Therefore, we resort to a data-driven approach for estimation. Similar to
the adaptive nugget idea, our principle is to add design points sequentially according to
the fit in previous step. As shown earlier, we can obtain the ordered data and their corre-
sponding nuggets simultaneously using iterative approach. To simplify the notations, we
use x1, ...,xn to denote the ordered data. The correlation parameters θk corresponding to
the kth added design point xk is estimated according to the local fit.
Let Nk denote the indices of xk’s neighbors consisting of 4p + 1 points closest to xk.
Assume we already obtain estimates θ̂1, ..., θ̂k−1 for k − 1 design points. Then we find the




(yi − ŷk(xi;θk))2. (3.9)
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Here
ŷk(xi;θk) = µ̂k + r
T
k (xi − x1, ...,xi − xk−1; θ̂1, ..., θ̂k−1,θk)(Rk + Λk)−1(yk − µ̂k1),








1},Λk = diag(λ1, ..., λk), yk =
(y1, ..., yk)




{rTk−1(xk−x1, ...,xk−xk−1; θ̂1, ..., θ̂k−1)(Rk−1+Λk−1)−1rk−1(x1−xk, ...,xk−1−xk;θk)−q}3+,
where rk−1(x1 − xk, ...,xk−1 − xk;θk) is an (k − 1)-dimensional vector with ith element
R(xi − xk,θk), i = 1, ..., k − 1, and q is the algorithmic parameter usually chosen to be
0.99. Then, θ is estimated through θ̂k = argminE(θk).
3.3.2 Approximate Method for Estimating Adaptive Kernel
In the current optimization scheme, given each θk, one needs to fit the surrogate model
with adaptive kernel and minimize the residual sum of squares, which is essentially a non-
linear optimization. This can actually be converted into an ordinary least squares problem
through some approximation. To simplify the notation, use ŷk(x) to denote ŷk(x;θk). We
can show that
ŷk(x) =ŷk−1(x)− ei{rTk−1(xi − x, ...,x− xk−1; θ̂1, ..., θ̂k−1)(Rk−1 +Λk−1)−1 (3.10)
rk−1(x1 − xk, ...,xk−1 − xk;θk)−R(x− xk;θk)}/{1 + λk−
rTk−1(xk − x1, ...,xk − xk−1; θ̂1, ..., θ̂k−1)(Rk−1 +Λk−1)−1rk−1(x1 − xk, ...,xk−1 − xk;θk)},
where ei = yi−ŷk−1(xi). Thus, a reasonable approximation of (3.10) is ŷk(x) ≈ ŷk−1(x)+




(yi − ŷk(xi;θk))2 ≈
∑
i∈Nk
(ei − cR(xi − xk;θk))2. (3.11)
Since the residuals can have opposite signs and xk is the point with the largest residual,
it is better for us to minimize Ẽ(θk) =
∑
i∈Nk(ei − ek + c{1 − R(xi − xk;θk)})
2.
70
Assuming the errors are uniformly distributed, we can use ĉk = 4p+24p+1{maxi∈Nk(ei) −
maxi∈Nk(ei)}sign(ek) to estimate c. Then the original nonlinear optimization problem of









(xij − xkj)2θkj}2, (3.12)
which can be easily solved using ordinary least squares. Note that the time complexity
of estimating all the θk, k = 1, ..., n is O(np3) while that of one likelihood evaluation in
ordinary kriging is O(n3). The ease of computation empowers the method to handle large
datasets.
3.3.3 Bayesian Approach to Stabilize Kernel Estimates
Since the estimates of the kernel parameters are based on neighborhoods, they are
subject to larger variability. We can overcome this by adopting the idea of Bayesian
regression. Assume the prior is θk ∼ N(θ0,Σ0), and we have the linear regression






(xij − xkj)2, i ∈ Nk, j = 1, ..., p, k = 1, ..., n, and σ2 is the variance for the error. Thus
z(k)|θ0,Σ0 ∼ N(W (k)θ0, σ2I +W (k)Σ0W (k)T ). Let Σk = σ2I +W (k)Σ0W (k)T and










To simplify the computations, we adopt the g-prior for θk such that Σ0 = g(W (k)TW (k))−1.
Let W =
[




z(1)T , z(2)T ..., z(k)T
]T . Then the poste-
rior of θ(k) given data can be expressed by




















where θ̃k = (W (k)TW (k))−1W (k)Tz(k). Since it is hard to obtain an estimator for g/σ2, let
η = g
g+σ2
be an algorithmic parameter and θk is estimated through θ̂k = ηθ̃k + (1− η)θ̂0.
After estimating all the correlation parameters θ̂k, k = 1, ..., n, they are plugged into (3.8)
to build our final adaptive kernel predictor. It can be shown that automatic kriging is fur-
ther enhanced by the capability of having adaptive kernel. The AK predictor is also com-
pared with ordinary kriging implemented via R package GPfit. Suppose the truth is the 1d
function used earlier and we generate n = 20 design points X from uniform distribution
U(0, 1). The testing data is ntest = 1001 equally spaced points in [0, 1]. We repeat the
simulations for N = 100 times and summarize the MSPE for both AK and GPfit. Accord-
ing to Figure 3.10, adaptive kernel achieves better performance than ordinary kriging with
uniformly distributed design points, and it also performs well for non-uniform design as




















Figure 3.10: The comparison of adaptive kernel predictor and ordinary kriging with 20















Figure 3.11: The comparison of adaptive kernel predictor and ordinary kriging with 70
points from non-uniform design using 1d function: 56 points from U(0,0.5),14 points from
U(0.5,1)
We also use the Franke 2d function
y =0.75 exp{−(9x1 − 2)
2
4
− (9x2 − 2)
2
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}+ 0.75 exp{−(9x1 + 1)
2
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− 9x2 + 1
10
}
+ 0.5 exp{−(9x1 − 7)
2
4
− (9x2 − 3)
2
4
} − 0.2 exp{−(9x1 − 4)2 − (9x2 − 7)2}
as the true function with design size n = 30, among which 22 points are generated from
U(0, 0.5)2 and 8 points are generated from U(0, 1)2. The testing data is a ntest = 1000
Sobol sequence. Again, we run the simulation 100 times and summarize the MSPE for
adaptive kernel and GPfit. It can be seen from Figure 3.12 and that AK still has better
overall performance than OK. We can show similar results if the ordinary kriging is imple-















Figure 3.12: The comparison of adaptive nugget predictor and ordinary kriging with 22
design points from U [0, 0.5]2 and 8 design points from U [0, 1]2 using Franke 2d function
Since the correlation matrix for adaptive kernel predictor is asymmetric, it poses chal-
lenges for us to build a confidence interval for the predictor. A heuristic mean squared
prediction error (MSPE) can be computed as
v(x) = MSPE{ŷ(x)} = τ̂ 2{1− r̃T (x)(R̃+ Λ)−1r̃(x)},
where r̃(x) = {rTn (x−x1, ...,x−xn; θ̂1, ..., θ̂n)+rTn (x1−x, ...,xn−x; θ̂x)}/2, rn(x1−
x, ...,xn − x; θ̂x) is an n-dimensional column vector with ith element R(xi − x; θ̂x),
R̃ = (R+RT )/2. θ̂x can be estimated using least squares similar to (3.9). An approximate











This chapter proposes innovative ideas to enhance the automatic kriging when more
computational resources are available. The two-stage version of adaptive nugget can ad-
dress the commonly-seen instability phenomenon in Gaussian process model with large
design size or close points. In addition, the two-stage predictor demonstrates its advantage
over the widely-used R package in various examples with different designs and dimen-
sions. Due to the sequential nature of the adaptive nugget predictor, we have the flexibility
to balance the estimation accuracy and computational complexity. For the adaptive kernel
approach, the estimation is improved by making use of the response data. After apply-
ing approximation to the nonlinear optimization problem, adaptive kernel estimates can be
obtained without much additional computation cost.
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