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Introduction
En 1879, E. H. Hall [Hall] observa l’eﬀet Hall classique, c’est-a`-dire la valeur
RH =
B
n|e|
de la composante hors-diagonale du tenseur de re´sistance pour le proble`me 2 dimen-
sionnel en champs magne´tique et e´lectrique croise´. Ici, e est la charge de l’e´lectron, B
la valeur du champ magne´tique et n le nombre d’e´lectrons par unite´ de surface.
Figure 1: Dans l’eﬀet de Hall, le champ magne´tique est applique´ perpendiculairement
a` l’e´chantillon suivant la direction z, nous faisons passer un courant suivant x et la
tension de Hall est mesure´ suivant y. Cre´dit : NIST.
En 1980, K. von Klitzing [KDP] observa un nouveau phe´nome`ne qui apparait dans
un re´gime quantique. Cette de´couverte lui valut le prix Nobel de Physique en 1985.
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Il mesura la re´sistance de Hall en fonction du champ magne´tique et s’aperc¸ut quelle
n’e´tait pas line´aire mais pre´sentait des plateaux quantifie´s selon la relation
RH =
h
ie2
avec i est un entier, pendant que la re´sistance longitudinale s’annule.
Pour les the´oriciens, ils fallaient maintenant expliquer d’ou` venaient ces plateaux,
pourquoi leurs quantifications e´taient si pre´cises et pourquoi la re´sistance longitudinale
s’annulait lors d’un plateau.
Parmi les premiers travaux donnant une explication a` ces re´sultats, on trouve ceux
de Laughlin et Halperin [La, Halp]. Pour cela, le mode`le qu’ils utilise`rent fut celui d’un
anneau dans lequel on fait passer un tube de flux. Nous pouvons e´tendre cet anneau a`
l’infini afin d’obtenir un plan perce´ par le tube de flux. Ce mode`le, que l’on appellera
par la suite “mode`le de type Aharonov-Bohm avec flux de´pendant du temps”, a motive´
plusieurs e´tudes [BvES, ASS1, ASS2, EGS].
Une analyse fine de la dynamique n’e´tait cependant pas un but pour ces travaux.
D’un autre coˆte´, le mode`le est suﬃsamment explicite pour que nous pre´cisions l’e´tude
de la dynamique. C’est cette ide´e qui guida l’analyse produite dans ce document.
La version classique du mode`le que nous traitons, a e´te´ e´tudie´e dans [AS2]. On
y observe un comportement curieux concernant la dynamique des particules duˆ a` la
pre´sence d’un tube de flux. Il y a deux re´gimes diﬀe´rents. Le premier est le mouve-
ment cyclo¨ıdale classique avec un centre qui se de´place le long des lignes de niveaux
du potentiel. Dans le second re´gime, la particule, une fois arrive´e sur le tube de flux,
spirale autour. La figure 2 repre´sente la trajectoire d’une particule pour l’hamiltonien
a` flux de´pendant du temps plus un potentiel pe´riodique V (z). En arrie`re-plan sont
dessine´es les lignes de niveaux du potentiel V (z) + arg z. arg z est formellement le
potentiel e´lectrique cre´e par le flux line´airement en temps.
Le phe´nome`ne classique illustre´ par la figure 2 se re´sume en coordonne´es de gyra-
tion comme suit : avant de toucher le tube de flux, l’e´nergie cine´tique est constante
et c’est le centre qui bouge. De`s que la particule atteint l’origine, alors le centre se
fixe et l’e´nergie se met a` croitre.
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Figure 2: V (x, y) = 110(sin x+ sin y), (x, y) ∈ [−10, 10]2
Dans cette the`se, nous contribuons a` l’analyse quantique correspondante.
Dans le cas quantique, pour chaque valeur du temps, nous sommes amene´ a`
e´tudier l’ope´rateur d’e´nergie cine´tique H(t) et son complexe conjugue´ H¯(t). Ces deux
ope´rateurs commutent entre eux. Leurs spectres sont discrets. Grossie`rement parlant,
le proble`me quantique se re´sume a` montrer que H(t) est constant avant que l’e´lectron
ne heurte le tube de flux et line´airement croissant apre`s, ainsi que le comportement
oppose´ pour H¯(t).
Le trace´ du spectre joint de ces ope´rateurs H(t) et H¯(t) permettra de donner une
signification a` ces dernie`res phrases. Nous de´montrerons au cours de la partie 2.2.2 un
the´ore`me adiabatique. Il est valable a` l’inte´rieur d’un niveau spectral du hamiltonien et
est de premier ordre dans le parame`tre adiabatique. L’approximation est donc valable
pour un certain intervalle temporel fini.
La singularite´ du champ pose d’un point de vue mathe´matique des proble`mes tech-
niques. Si l’on remarque que dans le cas classique, la particule se comporte lorsqu’elle
part a` l’infini comme si elle n’avait pas vu la singularite´ alors on peut penser que
dans l’e´tude de la dynamique loin du tube de flux, son influence est re´gularise´e. Nous
sommes alors amene´s a` conside´rer un mode`le consistant en l’hamiltonien de Landau
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(c’est-a`-dire de l’ope´rateur d’e´nergie cine´tique en champ magne´tique constant) auquel
on rajoute un champ e´lectrique re´gulier constant en temps. Par la suite, notre but sera
de comprendre le comportement d’une particule dans un champ magne´tique et soumis
a` une perturbation inde´pendante du temps.
Le premier re´sultat que nous de´montrerons pour la dynamique de mode`les sans flux
concerne des potentiels borne´s, inde´pendants du temps et de constante de couplage ε
petite. Il est de type adiabatique et fourni une approximation au premier ordre dans le
parame`tre ε pour des temps d’ordre de l’inverse de ε. C’est un re´sultat du type moyen-
nisation quantique car l’hamiltonien “adiabatique” sera la somme de l’hamiltonien de
Landau et de la partie diagonale du potentiel.
Un deuxie`me re´sultat que nous avons pu de´montrer pour ce dernier mode`le est
bien plus pre´cis. Nous le conside´rons comme le re´sultat clef de ce travail. Ce the´ore`me
4.1.1 donne l’existence d’une constante de mouvement. Il est de´montre´ a` l’aide d’un
algorithme de diagonalisation partielle. Cet algorithme permet de construire un uni-
taire transformant la somme de l’hamiltonien de Landau et d’un potentiel appartenant
a` une certaine classe, en un proble`me diagonal par rapport aux projecteurs propres de
l’hamiltonien de Landau. La convergence du proble`me initial vers le proble`me diagonal
se fait de manie`re super-exponentielle. Cette me´thode permet la construction d’un
invariant du mouvement qui est formellement une perturbation de l’e´nergie cine´tique.
L’unitaire construit nous permet e´galement d’obtenir un re´sultat pour la dynamique du
syste`me. L’approximation que l’on obtient est encore au premier ordre mais est cette
fois valable pour tous les temps. Ce re´sultat a fait l’objet d’une publication [AM].
Ce document se compose de 5 chapitres. Dans le premier chapitre, nous allons faire
une e´tude du spectre du mode`le a` flux. Nous pre´senterons e´galement diverses proprie´te´s
des fonctions propres de cet ope´rateur. Le chapitre suivant parlera des the´ore`mes
adiabatiques. Nous pre´senterons ensuite une me´thode qui permet de de´terminer un
ope´rateur commutant avec l’hamiltonien de Landau a` partir du proble`me donne´ par la
somme de l’hamiltonien en champ magne´tique et d’un potentiel de degre´ au plus 2.
Nous continuerons avec le re´sultat important de cette the`se. Nous expliquerons com-
ment obtenir un unitaire transformant le meˆme type de proble`me que pre´ce´demment
en un hamiltonien diagonal. Les potentiels pour lesquels nous pourrons utiliser cette
me´thode sont des potentiels de´croissants. Par exemple, nous montrerons par la suite
qu’un potentiel gaussien satisfait aux hypothe`ses ne´ce´ssaires et nous construirons graˆce
a` lui la classe a` laquelle appartient V . Nous nous inte´resserons ensuite aux conditions
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suﬃsantes d’appartenance a` cette classe, nous permettant alors d’en de´duire l’existence
d’un invariant du mouvement pour des syste`mes pertinents de´rive´s de l’e´tude de l’eﬀet
Hall quantique.
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Chapitre 1
Analyse spectrale du mode`le de
Landau a` flux Aharonov-Bohm
de´pendant du temps
Ce chapitre se centrera autour de l’analyse spectrale d’un mode`le de type Aharonov-
Bohm dont le flux de´pend du temps. Ce mode`le pre´sente une singularite´ non inte´grable
a` l’origine pour mode´liser le tube de flux pre´sent dans l’expe´rience physique. La
de´pendance du flux implique la meˆme de´pendance pour les valeurs propres. On montr-
era a` la section 1.3.1 que celles-ci sont des fonctions continues en flux. Remarquons que
lorsque le nombre de flux est entier, alors l’hamiltonien du proble`me est unitairement
e´quivalent graˆce a` une transformation de jauge au proble`me de Landau (cf. 1.3.2).
Nous remarquons que l’analyse spectrale de ce mode`le est connue (on pourra con-
sultat par exemple [ESV]). Cependant, nous chercherons ici a` introduire l’analyse du
spectre joint de H(t) et H¯(t). Nous verrons la de´pendance des valeurs spectrales du
flux et que les vecteurs propres sont continus dans ce parame`tre. L’introduction d’un
formalisme d’ope´rateurs de cre´ation / annihilation nous sera d’une grande aide.
Notations
Nous allons introduire en tout premier lieu des notations qui seront re´gulie`rement
utilise´es par la suite :
Si x = (x1, x2) ∈ R2, alors x⊥ = (−x2, x1)
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qˆ et pˆ de´signent respectivement les ope´rateurs d’impulsion et de position sur R2 :
pˆ :=
￿−i∂x
−i∂y
￿
; qˆ :=
￿
x
y
￿
Ces ope´rateurs sont essentiellement autoadjoints sur l’espace de Schwartz S(R2).
1.1 De´finition du mode`le
Il s’agit de comprendre la dynamique d’une particule dans le plan soumis a` un po-
tentiel V : R2 → R, a` un champ magne´tique constant et orthogonal ainsi qu’un champ
electrique en partie cre´e´ par un flux magne´tique de´pendant du temps et concentre´ a`
l’origine.
Le potentiel vecteur A a donc une de´composition de la forme
A := Ac + AΦ
ou` Ac cre´e un champ magne´tique homoge`ne
Ac :=
B
2
(−q2, q1) = B
2
q⊥
et ou` AΦ de´crit la contribution du flux Φ de´pendant du temps, que l’on suppose de
classe C1(R,R), antisyme´trique et croissant
AΦ :=
Φ(t)
2π|q|2 (−q2, q1) =
Φ(t)
2π|q|2 q
⊥, Φ(t) = −Φ(−t).
Le champ e´lectrique est donne´ par la formule
E = −∇V − ∂tA(q, t)
= −∇V −
˙Φ(t)
2π
q⊥
|q|2
Le champ e´lectrique induit par le potentiel vecteur est dirige´ par le vecteur q⊥ qui est
orthogonal au vecteur unitaire radial. Le champ e´lectrique est donc circulaire.
On de´finit la fonction N : R→ R par
N(t) :=
Φ(t)
2π
.
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Nous sommes amene´s a` e´tudier dans H := L2(R2) l’hamiltonien de symbole
H(N(t)) :=
1
2
￿
pˆ− (1
2
− N(t)|q|2 )qˆ
⊥
￿2
+ V (qˆ)
=
1
2
￿
(−i∂q1 + (
1
2
− N(t)|q|2 )q2)
2 + (−i∂q2 − (
1
2
− N(t)|q|2 )q1)
2
￿
+ V (qˆ).
Pour le cas V = 0, nous pouvons associer a` cet hamiltonien un second ope´rateur de
symbole :
H¯(N(t)) :=
1
2
(pˆ+ (
1
2
+
N(t)
|q|2 )qˆ
⊥)2.
Ces deux hamiltoniens sont relie´s par la relation :
H¯(N(t)) = CH(−N(t))C
ou` C est l’ope´rateur de conjugaison complexe.
De plus, pour l’ope´rateur de moment angulaire L, on a les relations :
[H(N(t)), H¯(N(t))] = [H(N(t)), L] = 0,
H¯(N(t))−H(N(t)) = L+N(t).
Une preuve de ces re´sultats est pre´sente´e dans la proposition 1.2.3.
Dans cette the`se, nous nous sommes inte´resse´s a` l’e´tude de la dynamique ge´ne´re´e
par cet hamiltonien a` flux de´pendant du temps plus un potentiel e´lectrique re´gulier
V . Remarquons cependant que les re´sultats de´montre´s par la suite concernent le cas
ou` V = 0 ou φ = 0 et que V est assujetti a` des conditions de re´gularite´ et de´croissance.
1.2 Analyse spectrale pour le cas V=0 et N fixe´
Pour N ∈ R fixe, l’ope´rateur H(N) est syme´trique sur C∞0 (R2 \ {0}).
La question sur les extensions autoadjointes de ces deux ope´rateurs a de´ja` e´te´ discute´e,
voir par exemple [ESV]. Nous conside´rons ici l’extension de Friedrichs autoadjointe sur
D(H(N)). Rappelons que la famille N ￿→ H(N) n’est pas une famille de type (A) au
sens de Kato (voir [AHS]).
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1.2.1 Ope´rateurs de cre´ation et d’annihilation
De´finissons vN := pˆ − (12 − N|q|2 )qˆ⊥ et cN := qˆ − v⊥N = −pˆ⊥ + (12 + N|q|2 )qˆ. Ces
ope´rateurs sont la quantification de Weyl des coordonne´es qui de´crivent la vitesse et
le centre de la trajectoire classique. On peut maintenant utiliser ces ope´rateurs pour
re´e´crire les deux hamiltoniens comme
H(N) =
1
2
v2N
H¯(N) =
1
2
c2N .
Nous allons maintenant nous attacher a` trouver une de´composition de cette paire
d’ope´rateur a` l’aide d’ope´rateurs de cre´ation et d’annihilation. L’existence d’une telle
de´composition pour l’ope´rateur de Landau nous laisse a` penser qu’elle peut e´galement
exister pour les ope´rateurs de type Aharonov-Bohm.
Commenc¸ons par introduire deux ope´rateurs d’annihilation note´s a(N) et b(N)
de´finis par :
√
2a(N) := (v⊥N)x + i(v
⊥
N)y√
2b(N) := (cN)x − i(cN)y.
Remarque 1.2.1 L’indice x signifie que l’on prend la premie`re composante du vecteur
et l’indice y, la seconde composante.
En re´-exprimant ces ope´rateurs dans les coordonne´es qˆ et pˆ, nous obtenons pour ces
ope´rateurs ainsi que pour leurs adjoints, les ope´rateurs de cre´ation :
√
2a(N) = (
1
2
− N|q|2 )(x+ i y) + (−pˆy + ipˆx)
√
2a∗(N) = (
1
2
− N|q|2 )(x− i y) + (−pˆy − ipˆx)
√
2b(N) = (
1
2
+
N
|q|2 )(x− i y) + (pˆy + ipˆx)
√
2b∗(N) = (
1
2
+
N
|q|2 )(x+ i y) + (pˆy − ipˆx).
Puisque nous travaillons dansR2, il est possible d’exprimer les deux paires d’ope´rateurs
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de cre´ation et d’annihilation en fonction de la variable complexe z et de son conjugue´
z¯. Pour cela, nous utiliserons les de´finitions :
z = x+ iy z¯ = x− iy
2∂z := ∂x − i∂y 2∂z¯ := ∂x + i∂y.
Ceci nous permet alors de reformuler les ope´rateurs a(N), a∗(N), b(N) et b∗(N) dans
des coordonne´es complexes :
√
2a(N) = (
1
2
− N
zz¯
)z + 2∂z¯
√
2a∗(N) = (
1
2
− N
zz¯
)z¯ − 2∂z
√
2b(N) = (
1
2
+
N
zz¯
)z¯ + 2∂z
√
2b∗(N) = (
1
2
+
N
zz¯
)z − 2∂z¯.
1.2.2 Proprie´te´s des ope´rateurs de cre´ation et d’annihilation et
relation avec H(N) et H¯(N)
Les paires d’ope´rateurs que nous venons d’introduire vont nous permettre d’e´tudier
le spectre joint des ope´rateurs H(N) et H¯(N).
De´finition 1.2.2 L’ope´rateur de moment angulaire L est de´fini par
L = xpy − ypx
Nous avons alors une se´rie de re´sultats concernant les ope´rateurs de cre´ation et
d’annihilation :
Proposition 1.2.3 1. Si C est l’ope´rateur de conjugaison complexe, alors
Ca￿(N)C = b￿(−N)
ou` a￿ de´signe a ou a∗.
2. Si [ . , . ] de´signe le commutateur, alors on a :
[a(N), a∗(N)] = [b(N), b∗(N)] = I
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et
[a(N), b(N)] = [a∗(N), b∗(N)] = [a(N), b∗(N)] = [a∗(N), b(N)] = 0
3. H(N) = a(N)∗a(N) + 12I et H¯(N) = b
∗(N)b(N) + 12I ou` I de´signe l’identite´
sur D(H(N)).
4.
H¯(N)−H(N) = L+N (1.1)
5. On a les relations de commutations suivantes :
[H¯(N), H(N)] = [H(N), L] = 0
Preuve : Les identite´s 1 a` 5 sont ve´rife´es par des calculs directs. A titre d’exemple,
remarquons que
2C∂z¯C = C(∂x − i∂y)C = (∂x + i∂y) = 2∂z
et
2[a(N), b(N)] = 2[
z
2
− N
z¯
+ 2∂z¯,
z¯
2
+
N
z
+ 2∂z]
= 2[
z
2
, 2∂z] + 2[2∂z¯,
z¯
2
]
= 0.
✷
1.2.3 De´termination du spectre joint et des fonctions propres
Nous allons maintenant nous inte´resser au spectre joint des ope´rateurs H(N) et
H¯(N). Cela veut dire que nous cherchons des fonctions a` la fois fonctions propres de
H(N) et de H¯(N).
Introduisons la fonction pα pour α ≥ 0 de´finie par :
pα(z, z¯) := (zz¯)
α
2 e−
zz¯
4 .
Nous avons les proprie´te´s suivantes :
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Proposition 1.2.4 Si pα est conside´re´ comme un ope´rateur de multiplication alors :
√
2 p−1α a(N) pα = 2∂z¯ +
α−N
z¯√
2 p−1α b(N) pα = 2∂z +
N + α
z√
2 p−1α a
∗(N) pα = z¯ − 2∂z − N + α
z¯√
2 p−1α b
∗(N) pα = z − 2∂z¯ + N − α
z¯
.
Preuve : Ces re´sultats vont eˆtre obtenus par calculs directs. Par exemple,
√
2 p−1α a(N) pα = p
−1
α ((
1
2
− N
zz¯
)z + 2∂z¯)pα
= p−1α ((
1
2
− N
zz¯
)z + 2(−z
4
+
α
2z¯
))pα + 2∂z¯
= 2∂z¯ +
α−N
z¯
En notant que Cpα = pα, on en de´duit les re´sultats pour b par conjugaison complexe.
✷
Les polynoˆmes de Laguerre pour n ∈ N et α ≥ 0, voir [AS1], sont de´finis par
Lαn(x) =
x−αex
n!
∂nx (e
−xxn+α).
Nous utiliserons souvent par la suite les notations
l := m− n avec m,n ∈ N
N := {0, 1, 2, . . .}
Nous verrons par la suite que le l correspond aux valeurs propres de L. Remarquons
que l’e´quation 1.1 est cruciale.
Nous obtenons
The´ore`me 1.2.5 Pour m,n ∈ N, N ∈ R, on a :
1. • Si l +N ≥ 0 alors
ψn,m(N) :=
(−1)n√
2π
2−
l+N
2
￿
n!
Γ(m+N + 1)
zlLl+Nn (
zz¯
2
)(zz¯)
N
2 e−
zz¯
4
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est tel que :
H(N)ψn,m(N) = (n+
1
2
)ψn,m(N),
H¯(N)ψn,m(N) = (m+N +
1
2
)ψn,m(N).
• Si l +N ≤ 0 alors
ϕn,m(N) :=
(−1)m√
2π
2−
|l+N|
2
￿
m!
Γ(n−N + 1) z¯
−lL|l+N |m (
zz¯
2
)(zz¯)−
N
2 e−
zz¯
4
est tel que ϕm,n(−N) = Cψn,m(N) ou` C est l’ope´rateur de conjugaison
complexe et :
H(N)ϕn,m(N) = (n−N + 1
2
)ϕn,m(N),
H¯(N)ϕn,m(N) = (m+
1
2
)ϕn,m(N).
2. Soit σ(H¯(N), H(N)) :=
￿
(F,E);F ∈ σ(H¯(N)), E ∈ σ(H(N))￿ le spectre
joint des ope´rateurs H(N) et H¯(N).
Alors,
σ(H¯(N), H(N)) =
￿
(m+N +
1
2
, n+
1
2
), m, n ∈ N,m− n+N ≥ 0
￿
∪
￿
(m+
1
2
, n−N + 1
2
), m, n ∈ N,m− n+N < 0
￿
.
Remarque 1.2.6 Remarquons que pour tout N ∈ N
σ(H(N)) =
￿
n+
1
2
, n ∈ N
￿
∪
￿
n−N + 1
2
, n ∈ N tel que n−N ≥ 0
￿
.
La de´ge´ne´rescence du point spectral n + 12 est infini alors que celle du point spectral
n−N + 12 est e´gale au cardinal de N ∩ [0, n−N ].
Dans le graphique ci-dessous, nous avons repre´sente´ quelques points de σ(H¯(N), H(N))
par des fle`ches afin de visualiser le sens de leur variation pour N croissant.
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Preuve : Nous nous plac¸ons dans un premier temps dans le cas ou` N > 0 et nous
cherchons une fonction ψ satisfaisant a` a(N)ψ = 0 et ψ = pαη pour une certaine
fonction η. La proposition 1.2.4 nous permet d’aﬃrmer que de telles fonctions existent
et sont dans le domaine de H(N) si N = α et si η est tel que ∂z¯η = 0, c’est-a`-dire η
holomorphe. Nous avons alors une premie`re valeur propre et une infinitude de vecteurs
propres de H(N) car
H(N)ψ = a∗(N)a(N)ψ +
ψ
2
=
1
2
ψ.
η e´tant une fonction holomorphe, elle admet un de´veloppement en se´rie entie`re. ψ est
donc de la forme :
ψ = (zz¯)
N
2 e−
zz¯
4
∞￿
i=0
aiz
i
avec ∀i ∈ N, ai ∈ C. Puisque nous cherchons des fonctions qui sont a` la fois des
vecteurs propres de H(N) et de H¯(N), nous allons appliquer H¯(N) a` ψ pour en
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de´duire la forme de η :
2H¯(N)ψ = 2b∗(N)b(N)ψ + ψ
= 2pN(z − 2∂z¯)(2∂z + 2N
z
)
∞￿
i=0
aiz
i + ψ
Puisque ∂z et ∂z¯ commutent, on obtient :
2H¯(N)ψ = 2pN(z∂z +N)
∞￿
i=0
aiz
i + ψ
= 2pN
∞￿
i=0
ai(i+N)z
i + ψ
Donc pour que ψ soit vecteur propre a` la fois de H(N) et H¯(N), il faut choisir η
comme un monoˆme de degre´ quelconque. Si η = zm, alors m + N + 12 est valeur
propre de H¯(N). Cependant, puisque :
√
2b∗(N)ψ = zψ
on peut donc choisir η = 1 et conside´rer par la suite les fonctions de´finies par les
puissances de b∗(N). Le nom ope´rateur de cre´ation vient de cette dernie`re e´quation :√
2b∗(N) “cre´e” un z.
La fonction
pN(z, z¯) = (zz¯)
N
2 e−
zz¯
4
se normalise en la re´e´crivant en coordonne´es polaires et en utilisant la de´finition de la
fonction Γ [AS1]. On obtient alors un e´tat ψ0,0(N) :
ψ0,0(N) := C0,0(N)(zz¯)
N
2 e−
zz¯
4
ou` C0,0(N) =
1√
2π2NΓ(N+1)
et de´finissons pour n,m ∈ N tel que m− n ≥ 0 :
ψn,m(N) :=
￿
Γ(N + 1)
n!Γ(m+N + 1)
(a∗(N))n(b∗(N))mψ0,0(N)
=
(a∗(N))n√
n!
(b∗(N))m￿
Γ(m+N + 1)
(zz¯)
N
2 e−
zz¯
4√
2π2
N
2
= Cn,m(N)(a
∗(N))n(b∗(N))mpN(z, z¯)
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ou` l’on a pose´
Cn,m(N) =
1￿
2π n!Γ(m+N + 1) 2N
Ainsi, a` cause des proprie´te´s de commutation entre l’ope´rateur H(N) et b∗(N), on en
de´duit que ψ0,m(N) satisfait a` :
H(N)ψ0,m(N) =
1
2
ψ0,m(N)
H¯(N)ψ0,m(N) = (m+N +
1
2
)ψ0,m(N)
et ψ0,m(N) ve´rifie bien la condition de continuite´ a` l’origine puisque l’action de b∗(N)
sur ψ0,0(N) est la multiplication par z. Il reste maintenant a` ve´rifier que ψn,m(N) est
une valeur propre de H(N) et de H¯(N). Pour cela, nous allons nous servir du lemme
suivant :
Lemme 1.2.7 Pour n,m ∈ N tel que m− n ≥ 0 et N ≥ 0, on a :
a(N)(a∗(N))nψ0,0(N) = n(a∗(N))n−1ψ0,0(N)
Preuve du lemme : Ce re´sultat se de´montre par re´currence sur n pour un N positif
fixe :
Pour n = 1, on a :
a(N)a∗(N)ψ0,0(N) = [a(N), a∗(N)]ψ0,0(N) + a∗(N)a(N)ψ0,0(N)
= 1(a∗(N))0ψ0,0(N)
car a(N)ψ0,0(N) = 0 et [a(N), a∗(N)] = 1.
Supposons maintenant que cette relation soit vraie a` l’ordre n, montrons qu’elle est
vraie a` l’ordre n+ 1 :
a(N)(a∗(N))n+1ψ0,0(N) = a(N)a∗(N)(a∗(N))nψ0,0(N)
= a∗(N)a(N)(a∗(N))nψ0,0(N)
+[a(N), a∗(N)](a∗(N))nψ0,0(N)
= n a∗(N)nψ0,0(N) + a∗(N)nψ0,0(N)
= (n+ 1)(a∗(N))nψ0,0(N)
✷
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Les fonctions ψn,m(N) sont normalise´es par la constante Cn,m(N) de´finie plus haut.
Montrons maintenant que ce sont des vecteurs propres des hamiltoniens.
Ce re´sultat s’e´tablit a` l’aide des relations de commutation entre a(N), a∗(N), b(N)
et b∗(N) et du lemme.
H(N)ψn,m(N) = Cn,m(N)a
∗(N)a(N)a∗(N)nb∗(N)mpN(z, z¯) +
ψn,m(N)
2
= (n+
1
2
)ψn,m(N)
Nous avons de´ja` vu que H¯(N)ψ0,m(N) = (m + N +
1
2)ψ0,m(N). Puisque a
∗(N)
commute avec b(N) et b∗(N), on a que :
H¯(N)ψn,m(N) = (m+N +
1
2
)ψn,m(N)
Les {ψn,m(N)}n,m de´finissent donc bien des vecteurs propres. Cependant, ils sont
de´finis a` partir des ope´rateurs a∗(N) et b∗(N) applique´s a` une fonction gaussienne.
Nous allons maintenant transformer ces expressions pour nous ramener a` une des
de´finitions des polynoˆmes de Laguerre. Nous verrons que pour respecter l’hypothe`se
de re´gularite´, nous devrons restreindre les combinaisons possibles entre n et m. Pour
cela, remarquons en premier lieu que pour qN = (zz¯)
N
2 e
zz¯
4 , on a :
√
2q−1N a
∗(N)qN = −2∂z
Alors :
C−1n,m(N)a
∗(N)nb∗(N)mpN(z, z¯) = 2−
n+m
2 q−N(−2∂z)n
￿
zm(zz¯)Ne−
zz¯
2
￿
= (−1)n2N2−n+m2 q−N
￿
2
z¯
￿m
(2∂z)
n￿
(
zz¯
2
)N+me−
zz¯
2
￿
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Or en posant t = zz¯2 , on obtient que (2∂z)(t
m+Ne−t) = ∂t(tm+Ne−t) ◦ z¯ d’ou`
C−1n,m(N)a
∗(N)nb∗(N)mpN(z, z¯) = (−1)n2N2−n+m2 q−N
￿
2
z¯
￿m
z¯n
∂nt (t
m+Ne−t)
= (−1)n2−n+m2 2N+m((zz¯)−N2 e zz¯4 )z¯n−m
∂nt (t
n+l+Ne−t)
Remarquons que pour satisfaire la condition de re´gularite´, il faut supposer que N +
m− n ≥ 0. On rappelle que les polynoˆmes de Laguerre ge´ne´ralise´s sont de´finis par :
Lαn(x) =
x−αex
n!
∂nx (e
−xxn+α)
alors on obtient que
C−1n,m(N)a
∗(N)nb∗(N)mpN(z, z¯) = (−1)n2−n+m2 +N+mn!((zz¯)−N2 e− zz¯4 )
z¯n−m(
zz¯
2
)N+m−nLl+Nn (
zz¯
2
)
= (−1)n2n−m2 n!Ll+Nn (
zz¯
2
)(zz¯)
N
2 e−
zz¯
4 zl
ou encore
ψn,m(N) =
(−1)n√
2π
2−
l+N
2
￿
n!
Γ(m+N + 1)
zlLl+Nn (
zz¯
2
)pN(z, z¯)
Ceci conclut la preuve de la premie`re partie du the´ore`me. Pour conclure cette de´monstra-
tion, nous allons nous servir de l’ope´rateur de conjugaison complexe. Notons en premier
lieu que :
H(N) = C H¯(−N)C (1.2)
car Cb￿(−N)C = a￿(N) par le premier point de la proposition 1.2.3 et donc que si ψ
est vecteur propre de H(N) alors Cψ est vecteur propre de H¯(N). Il convient donc
de calculer la conjugaison complexe de la famille de vecteurs propres que l’on vient de
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trouver :
Cψn,m(N) = Cn,m(N)C(a
∗(N))nCC(b∗(N))mC
￿
C(zz¯)
N
2 e−
zz¯
4
￿
= Cn,m(N)(b
∗(−N))n(a∗(−N))m(zz¯)N2 e− zz¯4
=: ϕm,n(−N)
On en de´duit a` l’aide de l’e´quation (1.2) que
H¯(−N)ϕm,n(−N) = (n+ 1
2
)ϕm,n(−N)
et donc que
H¯(N)ϕn,m(N) = (m+
1
2
)ϕn,m(N)
Ces vecteurs sont de´finis pour n−m−N ≥ 0 ou encore l +N ≤ 0.
On a donc que :
ϕ0,0(N) = Cψ0,0(−N)
=
1
2−
N
2
￿
2π Γ(n−N + 1)(zz¯)
−N2 e−
zz¯
4
et
ϕn,m(N) = Cψm,n(−N)
= Cm,n(−N)(a∗(−N))m(b∗(−N))nξ(−N)
L’action de a∗(N) sur ϕ0,0(N) est la multiplication par z¯, tout comme b∗(N) multiplie
ψ0,0(N) par z. La forme des fonctions ψn,m(N) et ϕn,m(N) est tre`s proche. On
remarque que pour obtenir ϕn,m(N) a` partir de ψn,m(N), il suﬃt d’eﬀectuer une
conjugaison complexe, d’e´changer n et m et de changer le signe de N . Ce dernier
argument nous permet d’en de´duire que
H(N)ϕn,m(N) = (n−N + 1
2
)ϕn,m(N).
Le re´sultat sur le spectre joint suit du fait que {ψn,m(N),ϕn,m(N)}n,m forme une base
orthonorme´e de H [ESV]. Cela nous permet alors de conclure la preuve du the´ore`me
1.2.5.
✷
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1.3 Proprie´te´s des fonctions propres
1.3.1 Continuite´ en “flux” des fonctions propres
Pour N fixe´ et l := m− n, nous avons alors a` la vue du deux the´ore`me pre´ce´dents
un de´coupage du re´seau N2. Dans la partie ou` l+N ≤ 0, les fonctions ϕn,m(N) sont
bien de´finies alors que sur l +N ≥ 0, ce sont les ψnm,(N) qui sont de´finies. De plus,
pour N entier, la droite l +N = 0 qui se´pare les deux parties pre´ce´dentes, coupe les
points du re´seau. Il apparaˆıt alors naturel de se demander ce qu’il se passe entre les
diﬀe´rentes fonctions sur cette droite.
The´ore`me 1.3.1 Pour les fonctions propres de´finies pre´ce´demments et n,m ∈ Z, on
a :
- Si m− n ≤ 0,
ϕn,m(n−m) = ψm,2m−n(n−m)
- Si m− n ≥ 0,
ψn,m(n−m) = ϕ2n−m,n(n−m)
Preuve : Nous allons comparer les deux fonctions.
ϕn,m(n−m) = (−1)
m
√
2π
￿
m!
Γ(m+ 1)
z¯n−mL0m(
zz¯
2
)(zz¯)
m−n
2 e−
zz¯
4
=
(−1)m√
2π
L0m(
zz¯
2
)z
m−n
2 z¯
n−m
2 e−
zz¯
4
en rappelant que pour k entier, on a Γ(k + 1) = k!.
De meˆme :
ψm,2m−n(n−m) = (−1)
m
√
2π
￿
m!
Γ(m+ 1)
zm−nL0m(
zz¯
2
)(zz¯)
n−m
2 e−
zz¯
4
=
(−1)m√
2π
L0m(
zz¯
2
)z
m−n
2 z¯
n−m
2 e−
zz¯
4
= ϕn,m(n−m)
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Pour obtenir le second re´sultat, on remarque ϕn,m(n−m) = ψnˆ,mˆ(n−m) avec :￿
mˆ
nˆ
￿
=
￿
2 −1
1 0
￿￿
m
n
￿
ce qui est e´quivalent a` : ￿
m
n
￿
=
￿
0 1
−1 2
￿￿
mˆ
nˆ
￿
Donc ψn,m(n−m) = ϕ2n−m,n(n−m).
✷
On remarque donc que si l’on suppose N continue et croissante, alors la partie “mobile”
du spectre de H(N) (resp. de H¯(N)) arrive toujours apre`s un certain temps dans un
niveau d’e´nergie fixe par rapport a` N pour H(N) (resp. pour H¯(N) ).
Nous pouvons repre´senter l’e´volution du spectre de H(N) au cours du temps :
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1.3.2 Fonctions propres et transformation de jauge
Nous allons maintenant montrer, que pour des valeurs entie`res de N , l’hamiltonien
H(N) est unitairement e´quivalent a` l’hamiltonien de Landau.
Soit N ∈ Z et G(N) l’unitaire de´fini par :
G(N) :=
￿ z¯
z
￿N
2
G(N) est en fait une transformation de jauge. Alors l’hamiltonien H(N) se re´e´crit
comme :
H(N) = G(N)H(0)G−1(N)
Cette relation de jauge fait le lien entre une fonction propre d’un syste`me dont on
connait le nombre N de flux et une fonction propre du syste`me auquel on a ajoute´ un
nombre J de flux :
The´ore`me 1.3.2 Soit n,m, J ∈ Z et N quelconque tel que m− n + J +N ≥ 0 et
soit G(J) la transformation de jauge de´finie pre´ce´demment. Alors
ψn,m(N + J) = G(J)ψn,m+J(N)
Preuve : En remarquant que m − n + (N + J) = (m + J) − n + N , on a tout de
suite que
Cn,m(N + J) = Cn,m+J(N)
De plus, on a que :
G(J) =
￿ z¯
z
￿J
2
=
(zz¯)
J
2
zJ
Donc :
G(J)ψn,m+J(N) = G(J)
￿
Cn,m(N + J)z
m−n+JLl+N+Jn (
zz¯
2
)(zz¯)
N
2 e−
zz¯
4
￿
= Cn,m(N + J)
(zz¯)
J
2
zJ
zm−n+JLl+N+Jn (
zz¯
2
)(zz¯)
N
2 e−
zz¯
4
= Cn,m+J(N)z
m−nLl+N+Jn (
zz¯
2
)(zz¯)
N+J
2 e−
zz¯
4
= ψn,m(N + J)
✷
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1.3.3 De´veloppement dans la base propre des de´rive´es par rap-
port au parame`tre N des fonctions propres
Nous allons maintenant montrer des proprie´te´s des fonctions propres qui seront
utiles pour l’e´tude de la propagation adiabatique.
The´ore`me 1.3.3 1. Soit j ∈ Z et N quelconque tel que j + N ≥ 0. Alors pour
tout k ∈ N
￿∂Nψ0,j(N),ψ0,k(N)￿ = 0
2. Si m− n+N ≥ 0 et n ≥ 1, on a :
￿∂Nψ0,j(N),ψn,m(N)￿ = − 1
2n
￿
n!Γ(j +N + 1)
Γ(m+N + 1)
δj,m−n
ou` δx,y est le symbole de Kronecker.
3. Si j +N ≥ 0 et m− n+N < 0, on a :
￿∂Nψ0,j(N),ϕn,m(N)￿ = 0
4. Si m− n+N ≤ 0 et n ≥ 1, on a :
￿∂Nϕj,0(N),ϕn,m(N)￿ = 1
2m
￿
m!Γ(−j −N + 1)
Γ(n−N + 1) δj,m−n
ou` δx,y est le symbole de Kronecker.
5. Si −j +N < 0 et m− n+N ≥ 0, on a :
￿∂Nϕj,0(N),ψn,m(N)￿ = 0
Preuve :
1. Rappelons que
ψ0,j(N) = C0,j(N)z
j(zz¯)
N
2 e−
zz¯
4
ou` C0,j(N) est la constante de normalisation. Remarquons maintenant que
∂Nψ0,j(N) satisfait a` la relation :
∂Nψ0,j(N) =
￿
∂NC0,j(N)
C0,j(N)
+ ln(zz¯)
1
2
￿
ψ0,j(N)
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Pour la proprie´te´ qui nous inte´resse, nous pouvons nous aﬀranchir des diverses
constantes de normalisation. Soit k ∈ N, k ￿= j :
￿∂Nψ0,j(N),ψ0,k(N)￿ ∼
￿ ∞
0
￿ 2π
0
ln(zz¯)
1
2 rj+keiθ(k−j)r2Ne−
r2
2 rdrdθ
+
￿ ∞
0
￿ 2π
0
rj+keiθ(k−j)r2Ne−
r2
2 rdrdθ
∼
￿ 2π
0
eiθ(k−j)dθ
￿ ∞
0
. . .
L’inte´grale de´pendant de θ est nulle, ce qui implique le re´sultat pour k ￿= j.
Interessons nous maintenant au cas k = j. On sait que :
￿ψ0,j(N)￿2 = ￿ψ0,j(N),ψ0,j(N)￿ = 1
En de´rivant par rapport a` N , on obtient :
￿∂Nψ0,j(N),ψ0,j(N)￿+ ￿ψ0,j(N), ∂Nψ0,j(N)￿ = 0
ou encore
2￿￿∂Nψ0,j(N),ψ0,j(N)￿ = 0
ou` ￿ de´signe la partie re´elle d’un nombre complexe. Or, ∂Nψ0,j(N)ψ0,j(N) ne
de´pend plus de θ, c’est donc une inte´grale re´elle d’ou` le re´sultat.
Remarque 1.3.4 Nous obtenons de plus la relation :
∂Nc0,j(N)
c0,j(N)
= −
￿ ∞
0
ln(r)|ψ0,j(N)|2rdr
2. Soient m,n et N ve´rifiant les conditions du the´ore`me. Commenc¸ons par montrer
que
￿∂Nψ0,j(N),ψn,m(N)￿ = 0
si j ￿= m− n. La preuve pre´ce´dente nous rappelle que :
∂Nψ0,j(N) =
￿
∂Nc0,j(N)
c0,j(N)
+ ln(zz¯)
1
2
￿
ψ0,j(N)
De plus,
ψn,m(N) ∼ zm−nLl+Nn (N)(zz¯)
N
2 e−
zz¯
4
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Si l’on passe en coordonne´es polaires, on trouve donc que :
￿∂Nψ0,j(N),ψn,m(N)￿ =
￿ 2π
0
e−ijθei(m−n)θdθ
￿ ∞
0
. . .
= 0 si j ￿= m− n
Dans un souci de clarte´, nous e´crirons par la suite ψn,m au lieu de ψn,m(N).
Le the´ore`me 1.3.3 nous dit que pour n = 0, le produit scalaire pre´ce´dent est
e´gal a` 0. On supposera donc n ≥ 1. Maintenant, si j = m− n, on a :
￿∂Nψ0,j,ψn,m￿ = ∂Nc0,j
c0,j
￿ψ0,j,ψn,m￿+ ￿ln(zz¯) 12ψ0,j,ψn,m￿
= ￿ln(zz¯) 12ψ0,j,ψn,m￿
car les vecteurs propres forment une base orthonorme´e. Dore´navant, nous utilis-
erons les coordonne´es polaires. On sait que
ln(r) =
1
2
(ln(
r2
2
) + ln 2)
D’ou` :
￿∂Nψ0,j,ψn,m￿ = ￿1
2
(ln(
r2
2
) + ln 2)ψ0,j,ψn,m￿
=
1
2
￿ln(r
2
2
)ψ0,j,ψn,m￿
On obtient alors que :
￿∂Nψ0,j,ψn,m￿ = 2πC0,jCn,m
￿ ∞
0
ln(
r2
2
)r2(j+N)Ll+Nn (
r2
2
)e−
r2
2 rdr
Or, le polynoˆme de Laguerre peut s’e´crire de fac¸on explicite [AS1]:
Ll+Nn (x) =
n￿
i=0
￿
n+ l +N
n− i
￿
(−1)i
i!￿ ￿￿ ￿
αi:=
xi
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De plus, on a :
C0,jCn,m =
1
2π2j+N
￿
n!
Γ(j +N + 1)Γ(m+N + 1)￿ ￿￿ ￿
K:=
En ajoutant ces informations a` ce que l’on avait pre´ce´demment, on obtient :
￿∂Nψ0,j,ψn,m￿ = K
￿ ∞
0
ln(
r2
2
)
￿
r2
2
￿j+N
Ll+Nn (
r2
2
)e−
r2
2 rdr
En posant y = r
2
2 , on a dy = rdr et en rappelant que la de´rive´e de la fonction
Γ est donne´e par :
Γ￿(x) =
￿ ∞
0
ln(t)tx−1e−xdx
on trouve que :
￿∂Nψ0,j,ψn,m￿ = K
n￿
i=0
αi
￿ ∞
0
ln(
r2
2
)
￿
r2
2
￿j+N+i
Ll+Nn (
r2
2
)e−
r2
2 rdr
= K
n￿
i=0
αiΓ
￿(j + i+N + 1)
=
n￿
i=0
KαiΓ
￿(j + i+N + 1)
Calculons maitenant le produit Kαi. Pour i ∈ [0, n] :
Kαi =
￿
n!
Γ(j +N + 1)Γ(m+N + 1)
Γ(n+ j +N + 1)
(n− i)!Γ(j +N + i+ 1)
(−1)i
i!
Or, n+ j = m, donc :
Kαi =
￿
Γ(m+N + 1)
n!Γ(j +N + 1)
n!
i!(n− i)!
(−1)i
Γ(j +N + i+ 1)
=
￿
Γ(m+N + 1)
n!Γ(j +N + 1)
￿
n
i
￿
(−1)i
Γ(j +N + i+ 1)
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Ceci entraine que :
￿∂Nψ0,j,ψn,m￿ = 1
2
￿
Γ(m+N + 1)
n!Γ(j +N + 1)
n￿
i=0
￿
n
i
￿
(−1)iψ0(j + i+N + 1)
avec ψ0 la fonction digamma [AS1] :
ψ0(x) =
Γ￿(x)
Γ(x)
Or un re´sultat bien connu nous dit que :
n￿
i=0
￿
n
i
￿
(−1)iψ0(j + i+N + 1) = −(n− 1)!Γ(j +N + 1)
Γ(j +N + n+ 1)
D’ou` :
￿∂Nψ0,j,ψn,m￿ = −1
2
￿
Γ(m+N + 1)
n!Γ(j +N + 1)
(n− 1)!Γ(j +N + 1)
Γ(j +N + n+ 1)
= −1
2
￿
(n− 1)!Γ(j +N + 1)
nΓ(m+N + 1)
= − 1
2n
￿
n!Γ(j +N + 1)
Γ(m+N + 1)
3. Soient j,m, n et N choisis ve´rifiant les hypothe`ses du point discute´. Alors, par
les calculs pre´ce´dents, on sait que la partie angulaire de la fonction ∂Nψ0,j(N)
est la meˆme que la partie angulaire de ψ0,j(N). Ainsi, le produit scalaire s’e´crit
￿∂Nψ0,j(N),ϕn,m(N)￿ =
￿ 2π
0
e−ijθei(m−n)θdθ
￿ ∞
0
. . . dr
= 0 si j ￿= m− n
Pour que le produit scalaire soit non nul, il faut donc que j = m − n. Or, par
hypothe`ses, j +N ≥ 0 et m− n+N < 0, ce qui aboutit a` j ≥ 0 et j < 0, ce
qui est absurde. Les produits scalaires de la forme ￿∂Nψ0,j(N),ϕn,m(N)￿ sont
donc toujours nuls.
4. et 5. Ces preuves se font de manie`re analogue aux pre´ce´dentes en remarquant
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que :
∂Nϕj,0(N) = (
∂Ncj,0(N)
cj,0(N)
− ln(zz¯))ϕj,0(N)
En particulier, le signe devant le logarithme entraˆıne le changement de signe
devant le terme final.
✷
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Chapitre 2
The´ore`mes adiabatiques
Le the´ore`me adiabatique est un outil important pour l’e´tude de la dynamique des
particules en me´canique quantique. Dans sa forme classique, il permet de faire une
approximation du propagateur d’un mode`le de´pendant lentement du temps par le prop-
agateur d’un syste`me pour lequel on a un controˆle spectral.
Ce chapitre pre´sentera deux the´ore`mes de type adiabatiques pour des particules
soumises a` un champ magne´tique et a` un champ e´lectrique croise´s. Le premier con-
cernera l’hamiltonien H(N(t)) de type Aharonov-Bohm avec flux de´pendant du temps.
Nous de´montrerons un the´ore`me adiabatique “a` l’inte´rieur du niveau fondamental”. Ce
re´sultat nous permettra de faire des analogies avec le cas classique (voir figure 2).
Le second the´ore`me sera de type “moyennisation quantique” et concernera l’appli-
cation de ces ide´es au proble`me de la perturbation de l’hamiltonien de Landau par un
petit potentiel e´lectrique constant en temps. Il implique en particulier que le niveau
de Landau le plus bas est approximativement invariant pour des temps longs.
Nous pre´senterons dans un premier temps une bre`ve explication de ce qu’est le
the´ore`me adiabatique. Nous continuerons l’application au mode`le a` flux de´pendant du
temps. Nous pourrons calculer directement l’e´volution d’une base propre du niveau de
Landau le plus bas. Finalement, nous pre´senterons le second the´ore`me adiabatique.
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2.1 The´ore`me adiabatique pour la me´canique quan-
tique
On s’inte´resse a` la question de la stabilite´ spectrale des e´tats sous des variations
du temps lentes, c’est-a`-dire dans quel sens on peut dire qu’un e´tat commenc¸ant dans
une bande d’e´nergie se´pare´ du reste du spectre reste dans cette bande.
Soit l’e´quation d’e´volution de Schro¨dinger :
∂tψτ (t) = −iτH(t)ψτ (t),ψτ (0) = ψ (2.1)
pour t ∈ [0, 1]. τ est un grand parame`tre etH(t) une famille d’ope´rateurs autoadjoints.
Le premier re´sultat rigoureux concernant l’approche adiabatique en me´canique
quantique est duˆ a` Born et Fock en 1928 [BF]. Ils supposent que le spectre de H(t)
est purement discret.
En 1950, Kato [Ka1] introduit la notion de transformation adiabatique qui est
purement ge´ome´trique et compare l’e´volution ge´ome´trique avec l’e´volution associe´e a`
l’e´quation (2.1). Son re´sultat est local en e´nergie. Pour cela, il introduit
HAD(t) := H(t) +
i
τ
[P˙ (t), P (t)]
ou` P (t) est le projecteur spectral associe´ a` une valeur propre non de´ge´ne´re´e et isole´e.
Cela lui permet de traiter des cas ou` le spectre en dehors de l’e´nergie conside´re´e est
d’une forme plus ge´ne´rale.
Des re´sultats se succe´dent par la suite afin d’obtenir une meilleure approximation
entre la dynamique de l’ope´rateur et la dynamique adiabatique de´finie par HAD(t).
Citons par exemple [Ne1, JP]. Certaines the´ories relaxent les conditions spectrales
alors que d’autres ame´liorent l’approximation.
Avron, Seiler et Yaﬀe ge´ne´ralisent au cas ou` P (t) projette sur une bande spectrale
se´pare´e par un gap [ASY]. De plus, ils montrent que le the´ore`me adiabatique est un
outil eﬃcace dans l’e´tude des syste`mes de Hall, dans le cas ou` ils sont spacialement
finis.
Il existe des re´sultats sans hypothe`ses de lacunes spectrales [AE, Bo].
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2.2 Premier the´ore`me adiabatique
2.2.1 Le re´sultat
Les the´ore`mes adiabatiques cite´s auparavant ne sont pas applicables pour le proble`-
me associe´ a` H(N(t)) pour deux raisons : premie`rement, le sous-espace que l’on
conside`re n’est pas un sous-espace spectral se´pare´ du reste du spectre par un gap
uniforme. Deuxie`mement, l’existence d’un propagateur n’est pas garanti pour la famille
de d’ope´rateurs H(N(t)). Ce second point a de´ja` e´te´ discute´ dans [AHS] et nous
n’avons pas essaye´ de donner une contribution a` ce proble`me. La the´orie sera donc
de´veloppe´e en supposant que les propagateurs existent. Pour contourner le premier
point, nous devrons de´montrer “a` la main” que le projecteur choisi est diﬀe´rentiable
et introduire un ope´rateur Γ(t) solution de l’e´quation aux commutateurs :
[H(N(t)),Γ(N(t))] = [∂tP (N(t)), P (N(t))]. (2.2)
The´ore`me 2.2.1 (The´ore`me Adiabatique) Soient {H(t)}t∈R une famille d’ope´ra-
teurs autoadjoints dansH, {P (t)}t∈R et {Γ(t)}t∈R deux familles d’ope´rateurs de classe
C1(R,B(H)) ou`, pour tout t ∈ R, P (t) est un projecteur orthogonal et Γ(t) une
solution de (2.2).
Soit
HAD(t) := H(t) +
i
τ
[P˙ (t), P (t)].
Supposons que H(t) et HAD(t) de´finissent des propagateurs unitaires Uτ (t, s) et
UAD(t, s) et que pour ψ ∈ D(H(0)) = D(HAD(0)), les applications t ￿→ Uτ (t, 0)ψ
et t ￿→ UAD(t, 0)ψ soient des solutions de l’e´quation d’e´volution de Schro¨dinger (2.1)
correspondantes.
Alors,
sup
t∈[0,1]
￿Uτ (t, 0)− UAD(t, 0)￿ = O(1
τ
)
Remarque 2.2.2 Par la suite, nous noterons
Uτ (t) := Uτ (t, 0) UAD(t) := UAD(t, 0)
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Preuve : Soit t ∈ [0, 1]. Nous avons premie`rement que pour ψ ∈ D(H(0)) :
(Uτ (t)− UAD(t))ψ = Uτ (t)(1− U∗τ (t)UAD(t))ψ
= −Uτ (t)
￿ t
0
∂s(U
∗
τ (s)UAD(s))ψds
= −Uτ (t)
￿ t
0
U∗τ (s)[P˙ (s), P (s)]UAD(s)ψds.
Or,
i∂t(U
∗
τ ΓUAD)ψ = U
∗
τ
￿
iΓ˙+ τΓHAD − τHΓ
￿
UADψ
= U∗τ
￿
iΓ˙− τ [H,Γ] + iΓ[P˙ , P ]
￿
UADψ
donc
U∗τ [P˙ , P ]UAD = U
∗
τ [H,Γ]UADψ
=
1
τ
￿
−i∂t(U∗τ ΓUAD) + U∗τ (iΓ˙+ iΓ[P˙ , P ])UAD
￿
ψ
et il suit que
(Uτ (t)− UAD(t))ψ = −Uτ (t)
τ
￿￿ t
0
U∗τ (iΓ˙+ iΓ[P˙ , P ])UAD(s)ψds
￿
+
i
τ
Uτ (t) (UτΓUAD(t)− Γ(0))ψ.
Nous obtenons alors la majoration suivante pour la norme de la diﬀe´rence des propa-
gateurs :
￿Uτ (t)− UAD(t)￿ ≤ 1
τ
￿
2￿Γ￿+ t(￿Γ˙￿+ 2￿Γ￿ ￿P˙￿)
￿
(t)
par unitarite´ et densite´ de D(H(0)).
Par l’hypothe`se sur P et Γ, le membre de droite est O( 1τ ) uniforme´ment pour t ∈ [0, 1].
✷
Rappelons qu’en particulier, par la construction de Kato, le propagateur adiabatique
pre´sente la proprie´te´ suivante :
Remarque 2.2.3 On a que
UAD(t)P (0)U
−1
AD(t) = P (t).
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Nous remarquons que dans certains cas, on peut de´terminer l’action de UAD(t) :
The´ore`me 2.2.4 Sous les meˆmes hypothe`ses que dans le the´ore`me 2.2.1, et pour
φ(t) ∈ D(H(t)) et φ(.) ∈ C1(R,H) tel que pour tout t, on ait : si
H1. φ(t) ∈ RanP (t)
H2. H(t)φ(t) = E(t)φ(t), E ∈ C0(R,R)
H3. P (t)φ˙(t) = 0
alors
UAD(t, t0)φ(t0) = e
−iτ ￿ tt0 E(s)dsφ(t).
Preuve : Nous avons suppose´ que UAD(t, t0)φ(t0) fournit la solution unique de
l’e´quation d’e´volution adiabatique. Il est donc suﬃsant de ve´rifier que le membre
de droite, qui vaut φ(t0) pour t = t0, est solution de l’e´quation diﬀe´rentielle. Or
(i∂t − τHAD)e−iτ
￿ t
t0
Eφ =(H2) e
−iτ ￿ tt0 E ￿τEφ+ iφ˙− (τE + i[P˙ , P ])φ￿ = 0
car
[P˙ , P ]φ =(H1) P˙φ− PP˙φ =(H1) P˙φ− PP˙Pφ
= P˙φ =(H3) P˙φ+ P φ˙ = ∂t(Pφ) =(H1) φ˙. ✷
2.2.2 Choix de la famille de projecteurs pour le cas H(N(t)) et
V = 0
Dans ce chapitre, nous allons de´finir pour le mode`le a` flux une famille de projecteurs
P (N(t)) puis une famille Γ(N(t)) solution de 2.2. Ensuite, nous de´montrerons que
les hypothe`ses du the´ore`me 2.2.1 les concernant sont satisfaites.
Pour N ∈ R, nous choisissons P (N) le projecteur orthogonal sur l’espace que nous
conside´rons espace fondamentale du couple d’ope´rateurs (H¯(N), H(N)), c’est-a`-dire
RanP (N) =
￿
φ ∈ H; H¯(N)φ = 1
2
φ ou H(N)φ =
1
2
φ
￿
.
D’apre`s le the´ore`me 1.2.5, nous avons
P (N) :=
￿
j+N≥0
|ψ0,j(N)￿￿ψ0,j(N)|+
￿
−j+N<0
|ϕj,0(N)￿￿ϕj,0(N)|. (2.3)
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Remarquons que la partie de σ(H¯(N), H(N)) concerne´e est
σ(H¯(N), H(N)) ∩
￿
(
1
2
× R) ∪ (R× 1
2
)
￿
que nous pouvons repre´senter pour N entier par les points dans le graphique ci-dessous.
2.2.3 Un re´sultat adiabatique pour le proble`me a` flux de´pendant
du temps
Nous arrivons maintenant au premier re´sultat de ce travail. Il s’agit d’une applica-
tion du the´ore`me 2.2.1 au mode`le a` flux de´pendant du temps. Pour cela, nous allons
devoir de´montrer que le projecteur que l’on vient de choisir satisfait aux hypothe`ses
du the´ore`me 2.2.1.
Rappelons que pour ce mode`le, la de´pendance par rapport au temps des fonctions
propres, et par conse´quent celle des projecteurs, se fait au travers de la fonction N .
C’est une fonction a` valeur re´elle, croissante et lisse.
The´ore`me 2.2.5 Soit N ∈ C1(R,R).
Pour P (N) de´finie en (2.3), nous avons
1. P (N(.)) ∈ C1(R,B(H))
2. Il existe Γ(N(.)) ∈ C1(R,B(H)) solution de
[H,Γ](N(.)) = [P˙ , P ](N(.))
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et tel que
￿ψ,Γψ￿(N(.)) = 0
pour ψ ∈ {ψn,m(N),ϕn,m(N)}n,m.
Preuve du the´ore`me : La preuve s’articulera autour de plusieurs propositions. Nous
allons d’abord de´velopper la de´rive´e par rapport a` N du projecteur P˙ (N) = ∂NP (N)
sur les vecteurs de la base propre {ψn,m(N),ϕn,m(N)}n,m, les premiers e´tant definis
pour l +N ≥ 0 et les seconds pour l +N ≤ 0.
P˙ (N) est donne´ par :
P˙ (N) =
￿
j+N≥0
(|ψ0,j(N)￿￿ψ˙0,j(N)|+ |ψ˙0,j(N)￿￿ψ0,j(N)|)
+
￿
−j+N<0
(|ϕj,0(N)￿￿ϕ˙j,0(N)|+ |ϕ˙j,0(N)￿￿ϕj,0(N)|)
Nous allons donner les e´le´ments de matrice dans la proposition suivante :
Proposition 2.2.6 Appelons
B(x, y) :=
Γ(x+ 1)Γ(y + 1)
Γ(x+ y + 1)
et
f(x, y) :=
1
2x
￿
B(x, y)
Si
P˙nˆ,mˆ,n,m := ￿ψnˆ,mˆ(N), P˙ (N)ψn,m(N)￿
et
P˙ nˆ,mˆ,n,m := ￿ϕnˆ,mˆ(N), P˙ (N)ϕn,m(N)￿
alors la matrice P˙ (N) dans la base propre {ψn,m(N),ϕn,m(N)} a pour e´le´ments :
P˙nˆ,mˆ,n,m = −
￿
f(nˆ, mˆ− nˆ+N)δn,0δm,mˆ−nˆ
+f(n,m− n+N)δnˆ,0δmˆ,m−nχ(n ≥ 1)
￿
1
P˙ nˆ,mˆ,n,m = f(mˆ, nˆ− mˆ−N)δm,0δn,nˆ−mˆ
+f(m,n−m−N)δmˆ,0δnˆ,n−mχ(m ≥ 1)1
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Tous les autres e´le´ments sont nulles.
De plus, P˙ (N) est un ope´rateur borne´ et sa norme ve´rifie l’estimation
￿P˙ (N)￿ ≤ π
2
√
3
.
Preuve de la proposition : Graˆce au the´ore`me 1.3.3, nous avons
P˙ (N)ψ0,m(N) = ψ˙0,m(N)
et pour n ≥ 1
P˙ (N)ψn,m(N) = ￿ψ˙0,m−n(N),ψn,m(N)￿ψ0,m−n(N)
Calculons maintenant les e´le´ments de matrice. Commenc¸ons pour n = 0 :
P˙nˆ,mˆ,0,m = ￿ψnˆ,mˆ(N), P˙ (N)ψ0,m(N)￿
= ￿ψnˆ,mˆ(N), ψ˙0,m(N)￿
= − 1
2nˆ
￿
nˆ!Γ(m+N + 1)
Γ(mˆ+N + 1)
δm,mˆ−nˆ
= −f(nˆ, mˆ− nˆ+N)δn,0δm,mˆ−nˆ
La valeur du produit scalaire entre ψnˆ,mˆ(N) et ψ˙0,m(N) fait l’objet du the´ore`me 1.3.3.
Pour n ≥ 1, on a :
P˙nˆ,mˆ,n,m = ￿ψnˆ,mˆ(N), P˙ (N)ψn,m(N)￿
= ￿ψ˙0,m−n(N),ψn,m(N)￿￿ψnˆ,mˆ(N),ψ0,m−n(N)￿
= ￿ψ˙0,m−n(N),ψn,m(N)￿δnˆ,0δmˆ,m−n
= − 1
2n
￿
n!Γ(m− n+N + 1)
Γ(m+N + 1)
δnˆ,0δmˆ,m−n
= −f(n,m− n+N)δnˆ,0δmˆ,m−n
Nous obtenons alors une partie du re´sultat voulu.
Pour {ϕn,m(N)}, on utilisera la meˆme technique et le the´ore`me 1.3.3.
Les autres e´le´ments sont nulles a` cause de l’orthogonalite´ des fonctions de la base
1δx,y est le symbole de Kronecker valant 1 si x = y et 0 sinon et χ(x) la fonction caracte´ristique
valant 1 si x est vrai et 0 sinon.
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propre.
Montrons maintenant que P˙ (N) est borne´ et introduisons dans un premier temps
la notation suivante :
P⊥(N) := I− P (N)
P (N)P˙ (N)P (N) e´tant nul, nous obtenons la majoration
￿P˙ (N)￿ ≤ 2￿P˙ (N)P⊥(N)￿.
Inte´ressons nous a` la norme de P˙ (N)P⊥(N). Soit ψ un vecteur de H. Il admet la
de´composition suivante dans la base propre :
ψ =
￿
n≥0,m≥0
an,m(N)ψn,m(N)χ(m− n+N ≥ 0)
+
￿
n≥0,m≥0
an,m(N)ϕn,m(N)χ(m− n+N < 0)
Alors :
P⊥(N)ψ =
￿
n≥1,m≥1
an,m(N)ψn,m(N)χ(m− n+N ≥ 0)
+
￿
n≥1,m≥1
an,m(N)ϕn,m(N)χ(m− n+N < 0)
Nous cherchons ici a` estimer
￿P˙ (N)P⊥(N)ψ￿2 =: (1)
Posons l := m− n . Par la de´finition de P˙ , on de´duit alors que :
(1) =
￿
nˆ≥1,mˆ≥0
￿￿ ￿
n≥1,m≥1
an,m(N)χ(l +N ≥ 0)P˙nˆ,mˆ,n,m
+an,m(N)χ(l +N < 0)P˙
nˆ,mˆ,n,m
￿￿2
=
￿
nˆ≥1,mˆ≥0
￿￿ ￿
n≥1,m≥1
an,m(N)χ(l +N ≥ 0)(−f(n, l +N)δnˆ,0δmˆ,l
+
￿
n≥1,m≥1
an,m(N)χ(l +N < 0)f(m,−l −N)δmˆ,0δnˆ,−l
￿￿2
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En remplac¸ant dans la premie`re somme m par mˆ + n, on peut supprimer la somme
sur m. En faisant de meˆme avec n et nˆ+m dans la seconde somme, on trouve que :
(1) =
￿
nˆ≥1,mˆ≥0
￿￿ ∞￿
n=1
an,mˆ+n(N)χ(l +N ≥ 0)(− 1
2n
)
￿
B(n, mˆ+ n+N)δnˆ,0
+
∞￿
m=1
anˆ+m,m(N)χ(l +N < 0)(
1
2m
)
￿
B(m, nˆ+m−N)δmˆ,0
￿￿2
A cause du symbole de Kronecker restant et a` cause des conditions sur nˆ et mˆ,
l’expression pre´ce´dente devient :
(1) =
￿
mˆ≥0
￿￿ ∞￿
n=1
an,mˆ+n(N)χ(l +N ≥ 0)( 1
2n
)
￿
B(n, mˆ+ n+N)
￿￿2
+
￿
nˆ≥1
￿￿ ∞￿
m=1
anˆ+m,m(N)χ(l +N < 0)(
1
2m
)
￿
B(m, nˆ+m−N)￿￿2
Puisque B et χ sont des fonctions borne´es, on obtient alors la majoration suivante :
(1) ≤ max
√
B
4
￿￿
mˆ≥0
￿￿ ∞￿
n=1
an,mˆ+n(N)(
1
2n
)
￿￿2 +￿
nˆ≥1
￿￿ ∞￿
m=1
anˆ+m,m(N)(
1
2m
)
￿￿2￿
De plus, l’ine´galite´ de Cauchy-Schwarz dit que :
|
∞￿
n=1
an,mˆ+n(N)(
1
2n
)
￿￿2 ≤ ￿ ∞￿
n=1
1
n2
￿￿ ∞￿
n=1
|an,mˆ+n(N)|2
￿
D’ou`
(1) ≤ max
√
B
4
π2
6
￿￿
mˆ≥0
∞￿
n=1
|an,mˆ+n(N)|2 +
￿
nˆ≥1
∞￿
m=1
|anˆ+m,m(N)|2
￿
On reconnait que le terme de droite est majore´ par la norme de ψ. On a alors :
￿P˙ (N)P⊥(N)￿2 ≤ π
2 max
√
B
24
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On obtient alors que :
￿P˙ (N)￿ ≤
￿
π2 max
√
B
12
￿ 1
2
Il reste maintenant a` de´terminer le maximum de la fonction
√
B. On rappelle que :
B(x, y) :=
Γ(x+ 1)Γ(y + 1)
Γ(x+ y + 1)
Cette fonction est syme´trique en x et y. Dans tous les cas que l’on conside´re, on a
x ≥ 1 et y ≥ 0. Si on montre que √B est monotone en y alors elle le sera e´galement
en x. On a :
∂y
￿
B(x, y) =
1
2
￿
B(x, y) (ψ0(y + 1)− ψ0(x+ y + 1))
ou` ψ0(t) :=
Γ˙(t)
Γ(t) est la fonction digamma. Le signe de la de´rive´e de
√
B est donc le
signe de la diﬀe´rence des fonctions digamma. Or, cette fonction est croissante sur R+
[AS1], donc la de´rive´e de
￿
B(x, y) par rapport a` y est ne´gative. On en de´duit que￿
B(x, y) est une fonction de´croissante en x et y. Son maximum est donc atteint
pour x = 1 et y = 0 et vaut 1. Cela nous permet d’obtenir la majoration :
￿P˙ (N)￿ ≤ π
2
√
3
✷
Graˆce a` ces deux propositions et a` la re´gularite´ des fonctions propres, on en de´duit que
P (N) ∈ C1(R,B(H)), ce qui conclut la preuve du premier point du the´ore`me. On
poursuit maintenant avec le second point.
Il s’agit maintenant de de´montrer qu’il existe un ope´rateur Γ(N) solution de
l’e´quation (2.2). Pour cela, nous allons de´velopper l’ope´rateur Γ(N) dans la base
propre mais nous ne conside´rerons pour l’instant que les vecteurs propres de la forme
{ψn,m(N)}, les re´sultats pour les fonctions {ϕn,m(N)} e´tant obtenus par un calcul
analogue. Nous allons encore identifier l’ope´rateur Γ(N) a` une matrice dont les coeﬃ-
cients sont obtenus par produit scalaire avec les e´le´ments de la base propre et comparer
les e´le´ments de Γ(N) et Γ˙(N) a` celles de P˙ (N).
Soient ψ et ϕ deux vecteurs propres de H(N) associe´s aux valeurs propres Eψ et Eϕ.
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L’e´quation (2.2) implique alors :
￿ψ, [H(N),Γ(N)]ϕ￿ = ￿ψ, [P˙ (N), P (N)]ϕ￿. (2.4)
Le membre de gauche (m.d.g) est e´gal a` :
(m.d.g) = ￿ψ, (H(N)Γ(N)− Γ(N)H(N))ϕ￿
= (Eψ − Eϕ)￿ψ,Γ(N)ϕ￿.
Pour le membre de droite (m.d.d) de (2.4), remarquons dans un premier temps que
(m.d.d) = ￿ψ, (P˙ (N)P (N)− P (N)P˙ (N))ϕ￿
= ￿ψ, P˙ (N)P (N)ϕ￿ − ￿P (N)ψ, P˙ (N)ϕ￿.
Si ni ψ, ni ϕ appartiennent a` l’image de P (N), alors le membre de droite est nul.
Supposons par la suite qu’au moins un des vecteurs propres soit dans l’image du
projecteur. Les calculs pre´ce´dents, base´s sur le the´ore`me 1.3.3, nous permettent d’en
de´duire que seul certains des produits scalaires de la forme
￿ψnˆ,mˆ(N), (P˙ (N)P (N)− P (N)P˙ (N))ψn,m(N)￿
ou
￿ϕnˆ,mˆ(N), (P˙ (N)P (N)− P (N)P˙ (N))ϕn,m(N)￿
sont non nuls. Nous allons donc regarder les trois cas associe´s a` la premie`re e´quation,
la deuxie`me se traitant de la meˆme fac¸on.
1. Conside´rons maintenant la cas ou` n = 0 et nˆ ≥ 1. Il est suﬃsant de s’inte´resser
a` ces conditions puisque le commutateur [P˙ (N), P (N)] est anti-autoadjoint.
Remarquons alors que ψ0,m(N) = P (N)ψ0,m(N) :
(m.d.d) = ￿ψnˆ,mˆ(N), (P˙ (N)P (N)− P (N)P˙ (N))ψ0,m(N)￿
= ￿ψnˆ,mˆ(N), P˙ (N)ψ0,m(N)￿
= ￿ψnˆ,mˆ(N), ψ˙0,m(N)￿
= − 1
2nˆ
￿
nˆ!Γ(m+N + 1)
Γ(mˆ+N + 1)
δm,mˆ−nˆ
par le the´ore`me 1.3.3.
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2. Si n ≥ 1 et nˆ = 0 alors
(m.d.d) = ￿ψ0,mˆ(N), (P˙ (N)P (N)− P (N)P˙ (N))ψn,m(N)￿
= −￿ψ˙0,m−n(N),ψn,m(N)￿ ￿ψ0,mˆ(N),ψ0,m−n(N)￿
=
1
2n
￿
n!Γ(m− n+N + 1)
Γ(m+N + 1)
δmˆ,m−n
par le the´ore`me 1.3.3.
3. Enfin, si n = nˆ = 0. Alors les fonctions propres conside´re´es sont dans l’image
du projecteur et comme P (N) est un projecteur autoadjoint, on en de´duit que
le membre de droite vaut donc 0.
Revenons maintenant a` l’e´quation (2.4). Nous venons de de´montrer qu’aucun e´le´ment
diagonal de la matrice de [P˙ (N), P (N)] est non nul donc pour
[P˙ (N), P (N)]nˆ,mˆ,n,m := ￿ψnˆ,mˆ(N), [P˙ (N), P (N)]ψn,m(N)￿
Nous de´finissons
Γ(N)nˆ,mˆ,n,m := ￿ψnˆ,mˆ(N),Γ(N)ψn,m(N)￿
et les autres e´le´ments de matrice de Γ(N) sont nuls. Alors :
Γ(N)nˆ,mˆ,n,m =
[P˙ (N), P (N)]nˆ,mˆ,n,m
nˆ− n χ(n ￿= nˆ)
ou` χ est la fonction caracte´ristique.
Pour montrer que Γ(N) est borne´e, nous utilisons la meˆme me´thode que pour P˙ .
Montrons maintenant, encore en utilisant la meˆme me´thode, que Γ˙(N) est borne´.
Pour obtenir cette nouvelle matrice, il faut de´river la matrice Γ(N) terme a` terme. Les
e´le´ments non nulles de la matrice deviennent alors :
Γ˙(N)n,m,0,l = − 1
4n2
￿
n!Γ(l +N + 1)
Γ(m+N + 1)
(ψ0(l +N + 1)− ψ0(l + n+N + 1))
=
Γ(N)n,m,0,l
2
(ψ0(l +N + 1)− ψ0(l + n+N + 1)) (2.5)
=
Γ(N)n,m,0,l
2
g(l +N, n) (2.6)
ou` ψ0(t) :=
Γ￿(t)
Γ(t) est la fonction digamma et g(t, n) := ψ0(t+ 1)− ψ0(t+ n+ 1). On
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introduit la fonction
ψ =
￿
n≥0,m≥0
an,m(N)ψn,m(N)χ(m− n+N ≥ 0)
+
￿
n≥0,m≥0
an,m(N)ϕn,m(N)χ(m− n+N < 0)
Alors
￿Γ˙(N)ψ￿ =
￿
nˆ≥1,mˆ≥0
￿￿ ￿
n≥1,m≥1
an,m(N)χ(m− n+N ≥ 0)Γ˙nˆ,mˆ,n,m
+an,m(N)χ(m− n+N < 0)Γ˙nˆ,mˆ,n,m
￿￿2
On introduit la notation
f(t, n) := χ(t ≥ 0)g(t, n)
A cause des diﬀe´rents symboles de Kronecker, l’expression devient
￿Γ˙(N)ψ￿ =
￿
m≥0
￿￿ ∞￿
n=1
an,m(N)(
f(m− n+N, n)
4n2
)
￿
B(n, mˆ+ n+N)
￿￿2
+
￿
n≥1
￿￿ ∞￿
m=1
an,m(N)(
f(−(m− n+N),m)
4m2
)
￿
B(m, nˆ+m−N)￿￿2
Puisque B est une fonction borne´e, on obtient alors la majoration suivante :
(1) := ￿Γ˙(N)ψ￿ ≤ max
√
B
16
￿￿
m≥0
￿￿ ∞￿
n=1
an,m(N)(
f(m− n+N, n)
4n2
)
￿￿2
+
￿
n≥1
￿￿ ∞￿
m=1
an,m(N)
f(−(m− n+N),m)
4m2
)
￿￿2￿
Par l’ine´galite´ de Cauchy-Schwarz, on trouve que :￿￿￿￿￿
∞
n=1
an,mˆ+n(N)(
f(l +N, n)
4n2
)
￿￿￿￿￿
2
≤
￿ ∞￿
n=1
|f(l +N, n)|2
16n4
￿￿ ∞￿
n=1
|an,mˆ+n(N)|2
￿
Or, f est une restriction de g. Montrons que la fonction |g| est de´croissante par rapport
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a` sa premie`re variable. Calculons sa de´rive´e :
∂t|g(t, n)| = sign(ψ0(t+ 1)− ψ0(t+ n+ 1))(ψ1(t+ 1)− ψ1(t+ n+ 1))
ou` ψ1(t) := ∂tψ0(t) est la fonction trigamma, qui est de´croissante sur R+ [AS1] donc
(ψ1(t+1)−ψ1(t+n+1)) > 0. De plus, la fonction ψ0(t) est une fonction croissante
pour t positif [AS1], donc sign(ψ0(t+1)−ψ0(t+n+1)) est ne´gatif. Pour n fixe´, on
en de´duit que la de´rive´e de g est ne´gative et donc que |g| est de´croissante en t. On a
alors que :
|g(t, n)| ≤ |ψ0(1)− ψ0(1 + n)|
Or la fonction digamma admet pour tout n entier le de´veloppement :
ψ0(1 + n) = −γ +
n￿
k=1
1
k
ou` γ est la constant d’Euler-Mascheroni. On en de´duit que ψ0(1) = −γ et donc que
g admet alors la majoration suivante :
|g(t, n)| ≤
￿￿￿￿￿
n
k=1
1
k
￿￿￿￿￿ ≤
n￿
k=1
￿￿￿￿1k
￿￿￿￿ ≤ n
pour D’ou`
(1) ≤ max
√
B
256
π2
6
￿￿
mˆ≥0
∞￿
n=1
|an,mˆ+n(N)|2 +
￿
nˆ≥1
∞￿
m=1
|anˆ+m,m(N)|2
￿
Ainsi, Γ˙(N) est borne´, ce qui nous permet de conclure la preuve du second point du
the´ore`me 2.2.5.
✷
2.2.4 Dynamique adiabatique du niveau fondamental de Lan-
dau
Les re´sultats que nous venons d’obtenir nous permettent de de´terminer l’e´volution
adiabatique des vecteurs propres du niveau fondamental de H(N) pour certaines
valeurs entie`res de N . Cela donne le re´sultat de la proposition suivante :
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Proposition 2.2.7 Soit N ∈ Z, m ∈ N tel que m+N ≥ 0. Alors on a :
UAD(N)ψ0,m(0) = e
iτN
2 ψ0,m(N)
= e
iτN
2
￿
Γ(m+ 1)
Γ(m+N + 1)
G(N)(b∗(0))Nψ0,m(0)
= e
iτN
2
￿
Γ(m+ 1)
Γ(m+N + 1)
￿
zz¯√
2
￿N
2
ψ0,m(0)
ou` G(N) :=
￿
z¯
z
￿N
2 .
Preuve : La premie`re e´galite´ provient du the´ore`me 2.2.4. De plus, on sait par le
the´ore`me 1.3.2 que :
ψ0,m(N) = G(N)ψ0,m+N(0)
Or par la de´finition des fonctions propres ψ0,m(0), on a :
ψ0,m+N(0) =
1￿
Γ(m+N + 1)
(b∗(0))m+Nψ0,0(N) (2.7)
=
￿
Γ(m+ 1)
Γ(m+N + 1)
(b∗(0))Nψ0,m(0)
Donc
ψ0,m(N) =
￿
Γ(m+ 1)
Γ(m+N + 1)
G(N)(b∗(0))Nψ0,m(0).
Or
b∗(0)ψ0,0(0) =
z√
2
ψ0,0(0)
donc par la de´finition de G(N), on obtient le re´sultat e´nonce´.
✷
Sans diﬃculte´ analytique, nous pouvons de´terminer l’e´volution adiabatique d’une
superposition finie d’e´tats du niveau fondamental.
The´ore`me 2.2.8 Soit φ une superposition d’e´tats propres du niveau fondamental de
l’hamiltonien de Landau H(0) :
φ =
￿
k∈K
αkψ0,k(0)
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avec K un sous-ensemble fini de N tel que
￿
k∈K |αk|2 = 1. Alors pour N ∈ Z tel
que infk∈K(k +N) ≥ 0, on a :
UAD(N)φ = (zz¯)
N
2 ◦D(N)φ
ou` D(N) est l’ope´rateur de´fini par
D(N) : αk → αke iτN2
￿
Γ(k + 1)
2NΓ(k +N + 1)
et (zz¯)
N
2 est un ope´rateur de multiplication.
2.3 Second the´ore`me de type adiabatique
Nous allons maintenant de´montrer un second the´ore`me de type adiabatique mais
cette fois pour l’hamiltonien de Landau auquel nous ajoutons une perturbation inde´-
pendante du temps. Nous parlons de “type adiabatique” pour trois raisons : nous
construisons une approximation du propagateur en ajoutant une pertubation hors diag-
onale ; cette approximation est valable pour des temps longs ; la technique de la preuve
est celle utilise´e dans les the´ore`mes adiabatiques qui concernent le cas d’hamiltoniens
de´pendants du temps.
Rappelons dans un premier temps le mode`le que l’on conside`re.
2.3.1 Le mode`le
Soit V un ope´rateur borne´ et autoadjoint sur L2(R2), ε un parame`tre positif et
H :=
1
2
￿
pˆ− 1
2
qˆ⊥
￿2
￿ ￿￿ ￿
=:HLa
+εV.
Ce dernier ope´rateur est autoadjoint sur le domaine D(H) qui est la fermeture dans
la norme d’ope´rateur de l’espace de Schwartz.
Nous e´tudions une approximation du propagateur
U(t) := e−iHt
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pour ε petit.
2.3.2 Le the´ore`me
D’apre`s le the´ore`me 1.2.5, on a la de´composition spectrale 2.2.5
HLa =
∞￿
n=0
￿
n+
1
2
￿
Pn.
Pour un n ∈ N fixe´ et P⊥n := I − Pn, nous de´finissons les parties diagonales et
oﬀ-diagonales de V par :
DV := PnV Pn + P
⊥
n V P
⊥
n
OV := V −DV = P⊥n V Pn + PnV P⊥n = [[V, Pn], Pn]
ainsi que
Had := H − εOV = HLa + εDV
qui est autoadjoint sur le domaine D(Had) = D(H). Soit
Uad(t) := e−iH
adt.
Nous trouvons alors que U(t) est approche´ par Uad(t) pour des temps longs :
The´ore`me 2.3.1 Pour U(t) et Uad(t) de´finis ci-dessus, nous avons que :
sup
t∈[0, 1ε ]
￿U(t)− Uad(t)￿ = O(ε).
Remarque 2.3.2 Remarquons que ce re´sultat implique en particulier que le n-ie`me
niveau de Landau Ran Pn est invariant a` l’ordre O(ε) pour des temps longs d’ordre 1ε ,
c’est-a`-dire que
sup
t∈[0, 1ε ]
￿￿P⊥n U(t)Pn￿￿ = O(ε).
De plus, U(t) est approxime´ dans ce niveau par la dynamique ge´ne´re´e par
PnHPn = (n+
1
2
)Pn + εPnV Pn.
Nous pouvons remarquer que dans le cas ou` V est l’ope´rateur de multiplication par
un symbole, PnV Pn est de´termine´ par un ope´rateur pseudodiﬀe´rentiel. Cependant,
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dans cette the`se, nous ne de´velopperons pas ce point et pre´fe´rerons nous concentrer
sur la construction de sous-espaces invariants ainsi que sur la dynamique eﬀective a`
des ordres plus e´leve´s en ε.
Preuve : Conside´rons dans un premier temps l’e´quation
[HLa,Γ] = OV. (2.8)
Soit Γ de´fini par
Γ := − 1
2iπ
￿
Cn
RLa(z)[OV, Pn]R
La(z)dz
ou` RLa(z) est la re´solvante de l’hamiltonien de Landau au point z ∈ C \ (N + 12) et
Cn est le cercle centre´ en n+ 12 et de rayon 12 , alors Γ est solution de (2.8) car
[HLa,Γ] = [HLa − z,Γ]
= [[OV, Pn], Pn]
= OV.
Notons e´galement que Γ est un ope´rateur borne´ et que l’on a l’estimation
￿Γ￿ ≤ c￿OV ￿ ≤ c￿V ￿ (2.9)
pour un c positif.
Soit ψ ∈ D(H) = D(Had). Alors￿
U(t)− Uad(t)￿ψ = U(t)(I− U∗(t)Uad(t))ψ
= −iεU(t)
￿ t
0
U∗(s)OV Uad(s)ψds
Graˆce a` (2.8), l’inte´grant peut eˆtre re´e´crit comme
U∗(s)OV Uad(s) = U∗(s)[HLa,Γ]Uad(s)
= U∗(s)[H,Γ]Uad(s)− εU∗(s)[V,Γ]Uad(s)
= −i∂s(U∗ΓUad)(s)− εU∗ΓOV Uad(s)− εU∗[V,Γ]Uad(s)
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On obtient donc, en utilisant l’unitarite´ de U(t) et Uad(t)
￿￿(U(t)− Uad(t)ψ￿￿ ≤ ε ￿￿[U∗ΓUad(s)ψ]s=ts=0￿￿+ ε2 ￿ t
0
￿U∗ΓOV Uad(s)ψ￿ds
+ε2
￿ t
0
￿U∗[V,Γ]Uad(s)ψ￿ds.
On trouve alors que :
￿ ￿U(t)− Uad(t)￿ψ￿ ≤ 2ε￿Γ￿￿ψ￿+ tε2￿OV ￿2￿ψ￿+ ctε2￿V ￿2￿ψ￿
≤ ￿O(ε) + tO(ε2)￿ ￿ψ￿
d’apre`s (2.9). Ce re´sultat et l’unitarite´ de U(t) et de Uad(t) nous permettent donc de
conclure la preuve de ce the´ore`me.
✷
Dans le reste de cette the`se, nous nous occuperons a` trouver des dynamiques
eﬀectives approximant U(t) a` tout ordre et pour des temps arbitraires.
53
Chapitre 3
Forme normale de l’hamiltonien
HLa + ε2V ou` V est un polynoˆme du
second degre´.
Dans ce chapitre, nous allons nous inte´resser a` trouver une forme normale au
proble`me
H = HLa + V (3.1)
V sera dans un premier temps l’ope´rateur de multiplication par un potentiel quadratique
puis nous e´tudierons le cas line´aire afin d’obtenir le re´sultat pour tous les polynoˆmes
de degre´s infe´rieurs ou e´gaux a` 2.
Le terme “forme normale” signifie que nous cherchons un ope´rateur qui va com-
muter avec l’hamiltonien de Landau HLa, c’est-a`-dire :
H∞ est une forme normale de H si H∞ est unitairement
e´quivalent a` H et [H∞, HLa] = 0.
La forme normale sera trouve´e a` l’aide d’un unitaire qui sera la quantification d’une
transformation symplectique eﬀectuant une diagonalisation partielle de la matrice as-
socie´e a` la fonction hamiltonienne du proble`me classique correspondant.
Nous allons de´buter ce chapitre par des rappels concernant le groupe symplectique
puis nous construirons l’unitaire afin de trouver la forme normale de l’hamiltonien H
dans le cas ou` V est quadratique. Nous ache`verons le chapitre par la construction de
la forme normale dans le cas ou` V est line´aire.
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3.1 Structure symplectique
Dans cette partie, nous travaillerons avec des matrices A de dimension 2n × 2n.
Nous utiliserons e´galement une e´criture par bloc :
A =
￿
A B
C D
￿
ou` A,B,C,D sont des matrices n× n a` coeﬃcients re´els ou complexes.
Nous noterons par σn la matrice :
σn :=
￿
0 In
−In 0
￿
ou` In est la matrice identite´ dans Rn et, pour v, w ∈ R2n par
ω(v, w) := ￿v, σnw￿
la forme symplectique sur R2n. C’est une forme biline´aire, antisyme´trique et non-
de´ge´ne´re´e.
Dans le cas n = 1, nous noterons
σ := σ1 .
Nous pouvons maintenant de´finir le groupe et l’alge`bre de Lie symplectique :
De´finition 3.1.1 Le groupe symplectique Sp(n,R) est le groupe des matrices re´elles
2n× 2n pre´servant la forme symplectique :
A ∈ Sp(n,R)⇐⇒ ω(Av,Aw) = ω(v, w) pour tout v, w ∈ R2n.
De´finition 3.1.2 L’alge`bre de Lie sp(n,R) est l’ensemble des matrices A de dimension
2n× 2n a` coeﬃcients re´els tel que etA soit un e´le´ment de Sp(n,R) pour tout t ∈ R.
On munit sp(n,R) du crochet de Lie :
Pour A,B ∈ sp(n,R), [A,B] := AB− BA.
Nous avons la caracte´ristique suivante pour l’alge`bre de Lie symplectique :
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Proposition 3.1.3 Soit A ∈M(R2n). Alors A ∈ sp(n,R) si
σnA+ Atσn = 0
Preuve : Voir [Fo] p.171.
✷
Nous donnons maintenant une base du groupe symplectique.
3.2 Hamiltoniens quadratiques et leurs transforma-
tions
Pour A : R2n → R un polynoˆme homoge`ne de degre´ 2, nous avons les repre´sentations
A(q, p) =
1
2
￿
￿
q
p
￿
, A￿￿
￿
q
p
￿
￿
=
1
2
ω
￿￿
q
p
￿
,A
￿
q
p
￿￿
ou` A￿￿ est la matrice hessienne et A := −σnA￿￿ la matrice hamiltonienne associe´e a`
A. Nous appellerons e´galement A￿￿ et A les matrices hessiennes et hamiltoniennes
associe´es a` l’ope´rateur ￿A, essentiellement autoadjoint sur S(R2n) de symbole
￿A = 1
2
￿
￿
qˆ
pˆ
￿
, A￿￿
￿
qˆ
pˆ
￿
￿ = 1
2
ω
￿￿
qˆ
pˆ
￿
,A
￿
qˆ
pˆ
￿￿
.
Nous pouvons remarquer que (σnA)t = σnA et donc que A ∈ sp(n,R).
Il s’ave`rera que pour construire la forme normale, il sera suﬃsant de travailler avec les
unitaires de´finis comme l’e´volution de tels ￿A :
Proposition 3.2.1 Soient A,H : R2n → R des polynoˆmes homoge`nes de degre´s 2,
A,H leurs matrices hamiltoniennes associe´es.
Alors, la matrice hamiltonienne associe´e a` eit ￿A ￿He−it ￿A est e−tAHetA.
Preuve : Il est connu, voir [Fo], que
i
￿￿
qˆ
pˆ
￿
, ￿A￿ = i ￿￿qˆ
pˆ
￿
,
1
2
ω
￿￿
qˆ
pˆ
￿
,A
￿
qˆ
pˆ
￿￿￿
= A
￿
qˆ
pˆ
￿
.
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Ve´rifions le pour n = 1. Nous avons que
i[qˆ, pˆ] = i[qˆ,−i∂q] = −1.
Donc
i
￿
qˆ,
1
2
ω
￿￿
qˆ
pˆ
￿
,A
￿
qˆ
pˆ
￿￿￿
=
1
2
ω
￿￿
0
−1
￿
,A
￿
qˆ
pˆ
￿￿
+
1
2
ω
￿￿
qˆ
pˆ
￿
,A
￿
0
−1
￿￿
= ω
￿￿
0
−1
￿
,A
￿
qˆ
pˆ
￿￿
=
￿￿
0
−1
￿
, σA
￿
qˆ
pˆ
￿￿
=
￿￿
1
0
￿
,A
￿
qˆ
pˆ
￿￿
.
ou` nous nous sommes servis du fait que A ∈ sp(n,R).
De meˆme,
i
￿
pˆ,
1
2
ω
￿￿
qˆ
pˆ
￿
,A
￿
qˆ
pˆ
￿￿￿
=
￿￿
0
1
￿
,A
￿
qˆ
pˆ
￿￿
.
Cela nous permet alors de conclure que
eit
￿A￿qˆ
pˆ
￿
e−it ￿A = etA
￿
qˆ
pˆ
￿
.
En eﬀet, pour ψ ∈ S(R2n)
i∂te
it ￿A￿qˆ
pˆ
￿
e−it ￿Aψ = [eit ￿A
￿
qˆ
pˆ
￿
e−it ￿A, ￿A]ψ
= Aeit ￿A
￿
qˆ
pˆ
￿
e−it ￿Aψ
or
∂te
tA
￿
qˆ
pˆ
￿
ψ = AetA
￿
qˆ
pˆ
￿
ψ.
57
Donc, ces deux quantite´s, qui sont e´gales pour t = 0, satisfont la meˆme e´quation
diﬀe´rentielle et sont donc e´gales pour tout t ∈ R.
Il suit
eit
￿A1
2
ω
￿￿
qˆ
pˆ
￿
,H
￿
qˆ
pˆ
￿￿
e−it ￿A = 1
2
ω
￿
eit
￿A￿qˆ
pˆ
￿
e−it ￿A,Heit ￿A
￿
qˆ
pˆ
￿
e−it ￿A
￿
=
1
2
ω
￿
etA
￿
qˆ
pˆ
￿
,HetA
￿
qˆ
pˆ
￿￿
=
1
2
ω
￿￿
qˆ
pˆ
￿
, e−tAHetA
￿
qˆ
pˆ
￿￿
ou` nous nous sommes servis du fait que etA ∈ Sp(n,R).
✷
3.3 Mise en place du proble`me
Soit maintenant V un potentiel quadratique, il s’e´crit donc
V (q) =
1
2
￿q, V ￿￿q￿
=
1
2
￿￿
q
p
￿
,
￿
V ￿￿ 0
0 0
￿￿
q
p
￿￿
.
V ￿￿ de´signe la matrice hessienne de V . Pour l’ope´rateur de symbole
H = HLa + ε2V =
1
2
￿
pˆ− qˆ
⊥
2
￿2
+ V (qˆ)
nous avons la forme matricielle
H =
1
2
￿￿
qˆ
pˆ
￿
, H ￿￿
￿
qˆ
pˆ
￿￿
avec
H ￿￿ =
￿
I/4 σt/2
σ/2 I
￿
+ ε2
￿
V ￿￿ 0
0 0
￿
.
Au niveau des symboles classiques, il est inte´ressant de transformer ce proble`me dans
les coordonne´es du centre et de la vitesse via l’application line´aire qui transforme le
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couple
￿
q
p
￿
∈ R4 en
￿
c
v⊥
￿
∈ R4 i.e.
￿
c
v⊥
￿
:= T
￿
q
p
￿
=
￿ q
2 − p⊥
q
2 + p
⊥
￿
. (3.2)
La matrice de cette transformation est donne´e par
T =
￿
I/2 σ
I/2 σt
￿
.
T ∈ M4(R) est une matrice inversible, elle permet donc de trouver les formules
suivantes : ￿
q
p
￿
= T−1
￿
c
v⊥
￿
=
￿
I I
σt
2
σt
2
￿￿
c
v⊥
￿
=
￿
c+ v⊥
c⊥+c
2
￿
. (3.3)
Pour H : R2n → R un polynoˆme homoge`ne de degre´ 2, nous avons donc les
repre´sentations en coordonne´es
H(q, p) =
1
2
￿￿
q
p
￿
, H ￿￿
￿
q
p
￿￿
=
1
2
ω
￿￿
q
p
￿
,H
￿
q
p
￿￿
H ◦ T−1(c, v⊥) = 1
2
￿￿
c
v⊥
￿
, ￿H ￿￿￿ c
v⊥
￿￿
=
1
2
ω
￿￿
c
v⊥
￿
, ￿H￿ c
v⊥
￿￿
.
Posons ￿σ := (T−1)tσ2T−1 = ￿σt 00 σ
￿
on trouve alors les relations
H ￿￿ = σ2H (3.4)￿H ￿￿ = ￿σ￿H (3.5)
H ￿￿ = T t￿H ￿￿T (3.6)
H = T t￿HT. (3.7)
3.4 Diagonalisation du proble`me
Nous allons montrer comment construire la forme normale de la matrice associe´e
au proble`me H. Cela fait l’objet de la proposition suivante :
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The´ore`me 3.4.1 Soit V un potentiel quadratique. Il existe εc > 0 tel que pour ε < εc
et pour le polynoˆme quadratique de la matrice hamiltonienne
H ￿￿ =
￿
I/4 σt/2
σ/2 I
￿
+ ε2
￿
V ￿￿ 0
0 0
￿
,
il existe une matrice ￿A et un tc ∈ R tel que
￿H∞ := e−tc￿A￿Hetc￿A = ￿￿Hc 0
0 ￿Hv
￿
avec
￿Hc = β2AσtA+ ε2(α2A+ 2αβAσA+ β2AσAσA)￿Hv = −(α2σ + ε2(α2A+ 2αβpσ + β2pσAσ))
ou` A := σV ￿￿, p := − detV ￿￿, α := cosh(√−pt) et β := sinh(
√−pt)√−p .
De plus, on a pour les autres matrices associe´es :
￿H ￿￿∞ := e−tc￿A￿￿￿H ￿￿etc￿A￿￿ = ￿σtHc 00 σHv
￿
H ￿￿∞ := e
−tcA￿￿H ￿￿etcA
￿￿
=
￿
σ
4 (Hv −Hc) 12(σtHcσ + σHvσt)
−12(Hc +Hv) (Hv −Hc)σ
￿
.
Preuve : Posons p := − detV ￿￿, A := σV ￿￿ et
￿A := ￿ 0 Aσ
σA 0
￿
.
Nous allons maintenant nous inte´resser a` la diagonalisation de la matrice hamiltonienne
de H dans les coordonne´es c et v⊥ :
￿H = ￿HLa + ε2￿V
=
￿
0 0
0 σt
￿
+
ε2
2
￿
A A
−A −A
￿
.
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Pour cela, remarquons que pour p ￿= 0
et
￿A =
￿
cosh(
√−pt)I sinh(
√−pt)√−p Aσ
sinh(
√−pt)√−p σA cosh(
√−pt)I
￿
= αI+ β￿A
ou` α := cosh(
√−pt) et β := sinh(
√−pt)√−p .
Premie`rement, nous pouvons passer a` la limite p → 0 ce qui permet de couvrir
tous les cas possible de V ￿￿. Secondement, nous remarquons que si l’on remplace t
par −t, alors seul β change de signe. Cela nous permet d’avoir e´galement e−tA. Nous
obtenons alors
e−t￿A￿HLaet￿A = (αI− β￿A)￿0 0
0 σt
￿
(αI+ β￿A)
=
￿
β2AσtA −αβA
αβA α2σt
￿
(3.8)
Faisons de meˆme pour ￿V :
e−t￿A￿Vet￿A = α2￿ A A−A −A
￿
− αβ
￿ −2AσA −(AσA+ A2σ)
σA2 + AσA σA2 + A2σ
￿
−β2
￿−AσAσA −AσA2σ
σA2σA σA3σ
￿
En remarquant que A2 = pI, nous obtenons :
e−t￿A￿Vet￿A = ￿ α2A+ 2αβAσA+ β2AσAσA α2A+ αβ(AσA+ pσ)− β2pA−α2A− αβ(σp+ AσA) + β2pA −α2A− 2αβpσ − β2pσAσ
￿
En sommant ce re´sultat a` (3.8), nous pouvons remarquer que la matrice e−t￿A￿Het￿A
est syme´trique par blocs et le bloc hors-diagonal s’e´crit
−αβA+ ε2(α2A+ αβ(AσA+ pσ)− β2pA).
Or, nous voyons que
AσA+ pσ = −(trV ￿￿)A.
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Nous en de´duisons donc que le bloc oﬀ-diagonal de la matrice est proportionnel a`
A multiplie´ par la fonction
f(t, ε, V ￿￿) := ε2α2 − pε2β2 − (1 + ε2trV ￿￿)αβ
Nous nous inte´ressons donc aux ze´ros de cette fonction. En remplac¸ant α et β par
leurs de´finitions et en posant x = ε2, y = −pε2 et z = −(1+ ε2trV ￿￿), nous obtenons
f(t, ε, ￿V) = x￿e2t + e−2t + 2
4
￿
+ y
￿
e2t + e−2t − 2
4
￿
+ z
￿
e2t − e−2t
4
￿
=
x− y
2
+
e2t
4
(x+ y + z) +
e−2t
4
(x+ y − z)
=
e−2t
4
￿
(e2t)2(x+ y + z) + 2(x− y)e2t + (x+ y − z)
￿
.
Puisque que nous cherchons les ze´ros de la fonction, il faut e´tudier les ze´ros du membre
de droite. En faisant un changement de variable, nous sommes amene´s a` trouver les
ze´ros d’une e´quation du second degre´. Apre`s calculs, les ze´ros sont :
tc =
1
2
log
￿￿￿￿(y − x)±
￿
z2 − 4xy
x+ y + z
￿￿￿￿
Remarquons premie`rement que le terme z2 − xy est toujours positif pour ε > 0 petit.
De plus, lorsque ε tend vers 0, tc tend vers 1.
Nous en de´duisons donc que pour un t bien choisi
e−tc￿A￿Hetc￿A = ￿￿Hc 0
0 ￿Hv
￿
avec
￿Hc = β2AσtA+ ε2(α2A+ 2αβAσA+ β2AσAσA)￿Hv = −(α2σ + ε2(α2A+ 2αβpσ + β2pσAσ)).
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A l’aide des relations (3.4) a` (3.7), nous trouvons les diﬀe´rentes expressions des
matrices indice´es par∞ dans R4 muni des diﬀe´rentes coordonne´es et formes biline´aires
￿H ￿￿∞ = ￿σtHc 00 σHv
￿
H ￿￿∞ =
￿
σ
4 (Hv −Hc) 12(σtHcσ + σHvσt)
−12(Hc +Hv) (Hv −Hc)σ
￿
.
✷
Remarque 3.4.2 Nous pouvons faire de meˆme pour le ge´ne´rateur infinite´simal de la
transformation :
￿A￿￿ = ￿ 0 V ￿￿σ
σtV ￿￿ 0
￿
A￿￿ =
￿
1
4 [V
￿￿, σ] trV
￿￿I
2
trV ￿￿I
2 [V
￿￿, σ]
￿
.
Nous avons donc obtenu la forme normale de (3.1) dans les coordonne´es centre-
vitesse dans l’espace muni de la forme symplectique ￿ω.
3.5 Exemples fondamentaux
Nous appliquons le the´ore`me 3.4.1 a` 3 mode`les apparaissant dans la litte´rature sur
l’eﬀet Hall quantique :
• Le premier est le cas des matrices que nous nommerons elliptique. Ce sont les
matrices V ￿￿ de´finies positives c’est-a`-dire que les valeurs propres sont toutes
re´elles et strictement positives. Les lignes de niveaux sont des ellipses.
• Le second cas est celui que nous nommerons hyperbolique. Le spectre de la
matrice V ￿￿ contient une valeur propre strictement positive alors que l’autre est
strictement ne´gative. Les lignes de niveaux sont des hyperboles.
• Le dernier cas, celui des matrices V ￿￿ que nous nommerons parabolique est celui
ou` l’une des valeurs propres est non nulle et ou` la seconde est nulle. Les coniques
associe´es sont des paraboles.
Nous allons traiter dans chacun des 3 cas un exemple pertinent. Nous les traiterons
dans l’ordre ou` nous venons de les e´noncer.
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Proposition 3.5.1 Pour les notations du the´ore`me 3.4.1, nous avons :
1. Soit V ￿￿ = I2 alors avec Ω := 1 + 4ε2, tc = log
√
Ω,
α =
1 + Ω
2
√
Ω
β =
Ω− 1
2
√
Ω￿Hc = ￿Ω− 1
2
￿
σ ￿Hv = ￿Ω+ 1
2
￿
σt
￿H ￿￿∞ = ￿Ω−12 00 Ω+12
￿
H ￿￿∞ =
￿
Ω
4 I −σ2
σ
2 ΩI
￿
.
De plus, A￿￿ =
￿
0 I2
I2 0
￿
et
1
2
￿￿
q
p
￿
, A￿￿
￿
q
p
￿￿
= (q1p1 + q2p2) .
2. Soit V ￿￿ =
￿
0 1
1 0
￿
et A =
￿
1 0
0 −1
￿
alors avec Ω := 2ε2 +
√
1 + 4ε4, tc =
log
√
Ω,
α = cos(
√
Ω) β = sin(
√
Ω)￿Hc = ε2A+ (−β2 + 2ε2αβ)σt ￿Hv = (α2 + 2ε2αβ)σt − ε2A
￿H ￿￿∞ = ￿ε2V ￿￿ + (β2 − 2ε2αβ)I 00 (α2 + 2ε2αβ)I+ ε2V ￿￿
￿
H ￿￿∞ =
￿
1
4(I+ 2ε
2V ￿￿) σ2 (β
2 − α2 + 4ε2αβ)
σt
2 (β
2 − α2 + 4ε2αβ) I− 2ε2V ￿￿
￿
.
De plus, A￿￿ =
￿
0 I2
I2 0
￿
et
1
2
￿￿
q
p
￿
, A￿￿
￿
q
p
￿￿
=
￿
p22 −
q21
4
￿
−
￿
p21 −
q22
4
￿
.
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3. Soit V ￿￿ =
￿
a 0
0 0
￿
et F :=
￿
0 0
1 0
￿
alors tc =
ε2
1+aε2 ,
α = 1 β = t￿Hc = ￿−1 + 1
1 + aε2
￿
F ￿Hv = σt + aε2F
￿H ￿￿∞ = ￿￿1− 11+aε2 ￿ σF 0
0 I+ aε2σF
￿
￿￿
c
v⊥
￿
, ￿H ￿￿∞￿ cv⊥
￿￿
= v2 + aε2v22 +
aε2
1 + aε2
c21.
De plus, pour C :=
￿
0 a
a 0
￿
, on a A￿￿ =
￿
0 I2
I2 0
￿
et
1
2
￿￿
q
p
￿
, A￿￿
￿
q
p
￿￿
= 2a
￿
p2 +
q1
2
￿￿
p1 +
q2
2
￿
.
Preuve :
1. Nous trouvons donc dans ce cas que A = σ. Cela nous permet de de´duire que
A￿￿ =
￿
0 I
I 0
￿
et que le ge´ne´rateur infinite´simal de la transformation est￿￿
q
p
￿
, A￿￿
￿
q
p
￿￿
= 2 (q1p1 + q2p2)
Ensuite,
￿Hc = ￿β2 + ε2(α− β)2￿ σ￿Hv = ￿α2 + ε2(α− β)2￿ σt
Le tc permettant d’annuler le bloc oﬀ-diagonal peut s’e´crire t = log
√
Ω avec
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Ω =
√
1 + 4ε2. Nous trouvons alors
α =
1 + Ω
2
√
Ω
et β =
Ω− 1
2
√
Ω
d’ou` les expressions e´nonce´es.
2. Nous trouvons ici que A =
￿
1 0
0 −1
￿
et nous remarquons tout de suite que
σA = −V ￿￿, donc σAσ = A. Nous avons alors pour le ge´ne´rateur infinite´simal
￿A￿￿ = ￿ 0 −A−A 0
￿
A￿￿ =
￿−A
2 0
0 −2A
￿
Nous obtenons ￿￿
q
p
￿
, A￿￿
￿
q
p
￿￿
= 2
￿
p22 − p21 +
q22 − q21
4
￿
De plus,
￿Hc = −β2σ + ε2(α2A+ 2αβσt + β2)A = ε2(α2 + β2)A+ (−β2 + 2ε2αβ)σt￿Hv = −(α2σ + ε2(α2A+ 2αβσ + β2A)) = (α2 + 2ε2αβ)σt − ε2(α2 + β2)A
Si nous choisissons correctement le tc qui s’e´crit encore de la forme t = log
√
Ω,
nous trouvons que
α = cos(
√
Ω) et β = sin(
√
Ω).
Ainsi
￿H ￿￿∞ = ￿ε2V ￿￿ + (β2 − 2ε2αβ)I 00 (α2 + 2ε2αβ)I+ ε2V ￿￿
￿
et
H ￿￿∞ =
￿
1
4(I+ 2ε
2V ￿￿) σ2 (β
2 − α2 + 4ε2αβ)
σt
2 (β
2 − α2 + 4ε2αβ) I− 2ε2V ￿￿
￿
3. Le de´terminant de V ￿￿ e´tant nul, nous devons passer a` la limite quand p tend
vers 0 pour obtenir α et β. Nous obtenons dans ce cas que α = 1 et β = t.
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De plus, il est toujours possible trouver un tc qui annule le bloc oﬀ-diagonal. En
eﬀet, nous voyons que
f(t, ε, V ￿￿) = α2ε2 − (1 + trV ￿￿ ε2)αβ
Avec ce qui pre´ce`de, nous pouvons re´soudre f(t, ε, V ￿￿) = 0 et nous trouvons
tc =
ε2
1 + aε2
.
Posons maintenant B :=
￿
0 a
0 0
￿
et C :=
￿
0 a
a 0
￿
. Alors
￿A￿￿ = ￿ 0 B
Bt 0
￿
A￿￿ =
￿
C
4
aI
2
aI
2 C
￿
et
￿
￿
c
v⊥
￿
,￿A￿￿￿ c
v⊥
￿
￿ = 2ac1v1.
Dans un soucis de lisibilite´, posons F :=
￿
0 0
1 0
￿
. Alors
￿Hc = ￿−1 + 1
1 + aε2
￿
F
￿Hv = σt + aε2F.
Ceci nous permet d’en de´duire
￿H ￿￿∞ = ￿￿1− 11+aε2 ￿ σF 0
0 I+ aε2σF
￿
avec σF =
￿
1 0
0 0
￿
.
✷
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3.6 Constante du mouvement
Dans les the´ore`mes 3.2.1 et 3.4.1, nous avons construit une transformation unitaire
e−it ￿A tel que
H∞ = eit
￿AHe−it ￿A
commute avec HLa. Ceci implique que e−it ￿AHLaeit ￿A, donc l’ope´rateur quadratique de
la matrice hamiltonienne etAHe−tA est une constante du mouvement.
Nous de´terminons maintenant cette constante du mouvement dans le cas ou` le
potentiel V serait proportionnel a` l’identite´ :
Proposition 3.6.1 Soit ε > 0 un re´el petit. Alors, pour le polynoˆme quadratique de
la matrice hessienne
H ￿￿ =
￿
I/4 σt/2
σ/2 I
￿
+ ε2
￿
I2 0
0 0
￿
,
et pour etcA la transformation des the´ore`mes 3.4.1 et 3.5.1, alors etc￿A￿HLae−tc￿A est une
constante du mouvement et
Hinv := etc
￿A￿HLae−tc￿A = ￿ β2σ αβσ−αβσ α2σt
￿
. (3.9)
Preuve : Pour que la quantite´ etc￿A￿HLae−tc￿A soit une constante du mouvement, il faut
qu’elle commute avec ￿HLa. Alors :￿￿￿Hc 0
0 ￿Hv
￿
,
￿
0 0
0 σt
￿￿
=
￿
0 0
0 ε2(α2 − β2)[A, σ]
￿
Or, rappelons que A = σV ￿￿ = a σ donc
[A, σ] = 0
Ainsi, e−tc￿A￿Hetc￿A commute bien avec ￿HLa. Or
0 = [e−tc￿A￿Hetc￿A,￿HLa] = e−tc￿A[￿H, etc￿A￿HLae−tc￿A]etc￿A
Cela nous permet d’en de´duire que etc￿A￿HLae−tc￿A est une constante de mouvement.
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Par 3.5.1 point (1) :
tc = log
√
Ω
avec
Ω = 1 + 4ε2
et
α =
1 + Ω
2
√
Ω
et β =
Ω− 1
2
√
Ω
donc quand ε→ 0
α→ 1 β → 0
et montre bien la convergence de l’invariant vers ￿HLa quand ε tend vers 0.
✷
Corollaire 3.6.2 Pour ε suﬃsamment petit et Ω := 1 + 4ε2, l’ope´rateur de symbole
1
2
￿
pˆ√
Ω
−√Ω qˆ2
￿2
est une constante du mouvement de HLa + ε2 qˆ
2
2 .
Preuve : Pour les autres matrices, nous trouvons :
￿Hinv = ￿ β2σ αβσ−αβσ α2σt
￿
=
 (Ω−1)24Ω σ ￿Ω2−14Ω ￿ σ￿
Ω2−1
4Ω
￿
σt (Ω−1)
2
4Ω σ
t

￿H ￿￿inv =
 (Ω−1)24Ω ￿Ω2−14Ω ￿￿
Ω2−1
4Ω
￿
(Ω−1)2
4Ω
 .
En particulier, nous avons￿￿
c
v⊥
￿
, ￿H ￿￿inv ￿ cv⊥
￿￿
=
1
4Ω
￿
c2(Ω− 1)2 + 2cv⊥(Ω2 − 1) + v2(Ω+ 1)2￿
=
1
4Ω
￿
(Ω− 1)c+ v⊥(Ω+ 1)￿2
=
1
4Ω
￿
c⊥(1− Ω) + v(Ω+ 1)￿2
=
1
Ω
￿
c⊥ + v
2
− Ω
2
(c⊥ − v)
￿2
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Donc
2Hinv(q, p) =
1
Ω
(p− Ωq
⊥
2
)2
=
￿
p√
Ω
−√Ωq
⊥
2
￿2
car q = c+ v⊥ et p = c
⊥+v
2 par le syste`me (3.3).
✷
3.7 Une remarque sur le cas line´aire
Nous allons maintenant produire la forme normale pour le cas line´aire. Ceci se fait
de manie`re comple`ment explicite.
Soit
H = HLa + V
ou`
V (q) = ￿E, q￿
pour E ∈ R2. Nous avons alors la proposition suivante :
Proposition 3.7.1 Soit E ∈ R2. On conside`re le potentiel V (q) = ￿E, q￿. Il existe
un ope´rateur U0 tel que
U0(HLa + V )U−10 = HLa − ￿E, c￿ −
1
2
E2
Preuve : Par l’e´quation (3.2), remarquons que le proble`me H = HLa + V se re´e´crit
H =
1
2
v2 + ￿E, c+ v⊥￿
Rappelons maintenant les relations de commutations entre les ope´rateurs c et v :
[v1, v2] = i , [c2, c1] = i , [ci, vj] = 0
Ceci nous permet de voir que la seule partie de H ne commutant pas avec HLa est
￿E, v⊥￿. Or, par les relations de Weyl, nous trouvons
ei￿E,v￿ v e−i￿E,v￿ = v − E⊥
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Ainsi, en posant U0 = ei￿E,v￿, nous obtenons
U0(HLa + V )U−10 = HLa − ￿E, c￿ −
1
2
E2
Par les relations de commutations e´nonce´es plus haut, nous voyons aise´ment que le
membre de droite commute avec HLa. C’est donc la forme normale de H.
✷
3.8 Conclusion
Nous avons pu montrer dans un premier temps que si nous conside´rions les syste`mes
quantiques de´crits par la somme de l’hamiltonien de Landau HLa et d’un potentiel
quadratique V de matrice hessienne suﬃsamment petite, nous pouvons trouver une
transformation qui le transforme en une forme normale. De plus, nous avons e´galement
pu de´terminer cette transformation qui est unitaire. C’est la quantification d’une
transformation symplectique dont le ge´ne´rateur infinite´simal est explicite. De plus,
dans certains cas, nous avons pu construire une constante du mouvement. Nous
avons e´galement pu pre´senter diﬀe´rents exemples caracte´ristiques et pertinents de
cette the´orie.
Nous avons ensuite pu montrer qu’un re´sultat identique existait pour le cas line´aire.
Nous savons maintenant comment de´terminer la forme normale du proble`me donne´ par
la somme de l’hamiltonien de Landau et d’un polynoˆme de degre´ infe´rieur ou e´gal a` 2,
ainsi que la transformation associe´e a` cette normalisation.
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Chapitre 4
Diagonalisation partielle
d’ope´rateurs du type HLa + V
Nous nous inte´resserons dans cette partie a` construire la forme normale de HLa+V
avec V appartenant a` une classe de potentiels la plus ge´ne´rale possible.
Nous supposons que V est un ope´rateur de multiplication borne´ et petit. Soit
{Pn}n la famille de projecteurs propres de HLa. Comme nous l’avons vu auparavant,
l’ope´rateur V peut-eˆtre vu comme une matrice d’e´le´ments PnV Pm. La partie diagonale
de´signera les e´le´ments de la forme PnV Pn alors que la partie hors-diagonale qualifiera
les termes qui sont en dehors de la diagonale et qui s’e´crivent donc comme PnV Pm
avec m ￿= n. La dimension des projecteurs propres e´tant de dimension infinie, les
termes de la matrice seront de´signe´s par le mot bloc.
La preuve ne´cessitera de de´montrer la convergence d’un algorithme ite´ratif de
diagonalisation partielle (the´ore`me 4.2.2). Ce proce´de´ sera base´ sur les me´thodes de
type KAM introduite par J. Bellisard dans les anne´es 80 [Be] et qui ont e´te´ ge´ne´ralise´es
par la suite (voir par exemple [Co] et [DS]).Notre re´sultat est une extension du re´sultat
e´nonce´ dans [DLSV].
La seule hypothe`se pre´sente dans le the´ore`me de convergence de l’algorithme sera
une hypothe`se de de´croissance des e´le´ments hors-diagonaux de la matrice de V .
Le re´sultat principal de ce chapitre (the´ore`me 4.1.1) concernera l’hamiltonien de
Landau car c’est le mode`le qui nous inte´resse le plus. Sa preuve sera juste une appli-
cation directe de l’algorithme. Ce re´sultat donne l’existence d’une forme normale pour
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le proble`me HLa + V .
Nous e´noncerons dans un premier temps le re´sultat principal puis nous poursuivrons
avec une se´rie de re´sultats techniques ne´cessaires a` la preuve de la convergence de
l’algorithme. Nous enchaˆınerons alors par la preuve de la convergence de l’algorithme
et par celle du the´ore`me principal. Enfin, nous discuterons le cas ou` le nombre de
projecteurs spectraux est fini puis nous conclurons l’implication de ce re´sultat sur la
dynamique du syste`me.
4.1 Le re´sultat principal
Conside´rons sur H = L2(R2)
H = HLa + V
avec
HLa =
1
2
￿
pˆ− qˆ
⊥
2
￿2
.
Un coeur d’ope´rateur de HLa est l’espace de Schwartz S(R2). V est un ope´rateur de
multiplication par une fonction V : R2 → R et on rappelle que (q1, q2)⊥ := (−q2, q1).
Pour e´noncer le re´sultat principal, introduisons la fonction gaussienne
g(q) := e−
q2
2 (q ∈ R2)
et conside´rons la classe des fonctions de´finies par la convolution de g avec une mesure
finie a` valeur re´elle µ, g ∗ µ(q) := ￿R2 g(q − q￿)dµ(q￿) :
G := {V : R2 → R;V = g ∗ µ,
￿
R2
d|µ| <∞}.
Nous pouvons de´ja` note´ que si V ∈ G alors V est borne´. Cependant, on se
reportera au prochain chapitre pour une discussion plus pousse´e sur cette classe.
Notre re´sultat principal est l’existence d’une constante du mouvement non triviale
associe´ a` cet ope´rateur dans L2(R2).
The´ore`me 4.1.1 (Re´sultat principal) Pour V ∈ G suﬃsamment petit en norme
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ope´rateur, il existe un ope´rateur unitaire U tel que￿
U−1 (HLa + V )U,HLa
￿
= 0.
En particulier, UHLaU−1 est un invariant du flot e−iHt pour tout t ∈ R.
La preuve de ce the´ore`me sera donne´e a` la section 4.3 car elle ne´ce´ssite l’algorithme
que nous allons de´montrer dans la partie qui suit. De plus, la signification pre´cise de
suﬃsamment petit sera e´galement explicite´e au cours de la preuve de l’algorithme.
4.2 Un algorithme de diagonalisation partielle
Le but de cette section sera de de´montrer la convergence d’un algorithme qui per-
met de diagonaliser d’une manie`re partielle l’ope´rateur HLa + V .
4.2.1 Enonce´ de l’algorithme
Rappelons que l’ope´rateur de Landau HLa peut s’e´crire comme
HLa =
￿
n≥0
EnPn
ou` En = n + 1/2 et ou` la famille {Pn}n est un ensemble complet de projecteurs
orthogonaux 2 a` 2 disjoints de dimension infinie. Nous remarquons donc que HLa est
un ope´rateur dont les lacunes spectrales sont constantes. On a alors
d(En, Em) = |m− n|.
Nous conside´rons HLa + V dont le spectre est consistue´ de bandes. Dans le cas
ou` leurs nombres est infinis, nous supposons qu’il existe une borne infe´rieure sur la
longueur des lacunes. Cela permet de de´finir la classe d’ope´rateurs suivante :
De´finition 4.2.1 Un ope´rateur autoadjoint H est dans la classe Cg pour un g > 0 si
pour une famille comple`te de projections orthogonales 2 a` 2 disjointes {Pn}n∈I⊆N qui
commute avec H et I un sous-ensemble fini ou infini de N, on a pour
σn := spect
￿
PnHPn
￿￿￿￿
RanPn
￿
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que
min σn+1 −max σn ≥ g.
Le spectre de H est typiquement de la forme suivante
Pour la famille de projecteurs Pn de´finie dans 4.2.1 et pour un ope´rateur borne´ V ,
nous introduisons les notations
DV :=
￿
n∈I
PnV Pn, OV := V −DV.
DV est appelle´ la partie diagonale de l’ope´rateur alors que OV est appelle´ la partie
hors-diagonale.
Nous pouvons maintenant e´noncer l’algorithme de diagonalisation partielle.
The´ore`me 4.2.2 (Diagonalisation partielle) Soient H ∈ Cg et V un ope´rateur
autoadjoint borne´. Supposons que V satisfait aux conditions suivantes
￿DV ￿ = sup
n≥0
￿PnV Pn￿ ≤ g
8
￿PnV Pm￿ ≤ c0|m− n|
pour n ￿= m et pour une constante c0 > 0 suﬃsamment petite. Alors, il existe un
ope´rateur borne´ G∞ et un unitaire U∞ tels que
H + V = U∗∞(H +G∞)U∞
avec [H,G∞] = 0.
Le domaine de l’ope´rateur H est invariant par rapport a` U∞ :
D(H +G∞) = D(H).
Comme pour le the´ore`me 4.1.1, la signification de l’expression suﬃsamment petite sera
donne´e au cours de la preuve.
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4.2.2 Algorithme formel
Le but de cette section est de construire un unitaire U∞ qui satisfait a` la relation
suivante
H + V = U∞(H +G∞)U∗∞
avec [H,G∞] = 0. Pour cela, nous allons proce´der par re´currence. Nous allons
construire de manie`re ite´rative un quadruplet. De´finissons tout d’abord
U0 := I, G0 := DV, V0 := OV,H0 := H + V = H +G0 + V0
U0 est bien unitaire, G0 est un ope´rateur diagonal, V0 est hors-diagonal et syme´trique.
Nous de´finissons maintenant inductivement
Hs+1 := e
WsHse
−Ws , Gs = DHs −H, Vs = OHs,Us = eWsUs−1
ou` Ws est la solution de l’e´quation au commutateur suivante :
adWs(DHs) := [DHs,Ws] = Vs avec DWs = 0 (4.1)
(Pour une discussion concernant la re´solution de cette e´quation, on se re´fe´rera a` la
section 4.2.4 .)
Notons maintenant que
Hs+1 = e
WsHse
−Ws =
￿
k≥0
adkWs(Hs)
k!
= DHs +
￿
k≥1
k
(k + 1)!
adkWs(Vs) (4.2)
d’apre`s ce qui pre´ce`de .
Or, H +Gs et Vs sont syme´triques, Ws est antisyme´trique et par conse´quent eWs
et donc Us sont unitaires. Ainsi
H +Gs + Vs = Us(H + V )U∗s
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Pour terminer cette preuve, nous devrons de´montrer que
Gs → G∞
Us → U∞
Vs → 0
quand s→∞ dans un sens que l’on pre´cisera par la suite.
4.2.3 Les outils
Dans cette partie, nous allons introduire les diﬀe´rents outils techniques qui seront
ne´cessaires a` la preuve de l’algorithme.
Normes dans l’alge`bre des ope´rateurs
La preuve de l’algorithme va parfois ne´cessiter de changer de normes. Nous rap-
pellerons ici les diﬀe´rentes normes dont nous allons avoir besoin pour les preuves a`
venir :
De´finition 4.2.3 Soit {Pn} la famille des projecteurs propres de l’ope´rateur H comme
de´fini auparavant. Soit A un ope´rateur. On de´finit les normes :
￿A￿∞,1 := sup
n,m
￿PnAPm￿
￿A￿∞,∞ := sup
m
￿
n
￿PnAPm￿
￿A￿1,1 := sup
n
￿
m
￿PnAPm￿
￿A￿SH := max(￿A￿∞,∞, ￿A￿1,1)
ou` ￿.￿ de´signe la norme ope´rateur.
Nous pouvons maintenant montrer un lemme :
Lemme 4.2.4 Soient A et B deux ope´rateurs borne´s. On a l’estimation suivante
￿[A,B]￿∞,1 ≤ 2￿A￿SH￿B￿∞,1 (4.3)
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Preuve : Choisissons A et B comme dans les hypothe`ses du lemme. Alors
￿[A,B]￿∞,1 = sup
n,m
￿Pn(AB − BA)Pm￿
= sup
n,m
￿PnA(
￿
l≥0
Pl)BPm − PnB(
￿
l≥0
Pl)APm￿
≤ sup
n,m
￿
l≥0
(￿PnAPl￿￿PlBPm￿+ ￿PnBPl￿￿PlAPm￿)
≤ sup
n,m
￿
sup
l
￿PlBPm￿
￿
l≥0
￿PnAPl￿+ sup
l
￿PnBPl￿
￿
l≥0
￿PlAPm￿
￿
≤ sup
m,l
￿PlBPm￿ sup
n
￿
l≥0
￿PnAPl￿+ sup
n,l
￿PnBPl￿ sup
m
￿
l≥0
￿PlAPm￿
≤ 2￿A￿SH￿B￿∞,1
Ce qui conclut la preuve du lemme.
✷
Fonctions auxiliaires et me´thode de Newton
De´finissons les fonctions auxiliaires
φ(x) := ex +
1
x
(1− ex) =
￿
k≥1
k
(k + 1)!
xk
ψ(x) := xφ(x) (4.4)
Remarquons alors que la relation (4.2) peut se re´e´crire a` l’aide de cette fonction
comme
Hs+1 = DHs + φ(adWs(Vs))
En prenant alors la partie diagonale et hors-diagonale de cette dernie`re expression,
nous obtenons les caracte´risations
Gs+1 = Gs +Dφ(adWs(Vs)) (4.5)
Vs+1 = Oφ(adWs(Vs)) (4.6)
Ces deux relations joueront un roˆle pre´ponde´rant dans la preuve de l’algorithme.
En eﬀet, nous avons dore´navant une expression exacte de la partie hors-diagonale de
Hs+1 en fonction de celle de Hs. Par exemple, la seconde relation nous permettra de
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de´montrer que les e´le´ments de matrice de Vs+1 ont la meˆme de´croissance que ceux de
Vs.
Nous conside´rerons dore´navant la suite des ite´re´s de´finis par ψ.
On voit que ψ est une fonction de classe C∞(R+,R) et ses de´rive´es satisfont
ψ￿(x) = xex,ψ￿(0) = 0
ψ￿￿(x) = (1 + x)ex,ψ￿￿(0) = 1
Soit r > 0 et soit x ∈ B(0, r) ∩ R+. Posons
γ := max
x
|ψ￿￿(x)| = |ψ￿￿(r)|
En particulier, choisissons r pour que
λ :=
rγ
2
< 1
Nous avons le lemme suivant :
Lemme 4.2.5 Soient ￿x0￿ < r et la suite {xs}s≥0 de´finie pour s ≥ 0 par
xs+1 := ψ(xs)
Alors, pour tout s ≥ 0,
1. |xs| ≤ r
2. |xs+1| ≤ λ2s
3.
￿
s≥1 xs ≤ λ
2
1−λ2
Preuve : Remarquons tout d’abord que le de´veloppement de Lagrange de la fonction
ψ a` l’ordre 1 autour de 0 permet de trouver que
ψ(x) =
1
2
ψ￿￿(ζ)x2
pour ζ ∈ [0, x].Nous obtenons la majoration suivante pour x ∈ [0, r]
ψ(x) ≤ γ
2
x2
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En remplac¸ant x par xs pour un s ≥ 0, nous trouvons donc
xs+1 ≤ γ
2
x2s ≤ λxs < xs < r
Ce qui prouve le premier point du lemme.
Pour le second point du lemme, nous allons proce´der par re´currence. La relation est
trivialement vraie pour s = 0. Supposons qu’elle soit vraie pour un s ≥ 0. Nous avons
alors :
xs+1 ≤ γ
2
x2s
D’ou`
rxs+1 ≤ λx2s
≤ λ(λ2s)2
≤ λ ￿λ2.2s￿
En divisant par r, on trouve le re´sultat. Ceci permet de conclure la re´currence.
Le dernier point se voit en calculant￿
s≥1
xs ≤
￿
s≥1
λ2
s ≤
￿
s≥1
(λ2)s ≤ λ
2
1− λ2
✷
Ce lemme donne une estimation de la vitesse de convergence de la suite des {xs}s.
Cela nous permettra de de´montrer que la suite des potentiels hors-diagonaux {Vs}s
de´croit de manie`re super-exponentielle.
Majoration de convolutions discre`tes
Cette partie va uniquement pre´senter des estimations sur le comportement de con-
volution de fonctions inverses par des mesures a` support discret. Nous commenc¸ons
par e´noncer un lemme :
Lemme 4.2.6 Soient n,m ≥ 0 tel que n ￿= m et K := 1 + 4γ + 2ζ(2) ou` γ est la
constante d’Euler-Mascheroni. Sous ces hypothe`ses, nous avons que￿
j≥0,j ￿=n,j ￿=m
1
|j − n|2|j −m| ≤
K
|m− n| (4.7)
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Preuve : La preuve de ce lemme sera faite explicitement. Pour plus de clarte´, nous
noterons simplement par j l’indice de la somme au lieu de j ≥ 0, j ￿= n, j ￿= m.
￿
j
1
|j − n|2|j −m| =
1
|m− n|
￿￿
j
|j − n+m− j|
|j − n|2|j −m|
￿
≤ 1|m− n|
￿￿
j
1
|j − n|2 +
￿
j
1
|j − n||j −m|
￿
Il est facile de voir que le premier terme est borne´ par 2ζ(2). Il reste donc a` prouver
que le second terme du membre de droite est borne´. Rappelons dans un premier temps
le de´veloppement en se´rie de la fonction digamma ψ0 (voir [AS1] par exemple) : si
x ∈ N,
ψ0(x+ 1) + γ =
∞￿
j=1
x
j(j + x)
(4.8)
Maintenant, puisque le second terme du membre de droite est syme´trique en m et
n, nous pouvons donc supposer, sans restreindre la ge´ne´ralite´, que m > n et nous
de´finissons a := m− n > 0. L’expression qui nous inte´resse devient alors :￿
j
1
|j − n||j −m| =
￿
j≥−n
1
|j||j − a|
=
a−1￿
j=−n
1
|j||j − a| +
￿
j≥a+1
1
|j||j − a|
=
a−1￿
j=−n
1
|j||j − a| +
γ + ψ0(1 + a)
a
ou` nous nous sommes servis de (4.8). Mais
a−1￿
j=−n
1
|j||j − a| =
n￿
j=1
1
|j||j + a| +
a−1￿
j=1
1
|j||j − a|
≤ γ + ψ0(1 + a)
a
+ |a− 1| sup
j∈[1,a−1]∩N
1
|j||j − a|
Il est maintenant facile de voir que le terme de gauche est borne´ par 1 et que le terme
de droite est domine´ par 2γ. En rassemblant les diﬀe´rentes re´sultats obtenus dans
cette preuve, nous retrouvons le re´sultat e´nonce´.
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✷4.2.4 Sur l’e´quation au commutateur
Rappelons l’e´quation au commutateur 4.1 qui est associe´ a` l’algorithme
adWs(Hs) := [DHs,Ws] = Vs avec DWs = 0.
Cette e´quation est la clef de vouˆte de l’algorithme. C’est elle qui permet de passer d’une
e´tape a` l’autre dans l’ite´ration et qui conditionne l’existence de l’unitaire aﬃrmant que
H s’e´crit comme la somme de HLa et d’un potentiel diagonal. Commenc¸ons par
rappeler un re´sultat the´orique sur les e´quations aux commutateurs [BR] :
Proposition 4.2.7 Supposons que A, B et C soient des ope´rateurs borne´s sur H.
Alors, il existe X solution de l’e´quation AX −XB = C qui satisfait a`
￿X￿ ≤ π
2
￿C￿
dist(spectA, spectB)
Comment peut-on dans notre cas se servir de ce re´sultat?
Il faut tout d’abord identifier les diﬀe´rents ope´rateurs : on aura A = B = DHs,
X = Ws et C = Vs. Nous pouvons alors projeter l’e´quation au commutateur (4.1) en
multipliant a` gauche (resp. a` droite) par Pn (resp. par Pm). L’e´quation (4.1) devient
PnWsPm =
PnVsPm
dist(σn, σm)
De plus, nous avons la majoration
￿PnWsPm￿ ≤ π
2
￿PnVsPm￿
g|m− n|
≤ π
2
cs
g|m− n|2 (4.9)
Cela nous permet d’e´crire
￿PnWsPm￿SH ≤ sup
n
￿
m≥0
π
2g
cs
|m− n|2 ≤ πcsζ(2) (4.10)
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Cette dernie`re expression montre que l’ope´rateur Ws de´fini a` partir de la matrice dont
les e´le´ments sont PnWsPm est un ope´rateur borne´ de H sur lui-meˆme.
4.2.5 Convergence de l’algorithme
Nous avons maintenant toutes les cartes en mains pour de´montrer la convergence
de l’algorithme. Cette preuve sera divise´e en deux parties. Nous montrerons dans un
premier temps que la de´croissance des e´le´ments hors-diagonaux de matrice du potentiel
persiste au cours de l’ite´ration. Ensuite, nous conclurons la preuve en montrant que
tous les e´le´ments convergent dans un certain sens.
Rappelons les hypothe`ses du the´ore`me, nous avons choisi un potentiel V qui, sur
les termes hors-diagonaux, satisfait a`
￿PnV Pm￿ ≤ c0|m− n|
Construisons maintenant une suite (cs)s≥1 positive, de´croissante et tendant vers
0 quand s tend vers l’infini pour un c0 positif donne´, dans l’objectif de montrer que
∀s ≥ 1,
￿PnVsPm￿ ≤ cs|m− n| (4.11)
Pour montrer ceci, nous allons proce´der par re´currence. Par les hypothe`ses du
the´ore`me, nous avons l’existence d’une constant c0 suﬃsamment petite pour que
l’e´quation (4.11) reste vraie pour s = 0.
Supposons que pour un certain s, l’e´quation (4.11) soit vraie. Alors, d’apre`s
l’e´quation (4.6), nous trouvons que les e´le´ments de matrice de Vs+1 satisfont a`
￿PnVs+1Pm￿ ≤
￿
k≥1
k
(k + 1)!
￿PnadkWs(Vs)Pm￿ (4.12)
Il nous faut produire une estimation de la norme des e´le´ments de matrice qui apparais-
sent dans le terme de droite. Elle est donne´e par le lemme suivant :
Lemme 4.2.8 Supposons que l’e´quation (4.11) soit vraie. Alors, pour tout s, k ≥ 1
et pour tout n,m ≥ 0 tels que m ￿= n, on a
￿PnadkWs(Vs)Pm￿ ≤
cs(πKcs)k
gk|m− n|
ou` K est la constante qui apparait dans le lemme 4.2.6.
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Preuve du lemme : Fixons s ≥ 1 et proce`dons par re´currence sur k. Pour k = 1,
nous avons
Pn[Ws, Vs]Pm =
￿
l≥0
PnWsPlVsPm − PnVsPlWsPm
alors
￿Pn[Ws, Vs]Pm￿ ≤
￿
l≥0
￿PnWsPl￿￿PlVsPm￿+ ￿PnVsPl￿￿PlWsPm￿
≤ π c
2
s
g
￿
l≥0
1
|l − n|2|l −m|
≤ cs(πKcs)
g|m− n|
ou` nous nous sommes servis de (4.9), (4.11) et du lemme 4.2.6.
Supposons maintenant que pour un k ≥ 1, on ait
￿PnadkWs(Vs)Pm￿ ≤
cs(πKcs)k
gk|m− n| (4.13)
Alors a` l’e´tape k + 1, nous avons
￿Pnadk+1Ws (Vs)Pm￿ = ￿Pn[Ws, adkWs(Vs)]Pm￿
≤
￿
l≥0
￿PnWsPl￿￿PladkWs(Vs)Pm￿
+￿PmadkWs(Vs)Pl￿￿PlWsPm￿
≤ π c
2
s(πKcs)
k
2gk+1
￿
l≥0
￿
1
|l − n|2|l −m| +
1
|l −m|2|l − n|
￿
≤ cs(πKcs)
k+1
gk+1|m− n|
ou`, comme auparavant, nous nous sommes servis des e´quations (4.9), (4.11) et du
lemme 4.2.6 mais e´galement de (4.13). Cela nous permet de conclure la re´currence et
donc la preuve du lemme.
✷
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En se servant du re´sultat du lemme 4.2.8 dans (4.12), nous trouvons que
￿PnVs+1Pm￿ ≤
gψ(πKcsg )
πK|m− n|
Rappelons que 4.6 et que la fonction ψ a e´te´ de´finie en (4.4). Alors, d’apre`s les
re´sultats obtenus a` la section 4.2.3, nous pouvons construire ite´rativement la suite des
cs par :
cs+1 :=
gψ(πKcsg )
πK
qui satisfait a` ∀s ≥ 0, cs+1 < cs et cs →s→∞ 0 quand s→∞, pour un c0 suﬃsamment
petit.
Il apparait ici clairement l’explication de la condition de petitesse sur c0 : il faut
que c0 soit choisi pour que
πKc0
g < r.
Nous venons de conclure la premie`re partie de la preuve. Continuons maintenant
en de´montrant la convergence de l’algorithme. Remarquons graˆce a` l’e´tude que l’on
vient de faire que pour tout s ≥ 1,
￿Vs￿∞,1 ≤ cs
Puisque cs →s→∞ 0, nous en concluons que ￿Vs￿∞,1 →s→∞ 0. Puisque OV est
borne´e par hypothe`se, nous voyons facilement par les meˆmes calculs que pre´ce´dement
que Vs est e´galement borne´e et de´croit vers 0 quand s tend vers l’infini.
Interessons nous maintenant a` la partie diagonale du potentiel. Nous de´duisons de
l’e´quation (4.5) que
￿Gs+1 −Gs￿∞,1 ≤
￿
k≥1
k
(k + 1)!
￿adkWs(Vs)￿∞,1
≤
￿
k≥1
k
(k + 1)!
(2k￿Ws￿SH￿Vs￿∞,1)
ou` nous nous sommes servi de l’e´quation (4.3). D’apre`s le re´sultat que l’on vient de
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voir sur la partie hors-diagonale et par l’e´quation (4.10), nous obtenons que
￿Gs+1 −Gs￿∞,1 ≤
￿
k≥1
k
(k + 1)!
(2kπkcksζ(2)
kcs)
≤
￿
k≥1
k
(k + 1)!
(πkKkckscs)
≤ cs+1
Nous trouvons donc que le membre de gauche tend vers 0 quand s tend vers l’infini.
De plus, puisque par construction pour tout s ≥ 0 Gs est diagonal, cela nous donne
que
￿Gs+1 −Gs￿ −→s→∞ 0
Finalement,
￿Gs￿ ≤
s￿
j=1
￿Gj −Gj−1￿+ ￿G0￿
≤
s￿
j=1
cj + 1/4 ≤ cst
Graˆce aux re´sultats de la section 4.2.3, nous savons que la famille {cs}s de´croit de
manie`re tre`s rapide, et suﬃsamment pour eˆtre sommable. De ce fait, pour tout s ≥ 1,
￿Gs￿ < 1/4 donc les lacunes dans le spectre de Hs restent ouvertes.
Par le meˆme argument, nous trouvons e´galement que les (Ws)s sont sommables et
que Us et U−1s converge quand s tend vers l’infini.
Le re´sultat sur l’invariance du domaine par conjugaison de Hs par Ws se voit
facilement car si nous e´crivons
HWs = WsH + Vs − [Gs,Ws]
et que nous appliquons une fonction ψ ∈ D(H), nous avons que tous les termes du
membres de droites sont borne´s. Nous pouvons en de´duire donc que le membre de
gauche est borne´ et donc que HWsψ est borne´. Cela signifie que WsD(H) ⊂ D(H)
et implique le re´sultat.
Il nous faut maintenant de´montrer que eWs laisse D(H) invariant. Soit u ∈ D(H).
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De´finissons
Xk :=
k￿
l=1
W ls
l!
Nous avons que Xk −→k→∞ eWs en norme. Posons e´galement
vk := Xku −→k→∞ eWsu.
Supposons que wk := Hvk converge dans H, alors, puisque H est un ope´rateur
ferme´, cela signifie que vk −→ v∞ quand k →∞ dansD(H) ce qui implique e´galement
que exp(Ws)u ∈ D(H).
Il reste alors a` prouver que wk est une suite convergente. Pour montrer cela, e´crivons
wk =
k￿
l=1
HW lsu
l!
=
k￿
l=1
W lsHu
l!
+
k￿
l=1
1
l!
l−1￿
m=1
Wms [H,Ws]W
l−m−1
s
Le premier terme du membre de droite converge vers exp(Ws)Hu quand k croit vers
l’infini et￿￿￿￿￿
k￿
l=1
1
l!
l−1￿
m=1
Wms [H,Ws]W
l−m−1
s
￿￿￿￿￿ ≤ ￿[H,Ws]￿
k￿
l=1
￿Ws￿l−1
(l − 1)! ￿u￿
qui converge vers un certain vecteur de H.
Cela prouve que exp(±Ws) laisseD(H) invariant et d’en de´duire que Us laisse e´galement
D(H) invariant pour tout s. De plus, nous avons dans D(H) l’e´galite´ suivante
UsH −HUs = −UsV + Vs+1Us −Gs+1Us
En se servant des divers re´sultats obtenus,nous voyons que le membre de droite est
borne´ et converge vers −U∞V − G∞U∞ quand s tend vers l’infini. Cela permet de
voir une fois de plus que U∞ laisse D(H) invariant et
U∞H −H U∞ = −U∞ V +G∞ U∞
dans D(H) ce qui est e´quivalent a` dire que
H + V = U−1∞ (H +G∞)U∞
Ceci nous permet de conclure la preuve de l’algorithme.
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✷4.3 Preuve du re´sultat principal
Preuve du the´ore`me 4.1.1 : Comme nous l’avons de´ja` dit, la preuve est une appli-
cation directe du the´ore`me 4.2.2. Nous choisissons H = HLa et {Pn}n les projecteurs
propres de H. Alors, HLa ∈ C1. D’apre`s le the´ore`me 5.2.1, V appartient a` G et a donc
des e´le´ments de matrice hors-diagonaux qui satisfont les hypothe`ses de 4.2.2. Donc
par le the´ore`me 4.2.2, il existe un unitaire U tel que pour tout n ≥ 0,
[U(HLa + V )U−1, Pn] = 0
et donc
[U(HLa + V )U−1, HLa] = 0
✷
Ce re´sultat est a` mettre en paralle`le avec certaines me´thodes de´ja` connues, comme
par exemple celle de Nenciu [Ne2] ou de Teufel [Te]. Le re´sultat que l’on vient de
pre´senter est un processus ite´ratif convergent. Il ne produit aucun terme d’erreurs.
Cependant, c’est une me´thode purement quantique donc l’ope´rateur obtenu peut ne
pas eˆtre un ope´rateur pseudo-diﬀe´rentiel comme pour la me´thode de Teufel [Te] par
exemple. Cette e´tude reste a` entreprendre.
4.4 Application a` la dynamique des syste`mes
L’inte´ret du the´ore`me 4.1.1 est de donner une description, a` un unitaire pre`s, de la
dynamique par une dynamique eﬀective pour tout temps. Ceci donne en particulier
une justification pre´cise, pour le syste`me quantique, du folklore disant que “ l’e´lectron
suit les lignes de niveaux du potentiel moyennise´” :
The´ore`me 4.4.1 Pour H = HLa+εV , V ∈ G, U et H∞ construits dans le the´ore`me
4.1.1, on a
e−iHt = U−1e−iH∞tU .
De plus,
sup
t∈R
￿e−iHt − e−iH∞t￿ = O(ε)
88
Remarquons qu’au premier ordre
￿H∞ − (HLa + εDV )￿ = O(ε2).
Remarque 4.4.2 Remarquons que
DV =
1
2π
￿ 2π
0
eiH
LatV e−iH
Latdt.
Donc si le symbole V est dans une classe convenable, alors DV est un ope´rateur
pseudodiﬀe´rentiel de symbole ￿V ￿(q, p), ou` ￿V ￿(q, p) est la moyenne de V sur le
cercle de centre c = q2 − p⊥ et de rayon |p− q
⊥
2 | =
￿
(p− q⊥2 )2 (cf. [AS2]).
Preuve : C’est un corollaire du the´ore`me 4.1.1. Notons que l’ope´rateur V est multiplie´
par ε et par construction, les Ws seront e´galement multiplie´s par ce facteur. Ainsi,
U =
￿
s≥0
eεWs = 1 +O(ε).
Donc
e−iH∞t = (1−O(ε))e−iHt(1 +O(ε)) = e−iHt +O(ε)
D’ou` le re´sultat du the´ore`me.
✷
Ce re´sultat, valable pour tout temps, est a` comparer a` celui du the´ore`me 2.3.1
valable pour des temps d’ordre 1ε .
Dans le prochain chapitre, nous allons discuter une classe de potentiels pre´sentant
la de´croissance suﬃsante pour appliquer l’algorithme.
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Chapitre 5
La classe de potentiels G
Au cours du chapitre pre´ce´dent, nous avons de´montre´ la convergence d’un algo-
rithme qui permet d’annuler au fur et a` mesure des ite´rations la partie hors-diagonale
du potentiel et qui produit donc un ope´rateur diagonal. Cela signifie qu’il commute
avec l’hamiltonien de de´part (cf. the´ore`me 4.2.2). Les hypothe`ses sur cet hamiltonien
sont justes spectrales : on demande a` ce que les lacunes du spectre restent ouvertes.
Pour montrer la convergence de l’algorithme (cf. the´ore`me 4.2.2), nous avons be-
soin d’une certaine de´croissance dans la partie hors-diagonale des e´le´ments de matrice
du potentiel. La majeure partie de ce chapitre traitera du calculs des e´le´ments de
matrice et des estimations de ces derniers afin de rentrer dans le cadre de l’algorithme.
Le the´ore`me 4.1.1 est un cas particulier applique´ a` l’hamiltonien de Landau et a`
la classe de potentiels G. Ainsi, par la suite, nous conside´rerons principalement des
proble`mes lie´s a` l’hamiltonien de Landau. Le mode`le sera de´crit par un hamiltonien H
de´fini par
H = HLa + V
avec V un ope´rateur de multiplication par une fonction de R2 a` valeur re´elle.
Dans un premier temps, cette fonction sera la gaussienne g
g(q) := e−
q2
2 (q ∈ R2)
Nous montrerons que les e´le´ments de matrice de la gaussienne g de´croissent comme
souhaite´ dans le the´ore`me 4.2.2. Ceci nous permettra alors de construire la classe G.
On rappelle que cette classe de fonctions est de´finie par les convolutions avec des
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mesures finies a` valeur re´elle de la fonction gaussienne :
De´finition Pour g de´fini ci-dessus, G est la classe des fonctions de´finies pre´ce´demment
G := {V : R2 → R;V = g ∗ µ,
￿
R2
d|µ| <∞}.
avec
g ∗ µ(q) :=
￿
R2
g(q − q￿)dµ(q￿)
Nous allons donc nous attacher dans un premier temps a` montrer que la fonction g
satisfait a` ces conditions de de´croissance. Ensuite, nous nous inte´resserons a` la classe
G et plus particulie`rement aux hypothe`ses a` mettre sur une fonction f quelconque
pour qu’elle soit dans la classe G. Finalement, nous conclurons par une application au
mode`le de type Aharonov-Bohm avec flux de´pendant du temps que l’on a rencontre´
au cours d’un chapitre pre´ce´dent.
5.1 La fonction gaussienne g
5.1.1 Outils
Dans un premier temps, nous de´montrererons des re´sultats techniques qui nous serons
utiles par la suite :
Lemme 5.1.1 Soient Y ≥ 1, X − Y ≥ 2. Nous avons alors que
Y
X − Y ≤ 1 +
Y 2
X
Preuve : L’assertion du lemme est e´quivalente a` montrer que
XY
(X − Y )(X + Y 2) ≤ 1
Re´e´crivons cette expression comme
XY
(X − Y )(X + Y 2) =
Y
X + Y 2
+
Y 2
(X − Y )(X + Y 2) .
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Or, par les hypothe`ses, nous avons que X − Y ≥ 2 et puisque X ≥ Y , Y 2X+Y 2 ≤ 1
ainsi, le terme de droite du membre de droite peut-eˆtre borne´ par 1/2.
Pour le terme de gauche, on trouve
Y
X + Y 2
=
1
1 + XY
≤ 1
1 + 1Y
≤ 1
Ceci nous permet de conclure la preuve du lemme.
✷
De´montrererons maintenant une ine´galite´ de concavite´ :
Lemme 5.1.2 Pour K ∈ [0, 1[, on a
(1 +K) log(1 +K) + (1−K) log(1−K) ≥ K2 (5.1)
Preuve : De´finissons la fonction
f(K) := (1 +K) log(1 +K) + (1−K) log(1−K)−K2
Calculons la de´rive´e de la fonction f .
f ￿(K) = log(1 +K)− log(1−K)− 2K
La fonction est positive sur [0, 1[, on a donc pour K ∈ [0, 1[
f(K) ≥ f(0) = 0
D’ou` le re´sultat.
✷
5.1.2 Les e´le´ments de matrice de g
Rappellons dans un premier temps que l’hamiltonien de Landau admet sur ses espaces
propres la de´composition spectrale suivante
HLa =
￿
n≥0
EnPn , En = n+ 1/2
Pn = P
∗
n , PnPm = δn,mPn
92
Pour n ∈ N, les projecteurs propres {Pn}n sont de´finis par
Pn =
￿
l≥−n
|ψn,l￿￿ψn,l|
avec pour n ≥ 0, l ≥ −n
ψn,l := ψn,l(r,Θ) = (−1)n
￿
n!
2l(n+ l)!
rleiΘlLln
￿
r2
2
￿
e−
r2
4√
2π
(5.2)
ou` les polynoˆmes de Laguerre sont de´finis par
Lln(x) :=
n￿
j=0
(−x)j
j!
￿
n+ l
n− j
￿
(l ≥ 0)
Lln(x) :=
(n+ l)!
n!
(−x)|l|L|l|n+l(x) (0 ≥ l ≥ −n).
Nous trouvons alors que
PngPm =
￿
l,k≥0
|ψn,l￿￿ψn,l|g|ψm,k￿￿ψm,k|
Remarque 5.1.3 L’ensemble des vecteurs propres de l’hamiltonien de Landau {ψn,l}n,l
forme une base de L2(R2).
Introduisons d’abord deux notations
gn,m := PngPm
gn,m,l := ￿ψn,l|g|ψm,k￿δk,l
(la notation gn,m,l est pertinente car g est une fonction radiale dans R2 et un calcul
donne
gn,m,l =
(−1)m+nδl,k
2
l+k
2
￿
n!m!
(l + n)!(k +m)!
￿ ∞
0
e−r
2
rl+kLln(
r2
2
)Lkm(
r2
2
)rdr
= δl,k￿ψn,l|g|ψm,k￿
ou` δl,k est le symbole de Kronecker.)
✷
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Comme nous l’avons de´ja` note´, nous devons estimer la norme ope´rateur des e´le´ments
de matrice gn,m. De´montrons la proposition suivante :
Proposition 5.1.4 Pour tout m ￿= n, on a
￿gn,m￿ ≤ sup
l
|gn,m,l|
Preuve : Choisissons deux fonctions ϕ (resp. ψ) de L2(R2). Nous pouvons les
de´composer dans la base propre de l’hamiltonien de Landau. Nous obtenons alors
deux suites de l2(N2) note´es (ap,q)(p,q) (resp. (bi,j)(i,j)). On obtient alors
|￿φ, gn,mψ￿| =
￿￿￿￿￿￿
i,j,p,q
ap,q bi,j δn,pδq,lδl,kδk,jδm,ign,m,l
￿￿￿￿￿
=
￿￿￿￿￿
l
an,lbm,lgn,m,l
￿￿￿￿￿
≤ sup
l
|gn,m,l|
￿￿
l
|an,l|2
￿ 1
2
￿￿
l
|bm,l|2
￿ 1
2
≤ sup
l
|gn,m,l|￿ϕ￿￿ψ￿
Et donc
∀n ￿= m, ￿PngPm￿ ≤ sup
l
|gn,m,l|
Passons maintenant au calcul des e´le´ments de matrices de g. Le re´sultat est
contenu dans la proposition suivante. La me´thode utilise´e est la meˆme que celle de
[Wa1] et [Wa2] :
Proposition 5.1.5 Pour g(q) = exp
￿
− q22
￿
, (q ∈ R2) et ψn,l de´fini en (5.2) on a
pour n,m ∈ N0, l ≥ −(n ∧m) que
|gn,m,l| = 1
2l+m+n+1
(l +m+ n)!￿
(l +m)!(l + n)!n!m!
(5.3)
Preuve : Par de´finition
|gn,m,l| = 1
2l
￿
n!m!
(l + n)!(l +m)!
￿ ∞
0
e−r
2
r2lLlnL
l
m
￿
r2
2
￿
rdr. (5.4)
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Conside´rons dans un premier temps le cas ou` l ≥ 0. Pour e´tudier la de´pendance de
l’inte´grale dans les parame`tres l,m, n, nous allons nous servir de l’orthogonalite´ de la
famille des fonctions n ￿→ Lln(x) dans L2 (R+, dνl), ou` dνl := xle−xdx. L’ide´e est de
re´e´crire le produit des deux polynoˆmes comme
LlnL
l
m
￿x
2
￿
=
￿
s≥0
Bn,m,ls L
l
s(x).
En injectant ce re´sultat dans |gn,m,l| et en se servant que Ll0 ≡ 1 ∀l, nous trouvons
que ￿ ∞
0
LlnL
l
m(
x
2
)dνl(x) =
￿
s≥0
Bn,m,ls
￿ ∞
0
LlsL
l
0(x)dνl(x)
= Bn,m,l0
￿ ∞
0
dνl(x)
= Bn,m,l0 Γ(l + 1)
Il reste maintenant a` de´terminer la valeur du coeﬃcient Bn,m,l0 . Ceci peut se faire a`
l’aide d’une fonction ge´ne´ratrice [Ca] :
gs(x, y, l) =
￿
x
2(1−x) +
y
2(1−y)
￿s
(1− x)l+1(1− y)l+1
￿
1 + x2(1−x) +
y
2(1−y)
￿l+s+1
=
￿
n,m
Bn,m,ls x
myn
gs est donc la fonction ge´ne´ratrice de la se´rie. Par le raisonnement qui pre´ce`de, nous
pouvons nous intere´sser uniquement au cas s = 0. On trouve alors que :
g0(x, y, l) =
2l+1
(2− x− y)l+1
Donc
Bn,m,l0 =
1
n!m!
∂mx ∂
n
y g0(x, y, l)
￿￿￿￿
x=y=0
=
1
2m+n
(l +m+ n)!
l!m!n!
Le re´sultat de la proposition suit donc pour l ≥ 0.
Maintenant pour l < 0, on remarque simplement que
ψn,l = ψn+l,−l
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et donc
|￿ψn,l, gψm,l￿| = |￿ψn+l,−l, gψm+l,−l￿| (5.5)
ce qui permet de conclure pour le cas l < 0 et e´galement la preuve de la proposition.
✷
5.1.3 Estimation des e´le´ments de matrice
Graˆce a` la proposition pre´ce´dente, nous connaissons la valeur de chaque gn,m,l. La
proposition 5.1.4 nous donne une estimation de la norme des e´le´ments de matrice gn,m
par le supre´mum sur l des gn,m,l. Si l’on arrive a` de´montrer que les gn,m,l de´croissent
comme requis dans le the´ore`me 4.2.2 et que l’on peut controˆler le supre´mum sur l,
alors on pourra en de´duire le re´sultat pour gn,m. Cela fait l’objet de la proposition
suivante :
Proposition 5.1.6 Soit g(q) = exp
￿
− q22
￿
, (q ∈ R2) et Pn le projecteur propre de
l’hamiltonien de Landau sur le n-ie`me niveau d’e´nergie. Alors, il existe une constante
cst > 0 pour tous n,m ≥ 0 tel que
￿gn,m￿ ≤ cst
max(1, |m− n|)
Preuve : Remarquons premie`rement que l’expression (5.3) est syme´trique en m et
n. On peut donc supposer sans restreindre la ge´ne´ralite´ que m ≥ n. De plus, par
l’e´quation (5.5), on remarque que l’on peut se restreindre au cas ou` l ≥ 0.
Rappelons maintenant la formule de Stirling :
∀n ≥ 1, n! = √2πn
￿n
e
￿n
eλn (5.6)
avec ∀n ≥ 1, 112n+1 < λn < 112n .
Nous allons se´parer deux cas : nous e´tudirons d’abord le cas ou` n = 0 et ensuite
le cas ou` n > 0.
Cas n=0 : En remplac¸ant n par 0 dans (5.3) on trouve que
g0,m,l =
1
2l+m+1
￿
(l +m)!
l!m!
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En se servant de l’e´quation (5.6), on obtient que :
|g0,m,l| = 1
2l+m+1
￿￿
2π(l +m)(l +m)l+m
2π
√
ml llmm
￿ 1
2
e
λl+m−λl−λm
2
≤ 1
2(2π)
1
4
￿
l +m
lm
￿ 1
4
￿￿
l +m
4m
￿m￿ l +m
4l
￿l￿ 12
puisque λl+m−λl−λm2 ≤ 0 pour tout m, l ≥ 0. Posons maintenant
X := l +m Y := l −m K := Y
X
2m = X − Y 2l = X + Y 0 < K < 1
Alors,
|g0,m,l|2 ≤ 1
42X
√
2π
￿
X
X2 − Y 2 e
−Y 22X
ou` l’on s’est servi de (5.1).
Cette dernie`re expression de´pend uniquement de Y 2, on peut donc supposer que
Y ≥ 0. Le re´sultat e´nonce´ dans la proposition est e´quivalent a` de´montrer que |X −
Y |2|g0,m,l|2 est borne´ et c’est ce que nous allons faire. En eﬀet, puisque X > Y , il
existe un entier a ≥ 2 tel que X = Y + a. Nous obtenons alors que
|X − Y |2|g0,m,l|2 ≤ a
2
2Y+a
√
2π
￿
Y + a
2Y a+ a2
e−
Y 2
2(Y+a)
En de´rivant les deux coˆte´s par rapport a` Y , on a la majoration suivante
∂Y |X − Y |2|g0,m,l|2 ≤ − e
− Y 22(Y+a)Pa(Y )
2Y+a+1(a+ Y )2(a+ 2Y )
￿
Y + a
2aY + Y 2
ou` Pa(Y ) est un polynoˆme dans la variable Y a` coeﬃcients positifs qui de´pendent de
puissances de a. Cela implique que le membre de droite est ne´gatif car Y et a sont
positifs et alors |X − Y |2|V0,m,l|2 atteint son maximum pour Y = 0. On trouve alors
que
|X − Y |2|g0,m,l|2 ≤ a
3
2
2a
√
2π
≤ cst
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ou encore
|g0,m,l| ≤ 1
2m+
1
2 (mπ)
1
4
≤ cst
ce qui conclut la preuve pour n = 0.
(Nous avons prouve´ bien plus dans ce cas : dans le niveau fondamental, la de´croissance
se faisait de manie`re exponentielle et pas seulement de manie`re polynomiale.)
Cas n > 0 : Supposons maintenant que m et n ve´rifie m > n > 0. Rappelons
que
gn,m,l =
δl,k
2l+m+n+1
(l +m+ n)!￿
(l + n)! (l +m)!m!n!
Utilisons une fois de plus la formule (5.6) pour obtenir que
|gn,m,l| =
￿
2π(l +m+ n)(l +m+ n)l+m+neλl+m+n−
λl+m−λl+n−λm−λn
2
2l+m+n+1(4π2
￿
(l +m) (l + n)mn(l +m)l+m (l + n)l+nmm nn)
1
2
≤ 1
2π2l+m+n+1
￿
l +m+ n￿
(l +m)(l + n)mn
(l +m+ n)l+m+n
(l +m)
l+m
2 (l + n)
l+n
2 m
m
2 n
n
2
puisque λl+m+n − λl+m−λl+n−λm−λn2 ≤ 0 pour tous m > n ≥ 0 et l ≥ 0.
Posons
X := l +m+ n Y := l +m− n Z := l −m+ n
2m = X − Z 2n = X − Y 2(l +m) = X + Y
2(l + n) = X + Z X ≥ Y ≥ Z Y ≥ 0
Z ≥ n−m |Z| ≤ Y
Nous avons alors graˆce au lemme 5.1.1 que
|gn,m,l| ≤
￿
2
π
￿
X
[(X2 − Y 2)(X2 − Z2)] 12 e
−Y 24X e−
Z2
4X
De´finissons alors la fonction auxiliaire
f(X,Z) :=
X√
X2 − Z2 e
−Z22X
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pour X ≥ 0 et Z ≥ n − m. Notons que Z peut eˆtre ne´gatif car on a suppose´ que
m > n. Constatons e´galement que cette fonction n’a aucune singularite´ sur le domaine
que l’on conside`re puisque X2 − Z2 = 0 est e´quivalement a` m(l + n) = 0 ce qui est
impossible car nous avons suppose´ que m > n > 0 et l ≥ 0. Remarquons maintenant
que la fonction f ne de´pend que de Z2, nous pouvons donc e´tudier ses variations
uniquement pour Z ≥ 0. Prenons maintenant la de´rive´e de la fonction f par rapport
a` la variable Z pour obtenir
∂Z f(X,Z) =
e−
Z2
2XZ(X −X2 − Z2)
(X2 − Z2) 32
Le signe de la de´rive´e est donc donne´ par le signe de (X − X2 − Z2). Puisque
X ≥ Z ≥ 0, il existe un a ≥ 2 tel que X = Z + a. Nous trouvons alors :
sign(X −X2 − Z2) = sign(Z + a− 2Za− a2)
= sign(Z(1− a) + a(1− a)− a2) ≤ 0
Cela signifie que f de´croit dans la direction Z, elle est donc maximale pour Z = 0 et
f(X,Z) ≤ f(X, 0) = 1
pour tout X ≥ 0.
Cela nous permet d’obtenir la majoration suivante :
|gn,m,l| ≤
￿
2
π
1
(X2 − Y 2) 14 e
−Y 24X
Une fois encore, nous allons chercher a` montrer que |m−n||gn,m,l| est borne´. Puisque
2|m− n| = |Y − Z| ≤ 2Y , on obtient alors que
|m− n|2|gn,m,l|2 ≤ 8
π
Y 2√
X2 − Y 2 e
−Y 22X
≤ 8
π
Y 2
X − Y e
−Y 22X
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Mais remarquons que cette dernie`re expression peut se re´e´crire (on omettra le terme
8
π )
Y 2
X
e−
Y 2
2X
X
X − Y =
Y 2
X
e−
Y 2
2X
￿
1 +
Y
X − Y
￿
≤ Y
2
X
e−
Y 2
2X
￿
2 +
Y 2
X
￿
par le lemme 5.1.1.
De´finissonst par t := Y
2
X . Alors, on remarque que t > 0 et
Y 2
X − Y e
−Y 22X ≤ t(2 + t)e− t2 ≤ cst
Nous en de´duisons que
|m− n|2|gn,m,l|2 ≤ cst
ce qui est e´quivalent a`
|gn,m,l| ≤ cst|m− n|
Le membre de droite e´tant uniforme en l, le re´sultat pre´ce´dent reste inchange´ si nous
prenons le supremum sur l. Par la proposition 5.1.4, nous trouvons pour m ￿= n que
￿gn,m￿ ≤ cst|m− n|
ce qui conclut la preuve de la proposition.
✷
C’est a` partir du re´sultat de cette proposition que nous pouvons de´montrer la de´croissance
des potentiels de G. Cela fait l’objet de la prochaine partie de ce chapitre.
5.2 La classe G
5.2.1 De´caler les potentiels
Une proprie´te´ inte´ressante de l’hamiltonien de Landau re´side dans l’existence de l’ope´rateur
de translation magne´tique. Cet ope´rateur est de´fini sur L2(R2) pour un a ∈ R2 par
T (a)ψ(q) = e
i
2 q∧aψ(q − a)
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Cette transformation commute avec l’hamiltonien et commute en particulier avec ses
projecteurs propres {Pn}n : pour a ∈ R2 et n ∈ N
[T (a), Pn] = 0
La conjugaison du potentiel par cette transformation produit une translation dans la
variable du potentiel :
T (a) g T ∗(a) = g(.− a)
Et en particulier, on a
￿Pn g(.− y)Pm￿ = ￿Pn g Pm￿ ∀y ∈ R2
C’est en particulier cette dernie`re e´galite´ sur l’ope´rateur de translation magne´tique
qui va nous permettre de montrer que les e´le´ments hors-diagonaux de matrice des
potentiels de G de´croissent comme la fonction g.
5.2.2 De´croissance des potentiels de G
Rappelons qu’une de´finition de la classe G se situe au de´but de ce chapitre. Un potentiel
V de G est de´fini a` travers une convolution de la gaussienne g avec une mesure finie
µ. Par la discussion que l’on vient d’avoir sur l’ope´rateur de translation magne´tique,
on voit que
PnV Pm = Pn
￿
g(.− y)dµ(y)Pm
=
￿
Png(.− y)Pmdµ(y)
car les {Pn}n sont des projecteurs agissants sur la variable du potentiel et pas sur la
variable d’inte´gration. En prenant la norme de chaque coˆte´, on obtient la majoration
suivante
￿PnV Pm￿ ≤
￿
|dµ(y)| ￿Png(.− y)Pm￿
De plus, l’ope´rateur de translation magne´tique nous permet d’avoir l’estimation suiv-
ante
￿Pn g(.− y)Pm￿ = ￿Pn g Pm￿ ∀y ∈ R2
101
Ainsi, par la proposition 5.1.6, nous de´duisons que
￿PnV Pm￿ ≤
￿ |dµ(y)|
|m− n|
Puisque par hypothe`se, µ est une mesure finie a` valeur finie a` valeur re´elle, on en de´duit
que les e´le´ments de matrice hors-diagonaux de V admettent la meˆme de´croissance que
ceux de g.
Nous venons de de´montrer le the´ore`me suivante :
The´ore`me 5.2.1 Soient V un e´le´ment de G et {Pn}n les projecteurs propres de HLa
sur le n-ie`me niveau d’e´nergie. Alors on a, en norme ope´rateur sur L2(R2) pour un
c > 0 et tout n,m ∈ N,m ￿= n, l’estimation suivante :
￿PnV Pm￿ ≤ c
max(1, |m− n|)
Nous cherchons maintenant une condition plus explicite d’appartenance a` G.
Remarquons dans un premier temps que V = g∗µ s’e´tend toujours en une fonction
entie`re. En eﬀet, si l’on prend la transforme´e de Fourier de cette expression, puisque
le membre de droite est une convolution, on trouve que
￿V (p) = e−p22 ￿µ
Ainsi, ￿V (p)e p22 est la transforme´e de Fourier d’une mesure finie et doit donc de´croitre
a` l’infini.
Le but de ceci est de montrer que l’ensemble G contient suﬃsamment de potentiels
pour en faire une classe inte´ressante pour la physique et notamment pour l’e´tude de
l’eﬀet Hall quantique.
Pour cela, nous introduisons la classe A :
De´finition 5.2.2 On de´finit A la classe des fonctions V : R2 → R telles que
1. V posse`de une extension entie`re sur C2
2. R2 ￿ y ￿→ e− y22 V (iy) ∈ L1(R2)
3. Soit V˜ (q) := e
q2
2
￿
e−iqye−
y2
2 V (iy) dy(2π)2 alors V˜ ∈ L1(R2)
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Le lien entre la classe A et la classe G se fait dans la proposition suivante :
Proposition 5.2.3 Pour V ∈ A on a
V = g ∗ (V˜ dq).
Preuve : Par le the´ore`me de Fourier, on trouve pour q ∈ R2 que
e−
q2
2 V (iq) =
￿
R4
eiq˜(q−y)e−
y2
2 V (iy)
dy
(2π)2
dq˜.
Donc
V (iq) =
￿
R2
e−
(q+iq˜)2
2 V˜ (q˜)dq˜.
Cela permet de conclure la preuve de la proposition car les deux coˆte´s sont analytiques
en q.
✷
Illustrons maintenant la classe A que nous venons d’introduire avec quelques ex-
emples de potentiels bien choisis. Le premier point montre que le re´sultat concernant
g peut s’e´tendre a` un plus large ensemble de fonctions dont la de´croissance a` l’infini se
fait de manie`re gaussienne. Le second re´sultat parle des mesures ponctuelles distribue´es
sur le re´seau Z2.
Corollaire 5.2.4 G contient
1. pour un polynoˆme re´el a` 4 variables p avec α ∈]0, 1[, k1, k2 ∈ R:
p(q1, q2, e
ik1q1 , eik2q2)e−α
q2
2
2.
￿
i∈Z2 µi g(q − i) avec µ ∈ l1(Z2,R).
La fonction q ￿→ eikq pour k ∈ R2 n’est pas un e´le´ment de G.
Preuve : Pour 1., il est suﬃsant de de´montrer que
R ￿ y ￿→ e− y
2
2 f(iy) ∈ L1(R)
et
R ￿ x ￿→ ex22
￿
e−ixye−
y2
2 f(iy)dy ∈ L1(R)
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pour f(y) = yneikye−α
y2
2 , n ∈ N et k ∈ R.
La preuve se fait via des proprie´te´s standards de l’analyse de Fourier. Dans le cas ou`
k = 0 et n ￿= 0, on a
|f(iy)e− y
2
2 | = |y|ne−(1−α) y
2
2 ∈ L1(R)
et
|ex22
￿
e−ixyyne−(1−α)
y2
2 dy| = 1√
1− α |poly(x)e
x2
2 e−
1
1−α
x2
2 | ∈ L1(R)
ou` poly est un polynoˆme de degre´ au plus n.
Dans le cas ou` n = 0 et k ￿= 0, nous obtenons
|f(iy)e− y
2
2 | ≤ e|k||y|e−(1−α) y
2
2 ∈ L1(R)
|ex22
￿
e−ixye−kye−(1−α)
y2
2 dy| = 1√
1− αe
k2
2(1−α) e
x2
2 e−
1
1−α
x2
2 ∈ L1(R).
Le cas n ￿= 0 et k ￿= 0 se de´montre par un argument semblable.
Le 2. est relie´ a` la mesure pure point￿
i∈Z2
µiδ(x− i)
Le re´sultat suit de la discussion sur l’ope´rateur de translation magne´tique que nous
avons mene´e pre´ce´demment.
Concernant la fonction q ￿→ eikq pour k ∈ R2, nous avons au final que
eikx = g ∗ µ
avec µ = e−ikxe
k2
2 dx qui n’est pas une mesure finie.
✷
Remarque 5.2.5 La condition de sommabilite´e de la suite des µi du point 2. peut
eˆtre omise si l’on conside`re une partie compact du re´seau. En eﬀet, soit Λ une partie
finie de Z2. On a alors
|
￿
i∈Λ
µi| ≤ max
i
µi|Λ|
ou` |Λ| est la mesure de Λ.
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