We present a model for multi-objective decision analysis with respect to the location of public facilities as schools in areas near to coasts, taking risks of inundation by tsunamis into account. A mathematical programming formulation with three objective functions is given. The first objective function is a weighted mean of a minisum and a maximum coverage criterion. The second objective function expresses risk by possible tsunami events; for quantifying this risk, a statistical model for tsunami occurrences by Kaistrenko and Pinegina is applied. The third criterion represents costs. For the solution of the multi-objective optimization problem, we propose a heuristic approach based on the NSGA-II algorithm and compare it with a decomposition technique where the region under consideration is partitioned into smaller sub-regions, and the problem is solved for each separate subregion either exactly or heuristically. Both approaches are tested on two real-life instances from southern Sri Lanka.
Introduction

Aim of the Investigation
It is well-known that over the world, the number of people affected by natural disasters is increasing from year to year, a fact for which population growth and the concentration of people in large urban centers (some of which are especially exposed to natural hazards) plays an essential role. Although modern technology can reduce the harm caused by natural disasters considerably, risk-reduction measures of this type are costly, and during the last century, the major part of happenings such as floods, earthquakes, volcanic eruptions or tsunamis have occurred in so-called developing countries. As most of these countries do not have the equipment and the possibility to manage the consequences of a disaster based only on their own efforts, international aid in disaster recovery is particularly important. A sometimes neglected, but nevertheless very important integral part of disaster aid is prevention of harm to human lives by future catastrophic events.
Since about two hundred years, tsunamis have been recorded in many countries across the world. The most devastating effects were measured from the tsunami 2004 in the Indian Ocean, that hit Indonesia, Sri Lanka, India, Thailand, as well as other Asian and several African states and killed about 230,000 people (cf. [26] ). In most cases, a tsunami is triggered by an earthquake under the sea that causes water waves of up to several meters. This natural disaster has the power to devastate the infrastructure of whole landscapes, including nature and buildings. In the last decades, tsunami warning systems have been installed in some tsunami-prone areas, especially in coastal areas of the Pacific Ocean. They help to predict an occurrence of the natural catastrophe with a certain probability so that there is sufficient time to evacuate coastal areas. If the affected country possesses an adequate information network, tsunami warnings are made available to the public and people can escape to secure locations (cf. [13] ).
Buildings, however, cannot be saved by means of early warning systems and are therefore unabatedly exposed to the power of a tsunami. Furthermore, in large parts of the world, especially around the Indian Ocean, warning systems and information networks are still insufficient at the moment, although strong efforts have been made to develop them after the tsunami event of 2004 (cf. [27] ). For this reason, the risk of a tsunami disaster should be taken into consideration when planning locations for public facilities in such areas. Location decisions are also required in the last phase of disaster response, the reconstruction phase. The aim of this stage is to achieve a standard of living for the affected population that is at least equally good as before the catastrophe (cf. [24] ). When reconstructing the infrastructure, it is necessary to take explicit account of the possibility of future disaster events; therefore, prevention measures form an indispensable part of this phase.
The problem considered in this paper treats the allocation of schools (or other public facilities) in a coastal area after a tsunami with respect to three criteria. An amelioration of the standard of living of the population is to be strived for by minimizing the average distance between the homes of the children and the schools. The minimization of tsunami risk at the locations for schools is introduced as a disaster prevention measure. Finally, since economic aspects cannot be neglected, costs are to be minimized. In our model, we make the (pessimistic) assumption that all educational buildings have been annihilated.
Of course, this is a simplification, but the model can easily be adapted to the situation where part of the buildings continue to be operative after the catastrophe. We shall outline how to perform this extension.
As a case study for illustrating our approach, we consider post-tsunami construction decisions in Sri Lanka. The island is referred to as Lower Middle Income Country in the classification of the Development Assistance Committee of the OECD [5] . Sri Lanka has suffered a lot from more than twenty years of civil conflict, which caused great damage not only to the society but also to its economy. The selection of the new locations should contribute to the objective of a developing country to be able to cope with a disaster based on its own resources in the future. In this way, disaster help leads to development cooperation and does justice to the aspect of sustainability. For this reason, it is particularly important to locate public facilities in accordance with the criteria that will be described in Section 2.
Location planning belongs to a class of strategic problems that take a long time horizon into consideration. Therefore, decisions need to be taken carefully, as they have long-term impacts.
We propose that the multi-criteria optimization problem under consideration is handled in two stages. In the first stage, a computer program determines Pareto-efficient solutions in order to provide the decision maker with a set of promising solution candidates. Solutions that are not Pareto-efficient as well as solutions that violate some predefined aspiration levels are eliminated. In a second stage, the decision maker chooses out of the obtained solution set according to her/his preferences concerning costs, risk and distance. While there are several suitable approaches for supporting the choice in the second stage by interactive decision support systems (cf. [29] ), identifying the set of the Pareto-efficient alternatives in the first stage is a problem that becomes very demanding for larger problem instances. Here, metaheuristic approaches come into play because they regularly provide a favorable compromise between the quality of the solution and the required computing time; for a state-of-the-art survey cf. Ehrgott and Gandibleux [14] .
We have implemented a variant of the Nondominated Sorting Genetic Algorithm II (NSGA-II) for solving the multi-objective location problem at hand. The paper will discuss the strenght of this approach compared to a decomposition-based approach in computational experiments based on the mentioned real-life problem instance from Sri Lanka.
Related Work
To put our article into the context of other work, let us give a short overview on available literature on disaster-related location problems. Investigations on the location of emergency facilities have already a rather long tradition (for surveys, we refer to Marianov and ReVelle [22] or Drezner [10] ). The "classical" series of these articles assumes that the disaster leaves the road structure and other infrastructure elements as hospitals intact, such that aid providers can travel to victims, transport them to (medical and other) supply units, and use the services delivered by the last. In Drezner [10] , Drezner et al. [11] and Drezner [12] , this assumption has been relaxed by the investigation of the so-called casualty collection points model, where in the case of a disaster, the infrastructure is assumed to be partially destroyed, and pre-installed centers providing emergency care have to be reached by the members of the population themselves. The basic model developed in [10] was extended in [11] by a multi-objective version, taking five objectives into account, embedding them into a minimax regret formulation, and solving the model by a descent heuristic and by tabu search. In [12] , only one objective (the minisum objective) is considered, and the tradeoffs between number of facilities, coverage radius and percent population covered are studied.
Also in Kongsomsaksakul et al. [21] , collection points (here called "shelters") are proposed and the problem of how to locate them optimally is investigated. Similarly as in our paper, the considered disaster type is specified as floods. The authors distinguish between public and individual interests by studying a game-theoretic model where in a first stage, the authority determines a set of shelter locations, and in the second stage (at the time of the disaster), each member of the population chooses her/his destination (shelter) as well as her/his evacuation route. This produces a bi-level, combined location-allocation problem, which is solved using a genetic algorithm. Another paper dealing with optimal locations of shelters, in this case in view of cyclones, is Dalal et al. [6] .
The model by Fiorucci et al. [15] , which focuses on forest fires, includes a location problem by considering the best-possible selection of airbases for fire suppression. After solving the pre-operational location problem, dynamic resource (re-)allocation is performed. As our own model, [15] uses hazard assessment as an essential component of the decision process.
In the very extensive model by Yi andÖzdamar [30] for post-disaster logistics, which can be classified as an integrated capacitated location-routing model, also the selection of temporary or permanent emergency centers from a candidate set is incorporated. These centers are established in order to provide immediate care for injured people. The overall objective to minimize the delay in the arrival of commodities and in the provision of healthcare for the injured corresponds to the minisum criterion on the level of emergency center selection.
In a customary distinction of four phases of emergency management (mitigation, preparedness, response, and recovery), our own model belongs to the mitigation phase: It encompasses several of the typical activities of this phase as listed in Altay's and Green's survey paper [1] on disaster operations management, such as prevention of occupation of high hazard areas, barrier construction, improvement of disaster resistance of structures or risk analysis. This is in contrast to the models outlined above which are rather to be assigned to the response (partially also to the preparedness) phase. It should be noted that in the operations research literature, models for mitigation of natural disasters seem to be rather rare, contrary to those focusing on man-made disasters; this has been pointed out explicitly in the survey [1] .
The remainder of our paper is organized as follows. In Section 2, we describe the problem, formulated as a multi-objective optimization model. Section 3 discusses the solution approaches. In Section 4, we present the computational study analyzing the investigated computational techniques. Several metrics are used to evaluate the outcome. Finally, in Section 5, we provide some conclusions.
Problem Description
For the location decision, possible locations are evaluated according to three criteria: (i) a combination of the minisum facility location criterion, which minimizes the sum of distances between all members of a population and their nearest facility, and the maximal covering location criterion, which minimizes the number of the population members unable to reach a facility within a predefined maximum distance, (ii) a tsunami risk criterion, based on estimates of probability and effect of future tsunami occurrences, and (iii) a cost criterion, related to specific construction methods influencing the safety of a building.
Minisum Facility Location Criterion and Maximal Covering Location Criterion
The first criterion that should have an influence on the location of schools is a measure for the distances between the children's homes and their nearest schools. Especially in a developing country, if a school is located too far from the children's home, parents might decide that their children should not go to school at all as it takes too much time to get there. In very poor families, parents are likely to send their children to work instead. These young people therefore would miss education. Another evident negative aspect is that if children have to take a long way to school, it might be very exhausting for them. For these reasons, the first objective we formulate is a combination of two well-known criteria in locational analysis, the Minisum Facility Location Criterion (short: Minisum Criterion) and the Maximal Covering Location Criterion (MCLC). Both objective functions should be minimized, therefore also the formulation of the MCLP has to be converted into a minimization problem. For making the computation of the objective functions practically feasible, we follow the usual approach in locational analysis to define a set of population centers j (nodes of a location graph), each representing a small geographical area by a single point. In a similar way, candidate locations i for schools are defined.
The minisum objective function is computed by determining the shortest distance from each population center to the nearest school. Each of these distance values is then multiplied by the number of pupils at the corresponding center point, and summed up over all center points.
The MCLP consists in minimizing the number of pupils that are not able to reach a school within a predefined reasonable walking distance. In our experiments, we have set this distance threshold to two kilometers. The objective function value of the MCLP is the total number of pupils that cannot reach a facility within this limit.
The values of these two criteria are combined into one objective function by taking a weighted average. In our experiments, we chose the value 0.5 for each of these weights. This means that for each pupil who cannot reach the nearest school within the pre-defined threshold distance, the same penalty is charged as for each kilometer some pupil has to walk. Note that the MCLP objective takes the aspect of equity into account, whereas the minisum criterion represents a utilitarian point of view (maximum overall benefit).
Minimization of Tsunami-Risk
The second objective is the minimization of tsunami risk at the candidate locations. For this purpose, we apply a tsunami risk model by Kaistrenko and Pinegina [20] . The authors assume that the number N of tsunami events exceeding a given run-up height h (height of the flood over the normal sea level) at a certain geographical point ξ within a time interval of length T is distributed according to a Poisson distribution:
where the intensity ϕ(h), which can be interpreted as the mean frequency of tsunamis with a run-up height of more than h per time unit, is given by
Therein, g(ξ) is the frequency of any tsunami (independently of its run-up height) per time unit at coastal point ξ, and H * (ξ) is the so-called calibrated tsunami height at coastal point ξ. Eq. (2) assumes that the run-up height of a single tsunami event is exponentially distributed with parameter λ = 1/H * (ξ), such that the probability of a run-up height exceeding h per tsunami is just exp(−h/H * (ξ)); this probability has then still to be multiplied by g(ξ) to give the probability of such an event per time unit. It follows that 1/λ = H * (ξ) can be interpreted as the expected value of the run-up height of a tsunami. Both parameters g(ξ) and H * (ξ) have to be estimated from data. The estimation procedure will be illustrated later. Since the region considered for our multi-objective optimization model is comparably small, it can be assumed that both g(ξ) and H * (ξ) are constant for all possible locations i.
As soon as g(ξ)
and H * (ξ) have been computed for the area of interest, equations (1) and (2) allow the computation of the probability π i that within T time units (where the time horizon T is a constant fixed in advance), a location i at a see level of h = h i meters is flooded at least once: By setting N = 0 in (1), we obtain
We take π i as the basic risk measure for location i at height h i . By applying specific construction methods increasing the safety level of a building, this risk can be reduced, as it will be explained in the next subsection. We assume that the construction of a building at some safety level s > 1 reduces the risk π i to a smaller value π is . For the minimum safety level s = 1, we have π i1 = π i . The simplest way to assign a numerical value to π is for s > 1 is to estimate at which height h i + ∆ s some building constructed at minimum safety level 1 would be exposed to the same risk as a building at height h i constructed at safety level s, and then to apply formula (3) to
The overall risk is obtained by multiplying the risk per user of a facility during the considered time period, based on location and safety level of the facility, by the predicted number of users resulting from the location decision under consideration, and summing up over all facilities.
Let us remark that with the exception of heights h i of only a few meters and time horizons T of several decades, the product ϕ(h i )T is typically distinctly smaller than unity. In this case, Taylor expansion of (3) yields the first-order approximation
Minimization of Costs
The costs to be considered do not only include the basic costs of construction and maintenance of the buildings, but also the additional costs that occur if special construction methods aiming at the reduction of damage by possible tsunami events are applied to the public facilities. Therefore costs and the tsunami risk have to be traded off against each other: In order to reduce risk, locations far away from the coast would be preferred. However, the majority of the inhabitants of the considered area lives along the coast, which favors locations near the sea. Thus, a trade-off between safe locations with poor infrastructure and locations threatened by high tsunami risk surrounded by a good infrastructure has to be faced. To some extent, this dilemma can be alleviated by special construction methods. For example, protection walls or stilted buildings can be constructed in order to reduce tsunami risk, accompanied though by an increase in the costs of construction and maintenance. As already outlined in the previous subsection, we distinguish different safety levels s (s = 1, . . . , S) for the construction of a building, where s = 1 denotes the least safe (and therefore also least costly) variant, and s = S denotes the safest (and most expensive) variant. The construction of a building at safety level s is assumed to incur a cost of c s currency units.
To the setup cost for the construction of a building at a certain safety level, we add extra costs for extending the building to the capacity required by the demand. The required capacity is measured by an (integer) number of capacity units. We assume that each capacity unit provides supply for up to b customers, and incurs additional costs ofc currency units. In our computational example, where the facilities are schools and the customers are pupils, the capacity units correspond to class rooms. Depending on the number of pupils attending a certain school, the number of required class rooms is determined, and from this number, the additional construction costs for the school building are derived.
Mathematical Programming Formulation of the Model
Let I and J denote the set of candidate locations for facilities and the set of population nodes, respectively, where |I| = n and |J| = m. Let the binary variable x is (i ∈ I, s = 0, . . . , S) take the value 1 if at candidate location i, a facility at safety level s is built, and the value 0 otherwise. In the case that no building at all is constructed at location i, we set x i0 = 1 and x is = 0 for all s ≥ 1, i.e., we interpret "safety level 0" as "no building". By u ij , we denote the binary variable taking the value 1 if service for population node j is provided by the facility at candidate location i, and the value 0 otherwise (i ∈ I, j ∈ J). The binary variable y j takes the value 1 if population node j has a facility within a distance of less or equal d max , where the symbol d max specifies the MCLP distance threshold, and the value 0 otherwise (j ∈ J). The integer variable z i denotes the number of capacity units required at location i (i ∈ I).
The constants specifying the problem instance are the following: By w j , we denote the number of clients (in our case: pupils) at population node j, and by d ij , the distance between nodes i and j is denoted (i ∈ I, j ∈ J). The constants a ij are defined as
are the risk values computed as outlined in subsection 2.2, and the constants c s give the setup costs at safety level s. By b, we denote the number of customers that can be served by one single capacity unit, andc denotes the additional construction costs per capacity unit.
With this notation, we obtain the following multi-objective nonlinear integer program:
such that
S s=0
j∈J
Eq. (6) determines the first objective function as a weighted average of minisum objective function and MCLP objective function. Therein, α is a parameter with 0 < α < 1. Eqs. (7) and (8) represent the minisum objective function and MCLP objective function, respectively. Eq. (9) determines the overall risk as the sum of the risk values for each individual, computed at the facilities serving the respective individuals, and taking the risk-reducing construction measures into account. Eq. (10) represents the overall costs, composed of the setup costs of a facility at the chosen safety level and the additional costs for the required capacity units. Constraint (11) requires that each population node has a facility assigned. Constraint (12) ensures that only a candidate location where a facility has been built can provide service, and constraint (13) ensures that population node j can only be serviced within distance d max if there is a node i within distance d max where a facility has been built. Constraint (14) requires that at each candidate location, either no facility is built, or a facility at a uniquely defined safety level is constructed. By constraint (15), we ensure that the demand occurring at location i is covered by the capacity units at this location.
Constraint (16), where M denotes a very large number, expresses the assumption that clients at a certain population node j always choose the open facility that is nearest to node j: Observe that the left hand side of (16) gives the distance of client j to the facility to which s/he is assigned, and the right hand side gives the distance of client j to any (other) facility k, if this facility has been opened, and a very high value otherwise. If only a minisum facility location problem problem would be solved, this condition would already be implied by the constraints before. In our context, this needs not to be true, since the consideration of risk might lead to the choice of a facility that is not at the shortest distance. However, anticipating that the real choice behavior of people will rather be influenced by distance aspects than by the long-term risk consideration, we think that the above-mentioned restriction of the solution space makes sense for practical purposes.
Constraints (17) - (20), finally, restrict the variables to binary resp. integer values. Objective functions and constraints are linear with the exception of (9), which is quadratic. At the price of introducing additional variables, constraint (9) can be linearized: Set ξ ijs = u ij x is for all i ∈ I, j ∈ J and s ∈ {1, . . . , S}. Then (9) can be replaced equivalently by the three constraints
The equivalence follows from the fact that f 2 is minimized, which gives the variables ξ ijs the smallest possible values in an optimal solution.
Remark 1. As stated in the Introduction, our model treats the situation where in the considered area, all required facilities have to be built anew. Fortunately, however, a disaster often leaves some existing facilities in the affected area undestroyed, and under very restricted budgets, it is reasonable to use such facilities also in the future, on a safety level that is at least not lower than the current one. Considering this fact, we arrive at a conditional facility location problem, where the question is which new facilities to open, given a set of already existing and operative facilities. It is very easy to extend our optimization model to the conditional case: All we have to do is to add, for each surviving (still operative) facility i at current safety level s i , the constraints
to the constraints (6) - (20) . The new constraints require that an existing facility is neither closed nor downsized in its safety level. Some special unconditional facility location problems are easier to solve than their conditional counterparts. E.g., Drezner [9] observes that the minisum facility location problem on the Euclidean plane is convex in the unconditional case and not convex anymore in the conditional case. However, this observation cannot be generalized to multi-facility location problems on networks, as the one considered here: on general networks, already the unconditional minisum facility location problem is known to be NP-hard. In our framework, metaheuristic solution techniques as well as the application of general IP solvers have even an advantage in the conditional case: The (simple, linear) new constraints (24) reduce the search space, which alleviates the computational solution, at least by the techniques proposed in this paper (cf. subsection 4.4.3).
An easy extension of our model is also possible for the situation where the decision maker considers the possibility of closing operative facilities for safety reasons: Then, no constraints of the type (24) are added, but instead the building costs for already existing facilities are set to zero. It can happen nevertheless that such a facility is not selected in a Pareto-optimal solution because of a high risk term.
Remark 2.
In principle, our model can also be applied to the problem of determining shelters or casualty collection points investigated in the articles [10] , [11] , [12] , [21] or [6] . However, in this case, the emphasis slightly shifts by the following two changes: (i) Safety shelters should be safe indeed, which means that only solutions with a very low value of the risk objective function (to be achieved by suitable construction measures) are acceptable.
(ii) For shelters, the (expected) demand is not determined by the demographic population density alone, as for schools or hospitals. Instead, it is high in high-risk areas and low in low-risk areas. In order to adapt our model to this second focus shift, we would have to define the demand value w j for population node j rather as the product of the number of clients in node j with the (basic) tsunami risk in node j than as the first value alone.
is already completely determined by a vector
where x i gives the safety level of the building to be constructed at location i, resp. the value 0 if no building is to be constructed at this location: x i = s iff x is = 1. This representation lends itself very well to the heuristic optimization by a (multi-objective) genetic algorithm.
Solution Concept for Multi-Objective Decision Making
Because of the multi-objective nature of our problem formulation, it is not possible to provide the decision maker with a single "optimal" solution. However, by filtering out so-called dominated solutions, the choice can be restricted to a small number of promising solution candidates. The following definitions make this consideration precise:
Concept of Dominance. A solution x dominates a solution x if x is at least equally good as x with respect to all objective functions, and better than x with respect to at least one objective function. In formal terms:
In this case, we write x ≺ x . 
Nondominated Sorting Genetic Algorithm
As the metaheuristic approach to solve the described problem, we have chosen the Nondominated Sorting Genetic Algorithm II (NSGA-II), which has been developed by Deb et al. [7] . The NSGA-II algorithm yields an approximation to the set of Pareto-efficient solutions. As other heuristic approaches, it provides an attractive trade-off between the quality of the solution set approximation and the computation time required to achieve this approximation. The reasons why we decided for NSGA-II are that (i) NSGA-II is currently considered as one of the best-performing MOCO (multiobjective combinatorial optimization) metaheuristics, and (ii) our problem structure, where a feasible solution is given by a vector of integers from a small candidate set (see (25) ), is especially well-suited for a "chromosome" representation of solutions and the application of the classical genetic operations "mutation" and "crossover". Possible difficulties for a GA-type metaheuristic connected with the generation of feasible solutions, as they are known in other cases of application, are not present in the case of our problem.
As all genetic algorithms, NSGA-II is an iterative, population-based search procedure. NSGA-II computes a series of so-called generations, where each generation consists of a set of feasible solutions of the optimization problem under consideration. A specific feature of NSGA-II is that each generation is composed of two (sub-)populations of equal size.
Three algorithmic components (described in detail below) are applied to populations, namely fast-non-dominated-sort, crowding-distance-assignment, and the genetic operators crossover and mutation. In each iteration, a new generation is created by means of a specific mechanism that will be explained below.
Applying the usual terminology of genetic algorithms, we call a solution vector x = (x 1 , . . . , x n ) (x i ∈ {0, . . . , S}) alternatively a chromosome, and a component x i of x is called alternatively a gene.
Fast-non-dominated-sort
Fast-non-dominated-sort is a procedure sorting all solutions of the current population according to the nondominated front that they belong to, where nondominated fronts are defined recursively, front 1 consisting of all nondominated solutions of the population, and front r (r > 1) consisting of all nondominated solutions in the set of solutions obtained after removing fronts 1 to r − 1. For example, in a bi-objective minimization problem where the image points of the solutions in objective space are as shown in Figure 1 , the empty circles correspond to the first nondominated front, the filled circles to the second nondominated front, and the squares to the third nondominated front.
In [7] , an efficient algorithm called "fast-non-dominated-sort" for partitioning the population into nondominated fronts is given. The nondominated front to which a chromosome belongs is called its nondomination level.
Crowding-distance-assignment
The procedure crowding-distance-assignment helps to evaluate solutions that belong to the same nondominated front by calculating for each particular solution, along each of the objectives, the distance between the two neighbor points of the considered solution point in the same front, and taking the average of these distances. This value is called the crowding distance. For two solutions in the same nondominated front, that with a larger crowding distance is preferred. For example, in Figure 1 , if we could select only four of the five points from the first nondominated front (empty circles), we would prefer to omit the second point from left over omitting the fourth point from left, because including the fourth point from left (which has a larger crowding distance) gives a more "representative" 
Genetic Operators
Genetic operators are applied to a population of solutions in order to find new solutions with a potentially higher fitness value. The crossover operator combines two parent chromosomes by exchanging sequences of genes between them: Each of the two chromosomes (x 1 , . . . , x n ) and (x 1 , . . . , x n ) is split at two random positions, say k 1 and k 2 with k 1 < k 2 , and the genes between k 1 and k 2 are then exchanged, such that we obtain the solutions (x 1 , . . . ,
. . , x n ), which replace the two original solutions. The mutation operator, on the other hand, changes a gene x i with a small probability to a randomly chosen different value.
NSGA-II Procedure
In total, the NSGA-II procedure can be described as follows. Initially, a parent population P 0 is generated by randomly assigning values to the genes of M chromosomes. For each of the chromosomes formed in this way, the K objective function values are computed. Then, fast-non-dominated-sort is applied to the population P 0 , and selection, crossover and mutation are used in order to create an offspring population Q 0 of size M. Therein, for performing selection, the so-called crowded-comparison operator is applied, which prefers chromosomes with lower nondomination level; for two chromosomes with equal nondomination level, the chromosome with higher crowding distance is preferred.
Let us now assume that we have just constructed a generation t consisting of the two sub-populations P t and Q t (initially, t = 0). The parent population P t and the offspring Figure 2 : NSGA-II scheme, according to [7] . population Q t are then combined to a population R t of size 2M . Next, this population has to be reduced to a size of M. For this purpose, all solutions of R t are sorted based on nondomination by fast-non-dominated-sort. Beginning with front 1, the fronts are included into a new population P t+1 until for a certain front r, the new population P t+1 reaches a size of more than M. The fronts r + 1, r + 2 etc. are rejected. The solutions of the last front r to be included are sorted using the crowded-comparison operator. Those solutions that have the largest crowding distance are assigned to the new population until P t+1 reaches a size of M. Figure 2 illustrates this procedure.
To the new population P t+1 obtained in this way, selection, crossover and mutation are applied again, which gives a population Q t+1 , and the procedure described above is repeated.
Decomposition Approaches
In order to be able to compare the performance of the metaheuristic approach outlined in the last subsection to an alternative technique, we also implemented a decomposition approach. This approach splits a test instance into several parts, which are then all treated individually and combined later. Each individual part is solved by an exact or heuristic solution technique. As long as we choose the parts into which the overall instance is decomposed rather small, we can apply complete enumeration for solving the sub-problems.
The decomposition of the problem instance into parts is achieved by partitioning the geographical region under consideration into sub-regions. This induces a partition of the set I of candidate locations into disjoint subsets I κ , as well as a partition of the set J of population nodes into disjoint subsets J κ (κ = 1, . . . , R). For each pair (I κ , J κ ) and the corresponding restrictions of distance function and other problem instance inputs, we solve then the three-objective optimization problem by complete enumeration, filtering out all dominated solutions. This gives a set X κ of nondominated solutions for each subproblem κ. In a final stage, the Cartesian product
denotes the overall solution where in sub-region κ, facilities are constructed according to x (κ) . Finally, dominated solutions are removed from X. (Note that a combination of two partial solutions for two different sub-regions can become dominated by another combination, even if within each region, the solution components are non-dominated.) To illustrate the decomposition technique at a small example, let us consider the case of partitioning a location problem with I = J = {1, . . . , 8} into R = 2 parts by setting
. . , 5} and I 2 = J 2 = {6, 7, 8}. Let us assume that in sub-region 1 where both the potential facility locations and the population nodes consist of the nodes 1 to 5, there are two nondominated solutions (1, 0, 0, 1, 0) and (0, 1, 0, 1, 1), the union of which gives X 1 . The bits in the two vectors correspond to potential locations 1 to 5. Similarly, let us assume that in sub-region 2, there are also two nondominated solutions, namely (0, 1, 0) and (1, 0, 1), the union of which gives X 2 . Now, the bits in the two vectors correspond to potential locations 6, 7 and 8. By constructing the Cartesian product X 1 × X 2 (omitting nested dots), we obtain the set X = { (1, 0, 0, 1, 0, 0, 1, 0), (1, 0, 0, 1, 0, 1, 0, 1), (0, 1, 0, 1, 1, 0, 1, 0), (0, 1, 0, 1, 1, 1, 0, 1) }.
It is possible that some elements of X dominate other elements with regard to the objective functions for the overall region (the union of sub-region 1 and sub-region 2). Dominated elements are deleted from X. This produces an approximation to the Pareto-optimal set.
Even though this method can handle larger problem instances, the time needed for the exact treatment of the subproblems is only acceptable for rather low subproblem instance sizes. Therefore, we also investigated a third technique that combines the NSGA-II metaheuristic with the decomposition approach: After decomposing the problem into sub-problems, we apply NSGA-II to each subproblem κ to obtain an approximate solution for it. After combining the solutions of all parts, they are filtered again with respect to nondomination.
Some readers may wonder why it can make sense to use the described decomposition instead of applying NSGA-II to the overall problem, if the subproblems are solved by NSGA-II again. The reason is that for a heuristic solution technique on a hard problem, the required runtime for achieving some pre-defined solution quality (say, only 1 % worse than the optimum) typically increases in the problem size n not linearly, but much faster.
Thus, a decomposition of the problem into smaller parts may be advantageous in view of runtime reduction, although, of course, it comes at the price of an additional quality loss caused by the decomposition and re-composition of the problem, which is only a heuristic approximation itself.
Numerical Experiments
Test Instances
For testing our approach, two different regions in the district of Galle in southern Sri Lanka have been chosen, namely Galle Four Gravets and Habaraduwa. Both of them have been devastated by a tsunami in December 2004 and were therefore in need of location decisions for public facilities such as schools.
The parameters for the tsunami risk were estimated by using historic data. As the time unit, we take one year, and as the time horizon for risk computations, we take T = 100 years. It should be mentioned that the solutions of our multi-objective optimization problem are not very sensitive with respect to the chosen time horizon T : By eq. (4), π i can be approximated by ϕ(h i )T , which depends on T only by having T as a proportionality factor. As a consequence, the same holds for objective function f 2 , given by eq. (9) . Now, the Pareto-optimal solutions of a multiobjective optimization problem are invariant with respect to (increasing) monotonous transformations of objective functions. Therefore, it can be expected that the Pareto-optimal solutions in our test instance will not change too much if a shorter time horizon is considered. (What will change indeed is the magnitude of the risk values, such that a decision maker with a shorter time horizon in mind will certainly select another solution from the Pareto-optimal set.)
Since Inserting these parameter estimates into the formulas (1) - (2), the probability of a tsunami occurrence within a given time period leading to inundation of a certain location point can now be determined for each potential point. For example, the probability that a potential location i that is situated four meters above sea level will be hit by a tsunami during the next 100 years is calculated as ϕ(4) = 0.0095 · exp − 4 3.85 = 0.0034, such that the inundation probability π i within T = 100 becomes
The costs are calculated in the following way: Based on data put at disposal by the Institute for Integrative Conflict Transformation and Peace Building [18] , it is estimated that the construction of a school with one class room for 20 pupils costs approximately 29.000 Euro. For each further class, the cost increases by 14.000 Euro. Thus, we assume setup costs of c 1 = 15.000 Euro at safety level 1 and additional costs ofc = 14.000 Euro for each capacity unit (class room).
One additional risk-reducing construction measure has been considered, a protection wall around the school. The costs of this measure amount to approximately 3.000 Euro (cf. [17] ). Concerning the effect of the protection wall, it has been estimated that a school with such a wall has the same risk as a school without wall lying by 1 meter higher.
Instance Galle
Galle Four Gravets is a coastal area with a length of approximately 10 kilometers that extends up to 5 kilometers inside the island. According to the Department of Census and Statistics of Sri Lanka [8], the size of the population under 18 years is estimated as 69,600 people, among them about 75% attending school. 85% of pupils live in the city of Galle which is situated along the coast, while the other 15% are located in the rural area. For Instance Galle, we represented the population by 180 population nodes which have to be assigned to 60 potential locations for schools. For applying the partitioning approach, we decomposed this region into three sub-regions, each containing 60 population nodes and 20 candidate locations.
Instance Habaraduwa
The second region, Habaraduwa, comprises an area of about 20 kilometers length with an inland expansion of up to 5 kilometers. We represented the population by 280 population nodes, and defined 200 potential locations for schools. For applying the partitioning approach, we divided the region into two parts with 100 potential facility locations each.
Implementation Details
The population size parameter M of NSGA-II has been defined by the size of the according instances. More specifically, for each instance, M has been determined as the number of population centers times ten.
The number of iterations in the NSGA-II algorithm has been chosen as 500, which provided a good compromise between computation time and solution quality: A further increment of the number of iterations did not essentially improve solution quality, as illustrated by the following example. Metrics Q 1 and Q 3 , which will be explained in the next subsection, have been computed for a special problem instance. From Table 1 , it is seen that the marginal benefit of increasing the number of iterations to values larger than 500 is small. While the algorithm is able to find a few more Pareto-optimal points, the share of proposed points that belong to the Pareto front does not further increase. 
where range(k) measures the range of the objective function values for f k (x) as the difference of an upper and a lower bound of these values [19] .
To avoid the generation of practically useless solutions, aspiration levels have been introduced for each objective function. In this way, the solution space is reduced in advance. We defined the aspiration levels as follows:
For each instance aspiration levels are introduced that restrict the number of schools to be built. In particular, the normalized objective function values must not exceed a value of 0.8 for the single parts of Instance 1. Instance 1 as a whole, as well as its decomposed and recombined parts, are constrained by an upper bound of 0.03 for objective function 1, 0.1 for objective function 2 and 0.3 for objective function 3. These values were chosen in order to gain a number of solutions created by the Decomposition approach that can also be handled by NSGA-II within a reasonable time. The normalized objective function values for Instance 2 again have to be lower than 0.8.
Evaluation metrics
Numerous metrics have been proposed for evaluating multiobjective metaheuristics [3, 19, 32] . A pair of such metrics can produce correlated results, but the two metrics can also complement each other insofar as they measure conflicting goals. Therefore, the evaluation of multiobjective metaheuristics must itself be regarded as a multiobjective decision analysis problem.
Evaluation metrics for multiobjective metaheuristics that follow the Pareto solution approach can be categorized according to the principal aim they pursue. There seem to be at least three such aims that are complementary to each other: (1) a good approximation of the set of Pareto-efficient solutions (i.e., of the Pareto frontier), (2) a fairly equal distribution of the proposed solutions (either in solution space or in objective space), and (3) coverage of a broad range of the Pareto front. For the results of our experimental tests, we have chosen at least one metric from each of these three groups.
We denote the normalized objective function value by usingf k (x). The set of normalized image points in objective space,
where P is the set of solutions proposed by the heuristic algorithm under consideration, is denoted by symbols A or B, depending on the algorithm. The symbol N D denotes the set of normalized image points of the Pareto-efficient solutions or a very good approximation to this set. In cases where we were not able to determine the set of Pareto-efficient solutions exactly, we approximated N D by computing the union of all solutions in all runs of any of the considered heuristic algorithms, removing dominated points.
Metric 1:
This metric measures the ratio of points in ND that the algorithm under consideration is able to find. In the notation by Jaszkiewicz [19] , originally used by Ulungu [25] , this is the metric Q 1 (A). It is given as
Metric 2:
The second metric we used is similar to the first one, as it measures the ratio of proposed points that belong to the Pareto front. Jaszkiewicz [19] refers to this metric introduced by Van Veldhuizen [28] as metric Q 3 (A), which is given as
Metric 3: For measuring the "distance" of the set A to the Pareto front in the objective space, we have chosen the metric Q 4 (A) according to the notation of Jaszkiewicz [19] ; this metric was originally introduced by Czyzak and Jaszkiewicz [4] . Q 4 (A) is given as
where ||z − z || is the Euclidean distance between points z and z .
Metric 4:
For measuring how uniformly the points in A are distributed in objective space, we have chosen the Spacing metric Q 5 (A) by Schott [23] :
where
andD is the mean of all values D(z).
Metric 5: For measuring how well the whole possible range of the Pareto front is covered by the points in A, we have applied the following simple measure:
Metric 6: For a mutual comparison of the sets A and B produced by two heuristic algorithms, we applied a metric introduced by Zitzler and Thiele [31] ; following Jaszkiewicz [19] , we abbreviate it by Q 6 (A, B).
where z 1 z 2 if z 1 dominates z 2 or z 1 = z 2 . The higher Q 6 (A, B) compared to Q 6 (B, A), the better is A compared to B.
Computational Results
Metric Values
The algorithms described in section 3 were coded in ANSI C. Our experiments were performed on a PC with 3.2 GHz. For the NSGA-II, six runs with different random numbers were performed for each test instance. In the case of the five metrics Q 1 , Q 3 , Q 4 , Q 5 and Q R , the values given in the following tables refer to the average of the six runs. For Q 1 , in addition to the averages of the runs, we also computed two further quantities: Q (3) 1 abbreviates the value Q 1 (A (3) ), where A (3) is defined as the set of all solutions that have been proposed in at least 3 runs (i.e., in at least 50 % of all runs). Q (1) 1 abbreviates the value Q 1 (A (1) ), where A (1) is defined as the set of all solutions that have been proposed in at least one run, i.e., A (1) is the union of the proposed solution sets over all runs. Similarly, we computed metrics Q (3) 6 and Q (1) 6 , where Q (3) ) and Q (1) (1) ) are the evaluations of metric Q 6 for the sets of solutions provided by two considered heuristics in at least 3 runs and in at least 1 run, respectively.
Our first instance (Galle) is abbreviated by GL, the second instance (Habaraduwa) is abbreviated by HB. 1, 1, 1, 1 and 0, respectively) and have therefore been omitted in Table 2 . Tables 2 -3 show that NSGA-II approximates the Pareto front found by the exact method quite well. As can be seen in Table 2 , about 70% of all points on the Pareto front are found by the heuristic solution approach. Around 96% of the solutions proposed by NSGA-II are Pareto-optimal. Metric Q 4 , which gives the distance between the points of the Pareto front and the proposed points in objective space, indicates rather low values, which also supports the conclusion that NSGA-II approximates the Pareto front fairly well. The metrics Q (3) 1 and Q (1) 1 illustrate that with an aggregation of the solutions delivered by NSGA-II in at least 50% of the runs, about 75% of the Pareto-optimal solutions are found, whereas with an aggregation of all solutions produced in any of the runs, a percentage of about 90% is reached.
As metric Q 5 shows, the distribution of solution points in objective space is slightly more balanced for NSGA-II than for Enum, which might be due to the applied crowded comparison operator. Finally, NSGA-II achieves nearly the same range of objective function values as the exact technique.
The runtimes for the instances GLa, GLb and GLc amount to approximately 10 hours for complete enumeration, whereas the heuristic approach needs only about 15 minutes. Table 4 evaluates the results for the entire instance GL, comparing the Decomposition Approach (where the partial problems were solved exactly) with NSGA-II. We do not know the exact solutions for this larger instance anymore, so we computed a reference set by aggregating all solutions found by any of the solution procedures in any of the runs and deleting dominated solutions. This set is used in the evaluation of the single metrics as an approximation for N D. The column RefSet shows the values for the reference set itself, as far as they are not trivial.
The results indicate a superiority of the "holistic" NSGA-II approach over the decomposition technique, which is most striking in the Q (3) 6 and Q (1) 6 values, presented in Tables  5 and 6 . With an aggregation of the solutions proposed by NSGA-II in at least 50% of the runs, about 71% of the points found by the Decomposition Approach are dominated by or equal to the NSGA-II solutions, whereas only about 2% of the NSGA-II solutions are dominated by or equal to the solutions delivered by the Decomposition Approach. The use of the aggregation of all solutions found in any of the runs by NSGA-II extends the difference of the Q 6 values between the two approaches to about 80%.
The time required for the Decomposition Approach is the sum of the computation times for the partial solutions plus the time needed for combining them, which took 133 hours. For the holistic approach, on the other hand, only 20 hours of computation time were needed. Although also a computation time of 20 hours is undoubtedly high, such a runtime investment is reasonable for the solution of a long-term location planning problem. 
Decomp
6 Values for Instance GL Table 7 contains the metric values for instance HB, where again the solutions proposed by the holistic NSGA-II approach are compared to the solutions of the decomposition technique. Here, when using the decomposition approach, the partial problems are already too large to be solved by complete enumeration, such that we resorted to NSGA-II for solving them in this case. As in the GL case, the values are better for the holistic NSGA-II, except from metric Q 5 , which means that the points found by the Decomposition Approach are more equally distributed in objective space. For this instance, metric Q 6 has only been computed with the aggregation of all solutions found in any of the runs. The values of Q 6 , presented in Table 8 , state that 30% of the decomposition solutions are dominated by or equal to the points found by the holistic approach, while only 9% of the latter are dominated by or equal to the solutions of the decomposition technique.
Concerning the type of the proposed solutions, no general characteristics can be observed, which is due to multiple objectives considered in the problem. The decision maker can choose out of a diverse set of proposed solutions according to her/his preferences. E.g., 
6 Values for Instance HB as to be expected, the set of Pareto-efficient solutions contains very good solutions with respect to objective function 1. In this case, schools are evenly distributed in the whole area and there are no big distances between population nodes and their nearest schools. As a rather large number of schools are built in such solutions, costs are of course comparably high. Figure 3 illustrates one solution of this type, where the population nodes are represented by stars and the elected locations for schools are marked by black squares. If the decision maker emphasizes the risk criterion most, the solutions will contain schools that are predominantly built far away from the coast at places that are located rather high, as shown in Figure 4 .
The Pareto optimal set also includes solutions that have a good objective function value with respect to costs; one of them is shown in Figure 5 . Obviously, the fewer schools are built, the lower the costs. Objective function value 1, however, comes off rather badly in the solution of Figure 5 , due to the small number of facilities.
CPLEX-Results for the Linearized Integer Problem
A reduction of the given three-objective problem to a bi-objective problem can still be solved by a mathematical programming approach, although at high computational costs. We combined objective functions f 1 and f 2 to a weighted average (with weights 0.6 and 0.4 for the normalized values, respectively), and computed the optima for five different cost bounds (note that cost is objective f 3 ), using the linearization given by eqs. (21) to (23) . The runs were carried out by CPLEX for the instance Galle. The resulting tradeoff is shown in Figure 6 . Since the costs for a sufficient number of classrooms have to be invested anyway, the plot shows only the building cost surplus over the minimum necessary investment for classrooms. The five runs required highly varying computation times, ranging from less than one minute to about 7 hours. The average value was 101 minutes. Observe that the obtained approximation of the Pareto front is still rough and restricted to a particular cost interval; we estimate that about 100 runs for different cost bounds (or about 20 runs when applying a bipartition method like that by Chalmet et al. [2] ) would be necessary to obtain a complete picture. We tried to extend our results to refine the tradeoff curve, but did not succeed because of the high variance of the runtimes; some runs did not stop after days, leaving gaps of about 3 % between best solution found and lower bound. It seems very probable that a three-objective generalization of the mathematical programming approach is beyond computational feasibility, such that the use of metaheuristics is well-justified.
Conditional Facility Location Model
As mentioned in Remark 1, subsection 2.4, our proposed algorithm can easily be adapted to a situation where part of the school buildings are still operative after the disaster occurrence. The surviving schools (those that were not destroyed by the catastrophe) are then represented by genes that are not allowed to be changed to 0 in the crossover or mutation phase.
Computational results for Instance GLa showed that the conditional facility location model with five remaining schools reduced the computation time until the heuristic stabilizes to about 60 %, compared to the unconditional case.
Conclusions
We have presented a model for multi-objective optimization of facility location decisions taking tsunami hazards into account. The model uses classical optimization criteria from locational analysis as the minisum facility location criterion and a coverage criterion, but it encompasses also a risk criterion and a cost criterion. For the risk estimation, a statistical model by Kaistrenko and Pinegina was used. After giving a mathematical programming formulation of the model, we developed a heuristic solution technique based on the NSGA-II algorithm by Deb et al. and compared it with a decomposition technique where the region under consideration was partitioned into smaller sub-regions, for each of which the problem was solved separately. Both approaches have been tested on two real-life instances from southern Sri Lanka.
The results in section 4 show that the NSGA-II approach generates very good approximations to the exact Pareto fronts as determined by complete enumeration for the small instances obtained by decomposition. While the heuristic approach takes only a few minutes of computation time at the small instances, the complete enumeration procedure requires several hours for them and is presumable infeasible at all for the two considered larger instances.
Moreover, the results for larger instances indicate that to partition the problem into smaller parts, to solve them separately and to combine the resulting solutions, is always worse than an integrated solution of the whole problem. This holds for the application of an exact method to the subproblems as well as for solving them by the heuristic approach, as shown by the solutions for Instance GL as well as for Instance HB. A reason for the superiority of the holistic approach could be that population nodes lying close to a boarder between the single parts into which the instance has been decomposed, are usually not assigned to facilities optimally.
From a methodological point of view, several extensions give topics for further research. To name only three of them: First, whereas we have introduced an un-capacitated model, the effects of capacity limits of facilities will deserve a detailed investigation. Secondly, taking explicit account of warning systems and evacuation measures requires that (random) scenarios of disaster response are evaluated by simulation. To cope with this complication in a decision support system, methods for combining Monte-Carlo simulation with multi-objective combinatorial optimization (MOCO) are required. At the moment, the development of algorithmic techniques for stochastic MOCO problems is still in a starting phase (cf. [16] ). Third, we have used NSGA-II as our metaheuristic multi-objective solution technique. Alternative techniques both from the GA field or from other metaheuristic areas should be investigated and compared to the NSGA-II approach.
Location planning in areas threatened by natural or man-made disasters is not only an important issue during "regular" times, but also a major part of disaster recovery. Especially in situations after a disaster occurrence, characterized by instability and the immediate need of help, high quality decisions have to be made fast. For this reason, it is very useful if planning decisions can be alleviated by a decision support system using an efficient multi-objective metaheuristic as its algorithmic core.
It should be emphasized that in principle, the proposed algorithm is not restricted to the case of tsunami risk, but can also be applied to location decisions under hazards caused by other catastrophes, such as monsoon floods, earthquakes, forest fires, volcanic eruptions and chemical or nuclear major accidents. When turning to another type of risk, all that has to be done is a replacement of the tsunami risk model outlined in subsection 2.2 by an appropriate other risk model. As we must face the possibility that by climate change effects, millions of people living in coastal areas could be threatened seriously by floods and related disasters within the next decades, models and solution techniques quite similar to those presented in this paper might be highly desirable.
