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Abstract
A type system for terms of themonadic -calculus is introduced and used to obtain a full-abstraction result
for the translation of the polyadic -calculus into the monadic calculus: well-sorted terms of the polyadic
calculus are barbed congruent iff their translations are typed barbed congruent.
© 2005 Elsevier Inc. All rights reserved.
1. Introduction
The term ‘-calculus’ refers toa familyof theoriesofdiscrete interacting systems.The familymem-
bers share the ability to express naturally systems whose structure changes over time. Most can be
viewed as subcalculi or extensions of the calculus introduced in [19]. Many subcalculi are based on
practical intuitionsandhaveuseful reasoning techniques speciﬁc to them:examplesare theasynchro-
nous-calculus[4,9]andarangeoftypedcalculi,suchas[10,14–17,26,27,31].Extensionstreatadditional
phenomena such as distribution [30,35], security [11,12], access control [7,8,13], and cryptography [1].
Two -calculus terms are normally deemed to express equivalent behaviours if they are barbed
congruent, that is, if no difference can be observed between the systems formed by placing the terms
into a context and playing the barbed bisimulation game [20,32]. This deﬁnition is uniform across
calculi and yet sensitive, via the quantiﬁcation over contexts, to the family member in question. It
also facilitates comparison between calculi and study of expressiveness. This is a topic with a large
but incomplete literature; a sample is [3,4,6,18,24,25,38].
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Many studies involve examining translations between calculi. A common outcome is that a trans-
lation of a calculus  into a calculus ∗ is sound but not fully abstract, that is, if P ,Q are terms of 
and P ∗,Q∗ are their translations in ∗, then where ≈ is barbed congruence,
P ∗ ≈ Q∗ implies P ≈ Q but the converse fails.
An example is when  is the dyadic -calculus (in which each communication involves transmission
of a pair of names) and ∗ is the monadic -calculus. A natural translation is deﬁned by setting
(x〈y1, y2〉. P)∗ = 
w xw. wy1. wy2. P ∗,
(x(y1, y2). P)∗ = x(w). w(y1). w(y2). P ∗, (1)
where in each case w is a fresh name, and stipulating that the translation is a homomorphism for
the other operators, that is, (P | Q)∗ = P ∗ | Q∗ and so on. It is intuitively plausible that by passing a
private name and then using it to transmit the names in a pair in an agreed order a sound translation
is obtained, and this is correct. It is also clear, however, that the translation is not fully abstract.
For example, if
P = x(y1, y2). x(z1, z2). 0 and Q = x(y1, y2). 0 | x(z1, z2). 0
then P ≈ Q but P ∗ ≈ Q∗ as C[P ∗] and C[Q∗] are not barbed bisimilar where
C = [·] | xw. xw. a(v). 0 .
The monadic context C does not ‘respect’ the protocol that underlies the translation and hence can
expose a difference between the translations of the dyadic terms.
This is a typical state of affairs and it suggests a general question: given a translation from a
calculus  to a calculus ∗ that is sound but not fully abstract, is it possible to ﬁnd a subcalculus
of ∗ that strictly includes the range of the translation and is such that the translation of  into the
subcalculus is fully abstract? A speciﬁc instance of this question is the concern of the present paper.
A technique based on type systems for ∗ is introduced and then used to obtain an afﬁrmative
answer when  is the polyadic -calculus and ∗ is the monadic -calculus.
There is a large literature on questions related to full abstraction, in a wide variety of settings;
a small sample is [2,5,21,33,36,37]. For translations between -calculi, however, rather few results
have been obtained. A full-abstraction result for the translation of the polyadic calculus into the
monadic calculus was ﬁrst given in [38], using a kind of graph type in which nodes represent atomic
actions and edges an activation ordering between them.
The present paper is a reﬁned full version of [28]. The main result shown here is based on a type
system that involves graphs of a quite different nature, derived simply from a sorting for polyadic
terms of the kind introduced in [22]. To give a hint of the ﬂavour, suppose x is given sort s in the
polyadic terms in (1) and the sorting  is such that (s) = (t, r). Then the part of the graph relevant
to checking the occurrences of w in the monadic terms in (1) has nodes ◦, s1, s2, • and arrows
◦ s−→ s1 t−→ s2 r−→ •.
Thenode • is just a convenience, while the others have an active role in typing terms. Eachoccurrence
of w is assigned ◦ or s1 or s2 indicating, respectively, that:
– w can be carried via a name of sort s,
– w can carry a name of sort t,
– w can carry a name of sort r.
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In this way the graph naturally abstracts the main aspects of the protocol that underlies the
translation.
The type system for monadic terms is the foundation for the full-abstraction theorem. It is used
to deﬁne the class of monadic contexts in which the translations of polyadic terms can be compared.
There are twokeypoints for obtaining full abstraction. First, a termand its translation are barbedbi-
similar. Second, andmuchmore subtly, many well-typedmonadic contexts that are not translations
of polyadic contexts are ‘similar’ to such translations in an important sense. An example is
[·] | 
y1 ay1. (y1b. 0 | 
y2 ay2. y2b. 0)
which, though clearly not in the form of an encoding, behaves ‘similarly’ to
[·] | [[ab. ab. 0]].
The crux of the technique is of course the appropriate notion of similarity and how it is put to
work, and the type system is the key to deﬁning and utilizing it.
The type system and proof for the translation are compellingly natural. We believe that the main
theorem is of intrinsic interest: it shows precisely how the class of contexts of the target calculus
needs to be cut down to obtain a fully abstract correspondence between the calculi at hand. We
also believe that the application of the technique given here suggests that it may help further in
exploring the expressiveness of members of the -calculus family. For instance, the same technique
was used, in [29] to prove a full-abstraction result for the encoding of the polyadic -calculus into
the asynchronous monadic -calculus.
Synopsis. In Section 2 we recall necessary background material about the -calculus and in Sec-
tion 3 we present basic results about sorting of terms. In Section 4 we introduce and investigate the
encoding of the polyadic -calculus into the monadic -calculus. In particular, we ﬁrst study the
basic properties of the translation, and then introduce the type system and explore its properties.
The full-abstraction result is reported in Section 5. Section 6 contains a few ﬁnal comments about
the technique and remarks on a related result proved in [38].
2. The π -calculus
In this section we recall some basic deﬁnitions, notations, and results. For further explanation
we refer to works cited in the introduction or [23,34].
We presuppose a countably inﬁnite set N of names, ranged over by lower-case letters. We write
x˜ for a tuple x1 . . . xn of names.
The preﬁxes are given by
 ::= x〈 y˜ 〉 | x( z˜ ),
where no name occursmore than once in z˜ .We stipulate that y˜ and z˜ must be nonempty. Excluding
the empty tuple is actually important for a technical reason—see the discussion after Lemma 35—
but it involves little loss because the effect of passing an empty tuple can be achieved by passing a pri-
vate name that does not occur free in the continuationof sender or receiver.Weabbreviate x〈y〉 to xy .
The processes are given by
P ::= 0 | . P | P | P ′ | 
z P | !P.
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A context is an expression obtained when the hole [·] replaces an occurrence of 0 in some process.
We write C[P ] for the process obtained by replacing the occurrence of the hole in the context C by
the process P .
We refer to processes and contexts collectively as terms. We write |T | for the size of (that is, the
number of operators in) the term T . A term is monadic if for each subterm x〈 y˜ 〉. T or x( y˜ ). T of it,
|y˜ | = 1, that is, the length of y˜ is 1.
We write p for the set of all processes, and m for the set of monadic processes.
In x( z˜ ). P and in 
z P the displayed occurrences of z˜ and z are bindingwith scope P . An occurrence
of a name in a process is free if it is not within the scope of a binding occurrence of the name. We
write fn(E1,E2, . . .) for the set of names that have a free occurrence in at least one of the entities
E1,E2, . . .
A substitution is a function on names that is the identity except on a ﬁnite set. We use  to range
over substitutions, and write E for the application of  to an entity E. This is deﬁned so that
capture of names by binders is avoided. The support of , supp(), is {x | x /= x}, and the cosup-
port is cosupp() = {x | x ∈ supp()}. If supp() = {x1, . . . , xn} and xi = yi for each i, we write
{y1 . . . yn/x1 . . . xn} for .
We identify processes that are -convertible. Moreover, in any discussion we assume that the
bound names of any processes under consideration are chosen to be different from the names free
in any other entities under consideration, such as processes, substitutions, and sets of names. Note,
however, that contexts are not identiﬁed up to -convertibility.
Structural congruence is the smallest congruence, ≡, on processes such that
(1) P1 | (P2 | P3) ≡ (P1 | P2) | P3, P1 | P2 ≡ P2 | P1, P | 0 ≡ P ,
(2) 
z 
w P ≡ 
w 
z P , 
z 0 ≡ 0 ,
(3) 
z (P1 | P2) ≡ P1 | 
z P2 provided z ∈ fn(P1),
(4) !P ≡ P | !P .
The reduction relation is the smallest relation, −→, on processes such that
(1) x〈 y˜ 〉. P | x( z˜ ). Q −→ P | Q{ y˜/˜z } provided |y˜ | = |˜z |,
(2) P −→ P ′ implies P | Q −→ P ′ | Q,
(3) P −→ P ′ implies 
z P −→ 
z P ′,
(4) P ≡ Q −→ Q′ ≡ P ′ implies P −→ P ′.
We write ⇒ for the reﬂexive and transitive closure of −→.
An occurrence of one term in another is unguarded if it is not underneath a preﬁx. If x is a name
then x is a co-name. We write P ↓x if P has an unguarded subterm x( z˜ ). Q that is not underneath

x , and P ↓x if P has an unguarded subterm x〈 y˜ 〉. Q that is not underneath 
x . For  a name or a
co-name, we write P ⇓ if there is Q such that P ⇒ Q and Q ↓.
A relation S is a barbed bisimulation if whenever (P ,Q) ∈ S ,
(1) P ↓ implies Q ⇓, and Q ↓ implies P ⇓,
(2) P −→ P ′ implies Q ⇒ Q′ for some Q′ with (P ′,Q′) ∈ S ,
(3) Q −→ Q′ implies P ⇒ P ′ for some P ′ with (P ′,Q′) ∈ S .
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P and Q are barbed bisimilar, P ≈˙ Q, if (P ,Q) ∈ S for some barbed bisimulation S . Monadic pro-
cesses P and Q aremonadic barbed congruent, P ≈m Q, if C[P ] ≈˙ C[Q] for every monadic context C.
A relation S is a barbed expansion if whenever (P ,Q) ∈ S ,
(1) P ↓ implies Q ⇓, and Q ↓ implies P ↓,
(2) P −→ P ′ implies Q ⇒ Q′ for some Q′ with (P ′,Q′) ∈ S ,
(3) Q −→ Q′ implies (P ,Q′) ∈ S or P −→ P ′ for some P ′ with (P ′,Q′) ∈ S .
Q barbed expandsP ,P ˙ Q, if (P ,Q) ∈ S for somebarbedexpansionS .WeuseQ ˙ P tomeanP ˙ Q.
For monadic processes P and Q we write P m Q if C[P ] ˙ C[Q] for every monadic context C.
The following lemmas are about reduction and the barbed relations, including up-to proof tech-
niques. Proofs that use standard ideas are omitted.
Lemma 1. If P −→ Q then there are x, y˜ , z˜ , w˜ , P1, P2, P3 such that |y˜ | = |˜z | and w˜ ⊆
fn(x〈 y˜ 〉. P1, x( z˜ ). P2) and P ≡ P ′ = 
 w˜ (x〈 y˜ 〉. P1 | x( z˜ ). P2 | P3) and Q ≡ Q′ = 
 w˜ (P1 | P2{ y˜/˜z } |
P3) and P ′ −→ Q′ can be inferred without use of the structural rule, that is, the last rule in the deﬁnition
of the reduction relation.
Lemma 2.
(1) P ˙ Q implies P ≈˙ Q, and P m Q implies P ≈m Q.
(2) Suppose S is such that whenever (P ,Q) ∈ S ,
(a) P ↓ implies Q ⇓, and Q ↓ implies P ↓,
(b) P −→ P ′ implies Q ⇒ Q′ for some Q′ with P ′ S ˙ Q′,
(c) Q −→ Q′ implies P S ˙ Q′ or P −→ P ′ for some P ′ with P ′ S ˙ Q′.
Then (P ,Q) ∈ S implies P ˙ Q.
Lemma 3. Suppose S is such that whenever (P ,Q) ∈ S ,
(1) P ↓ implies Q ⇓, and Q ↓ implies P ⇓,
(2) P −→ P ′ implies Q ⇒ Q′ for some Q′ with P ′ ˙S Q′,
(3) Q −→ Q′ implies P ⇒ P ′ for some P ′ with P ′ S˙ Q′.
Then (P ,Q) ∈ S implies P ≈˙ Q.
Proof. It is straightforward to show that ˙ S ˙ is a barbed bisimulation. 
3. Sorting
In this section we recall the notion of a sorting and give some basic results about sorting of
processes.
For the remainder of the paper, we ﬁx a setS of sorts and a sorting, that is, a function  : S → S+,
where S+ is the set of nonempty sequences of sorts. Recall the stipulation that the empty tuple is
not the object of any preﬁx.
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Notation 4.We use  to range over ﬁnite partial functions from names to sorts. We write n( ) for
the domain of  and rng( ) for the range of  . If n( ) = {x1, . . . , xn} and  (xi) = si for each i, we
write {x1 : s1, . . . , xn : sn} for  . We write   x : s to mean: if x ∈ n( ) then  (x) = s.
Functions  and  ′ are compatible if x ∈ n( ) ∩ n( ′) implies  (x) =  ′(x). If  and  ′ are
compatible we write  , ′ for  ∪ ′, and we abbreviate  , {x : s} to  , x : s.
We write  for {x : s | x : s ∈  }. We say  respects if x, y ∈ n( ) and x = y implies (x) =
 (y).
We now deﬁne what it means for a process to respect a sorting. The deﬁnition is cast using an
inference system. This facilitates some of the later work involving the type system for m processes
that is central to the full-abstraction theorem.
Deﬁnition 5. P is a -process if there is  such that  " P can be inferred using the rules in Table 1.
The side conditions of the rules for restriction, output preﬁx, and input preﬁx are, respectively,
(1) z ∈ n( ),
(2) (s) = (t1 . . . tn),   x : s,   yi : ti (for each i), x = yi implies s = ti (for all i), and yi = yj
implies ti = tj (for all i, j),
(3) (s) = (t1 . . . tn),   x : s, and z1, . . . , zn /∈ n( ).
Deﬁnition 6. The rules for typing contexts are like the rules for typing processes, with the addition
of the rule
. " [·]
A context C is a ( )-context if using the rule-instance  " [·], the judgment  ′ " C can be
inferred for some  ′.
Note that if C is a ( )-context and  " P , then C[P ] is a -process. We write  " P ,Q if  " P
and  " Q.
Deﬁnition 7. Processes P andQ are barbed -congruent, P ≈ Q, if there is such that " P ,Q and
C[P ] ≈˙ C[Q] for every ( )-context C.
The typing system determined by the sorting  enjoys the following basic properties. Their proofs
are routine and are therefore omitted.
Table 1




 " P1  " P2
 " P1 | P2






 , x : s, y1 : t1, . . . , yn : tn " x〈y1 . . . yn〉. P
 , z1 : t1, . . . , zn : tn " P
(3)
 , x : s " x(z1 . . . zn). P
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The ﬁrst property is that in typing a -process, every name free in the process must be assigned
a sort.
Lemma 8. If  " P then fn(P) ⊆ n( ).
Proof. The proof is by induction on the inference of  " P. 
Note that by the convention that bound names are chosen to be fresh, when we write a judgment
 " P we tacitly assume that the bound names of P are chosen not to be in n( ). Thus the side con-
ditions involving z and z1, . . . , zn of the rules for restriction and input preﬁx in Table 1 are actually
superﬂuous and are given only for emphasis.
Next is a standard weakening property:
Lemma 9. If  " P and n( ′) ∩ n( ) = ∅, then  , ′ " P.
Proof. The proof is by induction on the inference of  " P . 
And next is a standard strengthening property:
Lemma 10. If  " P and  ′ ⊆  and fn(P) ⊆ n( ′), then  ′ " P.
Proof. The proof is by induction on the inference of  " P . 
Typing is invariant under structural congruence:
Lemma 11. If  " P and Q ≡ P , then  " Q.
Proof. The assertion follows from the deﬁnitions using Lemmas 9 and 10. 
And typing is preserved by respectful substitution:
Lemma 12. If  " P and  respects  , then   " P .
Proof. The proof is by induction on the inference of  " P . 
As a corollary, typing is preserved under reduction:
Lemma 13. If  " P and P −→ P ′, then  " P ′.
Proof. The assertion follows from the deﬁnitions using Lemmas 9, 11, and 12. 
And as a further corollary we have a soundness property. It guarantees that for any -process, no
disagreement can arise between components about the length of tuple to be passed via some name.
Lemma 14. If P is a -process and P ⇒ 
 w˜ (x〈 y˜ 〉. Q1 | x( z˜ ). Q2 | Q3), then |y˜ | = |˜z | .
Proof. The assertion follows from the deﬁnitions and Lemma 13. 
4. Encoding pπ in mπ
In this section we study the following translation of p into m.
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Deﬁnition 15. The p/m translation [[·]] is deﬁned by the clauses
[[x〈y1 . . . yn〉. P ]] = 
w xw. wy1. . . . . wyn. [[P ]],
[[x(y1 . . . yn). P ]] = x(w). w(y1). . . . . w(yn). [[P ]],
where in each case w ∈ fn(P , x, y˜ ), together with the stipulation that [[·]] is a homomorphism for
the other operators, that is, [[0]] = 0 , [[P | Q]] = [[P ]] | [[Q]], [[
z P ]] = 
z [[P ]], and [[ !P ]] = ![[P ]]. The
encoding is extended to contexts by setting [[[·]]] = [·].
The idea of the encoding is simple: to pass an n-tuple y1 . . . yn via x, a process ﬁrst passes a private
name w via x and then uses w to send y1, . . . , yn one at a time and in the order in which they occur in
the tuple. The receiver acts in a dual manner, receiving w via x and then receiving n names via w and
binding the appropriate names to them. After the last of the n+ 1 communications, the translations
of the sender and the receiver continue with their next actions. Note that the private name w is used
to communicate each one of the names in the tuple, even though those names may have different
sorts.
The following lemma formalizes the intuition that only the ﬁrst of the n+ 1 communications is
semantically signiﬁcant.
Lemma 16. If M ,N ∈ m and w ∈ fn(M ,N , y˜ ) and y˜ = y1 . . . yn and z˜ = z1 . . . zn, then
M | N { y˜/˜z } m 
w (wy1. . . . . wyn.M | w(z1). . . . . w(zn). N).
Proof. The proof uses standard techniques and so is omitted. 
4.1. Basic properties of the translation
The translation enjoys the following basic properties. Their proofs are straightforward. First, the
translation does not change the set of free names of a process, and it commutes with application of
a substitution:
Lemma 17. Suppose P ∈ p. Then fn([[P ]]) = fn(P) and [[P ]] = [[P ]] for any .
Proof. The proof is by induction on the structure of P . 
Second, the translation does not change the observables of a process:
Lemma 18. Suppose P ∈ p. Then P ↓ iff [[P ]] ↓ for all .
Proof. The proof is by induction on the structure of P . 
Third, the translation preserves structural congruence:
Lemma 19. Suppose P ,Q ∈ p. If P ≡ Q then [[P ]] ≡ [[Q]].
Proof. The assertion follows directly from the deﬁnitions. 
And ﬁnally, any reduction of a process can be simulated by a sequence of reductions of the
translation of that process:
Lemma 20. Suppose P ∈ p. If P −→ Q then there is M ∈ m such that [[P ]] −→ M and [[Q]] ˙ M.
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Proof. The proof uses Lemmas 1, 16, 17, and 19. Suppose P ≡ P ′ −→ Q′ ≡ Q where
P ′ = 
 w˜ (x〈 y˜ 〉. P1 | x( z˜ ). P2 | P3) and Q′ = 
 w˜ (P1 | P2{ y˜/˜z } | P3).
Then
[[P ]] ≡ [[P ′]] = 
 w˜ (
v xv. vy1. . . . . vyn. [[P1]] | x(v). v(z1). . . . . v(zn). [[P2]] | [[P3]]),
so
[[P ]] −→ M = 




 w˜ ([[P1]] | [[P2{ y˜/˜z }]] | [[P3]])
= 
 w˜ ([[P1]] | [[P2]]{ y˜/˜z } | [[P3]])
˙ M.
Note that even though P may not be a -process, the side condition on the ﬁrst reduction rule guar-
antees that in P −→ Q the sender and the receiver agree on the length of tuple to be passed, and
so the translations of the sender and the receiver expect to engage in the same number of monadic
communications via the private name that is sent in [[P ]] −→ M . 
4.2. The type system for m processes
In this section we present the type system form processes that will be central to the full-abstrac-
tion theorem for the p/m translation. A vital element of the type system is a directed graph that
is derived from the sorting. We ﬁrst introduce and explain this graph.
Deﬁnition 21.
(1) The set of m-sorts is
Sm = {◦, •} ∪ {si | s ∈ S and 1  i  |(s)|}.
(2) The labelled directed graphM has set of nodes Sm, set of labels S , and for all s, t1, . . . , tn ∈ S
such that (s) = (t1 . . . tn), edges
◦ s−→ s1 t1−→ s2 t2−→ · · · tn−1−→ sn tn−→ •.
As an example, if S = {s, t, r} and (s) = (t, r), (t) = (s), and (r) = (r), then Sm =
{◦, •, s1, s2, t1, r1} and the edges ofM are
◦ s−→ s1 t−→ s2 r−→ • and ◦ t−→ t1 s−→ • and ◦ r−→ r1 r−→ •.
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The role of the graphM will become clear in detail when the typing rules are given. Roughly,
however, the idea is that in typing the translation of a -process the names introduced in the trans-
lation will be assigned m-sorts, and the edges ofM will give information about the sorts of names
that the various occurrences of the introduced names can carry, and how those sorts change from
one occurrence to another.
Consider, for instance, the translation of Q = a〈b, c〉. 0 , that is, [[Q]] = 
w aw. wb. wc. 0 , and as-
sume that  is as in the example above, so in particular (s) = (t, r). Then {a : s, b : t, c : r} " Q.
In typing [[Q]], the occurrence of w in aw will be assigned the m-sort ◦, to indicate that this is
the occurrence where w is ‘created.’ The occurrences of w in wb and wc will be assigned the
m-sorts s1 and s2, indicating that they represent the passing of the ﬁrst and second names in
the tuple, respectively. The labels on the M arrows s1 t−→ s2 r−→ • indicate the sorts of the
names, b and c, respectively, passed along w. Dually, in typing the translation of R = a(u, v). 0 ,
that is, [[R]] = a(w). w(u). w(v). 0 , the occurrences of w in w(u) and w(v) will be assigned the m-
sorts s1 and s2, respectively. The m-sort • is just a notational convenience: after w has been
used for the second time, it disappears from the processes, indicated by its being assigned
m-sort •.
Notation 22. In this section we use M ,N ,K to range over m processes, and K to range over m
contexts. We use ', ( to range over Sm. We use ),* to range over ﬁnite partial functions from
names to Sm − {•}, and for such functions we employ analogous notations to those in Notation 4
in connection with functions  from names to sorts.
A crucial part of the type system is the rule for typing compositions. The following natural notion
will be important in formulating that rule.
Deﬁnition 23. Suppose that )1 and *1 are compatible, and that )2 and *2 are compatible. Then
()1,*1) and ()2,*2) are complementary if n()1) ∩ n()2) = ∅, and n(*1) ∩ n(*2) = ∅, and )1,)2
and *1,*2 are compatible.
We now give the typing system for m processes. Its judgments are of the form  ;);* " M .
Roughly,  assigns sorts to certain names free in M , and ) and * assign m-sorts to certain names
free in M ; in particular, ) gives information about m-sorted names that M can use immediate-
ly to receive, and * information about m-sorted names that M can immediately send or use to
send.
Deﬁnition 24. An m process M is a m-process if there are  ,),* such that the judgment  ;);
* " M can be inferred using the rules in Table 2.
Deﬁnition 25. The rules for typing m contexts are like the rules for typing m processes, with the
addition of the rule
. ;);* " [·]
Note that if  ;);* " K where the hole is typed by  ′;)′;*′ " [·], and  ′;)′;*′ " M , then
 ;);* " K[M ].
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Table 2
The typing rules for m processes
nil
 ; ∅; ∅ " 0
out1
 ; ∅; {y : '} " M
 , x : s; ∅; {y : ◦} " xy.M
◦ s−→ ' and   x : s and y ∈ n( , x)
out2
 ; ∅; {x : (} " M
 , y : s; ∅; {x : '} " xy.M
◦ /= ' s−→ ( and   y : s and x ∈ n( , y)
inp1
 ; {z : '}; ∅ " M
 , x : s; ∅; ∅ " x(z).M
◦ s−→ ' and   x : s and z ∈ n( )
inp2
 , z : s; {x : (}; ∅ " M
 ; {x : '}; ∅ " x(z).M
◦ /= ' s−→ ( and x, z ∈ n( )
par
 ;)1;*1 " M1  ;)2;*2 " M2
 ;)1,)2;*1,*2 " M1 | M2
()1,*1) and ()2,*2) are complementary
res1
 , z : s;);* " M
 ;);* " 
z M
z ∈ n( ,),*)
res2
 ;);*, z : ◦ " M
 ;);* " 
z M
z ∈ n( ,),*)
res3
 ;), z : ';*, z : ' " M
 ;);* " 
z M
z ∈ n( ,),*) and ' /= ◦
rep
 ; ∅; ∅ " M
 ; ∅; ∅ " !M
Here is an example to illustrate the rules. Assuming the example sorting just after Deﬁnition 21,
let P = !
a (Q | R) where Q = a〈b, c〉. 0 and R = a(u, v). 0 . Then {b : t, c : r} " P and
[[P ]] = !
a (
w aw. wb. wc. 0 | a(z). z(u). z(v). 0)
and the judgment
{b : t, c : r}; ∅; ∅ " [[P ]]
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is inferred as follows:
nil
∅; ∅; ∅ " 0
out2
{c : r}; ∅; {w : s2} " wc. 0
out2
{b : t, c : r}; ∅; {w : s1} " wb. wc. 0
out1
{a : s, b : t, c : r}; ∅; {w : ◦} " aw. wb. wc. 0
res2
{a : s, b : t, c : r}; ∅; ∅ " [[Q]]
nil
{u : t, v : r, b : t, c : r}; ∅; ∅ " 0
inp2
{u : t, b : t, c : r}; {z : s2}; ∅ " z(v). 0
inp2
{b : t, c : r}; {z : s1}; ∅ " z(u). z(v). 0
inp1
{a : s, b : t, c : r}; ∅; ∅ " [[R]]
par
{a : s, b : t, c : r}; ∅; ∅ " [[Q]] | [[R]]
res1
{b : t, c : r}; ∅; ∅ " 
a ([[Q]] | [[R]])
rep
{b : t, c : r}; ∅; ∅ " [[P ]]
In the premisses of the rules for preﬁxes, {w : •} is read as ∅. This saves writing, as illustrated
in the root of the left branch of the inference above, where ∅; ∅; ∅ " 0 stands for ∅; ∅; {w : •} " 0 .
Note that in the rules for input preﬁx, z /= x by the convention on bound names.
We can ﬂesh out with more detail the discussion about the role ofM given after Deﬁnition 21.
In the judgment
{a : s, b : t, c : r}; ∅; {w : ◦} " aw. wb. wc. 0 .
the name w is recorded in the *-component with m-sort ◦. The second restriction rule, res2, is then
applied to infer
{a : s, b : t, c : r}; ∅; ∅ " [[Q]].
In the judgment
{b : t, c : r}; ∅; {w : s1} " wb. wc. 0 ,
w is ascribed m-sort s1, indicating that the process can immediately send on w. The label on the
arrow with source s1 in the graphM stipulates that the name that can be sent via w must be of
sort t. In the judgment
{c : r}; ∅; {w : s2} " wc. 0 ,
w has m-sort s2 and c has sort r as given byM. After being used for sending for the second and
last time, w disappears from the *-component.
In a complementary way, m-sorts are ascribed to z in the )-components of the judgments in-
volving subterms of [[R]] to indicate how those subterms use z for receiving.
4.3. Basic properties of the type system for m processes
We now develop some basic properties of the type system that are needed to prove the main
results. All of the results in this section are about m processes.
The ﬁrst result collects some information about the formof the judgments that can be inferred us-
ing the rules.We write n( ;);*) for n( ) ∪ n()) ∪ n(*) and use obvious variants of this notation.
P. Quaglia, D. Walker / Information and Computation 200 (2005) 215–246 227
Lemma 26. Suppose  ;);* " M. Then
(1) ) and * are compatible,
(2) n( ) ∩ n(),*) = ∅,
(3) fn(M) ⊆ n( ,),*),
(4) n(),*) ⊆ fn(M),
(5) ◦ /∈ rng()),
(6) *(x) = ◦ implies x ∈ n()).
Proof.All six assertions are proved by induction on the inference of ;);* " M . Each typing rule
is considered in turn as the last rule applied in the inference. The argument is mostly routine and
we highlight just two points.
First, the argument for (2) when the last rule is one of the four preﬁx rules appeals to the side
condition of the rule in question.
Second, in the proof of (6), the argument for rule par is as follows. Suppose that ;);* " M1 | M2
and *(x) = ◦. If x ∈ n()) then )(x) = ◦, since ) and * compatible. But this contradicts (5). 
As usual, by the convention on bound names, when we write a judgment ;);* " M we tacitly
assume that the bound names of M are chosen not to be in n( ,),*).
The crux of the type system is that in a judgment ;);* " M , the functions) and* contain just
the ‘right’ information about names introduced by the translation, in the sense given by the lemma
below. Taking the second part, for example, if w : ' is in * and ' /= ◦, then M can immediately
send a name via w (and the graphM determines the sort of name that can be sent via w). On ﬁrst
appearance, Lemma 27 looks a little verbose. The reason it takes the form it does, however, is that
to carry out later arguments by induction on inference of typing judgments, a strong handle on the
form and size of certain terms is needed.
Lemma 27. If  ;);* " M then there is M ′ ≡ M such that |M ′|  |M | and
(1) if w : ◦ ∈ * then M ′ = 
 w˜ xw. N or M ′ = 
 w˜ (xw. N | K) where w ∈ w˜ ,
(2) if w : ' ∈ * and ' /= ◦, then M ′ = 
 w˜ wx. N or M ′ = 
 w˜ (wx. N | K) where w ∈ w˜ ,
(3) if w : ' ∈ ) then M ′ = 
 w˜ w(z). N or M ′ = 
 w˜ (w(z). N | K) where w ∈ w˜ ,
(4) if w : ' ∈ ) ∩ * then M ′ = 
 w˜ (wx. N | w(z). N ′) or M ′ = 
 w˜ (wx. N | w(z). N ′ | K) where
w ∈ w˜ .
Proof. All four assertions are proved by simultaneous induction on the derivation of  ;);* " M .
We show just the argument when the last rule applied is par, which is the most complicated case.
[par] Suppose that M = M1 | M2 and  ;)j;*j " Mj where )1 ∪)2 = ), and *1 ∪ *2 = *, and
()1,*1) and ()2,*2) are complementary.
(1) As n(*1) ∩ n(*2) = ∅, from w : ◦ ∈ * it follows that w : ◦ ∈ *i and w : ◦ /∈ *j where i /= j. We
may assume that i = 1; the other case is similar. Then by inductive hypothesis (1) there isM ′1 ≡
M1 such that |M ′1 |  |M1| and eitherM ′1 = 
 w˜ xw. N orM ′1 = 
 w˜ (xw. N | K) where w ∈ w˜ . By
the convention on bound names, we can assume that w˜ /∈ fn(M2). Now, ifM ′1 = 
 w˜ xw. N we
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setM ′ = 
 w˜ (xw. N | M2), while ifM ′1 = 
 w˜ (xw. N | K)we setM ′ = 
 w˜ (xw. N | (K | M2)). In
both cases M ′ ≡ M ′1 | M2 ≡ M and |M ′|  |M |.
(2) If w : ' ∈ * with ' /= ◦ then the proof is similar to the argument just given, with appeal to
inductive hypothesis (2) rather than inductive hypothesis (1).
(3) If w : ' ∈ ) then from n()1) ∩ n()2) = ∅ it follows that w : ' ∈ )i and w : ' /∈ )j . Then
similarly to the proof of (1), the conclusion follows from inductive hypothesis (3).
(4) From n()1) ∩ n()2) = ∅ and the hypothesis w : ' ∈ ) ∩ * it follows that w ∈ n()i) and w /∈
n()j) for i /= j. Similarly, from n(*1) ∩ n(*2) = ∅ it follows that w ∈ n(*h) and w /∈ n(*k) for
h /= k . Note that ' /= ◦ from w ∈ n()) and Lemma 26(5). We distinguish two cases depending
on whether or not i = h.
• Suppose w ∈ n()i) ∩ n(*i) and assume i = 1. Then by inductive hypothesis (4) there is
M ′1 ≡ M1 such that |M ′1 |  |M1| and either M ′1 = 
 w˜ (wx. N | w(z). N ′) or M ′1 = 
 w˜ (wx. N |
w(z). N ′ | K) where w ∈ w˜ . Note that in either case we can assume w˜ /∈ fn(M2). Then if
M ′1 = 
 w˜ (wx. N | w(z). N ′) set M ′ = 
 w˜ (wx. N | w(z). N ′ | M2), while if M ′1 = 
 w˜ (wx. N |
w(z). N ′ | K) setM ′ = 
 w˜ (wx. N | w(z). N ′ | (K | M2)). In each caseM ′ ≡ M ′1 | M2 ≡ M and|M ′|  |M |.
• Suppose now thatw ∈ n()i) ∩ n(*j) and that i = 1 and j = 2. Then by inductive hypothesis
(2) and inductive hypothesis (3) there areM ′1 ≡ M1 andM ′2 ≡ M2 such that |M ′1 |  |M1| and|M ′2|  |M2| and
M ′1 = 
 w˜ 1 w(z). N1 or M ′1 = 
 w˜ 1 (w(z). N1 | K1),
M ′2 = 
 w˜ 2 wx. N2 or M ′2 = 
 w˜ 2 (wx. N2 | K2),
where w ∈ w˜ 1, w˜ 2 and we can assume w˜ 1 /∈ fn(M ′2) and w˜ 2 /∈ fn(M ′1). Then similar to
the previous cases for each of the possible four combinations we can ﬁnd M ′ so that
M ′ ≡ M ′1 | M ′2 ≡ M and |M ′|  |M |. 
The next result is a simple weakening property for the type system.
Lemma 28. If  ;);* " M and n( ′) ∩ n( ;);*) = ∅, then  , ′;);* " M.
Proof. The argument is a routine induction on the derivation of  ;);* " M . 
And the next result is a simple strengthening property:
Lemma 29. If  ;);* " M and  ′ ⊆  and n( ) ∩ fn(M) ⊆ n( ′), then  ′;);* " M.
Proof. The argument is a routine induction on the derivation of  ;);* " M . 
Typing is, as would be hoped, invariant under structural congruence.
Lemma 30. If  ;);* " M and M ≡ N , then  ;);* " N.
Proof. First note that M ≡ N iff M ≡∗1 N , where M ′ ≡1 N ′ if there are a context K and processes
M ′′, N ′′ such that M ′′ ≡ N ′′ or N ′′ ≡ M ′′ is an instance of an axiom of structural congruence and
M ′ = K[M ′′] and N ′ = K[N ′′].
The proof is by induction on the number of ≡1 steps required to transform M into N . Suppose
M = N0 ≡1 N1 ≡1 · · · ≡1 Nn = N . If n = 0 the result is immediate, so suppose n > 0. Suppose that
Nn−1 = K[N ′n−1] ≡1 K[N ′n] = Nn.
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By induction hypothesis, ;);* " Nn−1. Suppose that ′;)′;*′ " N ′n−1 in the inference of that
judgment. Then  ′;)′;*′ " N ′n by Lemma 31 below, and so  ;);* " Nn.
Lemma 31. If  ;);* " M and M ≡ N is an instance of an axiom of structural congruence, then
 ;);* " N.
Proof. The argument is a case analysis on the axioms. We work out the two most interesting cases.
The others are simpler.
[
z (M1 | M2) ≡ M1 | 
z M2 provided z /∈ fn(M1)]
We distinguish three cases depending on the last typing rule applied to derive
 ;);* " M = 
z (M1 | M2).
Note that in each case z /∈ n( ,),*).
[res1] In this case we have  , z : s;);* " M1 | M2 and  , z : s;)j;*j " Mj with)1 ∪)2 = ) and
*1 ∪ *2 = *. Then from z /∈ fn(M1) and Lemma 29,  ;)1;*1 " M1. The conclusion follows
using res1 and par.
[res2] From the typing we have ;);*, z : ◦ " M1 | M2 and ;)j;*j " Mj with)1 ∪)2 = ) and
*1 ∪ *2 = * ∪ {z : ◦}. Note that it cannot be that z ∈ n(*1) because this, by Lemma 26(4),
would contradict the hypothesis z /∈ fn(M1). Then for some *′2,
 ;)1;*1 " M1  ;)2;*′2, z : ◦ " M2
with z /∈ n( ,)2,*′2). The conclusion follows using res2 and par.
[res3] Now we have  ;), z : ';*, z : ' " M1 | M2 and  ;)j;*j " Mj with )1 ∪)2 = ) ∪ {z : '}
and *1 ∪ *2 = * ∪ {z : '}. Note that z ∈ n()2) ∩ n(*2) as from z /∈ fn(M1) and Lemma 26(4),
it follows that z /∈ n()1,*1). Hence for some )′2,*′2,
 ;)1;*1 " M1  ;)′2, z : ';*′2, z : ' " M2
with z /∈ n( ,)′2,*′2). The conclusion follows using res3 and par.
[M1 | 
z M2 ≡ 
z (M1 | M2) provided z /∈ fn(M1)]
Here we assume that
 ;);* " M = M1 | 
z M2
and show that  ;);* " 
z (M1 | M2). From the typing we have
 ;)1;*1 " M1  ;)2;*2 " 
z M2
with )1 ∪)2 = ) and *1 ∪ *2 = * and z /∈ n( ,)2,*2). Note that z /∈ n()1,*1) from z /∈
fn(M1) and Lemma 26(4).
In the cases when the last rule applied to infer ;)2;*2 " 
z M2 is res2 or res3, that is, the premiss
is ;)2;*2, z : ◦ " M2 or ;)2, z : ';*2, z : ' " M2, the conclusion follows from z /∈ n()1,*1). So,
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themost interesting case is when the last rule applied to type 
z M2 is res1 and hence , z : s;)2;*2 "
M2. In that case, from the hypothesis z /∈ fn(M1) and Lemma 28 we get  , z : s;)1;*1 " M1. Then
 , z : s;)1,)2;*1,*2 " M1 | M2 by par, and the conclusion follows. 
This completes the proof of Lemma 30. 
Lemma 33 below shows how typing changes under reduction. To prove that lemma it is neces-
sary to examine the effects of substitution on typing. The following lemma does this. Its ﬁrst part is
about the effect of applying a substitution to  in a judgment  ;);* " M , and the second about
applying a substitution to ).
Lemma 32.
(1) If  ;);* " M and  respects  and (supp() ∪ cosupp()) ∩ n(),*) = ∅, then  ;);* "
M.
(2) If ;);* " M and  = {y/z} and z : ' ∈ ) and z /∈ n(*) and y ∈ n( ,)) and (y : ( ∈ * implies
' = (), then  ;);* " M.
Proof. (1) By induction on the derivation of  ;);* " M . Each typing rule is considered in turn
as the last rule applied. We give the argument only for three sample cases.
[out1] Then M = xw.M ′ and  =  ′ ∪ {x : s} with  ′  x : s for s such that ◦ s−→ ' and
 ; ∅; {w : ◦} " M  ′; ∅; {w : '} " M ′
and w ∈ n( ). Note that w ∈ supp() since w ∈ n(*). Hence M = xw.M ′. By inductive
hypothesis
 ′; ∅; {w : '} " M ′.
Moreover  ′  x : s, and w /∈ n( ) since w ∈ n( ) and w ∈ cosupp(). Hence by out1
 ; ∅; {w : ◦} " M.
[inp2] Then M = x(w).M ′ and
 ; {x : '}; ∅ " x(w).M ′  ,w : s; {x : (}; ∅ " M ′
for s such that ◦ /= ' s−→ ( and with x,w ∈ n( ). By the convention on bound names we
can assume that w ∈ supp() ∪ cosupp(). Also note that x ∈ supp() since x ∈ n()). Hence
M = x(w).M ′ and by inductive hypothesis
 ,w : s; {x : (}; ∅ " M ′
and x,w /∈ n( ) since x,w /∈ n( ) and x,w ∈ cosupp(). Hence from inp2
 ; {x : '}; ∅ " M.
[par] Then M = M1 | M2 and ) = )1 ∪)2, * = *1 ∪ *2 with ()1,*1) and ()2,*2) complementa-
ry and  ;)j;*j " Mj. Note that (supp() ∪ cosupp()) ∩ n()j ,*j) = ∅ for each j. So by
inductive hypothesis  ;)j;*j " Mj for each j, and hence  ;);* " M = M1 | M2.
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(2) By induction on the derivation of  ;);* " M . Again we give just some sample cases.
[inp2] Then M = z(w).M ′ and
 ; {z : '}; ∅ " M  ,w : s; {z : (}; ∅ " M ′
for s such that ◦ /= ' s−→ ( and with z,w ∈ n( ). Note that y /∈ n( , z) by hypothesis. We can
also assume y , z /= w, by the convention on bound names.
Then M = y(w).M ′ and by y /∈ n( ,w, z) and inductive hypothesis
 ,w : s; {y : (}; ∅ " M ′.
Since y ,w /∈ n( ), from inp2 we have
 ; {y : '}; ∅ " M.
[par] ThenM = M1 | M2 and) = )1 ∪)2, * = *1 ∪ *2 with ()1,*1) and ()2,*2) complementary
and
 ;)j;*j " Mj.
From z : ' ∈ ) and the complementarity condition it follows that z ∈ n()i) and z /∈ n()j) with
i /= j. Moreover z /∈ n( ) by Lemma 26(2). Then z /∈ fn(Mj) from z /∈ n(*) and Lemma 26(3). Hence
M ≡ Mi | Mj .
By inductive hypothesis
 ;)i;*i " Mi.
Note that ()i,*i) and ()j ,*j) are complementary. In fact
– n()i) ∩ n()j) ⊆ n()i, y) ∩ n()j) = {y} ∩ n()j) = ∅ from y /∈ n()),
– )i,)j and *i,*j are compatible from the hypothesis that y : ( ∈ * implies ' = (.
Hence we have, as required,
 ;)i,)j;*i,*j " Mi | Mj.
[res1, res2, res3] ThenM = 
w M ′ and as for the case above of input preﬁx we can assume z, y /= w,
by the convention on bound names. Hence in each of the three cases for restriction the conclusion
follows immediately from the inductive hypothesis. 
We now have the subject reduction result, which shows how typing is affected by reduction.
Informally, a reductionM −→ M ′ results from a communication that is either via a name assigned
a sort or via a name assigned an m-sort. In the ﬁrst case, which is (2) in the lemma, the name that
is passed can then be used for receiving and for sending. In the second case, which is (3), the name
used is assigned ‘the next’ m-sort in typing the process M ′. It is possible, of course, that the name
used for communication is restricted, and in that case, which is (1), the typing shows no changes.
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Lemma 33. If  ;);* " M and M −→ M ′, then  ;)∗;*∗ " M ′ where
(1) )∗ = ) and *∗ = *, or
(2) )∗ = ) ∪ {y : '} and *∗ = *− {y : ◦} ∪ {y : '} where y : ◦ ∈ * and ◦ s−→ ', or
(3) )∗ = )− {y : '} ∪ {y : (} and *∗ = *− {y : '} ∪ {y : (} where y : ' ∈ ) ∩ * and
◦ /= ' s−→ (.
Proof. From the hypothesis that  ;);* " M −→ M ′ and Lemma 1, we have
M ≡ 
 w˜ N = 
 w˜ (xy.M1 | x(z).M2 | M3),
M ′ ≡ 
 w˜ N ′ = 
 w˜ (M1 | M2{y/z} | M3).
By Lemma 30 we have  ;);* " 
 w˜ N . Assume that in the inference of  ;);* " 
 w˜ N the
typing judgment for (xy.M1 | x(z).M2 | M3) is
 ′;)′;*′ " xy.M1 | x(z).M2 | M3
and is derived from  ′;)1;*1 " (xy.M1 | x(z).M2) and  ′;)2;*2 " M3. We distinguish two cases
determined by the inference of  ′;)1;*1 " xy.M1 | x(z).M2.
(1) Suppose that the last rule applied to type xy.M1 is out1. Then y /∈ n( ′) and x : s ∈  ′ for s
such that ◦ s−→ '. So the last rule applied to type x(z).M2 is inp1 and we have
 ′, x : s; ∅; {y : ◦} " xy.M1  ′, x : s; ∅; ∅ " x(z).M2
(2)
 ′; ∅; {y : '} " M1  ′; {z : '}; ∅ " M2.
Hence )′ = )2 and *′ = *2 ∪ {y : ◦} and we have
 ′;)2;*2, y : ◦ " xy.M1 | x(z).M2 | M3. (3)
Note that y /∈ n( ′, z), since y /= z by the convention on bound names. Note also that from
typing, z /∈ n( ′). Then from (3) and Lemma 32(2),
 ′; {y : '}; ∅ " M2{y/z}. (4)
From the complementarity of)1,*1 and)2,*2 and from y : ◦ ∈ *1 it follows that y /∈ n(*2).
Also, y /∈ n()2) from y : ◦ ∈ *′ and Lemma 26(5). Then ({y : '}, {y : '}) and ()2,*2) are
complementary, and from (3) and (4) we get
 ′;)2, y : ';*2, y : ' " M1 | M2{y/z} | M3. (5)
We can now compare the type inference for 
 w˜ N ′ built on (5) with the type inference for

 w˜ N built on (3). From this comparison and Lemma 30 we have the following two possible
typing judgments for M ′.
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– If y /∈ w˜ then  ;), y : ';*− {y : ◦}, y : ' " M ′. In fact the sequence of restriction rules
applied in the type inference built on (5) is the same as the sequence of restriction rules
applied in the type inference built on (3).
– If y ∈ w˜ then  ;);* " M ′. In this case res3 is applied to 
y in the inference built on (5)
instead of rule res2 applied in the inference built on (3). The sequence of restriction rules
applied in the two type inferences is otherwise the same.
(2) Now suppose that the last rule applied to type xy.M1 is out2. Then y : s ∈  ′ for s, ', ( such
that ◦ /= ' s−→ (. So the last rule applied to type x(z).M2 is inp2 and we have
 ′, y : s; ∅; {x : '} " xy.M1  ′; {x : '}; ∅ " x(z).M2
(6)
 ′; ∅; {x : (} " M1  ′, z : s; {x : (}; ∅ " M2.
Note that from the convention on bound names and the typing, z, y /= x and z /∈ n( ′). Then
from (7) and Lemma 32(1),
 ′, y : s; {x : (}; ∅ " M2{y/z}. (7)
Under the above hypotheses, )′ = )2 ∪ {x : '} and *′ = *2 ∪ {x : '}. Hence
 ′;)2, x : ';*2, x : ' " xy.M1 | x(z).M2 | M3. (8)
From the complementarity of {x : '}, {x : '} and)2,*2, the complementarity of {x : (}, {x : (}
and )2,*2 follows. Hence from (7) and (7) we have
 ′;)2, x : (;*2, x : ( " M1 | M2{y/z} | M3. (9)
The type inference for 
 w˜ N ′ built on (9) is now compared to the type inference for 
 w˜ N built
on (8), leading to the following two cases.
– If x /∈ w˜ then  ;)− {x : '}, x : (;*− {x : '}, x : ( " M ′.
– If x ∈ w˜ then  ;);* " M ′.
The conclusion follows. 
4.4. Typing and the translation
In this section we establish two results that relate typing of a process P under  and typing of
[[P ]] in the system for m processes. First, typing is preserved by the translation.
Lemma 34. If  " P then  ; ∅; ∅ " [[P ]].
Proof. The proof is by induction on the inference of  " P .
Suppose  " P where P = x〈 y˜ 〉. Q and y˜ = y1 . . . yn. Then  ′ " Q and  =  ′, x : s, y1 :
t1, . . . , yn : tn where (s) = (t1 . . . tn) and  ′  x : s and  ′  yi : ti . By assumption,  ′; ∅; ∅ " [[Q]].
Now [[P ]] = 
w xw. wy1. . . . . wyn. [[Q]] where w ∈ n( ). Hence as ◦ /= sn tn−→ • and  ′  yn : tn,
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 ′, yn : tn; ∅; {w : sn} " wyn. [[Q]]
and by similar reasoning, as ◦ /= s1 t1−→ s2 and  ′  y1 : t1,
 ′, y1 : t1, . . . , yn : tn; ∅; {w : s1} " wy1. . . . . wyn. [[Q]].
Hence since ◦ s−→ s1 and  ′  x : s,
 ′, x : s, y1 : t1, . . . , yn : tn; ∅; {w : ◦} " xw. wy1. . . . . wyn. [[Q]]
and hence
 ′, x : s, y1 : t1, . . . , yn : tn; ∅; ∅ " 
w xw. wy1. . . . . wyn. [[Q]]
that is,  ; ∅; ∅ " [[P ]].
Suppose  " P where P = x( z˜ ). Q and z˜ = z1 . . . zn. Then  ′, z1 : t1, . . . , zn : tn " Q and  =
 ′, x : s where (s) = (t1 . . . tn) and  ′  x : s and zi ∈ n( ′) for each i. By assumption,  ′, z1 :
t1, . . . , zn; tn; ∅; ∅ " [[Q]]. Now [[P ]] = x(w). w(z1). . . . . w(zn). [[Q]] where w ∈ n( ′, x, z˜ ). Hence as
◦ /= sn tn−→ •,
 ′, z1 : t1, . . . , zn−1 : tn−1; {w : sn}; ∅ " w(zn). [[Q]]
and by similar reasoning, as ◦ /= s1 t1−→ s2,
 ′; {w : s1}; ∅ " w(z1). . . . . w(zn). [[Q]].
Hence since ◦ s−→ s1 and  ′  x : s,
 ′, x : s; ∅; ∅ " x(w). w(z1). . . . . w(zn). [[Q]]
that is,  ; ∅; ∅ " [[P ]].
The other cases are straightforward. For instance suppose " P where P = !Q. Then " Q and
so by assumption  ; ∅; ∅ " [[Q]] and so  ; ∅; ∅ " ![[Q]], that is,  ; ∅; ∅ " [[P ]]. 
Second, if the translation of a process can be typed, then the process itself can be typed.
Lemma 35. If  ;);* " [[P ]] then ) = * = ∅ and  " P.
Proof. The proof is by induction on the structure of P .
Suppose  ;);* " [[P ]] where P = x〈 y˜ 〉. Q with y˜ = y1 . . . yn, so
 ;);* " 
w xw. wy1. . . . . wyn. [[Q]],
wherew ∈ n( ,),*). We ﬁrst show that the last rule applied in an inference of ;);* " [[P ]]must
be res2.
Suppose  ;);* " [[P ]] is inferred by res1 from
 ,w : s;);* " xw. wy1. . . . . wyn. [[Q]].
Then it must be that ) = ∅ and * = {x : '} and  ; ∅;*′ " wy1. . . . . wyn. [[Q]] where ◦ /= ' s−→ (
and *′ = {x : (} and   w : s. But this is impossible by the form of the typing rules for output
preﬁxes and the facts that ', ( /= ◦ and n  1.
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Suppose  ;);* " [[P ]] is inferred by res3 from
 ;)′;*′ " xw. wy1. . . . . wyn. [[Q]],
where)′ = ),w : ' and*′ = *,w : ' where ' /= ◦. Then itmust be that)′ = ∅ and so ' = •. Hence
* = ∅. But this is impossible by the form of the typing rules for output preﬁxes by reasoning similar
to that above.
Hence  ;);* " [[P ]] is inferred by res2 from
 ;);*,w : ◦ " xw. wy1. . . . . wyn. [[Q]].
So ) = * = ∅, so in particular w ∈ n(*), and
 1; ∅; {w : '1} " wy1. . . . . wyn. [[Q]],
where  =  1, x : s and  1  x : s and ◦ s−→ '1. In turn,
 2; ∅; {w : '2} " wy2. . . . . wyn. [[Q]],
where  1 =  2, y1 : t1 and  2  y1 : t1 and '1 t1−→ '2. By similar reasoning,
 n; ∅; {w : 'n} " wyn. [[Q]],
where  n−1 =  n, yn−1 : tn−1 and  n  yn−1 : tn−1 and 'n−1 tn−1−→ 'n, and hence
 n+1; ∅; {w : 'n+1} " [[Q]],
where  n =  n+1, yn : tn and  n+1  yn : tn and 'n tn−→ 'n+1. By assumption {w : 'n+1} = ∅, so
'n+1 = •, and  n+1 " Q. Hence
◦ s−→ '1 t1−→ · · · tn−1−→ 'n tn−→ •
so (s) = (t1 . . . tn). Further, if x = yi then s = ti because  i+1  yi : ti, and similarly if yi = yj then
ti = tj . Hence  " P . So in summary, ) = * = ∅ and  " P .
The case P = x( z˜ ). Q is similar and slightly simpler. The remaining cases are straightforward. For
instance, if P = !Q and  ;);* " [[P ]], then ) = * = ∅ and  ; ∅; ∅ " [[Q]]. Hence by assumption
 " Q, and so  " P . 
Recall that we disallowed preﬁxes whose object is the empty tuple of names, that is, of the forms
x〈〉 and x(). Lemma 35 would not hold if we were to admit these preﬁxes. For example, if (s) = (s)
then ∅; ∅; x : s1 " [[x〈〉. 0]], [[x(). 0]] but x〈〉. 0 and x(). 0 are not -processes.
Armed with the results of this section and the previous one, we are ready to show the full-ab-
straction theorem for the p/m translation.
5. Full-abstraction theorem
To state the theorem we need to deﬁne the class of monadic contexts in which translations of p
processes can be compared. By Lemma 34, if " P ,Q then ; ∅; ∅ " [[P ]], [[Q]]. Such processes [[P ]]
and [[Q]]will be compared in those contexts that are m( ,∅,∅)-contexts according to the following
deﬁnition.
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Deﬁnition 36.
(1) A monadic context K is a m( ,),)′)-context if for some  ′ there is an inference of  ′;)′;
)′ " K in which the hole is typed by  ;);) " [·].
(2) Suppose thatM and N are m processes. ThenM and N are barbed m-congruent,M ≈m N , if
there are  ,) such that  ;);) " M ,N and K[M ] ≈˙ K[N ] for every m( ,),∅)-context K.
Thus for m processes M and N to be barbed m-congruent, the same m-sorts must be assigned
to the same names in both the second (receiving) and the third (sending) components of the typings
of M and N , and the systems obtained by placing M and N into any closing context, that is, any
context in which no free names are assigned m-sorts in the typing, must be barbed bisimilar.
It is worth recalling the counterexample
P = a(z1). a(z2). 0 and Q = a(z1). 0 | a(z2). 0
to full abstraction of the p/m translation, and for any M such that M ↓c the monadic context
K = [·] | ab. ab.M
that distinguishes their translations
[[P ]] = a(w1). w1(z1). a(w2). w2(z2). 0 and
[[Q]] = a(w1). w1(z1). 0 | a(w2). w2(z2). 0;
we have K[[[P ]]] ≈˙ K[[[Q]]] as K[[[Q]]] ⇓c but not K[[[P ]]] ⇓c. Note that K is not a m( ,),∅)-
context for any  and ) (in particular ) = ∅). Indeed, it can be checked that any attempt to type
the context fails. Informally, this happens because K does not respect the protocol that underlies
the p/m translation.
As an example of a context that respects the p/m protocol, take
K′ = [·] | 
y1 ay1. (y1b. 0 | 
y2 ay2. y2b. 0 | M),
where M ↓c. Assuming the example sorting immediately after Deﬁnition 21, and letting  =
{a : t, b : s, c : r} and  ; ∅; ∅ " M , the context K′ can be typed as follows:
 ; ∅; ∅ " [·]
nil
 ; ∅; ∅ " 0
out2
 ; ∅; {y1 : t1} " y1b. 0
nil
 ; ∅; ∅ " 0
out2
 ; ∅; {y2 : t1} " y2b. 0
out1
 ; ∅; {y2 : ◦} " ay2. y2b. 0
res2
 ; ∅; ∅ " 
y2 ay2. y2b. 0
par
 ; ∅; {y1 : t1} " y1b. 0 | 





 ; ∅; ∅ " M
par
 ; ∅; {y1 : t1} " y1b. 0 | 
y2 ay2. y2b. 0 | M
out1
 ; ∅; {y1 : ◦} " ay1. (y1b. 0 | 
y2 ay2. y2b. 0 | M)
res2
 ; ∅; ∅ " 
y1 ay1. (y1b. 0 | 
y2 ay2. y2b. 0 | M)
par
 ; ∅; ∅ " [·] | 
y1 ay1. (y1b. 0 | 
y2 ay2. y2b. 0 | M)
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Intuitively,K′ can be engaged in a protocol for the transmission of a polyadic name (via the ﬁring of
the output action ay1) but the further steps of the same protocol (y1b. 0) cannot hide the interaction
potentials of M , and indeed this time we have K′[[[Q]]] ⇓c as well as K′[[[P ]]] ⇓c. The execution of
ay1 also makes ay2 unguarded, and that is the ﬁrst action of another instance of the transmission
protocol. The protocol over y2 cannot interfere with that over y1, however, as a private link for it
has already been established at the ﬁring of ay1.
The proof of Lemma 40 below will make formal the intuition behind the choice of the class of
m( ,∅,∅)-contexts used to test the possible congruence of processes translated from p to m. At
the moment just notice that K′ is clearly not in the form of an encoding, and nonetheless is a well-
typed monadic context that interacts with encoded processes respecting the underlying translation
protocol.
The main result about the translation is the following.
Theorem 37 (Full abstraction). Suppose P ,Q are -processes in p. Then P ≈ Q iff [[P ]] ≈m [[Q]].
The remainder of this section is devoted to the proof of this theorem.
We ﬁrst prove the easier direction in Theorem 37: that the translation is sound.
Theorem 38 (Soundness). Suppose that P ,Q are -processes in p. If [[P ]] ≈m [[Q]] then P ≈ Q.
Proof.We ﬁrst show the key point of the proof, namely that
if R is a -process then [[R]] ≈˙ R. (10)
To prove (10) we appeal to Lemma 2(2) with S = {(R, [[R]]) | R a -process}. By Lemmas 18 and 20,
for any process R of p,
R ↓ iff [[R]] ↓ for any  (11)
if R −→ R′ then [[R]] −→ N with [[R′]] ˙ N. (12)
The main work needed is to show that if R is a -process then
if [[R]] −→ N then [[R′]] ˙ N for some R′ such that R −→ R′. (13)
Assertion (13) does not hold without the assumption that R is a -process: consider for instance
R = a〈b, c〉. 0 | a(z). 0 and the reduction
[[R]] −→ N = 
w (wb. wc. 0 | w(z). 0).
Assertion (13) is harder to prove than it may at ﬁrst sight appear. The reason is that the structural
rule may be applied arbitrarily in inferring [[R]] −→ N , and it takes some work to see that a suitable
R′ can always be found. The monadic type system plays a key role in carrying out that work.
We writeMM ′ if there are  ;);* " M and w monadic in it such thatM ′ is obtained fromM
by replacing a subterm N by N ′ where
(1) N = 
w 
z K and N ′ = 
z 
w K where z is not monadic in  ;);* " M , or
(2) N = 
w (K | K ′) and N ′ = K | 
w K ′ where w ∈ fn(K), or
(3) N = 
w (K | K ′) and N ′ = 
w K | K ′ where w ∈ fn(K ′).
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Note that MM ′ implies M ′ ≡1 M . In a structural manipulation of [[R]], a -transformation
involving 
w changes the term structure in such a way as to move the restriction towards the preﬁx
of the form xw introduced in translating R. The-transformations and their inverses have no direct
counterparts in a manipulation of R. It can be shown, however, that:
if [[R]] ≡ M then M∗[[R′′]] where R′′ ≡ R. (14)
Since ≡ is ≡∗1 , to prove (14) it sufﬁces to show that
if M∗[[R′′]] and M ≡1 M ′, then either M ′∗[[R′′]], or M ′∗[[R′]] where R′ ≡1 R′′.
If M ′M then clearly M ′∗[[R′′]]. Further, if MM ′ then again M ′∗[[R′′]], since the
-transformations commute with one another. So suppose the transformation between M and
M ′ is not of these kinds. The proof is then a case analysis on the axiom of structural congruence
applied in the transformation. We give just one case. Suppose M is K[ !N ] and M ′ is K[N | !N ]. In
M∗[[R′′]], each restricted monadic name is reunited with its partner via-transformations. The
same (fourth) axiom of structural congruence can then be applied to the corresponding subterm of
R′′ to yield R′. Then using−1-transformations, the term M ′ can be obtained from [[R′]]. A more
formal proof can be given by appealing to a notion of embedding of an inference of  " R in an
inference of  ; ∅; ∅ " [[R]]. This makes precise the notion of ‘corresponding subterm’ referred to
above.
Now returning to the proof of (13), suppose [[R]] ≡ M = 
 w˜ (xw.M1 | x(z).M2 | M3) and M %→
M ′ = 
 w˜ (M1 | M2{w/z} | M3) ≡ N where M %→ M ′ is used to mean that M −→ M ′ may be in-
ferred without use of the structural rule. Then R ≡ R′′ where M∗[[R′′]]. By the form of M , R′′ =

 v˜ (x〈 y˜ 〉. P1 | x( z˜ ). P2 | P3) and R′′ %→ R′ = 
 v˜ (P1 | P2{ y˜/˜z } | P3) where 
w xw.M1∗[[x〈 y˜ 〉. P1]],
x(z).M2∗[[x( z˜ ). P2]], and 
 u˜ M3∗[[P3]] and w˜ is a permutation of v˜w u˜ . Further [[R′]] ˙ N as
required.
Now by (11)–(13), and Lemma 2(2), we have (10).
To complete the proof of the soundness theorem, suppose that [[P ]] ≈m [[Q]]. Then by Lemma
35 there is  such that  ; ∅; ∅ " [[P ]], [[Q]] and K[[[P ]]] ≈˙ K[[[Q]]] for every m( ,∅,∅)-context K.
Then " P ,Q, again by Lemma 35. Suppose C is a ( )-context. Then [[C]] is a m( ,∅,∅)-context,
by Lemma 34. Hence since [[P ]] ≈m [[Q]], using (10) we have
C[P ] ≈˙ [[C[P ]]] = [[C]][[[P ]]] ≈˙ [[C]][[[Q]]] = [[C[Q]]] ≈˙ C[Q].
Hence P ≈ Q. 
We now show the converse: that the translation is complete.
Theorem 39 (Completeness). Suppose that P ,Q are -processes in p. If P ≈ Q then [[P ]] ≈m [[Q]].
Proof. Suppose P ≈ Q. Then there is  0 such that  0 " P ,Q and C[P ] ≈˙ C[Q] for every ( 0)-
context C. Then 0; ∅; ∅ " [[P ]], [[Q]] by Lemma 34. SupposeK is a m( 0,∅,∅)-context. In showing
that K[[[P ]]] ≈˙ K[[[Q]], the crucial fact is:
there is a ( 0)-context C such that
K[[[P ]]] ≈˙ [[C]][[[P ]]] and K[[[Q]]] ≈˙ [[C]][[[Q]]]. (15)
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From (15), using (10) we can complete the proof of the completeness theorem thus:
K[[[P ]]] ≈˙ [[C]][[[P ]]] = [[C[P ]]] ≈˙ C[P ] ≈˙ C[Q] ≈˙ [[C[Q]]] = [[C]][[[Q]]] ≈˙ K[[[Q]]].
Thus it remains to prove (15). As is often the case, it is necessary to prove a stronger result, to make
the induction work. The required result is Lemma 40. Its statement involves ≈m . This is a crucial
point. If ≈m were replaced by ≈˙ then the induction hypothesis would be too weak; and if ≈m were
replaced by ≈m then, as explained in the proof below, the corresponding result would not hold. It
is in this lemma that the point of the method for proving full abstraction introduced in this paper
is ﬁnally shown.
Assertion (15) follows by appealing to Lemma 40 with K being a context and ), w˜ , )0, w˜ 0 all
empty.
Lemma 40. Let K be a term, that is, a process or a context. Suppose  ;);), w˜ : ◦ " K under the
assumption  0;)0;)0, w˜ 0 : ◦ " [·] in case K is a context. Then there exists a term C such that
(1)  " C assuming  0 " [·] if C is a context
(2) if K is a context and  0;)0;)0, w˜ 0 : ◦ " M then

 v˜ w˜ K[M ] ≈m [[C]][
 v˜ 0 w˜ 0 M ]
where C is a context and v˜ = n()) and v˜ 0 = n()0)
(3) if K is a process then 
 v˜ w˜ K ≈m [[C]] where C is a process and v˜ = n()).
Proof.By induction on |K|. Themost interesting part of the statement is the one relative to contexts.
The additional case when K is a process is covered for technical reasons, to make the induction
work. In what followsK1,K2, . . . ,K′1,K′2, . . . and correspondingly C1, C2, . . . , C′1, C′2, . . . are terms. To
avoid duplication of cases, we work out the general argument relative to contexts with the under-
standing that when Ki is a process then Ki[M ] is simply Ki and the corresponding [[Ci]][
 v˜ 0 w˜ 0 M ]
is just [[Ci]]. Also, we omit sorts from typings when they are irrelevant for the main argument.
[nil ] Suppose K = [·]. By hypothesis  0;)0;)0, w˜ 0 : ◦ " [·] and  0;)0;)0, w˜ 0 : ◦ " M . Also,
v˜ = v˜ 0 and w˜ = w˜ 0. Then for ; ∅; ∅ " M the thesis comes from 
 v˜ w˜ [·][M ] = 
 v˜ 0 w˜ 0 M =
[[[·]]][
 v˜ 0 w˜ 0 M ].
[inp1] Preﬁxes are the most difﬁcult cases. Of these, we show only the argument for the input preﬁx;
the argument for output preﬁx is dual to it.
Suppose K = x(z).K0. Then by the typing rules,  =  ′ ∪ {x : s} and ), w˜ : ◦ = ∅ and  ′; {z :
s1}; ∅ " K0, where ◦ s−→ s1. For notational clarity we assume that (s) = (t1, t2)—this retains all
signiﬁcant aspects of the problem. By repeated appeal to Lemma 27 we have, in the most compli-
cated of the four possible combinations,
K ≡ K′ = x(z). 
 u˜ 1 (z(z1). 
 u˜ 2 (z(z2).K3 | K2) | K1)
with |K′|  |K|.
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From the typing rules, setting u˜ 3 = ∅, in the inference 〈 ; ∅; ∅ " K′〉 the judgment for Ki is of
the form
 i, x˜ 1, x˜ 2;)i;)i, w˜ i : ◦ " Ki where n()i) = v˜ i and x˜ i v˜ i w˜ i = u˜ i.
By the inductive hypothesis there are C1, C2, C3 such that  i, x˜ 1, x˜ 2 " Ci assuming  0 " [·], and if
 0;)0;)0, w˜ 0 : ◦ " M then 
 v˜ i w˜ i Ki[M ] ≈m [[Ci]][
 v˜ 0 w˜ 0 M ]. Then set
C = x(z1, z2). 
 x˜ 1 x˜ 2 (C3 | C2 | C1).
We show that for every M such that  0;)0;)0, w˜ 0 : ◦ " M ,
K′[M ] ≈m [[C]][
 v˜ 0 w˜ 0 M ] (16)
and of course K[M ] ≡ K′[M ].
In passing, note here the fundamental role of typing in the inductive argument. It is not in general
the case that K′[M ] ≈m [[C]][
 v˜ 0 w˜ 0 M ]. For example, if 
 u˜ 1 K1 ↓ for some , then H′[K′[M ]] ≈˙
H′[[[C]][
 v˜ 0 w˜ 0 M ]] whereH′ is [·] | 
w xw. 0 .
Returning to the proof, if  0;)0;)0, w˜ 0 : ◦ " M then K′′[M ] ≈m [[C]][
 v˜ 0 w˜ 0 M ] where
K′′ = x(z). z(z1). z(z2). 
 u˜ 1 u˜ 2 (K3 | K2 | K1).
So assertion (16) follows from
K′[M ] ≈m K′′[M ].
This in turn follows from:
Lemma 41. Suppose  ; ∅; ∅ " K ′,K ′′ where
K ′ = x(z). 
 u˜ 1 (z(z1). 
 u˜ 2 (z(z2). K3 | K2) | K1),
K ′′ = x(z). z(z1). z(z2). 
 u˜ 1 u˜ 2 (K3 | K2 | K1).
Then K ′ ≈m K ′′.
Proof. Let / = { |  respects  }. We show that
R = {(H[K ′],H[K ′′]) |  ∈ / and H is a m( ,∅,∅)-context} ∪ ≈˙
satisﬁes the hypotheses of Lemma 3. Then in particular for any m( ,∅,∅)-contextH we have that
H[K ′] ≈˙ H[K ′′], and hence K ′ ≈m K ′′.
Let (H[K ′],H[K ′′]) ∈ R. First note that H[K ′] and H[K ′′] certainly have the same observ-
ables since K ′ and K ′′ have the same observable, namely x. Suppose H[K ′] −→ X . Then from
Lemma 1,
H[K ′] ≡ 
 w˜ (zy. T1 | z(u). T2 | T3) −→ X ≡ 
 w˜ (T1 | T2{y/u} | T3). (17)
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From this and the deﬁnitions of K ′,K ′′ and ≡, we have
H[K ′′] ≡ 
 w˜ (zy. T ′1 | z(u). T ′2 | T ′3) −→ Y ≡ 
 w˜ (T ′1 | T ′2{y/u} | T ′3), (18)
where T ′j = Tj if Tj does not contain a copy of K ′ that comes from ﬁlling the hole inH. Note that
 ; ∅; ∅ " K ′,K ′′ by Lemma 32(1). Hence from the deﬁnition of m( ,∅,∅)-context, there exist
 ′, ′′ such that  ′; ∅; ∅ " H[K ′] and  ′′; ∅; ∅ " H[K ′′]. From this and Lemmas 30 and 33 it
follows that
 ′; ∅; ∅ " X  ′′; ∅; ∅ " Y. (19)
We distinguish two cases:
[case 1] If the reduction does not consume a preﬁx in a copy of K ′ that comes from ﬁlling the hole
inH, then we can further distinguish the following two subcases.
(1) If T2 does not contain a copy of K ′ then for someH′,
X ≡ H′[K ′] Y ≡ H′[K ′′]
and from (19),H′ is a m( ,∅,∅)-context. Hence (X , Y) ∈ R.
(2) If T2 does contain a copy of K ′ then for someH′,
X ≡ H′[K ′{y/u}] Y ≡ H′[K ′′{y/u}].
If u ∈ fn(K ′) then K ′{y/u} = K ′ and K ′′{y/u} = K ′′, and so (X , Y) ∈ R as  ∈ /.
Suppose u ∈ fn(K ′). Then u ∈ n( ) as  ; ∅; ∅ " K ′. The last rule applied in typing
z(u). T2 must be inp2, because if it were inp1 then the judgment for T2 would be of the form
 1; {u : '}; ∅ " T2 with u ∈ n( 1), a contradiction. Hence the judgment for T2 must be of the
form  1; {z : (}; ∅ " T2 where for some s,  1(u) = s and, examining the judgment for zy. T1,
 1  y : s. Hence    y : s and so {y/u} ∈ /.
Now  {y/u}; ∅; ∅ " K ′{y/u},K ′′{y/u} by Lemma 32(1) as {y/u} ∈ /. So H′ is a
m( {y/u},∅,∅)-context from (19), and hence (X , Y) ∈ R.
[case 2] If the reduction does consume a preﬁx in a copy of K ′ that comes from ﬁlling the hole
then in (17) and (18), z(u). T2 ≡ K ′ and z(u). T ′2 ≡ K ′′ and T1 = T ′1 .
Note that since ; ∅; ∅ " K ′, the typing judgment for zy. T1 must have been inferred from out1,
that is
 ; ∅; {y : ◦} " zy. T1  ; ∅; {y : '} " T1
with ◦ s−→ ' and z : s ∈  . From ; ∅; {y : ◦} " zy. T1 and ′; ∅; ∅ " H[K ′] it follows thaty ∈ w˜ .
Also, from ; ∅; {y : '} " T1 and applying Lemma 27 twice we have that, in the most complicated
of the four possible cases, T1 ≡ 
 w˜ 1 (yx1. 
 w˜ 2 (yx2. N3 | N2) | N1) with y ∈ w˜ 1, w˜ 2. Hence
X ≡ 
 w˜ (
 w˜ 1 (yx1. 
 w˜ 2 (yx2. N3 | N2) | N1) |

 u˜ 1 (y(z1). 
 u˜ 2 (y(z2). K3
′ | K2′) | K1′) |
T3),
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 w˜ 1 (yx1. 
 w˜ 2 (yx2. N3 | N2) | N1) |
y(z1). y(z2). 
 u˜ 1 u˜ 2 (K3
′ | K2′ | K1′) |
T ′3).
Then, letting 1 = {x1/z1} and 2 = {x1, x2/z1, z2}, we have
X −→2 X ′′ ≡ 
 w˜ (
 w˜ 1 (
 w˜ 2 (N3 | N2) | N1) |

 u˜ 1 (
 u˜ 2 (K3
′2 | K2′1) | K1′) |
T3),
Y −→2 Y ′′ ≡ 
 w˜ (
 w˜ 1 (
 w˜ 2 (N3 | N2) | N1) |

 u˜ 1 u˜ 2 (K3
′2 | K2′2 | K1′2) |
T ′3).
Noting that X ˙ X ′′ since y ∈ w˜ and y ∈ fn(T3, T ′3), we can conclude the proof by the following
argument. If the hole in H is not underneath a replication then z(u). T2 ≡ K ′ and z(u). T ′2 ≡ K ′′
are the only copies of K ′ and K ′′ that come from ﬁlling the hole inH. Then T3 ≡ T ′3 and hence
X ˙ X ′′ ≡ Y ′′
so (X , Y ′′) ∈ R as ≈˙⊆ R.
If the hole in H is underneath a replication then X ′′ and Y ′′ differ in that the used K ′ and K ′′
are expanded copies of replications that still occur in T3 and in T ′3, respectively. Then X ′′ ≡ H′[K ′]
and Y ′′ ≡ H′[K ′′] where, from (19) and Lemma 33,H′ is a m( ,∅,∅)-context. Then
X ˙ X ′′ ≡ H′[K ′] R H′[K ′′] ≡ Y ′′ ˙ Y.
In summary, the reductionH[K ′] −→ X is mirrored byH[K ′′] ⇒ Y ′′ and X ˙ R Y ′′. In the ar-
gument for the converse we have thatH[K ′′] −→ Y is mirrored byH[K ′] ⇒ X ′′ and X ′′R ˙ Y .
This completes the proof of Lemma 41 and hence of the case of input preﬁx in the proof of
Lemma 40. 
It remains to consider the cases of composition, restriction, and replication.
[par] Suppose K = K1 | K2. Then we can distinguish the following cases.
– If ) = ∅ then by typing,
 ; ∅; w˜ i : ◦ " Ki where w˜ 1 w˜ 2 = w˜ .
Then by the inductive hypothesis there are C1, C2 such that  " Ci assuming  0 " [·], and
if 0;)0;)0, w˜ 0 : ◦ " M then 
 w˜ i Ki[M ] ≈m [[Ci]][
 v˜ 0 w˜ 0 M ]. The conclusion follows, set-
ting C = C1 | C2.
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– If) /= ∅ then) = )2, z : ' for some z. Then by Lemma 27(4) we have, in the most compli-
cated case,
K ≡ K′ = 
 u˜ (zz1.K′1 | z(z2).K′2 | K′3)
with |K′|  |K|. From the typing rules we have
 , x˜ 1;)1;)1, w˜ 1 : ◦, w˜ : ◦ " (zz1.K′1 | z(z2).K′2 | K′3),
where n()1) = v˜ 1 ∪ n()) and x˜ 1 v˜ 1 w˜ 1 = u˜ . Moreover
 , x˜ 1; {z : '}; {z : '} " K′′1 = (zz1.K′1 | z(z2).K′2)
 , x˜ 1;)2, v˜ 1;)2, v˜ 1, w˜ 1 : ◦, w˜ : ◦ " K′′2 = K3.
Then by the inductive hypothesis there are C1, C2 such that , x˜ 1 " Ci assuming 0 " [·], and
if  0;)0;)0, w˜ 0 : ◦ " M then 
z K′′1 [M ] ≈m [[C1]][
 v˜ 0 w˜ 0 M ] and 
 v˜ 2 v˜ 1 w˜ w˜ 1 K′′2[M ] ≈m[[C2]][
 v˜ 0 w˜ 0 M ]. The conclusion follows, setting C = 
 x˜ 1 (C1 | C2).
[res1,res2,res3] Suppose K = 
z K1. Then depending on the typing rule under consideration, by the
inductive hypothesis K1 is appropriately related to a certain C1. In each case the conclusion follows
immediately from the inductive hypothesis, setting C = 
z C1 if , z : s;);), w˜ : ◦ " K1 (rule res1),
and C = C1 otherwise.
[rep] SupposeK = !K′. Then by inductive hypothesisK′ is appropriately related to a certain C′, and
the conclusion follows setting C = !C′.
This completes the proof of Lemma 40. 
This in turn ﬁnishes the proof of the completeness theorem, Theorem 39, and hence the proof of
the full-abstraction theorem, Theorem 37. 
6. Concluding remarks
The crucial steps of the technique presented in this paper can be summarized as follows.
– Given a sorting in p, i.e., a function  : S → S+ from sorts to sequences of sorts, a simple graph
is statically derived. For each s ∈ S its role is essentially to embed (s).
– The graph is used in the deﬁnition of a type system for m where the judgment  ;);* " M is
such that) and * record information about certain input and output preﬁxes ofM , respectively.
The type system enjoys natural properties. Remarkably, it allows the typing ofmonadic processes
that are not in the image of the p/m translation. Also, if P is well-sorted and such that  " P
then  ; ∅; ∅ " [[P ]].
– The type system is used to restrict the class of contexts where encoded processes are compared to
check their barbed congruence. Given two well-sorted p processes P and Q such that  " P ,Q,
their encodings are deemed congruent only if K[[[P ]]] ≈˙ K[[[Q]]] for every context K such that
 ; ∅; ∅ " K assuming  ; ∅; ∅ " [·], namely for every context that, though not necessarily being
an encoding, respects the translation protocol.
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The graphs derived from sortings and the associated typing rules provide a very strong handle
on terms via inductive reasoning about type inference. We found the ability to argue by induction
on type inference invaluable to the proof of full abstraction.
The same technique could be used to investigate the relation between othermembers of the -cal-
culus family. This of coursewould involve the deﬁnition of appropriate type systems and similarities.
In [29], e.g., an argument analogous to the one presented here was used to obtain a full-abstraction
result for the translation of p into the asynchronous monadic calculus. In that case the proof is
more complicated because of the more intricate nature of the translation itself, but nonetheless the
overall structure of the argument is entirely analogous to the one shown in this paper.
The work to which that presented here is most closely related is [38]. There Yoshida introduces
graph types whose nodes represent atomic actions and edges an activation ordering between them.
A full-abstraction result is then shown: “sorted polyadic -terms are equated by a basic behavioural
equality in the polyadic calculus if and only if their encodings are equated in a basic behavioural
equality in the typed monadic calculus.”
The approach presented here and the one used by Yoshida seem to be completely orthogonal.
In contrast to the kind of graphs used in this paper, Yoshida’s graphs are built and modiﬁed at
type-inference time. Also, the basic behavioural equality used in the full-abstraction result of [38]
is different from barbed congruence. The paper [38] asserts that a full-abstraction result could be
gained for barbed congruence, though barbed congruence could give raise to some difﬁculties when
combined with some of the algebraic constructions used (Footnote 3, p. 379).
The type system of [38] appears more generous than that in the present paper in a speciﬁc sense:
it allows the typing of processes that exhibit ‘really monadic’ names as for instance the name b in
bc and b(z) of
R = 
w aw. 
b (bc. 0 | wa1. b(z). wa2. 0).
We believe that our type system and the whole subsequent argument could be extended to allow the
typing of processes like R. For (t) = s the graph type could be augmented with nodes and edges
◦ t:s−→ •.
Then the type system could have the following extra rules:
 ;);* " M
 , x : t, y : s;);* " xy.M ◦
t:s−→ • and   x : t and   y : s and x, y ∈ n(),*),
 , z : s;);* " M
 , x : t;);* " x(z).M ◦
t:s−→ • and   x : t and x ∈ n(),*) and z ∈ n( ,),*).
Since the above rules do not change the sets ) and * that are the main inductive handles of the
proofs crucial to get the full-abstraction result, we think that the same result could be obtained
with the extended type system too. At the same time, we observe that it might be superﬂuous to
check the congruence of encoded processes against contexts offering interactions over really mo-
nadic names. Indeed, the p/m translation transforms the communications of tuples of length one
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into sequences of two actions. Then, for any encoded process [[P ]] and any context K that offers
communications over really monadic names, the single relevant interactions on those names are
within K and do not involve [[P ]]. This is the case, e.g., for K = [·] | R and P = a(z1, z2).
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