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THE KADISON-SINGER PROBLEM IN MATHEMATICS
AND ENGINEERING: A DETAILED ACCOUNT
PETER G. CASAZZA, MATTHEW FICKUS, JANET C. TREMAIN, ERIC WEBER
Abstract. We will show that the famous, intractible 1959 Kadison-Singer
problem in C∗-algebras is equivalent to fundamental unsolved problems in
a dozen areas of research in pure mathematics, applied mathematics and
Engineering. This gives all these areas common ground on which to interact
as well as explaining why each of these areas has volumes of literature
on their respective problems without a satisfactory resolution. In each of
these areas we will reduce the problem to the minimum which needs to be
proved to solve their version of Kadison-Singer. In some areas we will prove
what we believe will be the strongest results ever available in the case that
Kadison-Singer fails. Finally, we will give some directions for constructing
a counter-example to Kadison-Singer.
1. Introduction
The famous 1959 Kadison-Singer Problem [61] has defied the best efforts of
some of the most talented mathematicians of our time.
Kadison-Singer Problem (KS). Does every pure state on the (abelian) von
Neumann algebra D of bounded diagonal operators on ℓ2 have a unique exten-
sion to a (pure) state on B(ℓ2), the von Neumann algebra of all bounded linear
operators on the Hilbert space ℓ2?
A state of a von Neumann algebra R is a linear functional f on R for which
f(I) = 1 and f(T ) ≥ 0 whenever T ≥ 0 (whenever T is a positive operator).
The set of states of R is a convex subset of the dual space of R which is
compact in the ω∗-topology. By the Krein-Milman theorem, this convex set
is the closed convex hull of its extreme points. The extremal elements in the
space of states are called the pure states (of R). This problem arose from
the very productive collaboration of Kadison and Singer in the 1950’s which
culminated in their seminal work on triangular operator algebras. During
this collaboration, they often discussed the fundamental work of Dirac [38]
on Quantum Mechanics. In particular, they kept returning to one part of
Dirac’s work because it seemed to be problematic. Dirac wanted to find a
The first and second authors were supported by NSF DMS 0405376, the last author was
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“representation” (an orthonormal basis) for a compatible family of observables
(a commutative family of self-adjoint operators). On pages 74–75 of [38] Dirac
states:
“To introduce a representation in practice
(i) We look for observables which we would like to
have diagonal either because we are interested in their
probabilities or for reasons of mathematical simplicity;
(ii) We must see that they all commute — a necessary
condition since diagonal matrices always commute;
(iii) We then see that they form a complete commut-
ing set, and if not we add some more commuting observ-
ables to make them into a complete commuting set;
(iv) We set up an orthogonal representation with this
commuting set diagonal.
The representation is then completely deter-
mined ... by the observables that are diagonal ...”
The emphasis above was added. Dirac then talks about finding a basis
that diagonalizes a self-adjoint operator, which is troublesome since there are
perfectly respectable self-adjoint operators which do not have a single eigen-
vector. Still, there is a spectral resolution of such operators. Dirac addresses
this problem on pages 57-58 of [38]:
“We have not yet considered the lengths of the basic
vectors. With an orthonormal representation, the natu-
ral thing to do is to normalize the basic vectors, rather
than leave their lengths arbitrary, and so introduce a fur-
ther stage of simplification into the representation. How-
ever, it is possible to normalize them only if the param-
eters are continuous variables that can take on all values
in a range, the basic vectors are eigenvectors of some ob-
servable belonging to eigenvalues in a range and are of
infinite length...”
In the case of D, the representation is {ei}i∈I , the orthonormal basis of l2.
But what happens if our observables have “ranges” (intervals) in their spec-
tra? This led Dirac to introduce his famous δ-function — vectors of “infinite
length.” From a mathematical point of view, this is problematic. What we
need is to replace the vectors ei by some mathematical object that is essen-
tially the same as the vector, when there is one, but gives us something precise
and usable when there is only a δ-function. This leads to the “pure states” of
B(ℓ2) and, in particular, the (vector) pure states ωx, given by ωx(T ) = 〈Tx, x〉,
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where x is a unit vector in H. Then, ωx(T ) is the expectation value of T in the
state corresponding to x. This expectation is the average of values measured
in the laboratory for the “observable” T with the system in the state corre-
sponding to x. The pure state ωei can be shown to be completely determined
by its values on D; that is, each ωei has a unique extension to B(ℓ2). But there
are many other pure states of D. (The family of all pure states of D with the
w∗-topology is β(Z), the β-compactification of the integers.) Do these other
pure states have unique extensions? This is the Kadison-Singer problem (KS).
By a “complete” commuting set, Dirac means what is now called a “maximal
abelian self-adjoint” subalgebra of B(ℓ2); D is one such. There are others. For
example, another is generated by an observable whose“simple” spectrum is a
closed interval. Dirac’s claim, in mathematical form, is that each pure state of
a “complete commuting set” has a unique state extension to B(ℓ2). Kadison
and Singer show [37] that that is not so for each complete commuting set other
than D. They also show that each pure state of D has a unique extension to the
uniform closure of the algebra of linear combinations of operators Tπ defined
by Tπei = eπ(i), where π is a permutation of Z.
Kadison and Singer believed that KS had a negative answer. In particular,
on page 397 of [61] they state: “We incline to the view that such extension is
non-unique”.
This paper is based on two fundamental principles.
Fundamental Principle I[Weaver, Conjecture 2.6]: The Kadison-Singer
Problem is a statement about partitioning projections on finite dimensional
Hilbert spaces with small diagonal into submatrices of norms ≤ 1− ǫ.
Fundamental Principle II[Theorem 3.5]: Every bounded operator on a
finite dimensional Hilbert space is a constant times a “piece” of a projection
operator from a larger Hilbert space.
Armed with these two basic principles, we will make a tour of many different
areas of research. In each area we will use Fundamental Principle II (often
in disguised form) to reduce their problem to a statement about (pieces of)
projections. Then we will apply Fundamental Principle I to see that their
problem is equivalent to the Kadison-Singer Problem.
This paper is a greatly expanded version of [31]. Let us now discuss the
organization of this paper. In Sections 2-8 we will successively look at equiva-
lents of the Kadison-Singer Problem in operator theory, frame theory, Hilbert
space theory, Banach space theory, harmonic analysis, time-frequency analysis
and finally in engineering. In section 9 we will address some approaches to
producing a counter-example to KS. In Section 2 we will establish our first
fundamental principle for showing that very general problems are equivalent
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to KS. In Section 3 we introduce our “universal language” of frame theory and
introduce our second fundamental principle for reducing problems to KS. In
Section 4, we will show that KS is equivalent to a fundamental result concern-
ing inner products. This formulation of the problem has the advantage that
it can be understood by a student one week into their first course in Hilbert
spaces. In Section 5 we show that KS is equivalent to the Bourgain-Tzafriri
Conjecture (and in fact, a significantly weaker form of the conjecture is equiv-
alent to KS). This also shows that the Feichtinger Conjecture is equivalent to
KS. In Section 6, we show that a fundamental problem in harmonic analysis
is equivalent to KS. We also classify the uniform paving conjecture and the
uniform Feichtinger Conjecture. As a consequence we will discover a surprising
new identity in the area. In Section 7, we show that the Feichtinger Conjecture
for frames of translates is equivalent to one of the fundamental unsolved prob-
lems in harmonic analysis. In Section 8, we look at how KS arises naturally
in various problems in signal-processing, internet coding, coding theory and
more.
Notation for statements of problems: Problem A (or Conjecture A) im-
plies Problem B (or Conjecture B) means that a positive solution to the former
implies a positive solution to the latter. They are equivalent if they imply
each other.
Notation for Hilbert spaces: Throughout, ℓ2(I) will denote a finite or infi-
nite dimensional complex Hilbert space with a fixed orthonormal basis {ei}i∈I .
If I is infinite we let ℓ2 = ℓ2(I), and if |I| = n write ℓ2(I) = ℓn2 with fixed
orthonormal basis {ei}ni=1. For any Hilbert space H we let B(H) denote the
family of bounded linear operators on H. An n-dimensional subspace of ℓ2(I)
will be denoted Hn. For an operator T on any one of our Hilbert spaces, its
matrix representation with respect to our fixed orthonormal basis is the col-
lection (〈Tei, ej〉)i,j∈I. If J ⊂ I, the diagonal projection QJ is the matrix
whose entries are all zero except for the (i, i) entries for i ∈ J which are all
one. For a matrix A = (aij)i,j∈I let δ(A) = maxi∈I |aii|.
A universal language: We are going to show that the Kadison-Singer prob-
lem is equivalent to fundamental unsolved problems in a dozen different areas
of research in both mathematics and engineering. But each of these areas is
overrun with technical jargon which makes it difficult or even impossible for
those outside the field to understand results inside the field. What we need
is a universal language for interactions between a broad spectrum of research.
For our universal language, we have chosen the language of Hilbert space frame
theory (See Section 3) because it is simply stated and easily understood while
being fundamental enough to quickly pass quite technical results between very
diverse areas of research. Making it possible for researchers from a broad
THE KADISON-SINGER PROBLEM IN MATHEMATICS AND ENGINEERING 5
spectrum of research areas to understand how their problems relate to areas
they may know little about will require certain redundancies. That is, we will
have to reprove some results in the literature in the format of our universal
language. Also, since frame theory is our universal language, we will prove
some of the fundamental results in this area so that researchers will have a
solid foundation for reading the rest of the paper.
Acknowledgement: We are indebted to Richard Kadison for numerous sug-
gestions and helpful discussions as well as making available to us various talks
he has given on the history of KS.
2. Kadison-Singer in Operator Theory
A significant advance on KS was made by Anderson [3] in 1979 when he
reformulated KS into what is now known as the Paving Conjecture (See
also [4, 5]). Lemma 5 of [61] shows a connection between KS and Paving.
Paving Conjecture (PC). For ǫ > 0, there is a natural number r so that for
every natural number n and every linear operator T on ln2 whose matrix has
zero diagonal, we can find a partition (i.e. a paving) {Aj}rj=1 of {1, · · · , n},
such that
‖QAjTQAj‖ ≤ ǫ‖T‖ for all j = 1, 2, · · · , r.
It is important that r not depend on n in PC. We will say that an arbitrary
operator T satisfies PC if T −D(T ) satisfies PC where D(T ) is the diagonal
of T .
Remark 2.1. There is a standard technique for turning finite dimensional
results into infinite dimensional ones and vice-versa. We will illustrate this
technique here by showing that PC is equivalent to PC for operators on ℓ2
(which is a known result). After this, we will move freely between these cases
for our later conjectures without proving that they are equivalent.
We can use an abstract compactness argument for proving this result, but
we feel that the following argument is more illuminating. We start with a
limiting method for increasing sequences of partitions given in [25]. Since the
proof is short we include it for completeness.
Proposition 2.2. Fix a natural number r and assume for every natural num-
ber n there is a partition {Anj }rj=1 of {1, 2, · · · , n}. There exist natural numbers
{k1 < k2 < · · · } so that if m ∈ Akmj for some 1 ≤ j ≤ r then m ∈ Akℓj , for all
ℓ ≥ m. Hence, if Aj = {m | m ∈ Akmj } then
(1) {Aj}rj=1 is a partition of N.
(2) If Aj = {m1 < m2 < · · · }, then for all natural numbers ℓ we have
{m1, m2, · · · , mℓ} ⊂ Akmℓj .
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Proof: For each natural number n, 1 is in one of the sets {Anj }rj=1. Hence,
there are natural numbers n11 < n
1
2 < · · · and a 1 ≤ j ≤ r so that 1 ∈ An
1
i
j for
all i ∈ N. Now, for every natural number n1i , 2 is in one of the sets {An
1
i
j }rj=1.
Hence, there is a subsequence {n2i } of {n1i } and a 1 ≤ j ≤ r so that 2 ∈ An
2
i
j ,
for all i ∈ N. Continuing by induction, for all ℓ ∈ N we get a subsequence
{nℓ+1i } of {nℓi} and a 1 ≤ j ≤ r so that ℓ + 1 ∈ A
nℓ+1j
j , for all i ∈ N. Letting
ki = n
i
i for all i ∈ N gives the conclusion of the proposition. 
Theorem 2.3. The Paving Conjecture is equivalent to the Paving Conjecture
for operators on ℓ2.
Proof: Assume PC holds for operators on ℓn2 . Let T = (aij)
∞
i,j=1 be a bounded
linear operator on ℓ2. Fix ǫ > 0. By our assumption, for every natural number
n there is a partition {Anj }rj=1 of {1, 2, · · · , n} so that if Tn = (aij)ni,j=1 then for
all j = 1, 2, · · · , r
‖QAnj TnQAnj ‖ ≤
ǫ
2
‖Tn‖ ≤ ǫ
2
‖T‖.
Let {Aj}rj=1 be the partition of N given in Proposition 2.2. Fix 1 ≤ j ≤ r,
let Aj = {m1 < m2 < · · · }, and for all ℓ ∈ N let Qℓ = QIℓ where Iℓ =
{m1, m2, · · · , mℓ}. Fix f ∈ ℓ2(N). For all large ℓ ∈ N we have:
‖QAjTQAj (f)‖ ≤ 2‖QℓQAjTQAjQℓ(f)‖
= 2‖QℓQkmℓAj TkmℓQ
kmℓ
Aj
Qℓ(f)‖
≤ 2‖QkmℓAj TkmℓQ
kmℓ
Aj
‖‖Qℓ(f)‖
≤ 2 ǫ
2
‖T‖‖f‖ = ǫ‖T‖‖f‖.
Hence, ‖QAjTQAj‖ ≤ ǫ‖T‖.
Conversely, assume PC holds for operators on ℓ2. We assume that PC fails
for operators on ℓn2 and get a contradiction. If (1) fails, a little thought will
yield that there must be an ǫ > 0, a partition {In}∞n=1 of N into finite subsets,
operators Tn : ℓ2(In)→ ℓ2(In) with ‖Tn‖ = 1 and for every partition {Anj }nj=1
of In there exists a 1 ≤ j ≤ n so that
‖QAnj TnQAnj ‖ ≥ ǫ.
Let
T =
∞⊕
n=1
Tn :
( ∞⊕
n=1
ℓ2(In)
)
ℓ2
→
( ∞⊕
n=1
ℓ2(In)
)
ℓ2
.
Then, ‖T‖ = supn ‖Tn‖ = 1. By (2), there is a partition {Aj}rj=1 of N so that
for all j = 1, 2, · · · , r
‖QAjTQAj‖ ≤ ǫ.
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For every n ∈ N and every j = 1, 2, · · · , r let Anj = Aj ∩ In. Then, {Anj }rj=1 is
a partition of In. Hence, for every j = 1, 2, · · · , r we have
‖QAnj TnQAnj ‖ = ‖QAnj TQAnj ‖ ≤ ‖QAjTQAj‖ ≤ ǫ.
If n ≥ r, this contradicts our assumption about Tn. 
It is known [12] that the class of operators satisfying PC (the pavable op-
erators) is a closed subspace of B(ℓ2). The only large classes of operators
which have been shown to be pavable are “diagonally dominant” matrices
[10, 11, 12, 53], matrices with all entries real and positive [56] and Toeplitz op-
erators over Riemann integrable functions (See also [57] and Section 6). Also,
in [13] there is an analysis of the paving problem for certain Schatten Cp-
norms. We strongly recommend that everyone read the argument of Berman,
Halpern, Kaftal and Weiss [12] showing that matrices with positive entries
satisfy PC. This argument is a fundamental principle concerning decomposi-
tions of matrices which has applications across the board — here, you will see
it used in the proof of Theorem 8.16, and it was vaguely used in producing a
generalization of the Rado-Horn Theorem [29] (See Theorem 8.3). We next
note that in order to verify PC, it suffices to show that PC holds for any one
of your favorite classes of operators.
Theorem 2.4. The Paving Conjecture has a positive solution if any one of
the following classes satisfies the Paving Conjecture:
(1) Unitary operators.
(2) Orthogonal projections.
(3) Positive operators.
(4) Self-adjoint operators.
(5) Gram matrices (〈fi, fj〉)i,j∈I where T : ℓ2(I)→ ℓ2(I) is a bounded linear
operator, and Tei = fi, ‖Tei‖ = 1 for all i ∈ I.
(6) Invertible operators (or invertible operators with zero diagonal).
Proof: (1): This is immediate from the fact that every bounded operator is
a multiple of a sum of three unitary operators [23].
(2): This follows from the Spectral Theorem (or see Fundamental Principle
II: Theorem 3.5).
(3), (4): Since (3) or (4) immediately implies (2).
(5): We will show that (5) implies a positive solution to the Bourgain-
Tzafriri Conjecture (See Section 5) and hence to PC by Theorem 5.1. Given
T : ℓ2(I) → ℓ2(I) with ‖Tei‖ = 1 for all i ∈ I, let G = (〈Tei, T ej〉)i,j∈I. By
(5), there is a partition {Aj}rj=1 of I which paves the Gram operator. Hence,
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for all j = 1, 2, · · · , r and all f =∑i∈Aj aiei we have
‖
∑
i∈Aj
aiTei‖2 = 〈
∑
i∈Aj
aiTei,
∑
k∈Aj
akTek〉
=
∑
i∈Aj
|ai|2‖Tei‖2 +
∑
i6=k∈Aj
aiak〈Tei, T ej〉
=
∑
i∈Aj
|ai|2 + 〈QAj(G−D(G))QAjf, f〉
≥
∑
i∈Aj
|ai|2 − ‖QAj(G−D(G))QAj‖‖QAjf‖2
≥
∑
i∈Aj
|ai|2 − ǫ
∑
i∈Aj
|ai|2
= (1− ǫ)
∑
i∈Aj
|ai|2.
Hence, the Bourgain-Tzafriri Conjecture holds (See section 5). Now we need
to jump ahead to Theorem 5.3 to see that the proof of BT implies KS is done
from the definition and does not need any theorems developed between here
and there.
(6): Given an operator T , (‖T‖+1)I+T is invertible and if it is pavable then
so is T . For the second statement, given an operator T , let S = T+(‖T‖2+2)U
where U = (bij)i,j∈I is the unitary matrix given by the bilateral shift on N (the
wrap-around shift on ℓn2 if |I| = n). Then, S−D(S) is invertible and has zero
diagonal. By (6), for 0 < ǫ < 1 there is a partition {Aj}rj=1 of I so that for all
j = 1, 2, · · · , r we have
‖QAj (S −D(S))QAj‖ ≤ ǫ.
Note that for any i ∈ I, if i ∈ Aj then i+ 1 /∈ Aj , since otherwise:
|(QAj(S −D(S))QAjei+1)(i)| = |〈Tei, T ei+1〉+ (‖T‖2 + 2)| ≥ 1.
Hence, ‖QAj(S −D(S))QAj‖ ≥ 1, which contradicts our paving of S −D(S).
It follows that
QAj (S −D(S))QAj = QAj (T −D(T ))QAj , for all j = 1, 2, · · · , r.
So, our paving of S also paves T . 
Akemann and Anderson [1] showed that the following conjecture implies
KS.
Conjecture 2.5. There exists 0 < ǫ, δ < 1 with the following property: for
any orthogonal projection P on ℓn2 with δ(P ) ≤ δ, there is a diagonal projection
Q such that ‖QPQ‖ ≤ 1− ǫ and ‖(I −Q)P (I −Q)‖ ≤ 1− ǫ.
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It is important that ǫ, δ are independent of n in Conjecture 2.5. It is un-
known if KS implies Conjecture 2.5. Weaver [81] showed that a conjectured
strengthening of Conjecture 2.5 fails.
Recently, Weaver [80] provided important insight into KS by showing that
a slight weakening of Conjecture 2.5 will produce a conjecture equivalent to
KS. This is our first Fundamental Principle.
Conjecture 2.6 (Fundamental Principle I: Weaver). There exist universal
constants 0 < δ, ǫ < 1 and r ∈ N so that for all n and all orthogonal projections
P on ℓn2 with δ(P ) ≤ δ, there is a paving {Aj}rj=1 of {1, 2, · · · , n} so that
‖QAjPQAj‖ ≤ 1− ǫ, for all j = 1, 2, · · · , r.
This needs some explanation since there is nothing in [80] which looks any-
thing like Conjecture 2.6. In [80], Weaver introduces what he calls “Conjecture
KSr” (See Section 3). A careful examination of the proof of Theorem 1 of [80]
reveals that Weaver shows Conjecture KSr implies Conjecture 2.6 which in
turn implies KS which (after the theorem is proved) is equivalent to KSr. We
will see in Section 3 (Conjecture 3.10, Theorem 3.11) that we may assume
‖Pei‖ = ‖Pej‖ for all i, j = 1, 2, · · · , n in Conjecture 2.6 with a small restric-
tion on the ǫ > 0.
3. Frame Theory: The Universal Language
A family of vectors {fi}i∈I in a Hilbert space H is a Riesz basic sequence
if there are constants A,B > 0 so that for all scalars {ai}i∈I we have:
A
∑
i∈I
|ai|2 ≤ ‖
∑
i∈I
aifi‖2 ≤ B
∑
i∈I
|ai|2.
We call
√
A,
√
B the lower and upper Riesz basis bounds for {fi}i∈I . If
the Riesz basic sequence {fi}i∈I spans H we call it a Riesz basis for H. So
{fi}i∈I is a Riesz basis for H means there is an orthonormal basis {ei}i∈I so
that the operator T (ei) = fi is invertible. In particular, each Riesz basis is
bounded. That is, 0 < infi∈I ‖fi‖ ≤ supi∈I ‖fi‖ <∞.
Hilbert space frames were introduced by Duffin and Schaeffer [42] to address
some very deep problems in nonharmonic Fourier series (see [82]). A family
{fi}i∈I of elements of a (finite or infinite dimensional) Hilbert space H is called
a frame for H if there are constants 0 < A ≤ B < ∞ (called the lower and
upper frame bounds, respectively) so that for all f ∈ H
(3.1) A‖f‖2 ≤
∑
i∈I
|〈f, fi〉|2 ≤ B‖f‖2.
If we only have the right hand inequality in Equation 3.1 we call {fi}i∈I a
Bessel sequence with Bessel bound B. If A = B, we call this an A-tight
frame and if A = B = 1, it is called a Parseval frame. If all the frame
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elements have the same norm, this is an equal norm frame and if the frame
elements are of unit norm, it is a unit norm frame. It is immediate that
‖fi‖2 ≤ B. If also inf ‖fi‖ > 0, {fi}i∈I is a bounded frame. The numbers
{〈f, fi〉}i∈I are the frame coefficients of the vector f ∈ H. If {fi}i∈I is a
Bessel sequence, the synthesis operator for {fi}i∈I is the bounded linear
operator T : ℓ2(I) → H given by T (ei) = fi for all i ∈ I. The analysis
operator for {fi}i∈I is T ∗ and satisfies: T ∗(f) =
∑
i∈I〈f, fi〉ei. In particular,
‖T ∗f‖2 =
∑
i∈I
|〈f, fi〉|2, for all f ∈ H,
and hence the smallest Bessel bound for {fi}i∈I equals ‖T ∗‖2. Comparing this
to Equation 3.1 we have:
Theorem 3.1. Let H be a Hilbert space and T : ℓ2(I) → H, Tei = fi be a
bounded linear operator. The following are equivalent:
(1) {fi}i∈I is a frame for H.
(2) The operator T is bounded, linear, and onto.
(3) The operator T ∗ is an (possibly into) isomorphism.
Moreover, if {fi}i∈I is a Riesz basis, then the Riesz basis bounds are
√
A,
√
B
where A,B are the frame bounds for {fi}i∈I .
It follows that a Bessel sequence is a Riesz basic sequence if and only if T ∗ is
onto. The frame operator for the frame is the positive, self-adjoint invertible
operator S = TT ∗ : H → H. That is,
Sf = TT ∗f = T
(∑
i∈I
〈f, fi〉ei
)
=
∑
i∈I
〈f, fi〉Tei =
∑
i∈I
〈f, fi〉fi.
In particular,
〈Sf, f〉 =
∑
i∈I
|〈f, fi〉|2.
It follows that {fi}i∈I is a frame with frame bounds A,B if and only if A · I ≤
S ≤ B ·I. So {fi}i∈I is a Parseval frame if and only if S = I. Reconstruction
of vectors in H is achieved via the formula:
f = SS−1f =
∑
i∈I
〈S−1f, fi〉fi
=
∑
i∈I
〈f, S−1fi〉fi
=
∑
i∈I
〈f, fi〉S−1fi
=
∑
i∈I
〈f, S−1/2fi〉S−1/2fi.
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It follows that {S−1/2fi}i∈I is a Parseval frame equivalent to {fi}i∈I . Two
sequences {fi}i∈I and {gi}i∈I in a Hilbert space are equivalent if there is an
invertible operator T between their spans with Tfi = gi for all i ∈ I. We
now show that there is a simple way to tell when two frame sequences are
equivalent.
Proposition 3.2. Let {fi}i∈I, {gi}i∈I be frames for a Hilbert space H with
analysis operators T1 and T2, respectively. The following are equivalent:
(1) The frames {fi}i∈I and {gi}i∈I are equivalent.
(2) ker T1 = ker T2.
Proof: (1) ⇒ (2): If Lfi = gi is an isomorphism, then Lfi = LT1ei = gi =
T2ei quickly implies our statement about kernels.
(2)⇒ (1): Since Ti|(ker Ti)⊥ is an isomorphism for i = 1, 2, if the kernels are
equal, then
T2
(
T1|(ker T2)⊥
)−1
fi = gi
is an isomorphism. 
In the finite dimensional case, if {gj}nj=1 is an orthonormal basis of ℓn2 con-
sisting of eigenvectors for S with respective eigenvalues {λj}nj=1, then for every
1 ≤ j ≤ n, ∑i∈I |〈fi, gj〉|2 = λj . In particular, ∑i∈I ‖fi‖2 = trace S (= n if
{fi}i∈I is a Parseval frame). An important result is
Theorem 3.3. If {fi}i∈I is a frame for H with frame bounds A,B and P is
any orthogonal projection on H, then {Pfi}i∈I is a frame for PH with frame
bounds A,B.
Proof: For any f ∈ PH,∑
i∈I
|〈f, Pfi〉|2 =
∑
i∈I
|〈Pf, fi〉|2 =
∑
i∈I
|〈f, fi〉|2.

A fundamental result in frame theory was proved independently by Naimark
and Han/Larson [35, 54]. For completeness we include its simple proof.
Theorem 3.4. A family {fi}i∈I is a Parseval frame for a Hilbert space H if
and only if there is a containing Hilbert space H ⊂ ℓ2(I) with an orthonor-
mal basis {ei}i∈I so that the orthogonal projection P of ℓ2(I) onto H satisfies
P (ei) = fi for all i ∈ I.
Proof: The “only if” part is Theorem 3.3. For the “if” part, if {fi}i∈I is a
Parseval frame, then the synthesis operator T : ℓ2(I)→ H is a partial isometry.
So T ∗ is an isometry and we can associate H with T ∗H. Now, for all i ∈ I and
all g = T ∗f ∈ T ∗H we have
〈T ∗f, Pei〉 = 〈T ∗f, ei〉 = 〈f, Tei〉 = 〈f, fi〉 = 〈T ∗f, T ∗fi〉.
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It follows that Pei = T
∗fi for all i ∈ I. 
Now we can establish our Fundamental Principle II which basically states
that any bounded operator on a finite dimensional Hilbert space is really just
a multiple of a “piece” of a projection from a larger space.
Theorem 3.5 (Fundamental Principle II). Let Hn be an n-dimensional Hilbert
space with orthonormal basis {gi}ni=1. If T : Hn → Hn is any bounded linear
operator with ‖T‖ = 1, then there is a containing Hilbert space Hn ⊂ ℓM2
(M=2n-1) with an orthonormal basis {ei}Mi=1 so that the orthogonal projection
P from ℓM2 onto Hn satisfies:
Pei = Tgi, for all i = 1, 2, · · · , n.
Proof: Let S be the frame operator for the Bessel sequence {fi}ni=1 =
{Tgi}ni=1 having eigenvectors {xi}ni=1 with respective eigenvalues {λi}ni=1 where
1 = λ1 ≥ λ2 ≥ · · · ≥ λn. For i = 2, 3, · · · , n let hi =
√
(1− λi)xi. Then,
{fi}ni=1 ∪ {hi}ni=2 is a Parseval frame for H since for every f ∈ H we have
n∑
i=1
|〈f, fi〉|2 +
n∑
i=2
|〈f, hi〉|2 = 〈Sf, f〉+
n∑
i=2
(1− λi)|〈f, xi〉|2
=
n∑
i=1
λi|〈f, xi〉|2 +
n∑
i=2
(1− λi)|〈f, xi〉|2
=
n∑
i=1
|〈f, xi〉|2 = ‖f‖2.
Now, by Theorem 3.4, there is a containing Hilbert space ℓ2n−12 with an or-
thonormal basis {ei}2n−1i=1 so that the orthogonal projection P satisfies: Pei =
Tgi for i = 1, 2, · · · , n and Pei = hi for i = n+ 1, · · · , 2n− 1. 
For an introduction to frame theory we refer the reader to Christensen [35].
Weaver [80] established an important relationship between frames and KS
by showing that the following conjecture is equivalent to KS.
Conjecture 3.6. There are universal constants B ≥ 4 and ǫ > √B and an
r ∈ N so that the following holds: Whenever {fi}Mi=1 is a unit norm B-tight
frame for ℓn2 , there exists a partition {Aj}rj=1 of {1, 2, · · · ,M} so that for all
j = 1, 2, · · · , r and all f ∈ ℓn2 we have
(3.2)
∑
i∈Aj
|〈f, fi〉|2 ≤ (B − ǫ)‖f‖2.
In his work on time-frequency analysis, Feichtinger [32] noted that all of the
Gabor frames he was using (see Section 7) had the property that they could
be divided into a finite number of subsets which were Riesz basic sequences.
This led to the conjecture:
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Feichtinger Conjecture (FC). Every bounded frame (or equivalently, every
unit norm frame) is a finite union of Riesz basic sequences.
There is a significant body of work on this conjecture [10, 11, 32, 53]. Yet, it
remains open even for Gabor frames. In [25] it was shown that FC is equivalent
to the weak BT, and hence is implied by KS (See Section 5). In [31] it was
shown that FC is equivalent to KS (See Theorem 5.3). In fact, we now know
that KS is equivalent to the weak Feichtinger Conjecture: Every unit norm
Bessel sequence is a finite union of Riesz basic sequences (See Section 5). In
[30] it was shown that FC is equivalent to the following conjecture.
Conjecture 3.7. Every bounded Bessel sequence is a finite union of frame
sequences.
Let us mention two more useful equivalent formulations of KS due to Weaver
[80].
Conjecture 3.8 (KSr). There is a natural number r and universal constants
B and ǫ > 0 so that the following holds. Let {fi}Mi=1 be elements of ℓn2 with
‖fi‖ ≤ 1 for i = 1, 2, · · · ,M and suppose for every f ∈ ℓn2 ,
(3.3)
M∑
i=1
|〈f, fi〉|2 ≤ B‖f‖2.
Then, there is a partition {Aj}rj=1 of {1, 2, · · · , n} so that for all f ∈ ℓn2 and
all j = 1, 2, · · · , r, ∑
i∈Aj
|〈f, fi〉|2 ≤ (B − ǫ)‖f‖2.
Weaver [80] also shows that Conjecture KSr is equivalent to PC if we assume
equality in Equation 3.4 for all f ∈ ℓn2 . Weaver further shows that Conjecture
3.8 is equivalent to KS even if we strengthen its assumptions so as to require
that the vectors {fi}Mi=1 are of equal norm and that equality holds in 3.4, but
at great cost to our ǫ > 0.
Conjecture 3.9 (KSr
′). There exists universal constants B ≥ 4 and ǫ > √B
so that the following holds. Let {fi}Mi=1 be elements of ℓn2 with ‖fi‖ ≤ 1 for
i = 1, 2, · · · ,M and suppose for every f ∈ ℓn2 ,
(3.4)
M∑
i=1
|〈f, fi〉|2 = B‖f‖2.
Then, there is a partition {Aj}rj=1 of {1, 2, · · · , n} so that for all f ∈ ℓn2 and
all j = 1, 2, · · · , r, ∑
i∈Aj
|〈f, fi〉|2 ≤ (B − ǫ)‖f‖2.
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We now strengthen the assumptions in Fundamental Principle I, Conjecture
2.6.
Conjecture 3.10. There exist universal constants 0 < δ,
√
δ ≤ ǫ < 1 and
r ∈ N so that for all n and all orthogonal projections P on ℓn2 with δ(P ) ≤ δ
and ‖Pei‖ = ‖Pej‖ for all i, j = 1, 2, · · · , n, there is a paving {Aj}rj=1 of
{1, 2, · · · , n} so that ‖QAjPQAj‖ ≤ 1− ǫ, for all j = 1, 2, · · · , r.
Using Conjecture 3.9 we can see that KS is equivalent to Conjecture 3.10.
Theorem 3.11. KS is equivalent to Conjecture 3.10.
Proof: It is clear that Conjecture 2.6 (which is equivalent to KS) implies
Conjecture 3.10. So we assume that Conjecture 3.10 holds and we will show
that Conjecture 3.9 holds. Let {fi}Mi=1 be elements of Hn with ‖fi‖ = 1 for
i = 1, 2, · · · ,M and suppose for every f ∈ Hn,
(3.5)
M∑
i=1
|〈f, fi〉|2 = B‖f‖2,
where 1
B
≤ δ. It follows from Equation 3.5 that { 1√
B
fi}Mi=1 is an equal norm
Parseval frame and so there is a larger Hilbert space ℓM2 and a projection
P : ℓM2 → Hn so that Pei = fi for all i = 1, 2, · · · ,M . Now, ‖Pei‖2 =
〈Pei, ei〉 = 1B ≤ δ for all i = 1, 2, · · · ,M . So by Conjecture 3.10, there
is a paving {Aj}rj=1 of {1, 2, · · · ,M} so that ‖QAjPQAj‖ ≤ 1 − ǫ, for all
j = 1, 2, · · · , r. Now, for all 1 ≤ j ≤ r and all f ∈ ℓn2 we have:
‖QAjPf‖2 =
M∑
i=1
|〈QAjPf, ei〉|2 =
M∑
i=1
|〈f, PQAjei〉|2
=
1
B
∑
i∈Aj
|〈f, fi〉|2
≤ ‖QAjP‖2‖f‖2
= ‖QAjPQAj‖‖f‖2 ≤ (1− ǫ)‖f‖2.
It follows that for all f ∈ Hn we have∑
i∈Aj
|〈f, fi〉|2 ≤ (B − ǫB)‖f‖2.
Since ǫB >
√
B, we have verified Conjecture 3.9. 
We give one final formulation of KS in Hilbert space frame theory.
Theorem 3.12. The following are equivalent:
(1) The Paving Conjecture.
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(2) For every unit norm B-Bessel sequence {fi}Mi=1 in Hn and every ǫ > 0,
there exists r = f(B, ǫ) and a partition {Aj}rj=1 of {1, 2, · · · ,M} so that for
every j = 1, 2, · · · , r and all scalars {ai}i∈Aj we have∑
n∈Aj
|〈fn,
∑
n 6=m∈Aj
amfm〉|2 ≤ ǫ‖
∑
m∈Aj
amfm‖2.
Proof: (1)⇒ (2): Let G be the Gram operator for {fi}Mi=1. By PC, we can
partition {1, 2, · · · ,M} into {Aj}rj=1 so that for all j = 1, 2, · · · , r we have
‖PAj(G−D(G))QAj‖ ≤ ǫ.
Now, for any j = 1, 2, · · · , r and any scalars {am}m∈Aj we have∑
n∈Aj
|〈fn,
∑
n 6=m∈Aj
amfm〉|2 = ‖QAj(G−D(G))QAj(
∑
m∈Aj
amfm)‖2
≤ ǫ
∑
n∈Aj
|an|2
≤ ǫ
1− ǫ‖
∑
n∈Aj
anfn‖2,
where the last inequality follows from the Rǫ-Conjecture (actually, its proof
using PC, see section 4).
(2)⇒ (1): Given (2), we have
‖
∑
n∈Aj
anfn‖2 =
∑
n∈Aj
|an|2 +
∑
n 6=m∈Aj
anam〈fn, fm〉
=
∑
n∈Aj
|an|2 +
∑
n∈Aj
an〈fn,
∑
n 6=m∈Aj
amfm〉.
Using (2) we now compute:∣∣∣∣∣∣
∑
n∈Aj
an〈fn,
∑
n 6=m∈Aj
amfm〉
∣∣∣∣∣∣
2
≤
∑
n∈Aj
|an|2
∑
n∈Aj
|〈fn,
∑
n 6=m∈Aj
amfm〉|2
≤
∑
n∈Aj
|an|2
 · ǫ‖ ∑
m∈Aj
amfm‖2
≤
∑
n∈Aj
|an|2
 · ǫ · B ∑
n∈Aj
|an|2.
This is enough to verify the Rǫ-Conjecture (See Section 4). 
An important open problem in frame theory is:
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Problem 3.13. Classify the equal norm Parseval frames with special proper-
ties.
The special properties here could be translation invariance (Section 7), recon-
struction after erasures (Section 8), frames which decompose into good frame
sequences (see Section 8), etc. The idea here is to build up a “bookshelf” of
equal norm frames with special properties which can be used for applications
such as we have for wavelets. As we will see, this problem shows up in many
formulations of KS.
4. Kadison-Singer in Hilbert space theory
In this section we will see that KS is actually a fundamental result concern-
ing inner products. Recall that a family of vectors {fi}i∈I is a Riesz basic
sequence in a Hilbert space H if there are constants A,B > 0 so that for all
scalars {ai}i∈I we have:
A
∑
i∈I
|ai|2 ≤ ‖
∑
i∈I
aifi‖2 ≤ B
∑
i∈I
|ai|2.
We call
√
A,
√
B the lower and upper Riesz basis bounds for {fi}i∈I . If
ǫ > 0 and A = 1 − ǫ, B = 1 + ǫ we call {fi}i∈I an ǫ-Riesz basic sequence.
If ‖fi‖ = 1 for all i ∈ I this is a unit norm Riesz basic sequence. A natural
question is whether we can improve the Riesz basis bounds for a unit norm
Riesz basic sequence by partitioning the sequence into subsets. Formally:
Conjecture 4.1 (Rǫ-Conjecture). For every ǫ > 0, every unit norm Riesz
basic sequence is a finite union of ǫ-Riesz basic sequences.
The Rǫ-Conjecture was first stated in [32] where it was shown that KS
implies this conjecture. It was recently shown in [31] that KS is equivalent
to the Rǫ-Conjecture. We include this argument here since it demonstrates a
fundamental principle we will employ throughout this paper.
Theorem 4.2. The following are equivalent:
(1) The Paving Conjecture.
(2) If T : ℓ2 → ℓ2 is a bounded linear operator with ‖Tei‖ = 1 for all i ∈ I,
then for every ǫ > 0, {Tei}i∈I is a finite union of ǫ-Riesz basic sequences.
(3) The Rǫ-Conjecture.
Proof: (1) ⇒ (2): Fix ǫ > 0. Given T as in (2), let S = T ∗T . Since S
has ones on its diagonal, the (infinite form of the) Paving Conjecture gives
r = r(ǫ, ‖T‖) and a partition {Aj}rj=1 of I so that for every j = 1, 2, · · · , r we
have
‖QAj (I − S)QAj‖ ≤ δ‖I − S‖
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where δ = ǫ/(‖S‖+ 1). Now, for all f =∑i∈I aiei we have
‖
∑
i∈Aj
aiTei‖2 = ‖TQAjf‖2
= 〈TQAjf, TQAjf〉
= 〈T ∗TQAjf,QAjf〉
= 〈QAjf,QAjf〉 − 〈QAj(I − S)QAjf,QAjf〉
≥ ‖QAjf‖2 − δ‖I − S‖‖QAjf‖2
≥ (1− ǫ)‖QAjf‖2 = (1− ǫ)
∑
i∈Aj
|ai|2.
Similarly, ‖∑i∈Aj aiTei‖2 ≤ (1 + ǫ)∑i∈Aj |ai|2.
(2)⇒ (3): This is obvious.
(3)⇒ (1): Let T ∈ B(ℓ2) with Tei = fi and ‖fi‖ = 1 for all i ∈ I. We need
to show that the Gram operator G of {fi}i∈I is pavable. Fix 0 < δ < 1 and
let ǫ > 0. Let gi =
√
1− δ2fi ⊕ δei ∈ ℓ2 ⊕ ℓ2. Then ,‖gi‖ = 1 for all i ∈ I and
for all scalars {ai}i∈I
δ
∑
i∈I
|ai|2 ≤ ‖
∑
i∈I
aigi‖2 = (1− δ2)‖
∑
i∈I
aiTei‖2 + δ2
∑
i∈I
|ai|2
≤ [(1− δ2)‖T‖2 + δ2]∑
i∈I
|ai|2.
So {gi}i∈I is a unit norm Riesz basic sequence and 〈gi, gk〉 = (1 − δ2)〈fi, fk〉
for all i 6= k ∈ I. By the Rǫ-Conjecture, there is a partition {Aj}rj=1 so that
for all j = 1, 2, · · · , r and all f =∑i∈I aiei,
(1− ǫ)
∑
i∈Aj
|ai|2 ≤ ‖
∑
i∈Aj
aigi‖2 = 〈
∑
i∈Aj
aigi,
∑
k∈Aj
akgk〉
=
∑
i∈Aj
|ai|2‖gi‖2 +
∑
i6=k∈Aj
aiak〈gi, gk〉
=
∑
i∈Aj
|ai|2 + (1− δ2)
∑
i6=k∈Aj
aiak〈fi, fk〉
=
∑
i∈Aj
|ai|2 + (1− δ2)〈QAj (G−D(G))QAjf, f〉
≤ (1 + ǫ)
∑
i∈Aj
|ai|2.
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Subtracting
∑
i∈Aj |ai|2 through the inequality yields,
−ǫ
∑
i∈Aj
|ai|2 ≤ (1− δ2)〈QAj (G−D(G))QAjf, f〉 ≤ ǫ
∑
i∈Aj
|ai|2.
That is,
(1− δ2)|〈QAj(G−D(G))QAjf, f〉| ≤ ǫ‖f‖2.
Since QAj(G−D(G))QAj is a self-adjoint operator, we have (1− δ2)‖QAj (G−
D(G))QAj‖ ≤ ǫ. That is, (1− δ2)G (and hence G) is pavable. 
Remark 4.3. The proof of (3) ⇒ (1) of Theorem 4.2 illustrates a standard
method for turning conjectures about unit norm Riesz basic sequences {gi}i∈I
into conjectures about unit norm Bessel sequences {fi}i∈I . Namely, given
{fi}i∈I and 0 < δ < 1, let gi =
√
1− δ2fi ⊕ δei ∈ ℓ2(I) ⊕ ℓ2(I). Then,
{gi}i∈I is a unit norm Riesz basic sequence and for δ small enough, gi is close
enough to fi to pass inequalities from {gi}i∈I to {fi}i∈I .
It follows from Remark 2.1 that we can finite-dimensionalize the result in
Theorem 4.2.
Conjecture 4.4. For every ǫ > 0 and every T ∈ B(ℓn2 ) with ‖Tei‖ = 1 for
i = 1, 2, · · · , n there is an r = r(ǫ, ‖T‖) and a partition {Aj}rj=1 of {1, 2, · · · , n}
so that for all j = 1, 2, · · · , r and all scalars {ai}i∈Aj we have
(1− ǫ)
∑
i∈Aj
|ai|2 ≤ ‖
∑
i∈Aj
aiTei‖2 ≤ (1 + ǫ)
∑
i∈Aj
|ai|2.
By Remark 4.3, we can reformulate Conjecture 4.4 into a statement about
unit norm Riesz basic sequences.
One advantage of the Rǫ-Conjecture is that it can be shown to students right
at the beginning of a course in Hilbert spaces. We note that this conjecture
fails for equivalent norms on a Hilbert space. For example, if we renorm
ℓ2 by letting |{ai}| = ‖ai‖ℓ2 + supi |ai|, then the Rǫ-Conjecture fails for this
equivalent norm. To see this, let fi = (e2i + e2i+1)/(
√
2 + 1) where {ei}i∈N is
the unit vector basis of ℓ2. This is now a unit norm Riesz basic sequence, but
no infinite subset satisfies the Rǫ-Conjecture. To check this, let J ⊂ N with
|J | = n and ai = 1/
√
n for i ∈ J . Then,
|
∑
i∈J
aifi| = 1√
2 + 1
(√
2 +
1√
n
)
.
Since the norm above is bounded away from one for n ≥ 2, we cannot satisfy
the requirements of the Rǫ-Conjecture. It follows that a positive solution to
KS would imply a fundamental new result concerning “inner products”, not
just norms. Actually, the Rǫ-Conjecture is way too strong for proving KS. As
we will see, having either the upper inequality or the lower inequality hold is a
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sufficient enough assumption to prove KS - and for each of these we just need
a universal constant to work instead of 1− ǫ or 1 + ǫ.
Using Conjecture 3.6 we can show that the following conjecture is equivalent
to KS:
Conjecture 4.5. There is a universal constant 1 ≤ D so that for all T ∈ B(ℓn2 )
with ‖Tei‖ = 1 for all i = 1, 2, · · · , n, there is an r = r(‖T‖) and a partition
{Aj}rj=1 of {1, 2, · · · , n} so that for all j = 1, 2, · · · , r and all scalars {ai}i∈Aj
‖
∑
i∈Aj
aiTei‖2 ≤ D
∑
i∈Aj
|ai|2.
Theorem 4.6. Conjecture 4.5 is equivalent to KS.
Proof: Since Conjecture 4.4 clearly implies Conjecture 4.5, we just need to
show that Conjecture 4.5 implies Conjecture 3.6. So, chooseD as in Conjecture
4.5 and choose B ≥ 4 and ǫ > √B so that D ≤ B − ǫ. Let {fi}i∈I be a unit
norm B tight frame for ℓn2 . If Tei = fi is the synthesis operator for this frame,
then ‖T‖2 = ‖T ∗‖2 = B. So by Conjecture 4.5, there is an r = r(‖B‖) and a
partition {Aj}rj=1 of {1, 2, · · · , n} so that for all j = 1, 2, · · · , r and all scalars
{ai}i∈Aj
‖
∑
i∈Aj
aiTei‖2 = ‖
∑
i∈Aj
aifi‖2 ≤ D
∑
i∈Aj
|ai|2 ≤ (B − ǫ)
∑
i∈Aj
|ai|2.
So ‖TQAj‖2 ≤ B − ǫ and for all f ∈ ℓn2∑
i∈Aj
|〈f, fi〉|2 = ‖(QAjT )∗f‖2 ≤ ‖TQAj‖2‖f‖2 ≤ (B − ǫ)‖f‖2.
This verifies that Conjecture 3.6 holds and so KS holds. 
Remark 4.3 and Conjecture 4.5 show that we only need any universal upper
bound in the Rǫ-Conjecture to hold to get KS.
5. Kadison-Singer in Banach space theory
In this section we state a fundamental theorem of Bourgain and Tzafriri
called the restricted invertibility principle. This theorem led to the (strong
and weak) Bourgain-Tzafriri Conjectures. We will see that these conjectures
are equivalent to KS.
In 1987, Bourgain and Tzafriri [16] proved a fundamental result in Banach
space theory known as the restricted invertibility principle.
Theorem 5.1 (Bourgain-Tzafriri). There are universal constants A, c > 0
so that whenever T : ℓn2 → ℓn2 is a linear operator for which ‖Tei‖ = 1,
for 1 ≤ i ≤ n, then there exists a subset σ ⊂ {1, 2, · · · , n} of cardinality
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|σ| ≥ cn/‖T‖2 so that for all j = 1, 2, · · · , n and for all choices of scalars
{aj}j∈σ,
‖
∑
j∈σ
ajTej‖2 ≥ A
∑
j∈σ
|aj|2.
Theorem 5.1 gave rise to a problem in the area which has received a great
deal of attention [17, 31, 32].
Bourgain-Tzafriri Conjecture (BT). There is a universal constant A > 0
so that for every B > 1 there is a natural number r = r(B) satisfying: For
any natural number n, if T : ℓn2 → ℓn2 is a linear operator with ‖T‖ ≤ B
and ‖Tei‖ = 1 for all i = 1, 2, · · · , n, then there is a partition {Aj}rj=1 of
{1, 2, · · · , n} so that for all j = 1, 2, · · · , r and all choices of scalars {ai}i∈Aj
we have:
‖
∑
i∈Aj
aiTei‖2 ≥ A
∑
i∈Aj
|ai|2.
It had been “folklore” for years that KS and BT must be equivalent. But no
one was quite able to actually give a proof of this fact. Recently, Casazza and
Vershynin [32] gave a formal proof of the equivalence of KS and BT. Sometimes
BT is called strong BT since there is a weakening of it called weak BT. In
weak BT we allow A to depend upon the norm of the operator T . A significant
amount of effort has been invested in trying to show that strong and weak BT
are equivalent [10, 25, 32]. Recently, Casazza and Tremain [31] proved this
equivalence by showing that these results are all equivalent to yet another
conjecture.
Conjecture 5.2. There exists a constant A > 0 and a natural number r
so that for all natural numbers n, if T : ℓn2 → ℓn2 with ‖Tei‖ = 1 for all
i = 1, 2, · · · , n and ‖T‖ ≤ 2, there is a partition {Aj}rj=1 of {1, 2, · · · , n} so
that for all j = 1, 2, · · · , r and all scalars {ai}i∈Aj we have
‖
∑
i∈Aj
aiTei‖2 ≥ A
∑
i∈Aj
|ai|2.
The proof of the following theorem from [31] demonstrates how we will use
our two Fundamental Principles.
Theorem 5.3. The following are equivalent:
(1) The Kadison-Singer Problem.
(2) The (strong) BT.
(3) The (weak) BT.
(4) Conjecture 5.2
(5) The Feichtinger Conjecture.
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Proof: (1)⇒ (2): By the Rǫ-Conjecture, KS implies (strong) BT.
It is clear that (2)⇒ (3)⇒ (4).
(4) ⇒ (1): It suffices to show that Conjecture 5.2 implies Conjecture 2.6.
Let r, A satisfy Conjecture 5.2. Fix 0 < δ ≤ 3/4 and let P be an orthogonal
projection on ℓn2 with δ(P ) ≤ δ (notation from Section 1). Now, 〈Pei, ei〉 =
‖Pei‖2 ≤ δ implies ‖(I − P )ei‖2 ≥ 1 − δ ≥ 14 . Define T : ℓn2 → ℓn2 by
Tei = (I − P )ei/‖(I − P )ei‖. For any scalars {ai}ni=1 we have
‖
n∑
i=1
aiTei‖2 = ‖
n∑
i=1
ai
‖(I − P )ei‖(I − P )ei‖
2
≤
n∑
i=1
∣∣∣∣ ai‖(I − P )ei‖
∣∣∣∣2
≤ 4
n∑
i=1
|ai|2.
So ‖Tei‖ = 1 and ‖T‖ ≤ 2. By Conjecture 5.2, there is a partition {Aj}rj=1 of
{1, 2, · · · , n} so that for all j = 1, 2, · · · , r and all scalars {ai}i∈Aj we have
‖
∑
i∈AJ
aiTei‖2 ≥ A
∑
i∈Aj
|ai|2.
Hence,
‖
∑
i∈Aj
ai(I − P )ei‖2 = ‖
∑
i∈Aj
ai‖(I − P )ei‖Tei‖2
≥ A
∑
i∈Aj
|ai|2‖(I − P )ei‖2
≥ A
4
∑
i∈Aj
|ai|2.
It follows that for all scalars {ai}i∈Aj ,∑
i∈Aj
|ai|2 = ‖
∑
i∈Aj
aiPei‖2 + ‖
∑
i∈Aj
ai(I − P )ei‖2
≥ ‖
∑
i∈Aj
aiPei‖2 + A
4
∑
i∈Aj
|ai|2.
Now, for all f =
∑n
i=1 aiei
‖PQAjf‖2 = ‖
∑
i∈Aj
aiPei‖2 ≤ (1− A
4
)
∑
i∈Aj
|ai|2.
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Thus,
‖QAjPQAj‖ = ‖PQAj‖2 ≤ 1−
A
4
.
So Conjecture 2.6 holds.
(1) ⇒ (5): Since every unit norm frame {fi}i∈I has the property that the
operator T (ei) = fi is bounded where {ei}i∈I is an orthonormal basis for H, it
follows that from Theorem 4.2 that PC implies FC.
(5) ⇒ (4): This arguement comes from [25]. We will prove the contra-
positive. So we assume that (4) fails. Then for every M ∈ N and for every
A > 0 there is an n = n(M,A) ∈ N, a finite dimensional Hilbert space H
and a Bessel sequence {fi}ni=1 in H with Bessel constant 2 and ‖fi‖ = 1, for
all 1 ≤ i ≤ n, and whenever we partition {1, 2, · · · , n} into sets {Ij}Mj=1, then
there exists some 1 ≤ ℓ ≤M and a set of scalars {ai}i∈Iℓ with
‖
∑
i∈Iℓ
aifi‖2 ≤ A
∑
i∈Iℓ
|ai|2.
Now, for each k ∈ N, we can choose a finite dimensional Hilbert space Hk of
dimension, say mk, and letting M = k and A = 1/k above we can choose nk =
n(k, 1/k) and {fki }nki=1 satisfying the above conditions. Let H = (
∑⊕Hk)ℓ2
and consider {fki }nk ,∞i=1,k=1 as elements of H . For each k ∈ N, let {eki }mki=1 be
an orthonormal basis for Hk and consider {eki }mk ,∞i=1,k=1 as elements of H . Since
{eki }mk ,∞i=1,k=1 is an orthonormal bais for H , the family {fki }nk ,∞i=1,k=1 ∪ {eki } mk ,∞i=1,k=1
is a family of norm one vectors in H with Bessel bound 3 and lower frame
bound ≥ 1 and hence forms a frame for H . Fix M,A > 0 and assume we
can partition this frame into M sets of Riesz basic sequences each with lower
Riesz basis bound A. In particular, we can partition {fki }nk ,∞i=1,k=1 intoM sets of
Riesz basic sequences each with lower Riesz basis bound A. But, for all k with
k ≥ M and 1/k ≤ A, {fki }nki=1 cannot be partitioned into M sets each with
lower Riesz basis bound ≥ A, and hence {fki }nk ,∞i=1,k=1 cannot be partitioned this
way. This shows that (5) fails. 
Finally, let us note that Remark 4.3 and BT imply that KS is equivalent
to just the lower inequality in the Rǫ-Conjecture and even without the lower
constant having to be close to one.
6. Kadison-Singer in harmonic analysis
In this section, we present a detailed study of the Paving Conjecture for
Toeplitz operators, reducing this problem to an old and fundamental problem
in Harmonic Analysis. Given φ ∈ L∞([0, 1]), the corresponding Toeplitz op-
erator is Tφ : L
2[0, 1]→ L2[0, 1], Tφ(f) = f ·φ. In the 1980’s, much effort was
put into showing that the class of Toeplitz operators satisfies the Paving Con-
jecture (see Berman, Halpern, Kaftal and Weiss [12, 56, 55, 57]) during which
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time the uniformly pavable operators were classified and it was shown that Tφ
is pavable if φ is Riemann integrable [56]. In Section 6.1 we will reduce the
conjecture to a fundamental question in harmonic analysis and find the weak-
est conditions which need to be established to verify PC. In Section 6.2 we give
harmonic analysis classifications of the Uniform Paving Property for Toeplitz
operators and for the Uniform Feichtinger Conjecture. As a consequence,
we will discover a surprising universal identity for all functions f ∈ L2[0, 1].
Throughout this section we will use the following notation.
Notation: If I ⊂ Z, we let S(I) denote the L2([0, 1])-closure of the span of
the exponential functions with frequencies taken from I:
S(I) = cl(span{e2πint}n∈I).
6.1. The Paving Conjecture for Toeplitz operators. A deep and fun-
damental question in Harmonic Analysis is to understand the distribution of
the norm of a function f ∈ S(I). It is known (Proposition 6.5) if that if
[a, b] ⊂ [0, 1] and ǫ > 0, then there is a partition of Z into arithmetic pro-
gressions Aj = {nr + j}n∈Z, 0 ≤ j ≤ r − 1 so that for all f ∈ S(Aj) we
have
(1− ǫ)(b− a)‖f‖2 ≤ ‖f · χ[a,b]‖2 ≤ (1 + ǫ)(b− a)‖f‖2.
What this says is that the functions in S(Aj) have their norms nearly uniformly
distributed across [a, b] and [0, 1] \ [a, b]. The central question is whether such
a result is true for arbitrary measurable subsets of [0, 1] (but it is known that
the partitions can no longer be arithmetic progressions [18, 56, 57]). If E is a
measurable subset of [0, 1], let PE denote the orthogonal projection of L
2[0, 1]
onto L2(E), that is, PE(f) = f · χE . The fundamental question here is then
Conjecture 6.1. If E ⊂ [0, 1] is measurable and ǫ > 0 is given, there is a
partition {Aj}rj=1 of Z so that for all j = 1, 2, · · · , r and all f ∈ S(Aj)
(6.1) (1− ǫ)|E|‖f‖2 ≤ ‖PE(f)‖2 ≤ (1 + ǫ)|E|‖f‖2.
Despite the many deep results in the field of Harmonic Analysis, almost
nothing is known about the distribution of the norms of functions coming
from the span of a finite subset of the characters, except that this question
has deep connections to Number Theory [18] (Also, see Theorem 7.11). Very
little progress has ever been made on Conjecture 6.1 except for a specialized
result of Bourgain and Tzafriri [17]. Any advance on this problem would have
broad applications throughout the field.
To this day, the Paving Conjecture for Toeplitz operators remains a deep
mystery. The next theorem (from [31]) helps explain why so little progress has
been made on KS for Toeplitz operators — this problem is in fact equivalent to
Conjecture 6.1. Because this result is fundamental for the rest of this section,
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we will give the proof from [31]. To prove the theorem we will first look at the
decomposition of Toeplitz operators of the form PE.
Proposition 6.2. If E ⊂ [0, 1] and A ⊂ Z then for every f ∈ L2[0, 1] we have
‖PEQAf‖2 = |E|‖QAf‖2 + 〈QA(PE −D(PE))QAf, f〉,
where QA is the orthogonal projection of L
2[0, 1] onto S(A).
Proof: For any f =
∑
n∈Z ane
2πint ∈ L2[0, 1] we have
‖PEQAf‖2 = 〈PEQAf, PEQAf〉 = 〈
∑
n∈A
anPE(e
2πint),
∑
m∈A
amPE(e
2πimt)〉
=
∑
n∈A
|an|2‖χE · e2πint‖2 +
∑
n 6=m∈A
anam〈PEe2πint, e2πimt〉
= |E|
∑
n∈A
|an|2 + 〈(PE −D(PE))
∑
n∈A
ane
2πint,
∑
n∈A
ane
2πint〉
= |E|‖QAf‖2 + 〈QA(PE −D(PE))QAf, f〉.

Now we are ready for the theorem from [31].
Theorem 6.3. The following are equivalent:
(1) Conjecture 6.1.
(2) For every measurable E ⊂ [0, 1], the Toeplitz operator PE satisfies PC.
(3) All Toeplitz operators satisfy PC.
Proof: (2) ⇔ (3): This follows from the fact that the class of pavable
operators is closed and the class of Toeplitz operators are contained in the
closed linear span of the Toeplitz operators of the form PE. That is, an ar-
bitrary bounded measurable function on [0, 1] may be essentially uniformly
approximated by simple functions.
(1) ⇔ (2): By Proposition 6.2, Conjecture 6.1 holds if and only if for all
ǫ > 0, there exists a partition {Aj}rj=1 such that
(1− ǫ)|E|‖QAjf‖2 ≤ |E|‖QAjf‖2 + 〈QAj(PE −D(PE)QAjf, f〉
≤ (1 + ǫ)|E|‖QAjf‖2
for all j = 1, 2, · · · , r and all f ∈ L2[0, 1].
Subtracting like terms through the inequality yields that this inequality is
equivalent to
(6.2) |〈QAj(PE −D(PE)QAjf, f〉| ≤ ǫ|E|‖QAjf‖2.
Since QAj (PE − D(PE)QAj is a self-adjoint, Equation 6.2 is equivalent to
‖QAj(PE −D(PE)QAj‖ ≤ ǫ|E|, and so PE is pavable. 
Next we state a useful result from [68].
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Proposition 6.4. Suppose that λ1, λ2 · · · , λN are distinct real numbers, and
suppose that δ > 0 is chosen so that |λm− λn| ≥ δ whenever n 6= m. Then for
any coefficients {an}Nn=1, and any T > 0 we have∫ T
0
|
N∑
n=1
ane
2πiλnt|2dt =
(
T +
θ
δ
) N∑
n=1
|an|2,
for some θ with −1 ≤ θ ≤ 1.
As an immediate consequence of 6.4 we have
Proposition 6.5. Conjecture 6.1 holds for intervals. Moreover, we can use a
partition of Z made up of arithmetic progressions.
We next show that a significantly weaker conjecture than Conjecture 6.1 is
equivalent to PC for Toeplitz operators. It is clear that this is the weakest
inequality we can have and still get PC.
Conjecture 6.6. There is a universal constant 0 < K so that for any measur-
able set E ⊂ [0, 1] there is a partition {Aj}rj=1 of Z so that for every f ∈ S(Aj)
we have ‖PEf‖2 ≤ K|E|‖f‖2.
Now we will see that Conjecture 6.6 is equivalent to PC for Toeplitz opera-
tors.
Proposition 6.7. Conjecture 6.6 is equivalent to Conjecture 6.1.
Proof: Conjecture 6.1 clearly implies Conjecture 6.6. Assuming Conjec-
ture 6.6 holds, fix ǫ > 0 and a measurable set E ⊂ [0, 1]. Choose intervals
{[ak, bk]}∞k=1 so that
E ⊂
∞⋃
k=1
[ak, bk],
and ∣∣∣∣∣
∞∑
k=1
(bk − ak)− |E|
∣∣∣∣∣ < ǫ|E|3K .
Next, choose N so that
∞∑
k=N+1
(bk − ak) < ǫ|E|
3K
,
and let
F =
N⋃
k=1
[ak, bk], E1 = E ∩ F, E2 = E \E1.
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Note that
|F \ E1| ≤
∣∣∣∣∣(F \ E1) ∪
( ∞⋃
k=N+1
[ak, bk] \ E2
)∣∣∣∣∣ ≤
∣∣∣∣∣
∞⋃
k=1
[ak, bk] \ E
∣∣∣∣∣ < ǫ|E|3 .
By Conjecture 6.6, we can partition Z into {Aj}rj=1 so that for each j and all
f ∈ S(Aj) we have
‖PE2f‖2 ≤ K|E2|‖f‖2,
and
‖PF\E1f‖2 ≤ K|F \ E1|‖f‖2.
Since E2 ⊂
∞⋃
k=N+1
[ak, bk], for every f ∈ S(Aj) we have
‖PE2f‖2 ≤ K
ǫ|E|
3K
‖f‖2 = ǫ|E|
3
‖f‖2.
Fix 1 ≤ j ≤ r. By Proposition 6.5, there is a partition {Bk}Mjk=1 of Aj so that
for every f ∈ S(Bk) we have
(|F | − ǫ|E|
3
)‖f‖2 ≤ ‖PFf‖2 ≤ (|F |+ ǫ|E|
3
)‖f‖2.
Now, for every f ∈ S(Bk) we have
‖PEf‖2 ≤ ‖PE1f‖2 + ‖PE2f‖2
≤ ‖PFf‖2 + ǫ|E|
3
‖f‖2
≤ (|F |+ ǫ|E|
3
)‖f‖2 + ǫ|E|
3
‖f‖2
≤
N∑
k=1
(bk − ak)‖f‖2 + 2ǫ|E|
3
‖f‖2
≤ (|E|+ ǫ|E|
3K
)‖f‖2 + 2ǫ|E|
3
‖f‖2
= (1 + ǫ)|E|‖f‖2,
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where, without loss of generality, we have assumed K > 1. For the other
direction, we note that PFf = PE1f + PF\E1f and PE1f ⊥ PF\E1f and so
‖PEf‖2 ≥ ‖PE1f‖2 = ‖PFf‖2 − ‖PF\E1f‖2
≥ (|F | − ǫ|E|
3
)‖f‖2 − ǫ|E|
3
‖f‖2
≥ (|E| − ǫ|E|
3
− 2ǫ|E|
3
)‖f‖2
= (1− ǫ)|E|‖f‖2.

We next present several equivalent formulations of a slightly weaker conjec-
ture.
Conjecture 6.8. Suppose E ⊂ [0, 1] with 0 < |E|. There is a partition
{Aj}rj=1 of Z so that for all j = 1, 2, · · · , r, PE is an isomorphism of S(Aj)
onto its range.
Definition 6.9. We say the Toeplitz operator Tφ satisfies the Feichtinger Con-
jecture if there is a partition {Aj}rj=1 of Z so that {Tφe2πint}n∈Aj is a Riesz
basic sequence for every j = 1, 2, · · · , r.
Conjecture 6.8 is equivalent to all Toeplitz operators satisfying the Fe-
ichtinger Conjecture. That is, for any Toeplitz operator Tφ, {Tφe2πint}n∈Z
is a finite union of Riesz basic sequences.
Theorem 6.10. The following are equivalent:
(1) The Feichtinger Conjecture for Toeplitz operators.
(2) The Feichtinger Conjecture for PE for every measurable set E ⊂ [0, 1]
with 0 < |E|.
(3) Conjecture 6.8.
Proof: (1)⇒ (2): This is obvious.
(2)⇒ (3): If E is a measurable subset of [0, 1] with 0 < |E| and we assume
(2), then there is a partition {Aj}rj=1 of Z and a constant 0 < A so that
{PEe2πint}n∈Aj is a Riesz basic sequence for all j = 1, 2, · · · , r with lower Riesz
basis bound A. Hence, for every j = 1, 2, · · · , r and every f =∑n∈Aj ane2πint
we have
‖PEf‖2 = ‖
∑
n∈Aj
anPEe
2πint‖2 ≥ A2
∑
n∈Aj
|an|2 = A2‖f‖2.
(3)⇒ (1): Let Tφ be a non-zero Toeplitz operator on L2[0, 1]. Choose ǫ > 0
and a measurable set E ⊂ [0, 1] with |E| > 0 so that |φ(t)| ≥ ǫ for all t ∈ E.
By our assumption (3), there is a partition {Aj}rj=1 of Z so that PE is an
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isomorphism of S(Aj) onto its range with, say, lower isomorphism bound A.
That is, for all j = 1, 2, · · · , r and all {an}n∈Aj we have
‖
∑
n∈Aj
anTφe
2πint‖2 =
∫ 1
0
|
∑
n∈Aj
ane
2πint|2|φ(t)|2 dt
≥
∫ 1
0
|
∑
n∈Aj
ane
2πint|2ǫ2|χE|2 dt
≥ ǫ2‖PE
∑
n∈Aj
ane
2πint‖2
≥ ǫ2A2
∑
|an|2.

At this time we do not know if the Feichtinger Conjecture for Toeplitz
operators is equivalent to PC for Toeplitz operators. The main problem here is
that we do not have an equivalent form of Fundamental Principle I (Conjecture
2.6) for Toeplitz operators.
There is some evidence for believing that Conjecture 6.8 might be true since
a weaker version of it holds as we see in the next result.
Proposition 6.11. Assume E ⊂ [0, 1] with 0 < |E|. Then, there is a partition
{Aj}rj=1 of Z so that for every j = 1, 2, · · · , r if f ∈ S(Aj) and f |E = 0 then
f = 0.
Proof: We actually prove a stronger result, namely that there is a single
partition that works for all measurable sets E. In particular, let A1 = N∪{0}
and A2 = Z \ A1. Now, if f ∈ S(A1) then log |f | ∈ L1[0, 1] (See Duran [43],
Page 16) and so f 6= 0 on any set of positive measure. A similar argument
(applied to the complex conjugate of f) applies in the case where f ∈ S(A2).

We end this section with one more equivalence of PC for Toeplitz operators.
Proposition 6.12. For a Toeplitz operator Tg the following are equivalent:
(1) Tg satisfies PC.
(2) For every ǫ > 0 there is a partition {Aj}rj=1 of Z so that for every
j = 1, 2, · · · , r and for every f ∈ S(Aj) we have:
‖f‖(‖g‖ − ǫ) ≤ ‖f · g‖ ≤ ‖f‖(‖g‖+ ǫ).
Proof: (1) ⇒ (2): If Tg has the Paving Property, then Conjecture 6.6
(and hence Conjecture 6.1) holds. Fix ǫ > 0. Choose a simple function
h =
∑M
k=1 akχEk such that |g− h| < ǫ almost everywhere, where, without loss
of generality, the sets Ek are mutually disjoint. By Conjecture 6.1, there is a
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partition {Aj}rj=1 of Z so that for all j = 1, 2, · · · , r and for all f ∈ S(Aj) we
have
‖f‖2
(
|Ek| − δ∑M
k=1 |ak|2
)
≤ ‖f · χEk‖2 ≤ ‖f‖2
(
|Ek|+ δ∑M
k=1 |ak|2
)
for all k = 1, . . . ,M . Now,
‖f · h‖2 = ‖
M∑
k=1
akf · χEk‖2
=
M∑
k=1
|ak|2‖f · χEk‖2
≤
M∑
k=1
|ak|2‖f‖2
(
|Ek|+ δ∑M
k=1 |ak|2
)
≤ ‖f‖2
(
M∑
k=1
|ak|2|Ek|+ δ
)
= ‖f‖2(‖h‖2 + δ).
Similarly,
‖f · h‖2 ≥ ‖f‖2(‖h‖2 − δ).
Hence, for δ > 0 small enough we have
‖f · g‖ ≤ ‖f · h‖+ ‖f · (g − h)‖
≤ ‖f‖
√
‖h‖2 + δ + ‖f‖δ
≤ ‖f‖
(√
(‖g‖+ δ)2 + δ + δ
)
≤ ‖f‖
√
‖g‖2 + ǫ.
Thus,
‖f · g‖2 ≤ ‖f‖2(‖g‖2 + ǫ).
Similarly,
‖f · g‖2 ≥ ‖f‖2(‖g‖2 − ǫ).
(2)⇒ (1): This is immediate from Conjecture 6.1, and Theorem 6.3. 
6.2. The Uniform Paving Property. In this section we will classify the
Toeplitz operators which have the uniform paving property and the uniform
Feichtinger property.
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Definition 6.13. A Toeplitz operator Tg has the uniform paving property if for
every ǫ > 0, there is a K ∈ N so that if Ak = {nK + k}n∈Z for 0 ≤ k ≤ K − 1
then
‖PAk(Tg −D(Tg))PAk‖ < ǫ.
Definition 6.14. A Toeplitz operator Tg has the uniform Feichtinger property
if there is a K ∈ N so that if Ak = {nK + k}n∈Z for 0 ≤ k ≤ K − 1, then
{Tge2πint}n∈Ak is a Riesz basic sequence for all k = 0, 1, · · · , K − 1.
Halpern, Kaftal and Weiss [56] made a detailed study of the uniform paving
property and in particular they showed that Tφ is uniformly pavable if φ is a
Riemann integrable function. As we saw in Section 6.1, the uniform paving
property is really a fundamental question in harmonic analysis. In this section
we will give classifications of the Toeplitz operators having the uniform paving
property and those having the uniform Feichtinger property. Our approach
will be of a harmonic analysis flavor and will lead to a new identity which
holds for all f ∈ L2[0, 1].
Notation 6.15. For all g ∈ L2[0, 1], K ∈ N and any 0 ≤ k ≤ K − 1 we let
gKk (t) =
∑
n∈Z
〈g, e2πi(nK+k)t〉e2πi(nK+k)t.
Also,
gK(t) =
1
K
K−1∑
k=0
|g(t− k
K
)|2.
The main theorems of this section are:
Theorem 6.16. Let g ∈ L∞[0, 1] and Tg the Toeplitz operator of multiplication
by g. The following are equivalent:
(1) Tg has uniform PC.
(2) There is an increasing sequence of natural numbers {Kn} so that
lim
n→∞
1
Kn
Kn−1∑
k=0
|g(t− k
Kn
)|2 = ‖g‖2 a.e.
uniformly over t. That is, for every ǫ > 0 there is a K ∈ N so that
| 1
K
K−1∑
k=0
|g(t− k
K
)|2 − ‖g‖2| < ǫ a.e.
Theorem 6.17. Let g ∈ L∞([0, 1]) and Tg the Toeplitz operator of multiplica-
tion by g. The following are equivalent:
(1) Tg has the uniform Feichtinger property.
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(2) There is a natural number K ∈ N and an ǫ > 0 so that
1
K
K−1∑
k=0
|g(t− k
K
)|2 ≥ ǫ a.e.
(3) There is an ǫ > 0 and K measurable sets
Ek ⊂ [ k
K
,
k + 1
K
], for all 0 ≤ k ≤ K − 1,
satisfying:
(a) The sets {Ek − kK}K−1k=0 are disjoint in [0, 1K ].
(b)
K−1⋃
k=0
(Ek − k) = [0, 1
K
].
(c) |g(t)| ≥ ǫ on
K−1⋃
k=0
Ek.
With a little effort we can recover the Halpern, Kaftal and Weiss result [56].
Corollary 6.18. For all Riemann integrable functions φ, the Toeplitz operator
Tφ satisfies the uniform paving property. If |g| ≥ ǫ > 0 on an interval then g
has the uniform Feichtinger property. Hence, if g is continuous at one point
and is not zero at that point, then g has the uniform Feichtinger property.
Examples of Toeplitz operators failing uniform pavability were given in [18,
56].
Example 6.19. An example of a Toeplitz operator which fails the uniform
Feichtinger property.
Proof: Choose 0 < an so that
∑
nan < 1. For each n, choose
Fn ⊂ [0, 1
n
], with |Fn| = an.
Let
En =
n−1⋃
k=0
(Fn +
k
n
), and E =
∞⋃
n=0
En.
Now,
|E| ≤
∑
n
|En| =
∑
nan < 1.
It is easily seen that Ec contains no intervals. If g = χEc , then for all K ∈ Z
we have
K−1∑
k=0
|g(t− k
K
)|2 = 0, on EK .
So uniform Feichtinger fails. 
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Example 6.20. There is an open set F ⊂ [0, 1] so that for g = χF the Toeplitz
operator Tg fails the uniform paving property.
Proof: Let g = χF where F is the set given in Example 6.19. Let Fn be the
sets given in that example also. Then F is an open set with |F | < 1 and for
all K ∈ N we have
1
K
K−1∑
k=0
|g(t− k
K
)|2 = 1, for all t ∈ Fn.
Hence, Tg fails uniform paving by Corollary 4.5. 
Example 6.21. There is a g ∈ L2[0, 1] so that the Toeplitz operator Tg has
the uniform Feichtinger property but fails the uniform paving property.
Proof: Choose a measurable set F ⊂ [0, 1/2] with χF failing uniform paving
and let E = F ∪ [1/2, 1]. By Corollary 6.18 PE has the uniform Feichtinger
property but still fails uniform paving. 
In order to prove Theorems 6.16 and 6.17, we will need to do some prelimi-
nary work. Parts (1), (2) of this proposition were done originally by Halpern,
Kaftal and Weiss [56], Lemma 3.4.
Proposition 6.22. For any g ∈ L2([0, 1]) and any positive integer K,
(1) gKk (t) =
1
K
K−1∑
j=0
g(t− j
K
)e
2πijk
K for all 0 ≤ k ≤ K − 1,
(2) For all k, ℓ ∈ Z we have:
gKk (t−
ℓ
K
) = e−
2πikℓ
K gKk (t).
(3) If now f = fKk , then
(f · g)Kℓ (t) = f(t)gKℓ−k(t).
Proof: (1): For any k = 0, . . . , K − 1, consider h ∈ L2([0, 1]),
h(t) =
1
K
K−1∑
j=0
g(t− j
K
).
We want to show h = gKk , namely,
h(t) =
∑
n∈Z
〈g, e2πi(nK+k)t〉e2πi(nK+k)t.
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To do this, note
ĥ(n) =
∫ 1
0
h(t)e−2πintdt
=
1
K
K−1∑
j=0
e
2πijk
K
∫ 1
0
g(t− j
K
)e−2πintdt, let s = t− j
K
=
1
K
K−1∑
j=0
e
2πijk
K
∫ 1
0
g(s)e−2πin(s+
j
K
)ds
=
1
K
K−1∑
j=0
e
2πijk
K e−
2πinj
K
∫ 1
0
g(s)e−2πinsds
=
1
K
K−1∑
j=0
[
e−
2πi(n−k)
K
]j
gˆ(n)
=
{
gˆ(n) e−
2πi(n−k)
K = 1
0 e−
2πi(n−k)
K 6= 1
=
{
gˆ(n) n ≡ k mod K
0 else
.
Thus, h and gKk have the same Fourier coefficients, that is, h = g
K
k .
(2): We have:
gk(t− ℓ
K
) =
1
K
K−1∑
j=0
g(t− ℓ
K
− j
K
)e
2πijk
K
=
1
K
K−1∑
j=0
g(t− ℓ+ j
K
)e
2πijk
K
=
1
K
K−1∑
j=0
g(t− ℓ+ j
K
)e
2πi(ℓ+j)
K e−
2πiℓk
K
= e−
2πiℓk
K gk(t).
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(3): We have:
(f · g)ℓ(t) = 1
K
K∑
k=0
f(t− j
K
)g(t− j
K
)e
2πijℓ
K
=
1
K
K−1∑
j=0
fk(t− j
K
)g(t− j
K
)e
2πijℓ
K
=
1
K
K−1∑
j=0
e−
2πijk
K fk(t)g(t− j
K
)e
2πijℓ
K
= fk(t)
1
K
K−1∑
j=0
g(t− j
K
)e
2πij(ℓ−k)
K = f(t)gℓ−k(t).

Now we can establish an important relationship between gKk and g.
Theorem 6.23. For all g ∈ L2[0, 1] we have
K−1∑
k=0
|gKk (t)|2 =
1
K
K−1∑
k=0
|g(t− k
K
)|2.
Proof: With
gk(t) =
1
K
K−1∑
j=0
g(t− j
K
)e
2πijk
K ,
and for t ∈ [0, 1], let ht ∈ ℓ(ZK) be given by: ht(j) = g(t− jK ). Then
gk(t) =
1
K
K−1∑
j=0
ht(j)e
− 2πijk
K =
1√
K
ĥt(−k).
Now,
K−1∑
k=0
|gKk (t)|2 =
K−1∑
k=0
|gk(t)|2 =
K−1∑
k=0
| 1√
K
ĥt(−k)|2
=
1
K
K−1∑
k=0
|ĥt(−k)|2
=
1
K
‖ĥt‖2 = 1
K
‖ht‖2
=
1
K
K−1∑
j=0
|ht(j)|2 = 1
K
K−1∑
j=0
|g(t− j
K
)|2.
Combined with our lemmas, this proves Theorem 6.23. 
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The next theorem gives an identity which holds for all f ∈ L2[0, 1]. It says
that pointwise, any Fourier series can be divided into its subseries of arithmetic
progressions so that the square sums of the functions given by the subseries
spreads the norm nearly equally over the interval [0, 1] (Compare this to the
discussion at the beginning of Section 6.1).
Theorem 6.24. For any g ∈ L∞([0, 1]) there is an increasing sequence of
natural numbers {Kn}∞n=1 so that
lim
n→∞
(
Kn−1∑
k=0
|gKnk (t)|2
)1/2
= ‖g‖χ[0,1] a.e.
Proof: By Theorem 6.23, we can work with the functions gK . Also, we
observe that it suffices to prove that this sum converges in measure to ‖g‖2χ[0,1].
We will do the proof in steps.
Step 1: The result holds for g = χ[S,T ]. And in fact, the convergence is
uniform for these functions.
Proof of Step 1: It suffices to assume S = 0 and T < 1. Fix K and choose
1 ≤ k ≤ K so that
k − 1
K
≤ T < k
K
.
So, k − 1 ≤ TK ≤ k. Now,
1
K
K−1∑
j=0
|g(t− j
K
)|2 ≤ k
K
=
k − 1
K
+
1
K
≤ T + 1
K
.
Similarly,
T − 1
K
≤ 1
K
K−1∑
j=0
|g(t− j
K
)|2.
This completes Step 1.
Step 2: If {gj}ℓj=1 are disjointly supported functions on [0, 1], g =
∑ℓ
j=1 gj
and all the gj satisfy the theorem (respectively, satisfy the theorem with uni-
form convergence), then g satisfies the theorem (respectively, with uniform
convergence).
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Proof of Step 2: Since the gj are disjointly supported,
lim
n→∞
1
Kn
Kn−1∑
k=0
|g(t− k
Kn
)|2 = lim
n→∞
1
Kn
Kn−1∑
k=0
ℓ∑
j=1
|gj(t− k
Kn
)|2
=
ℓ∑
j=1
lim
n→∞
1
Kn
|gj(t− k
Kn
)|2
=
ℓ∑
j=1
‖gj‖2χ[0,1]
= ‖g‖2χ[0,1], a.e. t (respectively, uniformly).
This completes the proof of Step 2.
Step 3: Let E be a measurable subset of [0, 1], ǫ > 0, K ∈ N and set
F = {t ∈ [0, 1]| 1
K
K−1∑
k=0
|χE(t− k
K
)|2 ≥ ǫ}.
Let F1 = F ∩ [0, 1K ]. If |F | ≥ ǫ, then |E| ≥ ǫ2.
Proof of Step 3: Let Ek = E ∩ [ kK , k+1K ] and compute
ǫ2 ≤ ǫ|F | = ǫK|F1| ≤
∫ 1
K
0
|χE(t− k
K
)|2dt
=
∫ 1
K
0
K−1∑
k=0
|χE(t+ k
K
)|dt
=
∫ 1
K
0
K−1∑
k=0
|χEk(t+
k
K
)|dt
=
K−1∑
k=0
∫ 1
K
0
χEk(t+
k
K
)dt
=
K−1∑
k=0
∫ k+1
K
k
K
χEk(t)dt
=
K−1∑
k=0
|χEk | = |E|.
This completes the proof of Step 3.
Step 4: If E is a measurable set which is a countable union of intervals, then
the theorem holds.
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Proof of Step 4: Fix ǫ > 0 arbitrary and choose δ > 0 to be specified later.
Assume that
E = ∪∞n=1(an, bn),
and choose a natural number N so that
∞∑
n=N+1
(bn − an) < δ2.
Also let
G = ∪∞n=N+1(an, bn), so that |G| < δ2.
Let
H = ∪Nn=1(an, bn),
and note that we may as well assume that {(an, bn)}Nn=1 are disjoint. Finally,
let
F = {t ∈ [0, 1]| 1
K
K−1∑
k=0
|χG(t− k
K
)|2 ≥ δ}, so that |F | < δ.
By Step 1,
lim
K→∞
1
K
K−1∑
k=0
|χG(t− k
K
)|2 = |G|χ[0,1],
uniformly. Choose a natural number K0 so that for all K ≥ K0 we have
1
K
K−1∑
k=0
|χG(t− k
K
)|2 ≤ (|G|+ δ)χ[0,1].
Now we compute,√√√√ 1
K
K−1∑
k=0
|χE(t− k
K
)|2 ≤
√√√√ 1
K
K−1∑
k=0
|χG(t− k
K
) + χH(t− k
K
)|2
≤
√√√√ 1
K
K−1∑
k=0
|χG(t− k
K
)|2 +
√√√√ 1
K
K−1∑
k=0
|χH(t− k
K
)|2
≤
√
|H|+ δχ[0,1] +
√√√√ 1
K
K−1∑
k=0
|χG(t− k
K
)|2
≤
√
|H|+ δχ[0,1] + δχ[0,1],
off of the set F where |F | < δ < ǫ and δ is chosen so that√
|H|+ δχ[0,1] + δχ[0,1] ≤
√
|H|+ ǫχ[0,1].
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Similarly, for K ≥ K0 we have√√√√ 1
K
K−1∑
k=0
|χE(t− k
K
)|2 ≥
(√
|G|+ δ − δ
)
χ[0,1] ≥
√
|G|+ ǫχ[0,1].
This completes the proof of Step 4.
Step 5: The Theorem holds for χE for every measurable set E.
Proof of Step 5: Given a measurable set E in [0, 1] and an ǫ > 0, choose
intervals {(an, bn)}∞n=1 so that
E ⊂ ∪∞n=1(an, bn) =: F,
and
||E| −
∞∑
n=1
(bn − an)| < ǫ
3
.
Then, there is a measurable set G with |G| < ǫ/3 and a natural number K0
so that for every K ≥ K0 and for all t /∈ G we have
1
K
K−1∑
k=0
|χE(t− k
K
)|2 ≤ 1
K
K−1∑
k=0
|χF (t− k
K
)|2
≤ (|F |+ ǫ
3
)χ[0,1] ≤ (|E|+ 2ǫ
3
)χ[0,1].
Similarly, there is a measurable set G1 with |G1| < ǫ/3 and a natural number
K1 so that for all K ≥ K1 and all t /∈ G1 we have
1
K
K−1∑
k=0
|χEc(t− k
K
)|2 ≤ (|Ec|+ ǫ)χ[0,1].
We next note that
χ[0,1](t) =
1
K
K−1∑
k=0
(
|χE(t− k
K
)|2 + |χEc(t− k
K − 1)|
2
)
=
1
K
K−1∑
k=0
|χE(t− k
K
)|2 + 1
K
K−1∑
k=0
|χEc(t− k
K − 1)|
2.
Now, for all t /∈ G1 we have
1
K
K−1∑
k=0
|χE(t− k
K
)|2 ≥ 1− 1
K
K−1∑
k=0
|χEc(t− k
K
)|2 ≥ 1− (|Ec|+ ǫ) = |E| − ǫ.
Hence, |G ∪G1| < ǫ and for all t /∈ G ∪G1 we have
| 1
K
K−1∑
k=0
|χE(t− k
K
)|2 − |E|| < ǫ.
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Hence,
{ 1
K
K−1∑
k=0
|χE(t− k
K
)|2}
converges to |E|χ[0,1] in measure. This completes the proof of Step 5.
Step 6: The general case for the theorem.
Proof: If g ∈ L2[0, 1] and ǫ > 0 is given, fix a δ > 0 (to be chosen later) and
choose a simple function
h =
M∑
j=1
ajχEj ,
so that |g − h| < δ a.e. Then,√√√√ 1
K
K−1∑
k=0
|g(t− k
K
)|2 ≤
√√√√ 1
K
K−1∑
k=0
|h(t− k
K
)|2 +
√√√√ 1
K
K−1∑
k=0
(
δ
2
)2
≤
√√√√ 1
K
K−1∑
k=0
|h(t− k
K
)|2 + δ
2
.
Similarly, √√√√ 1
K
K−1∑
k=0
|g(t− k
K
)|2 ≥
√√√√ 1
K
K−1∑
k=0
|h(t− k
K
)|2 − δ
2
.
Now, there is a measurable set |G| < δ and a natural number K0 so that for
all K ≥ K0 and all t /∈ G we have
1
K
K−1∑
k=0
|h(t− k
K
)|2 = 1
K
K−1∑
k=0
M∑
j=1
|aj|2|χEj(t−
k
K
)|2
=
M∑
j=1
|aj|2 1
K
K−1∑
k=0
|χEj(t−
k
K
)|2
≤
M∑
j=1
|aj|2
(
|Ej |+ δ
2M
∑ |aj |2
)
=
M∑
j=1
|aj|2|Ej |+ δ
2
= ‖h‖2 + δ
2
.
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Hence,
1
K
K−1∑
k=0
|g(t− k
K
)|2 ≤ (‖h‖2 + δ
2
) +
δ
2
≤ ‖h‖2 + δ ≤ (‖g‖+ δ
2
)2 + δ
≤ ‖g‖2 + δ
2
‖g‖+ δ
2
4
+ δ
≤ ‖g‖2 + ǫ,
for an appropriately chosen δ > 0 and all t /∈ G. Similarly,
1
K
K−1∑
k=0
|g(t− k
K
)|2 ≥ ‖g‖2 − ǫ,
for all t /∈ G. This completes the proof of Step 6 and hence of the theorem. 
Now we proceed to the proof of the main theorems of this section. For the
proofs we will need a proposition.
Proposition 6.25. Fix g ∈ L∞([0, 1]) and K ∈ N. For 0 ≤ k ≤ K − 1 let
gk(t) =
∑
n∈Z
〈g, e2πi(nK+k)t〉e2πi(nK+k)t.
Then, for every f ∈ cl(span{e2πi(nK+k)t}n∈Z) we have:
‖f · g‖2 = ‖f ·
(
K−1∑
k=0
|gk|2
)1/2
‖.
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Proof: We will do the case k = 0; the others require only notational changes.
So, we compute:
‖f · g‖2 =
∑
n∈Z
|〈f · g, e2πint〉|2
=
∑
n∈Z
|〈f, e2πintg〉|2
=
K−1∑
k=0
∑
n∈Z
|〈f, e2πi(nK+k)tg〉|2
=
K−1∑
k=0
∑
n∈Z
|〈e−2πiktf, e2πinKtg〉|2
=
K−1∑
k=0
∑
n∈Z
|〈e−2πinktf, e2πinKtgk〉|2
=
K−1∑
k=0
∑
n∈Z
|〈e−2πiktf, e2πintgk〉|2
=
K−1∑
k=0
∑
n∈Z
|〈e−2πiktf · gk, e2πint〉|2
=
K−1∑
k=0
‖e−2πiktf · gk‖2 =
K−1∑
k=0
‖f · gk‖2
=
K−1∑
k=0
∫ 1
0
|f(t)|2|gk(t)|2dt
=
∫ 1
0
|f(t)|2
K−1∑
k=0
|gk(t)|2dt
= ‖f ·
(
K−1∑
k=0
|gk|2
)1/2
‖2.

Proof of Theorem 6.16: By Corollary 4.5, Tg has the uniform Kadison-
Singer Property if and only if for every ǫ > 0 there is a natural number K so
that for all f ∈ cl(span{e2πi(nK+k)t}n∈Z) we have:
‖f‖2(‖g‖2 − ǫ) ≤ ‖f · (
K−1∑
k=0
|gKk (t)|2)1/2‖2
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=
∫ 1
0
|f(t)|2 1
K
K−1∑
k=0
|g(t− k
K
)|2dt ≤ ‖f‖2(‖g‖2 + ǫ).
The proof of (2)⇒ (1) is immediate from here.
(1) ⇒ (2): If this implication fails, there is an ǫ > 0 so that for all K ∈ N
there is a measurable set E0 so that either
1
K
K−1∑
k=0
|g(t− k
K
)|2 ≥ ‖g‖2 + ǫ,
or
1
K
K−1∑
k=0
|g(t− k
K
)|2 ≤ ‖g‖2 − ǫ.
We will do the first case since the second is similar. Choose ‖h‖ = 1√
K
so that
h = h · χE0 . Let E = ∪K−1k=0 (E0 + k) and let
f =
1
K
K−1∑
j=0
h(t− j
K
)e
2πijk
K .
Then, g ∈ cl(span{e2πi(nK+k)t}n∈Z) and
‖f · g‖2 =
∫ 1
0
|f(t)|2 1
K
K−1∑
k=0
|g(t− k
K
)|2dt
ge
∫
E
|f(t)|2dt (‖g‖2 + ǫ)
= ‖g‖2 + ǫ.
Similarly, for the other case we have
‖f · g‖2 =
∫ 1
0
|f(t)|2 1
K
K−1∑
k=0
|g(t− k
K
)|2dt ≤ ‖g‖2 − ǫ.
So the Paving Conjecture fails for Tg by Corollary 4.5.
Proof of Theorem 6.17: This is similar to the above. The Toeplitz
operator Tg has the uniform Feichtinger property if and only if there exists an
ǫ > 0 and a natural number K so that for all f ∈ cl(span{e2πi(nK+k)t}n∈Z) we
have
‖f · g‖2 =
∫ 1
0
|f(t)|2 1
K
K∑
k=0
g(t− k
K
)|2dt ≥ ǫ.
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As in the proof of Theorem 6.16, this holds if and only if there exists an ǫ > 0
and a K so that
1
K
K∑
k=0
|g(t− k
K
)|2 ≥ ǫ a.e.
This shows that (1)⇔ (2).
(3)⇒ (2): By (3) we have that
1
K
K∑
k=0
|g(t− k
K
)|2 ≥ ǫ a.e.
(2)⇒ (3): If
1
K
K∑
k=0
|g(t− k
K
)|2 ≥ ǫ a.e.,
then for all 0 ≤ k ≤ K − 1 let
Fk = {t ∈ [ k
K
,
k + 1
K
] | |g(t)| ≥ ǫ}.
Now,
∪Kk=0(Fk − k) = [0,
1
K
].
Letting E0 = F0 and
Ek+1 = Fk \ ∪k−1j=0(Fj − j),
produces the desired sets. This completes the proof of Theorem 6.17. 
7. Kadison-Singer in time-frequency analysis
Although the Fourier transform has been a major tool in analysis for over a
century, it has a serious lacking for signal analysis in that it hides in its phases
information concerning the moment of emission and duration of a signal. What
was needed was a localized time-frequency representation which has this in-
formation encoded in it. In 1946 Gabor [45] filled this gap and formulated a
fundamental approach to signal decomposition in terms of elementary signals.
Gabor’s method has become the paradigm for signal analysis in Engineering
as well as its mathematical counterpart: Time-Frequency Analysis.
To build our elementary signals, we choose a window function g ∈ L2(R).
For x, y ∈ R we define modulation by x and translation by y of g by:
Mxg(t) = e
2πixtg(t), Tyg(t) = g(t− y).
If Λ ⊂ R × R and {ExTyg}(x,y)∈Λ forms a frame for L2(R) we call this an
(irregular) Gabor frame. Standard Gabor frames are the case where Λ is
a lattice Λ = aZ × bZ where a, b > 0 and ab ≤ 1. For an introduction to
time-frequency analysis we recommend the excellent book of Grochenig [52].
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It was in his work on time-frequency analysis that Feichtinger observed that
all the Gabor frames he was working with could be decomposed into a finite
union of Riesz basic sequences. This led him to formulate the Feichtinger
Conjecture - which we now know is equivalent to KS. There is a significant
amount of literature on the Feichtinger Conjecture for Gabor frames as well as
wavelet frames and frames of translates [10, 11, 18]. It is known that Gabor
frames over rational lattices [25] and Gabor frames whose window function
is “localized” satisfy the Feichtinger Conjecture [10, 11, 53]. But the general
case has defied solution.
Translates of a single function play a fundamental role in frame theory, time-
frequency analysis, sampling theory and more [2, 18]. If g ∈ L2(R), λn ∈ R
for n ∈ Z and {Tλng}n∈Z is a frame for its closed linear span, we call this a
frame of translates. Although considerable effort has been invested in the
Feichtinger Conjecture for frames of translates, little progress has been made.
One exception is a surprising result from [26].
Theorem 7.1. Let I ⊂ Z be bounded below, a > 0 and g ∈ L2(R). Then
{Tnag}n∈I is a frame sequence if and only if it is a Riesz basic sequence.
Our next theorem will explain why the Feichtinger Conjecture for frames
of translates, wavelet frames and Gabor frames has proven to be so difficult.
This is due to the fact that this problem is equivalent to a deep problem in
harmonic analysis, namely Conjecture 6.8, which in turn is equivalent to having
all Toeplitz operators satisfy the Feichtinger Conjecture (Theorem 6.10).
The proof our of our theorem is complicated, and requires some preliminary
work. The main idea is to apply the Fourier transform to turn this into a
problem concerning functions of the form {e2πiλntφ}n∈Λ with φ ∈ L2(R). Then
we want to use perturbation theory to reduce this problem into one with
evenly spaced exponentials {e2πintφ}n∈Λ. There are two technical problems
with this. The first is that our functions φ are no longer in L∞[0, 1] which
causes technicalities. Second, perturbation theory fails miserably in the frame
setting if we perturb a frame by a sequence from outside the space - as we
have to do here (see Example 7.2 below). What makes this all eventually work
is that perturbation theory does work from outside the space for Riesz basic
sequences and we are just trying to divide our family of vectors into a finite
number of Riesz basic sequences.
Example 7.2. Let {ei}∞i=1 be an orthonormal basis for ℓ2. For all i ∈ N,
define g2i = g2i+1 = e2i, f2i+1 = e2i and
f2i = e2i +
ǫ
2i+1
e2i+1.
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Then {gi}∞i=1 is clearly a 2-tight frame for the span of {e2i}∞i=1. Also, for any
finitely non-zero sequence of scalars {ai}∞i=1 we have
‖
∞∑
i=1
ai(gi − fi)‖2 = ‖
∞∑
i=1
ǫ
2i+1
ai+1ei+1‖2 ≤ ǫ
∞∑
i=1
|ai|2 ≤ ǫ
∞∑
i=1
|ai|2.
So {fi}∞i=1 is a small perturbation of {gi}∞i=1 but {fi}∞i=1 is not a frame for its
span since for any j ∈ N we have
∞∑
i=1
|〈e2j+1, fi〉|2 = ǫ
2i+1
.
We will state the main theorems here, then develop some theory for solving
them and give the proofs at the end.
Theorem 7.3. The following are equivalent:
(1) Conjecture 6.10.
(2) For every 0 6= φ ∈ L2(R) and λn ∈ R for n ∈ Λ, if {Tλnφ}n∈Λ is a Bessel
sequence, then it is a finite union of Riesz basic sequences.
(3) For every Λ ⊂ Z and every 0 6= φ ∈ L2(R), if {Tnφ}n∈Λ is a Bessel
sequence, then it is a finite union of Riesz basic sequences.
(4) For every 0 6= φ ∈ L2(R) and λn ∈ R for n ∈ Λ, if {Tλnφ}n∈Λ is a frame
sequence, then it is a finite union of Riesz basic sequences.
(5) For every Λ ⊂ Z and every 0 6= φ ∈ L2(R), if {Tnφ}n∈Λ is a Bessel
sequence, then it is a finite union of frame sequences.
Instead of proving Theorem 7.3, we will take the Fourier transform of all
this and prove the equivalent formulation given in the next theorem.
Theorem 7.4. The following are equivalent:
(1) Conjecture 6.10.
(2) For every φ ∈ L2(R) and every {λn}n∈Λ, if {e2πiλntφ}n∈Λ is Bessel in
L2(R), then it is a finite union of Riesz basic sequences.
(3) For every 0 6= φ ∈ L2[0, 1] and every Λ ⊂ Z, if {e2πintφ}n∈Λ is a Bessel
sequence then it is a finite union of Riesz basic sequences.
(4) For every φ ∈ L2(R) and every {λn}n∈Λ, if {e2πiλntφ}n∈Λ is a frame
sequence in L2(R), then it is a finite union of Riesz basic sequences.
(5) For every Λ ⊂ Z and every 0 6= φ ∈ L2[0, 1], if {e2πintφ}n∈Λ is a Bessel
sequence, then it is a finite union of frame sequences.
The first thing we will do is derive the perturbation theorem we need for
proving our results. We start with a theorem due to Christensen [33] which is
a generalization of the Paley-Wiener theorem [64] (We state a slightly stronger
conclusion at the end which easily follows from the proof of [33]).
46 P.G. CASAZZA, M. FICKUS, J.C. TREMAIN, E. WEBER
Theorem 7.5. Let H be a Hilbert space and {fi}i∈I a frame for H with frame
bounds A,B. Let {gi}i∈I be a sequence in H. Assume there exists a λ, µ > 0
with λ+ µ√
A
< 1 and an increasing sequence of subsets I1 ⊂ I2 ⊂ · · · ⊂ I with
∪∞n=1In = I so that for all n = 1, 2, · · · and all families of scalars {ai}i∈In we
have
‖
∑
i∈In
ai(fi − gi)‖ ≤ λ‖
∑
i∈In
aifi‖+ µ
(∑
i∈In
|ai|2
)1/2
.
Then {gi}i∈I is a frame for H with frame bounds
A(1− λ− µ√
A
)2, B(1 + λ+
µ√
B
)2.
Moreover, if {fi}i∈I is a Riesz basic sequence, then {gi}i∈I is also a Riesz basic
sequence.
We will need a variation of a result proved independently by Balan [6] and
Christensen [34]. Since this is a straightforward generalization where we just
insert a function into the calculations of Balan [6], we will outline the proof.
Theorem 7.6. Let φ ∈ L2[−γ, γ] and assume {eiλntφ}n∈Z is a Bessel sequence
with Bessel bound B. Set
L(γ) =
π
4γ
− 1
γ
arcsin
(
1√
2
(
1−
√
A
B
))
.
Suppose µn ∈ R and supn |µn − λn| = δ < 1/4. Then {eiµntφ}n∈I is a Bessel
sequence with Bessel bound B(2− cos γδ+ sin γδ)2. Moreover, if {eiλntφ}n∈I
is a frame sequence with frame bounds A,B and δ < L(γ) then {eiµntφ}n∈I is
a frame sequence with frame bounds
A
(
1−
√
A
B
(1− cos γδ + sin γδ)
)2
, B(2− cos γδ + sin γδ)2.
Proof: By a change of scale (λˆn =
γ
π
λn) we may assume γ = π and we need
to show:
L(π) =
1
4
− 1
π
arcsin
[
1√
2
(
1−
√
A
B
)]
.
To prove this result, we rely on Kadec’s classical estimations for computing
the Paley-Wiener constant [62]. Let {an}n∈I be scalars, IN ⊂ I with |IN | <∞
and let δn = µn − λn. We compute:
(7.1)
U =:
∥∥ ∑
n∈IN
an
(
1√
2π
eiλnt − 1√
2π
eiµnt
)
φ(t)
∥∥ = 1√
2π
∥∥∑
n∈In
ane
iλnt(1−eiδnt)φ(t)∥∥.
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By expanding 1− eiδnt into a Fourier series relative to the orthogonal system
{1, cos νt, sin(ν − 1
2
)t}, ν = 1, 2, · · · we have
1− eiδnt =
(
1− sin πδn
πδn
)
+
∞∑
ν=1
(−1)ν2δn sin πδn
π(ν2 − δ2n)
cos (νt)(7.2)
+ i
∞∑
ν=1
(−1)ν2δn cos πδn
π((ν − 1
2
)2 − δ2n)
sin
((
ν − 1
2
)
t
)
.(7.3)
We next insert (7.2) into (7.1), change the order of summation, apply the
triangle inequality and use the bounds ‖(cos νt)f(t)‖ ≤ ‖f‖ and ‖(sin(ν −
1
2
)t)f(t)‖ ≤ ‖f‖ to arrive at
U ≤ ∥∥ ∑
n∈IN
(
1− sin πδn
πδn
)
ane
iλntφ(t)
∥∥+ ∞∑
ν=1
∥∥ ∑
n∈IN
2δn sin πδn
π(ν2 − δ2n)
ane
iλntφ(t)
∥∥
+
∞∑
ν=1
∥∥ ∑
n∈IN
2δn cos πδn
π((ν − 1
2
)2 − δ2n)
ane
iλntφ(t)
∥∥.
Now we use the fact that {eiλntφ(t)}n∈I is a B-Bessel sequence. Therefore,
each norm above can be bounded as:∥∥ ∑
n∈IN
cnane
iλntφ(t)
∥∥ ≤ √B‖{cnan}n∈IN‖ ≤ √B ∑
n∈IN
|cn|‖{an}n∈IN‖.
Also, ∣∣∣∣1− sin πδnπδn
∣∣∣∣ ≤ 1− sin πδπδ ,∣∣∣∣2δn sin πδnπ(ν2 − δ2n)
∣∣∣∣ ≤ 2δ sin πδπ(ν2 − δ2) ,∣∣∣∣ 2δn cos πδnπ((ν − 1
2
)2 − δ2n)
∣∣∣∣ ≤ 2δ cos πδπ((ν − 1
2
)2 − δ2) ,
where the last inequality holds because δ < 1
4
. Thus,
U ≤
√
B(Re(1− eiπδ)− Im(1− eiπδ))
(∑
n∈IN
|an|2
)1/2
.
That is,
U ≤
√
B(1− cos πδ + sin πδ)
(∑
n∈In
|an|2
)1/2
.
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Now we apply Theorem 7.5 with λ = 0 and µ =
√
B(1−cos πδ+sin πδ). The
condition of that theorem becomes µ <
√
A or 1 − cos πδ + sin πδ <
√
A
B
.
Standard trigonometry yields
δ < L =
1
4
− 1
π
arcsin
(
1√
2
(
1−
√
A
B
))
.
The frame bounds come from A(1 − µ√
A
)2 and B(1 + µ√
B
)2. This completes
the proof. 
We also need a simple observation.
Lemma 7.7. Suppose {φn}n∈Λ is a Riesz basic sequence in L2(I), I ⊂ R
with Riesz basis bounds A,B. If |φ| = 1 a.e. then {φnφ}n∈Λ is a Riesz basic
sequence with Riesz basis bounds A,B.
Proof: For any sequence of scalars {an}n∈Λ we have
‖
∑
n∈Λ
anφnφ‖2 =
∫
I
|
∑
n∈Λ
anφn(t)φ(t)|2dt
=
∫
I
|
∑
n∈Λ
anφn(t)|2dt
= ‖
∑
n∈Λ
anφn‖2.

Corollary 7.8. Suppose φ ∈ L2(R), {e2πintφ}n∈Λ is a Riesz basic sequence in
L2[0, 1] and λn ∈ R with |n− λn| < 1 for every n ∈ Λ. Then {e2πiλntφ}n∈Λ is
a finite union of Riesz basic sequences.
Proof: Suppose {e2πintφ}n∈Λ has Riesz basis bounds A,B. Choose N so that
1/(2πN) < 1/4 and √
B
A
(1− cos 1
N
+ sin
1
N
) < 1.
For j = 0, 1, · · · , N − 1 let
Λj = {n ∈ Λ|n+ j
N
≤ λn ≤ n+ j + 1
N
},
and
µn = n+
j
N
, for n ∈ Λn.
Then
{e2πiµntφ}n∈Λj = {e2πintφe2πi
j
N
t}n∈Λj ,
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is a Riesz basic sequence with Riesz basis bounds A,B, by Lemma 7.7. Since
|µn − λn| < 1N by Theorem 7.6 (rescaled to this setting) we have
‖
∑
ak(e
2πiµnt − e2πiλnt)φ‖ ≤
√
B(1− cos 1
N
+ sin
1
N
),
and √
B
A
(1− cos 1
N
+ sin
1
N
) < 1.
So by Corollary 7.8,
{e2πiλntφ}n∈Λj
is a Riesz basic sequence for j = 0, 1, · · · , N − 1. 
We will need a little more notation. If φ ∈ L2(R) we define Φb : [0, 1]→ R
by
Φb(t) =
∑
n∈Z
∣∣∣∣φˆ(t+ nb
)∣∣∣∣2 .
If Λ ⊂ Z we let S(Λ) be the closed subspace of L2([0, 1]) generated by the
characters e2πint for n ∈ Λ. We let EΛ be the closed subspace of S(Λ) of all f
such that Φb(t)f(t) = 0 a.e. If f ∈ S(Λ) we denote by d(f, EΛ) the distance
of f from the subspace EΛ. We denote Tx the translation operator on L
2(R)
by x. Now we can state the result from [26].
Theorem 7.9. Suppose φ ∈ L2(R) and b > 0. If Λ ⊂ Z then {Tnbφ}n∈Λ is a
frame sequence with frame bounds A,B if and only if for every f ∈ S(Λ) we
have
Ad(f, EΛ)
2 ≤ 1
b
∫ 1
0
|f(t)|2Φb(t)dt ≤ B‖f‖2,
or equivalently, for all f ∈ S(Λ) ∩ E⊥Λ ,
A‖f‖2 ≤ 1
b
∫ 1
0
|f(t)|2Φb(t)dt ≤ B‖f‖2.
Furthermore, if this condition is satisfied, {Tnbφ}n∈Λ is a Riesz basic sequence
with the same frame bounds if and only if EΛ = {0}.
Now we are ready to prove our main theorem.
Proof of Theorem 7.4:
(3) ⇒ (2): We first note the existence of a natural number N so that any
interval of length one in R contains at most N of the λ′ns. If not, then for
every natural number N there is a set I ⊂ Λ with |I| = N and
|〈e2πiλntφ, e2πiµntφ〉|2 ≥ 1
2
‖φ‖2,
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for all λn, µn ∈ I. Now, for λn ∈ I fixed we have∑
µn∈I
|〈e2πiλntφ, e2πiµntφ〉|2 ≥ N
2
‖φ‖2.
So {e2πiλnt}n∈Λ is not Bessel which contradicts our assumption. It follows that
we can write Λ as a finite union of sets so that |λn−λm| ≥ 1 for all n 6= m. So
we may just assume that Λ has this property. By reindexing, we may assume
there is some Λ ⊂ Z so that for n ∈ Λ we have |λn − n| < 1. Let {Λj}4j=0 be:
Λi = {n ∈ Λ|n+ i
5
≤ λn < n+ i+ 1
5
}.
Fix 0 ≤ j ≤ 4. Since {e2πiλntφ}n∈Λj is Bessel with Bessel bound B, by Theorem
7.6 we have that {e2πintφ}n∈Λj is Bessel with Bessel bound
B1 = B[2− cos π
5
+ sin
π
5
].
By our assumption (3), we can partition Λj into a finite number of sets
{Λjk}Mjk=1 so that for every k = 1, 2, · · · ,Mj, the family {e2πintφ}n∈Λjk is a
Riesz basic sequence with some lower Riesz basis bound A > 0. By Corollary
7.8, we have that {e2πiλntφ}n∈Λjk is a finite union of Riesz basic sequences.
(2)⇒ (4): This is obvious.
(4)⇒ (1): Since {e2πintχE}n∈Z is a Parseval frame, by (4) there is a partition
{Aj}rj=1 of Z so that {e2πintφ}n∈Aj is a Riesz basic sequence (with lower Riesz
basis bound A > 0) for all j = 1, 2, · · · ,M . Hence, for any f =∑n∈Aj ane2πint,
we have that ‖f‖2 =∑n∈Aj |an|2 and
‖PEf‖2 = ‖
∑
n∈Aj
ane
2πintχE‖2 ≥ A2
∑
n∈Aj
|an|2 = A2‖f‖2.
That is, PE is an isomorphism onto its range.
(1)⇒ (3): Suppose {e2πintφ}n∈Λ is Bessel in L2(R). So there exists a B > 0
so that for all f ∈ HΛ we have∫ 1
0
|f(t)|2Φ(t)dt ≤ B‖f‖2.
Since φ 6= 0, Φ 6= 0. So there is a measurable set E ⊂ [0, 1] with 0 < |E|
and an ǫ > 0 so that |Φ(t)| ≥ ǫ for all t ∈ E. By the above, {e2πintΦ}n∈Λ is a
bounded Bessel sequence in L2[0, 1]. By (1), there is a partition of Z∩Λ of the
form {Aj}Mj=1 so that PE is an isomorphism on S(Aj), for every j = 1, 2, · · · ,M
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with lower isomorphism bound A > 0. Hence, for every {an}n∈Aj we have
‖
∑
n∈Aj
ane
2πintΦ‖L2[0,1] ≥ ‖
∑
n∈Aj
ane
2πintχE‖L2[0,1] ≥ A
∑
n∈Aj
|an|2
1/2 .
So {e2πintΦ}n∈Aj is a Riesz basic sequence for all j = 1, 2, · · · ,M .
(5)⇒ (3): Assume {e2πintφ}n∈Λ is Bessel. Let
Λ+ = {n ∈ Λ|0 ≤ n}, Λ− = {n ∈ Λ|n < 0}.
Now, {e2πintφ}n∈Λ+ is Bessel with the same Bessel bound. So by (5), we can
write it as a finite union of frame sequences. By Proposition 6.11 and by
Theorem 7.9, these frame sequences are all Riesz basic sequences.
(3)⇒ (5): This is obvious.
This completes the proof of the theorem. 
We end this section with a result of Bownik and Speegle [18] which makes
a connection between number theory and PC for Toeplitz operators. This is
related to a possible generalization of van der Waerden’s theorem [67, 68].
Definition 7.10. Let g : R2 → R. We say that I ⊂ Z satisfies the g(ℓ, N)-
arithmetic progression condition if for every δ > 0 there exists M,N, ℓ ∈ Z
such that
(1) g(ℓ, N) < δ, and
(2) {M,M + ℓ, · · · ,M +Nℓ} ⊂ I.
Taking the Fourier transform through theorem 4.1.2 in [18] yields:
Theorem 7.11. A positive solution to the Feichtinger Conjecture for Toeplitz
operators implies there is a partition {Aj}rj=1 of Z so that each Aj fails the
g(ℓ, N) = ℓN−1/2log3 N arithmetic progression condition.
In [18], it is observed then if we randomly assign each integer to one of r
subsets {Aj}rj=1 of Z, then with probability one, for each j and r there will
exist an Mj such that
{Mj ,Mj + 1, · · · ,Mj + L} ⊂ Aj .
Now, if Z is partitioned as {Aj}rj=1, the probability that {Tnφ}n∈Aj (and hence
{e2πintφˆ}n∈Aj) is a Riesz basic sequence is zero.
8. Kadison-Singer in Engineering
Frames have traditionally been used in signal processing because of their
resilience to additive noise, resilience to quantization, numerical stability of
reconstruction and the fact that they give greater freedom to capture impor-
tant signal characteristics [43, 49]. Recently, Goyal, Kovacˇevic´ and Vetterli [49]
(see also [46, 47, 50, 51]) proposed using the redundancy of frames to mitigate
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the losses in packet based transmission systems such as the internet. These
systems transport packets of data from a “source” to a “recipient”. These
packets are sequences of information bits of a certain length surrounded by
error-control, addressing and timing information that assure that the packet
is delivered without errors. It accomplishes this by not delivering the packet
if it contains errors. Failures here are due primarily to buffer overflows at
intermediate nodes in the network. So to most users, the behavior of a packet
network is not characterized by random loss but rather by unpredictable trans-
port time. This is due to a protocol, invisible to the user, that retransmits lost
or damaged packets. Retransmission of packets takes much longer than the
original transmission and in many applications retransmission of lost packets is
not feasible. If a lost packet is independent of the other transmitted data, then
the information is truly lost. But if there are dependencies between transmit-
ted packets, one could have partial or complete recovery despite losses. This
leads us to consider using frames for encoding. But which frames? In this set-
ting, when frame coefficients are lost we call them erasures. It was shown in
[48] that an equal norm frame minimizes mean-squared error in reconstruction
with erasures if and only if it is tight. So a fundamental question is to identify
the optimal classes of equal norm Parseval frames for doing reconstruction
with erasures. Since the lower frame bound of a family of vectors determines
the computational complexity of reconstruction, it is this constant we need to
control. Formally, this is a max/min problem which looks like:
Problem 8.1. Given natural numbers k,K find the class of equal norm Par-
seval frames {fi}Kni=1 in ℓn2 which maximize the minimum below:
min {AJ : J ⊂ {1, 2, · · ·n}, |J | = k, AJ the lower frame bound of {fi}i∈Jc}.
This problem has proved to be very difficult. We only have a complete
solution to the problem for two erasures [14, 27, 58]. Recently, Bodemann and
Paulsen [14] have given sharp error bounds for an arbitrary number of erasures
and, more importantly, have characterized when we have equality in these
bounds. In some settings, this proves that equal norm tight frames are optimal.
Vershynin [79] shows that for any n-dimensional frame, any source can be
linearly reconstructed from only n log n randomly chosen frame coefficients,
with a small error and with high probability. Thus every frame expansion
withstands random erasures better (for worst case sources) than the orthogonal
basis expansion, for which the n log n bound is attained. It was hoped that
some special cases of the problem would be more tractable and serve as a
starting point for the classification since the frames we are looking for are
contained in this class.
Conjecture 8.2. There exists an ǫ > 0 so that for large K, for all n and all
equal norm Parseval frames {fi}Kni=1 for ℓn2 , there is a J ⊂ {1, 2, · · · , Kn} so
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that both {fi}i∈J and {fi}i∈Jc have lower frame bounds which are greater than
ǫ.
The ideal situation would be for Conjecture 8.2 to hold for all K ≥ 2. In
order for {fi}i∈J and {fi}i∈Jc to both be frames for ℓn2 , they at least have
to span ℓn2 . So the first question is whether we can partition our frame into
spanning sets. This will follow from the Rado-Horn theorem [59, 71]. For a
generalization of the theorem see [29].
Theorem 8.3 (Rado-Horn). Let I be a finite or countable index set and let
{fi}i∈I be a collection of vectors in a vector space. There is a partition {Aj}rj=1
such that for each j = 1, 2, · · · , r, {fi}i∈Aj is linearly independent if and only
if for all finite J ⊂ I
(8.1)
|J |
dim span{fi}i∈J ≤ r.
The terminology “Rado-Horn Theorem” was introduced, to our knowledge,
in the paper [15]. This theorem has had several interesting applications in
analysis, for one, a characterization of Sidon sets in Π∞k=1Zp due to Bourgain
and Pisier [15, 70]. Another application is a proof that the Feichtinger Conjec-
ture is equivalent Conjecture 3.7 [29]. In [31] it was shown that the Rado-Horn
Theorem will decompose our frames for us.
Proposition 8.4. Every equal norm Parseval frame {fi}Kni=1 for ℓn2 can be
partitioned into K linearly independent spanning sets.
Proof: If J ⊂ {1, 2, · · · , Kn}, let PJ be the orthogonal projection of ℓn2
onto span{fi}i∈J . Since {fi}Kni=1 is an equal norm Parseval frame (see Section
3)
∑Kn
i=1 ‖fi‖2 = Kn‖f1‖2 = n. Now,
dim(span{fi}i∈J) =
Kn∑
i=1
‖PJfi‖2 ≥
∑
i∈J
‖PJfi‖2 =
∑
i∈J
‖fi‖2 = |J |
K
.
So the Rado-Horn conditions hold with constant r = K. If we divide our
family of Kn vectors into K linearly independent sets, since each set cannot
contain more than n-elements, it follows that each has exactly n-elements. 
If we are going to be able to erase arbitrary k-element subsets of our frame,
then the frame must be a union of erasure sets. So a generalization of Conjec-
ture 8.2 which is a class containing the class given in Problem 8.1 is
Conjecture 8.5. There exists ǫ > 0 and a natural number r so that for all
large K and all equal norm Parseval frames {fi}Kni=1 in ℓn2 there is a partition
{Aj}rj=1 of {1, 2, · · · , Kn} so that for all j = 1, 2, · · · , r the Bessel bound of
{fi}i∈Aj is ≤ 1− ǫ.
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Little progress has been made on this list of problems. But before we dis-
cuss why, let us turn to another setting where these problems arise. For many
years engineers have believed that it should be possible to do signal recon-
struction without phase. Recently, Balan, Casazza and Edidin [7] verified this
longstanding conjecture of the signal processing community by constructing
new classes of equal norm Parseval frames. This problem comes from a fun-
damental problem in speech recognition technology called the “cocktail party
problem”.
Cocktail Party Problem. We have a tape recording of a group of people
talking at a cocktail party. Can we recover each individual voice with all of its
voice characteristics?
As we will see, the main problem here is “signal reconstruction with noisy
phase”. One standard technique for removing noise from a signal f ∈ L2(R)
is to digitalize f by sending it through the fast Fourier transform [7]. This
proceedure just computes the frame coefficients of f with respect to a Gabor
frame (see Section 7), say {〈f, fi〉}i∈I . Next, we take the absolute values of
the frame coefficients to be processed and store the phases
Xi(f) =
〈f, fi〉
|〈f, fi〉| .
There are countless methods for processing a signal. One of the simplest
is thresholding. This is a process of deleting any frame coefficients whose
moduli fall outside of a “threshold interval,” say [A,B], where 0 < A < B. The
idea is that if our frame is chosen carefully enough then the deleted coefficients
will represent the “noise” in the signal. Now it is time to reconstruct a clear
signal. This is done by passing our signal back through the inverse fast Fourier
transform (that is, we are inverting the frame operator). But to do this we
need phases for our coefficients. So we take our stored Xi(f) and put them
back on the processed frame coefficients which are at this time all non-negative
real numbers. This is where the problem arises. If the noise in the signal is
actually in the phases (which occurs in speech recognition), then we just put
the noise back into the signal. The way to avoid this is to construct frames
for which reconstruction can be done directly from the absolute value of the
frame coefficients and not needing the phases. This was done in [7].
Theorem 8.6. For a generic real frame on ℓn2 with at least (2n−1)-elements,
the mapping ±f → {|〈f, fi〉|}i∈I is one-to-one.
For a generic complex frame on ℓn2 with at least (4n−2)-elements, the map-
ping cf → {|〈f, fi〉|}i∈I, |c| = 1, is one-to-one.
“Generic” here means that the set of frames with this property is dense in
the class of all frames in the Zariski topology on the Grassman manifold [7].
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In the process of looking for algorithms for doing reconstruction directly
from the absolute value of the frame coefficients, it was discovered in the
real case (the complex case is much more complicated) that the standard
algorithms failed when the vector was getting approximately half of its norm
from the positive frame coefficients and half from the negative coefficients
[8]. The algorithms behave as if one of these sets has been “erased”. The
necessary conditions for reconstruction without phase in [7] help explain why.
These conditions imply that every vector in the space must be reconstructable
from either the positive frame coefficients or the negative ones. It is also shown
in [8] that signal reconstruction without phase is equivalent to a (P0) problem
with additional constraints (See equation 8.2 below). So once again we have
bumped into Problem 8.1 and Conjectures 8.2 and 8.5.
The next theorem (from [31]) helps to explain why all of these reconstruction
problems have proved to be so difficult. Namely, because KS has come into
play again.
Theorem 8.7. (1) Conjecture 8.2 implies Conjecture 8.5.
(2) Conjecture 8.5 is equivalent to KS.
Proof: (1): Fix ǫ > 0, r,K as in Conjecture 8.2. Let {fi}Kni=1 be an equal
norm Parseval frame for an n-dimensional Hilbert space Hn. By Theorem
3.4 there is an orthogonal projection P on ℓKn2 with Pei = fi for all i =
1, 2, · · · , Kn. By Conjecture 8.2, there is a J ⊂ {1, 2, · · · , Kn} so that {Pei}i∈J
and {Pei}i∈Jc both have a lower frame bound of ǫ > 0. Hence, for f ∈ Hn =
P (ℓKn2 ),
‖f‖2 =
n∑
i=1
|〈f, Pei〉|2 =
∑
i∈J
|〈f, Pei〉|2 +
∑
i∈Jc
|〈f, Pei〉|2
≥
∑
i∈J
|〈f, Pei〉|2 + ǫ‖f‖2.
That is,
∑
i∈J |〈f, Pei〉|2 ≤ (1− ǫ)‖f‖2. So the upper frame bound of {Pei}i∈J
(which is the norm of the analysis operator (PQJ)
∗ for this frame) is ≤ 1− ǫ.
Since PQJ is the synthesis operator for this frame, we have that ‖QJPQJ‖ =
‖PQJ‖2 = ‖(PQJ)∗‖2 ≤ 1− ǫ. Similarly, ‖QJcPQJc‖ ≤ 1− ǫ. So Conjecture
8.5 holds for r = 2.
(2): We will show that Conjecture 8.5 implies Conjecture 3.6. Choose an
integer K and an r, ǫ > 0 with 1√
K
< ǫ. Let {fi}Mi=1 be a unit norm K-
tight frame for an n-dimensional Hilbert space Hn. Then (see Section 3)
M =
∑M
i=1 ‖fi‖2 = Kn. Since { 1√K fi}Mi=1 is an equal norm Parseval frame, by
Theorem 3.4, there is an orthogonal projection P on ℓM2 with Pei =
1√
K
fi, for
i = 1, 2, · · · ,M . By Conjecture 8.5, we have universal r, ǫ > 0 and a partition
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{Aj}rj=1 of {1, 2, · · · ,M} so that the Bessel bound ‖(PQAj)∗‖2 for each family
{fi}i∈Aj is ≤ 1− ǫ. So for j = 1, 2, · · · , r and any f ∈ ℓn2 we have∑
i∈Aj
|〈f, 1√
K
fi〉|2 =
∑
i∈Aj
|〈f, PQAjei〉|2 =
∑
i∈Aj
|〈QAjPf, ei〉|2 ≤ ‖QAjPf‖2
≤ ‖QAjP‖2‖f‖2 = ‖(PQAj)∗‖2‖f‖2 ≤ (1− ǫ)‖f‖2.
Hence, ∑
i∈Aj
|〈f, fi〉|2 ≤ K(1− ǫ)‖f‖2 = (K −Kǫ)‖f‖2.
Since Kǫ >
√
K, we have verified Conjecture 3.6.
For the converse, choose r, δ, ǫ satisfying Conjecture 2.6. If {fi}Kni=1 is an
equal norm Parseval frame for an n-dimensional Hilbert space Hn with
1
K
≤ δ,
by Theorem 3.4 we have an orthogonal projection P on ℓKn2 with Pei = fi for
i = 1, 2, · · · , Kn. Since δ(P ) = ‖fi‖2 ≤ 1K ≤ δ (see the proof of Proposition
8.4), by Conjecture 2.6 there is a partition {Aj}rj=1 of {1, 2, · · · , Kn} so that
for all j = 1, 2, · · · , r,
‖QAjPQAj‖ = ‖PQAj‖2 = ‖(PQAj)∗‖2 ≤ 1− ǫ.
Since ‖(PQAj)∗‖2 is the Bessel bound for {Pei}i∈Aj = {fi}i∈Aj , we have that
Conjecture 8.5 holds. 
Theorem 8.7 yields yet another equivalent form of KS. That is, KS is equiv-
alent to finding a quantitative version of the Rado-Horn Theorem.
We end this section with a class of Conjectures which were thought to be
equivalent to KS. But, we will show that these conjectures are just weak enough
to have a positive solution. There is currently a flury of activity surround-
ing sparse solutions to vastly underdetermined systems of linear equations.
This has applications to problems in signal processing (recovering signals from
highly incomplete measurements), coding theory (recovering an input vector
from corrupted measurements) and much more. If A is an n×m matrix with
n < m, the sparsest solution to Af = g is
(8.2) (P0) min
f∈Rm
‖f‖ℓ0 subject to Af = g,
where ‖f‖ℓ0 = |{i : f(i) 6= 0}|. The problem with (P0) is that it is NP hard
in general [39, 69]. This has led researchers to consider the ℓ1 version of the
problem known as basis pursuit.
(P1) min
f∈Rm
‖f‖ℓ1 subject to Af = g,
where ‖f‖ℓ1 =
∑m
i=1 |f(i)|. Building on the groundbreaking work of Donoho
and Huo [40], it has now been shown [19, 22, 20, 21, 39, 41, 44, 77] that
there are classes of matrices for which the problems (P0) and (P1) have the
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same unique solutions. Since (P1) is a convex program, it can be solved by
its classical reformulation as a linear program. A recent approach to these
problems involves restricted isometry constants [20]. If A is a matrix with
column vectors {vj}j∈J , for all 1 ≤ S ≤ |J | we define the S-restricted isometry
constant δS to be the smallest constant so that for all T ⊂ J with |T | ≤ S and
for all {aj}j∈T ,
(1− δS)
∑
j∈T
|aj|2 ≤ ‖
∑
j∈T
ajvj‖2 ≤ (1 + δS)
∑
j∈T
|aj |2.
The fundamental principle here is the construction of (nearly) unit norm
frames for which subsets of a fixed size are (nearly) Parseval (or better, nearly
orthogonal). The classification of these frames is out of our grasp at this time.
But this did lead to a natural conjecture.
Conjecture 8.8. For every S ∈ N, for every 0 < δ < 1 and for every unit
norm tight frame {fi}∞i=1, there is a partition {Aj}rj=1 of N so that for all
j = 1, 2, · · · , r, {fi}i∈Aj is a frame sequence with S-restricted isometry constant
δS ≤ δ.
There is also a finite dimensional version of Conjecture 8.8.
Conjecture 8.9. For every S ∈ N and B and every 0 < δ < 1, there is a
natural number r = r(δ, S, B) so that for every n and every unit norm B-
tight frame {fi}Mi=1 for ℓn2 there is a partition {Aj}rj=1 of {1, 2, · · · ,M} so that
for all j = 1, 2, · · · , r, {fi}i∈Aj is a frame sequence with S-restricted isometry
constant δS ≤ δ.
We would like to invoke Remark 2.1 here to see that Conjectures 8.8 and
8.9 are equivalent. It is easily seen by that remark that Conjecture 8.8 implies
Conjecture 8.9. Unfortunately, this approach does not directly work for the
converse since we are working with unit norm tight frames and if we take
finite “parts” of these, say {fi}Mi=1, then these are not tight frames. We will
not prove in detail that these are equivalent but instead just point out that
combined with the following result of Balan, Casazza, Edidin and Kutyniok
[9], Remark 2.1 will work.
Theorem 8.10. If {fi}i∈I is a unit norm Bessel sequence in Hn with Bessel
bound B, then there is a unit norm family {gj}j∈J so that {fi}i∈I ∪ {gj}j∈J is
a unit norm tight frame for Hn with tight frame bound λ ≤ B + 2.
Remark 8.11. By Theorem 8.10 and Remark 4.3, Conjectures 8.8 and 8.9
are equivalent to the same conjectures with “unit norm tight frame” replaced
by “unit norm frame” or replaced by “unit norm Bessel sequence”.
A particularly interesting place to look for frames with good restricted isom-
etry constants is in L2[0, 1].
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Conjecture 8.12. For every measurable set E ⊂ [0, 1] with 0 < |E|, for every
natural number S and for every 0 < δ < 1 there is a a partition {Aj}rj=1 of Z
so that for every j = 1, 2, · · · , r the family
{ 1√|E|e2πintχE}n∈Aj ,
is a frame sequence with S-restricted isometry constant δS ≤ δ.
These conjectures deal directly with the frame. If we want to deal with the
columns of the frame vectors we have the following conjecture.
Conjecture 8.13. Let {fi}Mi=1 be a frame for ℓn2 with frame bounds A,B. Let
{ek}nk=1 be the unit vector basis of ℓn2 and assume the column vectors {vk}nk=1
are norm one. That is, assume ‖vk‖2 =
∑M
i=1 |〈fi, ek〉|2 = 1 for every 1 ≤ k ≤
n. For every δ > 0 and for every S ≤ n there exists a natural number r =
r(δ, S, B) and a partition {Aj}rj=1 of {1, 2, · · · , n} so that for all j = 1, 2, · · · , r,
the family {vk}k∈Aj has S-restricted isometry constant δS ≤ δ.
We do not need to assume the column vectors are norm one in Conjecture
8.13 but rather that they are within ǫ of being one. The following result of
Casazza, Kutyniok and Lammers [28] yields that Conjecture 3.10 is equivalent
to Conjecture 8.13.
Theorem 8.14. A family {fi}Mi=1 is a frame for ℓn2 with frame bounds A,B if
and only if the column vectors of the frame vectors form a Riesz basic sequence
in ℓM2 with Riesz basis bounds
√
A,
√
B.
It is immediate from the Rǫ-Conjecture (See section 4) that a positive solu-
tion to KS would imply a positive solution to Conjectures 8.8, 8.9, 8.12, and
8.13. Actually, all these conjectures are true as we will now see. For this we
need to recall a result of Berman, Halpern, Kaftal and Weiss [12].
Theorem 8.15. There is a natural number r = r(B) satisfying the following.
Let (aij)
n
i,j=1 be a self-adjoint matrix with non-negative entries and with zero
diagonal so that
n∑
m=1
aim ≤ B, for all i = 1, 2, · · · , n.
Then for every r ∈ N there is a partition {Aj}rj=1 of {1, 2, · · · , n} so that for
every j = 1, 2, · · · , r,
(8.3)
∑
m∈Aj
aim ≤ 1
r
∑
m∈Aℓ
aim, for every i ∈ Aj and ℓ 6= j.
Now we can prove our conjectures hold true.
Theorem 8.16. Conjectures 8.8, 8.9, 8.12, and 8.13 have a positive solution.
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Proof: We will prove Conjecture 8.9 for unit norm Bessel sequences. Let
{fi}Mi=1 be a unit norm B-Bessel sequence in ℓn2 . Let H be the matrix
H = (〈fi, fm〉)Mi,m=1 .
For each 1 ≤ i ≤ M ,
M∑
m=1
|〈fi, fm〉|2 ≤ B.
Fix a k ∈ N with
√
BS
k
≤ δ and fix S as in Conjecture 8.9. By Theorem 8.15,
there is a natural number r = r(B, S, k) ∈ N and a partition {Aj}rj=1 so that
H −D(H) satisfies Equation 8.3. Fix 1 ≤ j ≤ r, let T ⊂ Aj with |T | ≤ S and
let (ai)i∈T be scalars. Then,
‖
∑
i∈T
aifi‖2 =
∑
i∈T
|ai|2‖fi‖2 +
∑
i6=m∈T
aiam〈fi, fm〉
≤
∑
i∈T
|ai|2 +
( ∑
i6=m∈T
|ai|2|am|2
)1/2( ∑
i6=m∈T
|〈fi, fm〉|2
)1/2
≤
∑
i∈T
|ai|2 +
(∑
i∈T
|ai|2
)21/2(∑
i∈T
B
k
)1/2
≤
∑
i∈T
|ai|2 +
(∑
i∈T
|ai|2
)√
BS
k
≤
∑
i∈T
|ai|2 + δ
∑
i∈T
|ai|2
= (1 + δ)
∑
i∈T
|ai|2.
Similarly we have
‖
∑
i∈T
aifi‖2 ≥ (1− δ)
∑
i∈T
|ai|2.
It follows that {fi}i∈Aj has S-restricted isometry constant δS ≤ δ. 
What this section is trying to tell us is the following. In applied mathematics
and engineering problems we are generally looking for the best examples we
can find to use in practice. However, if we instead ask the question: Let’s
classify all objects which satisfy our requirements, then we have entered the
world of the deepest unsolved problems in pure mathematics.
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9. Towards a counter-example to Kadison-Singer
In this section we will give some more equivalents of Kadison-Singer which
lend themselves to viable approaches for constructing a counterexample to KS.
Throughout this section we will use the notation:
Notation: If E ⊂ I we let PE denote the orthogonal projection of ℓ2(I) onto
ℓ2(E). Also, recall that we write {ei}i∈I for the standard orthonormal basis
for ℓ2(I).
For results on frames, see Section 3.
Definition 9.1. A subspace H of ℓ2(I) is A-large for A > 0 if it is closed and
for each i ∈ I, there is a vector fi ∈ H so that ‖fi‖ = 1 and |fi(i)| ≥ A. The
space H is large if it is A-large for some A > 0.
We are going to classify PC in terms of A-large subspaces of ℓ2(I). To do
this we need some preliminary results.
Lemma 9.2. Let T ∗ : H → ℓ2(I) be the analysis operator for a frame {fi}i∈I
for H and let P be the orthogonal projection of ℓ2(I) onto H. Then {Pei}i∈I
is a Parseval frame for T ∗(H) which is equivalent to {fi}i∈I .
Proof: Note that {Pei}i∈I is a Parseval frame (Theorem 3.4) with synthesis
operator P and analysis operator T ∗1 satisfying T
∗
1 (H) = P (ℓ2(I)) = T
∗(H).
By Proposition 3.2, {Pei}i∈I is equivalent to {fi}i∈I . 
Proposition 9.3. Let H be a subspace of ℓ2(I). The following are equivalent:
(1) The subspace H is large.
(2) If P is the orthogonal projection of ℓ2(I) onto H then there is an A > 0
so that ‖Pei‖ ≥ A, for all i ∈ I.
(3) The subspace H is the range of the analysis operator of some bounded
frame {fi}i∈I .
Proof: (1) ⇒ (2): Suppose H is large. So, there exists an A > 0 such that
for each i ∈ I, there exists a vector fi ∈ H with ‖fi‖ = 1 and |fi(i)| ≥ A.
Given the projection P of (2) we have
A ≤ |fi(i)| = |〈ei, fi〉| = |〈Pei, fi〉| ≤ ‖Pei‖‖fi‖ = ‖Pei‖.
(2)⇒ (3): By (2), {Pei}i∈I is a bounded sequence which is a Parseval frame
by Theorem 3.4 and having H as the range of its analysis operator.
(3) ⇒ (1): Assume {fi}i∈I is a bounded frame for a Hilbert space K with
analysis operator T ∗ and T ∗(K) = H. Now, {Pei}i∈I is a Parseval frame for H
which is the range of its own analysis operator. Hence, {fi}i∈I is equivalent to
{Pei}i∈I by Proposition 3.2. Since {fi}i∈I is bounded, so is {Pei}i∈I . Choose
A > 0 so that A ≤ ‖Pei‖ ≤ 1, for all i ∈ I. Then
A ≤ |〈Pei, P ei〉| = |〈Pei, ei〉| = |Pei(i)|.
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So H is a large subspace. 
Now we need to learn how to decompose the range of the analysis operator
of our frames.
Definition 9.4. A closed subspace H of ℓ2(I) is r-decomposable if for some
natural number r there exists a partition {Ej}rj=1 of I so that PEj(H) = ℓ2(Ej),
for all j = 1, 2, · · · , r. The subspace H is finitely decomposable if it is r-
decomposable for some r.
For the next proposition we need a small observation.
Lemma 9.5. Let {fi}i∈I be a Bessel sequence in H having synthesis operator
T and analysis operator T ∗, let E ⊂ I, and let {fi}i∈E have analysis operator
(T |E)∗. Then
PET
∗ = (T |E)∗.
Proof: For all f ∈ H,
PET
∗(f) = PE
(∑
i∈I
〈f, fi〉ei
)
=
∑
i∈E
〈f, fi〉ei = (T |E)∗(f).

We now have
Proposition 9.6. A frame {fi}i∈I for K satisfies the Feichtinger Conjecture
if and only if H = T ∗(K) is finitely decomposable.
Proof: We can partition I into {Ej}rj=1 so that each {fi}i∈Ej is a Riesz basic
sequence if and only if (see the discussion after Theorem 3.1) (T |Ej)∗ is onto
for every j = 1, 2, · · · , r if and only if (by Lemma 9.5) PEjT ∗ is onto for all
j = 1, 2, · · · , r. 
Now we can put this altogether.
Theorem 9.7. The following are equivalent:
(1) The Kadison-Singer Problem.
(2) Every large subspace of ℓ2(I) is finitely decomposable.
(3) For every 0 < A < 1 there is a natural number r = r(A) so that every
A-large subspace of ℓ2(I) is r-decomposable.
Proof: (1)⇔ (2): This is immediate from Propositions 9.3 and 9.6.
(2) ⇒ (3): We prove the contrapositive. If (3) fails, then there is an 0 <
A < 1 and a sequence of subspaces Hj j = 1, 2, · · · of ℓ2(I) so that each Hj is
A-large but not j-decomposable. But now, (⊕j∈NHj)ℓ2 is an A-large subspace
of (⊕j∈Nℓ2(I))ℓ2 which fails to be decomposable.
(3)⇒ (2): This is obvious. 
Now we want to give quite explicit information about the existence of certain
families of vectors in every large subspace of ℓ2(I). We will see that this gives
us an approach to producing a counterexample to KS.
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Proposition 9.8. Let E ⊂ I, and assume for every i ∈ E there are vectors
fi = ei + gi ∈ ℓ2(I),
where each gi ∈ ℓ2(Ec), and the collection {gi}i∈E is a Bessel sequence. Then,
{fi}i∈E is a Riesz basic sequence. Moreover, if K is the closed span of {fi}i∈E,
then PEK = ℓ2(E).
Proof: That {fi} is a Bessel sequence is obvious, and so {fi} possesses an
upper basis bound.
We establish a lower basis bound. For all sequences of scalars {ai}i∈E we
have:
‖
∑
i∈E
aifi‖ = ‖
∑
i∈E
aiei +
∑
i∈E
aigi‖
≥ ‖
∑
i∈E
aiei‖(9.1)
=
(∑
i∈E
|ai|2
)1/2
,
where the estimate in (9.1) follows by virtue of the orthogonality of
∑
i∈E aiei
and
∑
i∈E aigi.
If
∑
i∈E aiei ∈ ℓ2(E), then
∑
i∈E aifi ∈ K and, since the gi’s are supported
outside of E,
PE
(∑
i∈E
aifi
)
=
∑
i∈E
aiei.

The following is a converse to Proposition 9.8.
Theorem 9.9. Let H be a closed subspace of ℓ2(I). The following are equiv-
alent:
(1) H is finitely decomposable.
(2) We can partition I into subsets {Ej}rj=1 so that for every j = 1, 2, · · · , r
and all i ∈ Ej we can find vectors
fji = ei + gji ∈ H,
so that gji ∈ spank/∈Ejek and {gji}i∈Ej is Bessel.
Proof: (1) ⇒ (2): Assume H is finitely decomposable. Let {Ej}rj=1 be a
partition of I which satisfies Definition 9.4. Fix 1 ≤ j ≤ r. Since PEj : H →
ℓ2(Ej) is bounded, linear and onto, it follows that P
∗
Ej
is an (into) isomorphism.
Therefore, {P ∗Ejei}i∈Ej is a Riesz basis for its span. Let {fji}i∈Ej be the dual
functionals for this Riesz basis. Now, for all i, ℓ ∈ Ej we have
δℓi = 〈P ∗Ejeℓ, fji〉 = 〈eℓ, PEjfji〉.
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It follows that fji(ℓ) = 0 if i ∈ Ej and i 6= ℓ, and fji(i) = 1. Hence, fji = ei+gji
where gji ∈ spani/∈Ejei. Finally, since {fji}i∈Ej is a Riesz basis, it follows that
{gji}i∈Ej is Bessel.
(2)⇒ (1): This is immediate from Proposition 9.8. 
Remark 9.10. The vectors which arise in Theorem 9.9 are unique. That is,
if
fˆki = ei + gˆki ∈ H,
(even without any assumption that the {gˆki}i∈Ej are Bessel), then fˆki = fki,
for all i ∈ Ej. This follows from the fact that PEj is invertible on the range of
P ∗Ej .
We will now discuss why we believe that Theorem 9.9 gives a viable approach
to constructing a counterexample to KS. Basically, we want to construct a
sequence of vectors fi in ℓ2(N) each having at least one big coordinate but so
that whenever we partition N into a finite number of sets, one of these sets
has sufficient density to guarantee that the vectors fki cannot be Bessel. As
we have seen, these vectors are unique. To get the vectors fki we have to
“row reduce” the {fi}i∈Ej accross the coefficients of Ej. If the {fi} are chosen
appropriately, we believe that this row reduction process will leave us with gki
which are no longer Bessel.
This may seem esoteric, but all of this was built on existing deep con-
structions in the Banach space approximation property due to Szankowski
[72, 73, 74] (see [24, 66]). A look at [72] shows that Szankowski constructs
vectors with 6 ones in each vector (and this is their only support) in such
a way that when these vectors sit in ℓp, p 6= 2 in a careful way, they span
a sublattice failing the approximation property. Of course, Hilbert spaces
have the approximation property. But our above propositions show that the
Kadison-Singer Problem is asking for a specialized class of operators to give
the required approximation. That is, Kadison-Singer is a restricted approxi-
mation property for ℓ2. What we need to do is add a bounded set of vectors
onto the Szankowski construction so that the set is Bessel, but when we do
the required row reduction to get the vectors in Theorem 9.9, we end up with
a non-Bessel sequence {gki}i∈Ej for one of the j = 1, 2, · · · , r.
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