Thermal tuning of Lamb wave band structure in a two-dimensional phononic crystal plate J. Appl. Phys. 110, 123503 (2011) Phonon behavior of CaSnO3 perovskite under pressure J. Chem. Phys. 135, 224507 (2011) Non-equilibrium phonon generation and detection in microstructure devices Rev. Sci. Instrum. 82, 104905 (2011) Interpillar phononics in pillared-graphene hybrid nanostructures J. Appl. Phys. 110, 083502 (2011) Phase-control in two-dimensional phononic crystals J. Appl. Phys. 110, 074507 (2011) A wide range of mesoscopic phononic materials can exhibit frequency bands where transmission is forbidden, i.e. band gaps. Three different mechanisms for their origin can be distinguished, namely Bragg, hybridization and weak elastic coupling effects. Characteristic properties of gaps of different origins are investigated and compared, for a 3D crystal of tungsten carbide beads in water, a 2D crystal of nylon rods in water, and a 3D opal-like structure of weakly sintered aluminum beads. For the second type of crystal, it is shown that Bragg and hybridization gaps can be overlapped, allowing the study of the interaction between these two mechanisms. Atypical dispersion characteristics are demonstrated near the resonance frequency.
I. INTRODUCTION
In the past few years, many studies have been devoted to artificial mesoscopic phononic materials. When the wave phenomena they exhibit depend on the periodic arrangement of scatterers inside the medium, they are usually called phononic crystals (PCs). 1 When they rely on the behavior of the individual inclusions inside the matrix, they are often called metamaterials. 2 In this case, randomly positioned collections of inclusions inside a matrix can be considered, even though, for ease of fabrication and calculation, as well as to readily fix a constant filling factor, periodic arrangements are often used. Additionally, in order to assign effective material parameters to the structures, stringent conditions on the size of the inclusions with respect to the wavelength are generally imposed. In phononic crystals, one of the most usual features is the presence of Bragg gaps, caused by destructive interference of waves scattered from the inclusions. 3, 4 As a result, for certain ranges of frequencies, wave propagation may be inhibited in all directions (band gaps) or only along certain directions (stop bands). Interestingly, band gaps with other origins can also be observed in mesoscopic structures. One type is related to the coupling between scattering resonances of the individual inclusions and the propagating mode of the embedding medium, [5] [6] [7] which is why they have been called hybridization gaps. 8 In metamaterial systems, such gaps are particularly interesting, since it can be shown that they allow, in some cases, the definition of negative effective material parameters. 9, 10 The similarities between the mesoscopic structures which exhibit those two different gap creation mechanisms make it possible to investigate questions raised by their eventual combination. Indeed, it has been demonstrated in previous studies 11 that it was possible to design periodic structures where Bragg and hybridization gaps could be observed in the same frequency region. The combination of Bragg and hybridization effects has also been invoked to explain the remarkably wide bandgaps that have been found both experimentally and theoretically in three dimensional (3D) crystals of dense solid spheres (e.g., steel, tungsten carbide) in a polymeric matrix (e.g., epoxy, polyester). 4, 12 In 13 and, 14 resonance-related gaps assisted by Bragg effects were demonstrated, based on the study of the displacement fields in one case, and on the evolution of the transmission coefficient as a function of the number of rows in the other case. Finally, a third type of band gap can be observed in systems built from elementary structural units such as solid spheres that are coupled together by elastic bonds. Again, the resonant modes of the individual scatterers are exploited, but the mechanism leading to band gap formation is different: in this case, the weak elastic coupling between resonances creates passbands of limited bandwidth, so that gaps form in between these passbands.
In this paper, we examine these three different mechanisms for band gap formation, leaving aside other interesting properties of the pass bands in PCs, such as negative refraction and focusing. [15] [16] [17] [18] In the first section, to illustrate the Bragg effect, a classical 3D crystal of tungsten carbide beads in water is considered. 3, 4 Experimental and theoretical transmission spectra in terms of amplitude and phase are shown for two different crystal thicknesses, in order to highlight the characteristic properties of Bragg gaps. In the next section, a nylon/water 2D PC, with successive hybridization and Bragg gaps as a function of frequency is presented, along with the experimental and numerical procedures used in its study. The dispersion characteristics inside the hybridization gap are analyzed, with particular attention given to the group velocity properties. Then, the PC is modified in order to overlap the two gaps, and their interaction is explored by changing the temperature, which modifies the position of the resonance frequency characteristic of the hybridization effect. Atypical dispersion characteristics are found and attributed to the coupling of the resonant states of the individual rods in samples of finite thickness. The interpretation is confirmed by the study of PC slabs with different numbers of rows. In the last section of the paper, a crystal exhibiting the third gap formation mechanism is investigated. This crystal is made of weakly sintered aluminum beads arranged in an opal-like 3D structure, and its transmission properties are compared with those of a sample in which the beads are randomly positioned.
II. CLASSICAL BRAGG EFFECT IN A 3D PC
Bragg effects have been observed for many types of PC structures in the past several years, including crystals with solid or liquid inclusions, in solid or liquid matrices, with different dimensionalities. Here we will take as an example a face-centered-cubic PC made of spherical tungsten carbide beads in water which was the first 3D PC with a large complete band gap to be studied both experimentally and theoretically. 3, 4 As shown in Fig. 1 , complex transmission spectra were obtained experimentally around the first Bragg gap of the structure, enabling the frequency dependence of the amplitude transmission coefficient and the dispersion relation to be measured. The results were confirmed by calculations using the multiple scattering theory (MST) described in. 19 The transmission coefficient ( Fig. 1(a) ) exhibits a wide, smoothly-varying, symmetric dip, centered at 0.945 MHz, which is typical of pure Bragg gaps observed in crystals of finite thickness. As the thickness L of the crystal increases, the transmitted amplitude decreases exponentially in the gap, falling as exp[-k L] with k (= 0.93 mm -1 at frequency f = 0.945 MHz) characterizing the evanescent decay of the transmitted amplitude and the breakdown of normal wave propagation in the gap. Figure 1(b) shows that this lowest-frequency band gap occurs when the real part of the wave vector reaches the edge of the first Brillouin zone, as expected. The slope of the dispersion curve is very steep and positive in the band gap region, indicating that the group velocity (dω/dk) is also large and positive, attaining values greater than the velocities of both constituent materials. Insight into the transmission mechanism at band gap frequencies can be obtained by noting that the group velocity v g increases in proportion to the crystal thickness, an unusual effect that is the classic signature of tunneling in quantum mechanics. This increase in v g with thickness can be noted from the change of the slopes of the dispersion curves in Fig. 1(b) , but was also demonstrated directly in the experiments by measuring the transit time of the peak of narrow-band Gaussian pulses. 3 Thus, both classical wave tunneling through a band gap in phononic crystals and quantum tunneling through a barrier enable a weak signal to be transmitted with a group time that is independent of thickness, unlike normal propagation in which the group velocity is independent of thickness. The group time may be interpreted as a direct measure of the tunneling time in the PC case. One important difference between classical wave tunneling in phononic crystals and quantum particle tunneling is revealed by examining the phase of the transmitted signals, reflecting the different origins of the gap in the two cases. 3 For quantum tunneling, the real part of the wave vector is zero inside the barrier and the phase difference between input and output sides of the barrier becomes independent of thickness for thick barriers. By contrast, inside the Bragg gap of a PC, due to multiple destructive interference of waves scattered from neighboring inclusions, a standing wave builds up in every layer of the crystal. For the lowest gap, the standing wave wavelength satisfies the Bragg condition that half the wavelength is equal to the thickness of each layer. Propagation ceases because there are no traveling wave solutions. The amplitude of the transmitted field decays evanescently, but the phase difference between pressure fields at the input and output of a cell is a multiple of π and is proportional to the number of layers. Thus the wave vector can be accurately measured and calculated simply by dividing transmission phase by the thickness of the crystal (k = φ/L), and this translates into wave vector values positioned on the boundary of the first Brillouin zone, as shown in Fig. 1(b) .
III. PC WITH SUCCESSIVE HYBRIDIZATION AND BRAGG GAPS
In order to highlight the characteristic properties of hybridization gaps, we consider a PC made of a 2D triangular lattice of cylindrical nylon rods in a water matrix. The surrounding medium is also water. Propagation direction is along M, which is the direction normal to the rectangular sample interfaces. Nylon density is ρ = 1150 kg/m 3 and longitudinal velocity about 2400 m/s. It can be shown experimentally that shear velocity depends on several parameters, such as temperature, time of immersion in water and vertical tension of the rods. At 25
• C, its value is around 950 m/s in our experimental setup.
Experiments are conducted in a water tank with temperature control, using pairs of identical transducers (Panametrics) spanning the frequency range from 0.3 to 2. so that both amplitude and phase are determined. The PC samples are built from 0.46-mm-diameter nylon rods, readily available from commercial fishing line, that are placed inside a metallic structure with top and bottom plates in which holes were drilled to ensure accurate positioning of the rods. The samples are approximately 100 mm wide and 150 mm tall, and thus much larger than the spot illuminated by the transducers.
Numerical simulations are performed using the ATILA finite element (FE) code. 20 A 2D domain is considered, with a plane wave of chosen frequency normally incident on a PC slab of finite thickness, and infinite width (obtained by means of periodic boundary conditions on the sides). Nylon losses are taken into account by adding an imaginary part to its bulk modulus, equal to 6% of the real part. To avoid including near field effects in the scattering parameters of the slab, transmitted and reflected fields are measured 4 mm away from the slab. At frequencies higher than c/a, with c being the sound velocity in water and a the lattice constant, diffraction orders can appear, 16 i.e. transmitted beams with propagation directions different from the slab normal. In the experiments, they are naturally discarded, since the receiving transducer is located far away from the surface, aligned with the source transducer. In the simulations, they are removed by filtering the fields in water.
The transmission phase used for the determination of the dispersion curves, both in experiments and simulations, is the phase shift between two planes located in water, half a layer away from the center of the surface rods. In other words, the phase shift in water is deduced up to those planes. This definition is well adapted to study PC systems, since the distance between those reference planes is equal to an integer number of individual layer thicknesses. However, it is different from the most natural definition for random systems (which would be the two planes in contact with the farthest nylon rods on opposite faces of the sample). In all cases, real wave vector values are deduced directly from the transmission phase by dividing it by the slab thickness (i.e. the distance between the phase reference planes). For the simulations, other wave vector extraction methods 21, 22 can be used, since we also have access to reflection parameters. They give quite similar results, apart from the Bragg gaps where group velocity is slightly higher.
Previous studies 23 have shown that random collections of such rods in water present two hybridization gaps in the frequency range of interest, around 1 and 1.6 MHz for a rod radius of 0.23 mm. The first PC considered has a filling factor of about 40% (lattice constant of 0.693 mm). As shown in Fig. 2 , it exhibits two gaps, around 1 and 1.5 MHz. They differ greatly, both in terms of wave vector values and dispersion. Inside the first gap, the effective wave vector is largely imaginary, and its real part has a frequency dispersion which corresponds to a negative value of the group velocity. This property is characteristic of resonance related gaps. It should be pointed out that in the presence of strong frequency dispersion and attenuation, the group velocity cannot describe the propagation of energy inside the system 24 although the group velocity does still accurately describe coherent pulse propagation of a sufficiently bandwidth-limited pulse. 25 In fact, such dispersions are better understood in the time domain, where it can be shown that they correspond to a strong pulse reshaping phenomenon which does not violate causality. Figure 3 illustrates the effect, showing the incident and transmitted pulses obtained when the experimental pulses are frequency filtered using a narrow-band Gaussian filter (with a bandwidth of 0.02 MHz for the pulses in Fig. 3) . From the measurement of the negative time shift between the peaks of the pulse envelopes, the group velocity can be directly determined. As shown in Fig. 4 , the values obtained with this method are consistent with those deduced from the derivative of the experimental dispersion curve. Additionally, they are in good agreement with those deduced from the simulated dispersion curve. Thus measurements of negative group velocity can be used to identify pure hybridization gaps experimentally. Inside the second gap, the effective wave vector is also largely imaginary, since the waves inside the crystal are mostly evanescent. In addition to the complex transmission coefficient, the FE simulations also give access to the local field maps, both in the water matrix and the nylon rods. They show that, in the second gap, field patterns in successive layers of the PC slab are opposite in phase (and rapidly decaying). Thus, this second gap is predominantly Bragg-like, since the transmission phase is a multiple of π . Unlike for the random system, no resonant feature can be spotted around 1.6 MHz. Nevertheless, the existence of the second resonant mode is believed to play a role in the very wide character of this gap. 
IV. MODIFIED PC WITH OVERLAPPING HYBRIDIZATION AND BRAGG GAPS
Let us now modify the PC in order to overlap the hybridization and Bragg gaps. This can be easily achieved by choosing a different lattice constant, which greatly shifts the Bragg gap frequencies while keeping the hybridization gap frequency almost constant. With a lattice constant of 0.98 mm (filling factor of about 20%), the Bragg gap should be shifted down to about 1 MHz. Additionally, a finer tuning of the system can be achieved by influencing the shear velocity of the nylon rods, which leads to shifting their resonance frequency. As previously mentioned, different experimental conditions have a significant effect on shear velocity of nylon. Here, we will use temperature variation as our tuning tool. It should be noted that water acoustic parameters are also dependent on the temperature. However it can be shown numerically that this additional parameter variation has almost no effect on the general behavior of the system, as the changes for water are quite small. Figures 5 and 6 show, respectively, the experimental and simulation results at three different temperatures for a six-layer thick sample. In the simulations, the shear velocity is the only fitting parameter. For the three temperatures 17, 26.5 and 29.4
• C, the best fits are obtained with shear velocity values of 1000, 940 and 860 m/s, respectively. This variation is consistent with published studies on the properties of polymers. 26 In all cases, the crossing of the boundary of the first Brillouin zone (around 865 kHz) shows no sign of the opening of a Bragg gap. It is replaced by a branch with strong attenuation, where the group velocity initially decreases rapidly, immediately followed by a connection to a vertical part. The frequency range of this branch corresponds to the one expected for the combination of Bragg and hybridization effects. Beyond, the next passband opens up. Around 1.6 MHz, as in random collections of rods, a smaller transmission dip related to another resonant mode can be spotted.
It can be seen that nylon shear velocity variations have a strong influence on both the frequency and the level of the transmission dips. Interestingly, they also appear to impact the behavior at higher frequencies by introducing "shifts" in the dispersion curves. However, in the transmission band around 1.3 MHz, those shifts correspond to the addition of multiples of 2π radians in the transmission phase, and cannot be related to fundamentally different behavior. In other words, at the hybridization gap, the interaction between the resonances of the rods and the destructive interferences of the waves scattered by the same rods gives rise to a frequency region where the dispersion branch can connect differently to the higher transmission band, depending on the exact frequency of the resonance with respect to the Bragg gap.
In the dispersion curves shown here, we consider that the wave vector as a function of frequency (and its frequency derivative) should be continuous. On the other hand, we could also consider that, since the behavior is the same in all cases around 1.3 MHz (in terms of transmission values and field maps), the wave vector should be the same at that frequency, and introduce a discontinuity at the hybridization gap. Both points of view correspond to an "atypical" dispersion and lead to questioning the physical meaning of the wave vector values inside this combined Bragg-hybridization gap.
Additional insight into the origin of the atypical dispersion characteristics can be gained considering the simulated displacement field maps. Figure 7 shows the normalized displacement of the boundaries of the scatterers for the simulation with a 17
• C temperature, at three different frequencies. In the figure, normalization is chosen in order to cancel the vanishing nature of the signal propagating inside the crystal (i.e. displacement vectors are multiplied by a factor e k y , with k the imaginary wave vector and y the position along the propagation direction).
The first frequency shown in Fig. 7 , 800 kHz, is located in a range where the frequency dependence of the wave vector is still linear. Even though the displacement map shows some deformation of the rods from a circular to oval cross section (which may be referred to as "ovalization"), a significant displacement of the whole rod can also be observed. The second frequency, 1110 kHz, corresponds to the maximum of the attenuation. The fact that the displacement field is dominated by the quadrupole resonance is particularly visible in the second, fourth and sixth layers. Also, the phase appears to be similar in those three layers, which would indicate that the phase shift between points separated by two layers is close to 2π . This suggests that the behavior is influenced by Bragg scattering, which would impose a phase shift between two successive layers equal to a multiple of π . However, if successive layers are considered, the phase relationship is much less visible. By contrast, interpretation of the fields at 1130 kHz (third case) is straightforward. At that frequency, the quadrupole resonance is clearly visible, as well as the phase opposition between successive layers. This last characteristic indicates that the pass band which starts just above 1130 kHz should begin at the M point (and not the point, since in that case successive layers would be in phase).
The difference in behavior between 1110 and 1130 kHz strengthens the idea that dispersion is atypical in a very limited frequency range. At 1110 kHz, the total phase shift though the PC slab cannot be used directly to determine the local phase evolution between layers, unlike at 1130 kHz.
Additional insight into this phenomenon can be acquired by studying crystal slabs of different thicknesses. Figure 8 shows experimental results obtained for 1-to 6-layer slabs, at the same temperature. Interestingly, they show that the "shifts" in the dispersion curves also depend on the number of layers. Again, the dispersion branches at the hybridization gap connect to higher branches which only differ by an integer number of 2π phase shifts in the transmission phase. This translates into 2π /nd shifts for wave vector values, with n the number of layers and d the layer separation, which explains why the different dispersion branches shown in the figures are not regularly spaced (unlike for the temperature study). Also, depending on the slope of the connection to the higher branch, the shifting phenomenon affects the transmission level close to the resonance, which is therefore no longer a linear function (in dB) of the number of cells.
Simulation results, shown on Fig. 9 , are again remarkably close to the experiments even though, close to the resonance frequency, some differences can be spotted between the shapes of the transmission dips.
These observations confirm that, due to the combination of resonant and Bragg effects, the extracted wave vector loses its usual meaning inside the lower part of the gap: the wave vector extracted on a crystal of a given thickness cannot be used to predict the transmission phase for another crystal thickness. In a narrow frequency band around 1 MHz, transmission phase is a result of the coupling of the rods resonant states inside the crystal. The characteristics of the coupling can be affected by the position of the resonant frequency with respect to the Bragg gap, or by changing the number of coupled resonators (number of rows). Above this narrow band, the behavior of a usual phononic crystal structure is restored. 
V. BAND GAPS IN SINGLE-COMPONENT OPAL-LIKE PC
A third mechanism leading to the formation of band gaps occurs in 3D phononic crystals with a similar structure to naturally occurring opals. Such crystals are made from a single component, so that there is no embedding medium surrounding scattering inclusions. While some experiments have been performed on SiO 2 opal films with small particle sizes commensurate with optical photonic properties, the high phonon frequencies involved in such small structures make experimental studies of the phononic crystal properties challenging. 27 We investigate an opal-like 3D phononic crystal made by weakly sintering aluminum beads to form a solid network structure. This mesoscopic opal has some advantages for a detailed investigation of its properties since the size of the beads can be chosen to enable measurements in the ultrasonic frequency range. Figure 10(a) shows the experimental transmission spectrum obtained for three crystals, with three, four and six layers, made from face-centered cubic arrays of 4.11-mm-diameter aluminum beads stacked along the [111] direction and then sintered at 630
• C. The transmission coefficient exhibits several passbands and gaps above the low frequency effective medium regime. They are related to the presence or the absence of coupled resonant modes of the beads due to necks that are formed between the beads during sintering. The crystals investigated here are deliberately weakly sintered, so that the necks are narrow and the spherical bead shape is preserved. Interestingly, as shown in Fig. 10(b) , gaps persist when the periodic arrangement is lost, i.e., when a "mesoglass" of randomly-positioned sintered aluminum beads is considered. 28, 29 This indicates that no Bragg scattering is required for band gap formation. In fact, the behavior is analogous to the tight binding model for electronic systems, with the resonant frequencies corresponding to energy levels of atoms. Just as the coupling between adjacent atoms causes the electronic energy levels to broaden into bands, the weak elastic coupling between the beads leads to a band of coupled resonances that form the high frequency pass bands of the structure. The centers of the pass bands are shifted up in frequency relative to the resonance frequencies of the individual beads due to the coupling between them. In-between, gaps can be observed provided that the coupling is not too strong. Consequently, the transmission spectrum can be analyzed as a low frequency pass band (up to approximately 400 kHz, which would be the cutoff frequency for a phononic crystal of point-like scatterers with no internal modes), followed by alternating band gaps and pass bands related to the coupled resonant modes. The measured dispersion relations in the vicinity of the lowest frequency band gap are shown in Fig. 11 . The frequency rises abruptly in the gap region, where the wave vector is around 1.4 mm -1 , with a negative slope over at least part of the gap in each sample. Thus it is of interest to measure the group velocity directly from pulse transmission experiments, using the same frequency filtering technique described above. The results for the group velocity are shown in Fig. 12 . In the middle of the gap, where the transmission coefficient is found to decrease exponentially with thickness, the group velocity becomes more negative as the thickness increases. This behavior is reminiscent of the positive increase in v g with thickness discussed for pure Bragg gaps in section II, except that here v g is negative and decreases linearly with thickness. This suggests that the transmission through the band gap of this mesoscopic opal is also dominated by a tunneling mechanism, with the remarkable feature that tunneling in this case appears superluminal.
VI. CONCLUSIONS
We have investigated the different underlying mechanisms that can lead to the formation of bands gaps in mesoscopic phononic structures, both periodic and randomly organized. It was shown that they have distinct characteristic properties, particularly in terms of phase and group velocity, as determined from the transmitted signals. In some cases, tunneling phenomena have been demonstrated. Additional insight into the local origin of the transmission properties can be gained exploiting the simulated field maps inside the structures. Moreover, with appropriately designed structures, we have shown that it is possible to tune the frequency regions where band gaps of different origins develop, so that they can be made to overlap. In the case considered in this paper, hybridization and Bragg gaps were overlapped so that the interaction between these two mechanisms could be investigated. Parametric studies, in which material parameters and sample thickness were varied for both experiments and numerical simulations, show that the dispersion relation between frequency and wave vector is atypical for a phononic crystal. The phenomenon is related to the coupling mechanism between the resonant states of neighboring rods, and will be the subject of further in-depth studies to elucidate this anomalous behavior.
