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Abstract
In this thesis, we study the interplay of Hubbard U correlation and topological effects in two
different bipartite lattices: the dice and the Lieb lattices. Both these lattices are unique as
they contain a flat energy band at E = 0, even in the absence of Coulombic interaction. When
interactions are introduced both these lattices display an unexpected multitude of topological
phases in our U -λ phase diagram, where λ is the spin-orbit coupling strength. We also study
ribbons of the dice lattice and observed that they qualitative display all properties of their
two-dimensional counterpart. This includes flat bands near the Fermi level, edge currents
when open boundary conditions are used, two chiral edge modes (because the planar Chern
number is 2), and a nonzero Hall conductance. This opens the possibility of studies of these
systems using powerful techniques such as the density matrix renormalization group that
work well for ribbons. Finally, we study a multi-orbital Hubbard model for two and three
orbitals per site on a two-site cluster and mapped our results into a higher-order effective
spin Heisenberg model to know the limitations in the value of the couplings that can be used
with those effective models. Numerical techniques, such as the Hartree-Fock approximation,
Lanczos and density matrix renormalization group, were used to carry out these studies at
half-filling.
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Chapter 1
Introduction
In this chapter, we will introduce the basic notion of topological insulators. Next, we will
discuss the integer quantum Hall effect, which is the first topological insulator. Later, we
will be focussing on the sub-class of topological insulators known as the Chern insulators.
Finally, we will discuss the relevance of spin Heisenberg models, in particular the AffleckKennedy-Lieb-Tasaki (AKLT) model. This introduction will clarify our motivation behind
working with the correlations effects in topological bipartite lattices in Chapters 2 and 3,
followed by our simplified study on higher spin Heisenberg models in Chapter 4.

1.1

Topological Insulators

One of the main quests of Condensed Matter Physics is to continously discover new phases
of matter. One such interesting phase is a topological insulator. Band theory studies using
either first principles or model calculations suggest that ordinary insulators are materials
that do not conduct electricity because they possess an energy gap between valence and
conduction bands. A topological insulator, on the other hand, is similar to ordinary insulator,
in many cases just a band insulator, but unlike these insulators it exhibits conducting
behavior along its edges (see Figure 1.1) which manifests from the special topology and
electronic interactions of these materials. The edge states of a topological insulator are

1

Figure 1.1: The electronic structure of a semi-infinite strip described by the Haldane model
cited in the text. A single edge state connects the valence band to the conduction band (from
[2]) because in the semi-infinite strip there is only one edge. For a rectangular geometry with
two edges, then two branches would appear in the plot.

2

gapless states that are protected by time-reversal symmetry [2]. These unique conducting
states possess many special properties that could be useful for applications ranging from
low-energy spintronics to quantum computation.

1.2

Integer Quantum Hall Effect

Discovered in 1980 by von Klitzling et al. [5], the integer quantum Hall effect or IQHE
was the first example of topological insulators. The IQHE is realized in a two-dimensional
electron gas which is immersed in a strong magnetic field perpendicular to its plane. The
resulting system is a bulk insulator, as being reflected in a vanishing longitudinal conductivity
σ xx = σ yy = 0 and remarkably it displays a quantized transverse or Hall conductivity σ xy ,
σ xy = C

e2
,
h

where C is an integer, also known as the first Chern number.

(1.1)
It was also observed

that this quantized value of Hall conductivity was insensitive to smooth changes in the
material parameters, unless there is a quantum phase transition. As the bulk of the system
is insulating, the finite Hall conductivity should be associated with the edge transport.
The exactly quantized Hall conductivity originates in the fact that these insulators are
characterized by the topological invariant (the Chern number) C. In fact, C corresponds to
the number of chiral edge modes. For example, a system with 2 chiral edge modes has the
Chern number C = 2, where each mode gives you the conductivity of value e2 /h. As long as
the bulk gap is present C is constant, which explains why the transverse Hall conductivity
depicts a step-like behavior with respect to the magnetic field [6], as shown in Figure 1.2.
In 1988, Thouless et. al. [7] computed the Hall conductivity using the Kubo formula
by integrating the corresponding Berry curvature of the Bloch functions over the entire first
Brillouin zone and indeed verified the result in equation (1.1). They defined the Chern
number for the nth band as:
1
Cn =
2π

Z
Fxy (k)dk,
BZ

3

(1.2)

Figure 1.2: The Hall resistance varies stepwise with changes in magnetic field B. Step height
is given by the constant h/e2 divided by an integer. The figure shows steps for integer value
2, 3, 4, · · · , 10. The lower peaked curve represents the Ohmic resistance, which disappears at
each step. (Source: Nobel Prize Press Release 1998)

4

where Fxy (k) = ∂x Ay (k) − ∂y Ax (k) is the Berry curvature, and Aµ (k) = hun,k |∂µ |un,k i is
the Berry connection. |un,k i’s are the Bloch functions and BZ stands for the Brillouin zone.
For the numerical computation of Chern number on lattice systems an efficient method was
proposed by Fukui et al. in [8] (see also appendix A.2 for further details). For both interacting
and non-interacting system, one can compute the Hall conductivity via the current operators
(see next chapter for details).

1.3

Chern Insulators

In the IQHE, the electronic states of the two-dimensional electron system form Landau levels
(LLs) under strong magnetic field. These Landau levels, and their flatness at large magnetic
fields, play a crucial role in this effect. However, in principle the IQHE can exist without
exerting an external magnetic and having the associated LLs. In 1988, Haldane [1] showed
that it is not necessary to apply an external magnetic field in order to realize IQHE, rather
having a broken time-reversal symmetry is sufficient. Such topological phases where no
external magnetic fields are required to obtain a quantized Hall conductance σxy are known
as the Chern insulator (CIs). These systems are also referred to as displaying the quantum
anomalous Hall effect or QAHE. Haldane considered a simple tight-binding model with real
nearest-neighbour (NN) hopping and complex next-nearest-neighbour (NNN) hopping, which
creates a staggered flux pattern on a bipartite honeycomb lattice such that the net flux per
unit cell is zero (model is in equation (1.3) in the canonical notation). The acquired phases
on the NNN hoppings break the time-reversal symmetry and a QAHE phase with Chern
number C = 1 or −1 emerges.
Hhaldane = t

X
hiji

c†i cj + λ

X

eiφij c†i cj + λv

hhijii

X

ξi c†i ci .

(1.3)

i

In the Hamiltonian, t is the NN hopping, λ is the NNN hopping, φ is the phase of the flux,
λv is the Semenoff mass and ξ = ±1 for sublattice A and B, respectively. The rich phase
diagram of the Haldane model is shown in Figure 1.3.
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Figure 1.3: Phase diagram of the Haldane model mentioned in [6]. The blue lines
corresponds to the gap-closing region where the Chern number changes by |∆C| = 1. At
the red dots, i.e. at two points in the Brillouin zone, the gap closes simultaneously in two
directions and this is associated with a change of Chern number |∆C| = 2.
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Following Haldane’s approach, several other Chern insulator models were proposed.
The basic idea was to generate non-trivial topological bands with a combination of lattice
geometry and spin-orbit coupling, and then break the time reversal symmetry.

Chern

insulator models discussed in different lattices, such as in the triangular lattice [9], the
kagome lattice [10], the checkerboard lattice [11] [15], the dice lattice [16] and the Lieb
lattice [75] are special cases worth mentioning.
In this thesis, we will be studying the real-space and momentum-space topological
properties of the dice [16] and Lieb [75] lattices.

Our motivation behind considering

these lattice models is because of the existence of degenerate, completely flat bands at
half filling with a hopping and small Rashba-SOC interaction, which in turn breaks into
two non-degenerate nearly flat bands by the application of a (small) Zeeman field[16, 75].
Additionally, these flat bands, and others, have non-zero Chern numbers. With a Hubbard
interaction and no external field, as will be studied in Chapter 2 and in Chapter 3, these flat
bands (and others) split and exhibit higher order topological behavior.

1.4

Correlated Chern Insulators

In the previous section, we discussed the Chern insulators by theories of free fermions.
However, we very well know that in condensed matter physics the effects of Coulombic
interactions are unavoidable, sometimes they might be screened and weak, but sometimes
they are strong and can even dominate the physical properties of a material. Therefore,
it is both a natural and important question to ask what the effect of interactions in these
topological insulators might be [6].
The first study of electron-electron interactions on Chern insulators was performed via
Lanczos on a spinless Haldane model by Varney et. al. [17] in 2010. By considering
only nearest-neighbor Coulombic repulsion they showed that, with increasing strength of
interaction the system transition from a weakly-correlated Chern insulator into a trivial
Mott insulating phase. A few years later, spinful Haldane model with onsite electron-electron
interactions were studied using slave-spin method in [18] and slave-rotor method in [19]. In
7

[18], along with a variety of magnetically ordered phases, a weakly correlated Chern insulator
phase was found at half-filling for weak on-site interactions. Furthermore, for strong but finite
on-site repulsion, they observed an exotic gapped phase with characteristic features of both
noninteracting Chern insulator and the chiral spin liquid. More interestingly, this phase had
an integer quantized Hall conductance of 2e2 /h.

1.5

The Spin Heisenberg Models

The study of the one-dimensional spin-one (S = 1) Heisenberg chain by Haldane [20],
with only nearest-neighbor spin-spin interactions (known as “bilinear” interactions), and
the prediction, and subsequent confirmation, of a spin liquid gapped ground state with
protected edge states, was seminal for the start of the field of topological materials. The
Haldane chain has been physically realized in several materials, such as CsNiCl3 [21],
AgVP2 S6 [22], NENP [23], and Y2 BaNiO5 [24], and recently theory predicted that doping of
the fermionic two-orbital Hubbard version of the idealized Haldane chain may lead to hole
pairing and eventual superconductivity [25, 26]. Earlier related work employing t − J model
approximations also predicted superconductivity with doping although strongly competing
with ferromagnetism [27].
While the solution of the Heisenberg S = 1 chain by Haldane was mathematically elegant,
simpler intuition was provided later by Affleck-Kennedy-Lieb-Tasaki (AKLT) [28] when they
solved exactly an extension of the original bilinear Hamiltonian by adding “biquadratic”
terms. In its exactly solvable point, the magnitude of the ratio biquadratic to bilinear
couplings is β = 1/3 [28]. At this special point, the model has properties qualitatively
similar to those of the Haldane chain, with a unique spin-gapped ground state, exponentially
decaying spin-spin correlations, and S = 1/2 spins at the edges when open boundary
conditions are used.
Moreover, interest in spin Heisenberg models with spin higher than 1/2 started developing
years ago in the context of finding exactly solvable Hamiltonians, in dimension one or more, to
uncover disordered spin liquid ground states in antiferromagnets. Of particular interest were
8

the valence bond (VB) states, which could serve as toy models for the ideas of Anderson using
S = 1/2 resonant valence bonds related to high-Tc superconductivity [29]. The AKLT model
extended the notion of VB states to spins higher than 1/2 [28], as mentioned previously.
For S = 1, adding a biquadratic nearest-neighbor term with coupling J2 in addition to
the standard (quadratic) Heisenberg interaction with coupling J1 , they found that for β =
J2 /J1 = 1/3 (with J1 and J2 both positive, thus antiferromagnetic) the ground state is
exactly solvable and indeed made out of valence bonds. The AKLT model reads
HAKLT =

X
j

Sj · Sj+1 +

1X
(Sj · Sj+1 )2
3 j

(1.4)

The same model but for the case |β| = J2 /J1 = 1 has been solved using the Bethe Ansatz
method [30]. At this special point the ground state is gapless with a power-law decay. This
point, with J1 > 0 and J2 < 0, could separate the spin liquid gapped phase for β > −1 from
a dimerized phase for β < −1. Our analysis in chapter 4 indicates that Affleck et al.’s case
β = 1/3 indeed can be realized with a two-orbital per site electronic model at intermediate
Hubbard U , but the ratio |β| = 1 is too large and will require more general electronic models.
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Chapter 2
Dice Ribbons
2.1

Introduction

In his early seminal paper, Haldane proposed a tight-binding model on a honeycomb
lattice, including a staggered flux pattern, that displays the integer quantum Hall effect [1].
Time reversal is broken by the complex-valued second-neighbor hoppings and no external
magnetic fields are needed. Generalizations led to the widely addressed concept of topological
insulators [2, 3, 4]. Years after, it was also discovered that a similar approach works even for
the fractional quantum Hall effect, also without employing Landau levels and large magnetic
fields [10, 11, 12, 13, 14]. The essence is to search for models that display quasi twodimensional flat bands with a nonzero Chern number which arises from the integral of the
Berry phase over the two-dimensional Brillouin zone. These bands must be isolated from
other bands to resemble Landau levels. The topological band structures created by this
procedure are of considerable current interest. This type of models are referred to as lattice
Chern insulators. The Chern number equals the number of chiral edge modes.
In particular, the two-dimensional Haldane model involving two triangular lattices was
generalized to three by Wang and Ran [16]. By this procedure fine tuning of parameters
is avoided, and the honeycomb lattice becomes the dice lattice [31, 32, 33], illustrated in
Fig. 2.1, via the addition of an extra site at the center of each hexagon.
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ê2
ê1
Figure 2.1: Dice lattice geometry. Blue dots are sites with coordination number 3, while
red dots have coordination number 6. The dashed black box describes the unit cell of the
lattice. ê1 and ê2 (in orange) are the lattice unit vectors. Specifically, here we show a 10×4
lattice with 10 unit cells along the ê1 and 4 unit cells along the ê2 directions (simply count
the number of red dots).
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This bipartite lattice has two types of sites: two thirds with coordination three and
one third with coordination six. The unit cell contains three sites, thus leading to three
bands. What is remarkable is that this model at the non-interacting tight-binding level and
with a small Zeeman field – with hoppings only between nearest-neighbor sites and with
the inclusion of Rashba spin-orbit coupling – display bands with Chern number C equal to
±2 [34], as opposed to the still non-trivial but more standard C = 1 of the Landau levels in
the integer quantum Hall effect.
The dice lattice is not merely an abstract geometry. It could be realized in cold atoms or
via a trilayer superlattice grown in the [111] direction [35], such as in SrTiO3 /SrIrO3 /SrTiO3 .
From the theory perspective, the α-T3 model, which interpolate between the honeycomb and
dice lattices, has also received considerable attention [36, 37, 38, 39]. In dice lattices, the
effect of interactions was considered only using weak coupling and mean-field techniques [40].
Its realization in optical lattices [41, 42] and in LaAlO3 /SrTiO3 (111) quantum wells [43]
was also studied.

Bulk oxides with the generic chemical formula A4 B0 B2 O12 , such as

Ba4 CoRe2 O12 [44], contain trilayers that when seen “from above” also resemble a dice lattice.
In this chapter, we study ribbons of the dice lattice. This is equivalent to a dimensional
reduction from two to one of the original dice lattice into a quasi-one dimensional system,
conceptually similar to studying graphene in two dimensions vs carbon nanotubes in one
dimension: locally the atomic connections are the same, but globally both systems are
different. Graphene nanoribbons were also studied in recent efforts [45]. As explained below,
we refer to these ribbons as “ladders” borrowing the language of correlated electron systems.
We use three primary boundary conditions to achieve our goals: (i) cylindrical geometry, with
periodic boundary conditions (PBC) in the short direction and open boundary conditions
(OBC) in the long one, or viceversa; (ii) torus geometry, with PBC in both directions;
(iii) open geometry, with OBC in both directions. The latter is important to visualize in
real space the edge currents and edge charge localization. Twisted boundary conditions and
associated average over many edge angles were not used, because such procedure would be too
demanding in CPU time when including a Hubbard U . Moreover, with enough twist angles
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eventually the two-dimensional band structure could be recovered for any ladder, nullifying
the primary goal of our effort focused on introducing correlation effects in a system that
can be studied numerically with powerful many-body techniques. Because the dice lattice
has a complicated geometry, and the unit cell has three sites, for the benefit of the reader
the case of a 3×2 unit-cells cluster with the three boundary conditions used in our work is
illustrated in Fig. 2.2. Note that this cluster has a total of 18 sites. Also, to avoid confusion
with alternative conventions used in Mesoscopic physics, note that we follow the notation of
correlated electrons where “open boundary conditions” means that the system ends abruptly
at the edge. Open here is not used in the sense of connected to, for example, leads.
Our effort has unveiled two primary results: (1) Dice ladders, i.e. dice ribbons, keep their
primary properties even in the smallest dice ladder we studied. (2) Exploiting this result,
numerically we introduced correlation Hubbard U effects and found that ferrimagnetic order
develops with increasing U in these ladders. More specifically:
(1) Using the three boundary conditions described above, we unveiled a rich eigenvalue
spectrum that, surprisingly, continues displaying flat bands even into the smallest ladders we
have studied. In principle flat bands originate in localized states and reducing one dimension
should have minor consequences until the natural localization length scale is reached. What
is interesting of our results is that the flat bands survive here even for the smallest ladder
we studied, the N × 2 ladder. It was not possible to anticipate “a priori” that such a thin
system would still have flat bands. In addition, all the geometries studied here display a
nonzero Hall conductance in the flat bands region, with the particular value of the 4-leg
ladder system at the Fermi level being very close to C = 2 as in the planar dice lattice.
Moreover, edge currents and edge charge localization appear in all the ladders near zero
energy, even in the smallest N × 2 cluster, when using both OBC×OBC and OBC×PBC.
Thus, even the smallest dice ladder studied here displays properties that resemble the twodimensional topologically nontrivial system [46, 47]. Note that sharp topological numbers,
such as integer Chern numbers, cannot be obtained using dice ladders because of the finite
number of momenta in the short direction when using cylindrical or fully periodic boundary
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Figure 2.2: Boundary conditions used in our study, employing a 3×2 unit-cells cluster as
example. Each unit cell has 3 sites, thus there are 18 sites in this cluster. (a) corresponds
to PBC×PBC i.e. periodic boundary conditions in both directions. The specific neighbors
of each site at the boundary are labelled by site numbers. The solid (dashed) lines denote
connections inside the cluster (across the boundary). (b) Similar as (a) but with PBC along
the vertical direction and OBC along the horizontal direction. (c) Similar to (a) but using
open boundary conditions in both directions.
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conditions that prevents a smooth definition of the momentum derivatives involved in the
integral that defines C (see appendix A.2). However, we will show that all properties of the
quasi-one-dimensional dice ladders are qualitatively similar to those of the truly topological
two-dimensional systems, and in these regards dice ladders are useful “toy models” for dice
planes.
(2) The influence of correlation effects on topological systems [6] is an important open
problem that can be studied in dice ladders. In particular, here in the N × 2 ladder we
incorporated Hubbard U repulsion via powerful unbiased numerical techniques beyond meanfield approximations, such as the Lanczos [48] and density matrix renormalization group
(DMRG) methods [49]. Below we show that as U increases, a surprising ferrimagnetic order
develops. Moreover, the original U = 0 flat bands split due to the magnetic order that
emerges. Then, for this split to occur external magnetic fields are not needed. Our results
prove that dice ladders can be studied numerically with accuracy even with nonzero U and
opens several avenues of future investigation.
This path of future research resembles the successful strategy followed in cuprates and
pnictides/selenides superconductors where also the two dimensional original problem was
transformed to the geometry of N -leg ladders to allow for computational accuracy. In
particular, recent experimental and theoretical work showed that real two-leg ladder ironbased materials, such as BaFe2 S3 [50, 51], turn superconducting with high pressure and
display nontrivial magnetic properties [52, 53, 54]. In Cu-oxide ladders, similar success was
theoretically and experimentally achieved [55, 56, 57, 58]. As a consequence, exploring the
physics of interacting N -leg dice ladders can define an equally fertile area of research.
The organization of this chapter is as follows. In Sec. 2.2, the model and methodology
used will be introduced, as well as the main observables calculated. Section 2.3 contain the
main numerical results with regards to density-of-states and flat bands, starting with the
N ×N cluster, followed by the N ×4 ladder, and then the N ×3 and N ×2 ladders. Section 2.4
addresses the edge currents, edge charge localization, and Hall conductance, still within the
non-interacting tight-binding model. Section 2.5 presents our results incorporating Hubbard
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U correlations for the N × 2 case, focusing on the ferrimagnetic order that develops and on
the splitting of the flat bands even without magnetic fields. Conclusions are in 2.6.

2.2
2.2.1

Model and Method
Hamiltonian

In this chapter, we consider the same non-interacting Hamiltonian studied before in Ref. [16]
where those authors used a two-dimensional geometry and worked in momentum space.
Our goal is to analyze how the bands are modified when changing the geometry from two
dimensions to quasi-one-dimensional systems, while keeping the Hamiltonian identical as in
[16]. This Hamiltonian consists of three components: H = HK + HSO + HB , where HK is
the tight-binding kinetic energy term, HSO is the Rashba spin-orbit coupling, and HB the
interaction of electrons with an external magnetic field. The kinetic term HK is defined as
HK = −t

X
hr,α;r0 ,βi
σ

X

c†r,α,σ cr0 ,β,σ + h.c. − 
nr,2 ,

(2.1)

r

where r, r0 are the unit cell indexes [r = (r1 , r2 ) is a vector with components in a coordinate
system defined using the unit vectors in Fig. 2.1], α and β are the site indexes within the unit
cell r and r0 , respectively (with α, β = 1, 2, 3), and σ =↑, ↓ is the z-axis spin projection of
P
the electron at site α within the unit cell r. The on-site energy is  and nr,α = σ c†r,α,σ cr,α,σ
is the local density of electrons at site α in the unit cell r. The on-site energy affects only
the “red” sites of Fig. 2.1 (those with coordination 6). This kinetic term depicts the interor intra-unit cell electronic tunneling between nearest-neighbor lattice sites (r, α) and (r0 , β)
with hopping amplitude t. In the present work, t is the energy unit. The electronic density
is half-filling i.e. one electron per site.
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The Rashba-SOC term in the Hamiltonian is
HSO = −λ


X 
ic†r,α,σ (D̂αβ · ~τ )σσ0 cr0 ,β,σ0 + h.c. ,

(2.2)

hr,α;r0 ,βi
σ,σ 0

where i is the imaginary unit, ~τ = τx x̂ + τy ŷ + τz ẑ is the Pauli matrix vector, D̂αβ is the unit
vector in-plane and perpendicular to the bond formed by (r, α) and (r0 , β) (see illustration
in Appendix A.1). The coupling constant λ is uniform for all the bonds. The hopping is
only between nearest-neighbor sites.
The last term of the non-interacting Hamiltonian is the interaction of the spin of electrons
with a magnetic field
HB = −B

X

z
†
τσσ
0 cr,α,σ cr,α,σ 0 ,

(2.3)

r,α,σ,σ 0

where B is the strength of the magnetic field, acting perpendicular to the plane of the
lattice along the z-direction. This magnetic term breaks the time-reversal symmetry of the
Hamiltonian. The Hamiltonian still has translational invariance. Note that, for typical
oxides the hopping t is approximately 0.1 eV, and thus the magnetic field used here of value
0.2t, as in [16], is large. However, the flat band split found in [16] and here occurs for much
smaller magnetic fields. Thus, B = 0.2t is only used for clarity in the visualization of results.
The physics does not change if much smaller fields are used.
In momentum space, the non-interacting Hamiltonian becomes


−tγk∗

∗
−iλγk+



−B
0
0
0




∗
 0
B
−iλγk−
−tγk∗
0
0 




∗
∗
 −tγk iλγk− − − B
0
−tγk iλγk+ 


H(k) = 

∗
∗
iλγk+ −tγk
0
− + B iλγk− −tγk 




 0
0
−tγk −iλγk− −B
0 


0
0
−iλγk+ −tγk
0
B
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(2.4)

after the Fourier transform c†k,α,σ =

√1
NM

P

r

e−ik·r c†r,α,σ is used, where N and M are

the number of unit cells along the lattice vectors ê1 and ê2 , respectively.

We defined

γk =1 + eik1 + eik2 , and γk± =1 + ei(k1 ±2π/3) + ei(k2 ±4π/3) , where the components are along
the axes indicated in Fig. 2.1 as ki = k · êi .

The annihilation operator basis is

(ck,1,↑ , ck,1,↓ , ck,2,↑ , ck,2,↓ , ck,3,↑ , ck,3,↓ ). This matrix can be diagonalized and the bands
are shown in Fig. 2.3: (a) in the absence of spin-orbit coupling and magnetic field, there
are three bands, where one is totally flat and touching another at the K point, as remarked
in [16]; (b) with nonzero λ and B the original three bands split into six, with the Chern
numbers (see definition in Appendix A.2) as indicated.
In this first numerical investigation of electronic correlation effects on dice ladders, as
described in Sec. 2.5, we also introduce the repulsive Hubbard interaction term which reads
as
HU = U

X

nr,α,↑ nr,α,↓ ,

(2.5)

r,α

where U is the strength of the Hubbard interaction, and the number operator is nr,α,σ =
c†r,α,σ cr,α,σ .

2.2.2

Observables Calculated

Currents
The charge current operators can be defined as the sum of two terms, JijK and JijSO , known
as the spin preserving and spin flipping currents, respectively [59]. The first has a canonical
form and arises from the kinetic energy term, while the second originates in the Rashba
term and vanishes if λ = 0. We strictly followed the local conservation of charge current to
derive the explicit form of these operators. Details of the calculation of these charge current
operators are provided in Appendix A.1.
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Figure 2.3: Energy bands for the N × N dice lattice obtained from diagonalizing the 6×6
Hamiltonian matrix Eq.(2.4) in momentum space. (a) are results for λ = B = 0, while (b)
are for λ = 0.3t and B = 0.2t. In both cases,  = 0.6t. These bands, already shown in [16],
are reproduced here for the benefit of the readers.
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Hall Conductance
From the currents, we computed the transverse Hall conductance (σxy ), described by the
Kubo formula as recently studied in Ref. [60]:
σxy =

fm − fn
2π X
Im (Jê1 mn Jê2 nm ) ,
2
Ns ε 6=ε ζ + (εn − εm )2
m

(2.6)

n

where Jê1 and Jê2 are the current operators calculated along the lattice vectors ê1 and
ê2 , respectively. Jêi mn = hm|Jêi |ni is the mnth matrix element of the current operator

−β(m −µ) −1
is the
Jêi = JêKi + JêSO
.
N
=
3M
N
is
the
total
number
of
sites,
f
=
1
+
e
s
m
i
Fermi function, and ζ is the relaxation parameter introduced to smooth the set of delta
functions that arises from finite-size clusters, and to crudely represent effects not included in
the model, such as lattice fluctuations. |ni refers to the eigenstates of the full Hamiltonian,
which in most of the calculations below will be in a real-space basis.
Spectral Function
The definition of one-particle spectral function used in our calculation employs only momenta
along the axis 1 that will remain “long” in our ladders, while axis 2 will be shorten.
Specifically, we use the formula
A(k1 , ω) =

1 X X ik1 (r10 −r1 ) ∗
e
Ψm (r1 , r2 , α, σ)Ψm (r10 , r2 , α, σ)δ(ω − Em ),
N
0
m

(2.7)

r1 ,r1 ,
r2 ,α,σ

where r1 (r2 ), r10 are the unit cell indices along the lattice vector ê1 (ê2 ). Here, k1 =

2πn1
N

is

the momentum along ê1 , where n1 = 0, · · · , N − 1, and N is the number of unit cells along
the long direction of our ladders. m is the eigenvector index with energy Em , and we define
the amplitude Ψm (r1 , r2 , α, σ) = hr1 , r2 , α, σ|mi. We provide width to the delta functions
δ(ω − Em ) via a Lorentzian function

η
1
,
π (ω−Em )2 +η 2

where η is the broadening of this function

that allows for a better visualization (smoothing) of results that otherwise would consist of
sharp δ functions for a finite cluster.
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Spin Correlation
To understand the ground-state properties of the Hamiltonian in the presence of interaction
at half-filling, we calculated the real-space spin-spin correlation function between two sites

hSi .Sj i = hSiz Sjz i + 12 hSi− Sj+ i + hSi+ Sj− i .
These spin correlations were computed via both Lanczos and DMRG techniques. For
Lanczos, we used the 2×2 (i.e. 12-sites) cluster. Since the total z-component spin STz otal is
not a good quantum number due to the Rashba-SOC term in the Hamiltonian, the Hilbertspace dimension for our case at half-filling was

24

C12 = 2.704156 × 106 states. Meanwhile,

the DMRG calculation was performed on the 8×2 ladder system, using a maximum of 1000
states. The truncation error in the calculation of the ground state was ∼ 10−7 .

2.3
2.3.1

Results
N × N System

We start with a cluster that resembles the two-dimensional dice system but is finite in both
directions. This provides a test that working using a finite lattice can properly reproduce the
results already established in Ref. [16] for the bulk dice lattice, as described at the beginning
of the chapter. We first study the eigenvalues obtained by discretizing momentum space, as
it occurs for a finite system, and later we will move into more real-space perspectives and
calculations of relevance for this problem, such as edge currents.
In Fig. 2.4 (a), we show a small typical two-dimensional dice cluster. The dangling sites
shown have indeed such a character (singular points) when OBC are used, but for PBC in
both directions all sites are equivalent i.e. blue and red dots have the same connectivity
all over the lattice for PBC×PBC. In panel (b), a 24×24 cluster is diagonalized. We use
the perspective of the direction “1” which will become the “long” (or leg) direction for dice
ladders. Thus, in panel (b) 24×6 bands are shown, as explained in the caption. The densityof-states (DOS) is in panel (c). The results are remarkably close to those in Fig. 2.3 (b),
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Figure 2.4: (a) Sketch of a N × N cluster. In this illustration N is 5 (focus on the red sites
to count unit cells). (b) Bands derived from a 24×24 cluster (PBC×PBC) using Eq.(2.7), at
SOC strength λ = 0.3t and magnetic field B = 0.2t. (c) Density-of-states derived from (b)
by summing over k1 . Note the sharp peaks near zero energy associated with near flat bands
in the density-of-states, as it occurs in the bulk system in Fig. 2.3 (b). The other dispersive
bands are associated with the upper and lower bands in Figs. 2.3 (a,b). In total, shown in
this figure are 24×6 bands, with the 6 arising from 3 sites in the unit cell times a factor 2
produced by the magnetic field split.
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particularly with regards to the crucial two flat bands near zero energy. In the DOS upper
and lower dispersing bands, only small spikes in the density-of-states are the remnants of
the finite-size cluster used. In summary, a 24×24 PBC×PBC cluster is sufficient to capture
the essence of the dice lattice, as will also be shown below with regards to several quantities.

2.3.2

N × 4 Ladder

Now we turn to a dice ladder with 4 unit-cells along the short direction. A sketch is shown
in Fig. 2.5 (a). Note that because we have a unit cell with three sites, effectively there are
12 lines of sites, with a vertical periodicity blue-blue-red. This shows that numerically the
effort to study these ladders after adding electronic interactions would be harder than the
nominal size suggests. Specifically, a N × 4 dice ladder costs in practice a similar effort as a
N × 12 one-orbital Hubbard model ladder from, e.g., the DMRG perspective.
With regards to the relevance of dice ladders to mimic planes, what is remarkable are
the results in Figs. 2.5 (b,c). In spite of the very different lengths in both directions, panels
(b,c) have clear similarities with Figs. 2.4 (b,c). In particular, both display the flat bands
near zero energy, almost identical in both cases. To the extent that one of the primary
non-trivial aspect of dice lattices are the flat bands, then the N × 4 ladder keeps that aspect
intact. In addition, surprisingly, there are other flat bands in this 4-leg ladder, 2 in the
original upper-energy dispersing region and 2 in the lower-energy region. However, these
bands are not isolated from the rest, even with a nonzero spin-orbit coupling and magnetic
field. Thus, their value in inducing non-trivial properties of the system are questionable. For
this reason, we will not focus on those extra flat bands. However, we remark again that we
found flat bands near zero energy, successfully confirming that a 4-leg dice ladder resembles
the two-dimensional system.
Moreover, following the procedure outlined in the Appendix A.2 based on Ref. [8] we
have calculated the Chern number of the near-zero energy flat bands of the 4-leg dice ladder.
As explained in the introduction, unlike thermodynamically large system such as N × N ,
ladders are not expected to have sharp topological properties because of their discrete nature
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Figure 2.5: (a) Sketch of a N ×4 ladder. In the example shown N is 8 (focus on the red sites
to count unit cells). (b) Bands are derived from a 150×4 cluster (PBC×PBC) diagonalizing
Eq.(2.4) at SOC strength λ = 0.3t and magnetic field B = 0.2t. The total number of bands
shown are 4 × 6 = 24, with the factor 6 explained in the caption of Fig. 2.4. (c) Density-ofstates derived from (b) by summing over k1 . Note the 6 sharp peaks associated with near
flat bands, 2 of which are isolated near zero energy (the important ones), while 4 are mixed
with other non-flat bands.
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in one direction. However, remarkably, we found C ∼ 2 and C ∼ −2 for the two flat bands
as in Fig. 2.3 (b). For details, see below and Appendix A.2. In essence, the N × 4 ladder
has basically the same properties as the two-dimensional dice lattice.

2.3.3

N × 3 System

Consider now 3-leg dice ladders of size N × 3, such as illustrated in Fig. 2.6 (a). As
explained before, the effective number of “legs” of the 3-leg dice ladder, of relevance for
future computational work in real-space when adding interactions, is 9 because each unit
cell has 3 sites. As in the previous case of a 4-leg ladder, in panel (b) we present momentumspace results using k1 in the horizontal axis (long direction). This provides a discrete set
of bands because of the finite number of unit cells along the short direction (see detail in
caption). But once again, the flat bands near E = 0 remain solidly in place. Actually
the density-of-states is still qualitatively similar to the two-dimensional dice lattice cluster
Fig. 2.4 (c). In this case, there are no extra flat bands away from the vicinity of Fermi energy
zero, contrary to 4-legs, suggesting that the existence of these extra features may depend on
whether we have an even or odd number of unit cells along the short direction.

2.3.4

N × 2 System

Finally, we arrived to the “thinnest” ladder studied here: the 2-legs dice ladder. This ladder,
when considered in terms of the number of legs along the short direction, has 6 legs in the
one-orbital Hubbard analog, as illustrated in Fig. 2.7 (a). Thus, this system is accessible to
present computational efforts using DMRG. For this reason, the 2-leg ladder is particularly
important.
In Fig. 2.7 (b) the bands plotted vs k1 are shown, as before for 3- and 4-leg ladders. Once
again, remarkably, the flat bands near energy zero are clearly present, even in this “shortest”
system studied here. Similarly to the case of 4 legs, extra flat bands were identified here
immersed in the upper- and lower-energy regions, but they are not of our interest. The
density-of-states in Fig. 2.7 (c) now are different from the two-dimensional cluster Fig. 2.4 (c)
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Figure 2.6: (a) Sketch of a 8 × 3 ladder. (b) Bands derived from a 150×3 cluster
diagonalizing Eq.(2.4) at λ = 0.3t and B = 0.2t. Shown are 18 bands i.e. 3×6, as explained
in the caption of Fig. 2.4. (c) Density-of-states derived from (b) by summing over k1 , clearly
displaying flat bands near zero energy.
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Figure 2.7: (a) Sketch of a 8×2 dice ladder. (b) Bands derived from a 150×2 cluster
diagonalizing Eq.(2.4) at λ = 0.3t and B = 0.2t. (c) Density-of-states derived from (b) by
summing over k1 . Note the 6 sharp peaks in the density-of-states associated with near flat
bands, 2 of which are isolated near zero energy, while 4 are mixed with other non-flat bands.
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with regards to the upper and lower energy regions, due to the extra flat bands. But with
regards to the region near zero energy, all systems N × N , N × 4, N × 3, and N × 2, behave
similarly: they all have similar flat bands in this energy region.

2.4
2.4.1

Edge Currents and Edge States
Cylindrical Boundary Conditions

To study the properties of the dice ladders we have carried out several other calculations
in addition to the DOS and their flat bands. For example, using cylindrical boundary
conditions, with PBC along the short direction and OBC along the long direction, we
searched for edge currents at the edges of this geometry. Results are shown in Fig. 2.8(a–
d). At the center of the cylinders – away from the edges – there are no currents, but at
the edges currents develop with opposite senses of circulation. What is remarkable is the
obvious similarity, both qualitatively and quantitatively, between the N × N cluster that
mimics well the two-dimensional plane, panel (a), and the dice ladders in panels (b,c,d):
they all behave almost identically, with edge currents circulating in the same direction and
of the same magnitude. This confirms that the interesting edge currents of two dimensional
dice lattices in cylinders also appear in the dice ladders.
The use of cylindrical boundary conditions creates in-gap states in between the flat bands,
whose gap was opened by the magnetic field. Studying the wave function of those in-gap
states, we calculated the electronic density. The results are also shown in Fig. 2.8, with
details in the caption. As intuitively expected, these in-gap states are indeed edge states,
associated with the edge currents.
In Fig. 2.9, we show bands obtained from the one-particle spectral function A(k1 , ω)
(technical aspects in observables Sec. 2.2.2) for PBC×OBC, where the long direction has
PBC. We focus on the energy range where the flat bands develop near zero energy. For
PBC×PBC, these figures simply display two nearly flat bands with no extra features due to
the absence of edges. But with PBC×OBC in our finite but large clusters we observe the
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Figure 2.8: Charge current hJê2 i (red dots, left axes) in an OBC×PBC system shown vs
the unit cell index r1 along the long axis ê1 for different dice ladders. Electronic density
(blue dots, right axes) corresponding to the in-gap states i.e. states between the two flat
bands near zero, with the gap among them generated by the magnetic field. These in-gap
states are induced by using cylindrical boundary conditions. The density result is an average
over the four in-gap states closest to zero energy. The location of both current and charge
suggests these in-gap states are edge states. Shown are averages over the short direction r2
(of course in cylindrical geometries the results are translationally invariant along this PBC
direction). Panels (a), (b), (c), and (d) are for ladder sizes 30 × 30, 60 × 4, 60 × 3, and 60 × 2,
respectively. The parameters used in all panels are: λ = 0.3t, B = 0.2t,  = 0.6t. Note that
for the smaller ladders with 3 and 2 legs, the edge state penetrates one unit cell deeper into
the cylinder than the rest, which is just a small effect.
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Figure 2.9: One-particle spectral function A(k1 , ω) vs k1 for various clusters, using
PBC×OBC (PBC in the long direction). For all panels, we used broadening η = 0.002t
and energy resolution dω = 0.001t. Parameters for (a) are λ = 0.3t, B = 0.2t, and  = 0.6t,
and cluster size 30 × 30. In (b) parameters are λ = 0.3t, B = 0.2t, and  = 0.6t, with cluster
size 60 × 4. In (c), parameters are λ = 0.7t, B = 0.2t, and  = 0.6t, with cluster size 60 × 3.
In (d), parameters are λ = 0.5t, B = 0.2t, and  = 0.6t, with cluster size 60 × 2.
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development of edge states that manifest as crossing points. The similarity between the
N × N cluster [panel (a)] and all the rest of the ladders [panels (b,c,d)] is clear. In all
cases, the presence of two crossing points in principle indicates Chern number C = 2. As
explained before, for the dice ladders we do not expect a perfect quantization to an integer
of the Chern number calculation due to the few momentum-space points available along the
short direction. However, the conclusion that all cases panels (a,b,c,d) share similar features
is clear. All these results suggest that two chiral edge states exist both in the two- and
one-dimensional dice systems, even though C is not quantized for ladders.
For completeness, and as with the edge states for cylinders, note that for the 3- and 2-legs
dice ladders using other sets of λ and B parameters, we found that a small gap opens at zero
energy where the crossings appear in Figs. 2.9 (c,d) (for 4-legs these gaps are negligible). In
the presence of those gaps, edge states were nevertheless observed for 3- and 2-legs suggesting
that there is an effective mass in the associated chiral modes [6].

2.4.2

Open Boundary Conditions in Both Directions

Edge Currents in N × N System
As further test of the reliability of using finite systems to address the topology of dice lattices,
in Fig. 2.10 we have calculated the charge current for the case of OBC along both directions,
in the presence of both spin-orbit coupling and an external magnetic field. We use a cluster
that mimics the two-dimensional systems, namely with the same number of unit cells along
both directions. In Fig. 2.10 as expected the edge currents develop for a 12×12 cluster.
We have confirmed the same for up to 30×30 clusters, but displaying the smaller system
12×12 as illustration provides better clarity to the readers. The dangling sites, unavoidable
in OBC×OBC geometries, have zero current, obvious due to current conservation. In fact,
we confirmed explicitly charge conservation at every site of the lattice as a test of our codes.
In the two vertices without dangling sites, the current is more extended into the bulk than
at the straight line edges where the currents are very confined to the frontier. Intuitively,
this makes sense due to the sudden direction change of the current.
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Figure 2.10: Charge current calculated at each lattice bond on a 12×12 system with
OBC×OBC boundary conditions, at λ = 0.3t, B = 0.2t, and  = 0.6t. The presence of edge
currents is obvious to the eye. The intensity of the current is proportional to the length (and
also to the width) of the arrows.
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Edge Currents in N × 4, N × 3, N × 2 dice ladders
For the 4-, 3-, and 2-leg dice ladders, the situation is similar as in the symmetric N × N
cluster: in all cases there are sharply-defined edge currents, as shown in Fig. 2.11. A technical
detail is worth remarking: as we reduce the number of legs we have to adjust the λ and B
parameters to better achieve the confinement of current to the edges. Without this minor
parameter adjustment, the edge currents moving left and right, along the two horizontal
edges, may develop a non-negligible overlap because they have a finite width near the edge,
and then current distortions may occur. However, even though in some regions of parameter
space the edge currents are not as crisp as in Fig. 2.11 due to overlaps, in all cases investigated
the sense of rotation of the currents is always the same and their existence is not in doubt.
In summary, all ladders behave very similarly to planes when OBC conditions are used along
both directions: in all cases clear edge currents develop.
Together with the presence of currents at the edges, we also observed the presence of
charge related to in-gap states localized at the edges in OBC×OBC. Figure 2.12 shows
the electronic density corresponding to the range of energies inside the gap opened by B
between the two flat bands. As for the two-dimensional lattice, panel (a), for the dice
ribbons the various panels (b-d) also show that in the range of energy near the middle of the
gap between the flat bands, the states generated by using OBC×OBC are confirmed to be
the “edge states” as manifested by the edges’ localization of charge.
Hall conductance
The Hall conductance was also calculated. Typically σxy grows with increasing energy,
starting from negative energy when the first flat band is reached. This is to be expected
because of the nonzero value of C for the flat bands near zero energy in two dimensions. For
PBC×PBC and after entirely crossing the first lower flat band, σxy remains constant, and
then it decreases when reaching the second band that has the same C but of opposite sign.
For OBC×OBC or PBC×OBC, the edge states levels in between the flat bands makes σxy to
evolve more smoothly in value in between the flat bands, as opposed to having a plateaux.
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(a)

(b)

(c)
Figure 2.11: Charge current calculated at each lattice bond for different ladder sizes. In
(a) the system size is 30×4 while the parameters chosen are λ = 0.3t, B = 0.2t, and  = 0.6t.
In (b) the system size is 30×3, with parameters λ = 0.3t, B = 0.25t, and  = 0.6t. In (c) the
system size is 30×2 with parameters λ = 0.1t, B = 0.4t, and  = 0.6t. All plots are using
boundary conditions OBC×OBC. The presence of well-defined edge currents is clear in the
three ladders.
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(a)

(b)

(c)
(d)
Figure 2.12: Electronic density adding the contributions from all the “edge states”
generated by using OBC×OBC –in between the two flat bands near zero energy – more
specifically within the range of energy ∆ω = 0.2t from ω = −0.1t to 0.1t. The radius of each
circle is proportional to the value of the density. These states, that also generate the edge
currents shown in previous figures, are clearly localized at the edge, as expected. Parameters
are the following: (a) 12 × 12 cluster, λ = 0.3t, B = 0.2t, and  = 0.6t; (b) 30 × 4, λ = 0.3t,
B = 0.2t, and  = 0.6t; (c) 30 × 3, λ = 0.7t, B = 0.2t, and  = 0.6t. (d) 30 × 2, λ = 0.5t,
B = 0.2t, and  = 0.6t.
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However, overall all the clusters studied, both the symmetric N × N and the dice ladders,
share a qualitative similar behavior in the Hall conductance. Note that our study of the
Hall conductance is not with the goal of proposing specific experiments, but theoretically
to observe how close the results for one dimensional ladders resemble the two dimensional
results, where σxy is proportional to C.
With respect to the specific value reached at the central energy F = 0, for the 24 × 24
cluster and PBC×PBC the number is approximately 1.9, close to the expected 2. Size effects
are to be expected and extrapolating to large N , we conclude that C for the N × N cluster
is indeed very close to 2 within our accuracy. For the dice ladders, systematically the zero
energy Hall conductance is smaller, although they are all qualitatively similar. In all cases,
the F = 0 value is larger than 1.
In Fig. 2.13 the Fermi-energy Hall conductance is shown vs broadening for PBC×PBC
where size effects are less severe. In the caption, two alternative extrapolations to zero
broadening are discussed. For the 24×24, it appears that C = 2 is a solid conclusion, in
agreement with expectations. For the 4-leg ladder, results also suggest C ∼ 2. As explained
before, we do not expect C to behave exactly similarly in dice ribbons as in two-dimensional
dice lattices, but the results shown are sufficient to illustrate that the 4-leg ladder is virtually
identical to the two-dimensional system. However, for the 3-leg dice ladders, deviations are
pronounced and it seems unlikely C will extrapolate to 2. Similarly, the case of the 2-leg
ladder is even more pronounced, with a C close to 1. For 3- and 2-leg ladders, the edge
currents moving in opposite directions may start overlapping, distorting the effects found
in planes. Yet, all of the dice lattices we studied have systematic behavior similar to one
another.

2.5

Correlation Effects

In this section we address the effect of Hubbard correlations U in dice lattices. As explained
before, considering correlation effects in two dimensions is difficult without using severe
approximations (as we discuss in the next chapter). For this reason in the first portion of
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Figure 2.13: Hall conductance (σxy ) at the Fermi level (F = 0) vs the relaxation parameter
ζ for PBC×PBC clusters of sizes (a) 24×24, (b) 100×4, (c) 200×3, and (d) 300×2, all for
the same parameters λ = 0.3t, B = 0.2t, and  = 0.6t. (a,b,c) share the vertical axis on the
left, while (d) has its own vertical axis on the right. The extrapolation to zero broadening
can be performed using all the red dots data or instead the dashed-line shown employing
only broadenings above 0.1t. The reason is that the systematic development of a negative
curvature in the data, deviating from a straight line, could be a size or broadening effect. In
panel (a) clearly both extrapolating via all the red dots or only using those leading to the
dashed line suggest a convergence to a region centered at the expected C = 2.
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this chapter we verified that ribbons of the dice lattice (“ladders”) maintain the essential
properties of the 2D version, such as flat bands. In this section now we introduce correlation
effects U using the accurate Lanczos and DMRG techniques. For the latter we employ the
8 × 2 cluster. Note that this cluster has a total of 48 sites and in the short direction there
are 6 rows of sites. In spite of this complexity, it can still be studied with DMRG. The N × 2
cluster studied here is sufficient to illustrate the development of non-trivial magnetic order
in the dice systems with increasing U .
First, consider the effect of U on the DOS at B = 0, particularly the flat bands, using
the Lanczos technique on a 2×2 exactly-solved cluster (12 sites). Results are in Fig. 2.14,
focusing on the energy range near the flat bands of Fig. 2.7. From these DOS results, it
is clear that U splits the flat bands similarly as a magnetic field does, with a gap growing
with U . As explained below, the qualitative reason is that the spin state that develops as
U increases has ferrimagnetic tendencies, and the net global magnetization of such state
qualitatively resembles an external magnetic field.
In Fig. 2.15 (a), the spin-spin correlations measured exactly using the Lanczos technique
are shown for a small cluster 2×2 (12 sites), parametric with U .

Site labels are in

Fig. 2.15 (b). As the Hubbard repulsion grows, the magnetic order (the strength of the
spin-spin correlations) grows. The pattern shown corresponds to ferrimagnetic order, at
least for U = 2 or larger, because the number of spin correlations that are positive is double
the number that are negative, with a different spin orientation for the coordination 3 and 6
sites spins. At U = 0.5 the spin correlations are more erratic, but still there is an unbalance
between positive and negative values. Typically, size effects are more severe at small U , but
the ferrimagnetic pattern at U = 2 or larger is robust.
The Lanczos results are in excellent agreement with the spin-spin correlations obtained
using DMRG employing a larger 8×2 cluster, as shown in Fig. 2.16 (a). These results are
displayed using the “snake” geometry where all 48 sites are arranged in a one-dimensional
structure, see Fig. 2.16 (b). The fact that for each negative value of the correlation there
are two positive is again indicative of the ferrimagnetic order, with a net magnetic moment,
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Figure 2.14: DOS of a 2×2 cluster (12 sites) studied exactly with Lanczos for various
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2×2 cluster studied with Lanczos for various U ’s [values indicated as inset in panel (a)],
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Figure 2.16: (a) Real-space spin-spin correlation between a reference site 0 and all other
sites of an 8×2 cluster (48 sites total) for different values of interaction U . Results shown
were obtained with DMRG, and the cluster has OBC in the long direction. Here λ = 0.2t,
 = 0.6t, and B = 0. Site labels are in panel (b).
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as in the Lanczos study. Note that for U = 0.5 the ferrimagnetic pattern is clear, suggesting
that the erratic U = 0.5 results of Lanczos are a size effect.
Thus, with the help of accurate numerical techniques on dice ladders we observe that (1)
ferrimagnetic order develops, and (2) the split of the flat bands does not require an external
magnetic field but correlation effects can produce related effects via ferrimagnetism. This
magnetic state is in agreement with studies of the spin-1/2 Heisenberg model on a dice
lattice [61]. However, our results are not consistent with those obtained with the meanfield approximation when including the Hubbard U that predicted ferromagnetic order [16],
instead of ferrimagnetic, indicating that a beyond mean-field study is required to understand
the effect of interaction in dice lattices, which we are going to discuss in detail in Chapter 3.
For completeness, we also show the Lanczos local charge density in Fig. 2.17(a). As
intuitively expected, the probability of double occupancy is strongly suppressed with
increasing U and asymptotically the density approaches 1. Simultaneously with the local
charge reaching 1, the local spin reaches 1/2 as shown in Fig. 2.17(b) where at large U the
squared-spin expectation value converges to 1/2(1+1/2)= 0.75. All this occurs similarly for
coordination 3 and 6 sites, even though the weak and intermediate U coupling values are
slightly different.
Similarly as with Lanczos, using DMRG we also studied the electronic density. The
results in Fig. 2.18, using the “snake” geometry, confirm that with increasing U the local
densities converge to 1.

2.6

Conclusions

In this chapter, we have studied the dice lattice when geometrically reduced from the
standard planar geometry to ladders. These clusters could be called ribbons but are here
called “ladders” by analogy to the physical systems widely studied in other contexts, such as
high critical temperature superconductors [50, 51, 52, 53, 54, 55, 56, 57]. The Hamiltonian
used is the same as employed before in Ref. [16], namely with a tight-binding term, Rashba
spin-orbit coupling, on-site energies, and an external magnetic field. In addition, we also
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“snake” geometry of DMRG.
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incorporated the effect of Hubbard interactions in the N × 2 ladders, using Lanczos and
DMRG methods. Our main results are two folded:
(1) We showed that the geometrical transition from planes to ribbons does not alter the
basic properties of the dice lattice. We arrived to this conclusion focusing on several nontrivial quantities of relevance in 2D, such as the flat bands near the Fermi level, the edge
currents when using OBC, the localized charge at the edges near zero energy in the oneparticle spectral function also when using OBC, and a nonzero Hall conductance. The main
conclusion of this first portion of our effort is that all systems studied, more importantly the 2leg ladder that can be studied with DMRG including Hubbard U , display common properties
suggesting that their qualitative behavior is similar. Remarkably, the original localized states
that create the flat bands are present in all the systems studied in this chapter, suggesting
their localization length is very small, a result that could not be predicted a priori.
(2) In the second portion of this chapter, we introduced and studied the effect of Hubbard
correlations U in dice systems using Lanczos and DMRG techniques, for the case of the
N × 2 ladder. We show that the dice systems generate ferrimagnetic order with increasing
U and the flat bands split in the correlated systems without the need of introducing an
external magnetic field. Our results improve over previous mean-field efforts that reported
ferromagnetic order instead in Ref [16], signifying that a beyond mean-field study is required
for dice lattices.
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Chapter 3
Topological Phase Transitions in
Bipartite Dice and Lieb Lattices
3.1

Introduction

In previous chapter we studied ribbons of dice lattice [62], equivalent to a dimensional
reduction from two to one of the original dice lattice into a quasi-one-dimensional system.
Qualitatively, ribbons were shown to behave very similarly to planar dice lattices [62]. This
paves the way towards the introduction of electronic correlations, which is a relatively
simpler task in one-dimensional systems than in planes due to the availability of manybody techniques that are particularly efficient in one dimension. However, carrying out
density matrix renormalization group (DMRG) [49] or Lanczos diagonalization [48] studies
of interacting electrons in dice ribbons is still a considerable computational challenge. For this
reason, in this chapter, as an intermediate step towards the full introduction of correlations
and quantum fluctuations, we employ the self-consistent Hartree Fock approximation to
directly study dice planes instead of ribbons.
Additionally, in this chapter we also study the Lieb lattice, Fig. 3.1(b). Besides being
bipartite like the dice lattice, we will show it shares many similar properties in the phase
diagram with the dice lattice. Lieb lattices have been realized in optical lattices [63, 64] and
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ê1

3

2

x

2

1

Figure 3.1: (a) Geometry of the dice lattice. Here we show a 4×4 cluster with 4 unit cells
along each lattice unit vectors ê1 and ê2 (in orange). The blue (red) sites have coordination
3 (6). (b) Geometry of a 4×4 Lieb cluster with 4 unit cells along each lattice vectors âx
and ây (in orange), respectively. The blue (red) sites have coordination 2 (4). Each unit cell
contains 3 sites, marked as 1, 2, 3. In both (a) and (b), the cyan arrows labelled D̂αβ indicate
the Rashba SOC directions on bonds αβ.

44

photonic crystals [65, 66]. The study of Lieb lattices including intrinsic SOC and U has been
discussed in [67].
Most early theoretical work in this context have reported Chern numbers |C| equal to 0,
1, or 2 in absolute value. However, having even larger Chern numbers can provide practical
improvements in potential applications. Because of the correspondence between |C| and
the number of dissipationless edge modes, the performance of devices can be improved by
reducing the contact resistance in the quantum anomalous Hall effect. Recent efforts have
found procedures to increase the Chern number. For example, (1) by considering hoppings
at longer distances than those already contained in the original tight-binding Haldane model
with |C| = 1, a multiplication of Dirac points can be achieved [68]. A general procedure to
construct Chern insulators with arbitrary |C| = n, with n an integer, employing extended
hopping interactions was presented in Ref. [69]. Chern numbers as large as |C| = 5 were
reported [70]. (2) In the context of photonic crystals using multimode one-way waveguides,
|C| as large as 4 has been reached using ab initio calculations [71]. (3) Employing periodic
quenching, and a two-band model as example, it was shown that Chern numbers as large as
7 can be obtained [72]. (4) Sudden quenches can also modify Chern numbers. For example
a system with C = 2, with two edge states, after a sudden quench to the nontopological
regime with C = 0, can have an intermediate phase with C = 1 due to different decay rates
of the inner and outer edge modes [73]. In partial summary, having a large C is potentially
beneficial for applications, and procedures to reach such goal have been recently proposed,
as the partial list provided above shows.
However, all these previous efforts have neglected electronic-electronic correlations
primarily because already a rich variety of topological phases can be obtained at the level
of non-interacting electrons.

Moreover, these models can be solved exactly.

However,

the neglect of electron-electron interactions is always an approximation [6]. In addition,
correlation effects may induce novel phases, difficult to anticipate from the noninteracting
limit. Consequently, it is widely believed that the next big challenge in quantum materials
is the mixture of topological and correlation effects. Will they compete or cooperate? What
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new phases will emerge adding correlation effects? The main technical difficulty in this
context is that electronic correlations substantially increase the difficulty in solving the
Hamiltonian that now contains both Hubbard U interactions and spin-orbit coupling λ.
In this chapter, we study the dice and Lieb lattices in the presence of onsite Hubbard U
repulsion, within the Hartree Fock (HF) approximation. We present the results for these two
lattices because of their many similarities: both have unit cells with 3 sites (2 of those sites
equivalent by symmetry) and both develop nonzero Chern numbers in the noninteracting
U = 0 limit when in the presence of spin-orbit Rashba interactions of coupling strength λ
and an external magnetic field. By solving the self-consistent equations numerically we find
two main results: (1) Both lattices develop ferrimagnetic order. This confirms the study
carried out in the previous chapter by Lanczos on 2×2 unit cells (i.e. 12 sites) and DMRG
on 2×8 ribbons (48 sites), where ferrimagnetic order was found. Moreover, the ferrimagnetic
order develops immediately turning on U , in qualitative agreement also with the small cluster
studies mentioned above. The flat bands in the non-interacting limit [74], without external
fields, split in the presence of the Hubbard interaction. This HF analysis confirms the
previous conjecture [62] that using ribbons to study properties of planes is qualitatively, and
often quantitatively, correct. (2) More importantly, we here report unexpectedly rich phase
diagrams varying U and λ, unveiling a plethora of phases with a variety of Chern numbers,
some as large as |C|=3. Thus, not only by increasing the range of hoppings or by quencheddynamic setups is that |C| can be increased, but our results suggest the presence of strong
correlation U can lead to similar effects, at least within the HF approximation.
The organization of the chapter is as follows. In section 3.2, the Model and Method
are described, including the Fourier transform of the Hamiltonian which amounts to a 6×6
matrix at each fixed momentum. In this section, the HF approximation is also explained, as
well as the technique to iteratively find the order parameters self-consistently. In section 3.3
the results are discussed, separated into dice and Lieb lattices subsections, both containing
phase diagrams with the many topological phases we found. Finally, in section 3.4 we provide
conclusions to this chapter.
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3.2
3.2.1

Model and Method
Non-Interacting Electrons with Spin-Orbit Coupling

The non-interacting Hamiltonian comprises of the tight-binding kinetic energy term and the
Rashba spin-orbit coupling term. These Hamiltonians have been studied before in Refs. [16,
62] for the dice lattice and in Ref. [75] for the Lieb lattice. Note that these Hamiltonians have
similar form as in Chapter 2 with Zeeman term set to zero. The non-interacting Hamiltonian
for the dice and Lieb lattices reads:
HDice(Lieb) = −t

X



c†r,α,σ cr0 ,β,σ

hr,α;r0 ,βi,
σ

−λ

X


X
nr,2
+ h.c. − 
r



ic†r,α,σ (D̂αβ

hr,α;r0 ,βi,
σ,σ 0

· ~τ )σσ0 cr0 ,β,σ0


+ h.c.
(3.1)

where r, r0 are the unit cell indexes, α and β are the site indexes within the unit cell
r and r0 , respectively (with α, β = 1, 2, 3), and σ =↑, ↓ is the z-axis spin projection of the
electron at site α within the unit cell r. λ is the Rashba spin-orbit coupling strength that
is uniform for all the bonds, while  is the onsite energy that affects only the red sites of
Fig. 3.1. ~τ = τx x̂ + τy ŷ + τz ẑ is the Pauli matrix vector, D̂αβ is the unit vector in-plane and
perpendicular to the bond formed by (r, α) and (r0 , β). Both Rashba and hopping occur only
between nearest-neighbor sites. Note that the D̂αβ for the dice lattice in Fig. 3.1 follows the
D3d symmetry group [16].
Via the Fourier transform c†k,α,σ =

√ 1
N1 N2

P

r

eik·r c†r,α,σ the non-interacting Hamiltonian of

the dice lattice in momentum space [16, 62] becomes:
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−tγk∗

∗
−iλγk+



0
0
0
0




∗
 0
0
−iλγk−
−tγk∗
0
0 




∗
∗
 −tγk iλγk−
−
0
−tγk iλγk+ 


HDice (k) = 

∗
∗
iλγk+ −tγk
0
−
iλγk− −tγk 




 0
0
−tγk −iλγk−
0
0 


0
0
−iλγk+ −tγk
0
0

(3.2)

The definitions of γk and γk± for dice lattices has been discussed in the previous chapter.
The annihilation operator basis used here is (ck,1,↑ , ck,1,↓ , ck,2,↑ , ck,2,↓ , ck,3,↑ , ck,3,↓ ).
N1 and N2 are the number of unit cells along the lattice vectors ê1 and ê2 , respectively.

Similarly, the non-interacting Hamiltonian of the Lieb lattice, under the Fourier transform
P ik·r †
c†k,α,σ = √ 1
cr,α,σ [75] becomes:
re
Nx Ny



−tδk∗x +

λδk∗x −



0
0
0
0




∗
∗
 0
0
−λδkx − −tδkx +
0
0 




−tδkx + −λδkx −
−
0
−tδky + iλδky − 

HLieb (k) = 


 λδkx − −tδkx +
0
−
iλδky − −tδky + 




∗
∗
 0
0
−tδky + −iλδky −
0
0 


∗
∗
0
0
−iλδky − −tδky +
0
0
where δki ± =1 ± eiki , while kx and ky are the components of the momentum along the
lattice vectors âx and ây , respectively. The basis used here is as in the dice lattice, i.e.
(ck,1,↑ , ck,1,↓ , ck,2,↑ , ck,2,↓ , ck,3,↑ , ck,3,↓ ). Nx and Ny are the number of unit cells
along the lattice vectors âx and ây , respectively.
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3.2.2

Interacting Electrons in the Hartree-Fock Approximation

To study the interaction effects, we added the onsite Hubbard repulsion term (HU =
P
U r,α nr,α,↑ nr,α,↓ ). This model cannot be solved exactly and in this study of interacting
dice and Lieb lattices we used the standard Hartree-Fock (HF) decomposition in real space
described as follows:
HU ≈ U

X
r,α

[hnr,α,↑ inr,α,↓ + hnr,α,↓ inr,α,↑ − hnr,α,↑ ihnr,α,↓ i

+
−
−
+
+
−
−{hSr,α
iSr,α
+ hSr,α
iSr,α
− hSr,α
ihSr,α
i}



(3.3)

±
where hnr,α,σ i and hSr,α
i are the charge and magnetic order parameters, respectively, for site

α within the unit-cell r and spin projection σ.
We simplified our HF results using that each unit cell in real space is a copy of all the rest,
under the development of translationally invariant ferrimagnetic order, as found in Ref. [62].
±
Thus, hnr,α,σ i = hnα,σ i and hSr,α
i = hSα± i. Under this condition, the interaction term in

Eq. (3.3) in momentum space becomes:


HU,Quantum

(HU,Classical )α,α

hn1,↓ i

−hS1− i

0

0

0

0







+
−hS1 i hn1,↑ i
0
0
0
0 




−
 0
0
hn2,↓ i −hS2 i
0
0 

≈ U


+
 0
0
−hS2 i hn2,↑ i
0
0 




−
 0
0
0
0
hn3,↓ i −hS3 i


0
0
0
0
−hS3+ i hn3,↑ i


≈ U hSα+ ihSα− i − hnα,↑ ihnα,↓ i

(3.4)

(3.5)

where HU,Quantum describes the quantum portion of the HF Hamiltonian and HU,Classical its
classical component. Note that the basis for the interaction matrix in Eqs. (3.4) and (3.5)
is the same basis used for the non-interacting Hamiltonians in Eqs. (3.2) and (3.3), i.e.
(ck,1,↑ , ck,1,↓ , ck,2,↑ , ck,2,↓ , ck,3,↑ , ck,3,↓ ). More complicated orders, such as a spiral, would
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require the diagonalization of much larger matrices, but here a 6×6 is sufficient to generate
eigenvalues and eigenvectors. Also, the presence of inversion symmetry with respect to the
coordination-6 sites of the dice lattice and C4 symmetry in the Lieb lattice helps us in
reducing the number of order parameters. Under these symmetries the order parameters of
the two blue sites within the unit cell must be the same. The presence of this symmetry
reduces the number of order parameters because under this symmetry the order parameters
of the two blue sites within the unit cell will be the same for a given momentum.
To find the values of these order parameters, we performed self-consistent iterations
derived from minimizing the Hamiltonian energy with respect to the mean-field parameters,
while tuning the chemical potential accordingly to remain at the desired electronic density.
In practice, we started with several random initial configurations (or seeds) for each order
parameter (at fixed U/t and λ/t) and inspected the lowest energy achieved after the iterative
process. Then, we compared the ground-state energies from each of these converged results,
and considered those with the lowest energy (sometimes the results of different iterative
processes lead to different energies due to trapping in metastable states, thus the importance
of using a variety of initial random order parameter sets). More specifically, to reach the
self-consistent solution in the Hartree-Fock order parameters, we used the simple mixing as
described below:
n+1
n
n
|Oin
i = (1 − α)|Oin
i + α|Oout
i,

(3.6)

n
n
i is
where |Oin
i is the input array of order parameters for the n-th iteration and |Oout

calculated using the eigenspectrum of the Hartree-Fock Hamiltonian for the given density of
electrons [76]. The chemical potential is tuned to reach the targetted electronic density, in
this case half-filling, for a fixed very low temperature of T = 0.0001t. We used α = 0.5 in
the previous equation. The convergence error criterium of our HF results was 10−6 .
In Appendix B.1 we show evidence that using the full Hartree-Fock approximation, as
opposed to only Hartree, in the cases of the dice and Lieb lattices is qualitatively important.
Not only the energies are better with HF, but in addition, the Chern numbers are different
than those obtained when only using Hartree, indicating that the Fock terms are relevant.
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3.3

Results

In this section, we will discuss the Hartree-Fock results for the two-dimensional (2D) dice
and Lieb lattices. Surprisingly, we observed many different topological phases and present
them in our phase diagrams for both respective lattices, see Figs. 3.4 and 3.9. Each state in
these phase diagrams is characterized by the set of Chern numbers (C1 , C2 , C3 , C4 , C5 , C6 )
calculated for each of the six bands, from the bottom up increasing energy, arising from
the 6×6 diagonalization of the matrices shown in the previous section after convergence,
all at half-filling. We also observed that all topological phase transitions in our systems
occur through a band touching point, as expected for topological phase transitions. Namely,
varying a parameter such as U or λ, first a gap exists among all phases, then at one point
a gapped region between two bands becomes gapless when those two bands touch, and then
the gap reopens again, with a concomitant change in the Chern numbers of the two bands
involved. Concrete examples are shown below.

3.3.1

Dice Lattice Results

We start by considering a 60×60 unit cell dice lattice system, with 60 unit cells along each
lattice vectors ê1 and ê2 , see Fig. 3.1(a) for reference. We study the ground state properties
of the dice Hamiltonian on this lattice in the presence of interactions at half-filling, via
Hartree-Fock. When U/t = 0, degenerate flat bands are present at E = 0 in this lattice even
for λ/t nonzero [62, 16] (the same occurs for the Lieb lattice shown below). For any finite
U , these flat bands split into two non-degenerate bands around E = 0, even in the absence
of external fields. Also, with the inclusion of U/t long-range ferrimagnetic order develops in
the system. Our previous DMRG+Lanczos study showed the presence of this ferrimagnetic
order for N × 2 ribbons of dice lattice [62]. However, to confirm that this type of order
dominates also in the present 2D case, i.e. not just in ribbons, a comprehensive study of the
magnetic properties was carried out via HF.
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In Fig. 3.2, we show that the ordering of the local spins are indeed ferrimagnetic using
HF. Firstly, the magnitude of the spin at site 2 (|hS2 i|), i.e. the red sites, is always smaller
as compared to the magnitude of the spin at site 1 (|hS1 i|), i.e. the blue sites. In addition,
the product of the two spins hS1 i and hS2 i is always negative. Moreover, at any finite U/t
both hS1 i and hS2 i are collinear: we verified that hS1 i · hS2 i/|hS1 i||hS2 i| = −1. With all this
information, we can safely conclude that the ordering of the spins in our 2D dice lattice is
ferrimagnetic, as conjectured in Ref. [62] studying small clusters.
At finite U/t, we have not observed any further magnetic transition in Fig. 3.2 and the
magnetic ordering is consistently ferrimagnetic for the entire range of U/t. However, there
is an abrupt change in the magnetic ordering when moving from U/t = 0 to U/t = 0.1,
the first point studied after U/t = 0 in our grid of points, where there is a sudden jump
in the magnitude of hS1 i. This is because the flat band at U/t = 0 consists of states from
coordination-3 sites and even a small value of U/t breaks the global degeneracy that causes
the E = 0 flat band, leading to a jump in |hS1 i|. In other words, the sudden split of the flat
band separates that original band into two, each with a different orientation of the ferri order
parameter. To confirm these results, we performed Lanczos on a 2×2 system, see Fig. 3.3,
where we observed the same features being captured in the average local moments hS21 i.
Here we also show that, as expected by mere symmetry even with the quantum fluctuations
incorporated, hS21 i and hS23 i are identical to one another.
In Fig. 3.4, we display the U/t versus λ/t topological phase diagram for a 60×60 unit cells
dice lattice system, at  = 0.6t. To establish this phase diagram, we computed the first order
Chern number of all the 6 non-degenerate bands that arise from the HF approximation, at
half-filling, using the method introduced in Ref. [8], involving individual plaquettes in the
discretized grid in momentum space of the lattice used. Unlike in the case of the Lieb lattice,
where the poles of the Berry curvature lie at the boundary of the first Brillouin zone, as we
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Figure 3.2: Average spin moments vs U/t at λ = 0.3t and  = 0.6t via Hartree-Fock at
half-filling on a 60×60 unit-cell system used for the self-consistency. |hS1 i| and |hS2 i| are
the magnitude of the spins at sites 1 and 2, respectively and |2hS1 i + hS2 i| is the net spin
moment of the unit cell. hS1 i · hS2 i shows the dot product of the spins at sites 1 and 2.

Figure 3.3: Average local moments hS2α i and spin-spin correlation hS1 .S2 i vs U/t at λ = 0.3t
and  = 0.6t, obtained via Lanczos at half-filling on a 2×2 unit-cell system. The results for
site 1 merely confirm that by symmetry sites 1 and 3 must behave identically. This is why
only green is observed in the figure, while blue is hidden behind.
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Figure 3.4: U/t vs λ/t topological phase diagram for the 60×60 dice lattice, calculated
using the Hartree-Fock approximation.  = 0.6t is used here. The different colors refer to
different sets of Chern numbers (C1 , C2 , C3 , C4 , C5 , C6 ), according to the color convention
indicated at the top. Note that all phases are ferrimagnetic including the (0, 0, 0, 0, 0, 0)
phase 1. 12 different topological phases were identified.
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described later in the text, in the dice lattice they lie well within the first Brillouin zone.
Hence, the calculation of Chern numbers here is quite straightforward.
It is intersting to note that for  = 0 the Hamiltonian in equation (3.1) is invariant, for
half-filling, under the particle-hole transformation shown below:
cr,α,σ → νσ eiπα c†r,α,σ̄

(3.7)

where νσ = 1(−1) for σ =↑ (↓). The presence of  6= 0 breaks the particle-hole symmetry
which leads to asymmetry in the Chern numbers i.e. Ci 6= −C6−i , as noticed in many phases
in the phase diagram.
As illustration, in Fig. 3.5, we are showing representative bands for some of the phases
that appear in our phase diagram. We observed that for small values of the interaction
strength U/t, there are three different classes of bands that are isolated in pairs (as expected
from continuity starting at U/t = 0 where there are three bands, each with degeneracy
two). For example, in Figs. 3.5(a) and 3.5(f ) involving the phases (2, −2, 0, 0, 2, −2) and
(2, −2, 0, 0, 0, 0), the lower two bands, the middle two bands, and the upper two bands form
classes of their own and each has a net sum of Chern numbers equal to zero. Increasing
U/t, the middle two bands split further and now we have two different classes made of three
lower and three upper bands, see Fig. 3.5(b), 3.5(c), and 3.5(d) that represent the phases
(2, −2, 0, −1, 3, −2), (2, −2, 0, 1, 1, −2) and (2, −3, 1, 1, 1, −2) respectively. Note now the net
sum of Chern numbers of the lower three bands and upper three bands is zero separately.
This last issue is worth remarking: in the dice lattice at half-filling, our results predict that
the three lower bands have Chern numbers that always add up to zero in the entire phase
diagram, suggesting that the Anomalous Quantum Hall Effect (AQHE) will cancel. However,
in the Lieb lattice, as shown below, this situation will only occur in a fraction of the phase
diagram.
We observed that to characterize the topological phase transitions and find the precise
locations of the transitions, the magnetic observables, such as the ferri order parameter, are
certainly insufficient. For example, we did not detect any noticeable modification in the first
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Figure 3.5: Panels (a), (b), (c) and (d) represent the bands at λ = 0.3t for the phases
(2, −2, 0, 0, 2, −2), (2, −2, 0, −1, 3, −2), (2, −2, 0, 1, 1, −2) and (2, −3, 1, 1, 1, −2), at U/t =
2.0, U/t = 3.4, U/t = 4.4 and U/t = 5.5, respectively. Panels (e) and (f ) represent the bands
at λ/t = 0.8 corresponding to the phases (0, 0, 0, 0, 0, 0), and (2, −2, 0, 0, 0, 0) at U/t = 1.0,
and U/t = 3.0, respectively. All the plots were obtained using a 60×60 grid in momentum
space, and  = 0.6t. The numbers next to each band are the Chern numbers of those bands.
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and second derivatives of the ferrimagnetic order parameters vs U/t. This is in agreement
with the transitions being topological. Thus, we calculated ∆n which is the minimum gap
in energy between the nth and n + 1th energy bands at fixed SOC λ = 0.3t as example, as
in Fig. 3.6. Here we show that whenever a topological phase transition occurs the bands go
through a band touching point, namely ∆n = 0. As example of this behavior, we will consider
the phase transition occuring between the phases (2, −2, 0, 0, 2, −2) and (2, −2, 0, −1, 3, −2).
In this case, the Chern numbers of the band 4 and band 5 change from (0, 2) to (−1, 3)
which implies that somewhere between these two phases there should be a value of U/t, at
fixed λ/t, where ∆4 = 0. In Fig. 3.6, we can see that U/t ∼ 3.3 corresponds to that touching
point, confirming the topological nature of the transitions.
Similarly, we show in detail two more such transition points for λ/t = 0.3 at U/t ∼ 3.7,
and U/t ∼ 4.7, where ∆4 = 0 when (2, −2, 0, −1, 3, −2) → (2, −2, 0, 1, 1, −2) and ∆2 =
0 when (2, −2, 0, 1, 1, −2) → (2, −3, 1, 1, 1, −2), respectively. Also, we noticed that for a
specific band n while moving from one phase to another a net change in Chern number of
|∆Cn | = 1 or 2 is observed in the dice lattice. For example, in Fig. 3.6 while moving from
phase (2, −2, 0, 0, 2, −2) to (2, −2, 0, −1, 3, −2) we observe |∆C4 | = |∆C5 | = 1. Similarly,
from phase (2, −2, 0, −1, 3, −2) to (2, −2, 0, 1, 1, −2) we observe |∆C4 | = |∆C5 | = 2. This is
true for all the phase transitions in our phase diagram in Fig. 3.4.
In Fig. 3.7, we showed the bands associated with the three transition points reported in
Fig. 3.6. At finite U/t, the symmetry points Γ, K, and M are not necessarily the location of
the bands touchings, although in practice they turned out to be. Hence, a complete Brillouin
zone check is in principle required. For that purpose, we plotted the bands versus the lattice
momentum k1 , for different values of k2 ’s. In Fig. 3.7(a), we depict the band touching point
at U/t = 3.3. This point here lies at momentum (k1 , k2 ) = (π, 0) and is present between
bands 4 and 5. Similarly, in Fig. 3.7(b) and 3.7(c), we explicitly show the band touching
points for the transition values U/t = 3.7 and U/t = 4.7, respectively. For U/t = 3.7, the
touching lies at the momentum point (π, π) and occurs between bands 4 and 5, whereas for
U/t = 4.7 the touching lies at momentum (π, 0) and is present between bands 2 and 3.
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Figure 3.6: Band gaps ∆n vs U/t plot for λ/t = 0.3 and /t = 0.6 via Hartree-Fock at
half-filling on a 60×60 unit-cell system. We show ∆n = mink [En+1 (k) − En (k)], where n
is the band index. Here we can clearly observe the topological transition points around
U/t ∼ 3.3, U/t ∼ 3.7, and U/t ∼ 4.7, respectively.
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Figure 3.7: Energy bands vs k1 plots (for the specific values of k2 ’s that highlight the band
touching region) at the transition coupling values U/t = 3.3, 3.7 and 4.7, and at λ/t = 0.3 and
/t = 0.6, via Hartree-Fock on a 60×60 unit-cell system. Panel (a) represents the transition
point from phase (2, −2, 0, 0, 2, −2) to phase (2, −2, 0, 1, 3, −2), whereas plot (b) represents
the transition point from phase (2, −2, 0, 1, 3, −2) to phase (2, −2, 0, 1, 1, −2). Lastly, plot
(c) represents the transition point from phase (2, −2, 0, 1, 1, −2) to phase (2, −3, 1, 1, 1, −2).
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3.3.2

Lieb Lattice Results

Let us now discuss our HF results for the Lieb lattice [77]. Similar to the dice lattice, here we
start by considering a two-dimensional 64×64 system, with 64 unit cells along each lattice
vectors âx and ây (readers are referred to Fig. 3.1(b) for the geometry). The non-interacting
properties of the Lieb lattice entail degenerate flat bands at half-filling at E = 0 [75], as
in the case of the dice lattice. Also as in the dice lattice, we have observed that after the
inclusion of the onsite Hubbard U/t the flat band immediately splits into two non-degenerate
bands. However, unlike the dice lattice, the splitting of the Lieb flat band adds unexpected
technical complications because special points in momentum space remain very close to one
another, even after the splitting induced by U/t and λ/t. Thus, considerably more numerical
effort is required to make sure true gaps are formed in the Lieb lattice than in the dice lattice.
In Fig. 3.8, we illustrate the magnetic properties of the ground state via HF at half-filling.
We followed the same procedure mentioned before in the dice lattice section, and again we
concluded that the 2D Lieb lattice at finite U/t also exhibits ferrimagnetism. We found that
the magnitude of the spin at sites 2 (|hS2 i|) is always smaller as compared to the magnitude
of the spin at sites 1 (|hS1 i|), while the dot product of the two spins hS1 i · hS2 i is always
negative. Moreover, all the spins are always collinear. Then, this information helps us to
establish that the ground-state for the Lieb lattice is ferrimagnetic as for the dice lattice.
Although, unlike the dice lattice, here we have observed a magnetic anomaly at U ∼ 3.4t.
For example, see the change in slope in the |2hS1 i + hS2 i| curve in Fig. 3.8. However, it does
not influence on the symmetry breaking pattern, nor on the prediction of topological phase
transitions in our system. The origin of this strange anomaly will be studied in future work,
and its presence is not crucial for the discussion that follows.
For the case of the Lieb lattice the method of Ref. [8] to calculate Chern numbers may
have problems because the singular portions of the Berry curvature that contribute to the
Chern number are located at the boundary of the first BZ. We have found two solutions to
this problem:
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Figure 3.8: Average spins vs U/t, at λ/t = 0.45 and /t = 0.5 obtained via Hartree-Fock
at half-filling on a 64×64 unit-cell Lieb lattice system. The U/t = 0 jumps occur for the
same reason as in the dice lattice, namely the splitting of the E = 0 flat band immediately
when turning on U/t.
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(1) The Lieb lattice contains 3 sites (1, 2, 3) (see Fig. 3.1(b)) per unit cell. Each site has
one active orbital and, as a result, we have an effective three-orbital model, although the
three orbitals have different locations in the unit cell. Thus, the wave function is not periodic
in the first Brillouin zone (BZ). The periodicity instead is of two BZs in each direction (x
and y). Thus, we can calculate the Chern number by focusing on an extended, instead of
single unit, BZ with momentum ki in the interval [0, 4π) instead of [0, 2π) for both directions
i = x, y. In this situation, the admissibility condition for the calculation, described in Ref. [8]
is now satisfied.
(2) However, there is another procedure that leads to the same results: using a gauge
transformation will allow us to evaluate the Chern number in a single BZ. This gauge
transformation effectively places the three orbitals at the same site, i.e. it maps sites 1
and 3 into site 2, restoring the periodicity of the wave function.
The gauge transformation is given by:



U =


ikx /2

e

0

0

0

1

0

0

0 eiky /2







(3.8)

for the sites (1, 2, 3) as in Fig. 3.1(b). Defining H 0 = U HU −1 we can calculate the Chern
number in the traditional way since the wavefunctions are now periodic in the first BZ and
the admissibility condition described in Ref. [8] is now satisfied. This transformation is
similar in spirit to the approach in Ref. [78] to evaluate the Z2 topological invariant for band
insulators. We have verified that the Chern numbers are identical using both methods (1)
and (2). The second approach reduces the number of points in k-space needed to compute
the Chern numbers.
In Fig. 3.9, the U/t vs λ/t topological phase diagram for the Lieb lattice in the HF
approximation is displayed, at  = 0.5t. As for the dice lattice, here we computed the first
order Chern number of all the 6 non-degenerate bands at half-filling. For the Lieb lattice,
we used the methods (1) and (2) described above in momentum space to verify consistency
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Figure 3.9: U/t vs λ/t topological phase diagram for a 64×64 Lieb lattice, calculated using
the Hartree-Fock approximation. /t = 0.5 was used here. The color convention and its
relation with the Chern numbers of the bands, from bottom to top in energy, is shown at
the top of the figure.
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in many points, but primarily the methodology (1). As for the case of the dice lattice, the
plethora of topological phases is remarkable, with 11 of them, all displaying ferrimagnetic
order. Previous studies of non-interacting electrons with Rasba coupling, using in addition
staggered magnetic fields which qualitatively resemble the ferrimagnetic order, also reported
a rich phase diagram but with only 4 different topological phases [75]. Other studies of the
Lieb lattice using non-interacting electrons with variations of the real next-nearest-neighbor
hopping [79] also reported rich topological phase diagrams.
As mentioned for the dice lattice where |∆Cn | = 1 or 2 is observed as a phase transition
condition, in the Lieb lattice we noticed that for a specific band n while moving from one
phase to another a net change in Chern number of |∆Cn | = 1 is observed. This is true for
all the phase transitions in our Lieb lattice phase diagram in Fig. 3.9.
In Figs. 3.10(a) and 3.10(b), we display representative bands for the phases such as
(1, −1, −1, 1, 1, −1) and (1, −1, −1, 0, 2, −1), as example, in the weak coupling regime where
the original group of three bands of U/t = 0 (each doubly degenerate) can still be observed.
At first impression in the scale used, the bands seem to have band touching points, namely
the abnormally small gaps in this band structure are not visible to the eye. To show that
actually there is a tiny but nonzero gap in our results we have included some insets where
by changing the scale, using a finer grid of points, and focussing on the apparent touching
points, we show that small gaps are actually present between these curves (see insets plots
3.10(c) to 3.10(g)). Similarly small gaps were reported before in Ref. [75] for the same Lieb
lattice but in a staggered magnetic field. An important qualitative observation is that if we
add up the Chern number of the lowest three bands, namely those populated at half-filling,
they add to a nonzero Chern number and as a consequence an AQHE is to be expected,
similarly as it occurs for the dice lattice but in a uniform magnetic field at U/t = 0 [16],
instead of the ferrimagnetic order found here.
In Fig. 3.11(a), 3.11(b) and 3.11(c), we continue showing representative bands for the
phases (1, −2, 1, −1, 2, −1), (0, −1, 1, −1, 2, −1) and (1, 0, −1, 1, −2, 1), respectively, at larger
values of U/t. Because of the large U/t, and as in the case of dice lattice, three bands are
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Figure 3.10: Representative bands for some phases shown in the phase diagram at halffilling. Panel (a) is for U/t = 1.7 and λ/t = 0.7, representing the phase (1, −1, −1, 1, 1, −1).
Panel (b) is for U/t = 1.1 and λ/t = 0.225, representing the phase (1, −1, −1, 0, 2, −1).
The insets panels (c) and (d) amplify points where bands are very close to one another,
illustrating that there is an abnormally small but nonzero finite gap between the top two
and middle two bands, respectively. The gap between the two bands at the bottom is already
visible in panel (a). Inset plots (e) and (f ) depicts the finite gap between the top two bands,
whereas (g) shows the finite gap between the middle two bands. Again, the gaps for the
two bottom lines are already visible in panel (b). All the plots are for a 64×64 Lieb lattice,
calculated using the Hartree-Fock approximation. /t = 0.5 is used here.
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Figure 3.11: Representative bands for some typical phases at half-filling in the phase
diagram. Panels (a), (b), and (c) are for U/t = 3.0, U/t = 4.2, and U/t = 5.5,
respectively, using parameters λ/t = 0.3 and /t = 0.5. (a) contain the bands from the phase
(1, −2, 1, −1, 2, −1), (b) represents the bands from the phase (0, −1, 1, −1, 2, −1), while (c)
are the bands from the phase (1, 0, −1, 1, −2, 1). All the plots are for a 64×64 Lieb lattice,
calculated using the Hartree-Fock approximation.
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now grouped together at low energies and three at high energies. Note that in this figure,
if we fill with electrons up to half-filling, the sum of Chern numbers is now zero, and as a
consequence no AQHE is expected. Thus, although not a phase transition, there are two
regimes in the Lieb phase diagram, one with AQHE nonzero and one with AQHE zero at
half-filling, adding an extra interesting detail to our results. It is remarkable that nonzero
AQHE does not occur in any of the phases of the dice lattice: this is the only, but important,
difference we found between the dice and Lieb lattice that otherwise behave very similarly
within the HF approximation, both with many topological phases.

3.4

Conclusions

The simultaneous study of the effect of Hubbard correlation and spin-orbit coupling in
electronic models is widely considered among the most important next challenges in
condensed matter theory. In this chapter, we presented the phase diagrams of the dice
and the Lieb lattices, including Rashba spin-orbit coupling and Hubbard onsite repulsion,
within the Hartree-fock approximation to treat electronic correlation effects.
A surprisingly rich phase diagram was unveiled in both cases. While regarding canonical
spontaneous symmetry breaking both lattices display the same ferrimagnetic order, as
predicted for the dice case in Ref. [62] using small cluster Lanczos, our present work unveiled
a plethora of “hidden” topological transitions where the Chern numbers of the bands change
at the boundaries between phases. In these topological transitions, gaps between pairs of
bands close and reopen varying parameters, and before and after the closing the resulting
Chern numbers are different. The abundance of phases is surprising: without calculating
the Chern numbers, a priori it would have been impossible to anticipate that topological
transitions occur because finding the exact place where the closing of the gap occurs is in
principle quite difficult (we showed a few examples). The regions of zero gap are a web-like
manifold of dimension 1 in the dimension 2 of the phase diagram varying Hubbard U/t and
Rashba λ/t couplings, at a fixed onsite energy /t difference between sites with different
coordination number.
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Moreover, as already expressed, the entire phase diagram is ferrimagnetic, and this
order parameter appears to behave smoothly across the topological phase transitions.
This confirms via a toy model the growing perception in the community that topology
is “everywhere”, namely that a large percentage of materials studied for years in fact have
nontrivial topological properties. The same seems to occur with seemingly “harmless” models
of interacting electrons, as our example suggests.
In a conceptually related mean-field study of spinless fermions on the honeycomb lattice
with nearest-neighbor repulsive interaction of strength V and in the Hofstadter regime –
i.e. adding a gauge field to produce fluxes through the plaquettes – related effects were
observed [80]. The non-interacting system has a nonzero Hall conductivity. Increasing V and
for two occupied bands, these bands were found to touch at a specific V and a redistribution
of Chern numbers led to a topological transition from Chern numbers (-1,1), in a topological
ferrielectric phase, to Chern numbers (0,0) in a canonical ferrielectric phase. Other phase
transitions involving changes in the Chern numbers increasing the repulsion V can be found
in Fig. 3 of Ref.[80].
Returning to our results, overall both dice and Lieb lattices behave very similarly, with
the only exception that the lower three bands (out of the six bands of both models), namely
the three bands that are populated at half filling, sometimes behave differently as a group.
For the dice lattice, their combined Chern numbers add to zero in the entire phase diagram
suggesting the absence of an Anomalous Quantum Hall Effect. However, for the Lieb lattice
in weak coupling this does not occur and AQHE should be observable in physical realization
of the half-filled weakly-coupled Lieb lattices. In strong coupling, both Lieb and dice have the
three lower bands cancelling their summed Chern numbers. Of course, merely by changing
the chemical potentials, in both cases regions of nonzero AQHE can be easily found for both
lattices.
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Chapter 4
Range of biquadratic and bicubic
Heisenberg effective couplings
deduced from multiorbital Hubbard
models
4.1

Introduction

The isotropic S = 1 Heisenberg model with a biquadratic term has been studied previously.
The phase diagram in 1D was obtained via DMRG [81]. These authors verified that for
β = 1/3 the ground state is indeed a valence bond (VB) state. In addition they obtained
the following phases: (i) For J1 > 0 and J2 = 0 the system has a non-degenerate disordered
ground state with antiferromagnetic spin correlations that decay exponentially indicating a
spin gap (i.e. the Haldane state); (ii) at β = 1/3 with J1 and J2 both positive, the system
has the VB ground state with a spin gap (i.e. the AKLT state); (iii) |β| = 1 with both
J1 and J2 positive is the critical point where the Hamiltonian is integrable with a gapless
ground state [82].
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Moreover, recent efforts has been made towards the search for spin liquids in two
dimensions focusing on the SU(3) point where the strength of the bilinear and biquadratic
interactions are equal i.e. β = 1, and adding further interactions [83, 84]. Spin liquids
were unveiled for these spin-only models. However, they were not able to establish which
electronic fundamental multiorbital model can realize these complex spin models at large
U , with the exception of the AKLT state. Their investigations provide crude limits based
on basic Hubbard models on what range of β is realizable in practice. The qualitative
assessment by these authors was that for larger values of β more complex fermionic models
will be required.
In addition, it was shown that for certain values of parameters higher spin Heisenberg
Hamiltonians in one dimension possess conformal invariance, property that allows an
analytical determination of critical exponents [85]. The integrable high-spin Heisenberg
models are given by a Hamiltonian with a polynomial form in powers of nearest-neighbor
Heisenberg interactions ranging from 1 to 2S. This was demonstrated via a mapping into
the Wess-Zumino-Witten model at specific values of the Hamiltonian parameters [86, 87].
Various numerical studies of higher spin Heisenberg Hamiltonians were performed to
understand whether the higher spin anisotropic Heisenberg Hamiltonians belong to the same
universality class as the S = 1/2 isotropic model or, instead, the isotropic integrable higher
spin ones [88, 89, 90].
In this chapter our primary goal is to crudely estimate whether the recently introduced
more realistic electronic two-orbital Hubbard model realization of the Haldane chain [25]
can, at large and/or at intermediate Hubbard U and Hund JH couplings, reach the
biquadratic/bilinear ratio β = 1/3 when fermionic versus pure spin Hamiltonian models
are compared at low energies. Specifically, here we solve exactly the two-site problem of
the fermionic model and represent the lowest energy states using the generalized Heisenberg
bilinear-biquadratic model in a vast region of parameter space, including varying the elements
of the hopping matrix. Our conclusion is that it is indeed possible to reach the AKLT point
by suitably selecting the values of U and JH . On the other hand, for the Bethe-Ansatz

70

solvable case we conclude that it would be difficult to reach β = 1 using the fermionic
system defined in [25]. Our efforts were extended to the three-orbital per site Hubbard
models as well, allowing us to estimate crude upper bounds for the biquadratic and bicubic
Heisenberg couplings emerging at large Hubbard U and low energy.
The organization of this chapter is as follows. In Sec. 4.2, the model and methodology
used will be introduced, incorporating the multi-orbital Hubbard model and the higher spin
Heisenberg model. Section 4.3 will contain the main numerical results where we calculate the
Heisenberg coupling ratios first for two-site two orbital system and then for two-site three
orbital system. Here we also discuss about the possible reasons for having both positive
and negative values of the coupling ratios. Then in Sec. 4.4 we will discuss the limitations
associated with our study. Finally, in Sec. 4.5 we conclude this chapter.

4.2
4.2.1

Model and Method
Multi-Orbital Hubbard Model

For the exact-diagonalization calculations, we work with the multi-orbital Hubbard model
mentioned in [25, 26] and described as follows:
HH = −

X

tγγ 0



c†i,γ,σ cj,γ 0 ,σ

hi,γ;j,γ 0 i;σ

− 2JH

X
i,γ<γ 0

Si,γ · Si,γ 0 + JH




X
JH X
0
+ h.c + U
ni,γ,↑ ni,γ,↓ + U −
ni,γ ni,γ 0
2
0
i,γ
i,γ<γ

X  †
Pi,γ Pi,γ 0 + h.c ,
(4.1)

i,γ<γ 0

where c†i,γ,σ (ci,γ,σ ) creates (annihilates) an electron at site i, with orbital γ, and spin
projection along the z-axis σ. The first term represents the inter- and intra-orbital hopping
between only nearest-neighbor sites. General hopping matrices for the two- and three-orbitals
per site cases are displayed in Eqs. (4.2) and (4.3), respectively, and in our study we allowed
for the hoppings to vary over broad ranges to search for the largest ratios of Heisenberg
interactions. The second term is the standard onsite Hubbard repulsion U between spins
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↑ and ↓ electrons, at the same orbital. The third term contains the onsite inter-orbital

repulsion, with the usual relation U 0 = U − 2JH due to rotational invariance. The fourth
term involves the Hund’s coupling JH that explicitly shows the ferromagnetic character
between orbitals. The last term represents the onsite inter-orbital electron-pair hopping
Pi,γ = ci,γ,↑ ci,γ,↓ . All these terms in the Hubbard model are canonical.
The general hopping matrices used here for the exact-diagonalization calculation of twoand three-orbitals per site on the two-site system are:

2−orb
tγγ
=
0

t11 t12
t21 t22



t3−orb
γγ 0


,

(4.2)



t
t
t
 11 12 13 


= t21 t22 t23  ,


t31 t32 t33

(4.3)

where tαβ represents the nearest-neighbor hopping element from orbital α to orbital β. Due
to rotational symmetry of the two-site system, tαβ = tβα . This reduces the number of
hopping elements from No2 to No (No + 1)/2, where No is the number of orbitals.

4.2.2

Heisenberg Model with Higher Order Terms

The allowed high-order Heisenberg model for any spin-S (2-site) system can be written
generically as:
HS =

2S
XX
hi,ji n=1

Jn (Si · Sj )n .

(4.4)

Using the above equation we can write the general Hamiltonian for S = 1 spin system
as:
H1 =

X

J1 (Si · Sj ) + J2 (Si · Sj )2 .
hi,ji
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(4.5)

We diagonalize the Hamiltonian in Eq. (4.5) for the two-site system and obtain the
following three energy levels:


Es = −2J1 + 4J2 ,
Singlet s 


.
Et = −J1 + J2 ,
T riplet t



Eq = J1 + J2 ,
Quintuplet q 

(4.6)

In Fig. 4.1, we illustrate the plot of these energy levels vs. J2 /J1 . For J2 /J1 ≤ 1/3, the
ordering of these levels strictly follows the singlet-triplet-quintuplet sequence in increasing
order of energies. This is vital as the same sequence appears in the more fundamental
two-orbital per site Hubbard model in strong coupling.
Of course, when comparing these energies mentioned in Eq. (4.6) with the Hubbard
results obtained from exact-diagonalization in the strong coupling regime a constant offset
in energies must be included, leading generically to Ea0 = Ea + Eof f where a = s, t, q and
Eof f is the offset energy. Based on this information and the energies provided in Eq. (4.6)
one can compute the ratio J2 /J1 in terms of the Hubbard energies obtained from exactdiagonalization Ea0 ’s as:

Eq0 − 3Et0 + 2Es0
J2
.
=
J1
3(Eq0 − Et0 )

(4.7)

The above equation is used to calculate exactly the values of J2 /J1 in our two-site twoorbitals per site exact-diagonalization study, in the range where the Hubbard model energies
are in the expected singlet-triplet-quintuplet order, starting from the singlet ground state
(this assumption tends to break down only in weak coupling, already outside the range of
the Heisenberg model description, as discussed below).

Similarly for S = 3/2 the high-order Heisenberg Hamiltonian reads:
H3 =
2

X

J1 (Si · Sj ) + J2 (Si · Sj )2 + J3 (Si · Sj )3 .
hi,ji
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(4.8)

3
2

J
J + 2
Eq = 1

E/J1

1
0

−1

Es

=

−

1
2J

−J 1
Et =

+

4J

2

+ J2

ST ot = 0
ST ot = 1
ST ot = 2

−2

−3
0.00 0.25 0.50 0.75 1.00 1.25
J2 /J1
Figure 4.1: Energy (E/J1 ) vs. J2 /J1 for the two-site S = 1 Heisenberg model. The shaded
area depicts the region with ordering singlet, triplet, and quintuplet in increasing order of
energies, as it occurs in the more fundamental two-orbital per site Hubbard model.
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We diagonalize this Hamiltonian in Eq. (4.8) for the two-site system and obtain four
energy levels:
Es =

−15
64

(16J1 − 60J2 + 225J3 ) ,

Et =

−11
64

(16J1 − 44J2 + 121J3 ) ,

Eq =

−3
64

(16J1 − 12J2 + 9J3 ) ,

Ev =

9
64

(16J1 + 36J2 + 81J3 ) ,


Singlet s 






T riplet t 

.

(4.9)


Quintuplet q 





Septuplet v 

Following the same reasoning as in the case of S = 1, i.e. considering an offset energy,
then Ea0 = Ea + Eof f where a = s, t, q, v, and using the set of equations provided in Eq. (4.9)
the analytical expression for J2 /J1 and J3 /J1 in terms of Ea0 ’s for S = 3/2 becomes

and


J2
4 29Ev0 − 85Eq0 + 81Et0 − 25Es0
,
=
J1
3 81Ev0 + 115Eq0 − 351Et0 + 155Es0

(4.10)


Ev0 − 5Eq0 + 9Et0 − 5Es0
J3
16
.
=
J1
3 81Ev0 + 115Eq0 − 351Et0 + 155Es0

(4.11)

Equations (4.10) and (4.11) were used for calculating the values of J2 /J1 and J3 /J1 in our
two-site three-orbitals per site exact-diagonalization study, respectively. Here, we do not
include a figure like Fig. 4.1 for the case of S = 3/2 because it would require a threedimensional plot of energy vs. J2 /J1 and J3 /J1 which would be difficult to visualize. For
this reason, we simply have included here the relevant equations that were employed.

4.3

Results

In this section, we will discuss our numerical results via exact-diagonalization for the two-site
system. Note that not only U and JH are varied, but the most time-consuming portion of
the calculation arises from the large number of hopping amplitude ratios studied (using t11
as unit of reference). Specifically, we analyzed hundreds of different ratios of Hamiltonian
parameters and in all cases mapped the low-energy results into the Heisenberg models. On
average we run over 30 values of U and 12 values of JH /U , for each fixed set of hopping
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amplitudes. This already amounts to 360 runs. For two orbitals per site, we used 36
combinations of t22 /t11 and t12 /t11 for a total of 360×36 = 12,960 cases. For three orbitals
per site, we used 196 combinations of t22 /t11 , t33 /t11 , t12 /t11 , t13 /t11 , and t23 /t11 for a total
of 360×196=70,560 cases. Crudely, the total number of cases studied is approximately
4×104 , giving to the readers an idea of how complex these multivariable calculations are.
We automatized the fittings, and from the many results we isolated approximately 150 sets
of data containing the largest ratios for J2 /J1 and J3 /J1 . Those special cases were plotted
and visually inspected. From that set, the very small subset displayed in this Section is the
subset that, in our judgement, best represents cases where the Heisenberg coupling ratios
are robust in absolute value, because our primary aim is to establish upper bounds on those
quantities. These ratios can be positive or negative.

4.3.1

Two-Site Two-Orbitals per site

First, we present our two-site two-orbitals per site exact-diagonalization results. All the
results below have the same low-energy order: first a singlet (total spin ST ot = 0) for the
ground state, then a triplet (ST ot = 1) for the first excited state, and finally a quintuplet
(ST ot = 2) for the second excited state.
In both Figs. 4.2 and

4.3 we first performed exact diagonalization of the multi-

orbital Hubbard model Eq. (4.1). The hopping parameters used is in an inset, for better
visualization, and also in the caption. For each JH /U , we identified the range of U that
gives the ordering: singlet, triplet and quintuplet for the ground-state, first excited-state,
and second excited state, respectively. The energies of these respective states were used to
calculate J2 /J1 using Eq. (4.7). Note that with reducing U/t11 in the horizontal axis, curves
end abruptly. The reason is that the order singlet-triplet-quintuplet is altered at smaller
values of U/t11 and the fitting is no longer possible. This occurs both for two and three
orbitals, namely for both S = 1 and S = 3/2 spins.
Our main result is that the largest ratio observed (in absolute value) is close to 0.4. For
a wide variety of “less symmetric” hopping amplitudes, namely employing neither the unit
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matrix or the matrix with all elements equal, we observed that |J2 /J1 | is smaller than those
in Figs. 4.2 and 4.3. Two important details are: (a) the ratios can be both positive and
negative and for this reason the two examples shown were chosen. In both cases, positive
and negative, the largest magnitudes of the ratios are not too different. (b) As obvious from
the figures, the largest ratios are obtained as U is reduced from very strong coupling. This
makes sense because in the limit where a perturbative expansion in t11 /U is valid, J1 is the
lowest order and J2 the next leading order.
Naturally, their ratio of coefficients scales as t11 /U and J2 /J1 converges to zero as U
diverges. As a consequence, we can firmly conclude that the most promising region to
observe the effects of the biquadratic term is U/W ∼ 1, i.e. the intermediate coupling
regime. Intuitively, this conclusion appears qualitatively valid independently of the cluster
size studied. This region of parameter space often contains a variety of exotic phases because
here several tendencies are in close competition leading to “frustration” effects which are not
obvious at the Hamiltonian level.

4.3.2

Reason for having both signs for the coupling ratios

Regarding the two possible signs of J2 /J1 , at first sight a negative J2 /J1 is not unexpected,
given the prevalence of minus signs in the math arising from the anticommutation rules of
fermions when they move on a two-site cluster with two orbitals. The complexity of the
calculations prevents us from providing an intuitive rule based on the two-orbital Hubbard
model parameters for when biquadratic couplings are positive or negative. As illustration,
we refer readers to Ref. [91], to be discussed in more detail in Sec. IV, where strong coupling
perturbation theory in t11 /U for two sites was reported. The expressions for the higher order
terms, such as the biquadratic, contain combinations of positive and negative terms that may
lead to positive or negative J2 . The same comment is valid for the case of three orbitals.
However, fortunately still some simple intuition can be provided. Analyzing the key
Eq. (4.7), clearly the sign of the ratio J2 /J1 is controlled by the numerator, because in
the range we focus on, the denominator is always positive. Thus, the rule to obtain a
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Figure 4.2: J2 /J1 vs. U/t11 for a two-site two-orbitals per site system via exactdiagonalization, at the various JH /U indicated. The hopping parameters are t22 = t11
and t12 = t21 = 0 for this example, namely the unit matrix. To help the readers, the hopping
matrix is presented as inset in the plot (the same will be done in all other figures below). The
bandwidth for this set of hoppings is W = 4t11 . Here and in all figures below “bandwidth”
is defined with regards to the tight-binding model with the hoppings used here but in the
bulk limit.
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Figure 4.3: J2 /J1 vs. U/t11 for a two-site two-orbital per site system via exact
diagonalization, at the various JH /U indicated. The hopping parameters are t22 = t12 =
t21 = t11 . The bandwidth for these set of hopping parameters is W = 8t11 .
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positive J2 /J1 is that Eq0 − 3Et0 + 2Es0 > 0, while for a negative J2 /J1 the condition must be

Eq0 − 3Et0 + 2Es0 < 0. In simpler words, it is the location of the triplet state inside the range of
the quintuplet-singlet energy gap that regulates the sign of J2 /J1 . To put it another way, the
closer the triplet is to the singlet ground state energy in comparison to the quintuplet, the
higher the chances that J2 /J1 is positive. The precise location of couplings where the switch
in sign occurs certainly will be cluster size dependent, but the conclusion that there is a sign
changing location is likely present in all clusters.

4.3.3

Two-Site Three-Orbitals per site

Here, we present our two-site three-orbitals per site exact diagonalization results. All the
results below have the same energy ordering: singlet (ST ot = 0) for the ground state, triplet
(ST ot = 1) for the first-excited state, quintuplet (ST ot = 2) for the second-excited state, and
septuplet (ST ot = 3) for the third-excited state. The latter originates in the three orbital per
site nature of the problem, and it does not appear for two orbitals per site. The extra spin
manifold occurs because the total number of electrons in the system is 6 which allows total
spins 3, 2, 1, and 0, contrary to a total of 4 electrons in the previous subsection.
Unlike the two-site two-orbital per site case, here for three orbitals we observe that it
is the “less symmetric” (as mentioned in section 4.3.1) hopping amplitudes that give large
ratios |J2 /J1 | and |J3 /J1 |.
Qualitatively, the conclusions of Fig. 4.4 resemble those for the two-orbital case: the ratios
are the largest as U/t11 decreases from strong coupling. Thus, the intermediate coupling
U/W ∼ 1 is the most promising to observe sizable values for J2 and J3 . Also, the largest
values of J2 /J1 are similar to those of the two-orbital per site case. However, as expected
from the strong coupling expansion, J3 /J1 is an order of magnitude smaller than J2 /J1
because it requires the next order in the large U expansion to develop, as compared with
J2 /J1 .
Figure 4.5 illustrates the dependence of the results varying slightly the hopping
amplitudes. Focusing on the matrices contained in both panels, the only difference between

79

0.08

0.28 (a)
t11

0.24

1.000 0.750 0.000
0.750 0.250 0.125
0.000 0.125 0.000

(b)

0.06

0.20

J3 /J1

J2 /J1

JH
U

0.16
0.12
0.08

0.025

= 0.050
0.075

0.100
0.125
0.150

0.175
0.200
0.225

0.250
0.275
0.300

10

15

20

0.04

0.02

0.04
0.00

0

5

10

15

U/t11

20

25

0.00

0

5

U/t11

25

Figure 4.4: (a) J2 /J1 and (b) J3 /J1 vs. U/t11 for the two-site three-orbitals per site system
obtained via exact diagonalization, at the values of JH /U indicated. The hopping parameters
for this particular plot are t11 = 1.0, t22 = 0.25, t33 = 0, t12 = 0.75, t23 = 0.125 and t13 = 0.
They are also shown in an inset. The bandwidth for this set of hoppings is W ≈ 5.86t11 .
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Figure 4.5: J2 /J1 vs. U/t11 for a two-site three-orbitals per site system obtained via exact
diagonalization, at the ratios JH /U shown. The color convention is the same in (a) and (b).
The hopping parameters chosen for panel (a) are t11 = 1.0, t22 = 0.25, t33 = 0, t12 = 0.75,
t23 = 0.25 and t13 = 0, with bandwidth W ≈ 5.9t11 and in (b) are t11 = 1.0, t22 = 0.25,
t33 = 0, t12 = 0.75, t23 = 0.5 and t13 = 0, with bandwidth W ≈ 6.05t11 . The hopping
matrices are shown also in each panel (inset). The ratios J3 /J1 are not shown because they
are considerably smaller than J2 /J1 , as in Fig. 4.4 .
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both cases resides in t23 , which varies by a factor 2.

However, this relatively small

modification leads to a reduction in approximately a factor two in J2 /J1 . This sensitivity
to small changes in the hoppings is somewhat surprising. Such effect manifest the most at
intermediate couplings, while in strong coupling the ratios are less sensitive to small hopping
modifications.
In Figure 4.6, we illustrate the case where the hoppings reside only along the diagonal,
but one of them, i.e. t33 , is zero. In this case the fits lead to negative values for both J2 /J1
and J3 /J1 . The strength is also reduced when compared with Fig. 4.5. In Fig. 4.7, J2 /J1 is
shown now increasing t33 from zero, as compared with Fig. 4.6. Here, as t33 increases the
largest value of the J2 /J1 decreases slowly, indicating that to find the maximum possible
value of J2 /J1 the hopping amplitude t33 must be zero. Similarly, we tune other hopping
amplitudes and find the best possible scenario where we achieve the largest value of J2 /J1
and J3 /J1 .

4.4

Limitations and studies in two dimensions

Spin 1 systems are also realized in two dimensional ruthenates [92], often using three-orbital
per site Hubbard models with four electrons in those three orbitals leading to a net S = 1 per
site. Rich phase diagrams were reported. But in the ruthenates, S = 1 effective Hamiltonians
are rarely employed. Spin 1 systems often appear also within iron superconductors because
Fe2+ , with n = 6 electrons in the 3d shell, is the usual iron valence, either in planes or ladders.
However, these iron-materials are considered to reside in the intermediate U region [93, 94]
and, again, they are not often theoretically described via purely spin systems but with
multi-orbital electronic models instead [95].
Our study here possess major limitations. For example, the addition of a Zeeman
magnetic term to the biquadratic S = 1 model was explored using DMRG [96], and a spin
nematic phase was observed in a triangular lattice [97]. The addition of single-ion anisotropy
to the S = 1 spin Heisenberg model was studied using quantum Monte Carlo and series exp-
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ansions [98], and for the model with biquadratic term [99] with DMRG. Adding next-nearest
neighbor terms to the S = 1 Heisenberg model with biquadratic coupling was also explored
with DMRG [100]. More recently, research on this model focused on entanglement and
topological properties [101, 102].
Note that the models studied by other groups described in this paragraph often have
either a Zeeman term, single-ion anisotropy, or next-nearest neighbor interactions. Thus, it
is too early to make definite statements on whether these models can or cannot be realized
with fermionic two-orbital Hubbard models. Consequently, our study should be considered
only qualitative, but still providing a crude but valuable estimation of how large some extra
terms beyond the canonical bilinear interactions can be.

4.5

Conclusion

In this chapter we focused on a two-site electronic multi-orbital Hubbard model to deduce,
crudely, what range of biquadratic and bicubic Heisenberg couplings are reasonable to expect
at intermediate and large values of the Hubbard U . In particular, for two orbitals per site
we focused on how large the biquadratic-bilinear ratio strength J2 /J1 can become. First,
we noticed that J2 /J1 can be of both signs, a robust conclusion that intuitively should be
size independent. Then, regarding its magnitude it appears limited to ∼0.4 or less. This
is sufficient for the AKLT model [28] to be realized employing electronic models. It would
be interesting to investigate if these associated electronic model – namely selecting suitable
Hubbard U , Hund coupling JH , and hoppings such that J2 /J1 = 1/3 – will also lead to
a valence bond ground state, although likely the said electronic model will not be exactly
solvable. On the other hand, we estimate that the exactly solvable case J2 /J1 = 1 in
principle cannot be realized with the model we used. With two orbitals we systematically
found that biquadratic and bicubic couplings are smaller than the bilinear coupling by at
least a factor 2. For the case of spin S = 3/2, using three orbitals per site, the conclusions
are similar: once again J2 /J1 cannot exceed ∼0.4, while J3 /J1 is even smaller by another
factor of approximately 2. The formidable challenge of using four-site clusters involving 19
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multiplets is unrealistic (see section C.1 in appendix). Thus, we believe that the primary
conclusions of our effort are robust: (i) the biquadratic coupling cannot be as large as the
bilinear, (ii) these couplings arise with the two possible signs, (iii) the best range of U to
enhance the biquadratic and bicubic strength is intermediate U .
Our study also suggests that spin-only models mixing bilinear, biquadratic, and bicubic
terms that are often studied searching for quantum spin liquids should impose constraints
on the parameter space explored. To realize spin liquids using electronic models the most
optimal path continues being the addition of hoppings beyond nearest-neighbors to create
explicit frustration.
Our crude conclusions using a two-site multiorbital Hubbard model are, remarkably, in
good agreement with calculations using a two-orbital per site Hubbard model [91], carried
out perturbatively at small t/U up to fourth order (first and third order cancel; the second
order gives the canonical bilinear Heisenberg model, and the fourth order the biquadratic
contribution).

Using this fairly different procedure, nevertheless conclusions similar to

ours were reached: J2 /J1 is limited at large U , providing confidence to the results of our
calculations. These results, valid at any value of U because they do not rely on perturbation
theory, suggest strongly again that intermediate U is more promising than strong U . Still,
at intermediate U , J2 /J1 cannot reach values above 0.4. The methodology proposed in
Ref. [103], adding to the problem an extra orbital residing in a neighboring site, may reduce
J1 , providing a promising path to enhance J2 /J1 [104].
It is worth remarking that the bilinear-biquadratic S = 1 Heisenberg model was recently
realized within the context of organic materials. Specifically, using on-surface synthesis,
S = 1 chains arising from polycyclic aromatic hydrocarbon triangulene building blocks were
prepared, with β = 0.09 [105]. Moreover, in the same context, recently [106] the mapping of
a Hubbard model of 4-sites to a S = 1 model was also studied, establishing an interesting
connection between our effort and related ones in a different field.
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Chapter 5
Conclusion
In the introductory Chapter 1, first we discussed topological insulators and the basic notion
of having edge states. Then, we presented the integer quantum Hall effect (IQHE) as the
first topological insulator known, and established the connection between edge transport and
having a quantized Hall conductivity. Next, we discussed Chern insulators and demonstrated
how an IQHE can exist without any external magnetic field. We ended this Introduction
chapter by discussing about effective higher-spin Heisenberg models that are often used
instead of the far more complex Hubbard multiorbital systems, and describing the need to
perform a comprehensive and more general electronic model study to identify the proper
range of coupling constants. Namely, the couplings in the simpler effective spin models are
severely constrained.
In Chapter 2, we studied ribbons of the dice two-dimensional lattice (that we call “dice
ladders”) known to have nontrivial topological properties, such as Chern numbers 2 [16, 62].
Here we analyzed the tight-binding model in the presence of Rashba spin-orbit coupling
and with an external magnetic field and observed that dice ladders qualitatively display
properties very similar to their two-dimensional counterparts all the way to the limit of
only two legs in the short direction. That includes flat bands near the Fermi level, edge
currents and edge charge localization near zero energy when open boundary conditions are
used, two chiral edge modes, and a nonzero Hall conductance. Additionally, we studied the
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effect of Hubbard correlation U in the two-leg dice ladder using Lanczos and density matrix
renormalization group techniques. We show that increasing U the flat bands split without
the need of introducing external fields. Moreover, robust ferrimagnetic order develops for
any finite value of U . Overall, our work through this chapter establishes dice lattices as a
promising playground to study the combined effect of topology and correlation effects, one
of the frontiers in Quantum Materials.
In Chapter 3, we reported the results of a Hartree-Fock study applied to interacting
electrons moving in two different bipartite lattices: the dice and the Lieb lattices, at halffilling. We showed that both these lattices develop ferrimagnetic order in the phase diagram
U -λ, where U is the Hubbard onsite repulsion and λ the Rashba spin-orbit coupling strength.
Our main result here is the observation of an unexpected multitude of topological phases
for both lattices. All these phases are ferrimagnetic, but they differ among themselves
in their set of six Chern numbers (six numbers because the unit cells have three atoms).
We identified the topological phase transitions associated with these phase diagrams by
calculating the band gap between neighbouring bands. The Chern numbers |C| observed
in our study range from 0 to 3, showing that large Chern numbers can be obtained by the
effect of electronic correlations, adding to the recently discussed methodologies to increase
|C| based on extending the hopping range in tight-binding models, using sudden quenches,
or photonic crystals, all without including electronic interactions.
Lastly, in Chapter 4 we studied a multi-orbital Hubbard model at half-filling for two and
three orbitals per site on a small two-site cluster via full exact diagonalization, in a very wide
range for the onsite repulsion U , from weak to strong coupling, and multiple ratios of the
Hund coupling JH to U . The hopping matrix elements among the orbitals were also varied
extensively, leading to thousands of cases overall analyzed. At intermediate and large U , we
mapped the results into an effective high-spin Heisenberg model. For two orbitals per site,
the mapping is into a S = 1 Heisenberg model where by symmetry both nearest-neighbor
coupling terms (Si · Sj ) and (Si · Sj )2 are allowed, with respective coupling constants J1 and
J2 . For the case of three orbitals per site, the mapping is into a S = 3/2 Heisenberg model
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with (Si · Sj ), (Si · Sj )2 , and (Si · Sj )3 terms, and respective coupling constants J1 , J2 , and
J3 . The strength of these coupling constants in the Heisenberg models depend on the U , JH ,
and hopping amplitudes of the underlying multiorbital Hubbard model. Our study in this
chapter provides a first crude estimate to establish bounds on how large the ratios J2 /J1 and
J3 /J1 can be. We show that those ratios appear severely limited and, as a crude guidance,
we conclude that J2 /J1 is less than 0.4 and J3 /J1 is less than 0.2, establishing bounds on
effective models for strongly correlated Hubbard systems, often used in the search for spin
liquid states.
Through this thesis we attempted to partially answer some of these long standing
questions in condensed matter physics. The most important question among others that
we addressed is how topology and correlation interplay with each other, a subject that has
been barely analyzed in the literature due to its complexity. Our studies suggest that, at
least in bipartite Lieb and dice lattices, correlations and topology work in harmony. In fact,
topology is aided by correlations as unveiled by our results in the form of a richer than
expected topological phase diagram. We believe our results will pave the way for further
studies in this complex and interesting field.
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[81] U. Schollwöck, Th. Jolicœur, and T. Garel, Phys. Rev. B 53, 3304 (1996). 69
[82] C. Itoi and M. Kato, Phys. Rev. B 55, 8295 (1997). 69
[83] W.-J. Hu, S.-S. Gong, H.-H. Lai, Q. Si, and E. Dagotto, Phys. Rev. B 101, 014421
(2020). 70
[84] W.-J. Hu, H-H. Lai, S.-S. Gong, R. Yu, E. Dagotto, and Q. Si, Phys. Rev. Research 2,
023359 (2020). 70
[85] A. A. Belavin, A. M. Polyakov, A. B. Zamolodchikov, Nucl. Phys. B 241, 333 (1984).
70
[86] I. Affleck, Phys. Rev. Lett. 56, 746 (1986). 70
[87] I. Affleck, Phys. Rev. Lett. 56, 2763 (1986). 70
[88] A. Moreo, Phys. Rev. B 36, 8582 (1987). 70
[89] F. C. Alcaraz and A. Moreo, Phys. Rev. B 46, 2896 (1992). 70

94

[90] K. Hallberg, X. Q. G. Wang, P. Horsch, and A. Moreo, Phys. Rev. Lett 76, 4955 (1996).
70
[91] K. Tanaka, Y. Tokoyama, and C. Hotta, J. Phys. Soc. Jpn. 87, 023702 (2018). 77, 84
[92] T. Hotta and E. Dagotto, Phys. Rev. Lett. 88, 017201 (2001), and references therein.
81
[93] J. Herbrych, G. Alvarez, A. Moreo, and E. Dagotto, Phys. Rev. B 102, 115134 (2020),
and references therein. 81
[94] M. Sroda, E. Dagotto, and J. Herbrych, Phys. Rev. B 104, 045128 (2021), and references
therein. 81
[95] Nickelates often have Ni in an S = 1 state and treatments employing spin models are
common, but recent developments for Ni-based superconductivity require a valence +1
for Ni and thus they are not S = 1 systems. See Y. Zhang, L.-F. Lin, W.-J. Hu, A.
Moreo, S, Dong, and E. Dagotto, Phys. Rev. B 102, 195117 (2020), and references
therein. 81
[96] K. Okunishi, Phys. Rev. B 60, 4043 (1999). 81
[97] H. Tsunetsugu and M. Arikawa, J. Phys. Soc. Jpn. 75, 083701 (2006). 81
[98] A. F. Albuquerque, C. J. Hamer, and J. Oitmaa, Phys. Rev. B 79, 054412 (2009). 83
[99] G. De Chiara, M. Lewenstein, and A. Sanpera, Phys. Rev. B 84, 054451 (2011). 83
[100] J. H. Pixley, A. Shashi, and A. H. Nevidomskyy, Phys. Rev. B 90, 214426 (2014). 83
[101] R. Thomale, S. Rachel, B. Andrei Bernevig and D. P Arovas, J. Stat. Mech. P07017
(2015). 83
[102] T. Jolicoeur and O. Golinelli, Comptes Rendus Chimie 22, 445 (2019). 83
[103] F. Mila and F.-C. Zhang, Eur. Phys. J. B 16, 7 (2000). 84
95

[104] This is similar in spirit to the recently discovered mechanism to produce a ferromagnetic
state under special conditions in a multiorbital system, without the need of using double
exchange mechanisms. See L.-F. Lin, Y. Zhang, G. Alvarez, A. Moreo, and E. Dagotto,
Phys. Rev. Lett. 127, 077204 (2021). 84
[105] S. Mishra, G. Catarina, F. Wu, R. Ortiz, D. Jacob, K. Eimre, J. Ma, C. A. Pignedoli,
X. Feng, P. Ruffieux, J. Fernández-Rossier, and R. Fasel, Nature 598, 287 (2021). 84
[106] G. Catarina and J. Fernández-Rossier, arXiv:2110.07442. 84
[107] N. Regnault, and B. A. Bernevig, Phys. Rev. X 1, 021014 (2011)
[108] For earlier work on dice lattices in the presence of a magnetic field without Rashba
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A. Appendix for Chapter-2
A.1

Charge Current Operators

The charge current operators can be derived from the kinetic and Rashba term of the
Hamiltonian via the (charge) continuity equation [59]:

1
∂nj
K/SO
.
=
nj , HK/SO = −∇.Jj
∂t
i

(A.1)

The kinetic term will give us spin conserving part whereas the Rashba term will give us
spin flipping part of the charge current operator, respectively:
K
Jj→i
p
SO
Jj→i
p


= Jj→ip ,↑→↑ + Jj→ip ,↓→↓ , Spin Conserving 
,
= Jj→ip ,↑→↓ + Jj→ip ,↓→↑ ,
Spin Flipping 

(A.2)

where ip ’s are the six neighbouring sites of site j as shown in Fig. A.1 with p = 1, · · · , 6.
The components of the spin conserving and spin flipping charge current operators are:




Jj→ip ,σ→σ = −it c†ip ,σ cj,σ − h.c ,




.
cj,σ + h.c , σ 6= σ 0 
Jj→ip ,σ→σ0 = λ c†ip ,σ0 D̂ip j .~τ

(A.3)

σ0 σ

The total charge current from any site j to one of its neighboring sites ip will be:
c
K
SO
Jj→i
= Jj→i
+ Jj→i
.
p
p
p
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(A.4)

i5 = (r + ê2 , 1)

ê2

i4 = (r, 3)

i6 = (r − ê1 , 3)
j = (r, 2)

ê1

Y

Z

i3 = (r + ê1 , 1)

i1 = (r, 1)

X

i2 = (r − ê2 , 3)
Figure A.1: Rashba-SOC lattice connections from the six-coordination site j = (r, 1), as
example. The green arrows depict the SOC vectors D̂ij for the bonds connected to j. ê1 and
ê2 are the lattice unit vectors. 1, 2 and 3 are the site labels within a unit cell r. X,Y and Z
are the axes of the spin space used for the Rashba connections.
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Note that these definitions of charge currents satisfy the conservation property (both
locally and globally).

A.2

Chern Number

The Chern number for the nth band is defined in the continuum as:
1
Cn =
2πi

Z
F12 (k)dk

(A.5)

T2

where F12 (k) = ∂1 A2 (k) − ∂2 A1 (k) is the Berry curvature, and Aµ (k) = hun,k |∂µ |un,k i is

the Berry connection. T 2 is the surface of a Torus formed by considering periodic boundary

condition (PBC) in both the ê1 and ê2 directions. ∂µ ≡ ∂/∂kµ is the partial derivative with
respect to momentum k1 and k2 along the ê1 and ê2 direction, respectively.
For lattice calculations, the above equations cannot be used unless we find Bloch functions
“hr, α, σ|un,k i” in a real-space basis. Since our Hamiltonian is translationally invariant, the
set of Bloch states {hr, α, σ|Ψn,k i} are eigenstates of the Hamiltonian, where Ψn,k (r, α, σ) =
hr, α, σ|Ψn,k i = eik.r un,k (r, α, σ), and in second quantization |r, α, σi = c†r,α,σ |0i. Note that
the set {hr, α, σ|Ψn,k i} are orthogonal to each other but not necessarily the set {hr, α, σ|un,k i}
which explains why the Berry connections are (always) non-zero.
Because our computational calculation has been performed primarily in a real-space basis,
the eigenstates we obtain are, in general, a superposition of all the Bloch states with the
same energy, see Fig. A.2. For this reason, we cannot directly use the eigenstates calculated
from the diagonalization computer code to find the Chern number.
To solve this issue, consider a computer generated real-space eigenstate |mi with
energy Em . This state is a linear combination of the real-space site basis, i.e. |mi =
P
r,α,σ Cr,α,σ (m)|r, α, σi, where Cr,α,σ (m) = hr, α, σ|mi are the coefficients of the tranformation matrix from site basis to the real-space eigenstate of the Hamiltonian.
As expressed above, |mi can also be written as a superposition of all the Bloch states
P
|Ψn,k i with the same energy (see Fig.A.2) as |mi = n,k Γnk (m)|Ψn,k i,
100

Em

n2
n1
0

π
k1

2π

Figure A.2: Em vs k1 sketch illustrating the way we computed hr, α, σ|Ψn,k i between two
non-degenerate non-touching bands (the points in blue are explained in the text).
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where Γnk (m) = hΨn,k |mi are the transformation coefficients from Bloch states to real space
eigenstates. From the above equations and considering that un,k (r, α, σ) = hr, α, σ|un,k i
P
are repeated between unit cells i.e. un,k (r, α, σ) = un,k (r + r0 , α, σ), we calculate:
r0 hr +
0

r0 , α, σ|mie−ik.r =
X
n,k0 ,r0

0

Γnk0 (m)hr + r0 , α, σ|Ψn,k0 ie−ik.r

=

X
n,k0 ,r0

=

X
n,k0 ,r0

0

0

0

0

0

Γnk0 (m)eik .(r +r) e−ik.r hr, α, σ|un,k0 i

= V

X

= V

X

n

n

0

Γnk0 (m)eik .(r +r) hr + r0 , α, σ|un,k0 ie−ik.r

Γnk (m)eik.r hr, α, σ|un,k i
Γnk (m)hr, α, σ|Ψn,k i

(A.6)

where it must be understood that |r + r0 , α, σi = c†r+r0 ,α,σ |0i, and V is the volume of the
system. We know that Chern numbers are well defined only for non-intersecting energy
bands. In our case, with the addition of the Rashba-SOC and the Zeeman field (B) we fulfill
this condition. From this physical argument, illustrated in Fig. A.2, we know that for fixed
momentum k and energy Em , only one value of Γnk (m) is non-zero for a specific band n.
Thus, we can write Eq.(A.6) as:
X
r0

0

hr + r0 , α, σ|mie−ik.r = V Γnk (m)hr, α, σ|Ψn,k i

(A.7)

Of course we do not know the specific value of Γnk (m), but Eq. (A.7) implies that for
P
P
0
each individual band n, hr, α, σ|Ψn,k i ∝ r0 hr + r0 , α, σ|mie−ik.r , so by calculating r0 hr +
0

r0 , α, σ|mie−ik.r and normalizing it, the Bloch states (Ψn,k (r, α, σ) = hr, α, σ|Ψn,k i) can be
obtained in real space for band n. After calculating this Bloch states, now un,k (r, α, σ)
can be obtained using hr, α, σ|un,k i = e−ik.r hr, α, σ|Ψn,k i, which can directly be used for the
calculation of the Chern number.
Once the Bloch functions are found, we follow the method of Fukui et al. [8], to calculate
the Chern number for a discrete lattice. We first compute the U(1) link variables Uµ (k) =
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hun,k (r, α, σ)|un,k+µ̂ (r, α, σ)i/khun,k (r, α, σ)|un,k+µ̂ (r, α, σ)ik as defined in their paper (µ̂ is a
vector along the directions of the lattice vectors ê1 and ê2 with magnitude 2π/Nµ ), from the
Bloch functions evaluated above. Then, we calculate the discretized lattice field strength
F12 (k) as:
F12 (k) = ∂1 A2 (k) − ∂2 A1 (k) ≈ A2 (k + µ̂1 ) − A2 (k) − A1 (k + µ̂2 ) + A1 (k)

(A.8)

where forward discretization of ∂µ was used. Under this approximation, for example,
A1 (k) ≈ hun,k |un,k+µ̂1 i − hun,k |un,k i.

(A.9)

Assuming that all {|un,k i} are normalized to 1, it can be shown that
F12 (k) ≈ hun,k+µ̂1 |un,k+µ̂1 +µ̂2 i − hun,k |un,k+µ̂2 i − hun,k+µ̂2 |un,k+µ̂1 +µ̂2 i + hun,k |un,k+µ̂1 i.
(A.10)
Pictorically, each of these individual terms can be imagined by placing them at the links
of a discretized Brillouin zone, as shown in Fig. A.3. Moreover, the sign gives a sense of
circulation. F12 (k) then becomes a flux variable around an elementary plaquette of the
k−space lattice Then, following the directions [8] to calculate the lattice field strength
F̃12 (k) = ln (U1 (k)U2 (k + µ̂1 )U1 (k + µ̂2 )−1 U2 (k)−1 ), we can compute the Chern number
associated with the nth band as:
Cn =

1 X
F̃12 (k)
2πi k

(A.11)

Note that the magnitude of the quantities inside the lattice field strength F̃12 (k) is always
1 and thus −iπ < F̃12 (k) ≤ iπ.
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−hun,k+k̂y |un,k+k̂x +k̂y i

Fn(k)
k
hun,k |un,k+k̂x i

k + k̂x + k̂y
hun,k+k̂x |un,k+k̂x +k̂y i

−hun,k |un,k+k̂y i

k + k̂y

k + k̂x

Figure A.3: Pictorial representation of the flux variable F12 (k) in a k−space plaquette.
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B. Appendix for Chapter 3
B.1

Hartree vs Hartree-Fock Comparison

In Fig. B.1 we compare results for the dice lattice using (a) non-interacting electrons in
a staggered external field, (b) Hartree, and (c) Hartree-Fock methods at couplings U = t,
λ = 0.3t, and  = 0.6t. The results for (a) are reproduced from Ref. [16] for the benefit of
the readers. They were obtained optimizing variationally external magnetic fields associated
with the two types of sites in the dice lattice, especifically B1 = 0.224t and B2 = −0.0162t.
In Fig. B.1(b), we show our Hartree-only results for the same U, λ,  parameters and realized
that the Hartree results are quite similar to the variational results. The bands are almost
identical. Moreover, in both cases the sum of Chern numbers for the first three bands from
the bottom (only one shown) is 2. However, in Fig. B.1(c) we show explicitly that when
performing the full, and more accurate, HF approximation we obtain different results. Not
only a lower ground-state energy is obtained in panel (c) than panels (a,b), but in addition
the sum of Chern numbers for the first three bands is now 0 in HF as opposed to 2 in just
Hartree, showing that the Fock terms are relevant when λ 6= 0. The main message is that
the Fock terms are important in this context and they alter the physics qualitatively.
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−0.4
−0.6 λ = 0.3t, B1 = 0.244t, B2 = −0.0162t
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H
(b)
0.4
0.2
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0.0
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0
0.0
0
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Γ
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M
Γ

Figure B.1:
Central energy bands near E = 0 for the dice lattice at U = t, λ = 0.3t, and  = 0.6t. (a)
depicts the energy bands reproduced from Ref. [16] for comparison. For panel (a), those
authors worked with the same couplings and evaluated the corresponding optimal magnetic
fields for sublattices 1 and 2 via a variational method, with values shown as insets. The Chern
numbers for the two red bands were ±2. Panel (b) illustrates the energy bands obtained by
us when we only use the Hartree approximation. Here, the results are the same as in (a), i.e.
C = ±2, and illustrates that using only Hartree is basically equivalent to optimizing external
staggered fields, as intuitively expected. However, in (c) we show the complete Hartree-Fock
results of the present study. The energy in Hartree-Fock is lower than in Hartree. More
importantly, note that the results change qualitatively, namely now the two red bands have
C = 0 and the gap is much smaller.
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C. Appendix for Chapter-4
C.1

Multiples in the four sites S = 1 model

Because our study relates to a single bond, we cannot distinguish between square and
triangular lattices. Including more than a single bond, terms such as (Si · Sj )(Si · Sk ) with
sites (i, j, k) belonging to the same plaquette, also appear in the large U expansion rendering
the study too complex. Here, we explain the complexity that the mere increase from two to
four sites would introduce into the analysis, and intuitively the reason why using two sites
we can still obtain useful estimations of the value of the biquadratic coupling.
In general, the mixing of two spins S1 and S2 produces states with total spin in the
range of spin states given by: (S1 + S2 ), · · · , |S1 − S2 |, which can also be represented by the
following form:
S1 ⊗ S2 = (S1 + S2 ) ⊕ · · · ⊕ |S1 − S2 |.

(C.1)

For the case of a two-site spin-1 system, this leads to 1 ⊗ 1 = 2 ⊕ 1 ⊕ 0, i.e. a total of 9
spin state multiplets: 1 singlet, 3 degenerate states in a triplet, and 5 degenerate states in
a quintuplet, represented by 0, 1 and 2 on the right hand site of the equation starting this
paragraph.
For a four-sites spin-1 system, the decomposition into multiples can start similarly by
using two pairs of two-site spin-1 systems that is 1 ⊗ 1 = 2 ⊕ 1 ⊕ 0, and then mix them with
one another. Moreover, from merely counting states (we have three per S = 1) we know
the total number of states must be 9 × 9 = 81. How do they decompose into multiplets?
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Mathematically,
(2 ⊕ 1 ⊕ 0) ⊗ (2 ⊕ 1 ⊕ 0) = (2 ⊗ 2) ⊕ (2 ⊗ 1) ⊕ (2 ⊗ 0) ⊕
(1 ⊗ 2) ⊕ (1 ⊗ 1) ⊕ (1 ⊗ 0) ⊕
(0 ⊗ 2) ⊕ (0 ⊗ 1) ⊕ (0 ⊗ 0),

(C.2)

where,


(2 ⊗ 2) = 4 ⊕ 3 ⊕ 2 ⊕ 1 ⊕ 0, 






(1 ⊗ 1) = 2 ⊕ 1 ⊕ 0,





(0 ⊗ 0) = 0,
.


(2 ⊗ 1) = (1 ⊗ 2) = 3 ⊕ 2 ⊕ 1






(2 ⊗ 0) = (0 ⊗ 2) = 2





(1 ⊗ 0) = (0 ⊗ 1) = 1

(C.3)

In summary, we have 3 singlets (one state each), 6 triplets (three states each), 6
quintuplets (five states each), 3 septuplets (7 states each), and 1 nonuplet (9 states each).
The total number of multiples is 19.
This large number illustrates how difficult would it be to use a four-site cluster to estimate
coupling strengths from the two-orbital Hubbard model. The task of deducing an analytical
expression for J2 /J1 is clearly challenging. Moreover, the relative energy order of these 19
multiples states may start with a singlet and finish with the nonuplet, but, in between, the
states will be arranged in a complicated manner. In addition, more importantly, a foursite system will require other terms in the effective spin Hamiltonian, as the t/U expansion
indicates, such as those involving the four different spins in two dot products. Having these
extra terms will dilute the importance of the biquadratic term and likely lead to a weaker
value of J2 /J1 than found using only two sites. Thus, we believe in order to crudely estimate
the maximum range of the ratio J2 /J1 , a two-site system is the most practical way to proceed.
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C.2

Charge Fluctuations

Because we are exploring not only the strong coupling region, but also the more promising
intermediate U/t11 regime (more promising because in there, the J2 /J1 and J3 /J1 are
enhanced the most), it is important to consider how robust are the charge fluctuations in
such intermediate coupling regime. If charge fluctuations are important, then the mapping
into a spin only model is less reliable.
In this section, we report the double occupancy, hnγ,↑ nγ,↓ i where the orbital index γ could
be 1 or 2 (note that the two orbitals give the same results because we do not have a crystal
field in the Hamiltonian, to avoid adding even more complexity in the calculations). Results
are in Fig. C.1, where we show the double-occupancy expectation value. The maximum
value it reaches in the range investigated, which matches the range shown in the main text
for two orbitals, is 0.10 and it decreases very fast with increasing U/t11 . We conclude that
in most of the region investigated charge fluctuations are actually not important, and thus
our methodology is justified.
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Figure C.1: (a),(b) Double occupancy (as defined in the vertical label) vs. U/t11 for the
two-site two-orbitals per site system obtained via exact diagonalization. The Hund coupling
is fixed to JH /U = 0.25 because this number is considered realistic for some materials such
as the iron superconductors. The hopping parameters are shown as insets, and match the
parameters shown in the section of two-orbitals in the main portion of the text. Results are
shown for the first singlet, triplet, and quintuplet states in the spectrum as colored indicated
(the last one being ferromagnetic then has zero double occupancy). The results show that
at the lower extreme of the range investigated double occupancy is only 0.10, and decreases
fast with increasing U/t11 . Thus, charge fluctuations do not play a significant role in most
of the important range in our reported results, and in our qualitative conclusions.
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