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Abstract— This paper addresses the optimal control of Con-
nected and Automated Vehicles (CAVs) arriving from two roads
at a merging point where the objective is to jointly minimize the
travel time and energy consumption of each CAV. The solution
guarantees that a speed-dependent safety constraint is always
satisfied, both at the merging point and everywhere within a
control zone which precedes it. We first analyze the case of no
active constraints and prove that under certain conditions the
safety constraint remains inactive, thus significantly simplifying
the determination of an explicit decentralized solution. When
these conditions do not apply, an explicit solution is still
obtained that includes intervals over which the safety constraint
is active. Our analysis allows us to study the tradeoff between
the two objective function components (travel time and energy
within the control zone). Simulation examples are included to
compare the performance of the optimal controller to a baseline
with human-driven vehicles with results showing improvements
in both metrics.
I. INTRODUCTION
Traffic management at merging points (usually, highway
on-ramps) is one of the most challenging problems within
a transportation system in terms of safety, congestion, and
energy consumption, in addition to being a source of stress
for many drivers [14], [15], [18]. Advancements in next gen-
eration transportation system technologies and the emergence
of CAVs (also known as self-driving cars or autonomous
vehicles) have the potential to drastically improve a trans-
portation network’s performance by better assisting drivers in
making decisions, ultimately reducing energy consumption,
air pollution, congestion and accidents. One of the very early
efforts exploiting the benefit of CAVs was proposed in [5],
where an optimal linear feedback regulator is introduced for
the merging problem to control a single string of vehicles. An
overview of automated intelligent vehicle-highway systems
was provided in [16].
There has been significant research in assisted freeway
merging offering guidance to drivers so as to avoid con-
gestion and collisions. A Classification and Regression Tree
(CART) method was used in [19] to model merging behavior
and assist decisions in terms of the time-to-collision between
vehicles. The Long Short-Term Memory (LSTM) network
was used in [3] to predict possible long-term congestion.
In [21], a Radial Basis Function-Artificial Neural Networks
(RBF-ANN) is used to forcast the traffic volume in a merging
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area. However, such assisted merging methods do not take
advantage of autonomous driving so as to possibly automate
the merging process in a cooperative manner.
A number of centralized or decentralized merging control
mechansims have been proposed [9], [2], [7], [8], [15],
[12], [10], [13]. In the case of decentralized control, all
computation is performed on board each vehicle and shared
only with a small number of other vehicles which are affected
by it. Optimal control problem formulations are used in some
of these approaches, while Model Predictive Control (MPC)
techniques are employed in others, primarily to account for
additional constraints and to compensate for disturbances by
re-evaluating optimal actions. The objectives specified for
optimal control problems may target the minimization of
acceleration as in [12] or the maximization of passenger
comfort (measured as the acceleration derivative or jerk) as
in [9], [11]. MPC approaches have been used in [2], [8], as
well as in [9] when inequality constraints are added to the
originally considered optimal control problem.
In [25], a decentralized optimal control framework is
provided for a signal-free intersection. This may be viewed
as a process of merging multiple traffic flows so that the
highway merging problem is a special case. However, as
detailed in the sequel, there are several differences in the
formulation and analysis we pursue here in terms of the
objective function and the safety constraints used.
In this paper, we develop a decentralized optimal control
framework for each CAV approaching a merging point from
one of two roads (often, a highway lane and an on-ramp
lane). Our objective differs from formulations in [9], [12] or
[25]; moreover, it is designed to guarantee that a hard speed-
dependent safety constraint is always satisfied. In particular,
our objective combines minimizing (i) the travel time of
each CAV over a given road segment from a point entering
a Control Zone (CZ) to the eventual Merging Point (MP) and
(ii) a measure of its energy consumption. This allows us to
explore the trade-off between these two metrics as a function
of a weight factor. The problem incorporates CAV speed
and acceleration constraints, and a hard safety constraint
requiring a minimal headway between adjacent vehicles at
all times as well as guaranteed collision avoidance at the MP.
We derive an analytical solution of the problem and identify
several properties of an optimal trajectory. This allows us
to obtain simple to check conditions under which the safe
distance constraint is guaranteed to not become active (which
significantly reduces computation); in cases where it does
become active, we include constrained arcs as part of an
optimal trajectory . Thus, we can identify when a trajectory
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exists that provably satisfies all constraints at all times and
explicitly determine the optimal merging trajectory of each
CAV.
The paper is structured as follows. In Section II, we
present the merging process model and formulate the optimal
merging control problem including all safety requirements
that must be satisfies at all times. In Section III, the optimal
solutions in all cases are presented. We show the simulations
and discussion in Section IV and V, respectively.
II. PROBLEM FORMULATION
The merging problem arises when traffic must be joined
from two different roads, usually associated with a main lane
and a merging lane as shown in Fig.1. We consider the case
where all traffic consists of CAVs randomly arriving at the
two lanes joined at the Merging Point (MP) M where a
collison may occur. The segment from the origin O or O′ to
the merging point M has a length L for both lanes, and is
called the Control Zone (CZ). We assume that CAVs do not
overtake each other in the CZ. A coordinator is associated
with the MP whose function is to maintain a First-In-First-
Out (FIFO) queue of CAVs based on their arrival time at the
CZ and enable real-time communication with the CAVs that
are in the CZ as well as the last one leaving the CZ. The
FIFO assumption imposed so that CAVs cross the MP in their
order of arrival is made for simplicity and often to ensure
fairness, but can be relaxed through dynamic resequencing
schemes, e.g., as described in [22].
Fig. 1. The merging problem
Let S(t) be the set of FIFO-ordered indices of all CAVs
located in the CZ at time t along with the CAV (whose index
is 0 as shown in Fig.1) that has just left the CZ. Let N(t) be
the cardinality of S(t). Thus, if a CAV arrives at time t it is
assigned the index N(t). All CAV indices in S(t) decrease
by one when a CAV passes over the MP and the vehicle
whose index is −1 is dropped.
The vehicle dynamics for each CAV i ∈ S(t) along the
lane to which it belongs take the form[
x˙i(t)
v˙i(t)
]
=
[
vi(t)
ui(t)
]
(1)
where xi(t) denotes the distance to the origin O (O′) along
the main (merging) lane if the vehicle i is located in the main
(merging) lane, vi(t) denotes the velocity, and ui(t) denotes
the control input (acceleration). We consider two objectives
for each CAV subject to three constraints, as detailed next.
Objective1 (Minimizing travel time): Let t0i and t
m
i
denote the time that CAV i ∈ S(t) arrives at the origin O
or O′ and the merging point M , respectively. We wish to
minimize the travel time tmi − t0i for CAV i.
Objective2 (Minimizing energy consumption): We also
wish to minimize energy consumption for each CAV i ∈ S(t)
expressed as
Ji(t
m
i , ui(t)) =
∫ tmi
t0i
C(ui(t))dt, (2)
where C(·) is a strictly increasing function of its argument.
Constraint1 (Safety constraints): Let ip denote the
index of the CAV which physically immediately precedes
i in the CZ (if one is present). We require that the distance
zi,ip(t) := xip(t) − xi(t) be constrained by the speed vi(t)
of CAV i ∈ S(t) so that
zi,ip(t) ≥ ϕvi(t) + δ, ∀t ∈ [t0i , tmi ], (3)
where ϕ denotes the reaction time (as a rule, ϕ = 1.8
is used, e.g., [17]). If we define zi,ip to be the distance
from the center of CAV i to the center of CAV ip, then
δ is a constant determined by the length of these two CAVs
(generally dependent on i and ip but taken to be a constant
over all CAVs for simplicity).
Constraint2 (Safe merging): There should be enough
safe space at the MP M for a merging CAV to cut in, i.e.,
z1,0(t
m
1 ) ≥ ϕv1(tm1 ) + δ. (4)
Constraint3 (Vehicle limitations): Finally, there are
constraints on the speed and acceleration for each i ∈ S(t),
i.e.,
vmin ≤ vi(t) ≤ vmax,∀t ∈ [t0i , tmi ],
umin ≤ ui(t) ≤ umax,∀t ∈ [t0i , tmi ],
(5)
where vmax > 0 and vmin > 0 denote the maximum and
minimum speed allowed in the CZ, while umin < 0 and
umax > 0 denote the minimum and maximum control input,
respectively.
Problem Formulation. Our goal is to determine a control
law to achieve objectives 1-2 subject to constraints 1-3 for
each i ∈ S(t) governed by the dynamics (1). Combining
objectives 1 and 2, we formulate the following optimal
control problem for each CAV:
min
ui(t)
Ji(t
m
i , ui(t)) := β(t
m
i − t0i ) +
∫ tmi
t0i
1
2
u2i (t)dt, (6)
subject to (1), (3), (4), (5), the initial and terminal position
conditions xi(t0i ) = 0, xi(t
m
i ) = L, and given t
0
i , vi(t
0
i ).
The weight factor β ≥ 0 can be adjusted to penalize travel
time relative to the energy cost. The two terms in (6) need to
be properly normalized. Thus, by defining ti,max = L/vmin
to be the maximum travel time and using α ∈ [0, 1], we
construct a convex combination as follows:
Ji(t
m
i , ui(t)) =α
(tmi − t0i )
ti,max
+
(1− α) ∫ tmi
t0i
1
2u
2
i (t)dt
1
2 max(u
2
max, u
2
min)ti,max
=
αmax(u2max, u
2
min)
2(1− α) (t
m
i −t0i )+
∫ tmi
t0i
1
2
u2i (t)dt
(7)
We can then set β = αmax(u
2
max,u
2
min)
2(1−α) and use (6) as the
problem to be solved.
III. DECENTRALIZED FRAMEWORK
Note that (6) can be locally solved by each CAV i provided
that there is some information sharing with two other CAVs:
CAV ip which physically immediately precedes i and is
needed in (3) and CAV i−1 so that i can determine whether
this CAV is located in the same lane or not. With this
information, CAV i can determine which of two possible
cases applies: (i) ip = i−1, i.e., ip is the CAV immediately
preceding i in the FIFO queue (e.g., CAVs 3 and 5 in Fig.1),
and (ii) ip < i − 1, which implies that CAV i − 1 is in a
different lane from i (e.g., CAVs 2 and 4 in Fig.1). It is now
clear that we can solve problem (6) for any i ∈ S(t) in a
decentralized way in the sense that CAV i needs only its
own local information and information from i − 1, as well
as from ip in case (ii). Observe that if ip = i− 1, then (4)
is a redundant constraint; otherwise, we need to separately
consider (3) and (4). Therefore, we will analyze each of these
two cases in what follows.
A. Decentralized Optimal Control when i− 1 = ip
Let xi(t) := (xi(t), vi(t))T be the state vector and
λi(t) := (λ
x
i (t), λ
v
i (t))
T be the costate vector (for simplicity,
in the sequel we omit explicit time dependence when no
ambiguity arises). The Hamiltonian with the state constraint,
control constraint and safety constraint adjoined is
Hi(xi,λi, ui) =
1
2
u2i+λ
x
i vi + λ
v
i ui
+ µai (ui−umax) + µbi (umin − ui)
+ µci (vi − vmax) + µdi (vmin − vi)
+ µei (xi + ϕvi + δ − xip) + β
(8)
The Lagrange multipliers µai , µ
b
i , µ
c
i , µ
d
i , µ
e
i are positive when
the constraints are active and become 0 when the constraints
are strict. Note that when the safety constraint (3) becomes
active, the expression above involves xip(t) in the last term.
When i = 1, the optimal trajectory is obtained without this
term, since (3) is inactive over all [t01, t
m
1 ]. Thus, once the
solution for i = 1 is obtained (based on the analysis that
follows), x∗1 is a given function of time and available to i = 2.
Based on this information, the optimal trajectory of i = 2
is obtained. Similarly, all subsequent optimal trajectories for
i > 2 can be recursively obtained based on x∗ip(t) with ip =
i− 1.
Since ψi,1 := xi(tmi ) − L = 0 is not an explicit function
of time, the transversality condition [1] is
Hi(xi(t),λi(t), ui(t))|t=tmi = 0 (9)
with the costate boundary condition λi(tmi ) =
[(νi,1
∂ψi,1
∂xi
)T ]t=tmi , where νi,1 denotes a Lagrange multiplier.
The Euler-Lagrange equations become
λ˙xi = −
∂Hi
∂xi
= −µei (10)
and
λ˙vi = −
∂Hi
∂vi
= −λxi − µci + µdi − ϕµei , (11)
and the necessary condition for optimality is
∂Hi
∂ui
= ui + λ
v
i + µ
a
i − µbi = 0. (12)
Assumption1 : The safety constraint (3), control and
state constraints (5) are not active at t0i .
Since CAVs arrive randomly, there are two ways to handle
violations of Assumption 1: (i) By ensuring that it holds
through a Feasibility Enforcement Zone (FEZ) as in [24]
which applies the necessary control prior to the CZ so
as to enforce (3) and (5) upon arrival at the CZ, (ii) by
foregoing optimality and simply controlling a CAV that
violates Assumption 1 until all constraints become feasible
within the CZ.
Under Assumption 1, we will start by analyzing the case of
no active constraints and then study what happens as different
constraints become active. In this paper, we limit ourselves
to cases where (3) may become active which are much more
challenging than (5); the latter can also be handled through
an analysis similar to that found in [6].
1) Control, state, safety constraints not active: In this
case, µai = µ
b
i = µ
c
i = µ
d
i = µ
e
i = 0. Applying (12), the
optimal control input is given by
ui + λ
v
i = 0. (13)
and the Euler-Lagrange equation (11) yields
λ˙vi = −λxi . (14)
Therefore, (10) implies λxi (t) = ai, hence λ
v
i (t) = −(ait+
bi), where ai and bi are integration constants. Consequently,
we obtain the following optimal solution:
u∗i (t) = ait+ bi (15)
v∗i (t) =
1
2
ait
2 + bit+ ci (16)
x∗i (t) =
1
6
ait
3 +
1
2
bit
2 + cit+ di (17)
where ci and di are also integration constants. In addition,
we have the initial conditions xi(t0i ) = 0, vi(t
0
i ) = v
0
i and
the terminal condition xi(tmi ) = L. The costate boundary
conditions and (12) offer us ui(tmi ) = −λvi (tmi ) = 0 and
λi(t
m
i ) = (ai, 0), therefore, the transversality condition (9)
gives us an additional relationship:
β + aivi(t
m
i ) = 0. (18)
Then, for each i ∈ S(t), we need to solve the following five
nonlinear algebraic equations for ai, bi, ci, di and tmi :
1
2
ai · (t0i )2 + bit0i + ci = v0i ,
1
6
ai · (t0i )3 +
1
2
bi · (t0i )2 + cit0i + di = 0,
1
6
ai · (tmi )3 +
1
2
bi · (tmi )2 + citmi + di = L,
ait
m
i + bi = 0,
β +
1
2
a2i · (tmi )2 + aibitmi + aici = 0.
(19)
There may be four, six or eight solutions if we solve (19),
depending on the values of t0i , β, L and v
0
i , but only one of
the solutions is valid, i.e., it satisfies tmi > t
0
i and t
m
i is a
real number. The remaining solutions are either imaginary
or negative numbers. The following six lemmas provide a
number of useful properties of the optimal solution (15)-(17).
Observe that when β = 0, it follows that ai = 0 from
(19). Then, we can easily get the obvious solution
tmi − t0i =
L
v0i
. (20)
Lemma 1: The optimal terminal time tmi can be expressed
as a polynomial equation in the known parameters t0i , β, L
and v0i .
Proof: If β = 0, the result is true from (20). If β > 0,
then combining the first and second equations of (19), we
get
1
3
bi(t
0
i )
2 + (
2
3
v0i +
4
3
ci)t
0
i + 2di = 0. (21)
Combining the third and fourth equations of (19), we get
1
3
bi(t
m
i )
2 + cit
m
i + di = L. (22)
Combining the last two equations, we get
1
3
bi((t
m
i )
2−(t0i )2)+(
2
3
v0i+
4
3
ci)(t
m
i −t0i )+
bici
3ai
+
2biv
0
i
3ai
= L+di.
(23)
Subtracting the first equation from the last equation of (19),
1
2
ai((t
m
i )
2 − (t0i )2) + bi(tmi − t0i ) = −
β
ai
− v0i . (24)
Then, combining the last two equations, we get
tmi − t0i =
ai
2 (L+ di)− bici6 + biβ3ai
aiv0i
3 +
2aici
3 −
b2i
3
. (25)
Combining (22) and the last two equations of (19), we get
− 2b
3
i
3a2i
+
5bici
3ai
+
2biβ
3a2i
= di − L (26)
Taking the square of the fourth equation of (19) and com-
bining with the last equation of (19) yields
b2i = 2β + 2aici (27)
Combining the last two equations, we get
aidi
2
=
aiL
2
− biβ
3ai
+
bici
6
(28)
Combining (28) and (27) with the numerator and denomina-
tor of (25), respectively, we get
tmi − t0i =
3aiL
aiv0i − 2β
(29)
Combining (24) and (29), we get
(tmi )
2 − (t0i )2 = −
2β
a2i
− 2v
0
i
ai
− 6biL
aiv0i − 2β
(30)
Subtracting the second equation from the third equation of
(19), we get
1
6
ai((t
m
i )
3− (t0i )3) +
1
2
bi((t
m
i )
2− (t0i )2) + ci(tmi − t0i ) = L
(31)
Combining (27), (29), (30) and (31) gives
ai
6
((tmi )
3− (t0i )3)−
biβ
a2i
− biv
0
i
ai
− 3b
2
iL+ 6βL
2(aiv0i − 2β)
= L (32)
Rewriting (29) as
ai =
2β(tmi − t0i )
(tmi − t0i )v0i − 3L
, (33)
we notice that ai only depends on t0i , t
m
i , v
0
i , L, β. Rewriting
(30) as
bi = −
[
(tmi )
2 − (t0i )2
6L
+
β + aiv
0
i
3a2iL
]
(aiv
0
i − 2β), (34)
we notice bi only depends on t0i , t
m
i , v
0
i , L, β, ai, because
ai only depends on t0i , t
m
i , v
0
i , L, β. Therefore, bi only
depends on t0i , t
m
i , v
0
i , L, β. In (32), t
m
i only depends on
t0i , v
0
i , L, β, ai, bi. So when solving (32) for t
m
i with (33)
and (34), the solutions only depend on t0i , v
0
i , L, β. 
Lemma 2: The solution for ai in (19) is independent of
t0i . Moreover, ai ≤ 0.
Proof: If β = 0, then ai = 0 follows from the last equation
of (19). Otherwise, combining (27) and the first equation of
(19), we get
a2i (t
0
i )
2 + 2aibit
0
i + b
2
i − 2β = 2aiv0i . (35)
Subtracting (35) from the square of the fourth equation of
(19), we get
a2i ((t
m
i )
2 − (t0i )2) + 2aibi(tmi − t0i ) + 2β = −2aiv0i . (36)
Combining the fourth equation of (19), (29) and (36), we get
− a2i (
3aiL
aiv0i − β
)2 + 2β = −2aiv0i . (37)
where L, β, v0i are known parameters, and t
0
i does not appear
in (37). Therefore, ai is independent of t0i .
In (18), i.e., β+ aivi(tmi ) = 0, since β > 0 and vi(t
m
i ) >
0, then ai < 0. 
Lemma 3: Given β, L and under optimal control (15), if
v0i = v
0
j , then t
m
i − tmj = t0i − t0j .
Proof: If β = 0, the result is true from (20). Otherwise, by
Lemma 2, ai = aj in (29), and L, β are known. Since v0i =
v0j , it follows that t
m
i − tmj = t0i − t0j . 
Lemma 4: Under optimal control (15), vi(tmi ) = − βai for
all i ∈ S(t), and vi(t) is strictly increasing for all t ∈ [t0i , tmi ]
taking its maximum value at t = tmi when β > 0. Moreover,
lim
β→0
β
−ai = v
0
i and lim
β→0
3aiL
aiv0i−2β = limβ→0
3L
v0i+2vi(t
m
i )
= L
v0i
.
Proof: We know ui(tmi ) = 0 from (15) and the fourth
equation of (19). By Lemma 2, if β > 0, we have ai < 0,
therefore, (15) implies ui(t) > 0 for all t ∈ [t0i , tmi ), hence
vi(t) is strictly increasing for all t ∈ [t0i , tmi ] and takes its
maximum value at t = tmi . From (18), we know vi(t
m
i ) =
− βai . Since vi(t) is strictly increasing for all t ∈ [t0i , tmi ]
when β 6= 0, we have vi(tmi ) > vi(t0i ). From (33), we can
get lim
β→0
ai = 0, and further lim
β→0
bi = 0 from the fourth
equation of (19). Finally, we can get lim
β→0
ui(t) = 0 from
(15), thus, lim
β→0
β
−ai = limβ→0
vi(t
m
i ) = v
0
i and lim
β→0
3aiL
aiv0i−2β =
L
v0i
. 
Lemma 5: Under optimal control (15), the travel time for
i ∈ S(t) satisfies tmi − t0i ≤ Lv0i .
Proof: If β = 0, then tmi − t0i = Lv0i from (20). Otherwise,
by Lemma 4, we know lim
β→0
tmi − t0i = Lv0i . Because β is the
penalty of tmi − t0i in (6), if β increases, then tmi − t0i must
decrease or stay the same. Therefore, tmi − t0i ≤ Lv0i . 
Lemma 6: For two vehicles i, j ∈ S(t) under optimal
control (15), if v0i < v
0
j and β > 0, then vi(t
m
i ) < vj(t
m
j ),
tmi − t0i > tmj − t0j and ai < aj < 0.
Proof: We rewrite (37) as
9a4iL
2 = 2a3i (v
0
i )
3 − 6a2i (v0i )2β + 8β3. (38)
By Lemma 4, we know vi(tmi ) = − βai , and the equality
above becomes
9
2
βL2 = 4(vi(t
m
i ))
4−3(vi(tmi ))2(v0i )2−vi(tmi )(v0i )3 (39)
which can be rewritten as
9
2
βL2 = 3(vi(t
m
i ))
2((vi(t
m
i ))
2 − (v0i )2)
+vi(t
m
i )((vi(t
m
i ))
3 − (v0i )3).
(40)
By Lemma 4, vi(tmi ) > v
0
i , Therefore, if v
0
i decreases,
vi(t
m
i ) must decrease in order to satisfy (40) whose left hand
side is fixed. Formally, by taking the derivative with respect
to v0i in (40), we get
∂vi(t
m
i )
∂v0i
=
6(vi(t
m
i ))
2v0i + 3vi(t
m
i )(v
0
i )
2
16(vi(tmi ))
3 − 6vi(tmi )(v0i )2 − (v0i )3
(41)
By Lemma 4 and (5), vi(tmi ) > v
0
i > 0, therefore, both
the denominator and numerator of (41) are positive, hence
∂vi(t
m
i )
∂v0i
> 0. Since vi(tmi ) is a strictly increasing function
with respect to v0i , if v
0
i < v
0
j , it follows that vi(t
m
i ) <
vj(t
m
j ). Further by (18) and (29), t
m
i − t0i = 3Lv0i+2vi(tmi ) ,
therefore, tmi − t0i > tmj − t0j . By Lemma 2, ai < 0 and
aj < 0. Since vi(tmi ) =
β
−ai , it follows that ai < aj < 0. 
Using Lemmas 1-6, we can establish Theorem 1 identi-
fying conditions such that the safety constraint (3) is never
violated for all t ∈ [t0i , tmi ] in an optimal trajectory. The
following assumption requires that if two CAVs arrive too
close to each other, then the first one maintains its optimal
terminal speed past the MP until the second one crosses
it as well. This is to ensure that the first vehicle does not
suddenly decelerate and cause the safety constraint to be
violated during the last segment of the first vehicle’s optimal
trajectory.
Assumption 2: For a given constant ζ > ϕ, any CAV
i − 1 ∈ S(t) such that t0i − t0i−1 < ζ maintains a constant
speed vi−1(t) = v∗i−1(t
m
i−1) for all t ∈ [tmi−1, tmi ].
Theorem 1: Under Assumptions 1-2, if CAVs i and ip
satisfy v0i ≤ v0ip and t0i − t0ip ≥ ϕ+ δv0i , then, under optimal
control (15), zi,ip(t) ≥ ϕvi(t) + δ for all t ∈ [t0i , tmi ].
Moreover, if β > 0, then zi,ip(t) > ϕvi(t) + δ for all
t ∈ [t0i , tmi ].
Proof: If β = 0, it follows from (18) that ai = aip = 0,
and by the costate boundary conditions, we have bi = 0.
Therefore, it follows from (15) that ui(t) = uip(t) = 0,
which impies vi(t) = v0i and vip(t) = v
0
ip
for all t ∈ [t0i , tmi ].
Because t0i − t0ip ≥ ϕ + δv0i and v
0
i ≤ v0ip , it follows that
zi,ip(t) ≥ ϕvi(t) + δ for all t ∈ [t0i , tmi ].
If β > 0, let us first consider the case v0i = v
0
ip
. Since
t0i − t0ip ≥ ϕ+ δv0i , by Lemma 4, vip(t) is strictly increasing,
therefore, zi,ip(t
0
i ) =
∫ t0i
t0ip
vip(t)dt >
∫ t0i
t0ip
v0ipdt ≥ ϕv0i + δ,
which implies the safety constraint (3) is strict at t0i . Since we
have v0i = v
0
ip
, by Lemma 3, tmi −tmip = t0i−t0ip ≥ ϕ+ δv0i . By
Assumption 2, zi,ip(t
m
i ) = (t
m
i − tmip)vip(tmip). By Lemma 2,
ai = aip , and by Lemma 4, vi(t
m
i ) = vip(t
m
ip
), therefore,
zi,ip(t
m
i ) = (t
m
i − tmip)vi(tmi ) ≥ ϕvi(tmi ) + δv0i vi(t
m
i ) >
ϕvi(t
m
i ) + δ. The safety constraint (3) is also strict at t
m
i .
Because ai = aip and recalling that ui(t
m
i ) = −λvi (tmi ) = 0,
hence ui(tmi ) = uip(t
m
ip
) = 0, CAVs i and ip have the same
control law in the CZ, which implies they will take the same
time to arrive at the same point with the same speed in the
CZ. Now, considering any time instant τi ∈ (t0i , tmi ) and
τip ∈ (t0ip , tmip) such that τi − t0i = τip − t0ip , we have
τi − τip = t0i − t0ip ≥ ϕ + δv0i . Because vip(t) is strictly
increasing, it follows that zi,ip(τi) =
∫ τi
τip
vip(t)dt > (τi −
τip)vip(τip). Because vi(τi) = vip(τip), then, zi,ip(τi) >
(τi − τip)vi(τi) ≥ ϕvi(τi) + δv0i vi(τi) > ϕvi(τi) + δ and the
safety constraint (3) is always strict, i.e., zi,ip(t) > ϕvi(t)+δ
for all t ∈ [t0i , tmi ].
Next, we consider the case β > 0 and v0i < v
0
ip
. Suppose
there are two vehicles i and j such that t0i = t
0
j and v
0
i <
v0j , and both use the optimal controller (15). By Lemma 6,
ai < aj < 0, vi(tmi ) < vj(t
m
j ) and t
m
i > t
m
j . Because
ui(t
m
i ) = 0 and ui(t) = ait+ bi, we get ui(t) = ai(t− tmi ).
Similarly, uj(t) = aj(t− tmj ). If t = tmi , because tmi > tmj ,
then ui(tmi ) = 0 > aj(t
m
i − tmj ) = uj(tmi ). If t < tmi ,
because tmi > t
m
j , then t − tmi < t − tmj and t − tmi < 0.
Because ai < aj < 0, then ai(t − tmi ) > aj(t − tmj ), thus
ui(t) > uj(t) for all t ∈ [t0i , tmi ]. Because v0i < v0j and
vi(t
m
i ) < vj(t
m
j ), then the speed curves of vehicles i and j
will never intersect, i.e., vi(t) < vj(t) for all t ∈ [t0i , tmi ],
otherwise, there will be some time such that uj(t) ≥ ui(t),
which contradicts uj(t) < ui(t) for all t ∈ [t0i , tmi ]. Now,
considering the vehicle j to be the case such that vj(tmj ) =
vip(t
m
ip
) and t0j − t0ip ≥ ϕ+ δv0j , then the safety constraint (3)
of j will be satisfied for all t ∈ [t0j , tmj ]∪ (tmj , tmi ] following
from the last paragraph and Assumption 2, i.e., zj,ip(t) >
ϕvj(t) + δ. Because vi(t) < vj(t) for all t ∈ [t0i , tmi ], then
zi,ip(t) > zj,ip(t), hence zi,ip(t) > zj,ip(t) > ϕvj(t) +
δ > ϕvi(t) + δ. Therefore, zi,ip(t) > ϕvi(t) + δ for all t ∈
[t0i , t
m
i ]. 
Remark 1: The significance of Theorem 1 is in ensuring
that the safety constraint (3) is strict for all t ∈ [t0i , tmi ] when
β > 0, v0i ≤ v0ip , t0i − t0ip ≥ ϕ+ δv0i and the optimal control
(15) is applied to i and ip. Therefore, in this case we do not
need to consider the safety constraint throughout the optimal
trajectory, a fact which significantly reduces computation. In
contrast, when these conditions are not satisfied, we need to
consider the possibility of constrained arcs on the optimal
trajectory where zi,ip(t) = ϕvi(t)+δ. This case is discussed
in the next subsection.
Numerical Example: We have conducted simulations to
solve (19) in MATLAB to evaluate the travel time and vi(tmi )
when we change β (or α) and v0i . As β varies with v
0
i =
20m/s, t0i = 0s, L = 400, the result is shown in Fig.2. The
result of changing the initial speed v0i is shown in Fig.3, with
β = 2.667 (α = 0.26 when umax = −umin = 0.4 × 9.81),
t0i = 0s, L = 400.
2) Safety Constraint Active: When Theorem 1 does not
apply, we must check whether the safety constraint (3)
between vehicles i and ip is ever violated for some t ∈
[t0i , t
m
i ] when they are under the optimal control (15). If (3)
is violated, then we proceed as follows.
Suppose the safety constraint (3) becomes active on an
optimal trajectory at some time t1 ∈ (t0i , tmi ] (where t1 will
be optimally determined), i.e., defining
gi(t) := xi(t) + ϕvi(t) + δ − xip(t). (42)
we have gi(t) < 0 for t ∈ [t0i , t1) and gi(t1) = 0. Taking a
Fig. 2. Optimal solutions for β variation (i− 1 = ip).
Fig. 3. Optimal solutions for v0i variation (i− 1 = ip).
time derivative, we get
dgi(t)
dt
= vi(t) + ϕui(t)− vip(t) = 0 (43)
and it follows that over an optimal trajectory arc such that
gi(t) = 0, the optimal control is
u∗i (t) =
vip(t)− v∗i (t)
ϕ
, t ≥ t1 (44)
therefore,
v˙∗i (t) =
vip(t)− v∗i (t)
ϕ
, t ≥ t1. (45)
Clearly, if the original unconstrained optimal trajectory
obtained through (15), (16), (17) and (18) violates (3) at
any t ∈ [t0i , tmi ] with tmi evaluated through (18), then a new
optimal trajectory needs to be derived over the entire interval
[t0i , t
m
i ]. This is done by decomposing this trajectory into an
initial segment [t0i , t1) (where t1 is to be determined as part
of the optimization process) followed by an arc where (3) is
active.
Let us first assume that this arc applies over [t1, tmi ] and
we proceed as follows. We first solve the optimal control
problem over [t0i , t1) with initial conditions xi(t
0
i ), vi(t
0
i )
and the terminal constraint gi(t1) = 0 together with the
constraints (3), (5). In this solution, we treat t1 as a parameter
and obtain a solution dependent on t1. We will then derive
the optimal value of t1.
Let us assume (5) are inactive, as we did in obtaining
(15). Moreover, (3) is inactive since we have assumed it
becomes active at some t1 > t0i . We can, therefore, derive
x∗i (t), v
∗
i (t), u
∗
i (t) (all functions of t1) which are similar to
(15)-(17) for all t ∈ [t0i , t1).
Let xi := (xi, vi)T , λi := (λxi , λ
v
i )
T . Following the
notation and analysis of state inequalities in [1], we write the
state inequality constraint as Si(x(t)) := xi(t) + ϕvi(t) +
δ − xip(t) ≤ 0 and its first derivative as S(1)i (x(t), ui(t)) =
vi(t) + ϕui(t)− vip(t). The new Hamiltonian is
Hi(xi,λi, ui) =
1
2
u2i + λ
x
i vi + λ
v
i ui + β + µS
(1)
i , (46)
for t ∈ [t1, tmi ]. The tangency constraint is Ni(xi(t1)) :=
xi(t1) + ϕvi(t1) + δ − xip(t1) = 0.
Following [1], at the entry point t1, we have
λTi (t
−
1 ) = λ
T
i (t
+
1 ) + pi
∂Ni
∂xi
∣∣∣∣
t=t1
, (47)
Hi(t
−
1 ) = Hi(t
+
1 )− pi
∂Ni
∂t
∣∣∣∣
t=t1
. (48)
where pi is a constant Lagrange multiplier.
By (47), we have
λxi (t
−
1 ) = λ
x
i (t
+
1 ) + pi, (49)
λvi (t
−
1 ) = λ
v
i (t
+
1 ) + piϕ, (50)
and by (48), we have
1
2
u2i (t
−
1 ) + λ
x
i (t
−
1 )vi(t1) + λ
v
i (t
−
1 )ui(t
−
1 ) =
1
2
u2i (t
+
1 )
+λxi (t
+
1 )vi(t1) + λ
v
i (t
+
1 )ui(t
+
1 ) + pivip(t1).
Combining (49), the optimality condition ui(t−1 ) =
−λvi (t−1 ) and the last equation, we have
−1
2
u2i (t
−
1 ) + pivi(t1) =
1
2
u2i (t
+
1 ) + λ
v
i (t
+
1 )ui(t
+
1 ) + pivip(t1),
On the constrained arc, we have from (44): ui(t+1 ) =
vip (t1)−vi(t1)
ϕ . Therefore, the last equation can be rewritten
as
−1
2
u2i (t
−
1 ) =
1
2
u2i (t
+
1 ) + λ
v
i (t
+
1 )ui(t
+
1 ) + ϕpiui(t
+
1 )
Combining (50) and the last equation, we have
−1
2
u2i (t
−
1 ) =
1
2
u2i (t
+
1 ) + λ
v
i (t
−
1 )ui(t
+
1 )
Further by optimality condition ui(t−1 ) = −λvi (t−1 ), the
last equation can be rewitten as
−1
2
u2i (t
−
1 ) =
1
2
u2i (t
+
1 )− ui(t−1 )ui(t+1 )
By simplifying the last equation, we get
ui(t
−
1 ) = ui(t
+
1 ) (51)
Recall that the optimal solution for t ∈ [t0i , t1) is given by
ui(t) = ait+ bi
vi(t) =
1
2
ait
2 + bit+ ci
xi(t) =
1
6
ait
3 +
1
2
bit
2 + cit+ di
(52)
On the constrained arc, we can then solve (45) for the opti-
mal solution v∗i (t) with initial condition vi(t1) known from
(52), and hence obtain x∗i (t) with initial condition xi(t1)
from (52). Suppose ip is under unconstrained optimal control
(15), v∗ip(t) is known to CAV i. Moreover, by Assumption 2,
we know that v∗ip(t) is a constant over [t
m
ip
, tmi ]. Therefore,
we need to divide the solution over two intervals, i.e., the
explicit solution for CAV i is:
x∗i (t) =

− cv1ϕe−
1
ϕ t + x∗ip(t)− dip−
ϕ(v∗ip(t)− cip) + aipϕ2t+ cx1
t ∈ [t1, tmip ]
−cv2ϕe−
1
ϕ t + v∗ip(t
m
ip
)t+ cx2 t ∈ (tmip , tmi ]
v∗i (t) =
{
cv1e
− 1ϕ t+v∗ip(t)−ϕu∗ip(t)+aipϕ2 t ∈ [t1, tmip ]
cv2e
− 1ϕ t + v∗ip(t
m
ip
) t ∈ (tmip , tmi ]
u∗i (t) =
{
− cv1ϕ e−
1
ϕ t + u∗ip(t)− ϕaip t ∈ [t1, tmip ]
− cv2ϕ e−
1
ϕ t t ∈ (tmip , tmi ]
(53)
where cx1 = x
∗
i (t1)+cv1ϕe
− 1ϕ t1−x∗ip(t1)+dip+ϕ(v∗ip(t1)−
cip) − aipϕ2t1, cx2 = x∗i (tmip) + cv2ϕe−
1
ϕ t
m
ip − v∗ip(tmip)tmip ,
cv1 = e
1
ϕ t1(v∗i (t1) − v∗ip(t1) + ϕu∗ip(t1) − aipϕ2), cv2 =
e
1
ϕ t
m
ip (v∗i (t
m
ip
) − v∗ip(tmip)). If ip is also under constrained
optimal control, the optimal solution for i is recursively
determined by (45) starting from the first vehicle that is under
unconstrained optimal control.
The value of the entry point t1 can be directly obtained
by combining (51), initial conditions, terminal conditions
and the tangency constraint Ni(xi(t1)), i.e., we have the
following algebraic equations
ait1 + bi =
vip(t1)− vi(t1)
ϕ
,
1
2
ai · (t0i )2 + bit0i + ci = v0i ,
1
6
ai · (t0i )3 +
1
2
bi · (t0i )2 + cit0i + di = 0,
xi(t1) + ϕvi(t1) + δ = xip(t1),
ϕvi(t
m
i ) + δ = vip(t
m
ip)(t
m
i − tmip),
xi(t
m
i ) = L.
(54)
to solve for ai, bi, ci, di, t1, tmi .
In what follows, we first assume that ip is under un-
constrained optimal control. Solving (54) generally provides
multiple solutions for t1, some of which may not be feasible.
Since we have assumed ip is under unconstrained optimal
control, we know that dgi(t)dt is a quadratic funtion, and there
are total six cases as shown in Fig. 4. By (51), we have
dgi(t)
dt |t=t1 = 0, thus, dgi(t)dt must intersect with time axis at
t1. We can, therefore, exclude these two cases where
dgi(t)
dt
does not intersect the time axis as shown in Fig. 4. By
Assumption 1, the safety constraint is strict at t0i , therefore,
we have gi(t0i ) < 0, gi(t) cannot decrease for all t ∈ [t0i , t1)
such that gi(t1) = 0, so we can exclude another case that is
also shown in Fig. 4. Now, we have three cases for dgi(t)dt , if
t1 locates at t
3©
1 shown in Fig.4, then t1 is not the first time
such that the safety constraint (3) becomes active, which is
infeasible. The remaining possible locations for t1 shown in
Fig. 4 are feasible.
Fig. 4. The three possible cases for dgi(t)
dt
. If t1 locates at t
3©
1 , then
t1 is not the first time such that the safety constraint (3) becomes active.
Otherwise, t1 is indeed the first time.
However, as we can see in (53), the last two equations in
(54) are exponential functions of time as we have already
assumed the constrained arc (53) has no exit point. Conse-
quently, they are hard to solve directly. This motivates an
alternative approach in which we first solve the first four
equations in (54) for ai, bi, ci, di in terms of t1:
ait1 + bi =
vip(t1)− vi(t1)
ϕ
,
1
2
ai · (t0i )2 + bit0i + ci = v0i ,
1
6
ai · (t0i )3 +
1
2
bi · (t0i )2 + cit0i + di = 0,
xi(t1) + ϕvi(t1) + δ = xip(t1).
(55)
Similarly as in (54), the optimal control (52) solved by
(55) for t ∈ [t0i , t1) cannot guarantee that t1 is the first time
such that the safety constraint (3) becomes active (if that
happens, then t1 is infeasible). Therefore, we need to exclude
such infeasible t1 as explained next.
Under Assumption 1, there may exist some cases such that
vi(t
−
1 ) < vip(t
−
1 ) when the safety constraint (3) becomes
active between CAV i and ip. By Assumption 1, it follows
that gi(t0i ) < 0. We also have gi(t1) = 0. However, the sign
of the derivative dgi(t)dt
∣∣∣
t=t−1
is unknown. If dgi(t)dt
∣∣∣
t=t−1
≥ 0
i.e., vi(t−1 )+ϕui(t
−
1 ) ≥ vip(t−1 ), it is possible that vi(t−1 ) <
vip(t
−
1 ) when ui(t1) > 0. Similarly, if
dgi(t)
dt
∣∣∣
t=t−1
< 0, there
is also a possibility that vi(t−1 ) < vip(t
−
1 ). This property is
helpful to understand the process of finding the infeasible set
for t1.
Definition 1: We define a set Ii as:
Ii :={t1 ∈ (t0i , tmi ]|ui(t1) + ϕai > u∗ip(t1)}, (56)
where ui(t1) is from (52).
Lemma 7: Under Assumption 1, if Ii is non-empty, then
any t1 ∈ Ii is not the first time such that the safety constraint
(3) becomes active.
Proof: Since the safety constraint (3) becomes active at
t1 ∈ I , it follows that gi(t1) = 0. By the first equation of
(54), we have dgi(t)dt
∣∣∣
t=t−1
= 0. If ui(t1)+ϕai > uip(t1), i.e.,
d2gi(t)
dt2
∣∣∣
t=t−1
> 0, then the function gi(t)→ 0 as t→ t1 from
the positive side. By the continuity of gi(t), we know that the
safety constraint is violated for some t < t1. By Assumption
1, the safety constraint (3) is initially strict, thus, there exist
time instant ta < t1 such that gi(ta) = 0. Therefore, any
t1 ∈ {t1 ∈ (t0i , tmi ]|ui(t1) + ϕai > u∗ip(t1)} is not the first
time such that the safety constraint (3) becomes active. 
We know that t1 ∈ Ii is infeasible since these t1 will make
the safety constraint (3) become violated for a time interval.
Therefore, we need to exclude Ii for the safety constraint
active case.
Theorem 2: Under Assumption 1, gi(t1) = 0 and
dgi(t)
dt
∣∣∣
t=t−1
≥ 0 are the necessary conditions for t1 to be the
first time such that the safety constraint (3) becomes active.
Moreover, if CAV ip is under unconstrained optimal control
(15), gi(t1) = 0,
dgi(t)
dt
∣∣∣
t=t−1
= 0 and d
2gi(t)
dt2
∣∣∣
t=t−1
≤ 0 are
sufficient conditions.
Proof: If t1 is the first time such that the safety constraint
(3) becomes active, then it follows that gi(t1) = 0. By
Assumption 1, we have gi(t0i ) < 0. If
dgi(t)
dt
∣∣∣
t=t−1
< 0, then
we have gi(t−1 ) > 0. By the continuity of gi(t), it follows
that we have another time instant ta < t1 such that the safety
constraint (3) becomes active, which contradicts the fact that
t1 is the first time. Therefore, we have
dgi(t)
dt
∣∣∣
t=t−1
≥ 0, thus,
gi(t1) = 0 and
dgi(t)
dt
∣∣∣
t=t−1
≥ 0 are the necessary conditions.
By (52), it follows that vi(t) is a second order polynomial
funtion of time. Since CAV ip is under unconstrained optimal
control (15), it follows from (16) that v∗ip(t) is also a
second order polynomial function of time for t ∈ [t0ip , tmip ]
and v∗ip(t) = v
∗
ip
(tmip) for t ∈ [tmip , tmi ] following from
Assumption 1. Therefore, dgi(t)dt is a second order polynomial
funtion of time for t ∈ [t0i , t1). By Lemma 7, d
2gi(t)
dt2
∣∣∣
t=t−1
≤
0 indicates that t1 /∈ Ii, and further by dgi(t)dt
∣∣∣
t=t−1
= 0,
we have dgi(t)dt > 0,∀t ∈ [t0i , t1) or dgi(t)dt is negative for
t ∈ [t0i , ta) and becomes positive for t ∈ (ta, t1) (where
ta ∈ (t0i , t1)). By Assumption 1, the safety constraint (3) is
strict at t0i . Thus, gi(t) < 0,∀t ∈ [t0i , t1) and t1 is the only
time such that the safety constraint (3) becomes active for
t ∈ [t0i , t1]. Therefore, if CAV ip is under unconstrained
optimal control (15), gi(t1) = 0,
dgi(t)
dt
∣∣∣
t=t−1
= 0 and
d2gi(t)
dt2
∣∣∣
t=t−1
< 0 are sufficient conditions for t1 to be the
first time that the safety constraint (3) becomes active. 
Remark 2: Theorem 2 applies only to the case where
ip is not under constrained optimal control, i.e., the safety
constraint (3) never became active. If this does not hold, then
the form of dgi(t)dt is no longer quadratic, in which case we
need to identify the set Ii by determining all t1 ∈ (t0i , tmi ]
such that there exists t ∈ [t0i , t1) that gi(t) > 0. Clearly, the
computation effort for fully determining Ii is more intensive
in such cases.
Theorem 2 provides simple to check conditions to find
all feasible t1 that are the first time such that the safety
constraint (3) becomes active. Otherwise, we need to do
more computation to decide whether t1 is feasible or not,
as suggested in Remark 2.
Recall that we have assumed that there is no exit point
from this constraint arc prior to tmi . Using the optimal
solutions (52) for [t0i , t1) and (44) for [t1, t
m
i ] in (6), we
obtain the optimal value of the objective function J∗i (t1)
parameterized by t1:
J∗i (t1)=β(t
m
i −t0i )+ a
2
i
6
(t31−(t0i )3)+ 1
2
aibi(t
2
1−(t0i )2)
+
1
2
b2i (t1 − t0i ) +
∫ tmip
t1
1
2
(u∗i (t))
2dt+
∫ tmi
tmip
1
2
(u∗i (t))
2dt
(57)
where u∗i (t) is the optimal control from (44) and depends on
t1 as do the constants ai, bi above. u∗i (t) is also a function
of t1 for t ∈ [t1, tmip ] as its explicit solution shown in (53).
The optimal solution for t1 is obtained by finding t1 that
minimizes J∗i (t1). Note that the value of t
m
i is obtained by
setting x∗i (t
m
i ) = L. If we apply the optimal controller (44)
till tmi , then t
m
i is also dependent on t1 as the explicit solution
of x∗i (t
m
i ) shown in (53).
If t∗1 = t
m
i , then the interior point t1 degenerates to a
terminal point. We then need to take the safety constraint
as a terminal boundary constraint and solve a new optimal
control problem that will be discussed in Sec.III-B.
Let us now explore the case where there exists an exit
point from the constraint arc (44) prior to tmi . First, observe
that t1 is the first instant when CAV i catches up with
ip so as to activate (3), therefore vi(t1) ≥ vip(t1). It is
easy to see that if u∗i (t) in (44) remains negative, then (44)
remains the optimal solution. However, if vip(t2) > vi(t2)
at some t2 ∈ [t1, tmi ], this means that it is possible (44) is no
longer optimal because the safety constraint (3) may become
inactive again. In this case, we need to solve another optimal
control problem similar to that of the no-active-constraint
case (15)-(17) but with initial condition xi(t2) obtained from
the solution of (45), with the same terminal conditions as in
(6), subject to (1), (3) and (5), and with tmi once again a free
terminal time. For the new arc starting at t2, we can solve
for ai, bi, ci, di, tmi and t2 similar to (19) using
1
2
ait
2
2 + bit2 + ci = v
∗
i (t2),
1
6
ait
3
2 +
1
2
bit
2
2 + cit2 + di = x
∗
i (t2),
1
6
ai · (tmi )3 +
1
2
bi · (tmi )2 + citmi + di = L,
ait
m
i + bi = 0,
β +
1
2
a2i · (tmi )2 + aibitmi + aici = 0,
ait2 + bi = u
∗
i (t2)
(58)
where x∗i (t2), v
∗
i (t2), u
∗
i (t2) are the optimal solutions from
(44)-(45) and the last equation ensures the continuity of
ui(t), otherwise, the safety constraint (3) is immediately
violated. If a feasible solution for t2 exists in solving (58),
then we evaluate the objective (6) again as in (57) in order
to determine the optimal values of t1 and t2; otherwise, the
trajectory determined above over [t1, tmi ] is optimal.
If a feasible solution for t2 is determined, it is possible
that the safety constraint (3) becomes active again at some
t3 ∈ [t2, tmi ]. Thus, we use the same method to deal with the
construction of a complete optimal trajectory recursively.
In a nutshell, we can summarize the method of finding
the optimal t1 (or t2 if it exists) and x∗i (t), v
∗
i (t), u
∗
i (t)
by Algorithm 1, which includes all cases, including the
case when ip is under constrained optimal control, or even
recursively constrained optimal control.
The next theorem ensures that if an optimal trajectory
includes an arc over which the safety constraint (3) is initially
satisfied, then the optimal control (44) never violates the
constraint (5).
Theorem 3: If umin ≤ vip (t1)−vi(t1)ϕ ≤ umax, then under
optimal control (44) for t ∈ [t1, tmi ], umin ≤ u∗i (t) ≤ umax.
Proof: Taking a time derivative in (44) we get
u˙i(t) =
uip(t)− ui(t)
ϕ
, t ≥ t1. (59)
with ui(t1) ≥ umin. There are three cases to consider.
Case 1: ui(t1) = umin, so that u˙i(t) =
uip (t)−umin
ϕ .
Because umin ≤ uip(t) ≤ umax on an optimal trajectory
for vehicle ip, we get u˙i(t) ≥ 0, which means ui(t) is non-
decreasing.
Case 2: ui(t1) = umax, so that u˙i(t) =
uip (t)−umax
ϕ .
Because umin ≤ uip(t) ≤ umax on an optimal trajectory
for vehicle ip, we get u˙i(t) ≤ 0, which means ui(t) is non-
increasing.
Case 3: umin < ui(t1) < umax. In this case, we have
u˙i(t) ≥ umin−ui(t1)ϕ and u˙i(t) may be negative, therefore,
ui(t) is allowed to decrease when ui(t) > umin. But
when ui(t) approaches umin, the lower bound of u˙i(t)
will approach zero and ui(t) is once again non-decreasing,
therefore, ui(t) ≥ umin for all t ∈ [t1, tmi ]. On the other
hand, we also have u˙i(t) ≤ umax−ui(t1)ϕ and u˙i(t) may
be positive, therefore, ui(t) is allowed to increase when
ui(t) < umax. But when ui(t) approaches umax, the upper
Algorithm 1 Safety constrained optimal trajectory, ip = i−1
Input: t0i , v0i , x∗ip(t), v
∗
ip
(t), u∗ip(t)
Output: t∗1, x∗i (t), v∗i (t), u∗i (t), t∗2 (if it exists)
1: solve (55)
2: if CAV ip is under unconstrained optimal control (15)
then
3: Ii := {t1 ∈ (t0i , tmi ]|ui(t1) + ϕai > u∗ip(t1)}
4: else
5: Ii = {t1 ∈ (t0i , tmi ]|∃t ∈ [t0i , t1), gi(t) > 0}
6: get feasible set Fi := (t0i , t
m
i ) \ Ii for t1
7: solve (53) or its recursive form if ip is under constrained
optimal control
8: solve (58)
9: if (58) has no feasible solutions (t2 does not exist) then
10: solve tmi in terms of t1 by x
∗
i (t
m
i ) = L.
11: get J∗i (t1) by (57)
12: solve for t∗1 over Fi
13: result = t∗1, x
∗
i (t), v
∗
i (t), u
∗
i (t)
14: else
15: get J∗i (t1) by a similar form as (57)
16: solve for t∗1 over Fi (and t
∗
2)
17: result = t∗1, x
∗
i (t), v
∗
i (t), u
∗
i (t), t
∗
2
18: if t∗1 = tmi then
19: take the safety constraint (3) as a terminal boundary
constraint as in Sec.III-B
20: if the safety constraint (3) is satisfied ∀t ∈ [t0i , tmi ]
then
21: result = t∗1(= t
m
i ), x
∗
i (t), v
∗
i (t), u
∗
i (t)
22: return result
bound of u˙i(t) will approach zero, then ui(t) is once again
non-increasing, therefore, ui(t) ≤ umax, ∀t ∈ [t1, tmi ]. 
Numerical Example: The initial parameters for i and ip
are with ip = i − 1, t0ip = 0s, v0ip = 20m/s, t0i = 2.7s,
v0i = 27m/s, β = 2.667 (α = 0.2573), ϕ = 1.8s, δ =
0m, L = 400m. If we apply (15), we know that the safety
constraint (3) will be violated. Therefore, we need to solve
for the constrained optimal control. We use (52) for t ∈
[t0i , t1), (53) for t ∈ [t1, t2) and the optimal control solved
by (58) for t ∈ [t2, tmi ]. Firstly, we check whether there is
infeasible interval Ii for t1, as shown in Fig.5.
It follows from Fig.5 that the infeasible interval Ii =
(10.5, tmi ] does exist in this case, then Fi = [t
0
i , t
m
i ] \ Ii.
Because vi(t1) < vip(t1), ∀t1 ∈ Fi, then t2 exists following
from Theorem 4. It follows from (58) that t2 depends on t1
and tmi is free. The optimal objective function with respect
to t1 is shown in Fig.6, and we get t∗1 = 9.25s.
We continue to study the state and safety constraint
profiles at t∗1 = 9.25s and t
∗
2 = 15.76s, as shown in Fig.7-10.
B. Decentralized Optimal Control when i− 1 > ip
In this case, CAV ip which physically precedes i ∈ S(t)
is different from i − 1 which, therefore, is in a different
lane than i. This implies that we need to consider the
safe merging constraint (4) at t = tmi . We define a new
Fig. 5. The second order derivative of gi(t) with respect to t at t = t−1 .
Fig. 6. J∗i (t1) with respect to t1.
Fig. 7. The position profile for i and ip.
Fig. 8. The speed profile for i and ip.
Fig. 9. The control profile for i and ip.
Fig. 10. The safety profile for i and ip.
state vector xi(t) := (xi(t), vi(t))T . We also define a new
terminal constraint ψi,2(xi(tmi ), t
m
i ) := xi(t
m
i )+ϕvi(t
m
i )+
δ − xi−1(tmi ) = 0, where we have replaced the inequality
in (4) by an equality in order to seek the most efficient
safe merging possible and xi−1(tmi ) is known (an explicit
function of time).
Let ψi := (ψi,1, ψi,2)T , νi := (νi,1, νi,2)T and define
the costate λi := (λxi , λ
v
i )
T . The Hamiltonian with the
constraints adjoined is
Hi(xi,λi, ui) =
1
2
u2i + λ
x
i vi + λ
v
i ui
+µai (ui−umax)+µbi (umin−ui)
+ µci (vi − vmax) + µdi (vmin − vi)
+ µei (xi + ϕvi − xip) + β
(60)
The Lagrange multipliers µai , µ
b
i , µ
c
i , µ
d
i , µ
e
i are positive when
the constraints are active and become 0 when the constraints
are strict. Note that when the safety constraint (3) becomes
active, the expression above involves xip(t) in the last term.
When i = 1, the optimal trajectory is obtained without this
term, since (3) is inactive over all [t01, t
m
1 ]. Thus, once the
solution for i = 1 is obtained (based on the analysis that
follows), x∗1 is a given function of time and available to i =
2. Based on this information, the optimal trajectory of i =
2 is obtained. Similarly, all subsequent optimal trajectories
for i > 2 can be recursively obtained based on x∗ip(t) with
ip < i − 1. As in Section A, we start with the case of no
active constraints, and then consider the effect of the safety
constraint (3) becoming active.
1) Control, state, safety constraints not active: In this
case, µai = µ
b
i = µ
c
i = µ
d
i = µ
e
i = 0. Applying the
optimality condition, we get the same results as (13)-(17).
Since ψi,2 is an explicit function of time (xi−1(tmi ) is an
explicit function of time), the transversality condition is
νTi
∂ψi
∂t
+Hi(xi(t),λi(t), ui(t))
∣∣∣∣
t=tmi
= 0 (61)
with the costate boundary condition λi(tmi ) =
[(νTi
∂ψi
∂xi
)T ]t=tmi .
We get ∂ψi∂xi and
∂ψi
∂t by:
∂ψi
∂xi
=
[
1 0
1 ϕ
]
,
∂ψi
∂t
=
[
0
−vi−1(tmi )
]
(62)
By the costate boundary condition, we have
λi(t
m
i ) =
[
νi,1(t
m
i ) + νi,2(t
m
i )
ϕνi,2(t
m
i )
]
(63)
By (13)-(17), it follows that λxi (t
m
i ) = ai, λ
v
i (t
m
i ) =
−ui(tmi ), and by (63), we have νi,2(tmi ) = 1ϕλvi (tmi ).
Then, the transversality condition (61) is explicitly rewrit-
ten as
β + aivi(t
m
i )−
1
2
u2i (t
m
i ) +
1
ϕ
ui(t
m
i )vi−1(t
m
i ) = 0 (64)
By Assumption 2, it follows that at t = tmi we have
vi−1(tmi ) = vi−1(t
m
i−1), a constant known to CAV i, and
xi−1(tmi ) = vi−1(t
m
i−1)(t
m
i − tmi−1) with tmi−1 also known
to CAV i. Then, for each i ∈ S(t), we need to solve the
following algebraic equations for ai, bi, ci, di and tmi :
1
2
ai · (t0i )2 + bit0i + ci = v0i ,
1
6
ai · (t0i )3 +
1
2
bi · (t0i )2 + cit0i + di = 0,
1
6
ai · (tmi )3 +
1
2
bi · (tmi )2 + citmi + di = L,
vi−1(tmi−1)(t
m
i −tmi−1)=ϕ(
1
2
ai · (tmi )2+bitmi +ci)+δ
β + 0.5a2i · (tmi )2 + aibitmi + aici − 0.5(aitmi + bi)2
+
1
ϕ
(ait
m
i + bi)vi−1(t
m
i−1) = 0.
(65)
Observe that in this case there is no safety constraint
involving CAVs i and i− 1 for all t ∈ [t0i , tmi ) because they
are in different lanes and only the safe merging constraint is
of concern.
Numerical Example: We have also conducted simulations
in MATLAB to study the solution of (65). The simula-
tion parameters are t0i = 1s, v
0
i = 20m/s, vi−1(t
m
i−1) =
30m/s, tmi−1 = 15s, ϕ = 1.8, δ = 0, L = 400m,β = 2.667
(α = 0.2573). Similarly as (19), we can still get four, six or
eight solutions depending on these parameters. There is also
only one feasible solution, i.e., tmi = 16.6856s.
In this case, t0i , v
0
i and β will all affect the solutions.
The simulation for the variation of t0i is shown in Fig.11
(v0i = 20m/s, vi−1(t
m
i−1) = 30m/s, t
m
i−1 = 15s, ϕ =
1.8, L = 400m,β = 2.667(α = 0.2573)), the simulation for
the variation of v0i is shown in Fig.12 (t
0
i = 1s, vi−1(t
m
i−1) =
30m/s, tmi−1 = 15s, ϕ = 1.8, L = 400m,β = 2.667(α =
0.2573)), and the simulation for the variation of β is shown in
Fig.13 (t0i = 1s, v
0
i = 20m/s, vi−1(t
m
i−1) = 30m/s, t
m
i−1 =
15s, ϕ = 1.8, L = 400m).
Fig. 11. Optimal solutions for t0i variation (i− 1 > ip).
We notice from Fig.12 and Fig.13 that the variation of v0i
and β have few influence on the travel time tmi − t0i , which
is due to the safe merging constraint (4).
If we want the speed of the vehicle i to be equal to the
speed of the vehicle i − 1, i.e., vi(tmi ) = vi−1(tmi−1), we
can either put constraint on t0i or v
0
i . For example, we can
make vi(tmi ) = vi−1(t
m
i−1) be a new constraint and take
Fig. 12. Optimal solutions for v0i variation (i− 1 > ip).
Fig. 13. Optimal solutions for β variation (i− 1 > ip).
v0i as a variable, then we can solve (65) together with this
new constraint. In the simulation, t0i = 1s, vi−1(t
m
i−1) =
30m/s, tmi−1 = 15s, ϕ = 1.8, δ = 0, L = 400m,β =
2.667(α = 0.2573). After solving these six nonlinear equa-
tions ,we can get v0i = 16.2005m/s, vi(t
m
i ) = 30m/s, t
m
i −
t0i = 15.8s. We can also check for the state constraint and
control constraint with the solutions.
Following from Theorem 1, we have the following theo-
rem for i− 1 and i:
Theorem 4: Under Assumptions 1-2, if CAVs i and i− 1
satisfy v0i ≤ v0i−1 and t0i−t0i−1 ≥ ϕ+ δv0i , then, under optimal
control (15) for both CAVs, the safe merging constraint (4)
is satisfied.
Remark 3: Theorem 4 is useful for the case that the
vehicle i arrives much later than i − 1, i.e., t0i >> t0i−1.
In this case, if we still use the optimal control solved by
(65), the constraint (5) will most probably be violated. If
Theorem 4 does not apply, we can also apply (15) for i
and check whether the safe merging constraint (4) will be
satisfied or not. If yes, then we are done; otherwise, we can
use the optimal control solved by (65).
2) Safety Constraint Active: Suppose that the safety
constraint between CAVs i and ip becomes active at time
t1 ∈ (t0i , tmi ) (where t1 will be optimally determined), i.e.,
gi(t1) = 0 with gi(t1) defined in (42). As in section A, we
can obtain the same optimal solutions as (44)-(45) for t ≥ t1
and the same optimal solutions as (52) for t ∈ [t0i , t1), and
Theorem 3 still holds.
In this case, we can always find an exit time t2 from
the safety constrained arc on an optimal trajectory because
this safe merging constraint between i and i − 1 should be
satisfied at tmi . Starting from t1, we can apply the optimal
control derived from (65) but with different intial conditions.
As in Sec.III-A.2, the safety constraint may be immediately
violated, so we can obtain t2 by solving
1
2
ait
2
2 + bit2 + ci = v
∗
i (t2),
1
6
ait
3
2 +
1
2
bit
2
2 + cit2 + di = x
∗
i (t2),
1
6
ai · (tmi )3 +
1
2
bi · (tmi )2 + citmi + di = L,
vi−1(tmi−1)(t
m
i −tmi−1)=ϕ(
1
2
ai · (tmi )2+bitmi +ci)+δ
β + 0.5a2i · (tmi )2 + aibitmi + aici − 0.5(aitmi + bi)2
+
1
ϕ
(ait
m
i + bi)vi−1(t
m
i−1) = 0,
ait2 + bi = u
∗
i (t2).
(66)
with t1 to be optimally determined, where x∗i (t2), v
∗
i (t2) and
u∗i (t2) are optimal solutions from (45). t2 is a function of t1
when solving (66).
We can still apply Theorem 2 to find the infeasible interval
Ii for i to exclude these t1 that do not make t1 be the first
time that the safety constraint (3) becomes active.
Therefore, we can apply (52) for t ∈ [t0i , t1), apply (44)
for t ∈ [t1, t2) and apply the optimal control solved by (66)
for t ∈ [t2, tmi ]. Then we can get the optimal solutions for
J∗i (t1),
J∗i (t1) = β(t
m
i − t0i ) +
∫ t1
t0
1
2
(u∗i (t))
2dt
+
∫ t2
t1
1
2
(u∗i (t))
2dt+
∫ tmi
t2
1
2
(u∗i (t))
2dt
(67)
The optimal solution for t1 is obtained by finding t1 that
minimizes J∗i (t1). By (66), it follows that t
m
i is dependent
on t1.
We can also summarize the method of finding the optimal
t∗1, t
∗
2, x
∗
i (t), v
∗
i (t) and u
∗
i (t) by the following algorithm:
Numerical Example: There three vehicles i ∈ S(t), ip(6=
i − 1) ∈ S(t) and i − 1 ∈ S(t) with parameters t0ip = 0s,
v0ip = 20m/s, t
0
i−1 = 0.1s, v
0
i−1 = 20m/s, t
0
i = 2.55s, v
0
i =
28m/s let ϕ = 1.8s, , δ = 0m,L = 400m, and β = 2.667
(α = 0.2573). The vehicle ip and i are in the same lane, the
vehicle i − 1 is in the different lane with respect to ip and
i. Therefore, ip = i− 2 in the FIFO queue.
If we apply the optimal controller for ip solved by (19),
the optimal controller for i − 1 and i solved by (65), then
we can get their safety constraint and safe merging profile,
as shown in Fig.14.
The safe merging constraint between i − 1 and ip, i −
1 and i should only be satisfied at the merging point, as
shown in Fig.14 (green and red lines). However, the safety
constraint between ip and i should always be satisfied. We
notice the safety constraint between ip and i is violated for
some time, as shown in the second frame of Fig.14 (blue
Algorithm 2 Safety constrained optimal trajectory, ip > i−1
Input: t0i , v0i , x∗ip(t), v
∗
ip
(t), u∗ip(t),
x∗i−1(t), v
∗
i−1(t), u
∗
i−1(t)
Output: t∗1, x∗i (t), v∗i (t), u∗i (t), t∗2
1: solve (55)
2: if CAV ip is under unconstrained optimal control (15)
then
3: Ii := {t1 ∈ (t0i , tmi ]|ui(t1) + ϕai > u∗ip(t1)}
4: else
5: Ii = {t1 ∈ (t0i , tmi ]|∃t ∈ [t0i , t1), gi(t) > 0}
6: get feasible set Fi := (t0i , t
m
i ) \ Ii for t1
7: solve (53) and (66)
8: get J∗i (t1) by (67)
9: solve for t∗1 over Fi (and t
∗
2)
10: result = t∗1, x
∗
i (t), v
∗
i (t), u
∗
i (t), t
∗
2
11: return result
Fig. 14. The safety constraint (safe merging) profile for vehicles i, i−1, ip
if i is under unconstrained optimal control solved by (65).
line). Therefore, we need to solve the optimal solution again.
We use (52) for t ∈ [t0i , t1), (53) for t ∈ [t1, t2) and the
optimal solution by (66) for t ∈ [t2, tmi ]. Firstly, we check
whether there is infeasible interval Ii for t1, as shown in
Fig.15.
It follows from Fig.15 that the infeasible interval Ii =
(6.84, tmi ] does exist in this case. The optimal objective
function with respect to t1 is shown in Fig.16 and we get
t∗1 = 5.30s following from Fig.16.
We continue to study the state and safety constraint
profiles at t∗1 = 5.30s and t
∗
2 = 5.5794s, as shown in Fig.17-
20.
IV. SIMULATION EXAMPLES
We have used the Vissim microscopic multi-model traffic
flow simulation tool as a baseline to compare with the opti-
mal control approach we have developed. The car following
model in Vissim is based on [20] and simulates human
psycho-physiological driving behavior.
Fig. 15. The second order derivative of gi(t) with respect to t at t = t−1 .
Fig. 16. J∗i (t1) with respect to t1.
Fig. 17. The position profiles for i, i− 1 and ip.
Fig. 18. The speed profiles for i, i− 1 and ip.
Fig. 19. The control profiles for i, i− 1 and ip.
Fig. 20. The safety and safe merging profiles for i, i− 1 and ip.
TABLE I
OBJECTIVE FUNCTION COMPARISON
Items OC Vissim
Weight α=0.26 α=0.41 α=0.26 α=0.41
Ave. time/s 17.0901 15.2297 30.9451
Main time/s 17.1304 15.2609 23.7826
Merg. time/s 17.0489 15.1978 38.2667
Ave. 1
2
u2i (t) 5.6979 11.9167 20.0918
Main 1
2
u2i (t) 5.8349 12.3077 9.4066
Merg. 1
2
u2i (t) 5.5580 11.5171 31.0144
Ave. obj. 38.4308 55.1110 76.8200 109.5478
Main obj. 38.6219 55.4402 54.5736 80.6316
Merg. obj. 38.2448 54.7745 99.5606 139.1065
TABLE II
FUEL CONSUMPTION COMPARISON
Items OC (α=0.26) OC (α=0.41) Vissim
Ave. fuel/mL 48.6124 68.3194 36.9954
Main fuel/mL 48.0726 67.2866 42.6925
Merg. fuel/mL 49.1642 69.3752 31.1717
The simulation parameters used are as follows: L =
400m, ϕ = 1.8, δ = 0, vmax = 30m/s, vmin = 10m/s,
umax = 3.924m/s
2 and umin = −3.924m/s2. The simu-
lation under optimal control is conducted in MATLAB by
using the same vehicle input and initial conditions as in
Vissim. The CAVs arrive randomly with 600 CAVs per hour
arrival rate for both lanes.
The simulation results regarding the performance under
optimal control compared to that in Vissim are summarized
in Table I. We can see that the objective function defined in
(6) is significantly improved under optimal control compared
to the Vissim simulation for both cases (α = 0.26 and α =
0.41). The same applies to the average travel times.
Recognizing that 1/2u2(t) is only an approximation of
the actual fuel consumption of a vehicle, we have used the
polynomial metamodel proposed in [4] for a more accurate
evaluation of fuel consumption as a function of both vi(t)
and acceleration ui(t). This model is defined as
f˙v(t) = f˙cruise(t) + f˙accel(t) (68)
where
f˙cruise(t) = ω0 + ω1vi(t) + ω2v
2
i (t) + ω3v
3
i (t)
f˙accel(t) = (r0 + r1vi(t) + r2v
2
i (t))ui(t)
and ω0, ω1, ω2, ω3, r0, r1 and r2 are positive coefficients
(we used the values reported in [4]). It is assumed that
during braking from a high velocity when ui(t) < 0, no fuel
is consumed. The comparison results are shown in Table
II. As is to be expected, fuel consumption under optimal
control is larger compared to that obtained in the Vissim
simulation, since the form used for the objective function in
(6) is different from (68). It remains unclear what an accurate
fuel consumption model is and this is the subject of ongoing
and future work aiming at appropriate modifications of (6).
V. CONCLUSIONS
We have derived a decentralized optimal control solution
for the traffic merging problem that jointly minimizes the
travel time and energy consumption of each CAV and
guarantees that a speed-dependent safety constraint is always
satisfied. Under certain simple-to-check condition in Theo-
rems 1,4, we have shown that the safety constraint remains
inactive and computation is simplified. Otherwise, we have
still derived a complete solution that may include one or
more arcs where the safety constraint is active. We have
not taken into account speed and acceleration constraints
for each CAV, which will be incorporated in future work
by including appropriate arcs in the optimal trajectory as in
[25]. Ongoing research is exploring the use of approximate
solutions (e.g., the use of control barrier functions) as an
alternative to an optimal control solution if the latter becomes
computationally burdensome or if the use of more com-
plex objective functions or more elaborate vehicle dynamics
makes an optimal control approach prohibitive. Lastly, we
will investigate the case where only a fraction of the traffic
consists of CAVs, similar to the study in [23].
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