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Abstract
Let X be a 0-dimensional compactum (= compact metric space) and let 2X denote the hyperspace
of X, the set of non-empty closed subsets of X with the Hausdorff metric. We shall determine all the
topological types of the hyperspaces 2X . They are only finitely many in the non-trivial case where
the scattered part of X contains infinitely many points.
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0. Introduction
Let X be a 0-dimensional compactum (= compact metric space) and let 2X denote the
set of non-empty closed subsets of X with the Hausdorff metric. As well known, 2X is a
0-dimensional compactum again, and if X is a Cantor set then so is 2X . By the Cantor–
Bendixson theorem, X is uniquely decomposed as X = K ∪ S with K a closed set of X
having no isolated points and S a scattered space. The kernel K , if not empty, is homeo-
morphic to the Cantor set. We also use the symbol D to denote the isolated points of X.
Note that S D, with D the closure of D.
In the special case where S is dense in X, the structure of 2X was studied by Pelczyn´ski
and found to be uniquely determined if S contains infinitely many points ([3]; also see [2]).
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compactum X = K ∪ S satisfying S = D and ∅ = K D.
As observed by Pelczyn´ski, 2X has, at first sight, a simple structure in the sense that
the scattered part of 2X is a discrete space. This fact, together with two basic lemmas, is
the starting point of the former half of the paper where we narrow down the candidates for
2X to countably many ones (Assertion 2). Removing the impossible ones from them, we
complete the classification of 2X in the latter half of the paper (Theorem 1). The possible
topological types of 2X will be found only 6 many in the non-trivial case where S contains
infinitely many points.
1. Candidates for 2X
Let us start with the following three lemmas. The proofs are given for completeness.
Let X be a 0-dimensional compactum and let 2X be decomposed as 2X =K∪S , where
K denotes the kernel and S the scattered part. Let D denote the isolated points of 2X . Then
Lemma 1 (Pelczyn´ski [3, Lemma 1]).
(1) S =D = {A ∈ 2X | AD}.
(2) K= {A ∈ 2X | A − D = ∅}.
(3) K ∩ S = {A ∈ 2X | A − D = ∅ and A S }.
Proof. If A ∈ 2X and AD then A ∈D clearly. Let A ∈ 2X satisfy A − D = ∅. To show
(1) and (2) we have only to find a sequence Ai, i = 1,2, . . . , in 2X such that A = Ai ,
Ai − D = ∅ and limi→∞ Ai = A. Take x ∈ A − D and take a sequence xi, i = 1,2, . . . ,
so that x = xi and limi→∞ xi = x. Put
Ai =
{
A − Bri (xi) if xi ∈ A,
A ∪ {xi} if xi /∈ A,
where Bri (xi) is the open ball of radius ri having xi as center, and ri is chosen so that
x /∈ Bri (xi). This completes the proof of (1) and (2).
As for (3), if A ∈ 2X satisfies A  S then, by S = D, we can find a sequence Bi in
2X converging to A and satisfying Bi  D and |Bi | < ℵ0. Thus A ∈ S . Conversely, if
A − S = ∅ then such a sequence does not exist and hence A /∈ S . 
Lemma 2 (Ryll and Nardzewski; see [1, Corollary 2], also see J. Pollard’s paper [5]). Let
C, C′ be Cantor sets and B . B ′ nowhere dense closed subsets of C, C′ respectively. Let
g :B → B ′ be a homeomorphism. Then g can be extended to a homeomorphism h :C →
C′.
Proof. As in [5, Lemma 2.8], we can find, for each n = 1,2, . . . , finite disjoint clopen
(= open and closed) covers Un, U ′n of C, C′, respectively, and a bijection ψn :Un → U ′n
satisfying
S. Oka / Topology and its Applications 149 (2005) 227–237 229(1) ∅ /∈ Un, ∅ /∈ U ′n,
(2) limn→∞ meshUn = limn→∞ meshU ′n = 0,
(3) Un+1,U ′n+1 refine Un, U ′n, respectively,
(4) if Un+1 ∈ Un+1, Un ∈ Un and Un+1 Un, then ψn+1(Un+1)ψn(Un), and
(5) g(Un ∩ B) = ψn(Un) ∩ B ′ for each Un ∈ Un.
Now for each x ∈ C, take Un ∈ Un so that x ∈ Un and let h(x) be defined by {h(x) =⋂∞
n=1 ψn(Un)}. Then h :C → C′ is a homeomorphism satisfying h|B = g. This completes
the proof. 
The following lemma is a special case of known results (cf. [1, Theorem 4], [3, Propo-
sition], [4, Theorem 1-1]).
Lemma 3. Let X = K ∪ S, X′ = K ′ ∪ S′ be 0-dimensional compacta for which S and
S′ are discrete and contain infinitely many points. Let g :K → K ′ be a homeomorphism
satisfying g(K ∩ S ) = K ′ ∩ S′. Then g can be extended to a homeomorphism h :X → X′.
Proof. In the proof of Lemma 2, replace C, C′, B , B ′, g by S, S′, K ∩S, K ′ ∩S′, g|K ∩S,
respectively. Then quite analogously we can extend g|K ∩S to a homeomorphism f :S →
S′. (In this case Un and U ′n can be taken so that, furthermore, Un ∈ Un and U ′n ∈ U ′n are one
point sets whenever Un  S and U ′n  S′.)
Finally, attach f :S → S′ to g :K → K ′ at the common closed set K ∩ S. This com-
pletes the proof. 
Definition 1. Let X be a non-empty topological space and Y a non-empty closed set of X.
Define a sequence
∂−1Y  ∂0Y  ∂1Y  ∂2Y  ∂3Y  · · · ∂ωY
of closed sets of X inductively as follows: First put ∂−1Y = X and ∂0Y = Y for conve-
nience. For n  1, define ∂nY = ∂n−1Y ∩ ∂n−2Y − ∂n−1Y , the topological boundary of
∂n−1Y in ∂n−2Y , and ∂ωY =⋂∞n=1 ∂nY . Let us call ∂nY the nth boundary of Y .
Then the pair (X,Y ) has one and only one of the following boundary types:
(an) ∂
n−2Y = ∂n−1Y  ∂nY = ∅, 1 n < ω.
(bn) ∂
n−2Y  ∂n−1Y  ∂nY = ∅, 1 n < ω.
(bω) ∂
nY  ∂n+1Y for every n < ω.
If X is a Cantor set we sometimes impose the following condition:
(#) Each of ∂nY , −1 n ω, has no isolated point (which means that it is the empty set
or a Cantor set).
Remark. Let U be a clopen subset of X with U ∩ Y = ∅. The nth boundary ∂n(U ∩ Y) in
U is written as ∂n(U ∩ Y) = U ∩ ∂nY . Note that the pair (U,U ∩ Y) may have boundary
type (an) even if (X,Y ) has boundary type (bω).
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of X, X′, respectively. If the pairs (X,Y ), (X′, Y ′) have the same boundary type above, we
write (X,Y ) ∂∼ (X′, Y ′).
If there exists a homeomorphism h :X → X′ such that h(Y ) = Y ′, we write (X,Y ) ≈
(X′, Y ′). Clearly if (X,Y ) ≈ (X′, Y ′) then (X,Y ) ∂∼ (X′, Y ′).
Proposition 1. Let C, C′ be Cantor sets and Y , Y ′ non-empty closed sets of C, C′, respec-
tively. If the pairs (C,Y ), (C′, Y ′) satisfy (#) and (C,Y ) ∂∼ (C′, Y ′), then (C,Y ) ≈ (C′, Y ′).
Proof. In case both of (C,Y ) and (C′, Y ′) are of type (an): In this case ∂n−2Y (respec-
tively ∂n−2Y ′) is nowhere dense in ∂n−3Y (respectively ∂n−3Y ′), except for the trivial
case of n = 1. Hence, by Lemma 2, there is a homeomorphism hn−3 : ∂n−3Y → ∂n−3Y ′
satisfying hn−3(∂n−2Y) = ∂n−2Y ′. Since ∂n−2Y (respectively ∂n−2Y ′) is nowhere dense
in
∂n−4Y − ∂n−3Y (respectively ∂n−4Y ′ − ∂n−3Y ′ )≈ C
we can apply Lemma 2 again to extend hn−3|∂n−2Y to a homeomorphism
h∗n−3 : ∂n−4Y − ∂n−3Y → ∂n−4Y ′ − ∂n−3Y ′.
Attaching h∗n−3 to hn−3 at the common closed set ∂n−2Y we have a homeomorphism
hn−4 : ∂n−4Y → ∂n−4Y ′ satisfying hn−4(∂n−3Y) = ∂n−3Y ′. In the same way we have a
homeomorphism hn−5 : ∂n−5Y → ∂n−5Y ′ satisfying hn−5(∂n−4Y) = ∂n−4Y ′. Repeating
this process we arrive at a homeomorphism h :C → C′ satisfying h(Y ) = Y ′.
In case both of (C,Y ) and (C′, Y ′) are of type (bn): In this case ∂n−1Y (respectively
∂n−1Y ′) is a clopen subset of ∂n−2Y (respectively ∂n−2Y ′). Hence there is a homeomor-
phism hn−2 : ∂n−2Y → ∂n−2Y ′ satisfying hn−2(∂n−1Y) = ∂n−1Y ′. Hereafter repetition of
the same process as above yields a homeomorphism h :C → C′ satisfying h(Y ) = Y ′.
In case both of (C,Y ) and (C′, Y ′) are of type (bω): Put B = ∂ωY , B ′ = ∂ωY ′ and take
a homeomorphism g :B → B ′. We shall construct, for each n = 1,2, . . . , finite disjoint
families Un, U ′n of clopen sets of C, C′ respectively and a bijection ψn :Un → U ′n satisfying
(1) U1, U ′1 cover C, C′, respectively,
(2) limn→∞ meshUn = limn→∞ meshU ′n = 0,
(3) for n = 2,3, . . . , Un, U ′n refine Un−1, U ′n−1, respectively,
(4) B ⋃{Un | Un ∈ Un} and B ′ ⋃{U ′n | U ′n ∈ U ′n},
(5) for each Un ∈ Un, Un ∩ B = ∅ and g(Un ∩ B) = ψn(Un) ∩ B ′ and, furthermore,
(6) the pairs (∗Un,∗Un ∩ Y) and (∗U ′n,∗U ′n ∩ Y ′) have the same boundary type (bj ) for
some 1 j < ω, where U ′n = ψn(Un) and
∗Un = Un −
⋃{
Un+1 ∈ Un+1 | Un+1 Un
}
,
∗U ′n = U ′n −
⋃{
U ′n+1 ∈ U ′n+1 | U ′n+1 U ′n
}
.
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construct U2, U ′2 of mesh less than 1/2 and ψ2 satisfying (3), (4) and (5) for n = 2. To
make (6) hold for n = 1, we slightly modify U2 and U ′2 as follows: Let U1 = C, U ′1 = C′
and take k so that ∗U1 ∩∂kY = ∅ = ∗U ′1 ∩∂kY ′. Take x1 ∈ ∂kY −∂k+1Y and x2 ∈ ∂k+1Y −
∂k+2Y . Then we can find, using 0-dimensionality, a clopen set W for which
∂k+2Y W  (U1 − ∗U1) − {x1, x2}.
Now replace U2 by U2 ∩ W for each U2 ∈ U2. Then for the modified U2, the pair (∗U1,
∗U1 ∩ Y) has boundary type (bk+2) (see the remark following Definition 1). Modify U ′2
in the same way so that the pair (∗U ′1,∗U ′1 ∩ Y ′) has boundary type (bk+2) as well. This
completes the modification.
To obtain U3, U ′3 of mesh less than 1/3 and ψ3 satisfying (3), (4), (5) for n = 3 and (6)
for n = 2, we have only to make the same argument for each U2 ∈ U2 and U ′2 = ψ2(U2)
by replacing B , B ′ by U2 ∩ B , U ′2 ∩ B ′, respectively; note that the pairs (U2,U2 ∩ Y)
and (U ′2,U ′2 ∩ Y ′) have boundary type (bω). Repetition of this argument completes the
inductive construction of Un,U ′n and ψn satisfying (1)–(6).
Since the pairs (∗Un,∗Un ∩Y) and (∗U ′n,∗U ′n ∩Y ′) clearly satisfy (#), we can apply the
preceding result to get a homeomorphism h∗Un :∗Un → ∗U ′n satisfying h∗Un(∗Un ∩ Y) =
∗U ′n ∩ Y ′ for each Un ∈ Un and U ′n = ψn(Un). Define a homeomorphism h :C → C′ by
h(x) =
{
h∗Un(x) if x ∈ ∗Un,
g(x) if x ∈ ∂ωY .
Then h(Y ) = Y ′, which completes the proof. 
Definition 3. Let X(an),X(bn),X(bω), n = 1,2,3, . . . , denote the 0-dimensional com-
pacta X = K ∪ S with S discrete for which the pairs (K,K ∩ S ) satisfy (#) and have
boundary types (an), (bn), (bω), n = 1,2,3, . . . , respectively.
The uniqueness of these compacta is assured by Proposition 1 and Lemma 3. X(a1) is
the Pelczyn´ski compactum P , and X(b1) is P ⊕ C.
Examples. It is easy to give pairs (C,Y ) of types (an), (bn), (bω) satisfying (#): The pair
(C,C) is of type (a1) and satisfies (#). Take a clopen set Y of C with ∅ = Y = C, then
the pair (C,Y ) is of type (b1) and satisfies (#). Now assume a pair (C,Y ) of type (an−1)
(respectively (bn−1)) satisfying (#) exists. Take a point p ∈ C and put
C′ = (Y × C) ∪ (C × {p})⊆ C × C.
Then the pair (C′,C × {p}) is of type (an) (respectively (bn)) and satisfies (#).
For each n = 1,2, . . . , let (Cn,Yn) be a pair of type (bn). Let C′ =⊕∞n=0 Cn∪{p} be the
one point compactification of the topological sum
⊕∞
n=0 Cn and put Y ′ =
⊕∞
n=0 Yn∪{p} ⊆
C′. Then the pair (C′, Y ′) is of type (bω) and hence the pair (C′ × C,Y ′ × C) is of type
(bω) and satisfies (#).
To show the existence of X(an),X(bn), n = 1,2, . . . , X(bω), we have only to establish
the following lemma.
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compactum X = K ∪ S with S discrete satisfying (K,K ∩ S ) ≈ (C,Y ).
Proof. Regard C as a subset of the real line R and take for each i = 1,2, . . . , a finite subset
Fi of Y so that the union of the intervals (x − 1i , x + 1i ), x ∈ Fi , includes Y . Put









This completes the proof. 
Notations. Let X = K ∪ S be a 0-dimensional compactum and let 2X be decomposed as
2X = K ∪ S , where K denotes the kernel and S the scattered part. Put Y = K ∩ S and
Y =K ∩ S . The nth boundary ∂nY is that in the pair (K,Y). Hereafter these symbols are
used in this restricted sense.
The following lemma will be used later frequently.
Lemma 5. Let −1 n ω and let x be an isolated point of a 0-dimensional compactum
X. If A ∈ ∂nY , then A ∪ {x} ∈ ∂nY and A − {x} ∈ ∂nY .
Proof. The proof is by induction on n. Lemma 1 says
∂−1Y =K= {A ∈ 2X | A − D = ∅},
∂0Y = Y = {A ∈ 2X | A − D = ∅ and A S },
so that the lemma is trivially true when n = −1,0. Assume the lemma is true for n < m
and consider the case n = m. Let A ∈ ∂mY . To show A ∪ {x} ∈ ∂mY we may assume
x /∈ A. Since A ∈ ∂m−1Y it follows from the induction hypothesis that A ∪ {x} ∈ ∂m−1Y .
Take a sequence Ai, i = 1,2, . . . , in 2X so that Ai ∈ ∂m−2Y − ∂m−1Y , limi→∞ Ai = A
and x /∈ Ai . Then limi→∞(Ai ∪ {x}) = A ∪ {x} and, by induction hypothesis, Ai ∪ {x} ∈
∂m−2Y . If Ai ∪ {x} ∈ ∂m−1Y , then, by induction hypothesis again, (Ai ∪ {x}) − {x} = Ai
would be a member of ∂m−1Y , a contradiction. Thus Ai ∪ {x} /∈ ∂m−1Y so that Ai ∪ {x} ∈
∂m−2Y − ∂m−1Y which implies A ∪ {x} ∈ ∂mY .
To show A − {x} ∈ ∂mY we may assume x ∈ A. By induction hypothesis we have
A − {x} ∈ ∂m−1Y . Take a sequence Ai, i = 1,2, . . . , in 2X so that Ai ∈ ∂m−2Y − ∂m−1Y
and limi→∞ Ai = A. Then limi→∞(Ai − {x}) = A − {x} and, by induction hypothesis,
Ai ∈ {x} ∈ ∂m−2Y − ∂m−1Y which implies A − {x} ∈ ∂mY .
The lemma with n = ω follows automatically. This completes the proof. 
Assertion 1. The pair (K,Y) satisfies the condition (#).
Proof. If n = −1 then ∂nY =K is the empty set or a Cantor set.
Assume 0 n ω and let A ∈ ∂nY . Then A contains a point p satisfying p ∈ S − D
(= D − D), where D is the set of isolated points of X. Take a sequence pi, i = 1,2, . . . ,
from D converging to p and define
Ai =
{
A ∪ {pi} if pi /∈ A,
A − {pi} if pi ∈ A.
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A is not isolated in ∂nY , which completes the proof. 
Consequently we have
Assertion 2. Let X be a 0-dimensional compactum. Then 2X is homeomorphic to one and
only one of the following compacta:
C, 2n − 1, C ⊕ (2n − 1), X(an), X(bn), X(bω), n = 1,2,3, . . . ,
where 2n − 1 denotes the discrete space containing just 2n − 1 points.
Proof. If S contains infinitely many points (which means that so does S), then Lemma 3,
Proposition 1, Assertion 1, together with the fact S =D say that the topological type of 2X
is uniquely determined by the boundary type of the pair (K,Y). More precisely, if (K,Y)
has boundary types (an), (bn), (bω), n = 1,2, . . . , then 2X ≈ X(an), X(bn), X(bω), n =
1,2, . . . , respectively.
If not, then X ≈ C, n, C ⊕ n, n = 1,2, . . . , so that 2X ≈ C, 2n − 1, C ⊕ (2n − 1),
respectively. This completes the proof. 
2. The impossible ones
From the compacta listed in Assertion 2 we shall remove the impossible ones in the
following way. The compactum X(a5) will be the last one to be removed.
Assertion 3. Let A, B ∈ 2X and 0 n ω. If A ∈ ∂nY and A B  S, then B ∈ ∂nY . In
particular, S is contained in ∂nY , 0 n ω, whenever ∂nY = ∅.
Proof. Since S = D there is a sequence Bi, i = 1,2, . . . , in 2X converging to B and
satisfying Bi D and |Bi | < ℵ0. It then follows from Lemma 5 that A∪Bi ∈ ∂nY so that
B = limi→∞ A ∪ Bi ∈ ∂nY . This completes the proof. 
Assertion 4. If 2 n < ω, the pair (K,Y) does not have boundary type (bn).
Proof. Suppose to the contrary that (K,Y) has the boundary type (bn) for some 2 n <
ω. Then
∂n−2Y  ∂n−1Y = ∅ and ∂nY = ∅.
Take an element A of ∂n−2Y − ∂n−1Y and take a sequence Bi, i = 1,2, . . . , in 2X so
that Bi D, |Bi | < ℵ0 and limi→∞ Bi = S. Then it follows from Lemma 5 that A ∪ Bi ∈
∂n−2Y − ∂n−1Y . The assumption n  2 implies A S so that limi→∞ A ∪ Bi = S. Fur-
thermore S ∈ ∂n−1Y by the preceding assertion. Consequently S ∈ ∂nY which contradicts
∂nY = ∅. This completes the proof. 
234 S. Oka / Topology and its Applications 149 (2005) 227–237Notations. To describe ∂nY , put
L = X − D, Z = S − D.
From now on, the letters L, Z are used in this sense.
In case S = D we have, of course, L = K and Z = Y . Now consider three types of nth
boundary, ∂nY in the pair (K,Y ), ∂nZ in the pair (L,Z) and ∂nY in the pair (K,Y). ∂nY
is described by ∂nZ, not by ∂nY , as follows.
Proposition 2.
(0) ∂−1Y =K= {A ∈ 2X | A ∩ L = ∅},
∂0Y = Y = {A ∈ 2X | A ∩ L = ∅ and A ∩ (L − Z) = ∅};
(1) If 1 n 4 then
∂nY = {A ∈ ∂n−1Y | A ∩ ((∂n−2Z − ∂n−1Z) ∪ ∂nZ) = ∅};
(2) If −1 n 4, then x ∈ ∂nZ if and only if {x} ∈ ∂nY ;
(3) If x ∈ ∂0Z − ∂1Z and x′ ∈ ∂1Z − ∂2Z then {x, x′} ∈ ∂3Y − ∂4Y ;
(4) ∂4Y = ∂5Y so that ∂6Y = ∅.
Remark. It is to be noted that in (1) the condition A ∈ ∂n−1Y does not follow automatically
from A ∩ ((∂n−2Z − ∂n−1Z) ∪ ∂nZ) = ∅. In fact, if we put A = {p} with p a point of
∂n−2Z−∂n−1Z, then A∩ ((∂n−2Z−∂n−1Z)∪∂nZ) = ∅ but A /∈ ∂n−1Y so that A /∈ ∂nY .
Proof of Proposition 2. (0) follows directly from Lemma 1. If n 0, (2) is easily checked
by (0). For 1  n  4 we shall prove (1) and (2) simultaneously by induction on n. To
show (1) for n = 1 let A ∈ ∂0Y satisfy A∩ ((∂−1Z− ∂0Z)∪ ∂1Z) = ∅. Then A∩ ∂1Z = ∅
by (0). Take p ∈ A ∩ ∂1Z and a sequence pi, i = 1,2, . . . , so that limi→∞ pi = p and
pi ∈ ∂−1Z−∂0Z = L−Z. Then limi→∞ A∪{pi} = A and by (0) A∪{pi} ∈ ∂−1Y−∂0Y
which implies A ∈ ∂1Y as desired.
Conversely assume A ∈ ∂1Y = ∂0Y ∩ ∂−1Y − ∂0Y which means that A∩ (L−Z) = ∅
and there is a sequence Ai, i = 1,2, . . . , such that limi→∞ Ai = A and Ai ∩ (L−Z) = ∅.
This implies that A contains a point of Z ∩L − Z = ∂1Z so that A∩ ∂1Z = ∅. Thus (1) is
true for n = 1.
The statement (2) with n = 1 follows (1) with n = 1 because A ∩ (∂−1Z − ∂0Z) = ∅
whenever A ∈ ∂0Y .
Let 2  m  4. Assume (1) and (2) are valid for 1  n < m and consider the case
n = m. To show (1) for n = m, let A ∈ ∂m−1Y satisfy A∩ ((∂m−2Z−∂m−1Z)∪∂mZ) = ∅.
Take a point x in this non-empty set and take a sequence xi, i = 1,2, . . . , so that xi ∈
∂m−2Z−∂m−1Z and limi→∞ xi = x. (If x ∈ ∂m−2Z−∂m−1Z we have only to put xi = x.)
The induction hypothesis (2) implies {xi} ∈ ∂m−2Y − ∂m−1Y . Take a sequence Bi, i = 1,
2, . . . , in 2X so that Bi D, |Bi | < ℵ0 and limi→∞ Bi = A. Then limi→∞{xi} ∪ Bi = A
and, by Lemma 5, {xi} ∪ Bi ∈ ∂m−2Y − ∂m−1Y so that A ∈ ∂mY as desired.
To show the converse, assume A ∈ ∂mY . Take a sequence Ai, i = 1,2, . . . , in 2X con-
verging to A and satisfying Ai ∈ ∂m−2Y−∂m−1Y . It follows from Ai /∈ ∂m−1Y and induc-
tion hypothesis (1) that Ai ∩((∂m−3Z−∂m−2Z)∪∂m−1Z) = ∅. Note that Ai ∩∂m−2Z = ∅.
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which, in case m = 2,3, contradicts Ai ∈ ∂0Y = Y and which, in case m = 4, is combined
with Ai ∈ ∂1Y and the induction hypothesis (1) to give Ai ∩ (∂−1Z − ∂0Z) = ∅, which
contradicts Ai ∈ ∂0Y = Y again. Consequently we have Ai ∩ (∂m−2Z−∂m−1Z) = ∅. Take
xi ∈ Ai ∩ (∂m−2Z − ∂m−1Z) for each i and choose a subsequence from xi, i = 1,2, . . . ,
converging to some point x of X. Then x ∈ A and x ∈ (∂m−2Z − ∂m−1Z) ∪ ∂mZ, which
implies A ∩ ((∂m−2Z − ∂m−1Z) ∪ ∂mZ) = ∅ as desired. Thus (1) with n = m has been
proved.
We shall verify (2) for n = m. The ‘only if’ part follows directly from (1) with n = m
and (2) with n = m− 1. To show the ‘if’ part, assume {x} ∈ ∂mY . It follows from (1) with
n = m that x ∈ ∂m−2Z − ∂m−1Z or x ∈ ∂mZ. Since {x} ∈ ∂m−1Y it follows from (2) with
n = m − 1 that x ∈ ∂m−1Z so that the former does not occur. This completes the proof of
(2) for n = m. The induction is now completed and (1) and (2) are established.
As for (3), {x, x′} /∈ ∂4Y follows directly from (1) with n = 4. {x, x′} ∈ ∂3Y follows
from (1) with n = 3,2,1 and (0).
To verify (4), assume A ∈ ∂4Y and consider the two cases, A∩ ∂3Z = ∅ and A∩ ∂3Z =
∅. If A ∩ ∂3Z = ∅, take p ∈ A ∩ ∂3Z. Since p ∈ ∂3Z  ∂2Z. we can find sequences
xi, i = 1,2, . . . , and x′i , i = 1,2, . . . , satisfying xi ∈ ∂0Z − ∂1Z, x′i ∈ ∂1Z − ∂2Z and
limi→∞ xi = limi→∞ x′i = p. Now take a sequence Bi, i = 1,2, . . . , in 2X converging
to A and satisfying Bi  D. Since {xi, x′i} ∈ ∂3Y − ∂4Y by (3), we can apply Lemma 5
to obtain {xi, x′i} ∪ Bi ∈ ∂3Y − ∂4Y . Thus A ∈ ∂5Y because A ∈ ∂4Y and the sequence{xi, x′i} ∪ Bi, i = 1,2, . . . , converges to A.
If A ∩ ∂3Z = ∅ then A ∩ ∂4Z = ∅ so that A ∩ (∂2Z − ∂3Z) = ∅ by (1). Since A ∈ ∂3Y
it follows from (1) again that A ∩ (∂1Z − ∂2Z) = ∅. Take x ∈ A ∩ (∂2Z − ∂3Z) and
x′ ∈ A ∩ (∂1Z − ∂2Z). Since x ∈ ∂2Z there is a sequence xi, i = 1,2, . . . , converging to
x and satisfying xi ∈ ∂0Z − ∂1Z. Now take a sequence Bi, i = 1,2, . . . , in 2X converging
to A and satisfying Bi D. Then the sequence {xi, x′} ∪ Bi converges to A and, by (3),
{xi, x′} ∈ ∂3Y−∂4Y so that {xi, x′}∪Bi ∈ ∂3Y−∂4Y by Lemma 5. Thus A ∈ ∂5Y , which
completes the proof of (4) and hence of Proposition 2. 
Proposition 3. In the non-trivial case where S contains infinitely many points, the topo-
logical type of 2X is determined by the boundary type of the pair (L,Z). The curious
relationship between them is described as follows:





(an), n 5, (bn), n 3, (bω) X(a6)
(b1) X(b1)
Note that X(a5) is missing from the list.
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If (L,Z) has type (a1) then, by (0), ∂−1Y = ∂0Y = ∅ so that the pair (K,Y) has type
(a1). Thus 2X ≈ X(an).
Let (L,Z) be of type (an), 2 n 4. Then ∂n−2Z − ∂n−1Z = ∂nZ = ∅ so that ∂nY =
∅ by (1). Since ∂n−1Z = ∅ it follows from (2) that ∂n−1Y = ∅. Finally use Assertion 4 to
conclude 2X ≈ X(an).
Let (L,Z) be of type (an), n  5. Since ∂4Z = ∅ it follows from (2) that ∂4Y = ∅.
Apply (4) to conclude 2X ≈ X(a6).
Let (L,Z) be of type (b1). Then ∂−1Y  ∂0Y = ∅ by (0). Since ∂1Z = ∅ it follows
from (1) that a member A of ∂1Y would intersect ∂−1Z − ∂0Z so that A /∈ ∂0Y by (0),
a contradiction. Thus ∂1Y = ∅ so that 2X ≈ X(b1).
Let (L,Z) be of type (b2). Take x ∈ ∂0Z − ∂1Z and x′ ∈ ∂1Z − ∂2Z (= ∂1Z) and
apply (3) to give {x, x′} ∈ ∂3Y − ∂4Y so that, in particular, ∂3Y = ∅. On the other hand,
(1) tells us ∂4Y = ∅. Thus, by Assertion 4, 2X ≈ X(a4).
Finally, let (L,Z) be of type bn, 3 n ω. Taking x ∈ ∂0Z−∂1Z and x′ ∈ ∂1Z−∂2Z
again, we have {x, x′} ∈ ∂3Y − ∂4Y , in particular, {x, x′} ∈ ∂3Y by (3). Now take x′′ ∈
∂2Z − ∂3Z and put A = {x, x′, x′′}. Then A ∩ (∂2Z − ∂3Z) = ∅ and, by Assertion 3,
A ∈ ∂3Y . Thus we can apply (1) to have A ∈ ∂4Y so that ∂4Y = ∅. Finally apply (4) to
conclude 2X ≈ X(a6). This completes the proof. 
We can now prove our main theorem.
Theorem 1.
(1) Let X be a 0-dimensional compactum. Then 2X is homeomorphic to one and only one
of the following compacta:
C, 2m − 1, C ⊕ (2m − 1), 1m < ω,
X(an), 1 n 4, X(a6), X(b1).
(2) For each compactum X listed above, there exists a 0-dimensional compactum X such
that 2X ≈X .
Proof. (1) follows directly from Proposition 3 and Assertion 2. (2) follows from Proposi-
tion 3 and the existence of X(an), X(bn) assured in examples before. 
We conclude this paper with the following result.
Corollary 1. Let X be a 0-dimensional compactum. Then X ≈ 2X if and only if X is
homeomorphic to one and only one of the following nine compacta:
C, 1, C ⊕ 1, X(an), 1 n 4, X(a6), X(b1).
Acknowledgement
The author is grateful to the referee for his useful suggestion which simplified some of
the proofs.
S. Oka / Topology and its Applications 149 (2005) 227–237 237References
[1] B. Knaster, M. Reichbach, Notion d’homogénéité et prolongements des homéomorphies, Fund. Math. 40
(1953) 180–193.
[2] A. Illanes, S.B. Nadler Jr, Hyperspaces: Fundamentals and Recent Advances, Monographs and Textbooks in
Pure and Applied Mathematics, vol. 216, Marcel Dekker, New York, 1999.
[3] A. Pelczyn´ski, A remark on spaces 2X for zero-dimensional X, Bull. Pol. Acad. Sci. 13 (1965) 85–89.
[4] R.S. Pierce, Existence and uniqueness theorems for extensions of zero-dimensional compact metric spaces,
Trans. Amer. Math. Soc. 148 (1970) 1–21.
[5] J. Pollard, On extending homeomorphisms on zero-dimensional spaces, Fund. Math. 67 (1970) 39–48.
