Abstract-We develop a message scheduling scheme for efficiently realizing all-to-all personalized communication (AAPC) on Ethernet switched clusters with one or more switches. To avoid network contention and achieve high performance, the message scheduling scheme partitions AAPC into phases such that 1) there is no network contention within each phase and 2) the number of phases is minimum. Thus, realizing AAPC with the contention-free phases computed by the message scheduling algorithm can potentially achieve the minimum communication completion time. In practice, phased AAPC schemes must introduce synchronizations to separate messages in different phases. We investigate various synchronization mechanisms and various methods for incorporating synchronizations into the AAPC phases. Experimental results show that the message scheduling-based AAPC implementations with proper synchronization consistently achieve high performance on clusters with many different network topologies when the message size is large.
INTRODUCTION
A LL-TO-ALL personalized communication (AAPC) is one of the most common communication patterns in highperformance computing. In AAPC, each machine in a system sends a different message of the same size to every other machine. The Message Passing Interface (MPI) routine that realizes AAPC is MPI_Alltoall [15] . AAPC appears in many high-performance applications, including matrix transpose, multidimensional convolution, and data redistribution. Since AAPC is often used to rearrange the whole global array in an application, the message size in AAPC is usually large. Thus, it is crucial to have an AAPC implementation that can fully exploit the network bandwidth in the system. Switched Ethernet is the most widely used local-areanetwork (LAN) technology. Many Ethernet-switched clusters of workstations are used to perform high-performance computing. For such clusters to be effective, communications must be carried out as efficiently as possible. In this paper, we investigate efficient AAPC on Ethernet switched clusters.
We develop a message scheduling scheme for efficiently realizing AAPC on Ethernet switched clusters with one or more switches. Similar to other AAPC scheduling schemes [6] , our scheme partitions AAPC into contention-free phases and fully utilizes the bandwidth in the bottleneck links in all phases. Hence, realizing AAPC with the contention-free phases can potentially achieve the minimum communication completion time. In practice, phased AAPC schemes must introduce synchronizations to separate communications in different phases. We investigate various synchronization mechanisms and various methods for incorporating synchronizations into the AAPC phases, and discuss the variations of AAPC implementations that are based on the AAPC phases computed by the message scheduling algorithm. For each of the variations, we develop an automatic routine generator that takes the topology information as input and produces a customized MPI_Alltoall routine. We evaluate the automatically generated routines and compare them with the original MPI_Alltoall routine in LAM/MPI [10] and the recently improved MPICH [23] . The results show that the message scheduling based AAPC implementations with proper synchronization consistently achieve high-performance on clusters with many different network topologies when the message size is large.
The rest of the paper is organized as follows: Section 2 discusses the related work. Section 3 describes the network model. Section 4 details the proposed scheduling scheme. Section 5 discusses issues and variations of the message scheduling-based implementations. Section 6 reports experimental results. Finally, the conclusions are presented in Section 7.
RELATED WORK
AAPC has been extensively studied due to its importance. A large number of optimal message scheduling algorithms for different network topologies with different network models were developed. Many of the algorithms were designed for specific network topologies that are used in parallel machines, including hypercube [7] , [24] , mesh [1] , [18] , [17] , [22] , torus [6] , [11] , k-ary n-cube [24] , and fat tree [3] , [16] . Heuristic algorithms were developed for AAPC on irregular topologies [5] , [14] . A framework for AAPC that is realized with indirect communications was reported in [8] . Efficient AAPC scheduling schemes for clusters connected by a single switch was proposed in [19] . Some of the algorithms in [19] are incorporated in the recent improvement of the MPICH library [23] . Contention-aware AAPC schemes for hierarchical networks were studied in [20] . Many techniques for optimizing other communication operations using contention-free communications on switch-based clusters were also developed (see for example [12] , [13] ). We consider Ethernet switched clusters with one or more switches. AAPC on such clusters is a special communication pattern on a tree topology. To the best of our knowledge, message scheduling for such cases has not been developed. Many advanced communication systems [9] , [25] can take advantage of the algorithms developed in this paper.
NETWORK MODEL
We consider homogeneous Ethernet switched clusters, where both nodes and links in the system are homogeneous. Links operate in the duplex mode that allows each machine to send and receive at the full link speed simultaneously. The switches may be connected in an arbitrary way. However, a spanning tree algorithm is used by the switches to determine forwarding paths that follow a tree structure [21] . As a result, the physical topology is always a tree. There is a unique path between any two nodes in the network.
The network can be modeled as a directed graph G ¼ ðV ; EÞ with nodes V corresponding to switches and machines and directed edges E corresponding to unidirectional channels. Since all edges are directed, we will use the terms edge and directed edge interchangeably. Let S be the set of switches and M be the set of machines. V ¼ S [ M. Let u, v 2 V , a directed edge ðu; vÞ 2 E if and only if there is a direct link between node u and node v. We will call the physical connection between node u and node v link ðu; vÞ. Thus, link ðu; vÞ corresponds to two directed edges ðu; vÞ and ðv; uÞ in the graph. Since the network topology is a tree, the graph is also a tree. A machine u 2 M can only be a leaf node and a switch s 2 S can only be an internal node. Fig. 1 shows an example cluster.
The terminologies used in this paper are defined next. A message, u ! v, is a communication to be transmitted from node u to node v. The notion pathðu; vÞ denotes the set of directed edges in the unique path from node u to node v. For example, in Fig. 1, pathðn0 ; n1Þ ¼ fðn0; s0Þ; ðs0; s4Þ; ðs4; n1Þg.
Two messages, u 1 ! v 1 and u 2 ! v 2 , are said to have contention if they share a common directed edge, that is, there exists a directed edge ðx; yÞ such that ðx; yÞ 2 path ðu 1 ; v 1 Þ and ðx; yÞ 2 pathðu 2 ; v 2 Þ. A pattern is a set of messages. The AAPC pattern on a network G ¼ ðS [ M; EÞ is fu ! vj u 6 ¼ v^u 2 M^v 2 Mg. A contention-free pattern is a pattern where no two messages in the pattern have contention. A phase is a contention-free pattern. For a given pattern, the load on an edge is the number of times the edge is used in the pattern. The most loaded edge is called a bottleneck edge. The load of a pattern is equal to the load of a bottleneck edge. Since the topology is a tree, for the AAPC pattern, edges ðu; vÞ and ðv; uÞ always have the same load. Since we only consider AAPC in this paper, we will use the terms "the load of an edge ðu; vÞ" and "the load of a link ðu; vÞ" interchangeably. A bottleneck edge on a graph refers to a bottleneck edge for the AAPC pattern unless specified otherwise. For a set S, jSj denotes the size of the set. The message size in the AAPC pattern is denoted as msize. Since scheduling for AAPC when jMj 2 is trivial, we will assume that jMj ! 3.
Let edge ðu; vÞ be one of the bottleneck edges. Assume that removing link ðu; vÞ (edges ðu; vÞ and ðv; uÞ) from G results in two connected components
G u is the connected component including node u, and G v is the connected component including node v. AAPC requires jM u j Â jM v j Â msize bytes of data to be transferred across ðu; vÞ in both directions. Let B be the bandwidth on all links. The best-case time to complete AAPC is
. The aggregate throughput of AAPC is bounded by
In general networks, the peak aggregate throughput may not be achievable. However, this physical limit can be approached through message scheduling for the tree topology.
AAPC MESSAGE SCHEDULING
In the following, we will present an algorithm that computes phases for AAPC. The phases conform to the following constraints, which are sufficient to guarantee optimality: 1) no contention within each phase and 2) the total number of phases is equal to the load of AAPC on a given topology. In theory, when phases that satisfy these constraints are carried out without interphase interferences, the peak aggregate throughput is achieved. In practice, synchronizations must be used to separate the communications in different phases. We will focus on computing the contention-free AAPC phases in this section. Practical issues including different synchronization mechanisms and different ways to incorporate synchronizations into the AAPC phases will be discussed in the next section.
The scheduling algorithm has three major steps. In the first step, the algorithm identifies a root of the system. For a graph G ¼ ðS [ M; EÞ, a root is a switch that satisfies the following conditions: 1) it is connected to a bottleneck edge and 2) the number of machines in each of the subtrees connecting to the root is less than or equal to jMj 2 , half of all machines in the system. Note that a subtree of the root is a connected component after the root is removed from G. Once the root is identified, messages in AAPC are classified in two levels: local messages that are within a subtree, and global messages that are between subtrees. In the second step, the algorithm allocates phases for global messages. Finally, the third step assigns a phase to each of the local and global messages.
Identifying a Root
Let the graph be G ¼ ðS [ M; EÞ. The process to find a root in the network is as follows: Let link L ¼ ðu; vÞ (edges ðu; vÞ and ðv; uÞ) be one of the bottleneck links. Link L partitions G into two connected components,
node u has more than one branch containing machines, then node u is the root. Otherwise, node u should have exactly one branch that contains machines (obviously this branch may also have switches). Let the branch connect to node u through link ðu 1 ; uÞ. Clearly, link ðu 1 ; uÞ is also a bottleneck link since all machines in G u are in G u 1 . Thus, we can repeat the process for link ðu 1 ; uÞ. This process can be repeated an arbitrary n times and n bottleneck links ðu n ; u nÀ1 Þ, ðu nÀ1 ; u nÀ2 Þ; . . . ; ðu 1 ; uÞ, are considered until the node u n has more than one branch containing machines in G un . Then, u n is the root. Node u n should have a nodal degree larger than 2 in G when jMj ! 3. Lemma 1. Each subtree of the root contains at most jMj 2 machines. Proof. Using the process described above, we identify a root u n and the connected bottleneck link ðu n ; u nÀ1 Þ.
; E u nÀ1 Þ be the two connected components after link ðu n ; u nÀ1 Þ is removed from G. We have jM un j ! jM unÀ1 j, which implies jM u nÀ1 j jMj 2 . The load on the bottleneck link ðu n ; u nÀ1 Þ is jM u n j Â jM u nÀ1 j. Let node w be any node that connects to node u n in G un and G w ¼ ðS w [ M w ; E w Þ be the corresponding subtree. We have jMj 2 ! jM u nÀ1 j ! jM w j (Note: If jM u nÀ1 j < jM w j, the load on link ðu n ; wÞ is greater than the load on link ðu n ; u nÀ1 Þ (jM w j Â ðjMj À jM w jÞ > jM unÀ1 j Â ðjMj À jM unÀ1 jÞÞ, which contradicts the fact that ðu n ; u nÀ1 Þ is a bottleneck link). Hence, each subtree of the root contains at most jMj 2 machines. t u
In Fig. 1 , links ðs0; s1Þ, ðs1; s2Þ, and ðs2; s3Þ are bottleneck links. Let us assume that ðs1; s2Þ is initially selected to start the process. Removing ðs1; s2Þ yields two connected components:
Since 3 ¼ jM s2 j > jM s1 j ¼ 2 and s2 has one branch to s3 in G s2 , the process will consider bottleneck link ðs2; s3Þ. Removing this link results in two connected components
; E s2 Þ. Since jM s3 j > jM s2 j and s3 has two branches in G s3 , one to machine n2 and the other one to s5, switch s3 is identified as the root.
In the rest of the paper, we will assume that the root connects to k subtrees, T 0 , T 1 ; . . . ; T kÀ1 , with jM 0 j; jM 1 j; . . . ; jM kÀ1 j machines, respectively. Fig. 2 shows the two-level view of the system. Without loss of generality, let us assume
Global Message Scheduling
Global messages are messages between machines in different subtrees. We will use the notation T i ! T j to represent the set of messages from machines in subtree T i to machines in subtree T j . In global message scheduling, all messages in T i ! T j are grouped together and allocated in consecutive phases. Since each message in T i ! T j uses the edge from T i to the root, to avoid contention, each message in T i ! T j must occupy a different phase. Since there are a total of jM i j Â jM j j messages in T i ! T j , the global message scheduling scheme allocates jM i j Â jM j j continuous phases for T i ! T j . The phases are allocated as follows:
jM n jÞ:
Fig . 3 shows the scheduling of global messages for the example in Fig. 1 . In this figure, T 0 contains two machines n0 and n1; T 1 contains two machines n3 and n4; and T 2 contains one machine n2. jM 0 j ¼ 2, jM 1 j ¼ 2, and jM 2 j ¼ 1.
Using the global message scheduling scheme described above, the resulting phases have the following two properties: 1) the number of phases allocated is jM 0 j Â ðjMj À jM 0 jÞ, and 2) in each phase, each subtree is allocated to send at most one global message and receive at most one global message. Proof. The first property can be verified by examining phases allocated to all T i ! T j , i 6 ¼ j. For the second property, it can be shown that, for any subtree T i , 1) phases allocated to T i ! T j , j 6 ¼ i, do not overlap, and 2) phases allocated to T j ! T i , j 6 ¼ i, do not overlap. We will leave the details to the reader. Since each message in T i ! T j occupies a different phase, there can be at most one global message sent from T i and one global message sent to T i in each phase. t u
Global and Local Message Assignment
The global and local message assignment decides the phase for each message. The following lemma, which is the foundation of our assignment scheme, states that in a tree topology, a message sent to a node does not have contention with a message sent from the node regardless of the source of the message to the node and the destination of the message from the node.
EÞ be a tree and x 6 ¼ y 6 ¼ z 2 S [ M, pathðx; yÞ \ pathðy; zÞ ¼ .
Proof. Assume that pathðx; yÞ \ pathðy; zÞ 6 ¼ . There exists an edge ðu; vÞ that belongs to both pathðx; yÞ and pathðy; zÞ. As a result, the composition of the partial path pathðy; uÞ pathðy; zÞ and pathðu; yÞ pathðx; yÞ forms a nontrivial loop: edge ðu; vÞ is in the loop while edge ðv; uÞ is not. This contradicts the assumption that G is a tree. t u
Handling Global Messages
Lemma 4. There is no contention among global messages.
Proof. From Lemma 2, there is at most one global message sent from and to each subtree in any phase. The global message that is sent from the subtree will go through the root first (before reaching another subtree) and the global message that is sent to the subtree must also go through the root. From Lemma 3, these two messages will not have contention within the subtree and its link to the root. Since this conclusion applies to all subtrees in all phases, there is no contention among global messages.t u Lemma 4 indicates that as long as global messages in T i ! T j are assigned to the phases allocated to T i ! T j , there will be no contention among the global messages. Let the machines in subtree T i be m i;0 , m i;1 ; . . . ; m i;ðjMijÀ1Þ . To realize the global messages in T i ! T j , 0 i 6 ¼ j < k, each message m i;i 1 ! m j;j 1 , 0 i 1 < jM i j and 0 j 1 < jM j j, must happen in the jM i j Â jM j j phases that are allocated to T i ! T j . Our assignment algorithm uses two different methods to realize intersubtree global communications. The first scheme is what we refer to as a broadcast scheme. In this scheme, the jM i j Â jM j j phases are partitioned into jM i j rounds with each round having jM j j phases. In each different round, a different machine in T i sends one message to each of the machines in T j . This method has the flexibility in selecting the order of the senders in T i in each round and the order of the receivers in T j within each round. One example is to have the kth round realize the broadcast from node m i;k to all nodes in T j , which may result in the following pattern: The second scheme is what we refer to as a rotate scheme. Let D be the greatest common divisor of jM i j and jM j j. D ¼ gcdðjM i j; jM j jÞ and Table 1 shows an example of the rotate pattern when jM i j ¼ 6 and jM j j ¼ 4. In this case, a ¼ 3, b ¼ 2, and D ¼ 2. In this scheme, the pattern for receivers is a repetition of M i times of a fixed sequence that enumerates all machines in T j . In the example in Table 1 , the fixed receiver sequence is m j;0 ; m j;1 ; m j;2 ; m j;3 , which results in the receiver pattern of the following:
Different from the broadcast scheme, in a rotate scheme, the sender pattern is also an enumeration of all nodes in T i in every jM i j phases. There is a base sequence for the senders, which can be an arbitrary sequence that covers all nodes in T i . For example, in Table 1 , the base sequence for the senders is m i;0 ; m i;1 ; m i;2 ; m i;3 ; m i;4 ; m i;5 . In the scheduling, the base sequence and the "rotated" base sequence are used. Let the base sequence be m i;0 ; m i;1 ; . . . m i;jMijÀ1 . The base sequence can be rotated one time, which produces the sequence m i;1 ; . . . m i;jM i jÀ1 ; m i;0 . Sequence m i;2 ; . . . m i;jM i jÀ1 ; m i;0 ; m i;1 is the result of rotating the base sequence two times. The result from rotating the base sequence an arbitrary number of times can be defined similarly. The senders are scheduled as follows. The base sequence is repeated b times for the first a Â b Â D phases. At phase a Â b Â D, the scheme finds the smallest n such that after the base sequence is rotated n times, the message (sender and receiver pair) at phase a Â b Â D does not happen before. The sequence resulting from rotating base sequence n times is then repeated b times. This process is repeated D times to create the sender pattern for all jM i j Â jM j j phases. Basically, at phases whose numbers are multiples of a Â b Â D, rotations are performed to find a new sequence. In Table 1 , the base sequence is repeated b ¼ 2 times. After that, a rotated sequence for the senders m i;1 ; m i;2 ; m i;3 ; m i;4 ; m i;5 ; m i;0 is repeated two times. It can be verified that all messages in T i ! T j are realized in the rotate scheme. The following two lemmas, derived from the definitions, state the related properties of these two patterns.
Lemma 5. In the broadcast pattern that realizes T i ! T j , each sender m i;n , 0 n < jM i j, occupies jM j j continuous phases.
Lemma 6. In the rotate pattern that realizes T i ! T j , counting from the first phase for messages in T i ! T j , each sender in T i happens once in every jM i j phases and each receiver in T j happens once in every jM j j phases.
Handling Local Messages
Consider subtree T i , the total number of local messages in T i is jM i j Â ðjM i j À 1Þ, which is less than jM 0 j Â ðjMj À jM 0 jÞ since jM i j jMj 2 (Lemma 1). Thus, for each subtree, it is sufficient to schedule one local message in each phase. Let u ! v be a local message in T i . From Lemma 3, there are four cases when this local message can be assigned without contention (with global messages) in a phase. The cases are summarized in Table 2 . Note that by assigning at most one local message in each subtree in a phase, there is no possibility of contention between local messages and the algorithm does not have to consider the specific topologies of the subtrees. The challenge in the local and global message assignment is that the global messages must be assigned in such a way that each of the local messages can have a case in Table 2 .
The Assignment Algorithm
The detailed global and local message assignment algorithm is shown in Fig. 4 . The algorithm consists of six steps. We will explain each step next.
In the first step, the messages from T 0 to all other subtrees T j , 1 j < k, are scheduled. First, the receivers in T 0 ! T j are assigned such that at phase p, node m j;ðpÀjM0jÂðjMjÀjM0jÞÞ mod jMjj is the receiver. In the phases for T 0 ! T j , a receiver sequence that covers all nodes in T j is repeated jM 0 j times, which facilitates the rotate pattern to be used for messages in T 0 ! T j . The reason that the receivers use that particular pattern is to align the receivers with the receivers in T i ! T j when i > j. As will be shown in Step 5, this alignment is needed to correctly schedule local messages. Using the rotate pattern ensures that each of the nodes in T 0 appears once as the sender in every jM 0 j phases counting from phase 0.
In the second step, messages in T i ! T 0 are assigned. In this step, phases are partitioned into rounds where each round has jM 0 j phases starting from phase 0. Thus, phases 0 to jM 0 j À 1 belong to round 0, phases jM 0 j to 2 Â jM 0 j À 1 belong to round 1, and so on. The primary objective of this step is to make sure that all local messages in T 0 can be scheduled. The objective is achieved by creating the pattern (for sending and receiving global messages) shown in Table 3 , which is basically a rotate pattern for T 0 ! T 0 . Since in Step 1, each node in T 0 appears as a sender in every jM 0 j phases, the scheduling of receivers in T i ! T 0 can directly follow the mapping in Table 3 . For example, in a phase in round 0, if m 0;0 is the sender (decided in Step 1), then m 0;1 will be the receiver in this phase. After the receiver pattern is decided, the senders of T i ! T 0 are determined using the broadcast scheme with the sender order m i;0 , m i;1 ; . . . ; m i;jMijÀ1 .
Step 3 embeds local messages in T 0 in the first jM 0 j Â ðjM 0 j À 1Þ phases. Note that jM 0 j Â ðjM 0 j À 1Þ jM 0 j Â ðjMj À jM 0 jÞ since jM 0 j jMj 2 . Since the global messages for nodes in T 0 are scheduled according to Table 3 , for each m 0;n ! m 0;m , 0 n 6 ¼ m < jM 0 j, there exists a phase in the first jM 0 j Â ðjM 0 j À 1Þ phases such that m 0;n is scheduled to receive a global message while m 0;m is scheduled to send a global message. Thus, all local messages in T 0 , m 0;n ! m 0;m , 0 n 6 ¼ m < jM 0 j, can be scheduled in the the first jM 0 j Â ðjM 0 j À 1Þ phases.
In In
Step 5, we schedule local messages in subtrees other than T 0 . Local messages in T i , 1 i < k, are scheduled in the phases for T i ! T iÀ1 . Note that jM iÀ1 j ! jM i j and there are jM i j Â jM iÀ1 j phases for messages in T i ! T iÀ1 , which is more than the jM i j Â ðjM i j À 1Þ phases needed for local messages in T i . There are some subtle issues in this step. First, all local messages are scheduled before assigning phases to global messages in T i ! T j , 1 i < j. The reason that global messages in T i ! T j , 1 i < j, do not affect the local message scheduling in subtree T n , 1 n < k, is that all local messages are scheduled in phases after the first phase for T 0 ! T n (since jM n j Â jM nÀ1 j jM 0 j Â jM n jÞ while phases for T i ! T j , 1 i < j, are all before that phase. Second, let us examine how exactly a communication m i;i 2 ! m i;i 1 is scheduled. From Step 4, the receiver in T j ! T i , j > i, is organized such that, at phase p, m i;ðpÀjM0jÂðjMjÀjM0jÞÞ mod jMij is the receiver. From Step 1, receivers in T 0 ! T i are also aligned such that at phase p, m i;ðpÀjM 0 jÂðjMjÀjM 0 jÞÞ mod jM i j is the receiver. Hence, in the phases for T i ! T iÀ1 , either m i;ðpÀjM0jÂðjMjÀjM0jÞÞ mod jMij is a receiver of a global message or no node in T i is receiving a global message. Thus, at all phases in T i ! T iÀ1 , we can assume that the designated receiver is m i;ðpÀjM0jÂðjMjÀjM0jÞÞ mod jMij at phase p. In other words, at phase p, m i;ðpÀjM0jÂðjMjÀjM0jÞÞ mod jMij can be scheduled as the sender of a local message. Now, consider the sender pattern in T i ! T iÀ1 . Since T i ! T iÀ1 is scheduled using the broadcast pattern, each m i;i1 is sending in jM iÀ1 j continuous phases. Since the receiving pattern covers every node, m i;i 2 2 T i , in every jM i j continuous phases and jM iÀ1 j ! jM i j, there exists at least one phase where m i;i1 is sending a global message and m i;i 2 is the designated receiver of a global message. Local message m i;i 2 ! m i;i 1 is scheduled in this phase. Hence, all messages in T i can be scheduled in phases for T i ! T iÀ1 without contention.
Finally, since all local messages are scheduled, we can use either the broadcast scheme or the rotate scheme to realize messages in T i ! T j , i < j and i 6 ¼ 0.
Theorem. The global and local message assignment algorithm in Fig. 4 produces phases that satisfy the following conditions: 1) all messages in AAPC are realized in jM 0 j Â ðjMj À jM 0 jÞ phases and 2) there is no contention within each phase.
Proof. It is obvious that all global and local messages are assigned to phases that are allocated to the global messages. From Lemma 2, all messages are realized in jM 0 j Â ðjMj À jM 0 jÞ phases. For each subtree, the algorithm assigns, in one phase, at most one global message sent from the subtree, one global message sent to the subtree, and one local message. It can be verified that one of the four cases in Table 2 applies for the assignment of the local message. From Lemma 3, there is no contention between local and global messages. Since there is no contention among global messages (Lemma 4), there is no contention within each phase. t u Table 4 shows the result of the global and local message assignment for the example in Fig. 1 . In this table, we can assume m 0;0 ¼ n0, m 0;1 ¼ n1, m 1;0 ¼ n3, m 1;1 ¼ n4, and m 2;0 ¼ n2. From the algorithm, we first determine the receiver pattern in T 0 ! T 1 and T 0 ! T 2 . For messages in T 0 ! T 1 , m 1;ðpÀ6Þ mod 2 is the receiver at phase p, which means the receiver pattern from phase 0 to phase 3 is m 1;0 , m 1;1 , m 1;0 , and m 1;1 . After that, the rotate pattern is used to realize all messages in T 0 ! T 1 . The results are shown in the second column in the table. In the second step, messages in T 1 ! T 0 and T 2 ! T 0 are assigned. Messages in T 2 ! T 0 occupy the first round (first two phases). Since the sender pattern in the first round is m 0;0 and m 0;1 , according to Table 3 , the receiver pattern should be m 0;1 and m 0;0 . The receivers for T 1 ! T 0 are assigned in a similar fashion. After that, the broadcast pattern is used to realize both T 1 ! T 0 and T 2 ! T 0 . In Step 3, local messages in T 0 are assigned in the first 2 Â 1 ¼ 2 phases according to the assignment of the sender and receiver of global messages in each phase. In
Step 4, T 2 ! T 1 is scheduled with a broadcast pattern. In
Step 5, local messages in T 1 and T 2 are scheduled. The local messages in T 1 are scheduled in phases for T 1 ! T 0 (phase 2 to phase 5). Counting phases from the last phase (phase 5), the algorithm ensures that each machine in T 1 appears as the designated receiver in every jM 1 j ¼ 2 consecutive phases and that each machine in T 1 sends a global message in jM 0 j ¼ 2 consecutive phases. This arrangement allows all local messages to be assigned without causing contention. Finally, in Step 6, we use the broadcast pattern for messages in T 1 ! T 2 .
MESSAGE SCHEDULING-BASED AAPC IMPLEMENTATIONS
One naive method to achieve contention-free AAPC is by separating the contention-free phases computed by the message scheduling algorithm using barrier synchronizations. In theory, this implementation achieves contentionfree communication for AAPC. In practice, there are two major limitations in this implementation. First, the barrier synchronizations would incur substantial synchronization overheads unless special hardware for the barrier operation such as the Purdue PAPERS [2] is available. Second, using barriers to separate all phases may be overly conservative in allowing the data to be injected into the network. Most network systems have some mechanisms such as buffering to resolve contention. Allowing the network system to resolve a limited degree of contention usually results in a better utilization of network resources than resolving contention at the user layer with barriers. Hence, it may be more efficient to use the contention-free phases to limit contention instead of to totally eliminate contention. To address the first limitation, other synchronization mechanisms with less overheads such as the pair-wise synchronization can be used to replace the barriers. To address the second limitation, the separation of the communications in different phases may only be partially enforced (or not enforced) instead of being fully enforced. These issues give rise to many variations in how the contention-free AAPC phases can be used to realize AAPC efficiently. Note that synchronization messages can also cause contention. However, we ignore such contention since synchronization messages are small and such contention can usually be resolved by the network system effectively. We will discuss the variations of message schedulingbased AAPC schemes that we use to evaluate the proposed message scheduling algorithm. We will classify a scheme as fully synchronized when a synchronization mechanism is used to separate each pair of messages (in different phases) that have contention, partially synchronized when a synchronization mechanism is only used to limit the potential network contention, or not synchronized when no synchronization mechanism is employed. The implementations that we consider include schemes with no synchronizations, fully and partially synchronized schemes with pair-wise synchronizations, and fully and partially synchronized schemes with barrier synchronizations. Next, we will describe the implementations.
Implementations with No Synchronizations
The simplest scheme is to use the contention-free phases to order the send and receive operations without introducing any synchronization mechanism. Ordering the messages according to the contention-free phases may reduce the network contention in comparison to other arbitrary ordering of the messages. We will call this scheme the nosync. scheme.
For systems with multiple switches, a machine may be idle in some phases. These idle machines may move messages from one phase to an earlier phase in the no-sync. scheme, which destroys the contention-free phase structure. Dummy messages can be added so that all machines are busy in all phases, which may improve the chance for maintaining the contention-free phase structure. Ideally, the dummy communications can happen between any two idle machines in a phase. However, allowing dummy communications between an arbitrary pair of machines significantly increases the complexity for scheduling the dummy messages. In our implementation, we take a simple approach that limits the dummy communications to be within one switch. Specifically, for each idle machine in a phase, the scheme tries to find another machine in the same switch that does not receive or does not send. If such a machine exists, a dummy communication between the two machines is created. If such a machine does not exist, a dummy self-communication (send to self) is inserted in the phase for the idle machine. We will call this scheme the dummy scheme.
Implementations with Pair-Wise Synchronizations
With pair-wise synchronizations, the contention-free communications can be maintained by ensuring that two messages that have contention are carried out at different times. Fig. 1 There are two ways to perform the pair-wise synchronizations: sender-based and receiver-based. In the sender-based synchronization, to separate messages a ! b in phase p and c ! d in phase q, p < q, the synchronization message a ! c is sent after a sends a ! b, and c sends c ! d only after it receives the synchronization message. In the receiver-based synchronization, the synchronization message b ! c is sent after b finishes receiving a ! b, and c sends c ! d only after it receives the synchronization message. The sender-based scheme is more aggressive in that the synchronization message may be sent before a ! b completes. Thus, some data in a ! b may reside in the network when c ! d starts.
The receiver-based scheme may be over-conservative in that the synchronization message is sent only after the data in a ! b are copied into the application space in b.
We compute the required synchronizations for the fully synchronized scheme as follows: For every communication in a phase, we check if a synchronization is needed for every other communication at later phases and build a dependence graph, which is a directed acyclic graph. After deciding all synchronization messages for all communications, we compute and remove redundant synchronizations in the dependence graph. The redundant synchronizations are the ones that can be derived from other synchronizations. For example, assume that message m1 must synchronize with message m2 and with another message m3. If message m2 also needs to synchronize with message m3, then the synchronization from m1 to m3 can be removed. Let jMj and jSj be the numbers of machines and switches, respectively. The dependence graph contains OðjMj 2 Þ nodes. The complexity to build the graph is OðjMj 4 jSj 2 Þ and the complexity to remove redundant synchronizations is OðjMj 6 Þ. Since these computations are performed offline, such complexity is manageable. In code generation, synchronization messages are added for all the remaining edges in the dependence graph. This way, the AAPC algorithm maintains a contention-free schedule while minimizing the number of synchronization messages.
In a partially synchronized scheme, the AAPC phases are partitioned into blocks of phases. The number of phases in a block, bs, is a parameter. Block 0 contains phases 0 to bs À 1, block 1 contains phases bs to 2 Â bs À 1, and so on. The partially synchronized schemes use synchronizations to separate messages in different blocks instead of phases. The order of communications within one block is not enforced. The required synchronizations in a partially synchronized scheme are computed by first computing the required synchronizations for the fully synchronized scheme and then removing the synchronizations within each block.
In summary, there are four types of implementations with pair-wise synchronizations. We will name them as follows: sender all for the fully synchronized scheme with sender-based synchronizations; sender partial (bs) for the partially synchronized scheme with sender-based synchronizations and the parameter bs (the number of phases in a block); receiver all for the fully synchronized scheme with receiver-based synchronizations; and receiver partial (bs) for the partially synchronized scheme with receiver-based synchronizations.
Implementations with Barrier Synchronizations
The fully barrier synchronized AAPC scheme is the one with a barrier between each pair of phases. In the partially barrier synchronized scheme, the AAPC phases are partitioned into blocks of phases. The number of phases in a block, bs, is a parameter. A barrier is added between each pair of blocks (one barrier every bs phases). There are three variations of partially barrier synchronized schemes: no synchronization within each block, sender-based pair-wise synchronization within each block, and receiver-based pairwise synchronization within each block. We name these implementations with barriers as follows: barrier all for the fully synchronized scheme; barrier partial & none (bs) for the partially synchronized schemes with no synchronizations within each block; barrier partial & sender (bs) for the partially synchronized schemes with sender all within each block; barrier partial & receiver (bs) for the partially synchronized scheme with receiver all within each block.
EXPERIMENTS
For each of the AAPC variations described in the previous section, we develop a routine generator that takes the topology information as input and automatically produces a customized MPI_Alltoall routine that employs the particular scheme for the given topology. The automatically generated routines run on MPICH 2-1.0.1 point-to-point primitives. We also use an automatic tuning system [4] to select from all of the message scheduling-based schemes the best ones to form a tuned routine for each topology. Practically, the performance of the tuned routines represents the best performance that can be obtained from our message scheduling-based implementations. Table 5 gives the names and brief descriptions of the schemes used in the evaluation. Note that although the tuning system can theoretically be used to carry out all the experiments, we only use it to generate the tuned routines. All experiments are performed by manually executing the algorithms.
The message scheduling-based schemes are compared with the original MPI_Alltoall routine in LAM/MPI 7.1.1 [10] and a recent improved MPICH 2-1.0.1 [23] . LAM/MPI 7.1.1 and MPICH 2-1.0.1 are compiled with the default setting. Both LAM/MPI and MPICH MPI_Alltoall routines are based on point-to-point primitives. Since LAM/MPI and MPICH have different point-to-point implementations, we also port the LAM/MPI algorithm to MPICH and report the performance of the ported routine, which will be referred to as LAM-MPICH. Hence, in the evaluation, message scheduling-based implementations are compared with each other and with native LAM/MPI 7.1.1, native MPICH 2-1.0.1, and LAM-MPICH.
The experiments are performed on a 32-node Ethernet switched cluster. The nodes of the cluster are Dell Dimension 2400 with a 2.8GHz P4 processor, 128MB of memory, and 40GHz of disk space. All machines run Linux (Fedora) with 2.6.5-1.358 kernel. The Ethernet card in each machine is Broadcom BCM 5705 with the driver from Broadcom. These machines are connected to Dell PowerEdge 2224 100Mbps Ethernet switches.
The code segment used in the performance measurement is shown in Fig. 5 . A barrier operation is performed after each all-to-all operation to ensure that the communications in different invocations do not affect each other. Since we only consider AAPC with reasonably large messages, the overhead introduced by the barrier operations is insignificant. The results reported are the averages of 50 iterations of MPI_Alltoall ðIT ER NUM ¼ 50Þ when msize 256KB and 20 iterations when msize > 256KB.
The topologies used in the studied are shown in Fig. 6 , two 24-node clusters in Fig. 6a and Fig. 6b and two 32-node clusters in Fig. 6c and Fig. 6d . We will refer to these topologies as topologies (1), (2), (3), and (4). The aggregate throughput, which is defined as jMjÂðjMjÀ1ÞÂmsize communication time , is used as the performance metric and is reported in all experiments. Fig. 7 compares the tuned scheduling-based implementation with MPICH, LAM, and LAM-MPICH for topologies (1), (2), (3), and (4). In the figures, we also show the theoretical peak aggregate throughput as a reference. The peak aggregate throughput is obtained using the formula in Section 3, assuming a link speed of 100Mbps with no additional overheads. The algorithm in LAM/MPI does not perform any scheduling while the improved MPICH performs a limited form of scheduling. Both do not achieve high-performance on all topologies since the network contention issue is not fully addressed in the implementations. On the contrary, by introducing proper synchronization into the contention-free AAPC phases, the tuned scheduling-based routine consistently achieve (sometimes significantly) higher performance than MPICH, LAM, and LAM-MPICH in the four topologies when the message size is larger than 4KB. This demonstrates the strength of the message scheduling scheme.
Next, we will investigate different synchronization mechanisms and different methods to incorporate synchronizations into the contention-free phases in scheduling-based AAPC implementations. The trends in the experimental results for the four topologies are somewhat similar. Thus, for each experiment, we will only report the results for two topologies. Fig. 8 compares the receiver-based pair-wise synchronization with the sender-based pair-wise synchronization. When the message size is small, receiver all offers better performance. When the message size is large, the senderbased scheme gives better results. With the sender-based pair-wise synchronization, the AAPC scheme injects data into the network aggressively: a message m e in one phase may not be fully executed (the message may still be in the network system) before the next message m l that may have contention with m e starts. Hence, the sender-based scheme allows a limited form of network contention. On the other hand, using the receiver-based pair-wise synchronization, a message m l that may have contention with an earlier message m e can start only after the message in m e is received. The results indicate that the limited contention in the sender-based scheme can be resolved by the network system and the sender-based synchronization scheme offers better overall performance when the message size is reasonably large. Since the scheduling-based implementations are designed for AAPC with reasonably large messages, we will use the send-based scheme for pair-wise synchronization in the rest of the evaluation. Fig. 9 compares the performance of message schedulingbased AAPC schemes with different synchronization mechanisms, including no-sync., dummy, sender all, and barrier all. The aggregate throughput achieved by no-sync. and dummy is much lower than that achieved by the fully synchronized schemes. Also, adding dummy communications to the idle machines seems to improve the performance over the no-sync. scheme in some situations (e.g., topology (2) with msize ¼ 64KB) and to degrade the performance in some other situations. Due to the complexity of AAPC, it is unclear whether adding dummy communications is effective in maintaining the phase structure. The fully synchronized scheme with barriers incurs very large overheads when the message size is small. Even when the message size is large, barrier all still performs slightly worse than sender all in most cases. The 128KB case in Fig. 9a where barrier all out-performs sender all is an exception. It is difficult to decide the reason for this case: there are too many factors that can contribute to the performance. Yet, the trend clearly shows that the pair-wise synchronization is more efficient than the barrier synchronization in the implementation of the phased all-to-all communication algorithm. Fig. 10 compares the performance of partially synchronized schemes with sender-based pair-wise synchronizations, including sender partial (2), sender partial (8) , and sender partial (16) with that of no-sync. and sender all. The trend in the figures is that as the message size increases, more synchronizations are needed to achieve high-performance. The fully synchronized scheme performs the best when the message size is large (! 32KB). However, the partially synchronized schemes are more efficient for medium sized messages (2KB to 16KB) than both no-sync. and sender all. scheme. When the message size is small, Barrier partial & none (4) incurs significant overheads. These results indicate that partially synchronized schemes with no synchronizations within each block are not effective. In all experiments, the hybrid barrier and sender-based pair-wise synchronizations never perform better than both barrier all and sender all, which indicates that such a combination may not be effective. The sender all scheme consistently achieves highperformance when the message size is reasonably large. Fig. 12 compares the performance of sender all and tuned scheduling-based. The performance of sender all is very close to tuned scheduling-based when the message size is larger than 16KB. Fig. 13 shows the performance of different synchronization schemes for large messages. As discussed earlier, for large messages, fully synchronized schemes are more effective than partially synchronized schemes. Fig. 13 shows the results for sender all, barrier all, barrier partial & sender (4), barrier partial & sender (8) , and barrier partial & sender (16) . As can be seen from the figure, when the message size is larger than 512KB, the relative performance of these fully synchronized schemes is quite stable. Ordering the synchronization schemes based on the performance from high to low yields: sender all, barrier partial & sender (16) , barrier partial & sender (8) , and barrier partial & sender (4) , and barrier all. These results indicate that the sender-based pair-wise synchronization is sufficient even for large messages in the implementation. The heavy weight MPI barrier introduces more overheads without tangible benefits in realizing the phased all-to-all communication. In this paper, we introduce a message scheduling algorithm for AAPC on Ethernet switched clusters that computes contention-free AAPC phases, and investigate practical issues in message scheduling-based AAPC implementations, including various synchronization mechanisms and various methods for incorporating synchronizations into the contention-free phases. We demonstrate that the message scheduling-based AAPC implementations with proper synchronization consistently achieve high-performance on clusters with many different network topologies when the message size is sufficiently large. The performance may be further improved with hardware support for efficient barrier operation such as Purdue PAPERS [2] . 
