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Abstract-Fully implicit Runge-Kutta formulae, based on interpolatory quadrature schemes, for 
the approximate numerical solution of nonlinear two-point boundary value problems have been 
investigated by Weiss. Such formulae are not used very often in practice, however, because they 
generally require such a large computational effort as to make them uncompetitive with, for 
example, integration schemes based on the trapezoidal or implicit mid-point rules. In this paper 
we consider an alternative class of Runge-Kutta formulae, namely diagonally implicit 
Runge-Kutta (DIRK) formulae, which can be implemented more efficiently than the fully implicit 
formulae considered by Weiss. We also consider how these DIRK formulae can be implemented 
in a defect or deferred correction framework and we give some numerical results to illustrate the 
algorithms derived. One particular formula belonging to the DIRK class is the implicit mid-point 
rule. In this paper we derive an efficient implementation of this formula which is applicable when 
the given boundary conditions are non-separated. 
I. INTRODUCTION 
In the present paper we shall be concerned with the approximate numerical integration 
of a class of nonlinear two-point boundary value problems of the form 
dy 
z =f(t, y(t)), a I t I b, (l.la) 
g(y(a), y(b)) = 0, y6WN,f: &? x 9tN+WN. (l.lb) 
Most two-point boundary value problems of order greater than 1 can be transformed into 
the form (1.1) although it must be admitted that this is not always the best way to deal 
with higher order equations. 
In an important paper by Weiss[l7], which derives much of the theory on which the 
present paper is based, the numerical solution of (1 .l) using a class of fully implicit 
Runge-Kutta formulae was examined. To derive these formulae consider a grid x,: 
71, = {to, I,, . . . ,t, : a = to < t, < . . . < t, = b}, (l-2) 
t,=t,_,+hi_,,h=maxhiI1minhi, 
1 I 
where E. is uniformly bounded for all families of grids to be considered. Let {ci>:= 1 be a 
set of positive real numbers 6 [0, l] and define tii = ti + cjhi. (Our theory goes through 
without the c, having to lie in this range but we impose this restriction in order to avoid 
the need to evaluate f outside the range [a, 61.) One of the classes of fully implicit 
Runge-Kutta formulae considered by Weiss is given by 
hjNhyq = Y, - Y, - hi i a,,f(tik, Yik) = 0, 
k=l 
(1.3a) 
j= 1,2 ,..., n, 
i=o, 1,. . . ,c7 - 1, 
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K+* - K-hi i b!J(tk, YJ= 09 (1.3b) 
k=l 
i=O,l,..., o-l, 
g( YCM Y,) = 0. (1.3c) 
In [17] it is shown that such schemes are identical to those which can be obtained using 
collocation with piecewise polynomials. Equations (1.3) define a system of (n + 1)a + 1 
nonlinear algebraic equations in the unknowns 
Yij,j = 1,2, . . . JZ, i = 0, 1,. . . ,r~ - 1 and Yi, 0 5 i 5 CT. 
If these algebraic equations are solved using some form of Newton iteration, the leading 
term of the operation count to achieve this task is given by Weiss as 
~r[N,~/3 + 3N,*N/2 + 2N,N*] 
multiplications per iteration where, see [17], N, = N(n + 1 -r) if c,, = 1 and 
N, = N(n + 2 - r) otherwise with r = 1 if c, > 0 and r = 2 otherwise. This is in contrast 
to schemes based on the trapezoidal or implicit mid-point rules where the leading term in 
the operation count to solve the algebraic equations resulting from a Newton iteration is 
7oN3/3 multiplications[l3]. (In this paper we shall give an algorithm for the implicit 
mid-point rule which reduces this leading term to 4aN3/3 multiplications. 
Throughout this paper we shall assume that N is sufficiently large so that the leading 
terms in the operation counts required to perform the linear algebra (i.e. those terms 
proportional to aN3) dominate the other terms in the operation count. When this is the 
case, the relative costs of the linear algebra for two different discretization schemes can 
be compared by examining the leading term in their operation counts. It is well known 
that schemes based on linear multistep methods, such as the deferred correction approach 
of Lentini and Pereyra for example[l3], are normally considerably more efficient than 
those based on fully implicit Runge-Kutta formulae. In the case where the boundary 
conditions are separated, the linear algebra cost associated with these two classes of 
formulae can be reduced considerably [12, 171 but the general remarks regarding their 
relative costs still apply. We shall return to the question of how large we require N to be 
in practice in Section 3. 
Of course, the high computational effort associated with fully implicit Runge-Kutta 
formulae has been known for some time. Two significant attempts to overcome this 
difficulty have been made for initial value problems. These are the transformation methods 
of Butcher [3], Bickart [2] and Varah[ 161 and the diagonally implicit Runge-Kutta (DIRK) 
methods first considered by Norsett [ 1, 14, $61. While it is not clear that we can extend 
the transformation methods to deal efficiently with the solution of two-point boundary 
value problems, such an extension is possible with DIRK formulae. The purpose of the 
present paper is to describe a method for the numerical integration of (1.1) using DIRK 
formulae and to give an efficient algorithm for the solution of the resulting system of 
nonlinear algebraic equations. We also examine methods for improving the order of 
accuracy of the underlying DIRK formula and give some numerical results to illustrate 
the methods derived. 
Finally in this section we attempt to define more clearly the class of problems (1.1) with 
which we shall be concerned. Such a classification is difficult and necessarily imprecise but 
we feel that some remarks at this stage would be valuable. As mentioned previously, the 
problems which concern us are those which are such that the cost of the linear algebra 
dominates the total computational cost and where N is sufficiently large so that terms 
proportional to aN3 dominate the total linear algebra cost. In addition to having this 
property, the problem to be solved should also have one or more of the following 
properties: 
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(1) Low or “engineering” precision is required. It is difficult to quantify this require- 
ment but for some additional comments see[7]. 
(2) Storage limitations demand that only a “few” grid points be used to obtain the 
solution. A situation where this problem may arise is, for example, in the method of lines 
solution of partial differential equations and exactly how many grid points are allowed will 
depend on the machine being used for computing. In such cases there may not be sufficient 
grid points to allow the computation of all the corrections necessary to obtain the solution 
efficiently by deferred correction. Here we would expect a Runge-Kutta approach, which 
is one step in nature, to be valuable. 
(3) The boundary conditions are non-separated since it is in this situation that we can 
offer the largest savings over conventional methods. 
2. DIAGONALLY IMPLICIT RUNGE-KUTTA FORMULAE 
The general n stage Runge-Kutta formula for the numerical integration of (1.1 a) can 
be written as 
Y I+1 - yi = hi i bk_fCfl + ckh,, yi,k), 
k=l 
(2.la) 
Yo = Yl + h, i Uj/J(fl + ckhir Y&),i = 1, 2, . . .,n;s In. (2.lb) 
k=l 
For a fully implicit Runge-Kutta formula we have s = n and, as was pointed out in the 
previous section, the cost of the linear algebra associated with these formulae, compared 
with linear multistep methods, is relatively high and becomes increasingly so as n increases. 
If, however, we put s =j and aj = c1 for j E [l, n] we obtain a diagonally implicit 
Runge-Kutta (DIRK) method. Such methods are efficient for the numerical integration 
of stiff initial value problems and the main aim of the present paper is to show that this 
efficiency also carries over to boundary value problems. 
Consider now the application of the diagonally implicit Runge-Kutta formula 
lIjIn, (2.2) 
to (1.1). We shall assume that c, > 0, c, < 1 although our approach can easily be extended 
to include the case cI = 0 and/or c,, = 1. Together with (2.2) we have the additional relations 
mu = y,+, - Y, - h, 2 b&$(&k, Y(k) = 0. 
k-l 
(2.3) 
and 
g( yo, y,> = 0. (2.4) 
Equations (2.2)-(2.4) define a(n + 1) + 1 relations for the o(n + 1) + 1 unknowns 
Y,, Y,,j= 1,2 ,.... n; i=O, l,..., 0 - 1 and Y,,. However, because of the fact that the 
Runge-Kutta formulae we are using have a special “triangular form” (a,, = 0 for j > i, 
a,, = c( for all j). the algebraic equations to be solved also have a triangular form. It is due 
entirely to the fact that the algebraic equations have this sparseness property, rather than 
being dense as they are with the fully implicit Runge-Kutta formulae considered by Weiss, 
that we are able to find an efficient algorithm for their solution. The nonlinear system of 
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algebraic equations to be solved can now be written as 
Q(Y) E 
g( YO? yo> 
NJ, Yo, 
Ni,Yo-,n 
Ed Yo- J 
= 0 (2.5) 
where Y = (Y,, YO,, . . . ,Y,,, Y,, Y,,, . . . ,Y,,, . . . ,YJT. 
If a solution of this system is obtained using some form of Newton iteration we shall 
be faced with the task of solving a linear algebraic system, for successive iterates Y’ to 
Y, having the form 
Q’[y+’ - y”]= -Q(Y'),v =o, l)...) (2.6) 
where the matrix Q” has a special sparseness tructure. To illustrate this structure we 
consider the case CJ = 3. Here the form taken by Q” is 
where the Ai are 
we shall use the 
[m / c,: - 
AI i 
A, j (2.7) 
A3 :i 
t_ i 
of size (n + 1)N x (n + 2)N and the G, are of size N x N. To solve (2.5) 
modified Newton iteration scheme obtained by setting 
_I 
$(li + ckhi, YJ = $(li, YJ = J, say. 
In this case the precise form taken by each of the blocks A, is 
-I I- hctJi 0 0 . . . ........ 0 
-I -ha,,J, I-huJ,O.. . ........ 0 
--I - hanI J, - ha,,J, . . . ........ I - huJ, 0 
-I -hb,J, -hb,J, . . . ........ - hb,J, I 
(2.8) 
Since each of these blocks is in “almost lo,wer triangular” form, it is plausible that we can 
find an efficient algorithm for the solution of the algebraic system (2.6). In the next section 
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we shall describe such an algorithm and given the operation count required for the 
solution. 
3. EFFICIENT SOLUTION OF THE ALGEBRAIC EQUATIONS 
3.1 Non -separated boundary conditions 
A simple example-the implicit mid-point rule. To start off this section we consider the 
numerical integration of (1.1) using the implicit mid-point rule 
Yi+,- Y,=h,f (3.1) 
An examination of the mid-point rule is relevant for two important reasons. Firstly, it makes 
the algorithm for solving the linear algebraic equations transparent and allows the general 
algorithm to be understood more easily. Secondly, the implicit mid-point rule is, of course, 
an important integration method in its own right. Keller [ 121 has studied this scheme in detail 
and has shown that it is easier to use than the trapezoidal rule in the case of piecewise 
continuous data and Keller has also reported that the implicit mid-point rule is “frequently 
more efficient” than the trapezoidal rule. Furthermore, for linear problems, the trapezoidal 
and implicit midpoint rules are equivalent. In view of this any improvement in the imple- 
mentation of the implicit mid-point rule will carry over to algorithms, such as the important 
deferred correction algorithm of Lentini and Pereyra[l3], based on the trapezoidal rule 
when solving linear problems. 
Applying (3.1) to the numerical solution of (1 .l) and solving the resulting system of 
nonlinear algebraic equations using a Newton iteration scheme, we are required at each 
iteration to solve a system of the form (2.6) where the coefficient matrix has the form 
Lentini and Pereyra[l3] have given an algorithm for the solution of this linear system of 
equations and have shown that the leading term in the operation count for their algorithm 
is ioN multiplications. In the first part of this section we demonstrate the remarkable fact 
that if the implicit mid-point rule is rewritten as a diagonally implicit Runge-Kutta 
method, this operation count can be reduced to $rN3 multiplications. In the second part 
of this section we extend our algorithm to arbitrary DIRK formulae and compare the 
operation count to that of certain other methods. 
Rewriting the implicit mid-point rule as a DIRK formula, we have 
Yi, = r, + ;+ yi = Y, + ;f (ti+f, Yil), 
Instead of taking the unknowns as being only the (Yi}g_,, as with conventional imple- 
mentations of the implicit mid-point rule, we take the unknowns in each sub-interval 
[r,, 1, + ,I as being Yi, YiI, Y, + ]. The linear system of algebraic equations to be solved has 
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c 
( 
3 
‘I 
-I I-;hJ, 
I -21 z 
-1 
Z 
z- fhJ, 
-21 z 
Z -21 ‘I 
(3.4) 
To obtain the solution of this linear system of algebraic equations we use exactly the 
algorithm suggested by Lentini and Pereyra[l3]. This involves writing (3.4) in the 
partitioned form 
N { A_ 1 .__fl_ 
[ 1 2aN{ C j D * 
- 
N 2;sN 
The linear system of equations to be solved now has the form 
(3.5) 
[: i][P]=[b60] (3.6) 
Following Lentini and Pereyra[ 131 we put V = D -‘C, w = D -‘& and define 
c = [C/6], r = [V/w]. 
The solution of (3.6) is 
x, = (‘4 - BV)-‘(b, - Bw), (3.7a) 
f = D-‘(6 Cx,,). (3.7b) 
It remains to compute V and w and these are obtained by solving the system 
Dp=c. (3.8) 
Because of the special structure of the matrix D, this system can be solved very cheaply. 
Putting 
r - 
V,I 
VU 
P= v*i 
52 
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where each of the Vi, is of size N x (N + l), the VV satisfy the two recurrences 
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[z-~hiJi]l/,,=V,_,2+~i,,i=1,2 )...) o;V,,=O (3.9a) 
V ,=2Vi/i1 - Vi_*,+ et*9 (3.9b) 
where Ci,, CL1 denote appropriate partitions of the matrix C. These recurrences can be 
solved for the Vi, using a total of a(!N3 + N’) multiplications. The calculation of (3.7a), 
which entails one matrix-matrix product, one matrix vector product, and the solution of 
one system of linear algebraic equations, requires iN3 multiplications. Finally, to solve 
(3.7b) for i we require 2N2a multiplications. Thus the total number of multiplications 
(most significant terms only) is !aN3 compared with iaN for the implementation of the 
implicit mid-point rule given in [ 131. We again emphasize that for linear problems (for such 
problems the trapezoidal and implicit mid-point rules are the same) this saving is also 
obtained for the trapezoidal rule. 
The algorithm for a general n-stage DIRK formula goes through in a similar way. The 
system is first partitioned into the form (3.6) where now D is (n + 1)aN x (n + 1)aN with 
similar changes in the dimensions of B and C. The precise structure of the algebraic 
equations to be solved is defined by (2.7) and (2.8). However, before computing the 
solution of this algebraic system we first carry out some pre-conditioning on the A, 
appearing in (2.7). The first step of this is to operate on (2.8) by taking 
the(k+l)strow-lstrowx-, uk+‘l k = 1,2,. . . ,n - 1; 
u 
last row - 1st row x 5 
a 
for each A,. This reduces Ai to the form 
401 Z - haJi 
dmZ dxZ Z-haJ, 
d,,Z 4,Z - ha,,Z Z - haJ, 
where 
1 . d,i,d dn+,J -hbzJi , . . . . . . . . . . -hbd, Z 
40=_1+i$ 
4,= _a’,, 1 j = 2,3, . . . ,n a 
d n+ 10 = - 1 + b,/a, 
d n+ll= - b,la, 
d,oZ= - 1. 
Continuing this process by taking 
row(j) - row(k) x $ k = 2,3,. . . ,n - 1; j = k + 1, k + 2,. . . ,n, 
row@ + 1) - row(j) x 2, j = 2,3, . . . ,n. 
(3.10) 
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4J I - haJ, 
dml d,,l I - haJ, 
dml dxr d,,Z Z - haJ, 
d,I d,,I d,,zZ ....... d,,_ ,I Z - haJ, 
_d,,+,,Z d,+,,I ........................ d,+,,Z I 
(3.11) 
This pre-conditioning requires a total of $z(n + 1)N multiplications. We now use an 
extension of the algorithm just defined to solve equations (3.8). Defining 
where each V, is of size N x N, the recurrences defining the V, are 
[I-ahJi]Vi, = Vi_,n+l+ ci, i= 1,2 ,..., 0, VOn+,=O. (3.12a) 
j-l 
[I-ahJi]Vo= - 1 ~,V,+Zir/-d~Vi_,,+l,j=2,3,...,n. (3.12b) 
vin+l = - i 4+d’im+~,+, -dn+,oV,-,,+I. (3.12c) 
m=l 
This system of recurrences can be solved using a total of (most significant terms only 
(($ + n)N3 + (n2/2)N2) multiplications. Adding in the contribution from the pre- 
conditioning, the total number of multiplications required is 
a(($ + n)N3 + $*N* + $*N) + 2mN*. (3.13) 
There are now some general remarks that we wish to make about these algorithms and 
their operation counts. First we note that equations (3.9a, b) can be reduced to the more 
familiar form by taking (3.9a) - (+I - ihJ,> x (3.9b). Secondly, we note that our algorithm, 
unlike many others, does not offer any particular advantage to separated boundary 
conditions. (However, we shall consider an alternative algorithm for separated boundary 
conditions in the second half of this section.) If we compare this implementation of the 
implicit mid-point rule with the one given by Lentini and Pereyra[l3] it is easy to see that 
our formulation saves one matrix-matrix multiplication, thus accounting for the saving 
of aN’ multiplications. Thus, in the case of non-separated boundary conditions our 
implementation offers a significant advantage over other implementations. For more 
general DIRK formulae the leading term in the operation count is given by (3.13). We see 
that if n 2 2N the largest term in (3.13) will be $z*N* and the leading term in the operation 
count will be much greater than that for Lentini and Pereyra’s algorithm. In view of this, 
when using DIRK formulae, we shall normally require n < N and this is what we mean 
when we refer to “large N” in Section 1. 
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3.2 Separated boundary conditions 
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Existing algorithms for solving (1.1) with separated boundary conditions normally 
express the coefficient matrix of the algebraic system to be solved in block tri-diagonal form 
and are thus able to obtain the required solution in something less than aN3 
multiplications[ 121. In what follows we shall give an algorithm which is specially designed 
for separated boundary conditions and, as before, we start off by considering the implicit 
mid-point rule. In the case of separated boundary conditions our algorithm in general 
offers little advantage over existing algorithms for the implicit mid-point rule and we 
consider this case mainly to clarify the general algorithm. 
The system of algebraic equations which concerns us is again of the general form (3.4) 
but where G,, G, now have the sparseness patterns 
P 
0 
, G,= 
We now factorise (3.4) into a UL product in the following way 
yi,, u,2. . . .lJ,,,+, 
I 0.. ..... .o 
I 0 ..... .o 
I _ 
I - haJ, 
-I I-haJ, 
I -21 I 
-I I - haJ, 
I -21 I 
,p+q=N. 
(3.14) 
-I I-haJ,, 
I -21 I 
Solving for the N x N matrices U,,, j = 1,2, . . . ,2a + 1, we have 
u -Go 120+1- 
UI 2JV - huJ,)=2U,2,+1 
ul 2J-I = u12j- u12J+l i j=u,fs-l,..., 2. 
U, ?(I - haJ,) = 2U13 
U, ,(I - hcrJ,) = U,, - U,j + G, 
(3.15) 
The main computational effort required by this algorithm comes from 
(1) LU factorising the o matrices I - haJ,, i = 1,2,. . . ,o, into a product L,U,. 
(2) Solving systems of equations of the form U,,(I - haJ,) = 2U,, + ,. 
For (1) the total operation count is (leading term only) oN3/3 multiplications. For (2) 
we have U, 2,(LjlJ,) = 2U, 21+ ,. So 
U.fL.TUT = 2U i- I / 121 1 2J+1' (3.16) 
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However, each Ufzj+, has the special structure 
Clearly Uf, also has this special structure. In view of this we need only solve for the last 
q columns of Uf, and this requires qNZ multiplications. The total 
to implement is (leading terms only) 
a(:N3 + (1 + q)N’) 
multiplications and this gives a small saving in computational effort over conventional 
methods for solving the separated boundary conditions case. 
The algorithm for general n stage DIRK formulae follows very similar lines. However, 
in this case the matrices L and U are both of size ((n + 1)~ + 1)N x ((n + 1)o + l)N. The 
UL decomposition follows similar lines to before with the unknown matrices in the top 
row of U being U,, 1 <j I ncr + 1. This UL decomposition requires 
c ;N3 + nqN2 + 
n(n + 1) 
2 
qN multiplications, 
> 
and the backsolves require a further onN2 multiplications. As was mentioned in the first 
part of this section, these algorithms will normally only be used in the case n < N. 
Finally we note that the operation counts for the general n-stage DIRK formulae are 
generalisations of the corresponding operation counts for the implicit mid-point rule since 
the mid-point rule is simply a one-stage DIRK formula. 
4. THE FORMULAE 
Diagonally implicit Runge-Kutta formulae have been widely used for the numerical 
solution of stiff initial value problems and many such formulae appear in the literature 
(see e.g. [6,9, 141). The formulae which we shall use in this paper are 
Order 2 
(4.1) 
Order 4 (Norsett [ 141) 
1 i 
I 
2 $1 I -I----- l-1 2A l-4ii i 6, b, G (4.2) 
where b, = 6, = l/(6(1 - 21)*), b, = 1 - 26, and where I is one of the three roots of the 
cubic A3 - 3i2/2 + l/2 - l/24 = 0. Here we have used the matrix method of writing 
Runge-Kutta formulae as defined by Butcher[4]. The three roots of the cubic are 
approximately L, = 1.06858, & = 0.30254, L3 = 0.12889. Since 1 = ;C, gives the best stability 
properties for initial value problems it is this value that we shall use in our numerical 
experiments. 
Diagonally implicit Runge-Kutta formulae are normally most effective for the solution 
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of two-point boundary value problems when they are used together with a method for 
improving the order of accuracy of the solution obtained. In this paper we mention three 
methods for increasing accuracy, namely iterated defect correction, extrapolation and 
deferred correction. All of these methods have the property that they do not require an 
asymptotic expansion for the global discretization error of the formula being used to be 
known. This is a distinct advantage when using Rung+Kutta formulae since the 
expressions for their discretization errors are normally very complicated. 
4.1 Iterated defect correction 
The theory behind the use of iterated defect correction as applied to one step 
Runge-Kutta methods for the solution of two-point boundary value problems is now well 
established (see [lo, 181). Note, however, that both of these references are concerned with 
the solution of the special second order equation y ” = f (x, y ) although the theory extends 
immediately to first order systems. Since, after one application of a defect correction 
algorithm used with a formula of order p, the order is increased from p to 2p (providing 
the degree of the interpolating polynomial used to define the neighbouring problem is 
sufficiently high) this approach will be at its most powerful when the integer p is 
“reasonably large”. One of the main contributions of the present paper is to describe 
efficient high order one step integration schemes which are ideal for use with a defect 
correction algorithm and we shall illustrate the use of (4.1) and (4.2) in the next section. 
4.2 Deferred correction 
A very general theory justifying the use of deferred correction and proving order of 
accuracy results has been given by Skeel [ 151. In [7] a special class of Runge-Kutta formulae 
was implemented based on the ideas of Skeel. However, for non-separated boundary 
conditions the linear algebra cost associated with the methods of [7] is considerably higher 
than that for the implicit mid-point rule. DIRK formulae fit immediately into the general 
framework of [7] and the approach discussed there can be used to increase the order of 
accuracy of our formulae. A numerical example of this is given in Section 5. 
4.3 Richardson extrapolation 
Although extrapolation methods have recently, with good justification, become less 
popular than ones based on deferred correction, the results of the previous section indicate 
that, for non-separated boundary conditions, the implicit mid-point rule with extrapo- 
lation can be competitive with deferred correction methods. This is particularly so when 
low accuracy solutions are sought and so only a low order discretization method is 
required. For example, if the grid 7c, of (1.2) is used with an equally spaced interval h and 
I, iterations are required by the Newton scheme to satisfy some convergence criterion, the 
computational effort required to solve the algebraic equations is 
multiplications (again we have given just the leading term). If we also compute a solution 
on meshes with grid spacing h/2, h/3, and the number of Newton iterates required to 
achieve convergence is respectively I,, Z3, the total computational effort required to solve 
the algebraic equations is 
;aN3(Z, + 21, + 31,) 
multiplications. This is in contrast to the trapezoidal rule applied with a grid spacing h/3 
which would require 7oN3T3 multiplications if the Newton scheme converges in T3 
iterations. Normally we would expect Z, = T, and if we assume Z, = I1 = Z3 this operation 
count is 8aN3Z, versus 7aN3Z3 multiplications. However, since the solution obtained on a 
grid h /3 will normally give a very good approximation to the solutions computed with grid 
spacing h/2 and h, we would expect Z, and I, to be less than Z3 if the problem is nonlinear. 
We would then expect the difference in computational effort to solve the algebraic 
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equations to be quite modest and, with the information available, we will be able to obtain 
fourth order and sixth order approximations to the solution using extrapolation. 
5. NUMERICAL RESULTS 
In this section we shall demonstrate SC a : of the algorithms discussed in this paper by 
giving some numerical results. When applying the iterated defect correction algorithm it 
is necessary to define a neighbouring perturbed problem (see [IS]). All problems considered 
have the vector form 
and we assume that we have computed an approximate solution 
rl co) = (#, St”‘, . . . ,yIIpy 
where ~j”‘~zP, Vi. In all our numerical experiments we have chosen the perturbed problem 
to have as its kth component 
Y; =fk(f, r) + P;(t) -fk(t, p(t)) for all k~[l, Nl 
where Pk(t) is the polynomial interpolating the kth component of the first iterate q(O) and 
P(t) is the vector (P,(t), P*(f), . . . ,PN(t)). 
The first problem we choose is 
Problem 1 
y”= &,y(O) =y(l) =o. 
We choose this because it has been considered as a test problem by many authors and 
allows us to make comparisons with several other methods. We use a grid spacing of h = a 
and define our interpolating polynomial as the Hermite interpolant of degree 9 inter- 
polating (taco)), (fi,f(tr, qi”‘)), i = 0, 1, 2, 3, 4. To obtain a solution the test equation was 
reduced to a first order system as 
y’=z y(O)=0 
z’ = ey, y( 1) = 0. 
In Table 1 we give the results comparing the fourth order formula (4.2) with certain related 
methods. We note that our algorithm compares well with the 6th ‘order Runge-Kutta 
formula of Weiss and the extrapolation scheme of Keller. These latter two methods both 
have a very high cost for the linear algebra and, in particular, the fully implicit 
Table 1. Performance on problem 1 
Algorithm MaxlError in yI 
4th Order Defect Correction (h = l/4) 
Max/Error in z(O)/ 
-6 
,952 10 
-6 
0 corrections ,409 x 10 x 
-8 
,827 10 
-7 
1 COrreCtlO" ,224 x 10 x 
,344 x 10 
-10 -9 
2 corrections ,350 x 10 
6th Order Fully Implicit Runge-Kutta based on Lobatto Points 1171 
-9 
h = l/6 ,401 x 10 
-11 
,596 x 10 
8th Order Extrapolation Scheme Based on the TrapezoIdal Rule [12] 
-11 -10 
h = l/24 ,401 x 10 ,109 x 10 
Deferred Correction Method Of Pereyra [13] 
h = l/l7 c 1o-l2 .535 10 
-11 
x 
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Runge-Kutta formula has a cost proportional to 9N3 for large N. The deferred correction 
scheme obtains high accuracy but requires 17 grid points. In fact, to achieve an accuracy 
of 10e9, which is comparable to the accuracy achieved by the fourth order defect correction 
algorithm, the deferred correction method still required 17 grid points. This is in line with 
the conclusions of [7] which found that Runge-Kutta formulae can often achieve low 
precision solutions using considerably fewer grid points than are required by deferred 
correction algorithms. This means that the Runge-Kutta formulae can be competitive with 
deferred correction methods even though the cost of the linear algebra at each point may 
be higher. 
We complete our numerical results for separated boundary conditions by considering 
three additional problems. Again, these problems are ones which have been considered by 
other authors and our aim will be to show that Runge-Kutta methods can achieve low 
accuracy solutions using fewer grid points than deferred correction schemes. The problems 
considered are 
Problem 2 
Problem 3 
Y;(r) = Y*(t) Y,(O) = 1 
y;(t) = - y2(t) - y12(t) + em21 y,(l) = e-l. 
Y; =y2, Y,(O) = 0 
y; = y,j - sin t(1 + sin’ t) y,(x) = 0. 
Problem 4 
Y; =Y2 Y,(O) = 0 
y; = 400( y, -t cos2 nt) + 2n2 cos 2xt, y,( 1) = 0. 
In Table 2 we give the number of grid points required to obtain specified tolerances 
by the deferred correction method of Lentini and Pereyra[l3], the fourth order algorithm 
2 of [7] and the 4th order DIRK formula (4.2). As can be seen, both Runge-Kutta 
algorithms require fewer grid points than LP at low orders of accuracy and the 
Table 2. Number of grid points required to solve problems 24 
Problem 2 
To1 LP 
10-3 7 
10 -6 13 
10 
-9 
25 
Problem 3 
TO1 LP Algorithm 2 4th order DIM 
10 
-3 
9 6 5 
10 
-6 
17 6 6 
10 
-9 
17 11 12 
Problem 4 
TO1 LP 
lo-3 33 
10-6 33 
Algorithm 2 of [7] 4th order DIRK 
5 5 
5 5 
5 6 
Algorithm 2 4th order DIRK 
9 11 
18 19 
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performance of Algorithm 2 and the 4th order formula (4.2) is very similar. However, the 
iteration scheme used with the DIRK formula consistently converged more rapidly than 
the one used with algorithm 2 of[7]. 
We shall not give any results for problems with non-separated boundary conditions 
since the conclusions to be drawn for such problems seem to be broadly the same as in 
the separated case, i.e. Runge-Kutta formulae can achieve low accuracy solutions using 
relatively few grid points. Furthermore, there seems to be a marked lack of published 
results for non-separated boundary conditions with which to compare our methods since 
many other methods become significantly less efficient when applied to the non-separated, 
rather than separated, case. We have not considered at all the performance of our 
algorithms, and particularly methods for increasing the accuracy of the basic Runge-Kutta 
method, when a variable grid spacing is used. In particular, we need to examine how our 
algorithms perform when confronted by problems with boundary layers. This is beyond 
the scope of the present paper but we hope to be able to present results dealing with the 
variable grid problem in the future. 
CONCLUSION 
The main purpose of the present paper was to derive an efficient class of Runge-Kutta 
formulae for the numerical solution of first order systems of two-point boundary value 
problems. As a consequence of this, we also examined the implicit mid-point rule which 
is a particular member of the class of Runge-Kutta formulae considered. The theory for 
Runge-Kutta formulae applied to two-point BVP’s has been completely developed by 
Keller and Weiss and is immediately applicable to our methods. In the case of non- 
separated boundary conditions we derived an integration method which is significantly 
cheaper to implement than other related finite difference methods. This approach also 
carries over to the trapezoidal rule for the solution of linear equations and makes deferred 
correction a cheaper prospect for this particular class of problems. 
In the case of separated boundary conditions we gave an algorithm which is marginally 
cheaper to implement han conventional implementations. The operation count compares 
very favourably with those given by Weiss for fully implicit R-K formulae. In Section 5 
some results were given using two particular DIRK formulae in a defect correction 
framework and these methods were found to compare favourably with certain existing 
methods. 
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