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Computer Science

A Machine Learning Algorithm Improves Surface Freeze-Thaw Classification
Chairperson: Jesse Johnson
The frozen or thawed state of the land surface is an important factor affecting a
wide range of natural processes such as surface water movement, the carbon cycle,
and ecosystem development. It is also important for human endeavors such as
permafrost engineering and agricultural planning. This makes having an accurate
record important. The Freeze-Thaw (FT) Earth System Data Record (FT-ESDR) is a
global, daily product that strives to be a reliable record of the FT ground state. In its
current form, the FT-ESDR uses annual regression analysis of reanalysis surface air
temperatures (SAT) and brightness temperatures (Tb) at each grid cell to produce a
FT record. This has great accuracy (>85%) at middle latitudes and during the
summer and winter seasons. Unfortunately, the FT-ESDR has degraded accuracy
(<75%) in much of the polar regions as well as during the transitional seasons. The
product is derived from the vertically polarized 37 GHz band of global T b satellite
retrievals. We present a new method for generating FT records over the Northern
Hemisphere that uses all polarizations for the 19, 22, and 37 GHz T b bands and a
global elevation map. This method uses a fully convolutional neural network
model for its classification. The neural network is trained using the T b bands,
elevation map, reanalysis SAT, and global automated weather station data from the
10 year period 1998–2007. The classifications are validated against the World
Meteorological Organization's global automated weather station network's SAT
record over the combined 20 year period of 1988–1997 and 2009–2020. Our new
Northern Hemisphere product shows significantly improved classification accuracy
(as much as 6.1% points) over the FT-ESDR record in both higher latitudes and the
transitional seasons. The model that this method produces is much faster at
generating prediction records for new data. It also has the advantage of producing
probability maps along with the classification predictions.
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Introduction

More than one-third of the global land area transitions seasonally from a majority frozen condition to majority thawed condition every year [31]. The landscape
freeze/thaw (FT) state acts as a natural on/off switch for hydrology and the biosphere. The relative influence of this process on terrestrial water, carbon, and energy
cycles increases with landscape moisture content and at higher latitudes and elevations [25, 33]. The landscape FT status is closely linked to the timing and length of
vegetation growing seasons [3, 11], boreal vegetation productivity and photosynthetic
leaf area [16, 20], the seasonal pattern of land atmosphere CO2 exchange [10, 9, 38],
the timing of seasonal snowmelt, soil thaw, and the spring flood pulse [21, 5, 30], and
global weather patterns. In northern, boreal, and Arctic land areas, the vegetation
growing season, net primary productivity, and land-atmosphere CO2 exchange patterns [2, 29] have begun to shift as a result of global climate change and associated
decreases in cold temperature constraints to plant growth [25, 29, 6, 43]. These patterns are generally consistent with changes in seasonal FT dynamics observed from
satellite microwave remote sensing [20, 24, 35].
Surface air temperature measurements from regional weather stations can provide
similar measures of landscape FT status. Capabilities for global monitoring and the
ability to capture FT spatial patterns and daily temporal dynamics from these measurements are severely limited however, by sparse global weather station networks,
especially at higher elevations and latitudes [30, 42, 44]. These in-situ measurements
can be interpolated into data-sparse regions by considering the influence of topography and climate characteristics but these may not provide enough accuracy and
information at global scales [42, 26, 37].
Satellite microwave radars and radiometers are well suited for global FT monitoring. Radars are active sensors that illuminate a target and measure the resulting
scattered energy (backscatter) returned to the sensor; radiometers are passive sensors
observing the natural microwave emission (emissivity) of the landscape [23]. Satellite
microwave remote sensing has unique capabilities that allow near real-time monitoring day or night, including reduced sensitivity to signal degradation by atmospheric
cloud/aerosol contamination and solar illumination effects [40]. Satellite microwave
sensors also provide a potentially continuous data record exceeding 35 years. These
sensors have generally strong sensitivity to contrasting dielectric properties between
frozen and liquid water in the landscape.
Satellite microwave radars (active microwave remote sensing) have demonstrated
capabilities for monitoring and quantifying FT transitions at regional scales with
daily temporal precision in northern latitudes [1, 41]. Surface brightness tempera1

ture (Tb ) measurements from satellite microwave radiometers are also sensitive to
landscape FT dynamics over predominantly northern land areas [20, 24, 17]. Smith
et al. 2004 [35] applied the Special Sensor Microwave Imager (SSMI) Tb time series
to analyze FT dynamics over northern (≥ 45◦ N) land areas and found strong correspondence between the SSMI FT signal and surface air temperatures, and a general
negative trend in the annual frozen period for the region from 1988 to 2002. A similar
SSMI-based FT record showed a general advance in the timing of seasonal thawing
and growing season onset over northern boreal and tundra land areas [24]. The
SSMI-derived FT signal has been found to provide a surrogate measure of the cold
temperature constraints to plant photosynthesis, corresponding to temporal anomalies in vegetation growing seasons, annual net primary productivity, photosynthetic
leaf area, and atmospheric CO2 concentrations [20, 24].

1.1

FT-ESDR

The FT Earth system data record (FT-ESDR) was developed to provide a consistent and continuous long-term daily global FT data record to support climate,
ecological and hydrological applications [19, 18]. The current FT-ESDR domain encompasses global land areas where, on the 25 km global EASE Grid V1 format, grid
cells are affected by seasonal frozen temperatures for at least 5 days per year annually [19, 18]. The majority of this domain corresponds to the polar, subpolar, and
temperate regions of the globe. It also includes the high deserts and alpine glaciers
in the tropics. The FT-ESDR retrieval is derived from 37 GHz Tb vertical polarization observations from Scanning Multichannel Microwave Radiometer (SMMR),
SMMI and SSMI Sounder (SSMIS) sensor records. When assessed against the World
Meteorological Organization’s (WHO) automated weather station (AWS) network
over the 36 year period from 1979 to 2012, the FT-ESDR achieves 84.3% and 90.3%
agreement for AM and PM overpasses, respectively.
The algorithm to create the FT-ESDR from these records works at a per 25 km
grid cell level by performing a weighted linear regression between the Tb retrievals
at the target grid cell and global surface-air temperature (SAT) reanalysis records.
The regression uses a year of daily Tb and SAT data at the target grid cell and is
renewed annually. Daily FT status at the grid cell is determined by the Tb difference
relative to a Tb threshold. This threshold is the Tb value that maps to 0◦ C using the
regression. Tb retrievals that map to temperatures above the threshold are labeled
thawed and retrievals that map to temperatures equal to or below are labeled frozen.
The reanalysis used is the ERA-Interim record [4].
The FT-ESDR is validated using the WMO AWS network’s global summary of
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the day (GSOD) in-situ measurements [8]. These summary values consist of the
daily mean SAT, minimum SAT (SATmin ), and the maximum SAT (SATmax ). AWS
measurements are point measurements while the FT-ESDR sits on a 25 km grid.
To assess the agreement between the AWS points and the FT-ESDR grid cells, a
grid-cell-to-point method is used [18]. For this, SATmin is assumed to correspond to
AM conditions and SATmax is assumed to correspond to PM conditions. The AWS
stations are matched to the grid cells they reside in and the comparison is made to
the proper value. For cells where more than one station is present, the station closest
to the center of the grid cell is used.
The version of FT-ESDR used in this study (version 4) has a few key, unresolved
issues. The first is that its accuracy is seasonally dependent. It produces good results
in the middle of summer and winter but the accuracy falls off drastically during the
shoulder seasons due to rapid FT cycling and/or spatial heterogeneity that the coarse,
25 km grid obscures. The second is that it has degraded performance in regions with
permanent snow or ice, such as the poles, as assessed against AWS stations. Many
of the assessment stations that indicate degraded performance are in or near coastal
regions. This is due to the 37 GHz Tb band’s sensitivity to surface water, which can
increase the signal-to-noise ratio. Lastly, its performance suffers in mountainous and
higher elevation areas.

1.2

Machine Learning Approach

Fundamentally, the task of taking gridded satellite retrievals and producing FT classification maps is the same as taking an image and classifying regions of it. This is
called image segmentation and neural networks have demonstrated skill in performing it. Convolutional neural networks (CNN), in particular, excel at image related
tasks due to the inherent spatial correlations in images [34]. CNNs are networks that
are made up mostly or entirely of convolution filters. A convolution filter works by
sliding a typically small kernel matrix or tensor over the pixels of an input image. At
each pixel, the kernel is centered on the target pixel and a dot product is computed
between the kernel and the underlying image pixels and the result is the output at
that pixel. The output of a convolution filter is a feature map. Due to advances in
GPU acceleration, CNNs are very fast.
The FT-ESDR model only uses a single Tb band and polarization for generating
predictions and its linear regression model makes it difficulty to incorporate more.
The structure of CNNs does not have this issue. In fact they are particularly well
suited to exploring the use of multiple bands. This is because they were developed for
use on images. An image can be a single grid or a stack of grids called channels. This
3

is how color images are constructed. They are made up of red, green, and blue grids,
which are themselves, essentially, images. There is no limit, other than computer
memory, to the number of channels that an image can have and so CNNs can easily
ingest many channels or bands of data. This property gives us the ability to easily
explore additional Tb bands and combinations. It also gives us a straight forward
means of improving the current FT product by simply employing more datasets. In
this work, we produce CNN models for AM and PM classification that outperform
the FT-ESDR by taking advantage of more of the available data. Our results are
fully validated using the same scheme as the FT-ESDR.
Before deciding to use a CNN for our model, we did investigate more traditional
models such as a multidimensional linear regression models. A multidimensional
linear regression model would be very similar to the current FT-ESDR model but
with more variables used in the fitting. We decided against using this type of model
because we found that the relationship between the input features and the FT status
could be very non-linear, especially over ice bodies where we were interested. CNNs,
and neural networks in general, are better able to handle non-linear relationships.
We also looked at random forest models but decided against them because CNNs
are much better at incorporating spatial correlation between neighboring grid cells.

2
2.1

Methods
Data

We use five main datasets for training the model. These are the SSMI and SSMIS
Tb retrievals, the Global Multi-Resolution Terrain Elevation Data (GMTED2010),
Greenland Ice Sheet Mapping Project (GIMP) elevation data, the WMO GSOD SAT
record, and the European Centre for Medium-Range Weather Forecasts’ (ECMWF)
ERA5 reanalysis SAT record [15]. The Tb and elevation datasets are used as model
input channels while the surface-air temperature datasets are used for model output
validation. The WMO SAT records are also used as the ground truth for a FT record
validation suite. This suite was used to produce the agreement values provided later.
Some additional data masks are taken from the FT-ESDR product. The combination
of SSMI and SSMIS is referred to as SSMI from here on.
2.1.1

Brightness Temperature

The SSMI data consists of the ascending and descending pass 19.35, 22.2, and 37.0
GHz retrievals from 1987 to present. The 19.35 and 37.0 GHz channels have horizon4

Figure 1: Missing data caused by gaps in satellite coverage.
tal and vertical polarization components. The 22.2 GHz channel has only vertical.
The ascending pass roughly corresponds to PM samples while the descending pass
roughly corresponds to AM samples. Thus there are five AM channels and five PM
channels. This SSMI and SSMIS dataset has global coverage and sits on the 25 km
resolution EASE-Grid V1, grid. This global grid has 586 cells in the latitude dimension and 1383 cells in the longitude dimension. The scope of this work is over the
Northern Hemisphere, reducing working array size to 293 by 1386. Data was pulled
for the period of 1987 to the end of 2018.
It is worth noting that the Tb dataset is the result of post-processing performed on
raw satellite retrievals. The raw retrievals come from microwave sensors with variable
spatial resolutions and terrestrial footprints. They are also sampled continuously
rather than all at once. These retrievals are calibrated, composited, and remapped
to the standard 25 km grid in the post-processing.
Due to the orbital geometry of the SSMI satellites and the swath width of their
sensors, large gaps are present in the Tb retrievals. This can be seen in Figure 1. These
gaps are largest at the equator and taper off toward the poles. These are regular,
identical for all channels, and slowly precess about the globe such that complete
global coverage is obtained every 1–2 days. There are also occasional gaps due to
instrument and process failure, which can be quite large. The end result is that, on
any given day, a significant portion of the globe may be missing. Fortunately, most
pixels are not missing for more than a few days.
To overcome the missing data problem, we use weighted, temporal averaging to fill
the gaps. For Tb data at a specific time, at each missing pixel, we search forward and
backward through time to find the next and last valid values at that pixel location.
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The fill value at the target pixel is the weighted mean of the future and past values,
where the future value’s weight is the number of backward steps taken and vice versa
for the backward value’s weight. Thus, values closer in time have higher weight.
2.1.2

Elevation

The elevation data used is a combination of the GMTED2010 global dataset and the
GIMP dataset that covers Greenland. The elevation data was collected using Google
Earth Engine. For unknown reasons, the GMTED2010 data available on Earth
Engine is missing all of, but only, Greenland. GMTED2010 includes Greenland in
its global survey so the absence in Earth Engine’s version of the data is puzzling.
This necessitated the acquisition of a Greenland elevation dataset, so we also pulled
the GIMP dataset from Earth Engine. We have combined the two datasets to form
a complete global elevation dataset. The result is then reprojected onto the same
EASE Grid as the Tb data and cropped to the Northern Hemisphere. The elevation
data is assumed to be static for the entirety of the time spans of interest.
2.1.3

WMO GSOD

As with the FT-ESDR, we use WMO GSOD for validation. We also use it as label
data during model training. The record consists of daily mean, SATmin , and SATmax
SAT measurements from tens of thousands of AWS and spans most of the past
century. For the period from 1987 to present there are 21k stations and 123M daily
temperature records available for label data. As in the FT-ESDR paper, we assume
that the SATmin corresponds to the AM temperature and SATmax corresponds to the
PM temperature. These values are converted into FT boolean values by comparing
then against the freezing point of pure water. Values above are considered thawed
and values equal or below are considered frozen. This dataset consists of over 400k
files, which makes rapid information retrieval slow and difficult. We converted these
data files into a well indexed database to expedite queries.
2.1.4

ERA5 SAT

ERA5 is a global, 30 km, reanalysis product that spans from 1979 to present. It is
the successor to the ERA-Interim product used in creating the FT-ESDR V4. We
elected to use the SAT field to complement the WMO GSOD data and because it
was used for the FT-ESDR. The ERA5 SAT data that we use consists of hourly, 30
km grids covering the same time span as the Tb data. The data is broken into AM
and PM groups and then temporally averaged to produce an AM and a PM grid for
6

each day. These are then reprojected onto the 25 km EASE Grid and cropped to the
Northern Hemisphere. Finally, we convert the SAT values to FT boolean values by
comparing then against the freezing point of water.
2.1.5

SAT Combined

For training of the models, we use a combination of the WMO GSOD and ERA5
data for our training labels. The data is broken into AM and PM groups. For each
of these, on a given day, we find all AWS records and take their FT values. These
are then matched to a corresponding grid cell on the EASE Grid. AWS records that
fall in cells without land are discarded. In cells where more than one value is found,
the value from the station with the smallest euclidean distance to the center of the
grid cell is selected. This is the same selection process used in the FT-ESDR paper.
These selected values then replace the values in the corresponding grid cells of the
ERA5 FT data. The locations in time and space of the replaced cell is recorded.
2.1.6

FT-ESDR Data Masks

Two data masks are pulled from the original FT-ESDR products. The first is a water
mask. This is a mask over the EASE Grid that indicates if a grid cell is 100% open
water. It is used to filter out model predictions over water. Like in the FT-ESDR,
it is assumed to be constant over the entire relevant time span.
The second mask is a cold-constrained region mask. It indicates the global domain
where frozen temperatures play a role in ecological processes and water mobility and
also represents the FT-ESDR domain[19, 18]. We use this mask to select regions for
increased weighting during the training process. Our product has a larger domain
within the Northern Hemisphere so we also use this mask to subset our product for
comparison against the FT-ESDR.

2.2

Model Architecture

We use a modified U-Net[32] for the predictive model. The model uses four downscaling operations with four corresponding upscaling operations. The major changes
from the classic U-Net are the use of skip connections[14] and spatial dropout[39].
At each scale in the network on the downward and upward sides, a block of convolution operations is applied as in the original U-Net. The model uses a series of three
convolution layers per block with activations after each layer. The skip connections
are applied around these blocks and use a 1 × 1 convolution kernel to match the
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block input dimensions to the output. An activation is applied after the skip connection and finally a spatial dropout layer is applied. From there, the data are sent
to the next scale in the model and, in the case of the downscale side, across to the
upscaling part of the network. In this way, there is spatial dropout applied at the
boundary between scale levels and before passing data across to the opposite side
of the network. Downscaling is done using 2 × 2 max-pooling and upscaling is done
using transposed convolution. Another minor difference is that our model does not
crop the input when passing it through the blocks as was done in the original U-Net.
This means the output of the model has the same height and width as the original.
The output of the model is passed through a sigmoid activation to produce probabilities in each class channel. A probability map is produced by normalization along
the channel dimension and then taking the thawed class channel. This probability
map is one of the model outputs. To produce an FT classification map, argmax is
applied to the sigmoid output along the channel dimension. Convolutions in the top
blocks use 64 filters. This is multiplied by an additional factor of 2 as the depth
increases in the network. Leaky ReLU is used for all of activations with a negative
slope of 0.1. Dropout is 20% across the model and 2D batch normalization layers
are inserted between every convolution layer and its activation. The model takes 11
input channels and outputs two channels. The input channels consist of the current
and prior day’s Tb , which are five channels each with the three frequencies and their
polarizations, and an elevation channel. The final two output channels are for frozen
and thawed classes.
The gridded nature of the inputs and outputs means that our models make predictions over water. Our product’s domain, however, is over grid cells with land so we
don’t care what the models predict over water. To handle this, we use the FT-ESDR
water mask to set the classification of water regions to an OTHER class. Note that
because the mask is only for 100% water grid cells, our models make predictions for
cells with mixed land and water composition.

2.3

Model Training

The models are trained using the Tb and elevation data as inputs and the combined
SAT data is used to validate the output. AM and PM models are trained using
the AM and PM data, respectively. When training machine learning models, it is
customary to split the dataset into training and test sets. The training set is used
for updating the model through backpropagation and the test set is used to produce
validation statistics. For training our models, we use the 10 year span from 1998 to
2007 as the training set and 2008 as the test set. The combined SAT data is used as
8

the label data for the classification loss calculation.
The loss used to train the networks is a sum of three terms: the classification
loss, local-variation regularization, and L2 regularization. The classification loss is
computed with weighted binary cross-entropy. The cross-entropy loss weights are
iteratively constructed. First, a tensor with the same shape as the label data is
constructed where all land cells are set to a weight of unity, while all water cells are
set to zero. Next, the cells where an ERA5 value was replaced with an AWS value are
multiplied by an large value to give the AWS values more weight in the loss. Finally,
the cold-constrained mask is used to give cells in the cold constrained regions an
additional increase in weight. This weighting scheme was chosen because we want
to weight the in-situ AWS measurements more than the modeled reanalysis values.
The additional cold constrained weighting is applied to mitigate an imbalance caused
by the large regions of land near the equator that are almost never frozen. This
additional weighting factor encourages the model to focus on the harder to predict
cold constrained regions. Equation 1 shows the loss equation that we minimize and
Equation 2 shows the weights that are used in the binary cross entropy term.
N
1 X
BCE(xi , yi , wi ) + λlv Llv (f (x)) + λL2 L2 (θ)
L=
N i=1



0





1
wi = λAWS



λCC



λ λ
CC AWS

if
if
if
if
if

xi
xi
xi
xi
xi

is
is
is
is
is

a water cell
non-cold constrained ERA5 SAT
non-cold constrained AWS SAT
cold constrained ERA5 SAT
cold constrained and AWS SAT

(1)

(2)

Here, x is the model input, y is the label data, BCE computes the binary cross entropy
loss, Llv computes the local variation loss, f (x) is the model output, L2 computes
the L2 regularization loss from the model weights θ. λlv is the local variation weight,
λL2 is the L2 regularization weight, λAW S is the AWS weight factor and λCC is the
cold constrained weight factor. The local-variation regularization loss is a measure
of the local gradient in the class probabilities. By adding it to the total loss, we
penalize the formation of small islands in the classification output. This is done
because we are weighting the AWS grid cells much more than the surrounding ERA5
values, which creates the danger of overfitting. This regularization also helps to
reduce high frequency noise in the model’s output. It is computed by taking the
difference of every pixel with it’s neighbor to produce a grids of the horizontal and
vertical local gradient values. The loss is then the sum of the L1 norms of these grids.
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The L2 regularization is a loss that penalizes the L2 norm of the model’s internal
weights. It discourages large weights from forming in a model, which helps to prevent
overfitting. The calculation of this loss is folded into PyTorch’s implementation of
the optimization algorithm we use. We use 0.05 for the local variation weight, 0.01
for the L2 weight, 500 for the AWS weight factor and 1.2 for the cold constrained
weight factor. These were determined through hyper parameter optimization.
We train our models for 1,100 epochs using the Adam gradient descent algorithm [22] with a stepping learning rate schedule. We start the learning rate at 10−4
and cut it in half at the following milestones: 350, 600, 750, 850, 950, 1000, 1050.
After each epoch, we compute the Matthews correlation coefficient (MCC), which
measures the quality of the binary classification and is less sensitive to class imbalances than other scoring methods. As the training progresses, the model is saved
when a new maximum MCC value is encountered. The MCC is given by
(T P × T N ) − (F P × F N )
,
M CC = p
(T P + F P )(T P + F N )(T N + F P )(T N + F N )

(3)

where T P , T N , F P , and F N are the true positive, true negative, false positive, and
false negative counts, respectively. For our purposes, the positive class is thawed and
the negative class is frozen.

3
3.1

Results
FT Product

The resulting product has two parts. The first is the FT classification that is very
similar to the SSMI-based FT-ESDR. Our classification product is produced on the
same EASE Grid V1 as the FT-ESDR and has both AM and PM overpass records.
The main differences in the classification products are the expanded domain and the
increased accuracy relative to in-situ AWS measurements. FT-ESDR’s domain covers all EASE Grid cells with a fractional water coverage of less than 100% that are
cold constrained[19]. This represents roughly 61%[18] of global land area. Within
the Northern Hemisphere, the FT-ESDR covers roughly 66% of the land area. Our
product expands this to cover all land-containing grid cells in the Northern Hemisphere. For completeness, this represents about 68% of the global land mass. The
majority of this additional area is around the equator in Africa, South America, and
southern Asia. Figure 2 shows a comparison of the two domains within the Northern
Hemisphere.
10

Figure 2: Domain comparison between the FT-ESDR in blue and our new product in
orange. Our product is a superset of the FT-ESDR’s Northern Hemisphere domain,
so it contains both the blue and orange regions.

3.2

Probability Maps

The second part of our product is the probability maps that are created when producing the FT classifications. These probability maps are produced alongside every
classification map for both AM and PM products and on the same grid. They represent the probability that our models believe a given grid cell is thawed and provide
clear guidance on the interpretation of the data. Many analyses of the FT-ESDR
require covariance or error estimates and these probabilistic results are suggestive of
formal uncertainties in the product. A probabilistic interpretation of the surface FT
status has not, generally, been available before so this sets our product apart.

3.3

Classification Assessment

To test our product’s FT classification accuracy, we produced FT predictions for the
years 1988–1997 and 2009–2020. This skips the 11 years used during the training
process. Thus, 20 years in total were used for validation. We then validated those
predictions against the WMO AWS in-situ SATmin and SATmax data using the same
grid-cell-to-point method as Kim et al., 2017[18]. Over 9,500 AWS stations are used
for this. For better comparison against the FT-ESDR, we subset the results into
the reduced FT-ESDR domain. This reduced domain can be seen in Figure 2 as the
blue region. Our total accuracy values across this time period are shown in Table 1
along with the accuracies for the FT-ESDR compared against the same stations over
the same period and within the same region. The full Northern Hemisphere domain
accuracies are also shown. Accuracies in the full Northern Hemisphere domain are
generally 1–3% points above the reduced domain accuracies. This is due to the more
tropical climate of the additional areas being easier to predict.
The FT-ESDR product’s seasonal pattern causes it to have very high accuracy
in the summer season, middling accuracy in deep winter, and poor results in the
11

AM

PM

Full
89.9 93.6
Reduced 87.8 92.3
FT-ESDR 84.5 90.1
Table 1: Total mean accuracy (%) values for the validation periods 1988–1997 and
2009–2020 for our new product and the FT-ESDR. Validated against the WMO
AWS SATmin and SATmax measurements. See Figure 2 for the domains. Reduced
corresponds to the blue region and Full corresponds to the combined blue and orange region. FT-EDSR is validated only within the Northern Hemisphere for this
comparison.

transitional seasons. This can be seen in our new product as well. However our
results are higher across the board and our dips in the transitional seasons are not
as severe. This can be seen in Table 2. Table 3 shows the mean seasonal agreement
across the validation period for our product and the FT-ESDR. The less severe
seasonal drop can be seen in both.
Our product maintains a consistently high level of accuracy throughout the majority of the validation period. This can be seen in Figure 4a. There is a dip in the
late 1980s and early 1990s but it is relatively small compared to the overall agreement
levels.
The spatial distribution of classification agreement is also good. Figure 3 shows
the mean FT classification agreement over the reduced Northern Hemisphere domain
for the validation period. The AM product appears to have difficulty with arid and
desert regions in the western US and Asia. Arizona, in the US, and the Tibetan
Plateau region, in Asia, particularly underperform. Though not as bad, mountainous
regions in North America and Asia also prove challenging for the AM model. The
PM product also underperforms on the Tibetan Plateau, but to a worse degree. This
is in contrast to North America where it does well. In fact, the Tibetan Plateau is the
only area where the PM product underperforms. One item of note is that our models
handle coastal regions very well. These regions are something that the FT-ESDR
struggles with.
There are few possible explanations for why the model underperforms in these
arid regions. The emissivity, the proportionality factor between Tb and kinetic temperature, of a material is dependent on the material’s dielectric constant [28]. Liquid
and frozen water have very different constants [28] so the more water present in a
material, the more the dielectric constant changes during FT cycles. This in turn
12

New (Improvement)
Jan
Feb
Mar
Apr
May
Jun
Jul
Aug
Sep
Oct
Nov
Dec

FT-ESDR

AM

PM

AM

PM

83.5 (+3.1)
83.5 (+3.1)
81.4 (+3.1)
80.4 (+2.5)
89.7 (+3.0)
97.7 (+2.3)
99.4 (+1.8)
98.9 (+2.3)
93.1 (+3.0)
83.1 (+4.7)
80.9 (+6.1)
82.0 (+4.5)

86.1 (+4.8)
85.0 (+2.8)
83.8 (-0.2)
89.7 (-1.5)
97.2 (+1.0)
99.4 (+1.5)
99.9 (+1.7)
99.8 (+2.1)
98.4 (+1.9)
92.9 (+1.1)
88.6 (+4.9)
86.4 (+6.2)

80.4
80.4
78.3
77.9
86.7
95.4
97.6
96.6
90.2
78.4
74.8
77.6

81.3
82.2
84.0
91.2
96.2
97.9
98.2
97.7
96.5
91.8
83.7
80.1

Table 2: Mean monthly FT classification agreement (%), within the FT-ESDR’s
Northern Hemisphere domain, for AM and PM passes for the new product and FTESDR, over the validation periods 1988–1997 and 2009–2020. The percentage point
improvements are shown in parentheses. The top three monthly improvements for
AM and PM passes are highlighted in green while the worst monthly improvements
are highlighted in red. Validation is performed against WMO SATmin and SATmax
measurements.

New (Improvement)
Spring
Summer
Fall
Winter

FT-ESDR

AM

PM

AM

PM

83.9 (+2.9)
99.7 (+2.1)
93.3 (+4.6)
83.0 (+3.6)

90.2 (-0.2)
99.8 (+1.8)
94.0 (+2.6)
85.8 (+4.7)

81.0
96.6
81.1
79.4

90.4
97.9
90.7
81.2

Table 3: Mean seasonal agreement (%), within the FT-ESDR’s Northern Hemisphere
domain, against WMO SATmin and SATmax measurements for AM and PM passes
for our product and the FT-ESDR from 1988–1997 and 2009–2020. Percentage
point improvements are shown in parentheses. The top seasonal improvements are
highlighted in green and lowest seasonal improvements are highlighted in red.
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(a) AM

(b) PM

Figure 3: Spatial mean FT classification agreement (%) for our new AM and PM
product for the reduced domain. Validated against the WMO SATmin and SATmax
measurements over the period 1988–2018 minus the training period 1998–2008.
causes Tb signal to be more sensitive to FT cycles when more water is present in the
material. The arid regions have lower water content than most other areas and so
the FT signal-to-noise ratio is likely much lower. It may also be that dry areas with
large diurnal temperature swings confuse the models. Finally, our models are trained
using ERA5. There is the possibility that the ERA5 models may be underperforming
in these arid regions, as well.

3.4

FT-ESDR Comparison

As stated previously, our product has a significant improvement margin relative to
the SSMI-base FT-ESDR product using the WMO in-situ measurements for validation. This can be seen in Tables 1, 2, and 3 where our product maintains an
edge in total, and almost all monthly and seasonal breakdowns. Figure 4 shows a
comparison of the monthly agreements for both products within the reduced domain
for the validation period. Our product maintains a comfortable lead for the majority
of the time domain. From 1988 to roughly the end of 1991, our products struggle
in the shoulder seasons. This produces deep dips in accuracy that are slightly lower
than the seasonal dips in the FT-ESDR. However, our product still maintains higher
seasonal highs. Our product also does better spatially as can be seen in Figure 5.
We greatly improve on the polar and coastal region accuracies as well as in Europe
and the norther US. Interestingly, FT-ESDR appears to do better in some areas of
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Asia and the US.

4

Discussion

The objectives of this paper were to produce a product that outperforms the FTESDR and a corresponding probabilistic product. In particular we wanted to improve
the accuracy spatially in polar and high altitude areas and temporally, during the
shoulder seasons. We have been successful in that endeavor. Our product maintains
a consistent and significant margin of improvement over the entire time range that
we tested it on. This holds for both the AM and PM records. The percentage point
improvement for the mean accuracy over the 20 year validation period and within the
reduced domain was 3.3% and 2.2% for AM and PM, respectively. Tables 2, and 3
show the mean improvements for the monthly and seasonal agreements, respectively,
over the 20 year validation period. In addition to the accuracy gains, this product
offers complete FT probability maps over the same time and spatial domains. Our
product expands the spatial coverage to the entire Northern Hemisphere. This is a
52% increase in land coverage, within the Northern Hemisphere.

4.1

Probabilistic Product

The probabilistic product that we introduce offers another layer of utility to the FT
record. As stated before, the probability maps suggest the underlying uncertainties
in our classifications and provide guidance for interpreting the FT record. They also
provide a version of the FT product that has continuous variable structure relative
to the standard boolean structure of FT classification. This has the potential to
allow for better integration or assimilation with other data models where continuous
variables are desirable, thus expanding the range of applications for our product.
Figure 6 shows the continuous nature of the probability maps relative to the corresponding FT map on a spring day. In the figure, it can be seen that the AM
model misclassified a large number of locations as thawed when they should have
been classified as frozen according to the AWS readings. The model appears to do
very poorly on this day in the region shown but the probability map shows that there
is more to the story. The probability at the majority of the misclassified locations
is just over 50%. This means that the model has a high degree of uncertainty for
those locations. It also means that there may be a large amount of heterogeneity in
those grid cells that the 25 km resolution averages out. Given that the day shown
is in the early spring, this is likely the case. This demonstrates the usefulness of
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(a) New (reduced)

(b) FT-ESDR

Figure 4: A comparison of monthly agreement (%) between our new product and
FT-ESDR. Both are validated against WMO SATmin and SATmax over the same
FT-ESDR Northern Hemisphere domain from 1988–2018. The period from 1998–
2008 used for training is left out of the validation for the new product. The training
period is marked in gray.
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(a) New (reduced) AM

(b) New (reduced) PM

(c) FT-ESDR AM

(d) FT-ESDR PM

Figure 5: Spatial mean FT classification agreement (%) comparison of our new AM
and PM product for the reduced domain and the FT-ESDR. Validated against the
WMO SATmin and SATmax measurements over the period 1988–2018. The period
1998–2008 used for training is left out of validation.
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(a) FT

(b) Probability

Figure 6: A comparison between the AM FT prediction map for March 15, 2016 and
the corresponding probability map. The AWS states are shown as purple or yellow
dots for frozen or thawed, respectively.
the probabilistic records for uncertainty analysis as well as for interpreting what the
models are doing.
Our models threshold at 50% probability for each grid cell. Probability values below yield frozen grid cells in the FT product and values at or above 50% yield thawed
grid cells. As Figure 6 shows, the models aren’t able to deduce all of the information
necessary to make perfect predictions. The probability maps also have the potential
to improve the product through augmentation of the probability threshold. Users
could take the probability product and adjust the thresholds for different regions and
time periods to produce better results. This may prove useful for the mountainous
and arid regions where our models have difficulties.

4.2

Model and Additional Data

Our application the U-Net model architecture was relatively straight forward. U-Net
is one of the most popular and successful image segmentation networks, even after six
years, which is a long period of time in the rapidly changing machine learning field.
Our application of the U-Net architecture underwent many revisions. Early versions
of the model predicted a water class in addition to the FT classes. This three
class model had good performance but was very prone to shorelines that moved
slightly from prediction to prediction. We dropped it in favor of the water pixel
masking scheme used now. We also experimented with reducing the number of
convolution filters in the network’s convolution blocks but the resulting performance
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Figure 7: An example of overfitting. Dots represent AWS stations. Green dots are
correct predictions, red dots are incorrect predictions and black are inactive stations.
was inadequate. As we scaled up to larger domains and weighted the AWS grid cells
more heavily, overfitting became an issue. The model began to memorize station
locations as seen in Figure 7 where the network was memorizing stations near the
Baltic Sea and hampering its own efforts to make predictions. An effective way
to prevent overfitting is to add dropout to a network [36] and so we added spatial
dropout [39] to ours. This, combined with the local variation loss, was successful in
preventing overfitting. We also added skip connections to our network’s convolution
blocks to improve optimization [14].
Compared to the modifications to the U-Net, preparing the data was not as
straight forward. Beginning with the Tb data used successfully to create the FTESDR, we noted there are several Tb sources, however, each with a different period
of operation, different radio frequency products, and different sample frequency. We
decided to use SSMI and SSMIS because they offered the longest, consistent product
that has daily AM and PM overpass data. They are consistent in that they both offer
the same frequency products. Both combined provide data from 1987 to present. The
1987 SSMI data is patchy and incomplete, hence it was not used. We considered the
Advanced Microwave Scanning Radiometer (AMSR) products, but decided against
their use due to their much shorter temporal span. Soil Moisture Active Passive
(SMAP) was also investigated but, again, temporal coverage was the deciding factor.
Once we decided on SSMI(S) as our instrument, we had to decide on the frequencies
19

Bands (GHz)

Mean Agreement (%)

19.35
22.2
37
19.35, 22.2
19.35, 37
22.2, 37
19.35, 22.2, 37

87.6
86.6
87.9
87.8
88.6
88.3
88.3

Table 4: A comparison of the resulting model accuracy for different combinations of
Tb bands. All polarizations were used for each band. Results were validated against
the WMO SATmin and SATmax measurements. The best performing combination is
highlighted in green.

we wanted to use. The FT-ESDR only uses the 37 GHz vertical band. In general,
the more correlated data you can provide to a neural network, the better. Thus, the
37 GHz horizontal band was a shoe-in. The other bands were not as clear. Early
in the development process, while our domain was smaller, we trained the same
network on different combinations of the Tb bands. Table 4 shows the results of this.
These results agree with the work done when creating the original FT-ESDR [19].
That is, the 37 GHz band is most sensitive to the surface water and temperature
conditions. The combination of all three with all polarizations tied for second best
agreement. Based on these, we decided to use all three bands and their polarizations
going forward in order to give our network as much data as it might want. The 22
GHz band is sensitive to atmospheric water vapor [12, 7] so we hoped that this would
allow our network to factor cloud cover into its predictions. We decided against using
the 85.5 GHz bands because it is also sensitive to atmospheric water vapor [12, 7]
and we felt it would be redundant to use along with the 22 GHz band.
With Tb decided, we then looked at adding other datasets. Elevation plays an
important role in FT cycles so we decided to include an elevation channel in our
model input. We tried adding several other data channels to the model input. These
included daily snow cover, daily, location dependent, total, incident solar radiation,
Tb data from the prior day, and temporal and spatial location information. Of these,
only the prior day’s Tb made it into the final product. We found that adding the
prior day’s data helped smooth out variability between contiguous daily agreement
scores. We did try using all of the above data combined with the Tb and elevation
data. The result was a unwieldy amount of data that had to be pushed through
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our model for mean accuracy increases of only a few tenths of a percent. Thus we
decided to proceed with our 11-input channel model. That is, two channels each for
19.35 and 37 GHz, one channel for 22.2 GHz, five more for the prior day’s Tb , and a
final channel for the elevation map.
One benefit of our models, in addition to the increased accuracy, is their speed.
Each model, AM and PM, took roughly 2.5 days to train on four Nvidia V100 GPUs.
This on its own is slow but once trained, the models can make predictions on new data
very quickly. Producing 31 years of predictions for 1988–2020 took approximately 10
minutes. Data loading times are not included in this time as it took longer to load
data from disk than it did to make the predictions.
Moreover, the new classifier detailed in this paper improves upon the FT-ESDR
overall by 3.3% (AM) and 2.9% (PM). At the monthly scale, the improvement to
mean accuracy can increase to as much as 6.1% for the more difficult AM product.
It also provides a basis for rapid (∼0.5 seconds) classification of new brightness
temperature data, and provides a probabilistic interpretation of the classification.
This last point is key for FT-ESDR users that are interested in the uncertainty of
the classification as well as those interested in a product with a continuous variable
structure.

4.3

Conclusions

As well as our model performs, it still has a number of problems. First, it still suffers
from the same seasonal accuracy issues as the FT-ESDR. Our product has more
shallow dips but the underlying issue of deteriorating accuracy during the shoulder
seasons is still present. The model is having difficulty understanding rapid FT cycles
that happen during the transition from summer to winter, or winter to summer. Our
current training regime makes use of spatial weighting. A quick fix may be to add
seasonal weighting so that spring and fall days are given more weight during training.
This would add a new seasonally dependent factor to Equation 2. The new factor
could be parameterized based on the day of the year. Another avenue that could be
pursued in parallel is the use of borehole data. In addition to the global network
of AWS stations, there are also networks of borehole sensors spanning parts of the
globe. These networks do not have the same breadth of coverage but the coverage
is not insignificant. These sensors are buried in boreholes and can measure the
temperature of the ground at various depths. Most of these can measure the surface
or skin temperature, which is what we are really after. The skin temperature that
these boreholes measure is what actually determines the FT status of the surface.
These measurements also align with Tb signals which are emitted from the first few
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centimeters of the ground surface. The AWS networks measure surface atmospheric
conditions, typically at a height of two meters, and this can vary from the true
surface conditions. Their measurements are a good proxy for the surface conditions
but boreholes provide better data, when insulating snow cover is not present, for FT
classification purposes.
Another issue in our product is the poor performance in the regions visible in
Figure 3. Most of these are mountainous regions where the course grid resolution
is unable to capture the underlying surface complexity. The FT-ESDR has similar
issues and [18] makes a few notes on the phenomenon. This is similar to grid cells
containing water. Two grid cells with very different amounts of water may emit the
same Tb signal. Due to the course grid size, the model can’t distinguish the different
underlying conditions and may become confused.
The Tibetan Plateau poses a difficult problem. It is relatively unique and AWS
coverage there is sparse. This region is very dry, which increases originating depth
of microwave signals and greatly decreases Tb response. This in turn can increase
backscatter and lead to more noise in the Tb signal [13, 27]. Land cover data could
help to boost accuracy in these areas as well as the inclusion of some sort of index
describing the underlying surface conditions.
In conclusion, our new product offers improved accuracy, expanded Northern
Hemisphere domain, and an additional probabilistic record. This product will be of
value to future studies of climate, ecological, and hydrological studies.
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