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N/V -LIMIT FOR LANGEVIN DYNAMICS IN CONTINUUM
FLORIAN CONRAD, MARTIN GROTHAUS
Abstract. We construct an infinite particle/infinite volume Langevin dynamics on the
space of configurations in Rd having velocities as marks. The construction is done via a
limiting procedure using N-particle dynamics in cubes (−λ, λ]d with periodic boundary
conditions. A main step to this result is to derive an (improved) Ruelle bound for the
canonical correlation functions of N-particle systems in (−λ, λ]d with periodic boundary
conditions. After proving tightness of the laws of finite particle dynamics, the identifi-
cation of accumulation points as martingale solutions of the Langevin equation is based
on a general study of properties of measures on configuration space (and their weak
limit) fulfilling a uniform Ruelle bound. Additionally, we prove that the initial/invariant
distribution of the constructed dynamics is a tempered grand canonical Gibbs measure.
All proofs work for general repulsive interaction potentials φ of Ruelle type (e.g. the
Lennard-Jones potential) and all temperatures, densities and dimensions d ≥ 1.
1. Introduction
The infinite particle Langevin equation
dxit = v
i
t dt(1.1)
dvit =
√
2κ
β
dwit − κvit dt−
∑
i 6=j
∇φ(xit − xjt ) dt
where κ > 0, β > 0, describes the motion of particles at positions xit ∈ Rd having ve-
locities vit ∈ Rd, i ∈ N, t ∈ [0,∞). This motion is influenced by a surrounding medium
causing friction (corresponding to the second summand in the second line of (1.1)) and
stochastic perturbation, modelled by a sequence of independent Rd-valued Brownian mo-
tions (wit)t≥0. Moreover, the particles interact via a symmetric pair potential φ.
For investigating the equilibrium fluctuations of infinite systems of interacting particles
the first main step is the construction of equilibrium (martingale) solutions for the corre-
sponding model (cf. [OT03]). In [Fri79], strong solutions are constructed to (1.1) in the
case d = 2 for a wide class of symmetric pair potentials φ and initial configurations. In
particular, the construction given there allows a singularity of φ in the origin and assumes
φ to be C1(Rd \ {0}) with derivatives fulfilling some local Lipschitz continuity (we do not
give all the details on the conditions). Another construction for arbitrary d, but with
more restrictions on the potential can be found in [OT03]. The potentials treated there
are assumed to be positive, of finite range and C2, which, in particular, does not allow
any singularities. There are also constructions of deterministic dynamics for infinitely
many particles (κ = 0), see e.g. [MPP75], [SS85], [BPY99], some of which work in more
general situations. However, note that for the above mentioned purpose of considering a
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scaling limit the stochastic dynamics is preferable, since one expects it to exhibit a better
long-time behaviour. (See e.g. [Spo86] for the correspondence between ergodic properties
and the Boltzmann-Gibbs principle, which is crucial for the derivation of hydrodynamic
limits as in [Spo86], [OT03].)
Up to now there are no results on the construction of equilibrium Langevin dynamics cov-
ering physically realistic situations, such as e.g. the Lennard-Jones potential in dimension
d = 3. Moreover, generalizations to the case of non-continuous forces ∇φ have never been
considered and are impossible when using the method from [Fri79], [OT03].
Therefore, in this article we present a completely different approach to construct for a wide
class of potentials a martingale solution to (1.1) in the sense of [GKR07], having a grand
canonical Gibbs measure as initial distribution. The general method is the one used there
for the construction of stochastic gradient dynamics. As assumptions on the potential we
only need weak differentiability in Rd\{0}, boundedness of the weak derivatives away from
0 and some quite weak assumption on integrability of the weak derivatives. As mentioned
above, we consider this as the basis and first important step towards investigating the
hydrodynamic behaviour of infinite particle systems in most general physically realistic
situations.
Before describing the construction, we make the expression “martingale solution” more
precise. To do so, we have to introduce some notation. Let us consider the space
(1.2) Γv = {γ ⊂ Rd × Rd|prx(γ) ∈ Γ}
of locally finite simple velocity marked configurations in Rd, where Γ = {γˆ ∈ Rd|♯(γˆ ∩
Λ) <∞ for all Λ ⊂ Rd compact} and prx denotes the projection to the first d coordinates,
i.e. prx(γ) = {x ∈ Rd|(x, v) ∈ γ}, γ ⊂ Rd × Rd. ♯A denotes the cardinality of a set A.
By FC∞b (Ds,Γv) we denote the space of smooth cylinder functions on Γv of the form
F (·) = gF (〈f1, ·〉, · · · , 〈fK , ·〉), where K ∈ N, gF ∈ C∞b (RK) (which means gF is infinitely
often differentiable and all derivatives are bounded) and fi ∈ Ds := C∞sbs(Rd × Rd). Here
some notation is to be clarified: We define C∞sbs(R
d×Rd) to be the space of C∞b functions
with spatially bounded support, i.e. the subset of C∞b (R
d×Rd) of functions having support
in Λ × Rd for some compact Λ ⊂ Rd. Moreover, one defines 〈f, γ〉 :=∑(x,v)∈γ f(x, v) for
f having spatially bounded support (or also for more general f , e.g. f ≥ 0) and γ ∈ Γv.
Now observe that any N -particle solution (xit, v
i
t)t≥0,1≤i≤N of (1.1) solves the martingale
problem for the generator LN , defined by
LNf(x, v) :=
N∑
i=1
(
κ
β
∆vif(x, v)− κvi∇vif(x, v) + vi∇xif(x, v)
)
+
N∑
i,j=1
∇φ(xi − xj)(∇vif(x, v)−∇vjf(x, v)),
where f : RNd × RNd → R is sufficiently regular and (x, v) = (x1, · · · , xN , v1, · · · , vN ) ∈
RNd × RNd. Defining symN : RNd × RNd → Γv by symN (x, v) = {(x1, v1), · · · , (xN , vN )}
and ignoring the non-well-definedness on the diagonal, we may map the dynamics to Γv.
We then find that the law of the resulting Γv-valued process solves the martingale problem
for (L,FC∞b (Ds,Γv)), defined by
LF (γ) :=
K∑
l,l′=1
κ
β
∂l∂l′gF (〈{fi}Ki=1, γ〉)〈(∇vfl)(∇vfl′), γ〉(1.3)
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+
K∑
l=1
∂lgF (〈{fi}Ki=1, γ〉)
(〈
κ
β
∆vfl − κv∇vfl + v∇xfl, γ
〉
−
∑
{(x,v),(x′,v′)}⊂γ
∇φ(x− x′)(∇vfl(x, v)−∇vfl(x′, v′))
)
where F is as above, γ ∈ Γv and 〈{fi}Ki=1, ·〉 := (〈f1, ·, 〉, · · · , 〈fK , ·〉).
We therefore call any (possible infinite particle) Γv-valued process solving the martingale
problem for L on FC∞b (Ds,Γv) a martingale solution of (1.1) (on configuration space).
Due to the degeneracy in the position coordinates of the generator L as given above, there is
no hope to apply the theory of symmetric or sectorial Dirichlet forms to obtain an existence
result (as is done in the case of the stochastic gradient dynamics in [Osa96], [Yos96],
[AKR98]). In finite dimensions, i.e. in the case of finite particle Langevin dynamics, one
can easily verify that the corresponding generator is non-sectorial. One might think of
using the theory of generalized Dirichlet forms (cf. [Sta99]) instead in order to construct
the dynamics directly on configuration space (or the space of multiple configurations).
But to do so, one needs to find a domain of essential m-dissipativity of L in L2(Γv, µ)
for a suitable measure µ. Even in finite dimension this is in general at least a non-trivial
problem (but see [CG08b] for the case of finite particle dynamics corresponding to H1,∞-
potentials).
As starting point for the construction of the infinite particle dynamics we use finite volume
N -particle Langevin dynamics constructed in [CG08a]. We approximate Rd by cubes
Λλn = (−λn, λn]d, n ∈ N, where λn ↑ ∞ as n → ∞, and choose a sequence (Nn)n∈N of
natural numbers such that limn→∞
Nn
(2λn)d
= ρ <∞.
In order to prove tightness of the sequence of the dynamics of Nn particles in Λλn , n ∈ N,
we establish a (uniform improved) Ruelle bound for the correlation functions of their
invariant initial distributions, the finite volume canonical Gibbs measures with periodic
boundary condition. In [Rue70] one finds the (original) proof for such a bound, which
works at least (cf. the proof of [Rue70, Corollary 5.3]) for empty boundary condition, but
only in the grand canonical setting. In [GKR07] a Ruelle bound for canonical correlation
functions with empty boundary condition is shown by an adaption of Ruelles proof using
an estimate for the partition functions from [DM67]. In the situation of the dynamics in
[CG08a] the boundary of (−λn, λn] is assumed to be periodic, such that effectively one has
to consider the canonical correlation functions with periodic boundary condition. Though
these functions may be written down similar to the empty boundary case using summations
φˆλn (cf. (3.5) below) of the potential, these sums are not lower regular uniformly in n. But
this would be necessary to apply the proof from [GKR07] (essentially) directly. However,
this problem is solved by another modification of this proof (basically by adding a third
case to the case differentiation of Ruelles proof, cf. Remark 3.14 below), allowing us to use
(uniformly lower regular) cutoffs of the φˆλn .
Having shown tightness of the approximating laws and therefore the existence of weak
accumulation points, we next need to prove that these accumulation points solve (1.1) in
the sense of the martingale problem (as explained above). The main problem here is to
approximate LF as in (1.3) uniformly on the side of the approximations as well as on the
side of the limit by bounded continuous random variables. We prove that this is indeed
possible, when the approximating measures fulfill uniformly a Ruelle bound. Section 3.4
contains results on such approximations which we consider to be useful in general when
dealing with limits of stochastic dynamics on configuration space. Though using some of
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the arguments from the proofs contained in [GKR07] these results can be used to generalize
the construction of stochastic gradient dynamics given there to the case of potentials which
are only weakly differentiable in Rd \ {0} instead of C1(Rd \ {0}). For details, see Remark
4.18 below.
In [GKR07], under an additional assumption, also convergence of the corresponding L2
semigroups is shown with the help of Mosco convergence of the associated Dirichlet forms.
This yields convergence of the semigroups and hence the Markov property as well as
convergence of the sequence of approximating laws. In our situation, we do not have
symmetric Dirichlet forms corresponding to the approximating processes (which are not
reversible). However, one may apply results from [To¨l06] to obtain convergence of the
semigroups in this situation. In the present situation this approach depends again heavily
on finding a suitable domain of essential m-dissipativity for the limiting operator. In this
article we refrain from further pursuing this question.
Finally, by using a method from [Geo95], where equivalence of the microcanonical and the
grand canonical ensemble are shown in the periodic boundary situation, we transport this
result to the case of the canonical ensemble. This shows that the invariant measure of the
dynamics constructed in this paper is a grand canonical Gibbs measure. The considerations
in [Geo95] work for any temperature/activity and therefore this result is not limited to
the high temperature/low activity regime. The corresponding result in [GKR07, Section
6] is restricted to this regime. This may be considered to be an advantage of starting with
a periodic setting.
Let us briefly summarize the core results of this paper:
• Derivation of an (improved) Ruelle bound for finite volume canonical correlation
functions with periodic boundary condition. This bound holds for sufficiently
large volume and is uniform for bounded particle densities. (Theorem 3.15, Corol-
lary 3.17.)
• Tightness of the laws P (n) of Nn-particle Langevin dynamics in cubes (−λn, λn]d
with periodic boundary condition for a wide class of symmetric pair potentials
which are weakly differentiable in Rd \ {0}. Here we assume that λn ↑ ∞ and
Nn
(2λn)d
converges to some ρ ∈ [0,∞) as as n→∞. (Theorem 4.13.)
• Identification of accumulation points P of (P (n))n∈N as above as martingale solu-
tions of the Langevin equation on configuration space. (Theorem 4.17.)
• Identification of the limit of finite volume canonical Gibbs measures with periodic
boundary condition (i.e. the initial and invariant distribution of P as above) as
grand canonical Gibbs measure. (Theorem 5.1.) (We should mention that the
hard work was done by Georgii and by Georgii and Zessin in [GZ93], [Geo94],
[Geo95], where the corresponding result for limits of microcanonical Gibbs mea-
sures is shown.)
The above results apply to any dimension d ≥ 1. The Ruelle bound and the result on
equivalence of ensembles are true for any repulsive, tempered, bounded below potentials
(see conditions (RP), (T), (BB) in Section 3.1). The results on the dynamics require
the weak differentiability condition (WD) formulated in Section 4.1 and additionally, as a
restriction coming from the approximation with periodic dynamics, one needs to control
the forces at large distances with condition (IDF). However, this condition may be rather
seen as a theoretical restriction (cf. Remark 4.1(i), and also Remark 4.1(iii)).
We begin our considerations by defining a Polish metric on the configuration space Γv
similar to [KK06] and [GKR07].
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2. A Polish metric on Γv
A natural topology for the space Γv defined in (1.2) is the topology τ generated by
the continuous functions with spatially bounded support, i.e. by mappings 〈f, ·〉 with
f ∈ Csbs(Rd × Rd). In particular, using the (vague topology, i.e. the) topology generated
by C0(Rd ×Rd) functions instead, a sequence of configurations would be able to converge
to the empty configuration just by convergence of the marks to infinity.
In this section we define a Polish metric on Γv which generates τ . We use a construction
similar to the one for unmarked simple configurations given in [KK06] and [GKR07].
Below we consider Γv as a subset of the set Mv of Radon measures on Rd×Rd and Γ as a
subset of the setM of Radon measures on Rd (in the sense that a set of points in Rd×Rd
(resp. Rd) is identified with the sum of Dirac measures in these points). The notation 〈·, ·〉
is then extended to the dualization between continuous compactly supported functions
and Radon measures.
It is well known that the vague topology on Mv is generated by the metric dMv , defined
by
dMv(µ, ν) :=
∞∑
k=1
2−k
|〈fk, µ〉 − 〈fk, ν〉|
1 + |〈fk, µ〉 − 〈fk, ν〉| , µ, ν ∈M
v,
where fk, k ∈ N, are suitable elements of C20 (Rd×Rd) (cf. e.g. (the proof of) [Kal76, A7.7]).
Let (gk)k∈N be a sequence in C
2
0 (R
d) such that dM(µ, ν) :=
∑∞
k=1 2
−k |〈gk,µ〉−〈gk ,ν〉|
1+|〈gk,µ〉−〈gk,ν〉|
,
µ, ν ∈ M, generates the vague topology on M. For any two µ, ν ∈ Mv assigning finite
mass to any Λ× Rd, Λ ⊂ Rd compact, we may define
(2.1) d⋆(µ, ν) := dMv (µ, ν) + dM(prxµ,prxν)
where prxµ ∈ M denotes the image measure of µ ∈ Mv w.r.t. the projection to the first
d coordinates. We obtain the following lemma.
Lemma 2.1. The metric d⋆ : Γ
v × Γv → [0,∞) generates the topology τ . Moreover
prx : (Γ
v, d⋆)→ (Γ, dM) is continuous.
Proof. Continuity of prx follows from the definition.
The topology generated by d⋆ is coarser than τ , since 〈gk,prx(·)〉, 〈fk, ·〉, k ∈ N, are
continuous w.r.t. τ . Conversely, let (γn)n ⊂ Γv converge to γ ∈ Γv w.r.t. d⋆ and let
f ∈ Csbs(Rd × Rd). Choose Λ ⊂ Rd bounded and such that supp(f) ⊂ Λ × Rd and
prxγ(∂Λ) = 0. (∂A denotes the boundary of a set A ⊂ Rd or Rd × Rd.) By vague
convergence of γn towards γ and of prx(γn) towards prx(γ) one obtains
γ(Λ×∆) = lim
n
γn(Λ×∆) and γ(Λ× Rd) = lim
n
γn(Λ× Rd)
for bounded ∆ ⊂ Rd such that γ(∂(Λ ×∆)) = 0. By choosing ∆ large enough such that
γ(Λ ×∆c) = 0 one finds that γn(Λ ×∆c) = 0 for sufficiently large n. Therefore, we find
that for large n we have 〈f, γn〉 = 〈f ·1Λ×∆, γn〉 → 〈f, γ〉 as n→∞. Here and in the sequel
1A always denotes the indicator function of a set A. (The domain of 1A usually follows
from the context.) Since (Γv, d⋆) is as a metric space first countable, we have established
continuity of the identity mapping (Γv, d⋆)→ (Γv, τ), and the lemma is shown. 
Remark 2.2. Note that the above argument proving that convergence in d⋆ implies con-
tinuity of 〈f, ·〉 is in particular valid for unbounded continuous functions having spatially
bounded support.
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However, d⋆ is far from being a complete metric on Γ
v. Firstly, consider the sequence
(δ(x,vn))n∈N of Dirac measures, where vn → ∞. Such a sequence is a Cauchy sequence
w.r.t. d⋆, but it does not converge. Secondly, nothing prevents positions of particles
from converging to each other. We use the idea from [KK06] to solve these problems.
Let (Ik)k∈N be a sequence of C
1 functions on Rd such that 1{|·|≤k} ≤ Ik ≤ 1{|·|≤k+1}
and choose a function h : Rd → (0, 1] such that h ∈ C1(Rd) ∩ L1(Rd). Moreover, let
Φ : (0,∞)→ [0,∞) be a continuous decreasing function such that limt→0Φ(t) =∞. Then
the space Γ of simple unmarked configurations is a complete (separable) metric space when
equipped with the metric
(2.2) dΦ,h(γˆ, γˆ′) := dM(γˆ, γˆ
′) +
∞∑
k=1
2−krk
|SΦ,hIk(γˆ)− SΦ,hIk(γˆ′)|
1 + |SΦ,hIk(γˆ)− SΦ,hIk(γˆ′)| for γˆ, γˆ
′ ∈ Γ,
where for nonnegative f ∈ C1(Rd) and γˆ ∈ Γ we set
SΦ,f (γˆ) :=
∑
{x,y}⊂γˆ
eΦ(|x−y|)f(x)f(y)
and (rk)k≥0 is any bounded sequence of positive numbers (cf. [KK06, Theorem 3.5]). (The
topology and the completeness of the metric are, of course, invariant w.r.t. the weights
(rk)k∈N, as long as they are positive and bounded.) Moreover, in [KK06, Theorem 3.5], it
is shown that the metric dΦ,h generates the vague topology on Γ. This construction solves
the problem of avoiding convergence to multiple configurations.
It remains to keep mass away from v = ∞. Let a : [0,∞) → [0,∞) be an increasing
surjective C2 function and define χk(x, v) := a(v)(hIk)(x), x, v ∈ Rd. We define for
γ, γ′ ∈ Γv
dΦ,a,h(γ, γ′) := dMv(γ, γ
′) + dΦ,h(prx(γ),prx(γ
′)) +
∞∑
k=1
qk2
−k |〈χk, γ〉 − 〈χk, γ′〉|
1 + |〈χk, γ〉 − 〈χk, γ′〉|
with (qk)k∈N also being a bounded sequence of positive numbers. We obtain the following
result.
Lemma 2.3. dΦ,a,h generates the topology τ on Γv and (Γv, dΦ,a,h) is complete.
Proof. Convergence w.r.t. dΦ,a,h implies convergence w.r.t. d⋆, so we have to prove the
converse. Since convergence w.r.t. dM is equivalent to convergence w.r.t. d
Φ,h, for the
first assertion it remains to check that 〈χk, ·〉 is continuous w.r.t. d⋆ for each k ∈ N. This
follows from Remark 2.2.
To prove completeness, let (γn)n ⊂ Γv be a Cauchy sequence w.r.t. dΦ,a,h. Then we already
know by completeness of (Mv , dMv ) and (Γ, dΦ,h) that there exists γ ∈ Mv and γˆ ∈ Γ
such that γn → γ and prx(γn)→ γˆ vaguely as n→∞. We have to prove that γ ∈ Γv and
prx(γ) = γˆ, so γn → γ w.r.t. d⋆, hence w.r.t. dΦ,a,h.
Since the N0-valued measures in Mv form a closed subset w.r.t. vague convergence (cf.
[Kal76, A7.4]), we know that γ is N0-valued and thus it is a sum of Dirac measures
(cf. [Kal76, Lemma 2.1]). Here and below we set N0 := N∪{0}. Being a Cauchy sequence
implies being a bounded sequence, so for each k ∈ N we have that (〈χk, γn〉)n is a bounded
sequence. This implies that there exists a compact set ∆k ⊂ Rd such that for all n ∈ N it
holds γn([−k, k]d ×∆ck) = γ([−k, k]d ×∆ck) = 0 and we can also assume that γ([−k, k]d ×
∂∆k) = 0. Let Λ ⊂ Rd be any open relatively compact set such that γ(∂(Λ × Rd)) = 0.
Then there exists k ∈ N such that Λ ⊂ [−k, k]d and thus for large n
γ(Λ× Rd) = γ(Λ×∆k) = γn(Λ×∆k) = γn(Λ× Rd) = γˆ(Λ).
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Using a base of the topology of Rd consisting of sets Λ as above, one concludes that γ ∈ Γv
and prxγ = γˆ. 
Finally, we define some compact functions on Γv, i.e. functions having compact sublevel
sets. On Γ, such functions are e.g. given by SΦ,h, defined as in (2.2) for every γ ∈ Γ
for which the sum converges (cf. [KK06, p. 782]). (Note that h does not have compact
support.) We define (with a,Φ, h as above) for γ ∈ Γv
SΦ,a,h(γ) := SΦ,h(prx(γ)) +
∑
(x,v)∈γ
a(v)h(x).
Lemma 2.4. The sets MK := {γ ∈ Γv|SΦ,a,h(γ) ≤ K}, K ∈ R, are compact.
Proof. SΦ,a,h is the sum of two increasing limits of continuous functions: continuity of
SΦ,hIk is shown in [KK06, Lemma 3.4] and continuity of 〈χk, ·〉 follows from Remark 2.2.
So SΦ,a,h is lower semicontinuous, which implies that the MK are closed.
Let (γn)n ⊂ MK . Then by compactness of {SΦ,h ≤ K} in Γ the sequence (prxγn)n has a
convergent subsequence. We denote its limit by γˆ and we assume that (prxγn)n is already
this subsequence. Let Λ ⊂ Rd be compact. We know that by definition of MK and SΦ,a,h
it holds γn ∩ (Λ×∆) = γn ∩ (Λ×Rd) for some compact ∆ ⊂ Rd and for all n. Moreover,
assuming that γˆ(∂Λ) = 0, for large n it holds γn(Λ × Rd) = γˆ(Λ) < ∞. But these two
properties of the γn already imply relative compactness of (γn ∩ (Λ×Rd))n∈N w.r.t. vague
topology in Λ× Rd. Using a diagonal argument and a sequence (Λk)k∈N of compact sets
such that
⋃
k Λk = R
d and γˆ(∂Λk) = 0 for all k ∈ N, we find that (γn)n is relatively
compact in Mv w.r.t. vague topology. So as in the proof of Lemma 2.3 we can show that
any accumulation point γ fulfills γ ∈ Γv and prx(γ) = γˆ, which proves the lemma. 
In fact, since in many of the considerations below the velocities do not play an interesting
role, we can often restrict to the unmarked configurations. Therefore, the functions SΦ,a,h
are only included for completeness as well as Lemma 2.4 above.
3. Ruelle bound in the finite volume canonical case with periodic
boundary condition
In this Section we derive the Ruelle bound for correlation functions corresponding to
finite volume canonical Gibbs measures with periodic boundary condition. We first state
and discuss conditions on the potential which are similar to those in [GKR07, Section 3]
in Section 3.1 and investigate properties of the periodic sum of the potential in Section
3.2. In particular, we prove that the important superstability property holds uniformly
for these sums as well as temperedness and lower regularity in a sense sufficient for our
purposes. We then go on with the proof of the Ruelle bound in the periodic case in
Section 3.3. Finally, in Section 3.4 we show that a uniform Ruelle bound extends to weak
limits of measures, and prove some approximation results which we need for the proof
of Theorem 4.17 below. Though all considerations are stated for the configurational case
(not including velocities) they also extend to the case of “full” measures (with independent
Gaussian distributed velocities). For details on this fact, see also Section 3.4.
3.1. Conditions on the potential. Throughout Section 3 we assume that the (sym-
metric) pair potential φ : Rd → R∪{∞} is measurable and fulfills the assumptions (BB),
(RP ), (T ) which are given below. By | · | we denote the maximum norm in Rk, k ∈ N,
i.e. |(y1, · · · , yk)| := max1≤i≤k |yi|, (y1, · · · , yk) ∈ Rk.
(BB) (bounded below) There exists M <∞ such that φ(x) ≥ −M for all x ∈ Rd.
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(RP) (repulsion) There exist R1 > 0 and a decreasing continuous function Φ : (0,∞)→
[0,∞) with limt→0 Φ(t)td =∞ such that
φ(x) ≥ Φ(|x|) for |x| ≤ R1.
Furthermore, φ is bounded from above on {x ∈ Rd|r ≤ |x| <∞} for all r > 0.
(T) (temperedness) There exist G,R2 <∞ and ε > 0 such that
|φ(x)| ≤ G|x|−d−ε for |x| ≥ R2
Note that the second condition in (RP) implies that we may (and therefore we will) set
R1 = R2 =: R. Moreover, R may be chosen arbitrarily small (changing, of course, the
other constants).
For later use in Section 4 we need more regularity of the function Φ, so we prove the
following lemma.
Lemma 3.1. Let Φ : (0,∞)→ [0,∞) be continuous, decreasing and such that Φ(t)td →∞
as t → 0. Then there exists Φˆ : (0,∞) → [0,∞) such that Φˆ ≤ Φ, Φˆ(t)td → ∞ as t → 0
and such that moreover Φˆ is continuously differentiable and e−aΦˆΦˆ′ is bounded for any
a > 0.
Proof. Choose s1 ∈ (0, 1] such that Φ(s) ≥ s−d for all s ∈ (0, s1]. When sk is chosen for
some k ∈ N, we choose sk+1 < sk ∧ 1k+1 such that Φ(s) ≥ (k + 1)s−d for all s ∈ (0, sk+1].
We define a function Φˆ1 in the following way:
Φˆ1(s) := 0 for s ∈ [s1,∞)
and
Φˆ1(s) := Φˆ1(sk) + k(s
−d − s−dk ) for s ∈ [sk+1, sk].
Φˆ1 is decreasing and continuous. By induction one shows that Φˆ1(sk) ≤ ks−dk for all k ∈ N
and therefore Φˆ1(s) ≤ ks−d for all s ∈ [sk+1, sk], k ∈ N. Therefore Φˆ1 ≤ Φ. Another
induction shows that for any k ∈ N we have Φˆ1(s) ≥ ks−d − ks−dk for all s ≤ sk and
one concludes that Φˆ1(s)s
d → ∞ as s → 0. Computing the derivative of Φˆ1 in the sets
(sk+1, sk), we find that
0 > Φˆ′1(s) = −dks−d−1 ≥ −ds−d−2 whenever s ∈ (sk+1, sk),
since k ≤ 1sk for all k ∈ N. So the absolute value of Φˆ′1 grows polynomially with s−1.
Therefore Φˆ1 fulfills all assertions with the exception that it is not differentiable at the
points sk, k ∈ N.
Similarly to Φˆ1 we define the function Φˆ2 ≤ Φˆ1 using the sequence (s′k)k∈N, defined by
s′k := sk+1 instead of (sk)k. Then Φˆ2 has the same properties as Φˆ1 and the derivatives are
such that there exists a continuous function θ : (0,∞) → (−∞, 0] such that sd+1Φˆ′1(s) ≤
θ(s) ≤ sd+1Φˆ′2(s) on (0,∞) \ {sk|k ∈ N}. Integrating we obtain a function Φˆ, defined by
Φˆ(s) :=
∫ s
s1
θ(t)t−d−1 dt, s ∈ (0,∞), fulfilling the assertions. 
Let Λ ⊂ Rd. By ΓΛ we denote the set of locally finite simple configurations in Λ (i.e. lo-
cally finite subsets). In the sequel we will often denote finite or periodic configurations by
Z (or similar notations) instead of γ, such that the notation looks a bit more similar to
the one in [GKR07, Section 3], [Rue70]. For a finite configuration Z ∈ ΓRd = Γ we define
the configurational energy
(3.1) Uφ(Z) :=
∑
{x,y}⊂Z
φ(x− y)
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and for Z ′, Z ′′ ∈ ΓRd being disjoint finite configurations we define the interaction energy
Wφ(Z
′, Z ′′) := Uφ(Z
′ ∪ Z ′′)− Uφ(Z ′)− Uφ(Z ′′) =
∑
x∈Z′,y∈Z′′
φ(x− y).
It is well known (cf. [Rue70, Proposition 1.4]) that the assumptions (RP), (T) and (BB)
imply
(SS) (superstability) There exist A > 0, B ≥ 0 such that, if Z is a finite configuration
in Rd, then
Uφ(Z) ≥ A
∑
r∈Zd
♯(Z ∩Q1(r))2 −B♯Z.
(LR) (lower regularity) There exists a decreasing mapping Ψ : N0 → [0,∞) such that∑
r∈Zd Ψ(|r|) <∞ and for disjoint finite configurations Z,Z ′ it holds
(3.2) Wφ(Z,Z
′) ≥ −
∑
r,r′∈Zd
Ψ(|r − r′|)♯(Z ∩Q1(r))♯(Z ′ ∩Q1(r)),
where Q1(r) :=
{
(x1, · · · , xd) ∈ Rd
∣∣∣ri − 12 ≤ xi < ri + 12} for r = (r1, · · · , rd) ∈ Zd.
In the case of pair interactions corresponding to a symmetric potential which is bounded
from below (i.e. the case we consider here), (LR) as given above is equivalent to (LR) as
given in [Rue70] and also to (LR) with (3.2) replaced by Wφ({x}, {y}) ≥ −Ψ(|r − r′|) for
all x ∈ Q1(r), y ∈ Q1(r′), r, r′ ∈ Zd, x 6= y.
3.2. Potentials fulfilling (RP), (T), (BB) in periodic domains. For λ > 0 we define
Λλ := (−λ, λ]d. If Z ∈ ΓΛλ , we define Z˜ ∈ ΓRd to be the configuration resulting from
2λ-periodic continuation of Z to Rd. A configuration Z ∈ ΓΛλ is said to have distances
< λ, if it holds {((x1, · · · , xd), (y1, · · · , yd)) ∈ Z × Z|xi − yi = λ for some 1 ≤ i ≤ d} = ∅.
Note that when we consider Λλ to have a periodic boundary, λ is the maximal possible
distance between two particles in Λλ. Usually (in the sense of canonical Gibbs measures
in continuous systems) a configuration has distances < λ.
In the case of periodic boundary condition we have to deal with the configurational energy
of a finite configuration Z ∈ ΓΛλ with periodic boundary condition, which we define by
(3.3) U˜φ,λ(Z) :=
∑
{x,y}⊂Z
∑
r∈Zd
φ(x− y + 2λr).
Remark 3.2. Note that in this definition the interaction between one particle and its
copies is ignored. This does not have consequences for the results derived below. In fact,
the corresponding canonical Gibbs measures and their correlation functions are exactly
the same as if these interactions were included.
Temperedness of the potential φ ensures that the above definition makes sense as well
as the following. We define for λ > 0, y ∈ Rd
φλ(y) := 1(−λ,λ)d(y)
∑
r∈Zd
φ(y + 2λr).
We use φλ in order to express U˜φ,λ in terms of a finite configuration (cf. Lemma 3.3 below).
Possibly one would at first sight prefer to use the indicator function 1(−2λ,2λ) instead of
1(−λ,λ) to simplify this, but see Remark 3.5 below.
Lemma 3.3. There is a set S ⊂ Λ2λ \Λλ, such that for Z ∈ ΓΛλ having distances < λ it
holds
U˜φ,λ(Z) =Wφλ(Z, Z˜ ∩ S) + Uφλ(Z)
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Remark 3.4. In order to avoid lenghty descriptions of shape of the set S, the assertion
of Lemma 3.3 looks more mysterious than necessary (see the proof below).
Proof. First note that by assumption for any x, y ∈ Z˜ the statement x − y ∈ Λλ is
equivalent to |x− y| < λ, which is symmetric in x, y. It holds
U˜φ,λ(Z) =
∑
{x,y}⊂Z
∑
r∈Zd
ϕ(x− y + 2λr)(3.4)
= Uφλ(Z) +
∑
{x,y}⊂Z
x−y/∈Λλ
∑
r∈Zd
φ(x− y + 2λr)
We consider the set M := {{−r, r}|r ∈ Zd, |r| = 1} and choose an arbitrary mapping
χ : M → {r ∈ Zd||r| = 1} such that χ({−r, r}) ∈ {−r, r} for any r ∈ Zd, |r| = 1,
i.e. χ selects only one representant of each antipodal pair {−r, r} from M. We define
S :=
⋃
r∈χ(M)(Λλ + 2λr) ∩ Λ2λ.
Define X1 := {{x, y} ⊂ Z||x − y| > λ} and X2 := {(x, y)|x ∈ Z, y ∈ Z˜ ∩ S, |x − y| < λ}.
We define θ : X1 → X2 in the following way. For {x, y} ∈ X1 there exists (uniquely) an
r{x,y} ∈ χ(M) such that y − x ∈ Λλ − 2λr{x,y} (w.l.o.g., possibly after interchanging x
and y). Then we set θ({x, y}) := (x, y + 2λr{x,y}), which is in X2. Then θ is a bijection
fulfilling
∑
r∈Zd φ(x− y+2λr) = φλ(x′− y′) for any θ({x, y}) = (x′, y′), {x, y} ∈ X1. This
and (3.4) imply the assertion. 
Remark 3.5. U˜φ,λ(Z), Z ∈ ΓΛλ can be easier expressed in terms of φˆλ, which we define
by
(3.5) φˆλ(y) := 1(−2λ,2λ)d(y)
∑
r∈Zd
φ(y + 2λr)
but below we prove properties of φλ which cannot be obtained for φˆλ. In particular, the
latter potentials are not uniformly lower regular (or tempered).
Let us now focus on properties of φλ, λ > 0, and the total energy U˜φ,λ with periodic
boundary condition. We first observe that φλ fulfill uniformly in λ ≥ λ0 > 0 the conditions
we imposed on φ.
Lemma 3.6. Let λ0 > 0. There exist R˜, M˜ , G˜ in R+ and a decreasing continuous
function Φ˜ : (0,∞)→ [0,∞) fulfilling lims→0 Φ˜(s)sd =∞ (which, as is possible by Lemma
3.1, shall be continuously differentiable and such that e−a
eΦΦ˜′ is bounded for any a > 0),
such that
(i) For all λ ≥ λ0 it holds φλ ≥ −M˜ .
(ii) For all λ ≥ λ0 it holds
|φλ(x)| ≤ G˜|x|−d−ε whenever |x| ≥ R˜.
(iii) For all λ ≥ λ0 it holds
φλ(x) ≥ Φ˜(|x|) whenever |x| ≤ R˜.
(iv) For all c > 0 it holds
sup
λ≥λ0
sup
|x|≥c
|φλ(x)| <∞
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Proof. We may w.l.o.g. assume that in (RP), (T) it holdsR1 = R2 =: R < λ0. Temporarily
we choose R˜ := R.
For y ∈ (−λ, λ)d and r ∈ Zd \ {0} it holds |y + 2λr| ≥ 2λ− |y| ≥ λ ≥ R, so
φλ(y) =
∑
r∈Zd
φ(y + 2λr) ≥ −M −G
∑
r∈Zd\{0}
|y + 2λr|−d−ε
≥ −M −G
∑
r∈Zd\{0}
(|2λr| − |y|)−d−ε ≥ −M −G
∑
r∈Zd\{0}
|λr|−d−ε
≥ −M −Gλ−d−ε0
∑
r∈Zd\{0}
|r|−d−ε
and the r.h.s. is a constant larger than −∞, which proves (i).
The same argument shows that for y ∈ (−λ, λ)d, λ ≥ λ0, it holds
(3.6) |φλ(y)− φ(y)| ≤ Gλ−d−ε
∑
r∈Zd\{0}
|r|−d−ε ≤ Gλ−d−ε0
∑
r∈Zd\{0}
|r|−d−ε.
This proves (iv).
To show (ii), we define G˜1 := G
(
1 +
∑
r∈Zd\{0} |r|−d−ε
)
. Let λ ∈ (λ0,∞) and x ∈ Rd,
|x| ≥ R˜. If |x| ≥ λ, then φλ(x) = 0 and there is nothing to prove. Therefore, let |x| ≤ λ.
It holds |x+ 2λr| ≥ |λr| ≥ λ > |x| ≥ R for all r ∈ Zd \ {0}. Hence
|φλ(x)| ≤
∑
r∈Zd
|φ(x+ 2λr)| ≤ G|x|−d−ε +G
∑
r∈Zd\{0}
|λr|−d−ε ≤ G˜1|x|−d−ε
proving (ii).
Finally, (3.6) implies (iii) with Φ˜ := Φ−Gλ−d−ε0
∑
r∈Zd\{0} |r|−d−ε. Since this function Φ˜
might become negative away from 0, we may have to choose R˜ a bit smaller. By (iv) we
see that then (ii) still holds with G˜1 replaced by some possibly larger constant G˜. 
In Lemma 3.9 below the above result is used to prove that the φλ are superstable and
lower regular uniformly in λ ≥ λ0 and that moreover also the energy functions U˜φ,λ of
configurations in Λλ with periodic boundary are uniformly superstable. For obtaining the
latter result we first need two simple technical lemmas.
For δ > 0 and r ∈ Zd we set Qδ(r) := {(x1, · · · , xd) ∈ Rd|δ(rl − 12) ≤ xl < δ(rl +
1
2) for all 1 ≤ l ≤ d} and we define Qδ := {Qδ(r)|r ∈ Zd}.
Lemma 3.7. Let δ1, δ2 > 0 such that δ2 ≥ δ1 ≥ δ2/2. Then for all finite configurations
Z ∈ ΓRd it holds
6−d
∑
Q∈Qδ1
♯(Z ∩Q)2 ≤
∑
Q′∈Qδ2
♯(Z ∩Q′)2 ≤ 6d
∑
Q∈Qδ1
♯(Z ∩Q)2
Proof. This follows from the facts that for any Q ∈ Qδ1 it holds ♯{Q′ ∈ Qδ2 |Q∩Q′ 6= ∅} ≤
2d and for any Q′ ∈ Qδ2 it holds ♯{Q ∈ Qδ1 |Q ∩Q′ 6= ∅} ≤ 3d. 
Lemma 3.8. Let λ0 > 0. There exists a constant cλ0 such that for all λ ≥ λ0, Z ∈ ΓΛλ,
k ∈ N it holds
(2k + 1)dc−1λ0
∑
r∈Zd
♯(Z ∩Q1(r))2 ≤
∑
r∈Zd
♯(Zk ∩Q1(r))2 ≤ (2k + 1)dcλ0
∑
r∈Zd
♯(Z ∩Q1(r))2
where Zk :=
⋃
r∈Zd,|r|≤k(Z + 2λr).
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Proof. We have (2k+1)d
∑
r∈Zd(Z ∩Q2λ(r))2 =
∑
r∈Zd(Zk ∩Q2λ(r))2 and the same holds
when 2λ is replaced by some δ ∈ [min{2λ0, 1/3}, 1] such that 2λ is an odd multiple of δ.
So by repeated application of Lemma 3.7 we obtain the assertion. 
Lemma 3.9. Let λ0 > 0. It holds
(i) There exists a decreasing mapping Ψ˜ : N0 → [0,∞) fulfilling
∑
r∈Zd Ψ˜(|r|) < ∞
such that if Z,Z ′ are disjoint finite configurations and λ ≥ λ0 it holds
Wφλ(Z,Z
′) ≥ −
∑
r,r′∈Zd
Ψ˜(|r − r′|)♯(Z ∩Q1(r))♯(Z ′ ∩Q1(r′)).
(ii) There are constants A˜ > 0, B˜ ≥ 0 such that for all λ ≥ λ0 and all finite configu-
rations Z, it holds
Uφλ(Z) ≥ A˜
∑
r∈Zd
♯(Z ∩Q1(r))2 − B˜♯Z
Moreover, after possibly enlarging A˜, for all λ ≥ λ0 and Z ∈ ΓΛλ having distances
< λ it holds
U˜φ,λ(Z) ≥ A˜
∑
r∈Zd
♯(Z ∩Q1(r))2 − B˜♯Z
Proof. We define a potential φ : Rd → R ∪ {∞} by
φ(x) :=
{
Φ˜(|x|) if |x| ≤ R˜,
−G˜|x|−d−ε if R˜ ≤ |x|.
with R˜, G˜, Φ˜ as in Lemma 3.6. This potential fulfills (RP), (BB) and (T) and is therefore
superstable and lower regular by [Rue70, Proposition 1.4]. Since φλ ≥ φ for all λ ≥ λ0
this already implies (i) and the first assertion in (ii).
For r ∈ Zd we set Λλ,r := Λλ + 2λr. Let k ∈ N be a natural number and define Zk :=⋃
r∈Zd,|r|≤k(Z + 2λr). It holds
Uφλ(Zk) =
∑
r∈Zd,|r|≤k
Uφλ(Z˜ ∩ Λλ,r) + ∑
r′∈χ(M)
Wφλ(Z˜ ∩ Λλ,r, Z˜ ∩ Λλ,r+r′)η(r, r′, k)

where χ is defined as in the proof of Lemma 3.3 and η(r, r′, k) = 1 for |r + r′| ≤ k and 0
else. It holds η(r, r′, k) = 1 for |r| ≤ k − 1, thus by Lemma 3.3
Uφλ(Zk) =
∑
r∈Zd,|r|<k
U˜φ,λ(Z)
+
∑
r∈Zd,|r|=k
Uφλ(Z˜ ∩ Λλ,r) + ∑
r′∈χ(M)
Wφλ(Z˜ ∩ Λλ,r, Z˜ ∩ Λλ,r+r′)η(r, r′, k)
 .
But forWφλ(Z˜∩Λλ,r, Z˜∩Λλ,r+r′)η(r, r′, k), r′ ∈ χ(M) there are only finitely many possible
finite values, independently of k, hence there exists C <∞ such that
|Uφ,λ(Zk)− (2k − 1)dU˜φ,λ(Z)| ≤ Ckd−1
proving that
U˜φ,λ(Z) = lim
k→∞
1
(2k − 1)dUφλ(Zk)
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By the first assertion in (ii) and by Lemma 3.8 we conclude that
U˜φ,λ(Z) ≥ cλ0A˜
∑
r∈Zd
♯(Z ∩Q1(r))2 − B˜♯Z

3.3. Ruelle bound for canonical correlation functions with periodic boundary
condition. Before going into the proof of the Ruelle bound we note a property of the
canonical partition functions with periodic boundary stated in Lemma 3.10 below. Its
proof is a slight adaptation of the proof of [DM67, Lemma 3’] to the periodic boundary
case (with external potential equal to 0). Note that the result of the following lemma in
particular holds for the type of potentials we consider in this section. Its assumptions are
obviously weaker than (RP), (T), (BB).
Lemma 3.10. Let φ : Rd → R∪ {∞} be measurable, symmetric, bounded from below and
such that for any a > 0 it holds Ca :=
∫
{|x|≥a} |φ(x)| dx < ∞. We define U˜φ,λ := Uφˆλ,
where φˆλ :=
∑
r∈Zd φ(·+ 2λr) is defined as limit in L1loc((−2λ, 2λ) \ {0}; dx).
Consider for λ > 0, N ∈ N0, β > 0
ZN,βλ :=
∫
ΛNλ
e−β
eUφ,λ({x1,··· ,xN}) dx1 · · · dxN ,
which are (N ! times) the canonical partition functions with periodic boundary condition.
Set Z0,βλ := 1. Let S ⊂ [0,∞) × (0,∞) be any compact subset. There exists a constant
kφ,S ≥ 1 such that for any N ∈ N0, λ > 0, β > 0 fulfilling
(
N
(2λ)d
, β
)
∈ S it holds
ZN,βλ ≤
kφ,S
(2λ)d
ZN+1,βλ .
Proof. Set ρmax := sup{ρ|∃β such that (ρ, β) ∈ S} and choose a > 0 small enough such
that the volume Va = (2a)
d of a | · |-ball with radius a fulfills Vaρmax ≤ 12 . Then NVa ≤
1
2(2λ)
d. Fix Z = (x1, · · · , xN ) ∈ ΛNλ and consider the set Λaλ := Λλ \ {Ba(x1) ∪ · · · ∪
Ba(xN )}, where Ba(x) :=
⋃
r∈Zd,|r|≤1{y ∈ Rd | |y − (x+ 2λr)| ≤ a}, x ∈ Λλ. It holds∫
Λaλ
∣∣∣∣∣
N∑
i=1
φˆλ(ξ − xi)
∣∣∣∣∣ dξ ≤
N∑
i=1
∫
Λλ\Ua(0)
|φˆλ(ξ)| dξ
≤ N
∫
Rd\Ua(0)
|φ(x)| dx = NCa ≤ ρmax(2λ)dCa
Consequently,
{
ξ ∈ Λλ
∣∣∣∑Ni=1 φˆλ(ξ − xi) ≤ 4ρmaxCa} has volume of at least vol(Λaλ) −
(2λ)d
4 ≥ (2λ)
d
4 . (Here and in the sequel vol(·) shall denote Lebesgue measure.) Hence
ZN+1,βλ =
∫
ΛNλ
e−β
eUφ,λ({x1,··· ,xN})
∫
Λλ
e−β
PN
i=1 φˆλ(xi−ξ) dξ dx1 · · · dxN
≥ (2λ)
d
4
e−4βρmaxCaZN,βλ
so the assertion holds with kφ,S = 4e
4βρmaxCa . 
Now, fix λ0 > 0, β > 0 and ρmax > 0. ρmax will be used below as a bound for the particle
density. We choose sequences (φj)j∈N, (Vj)j∈N and (lj)j∈N and numbers P ∈ N, α > 0 as
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in [Rue70, Section 2] corresponding to Ψ˜, A˜, B˜ as in Lemma 3.9. For k := k[0,ρmax]×{β} as
in Lemma 3.10 we define γ(ρmax, β) :=
1eA(B˜ + β−1 ln(k)).
We define Q(j) := [−lj−0.5, lj+0.5]d, j ∈ N, then Vj is the volume of Q(j) w.r.t. Lebesgue
measure.
The following is somehow obvious, but important.
Lemma 3.11. For any g > 0 there exists λ1(g) > 0 such that for all λ ≥ λ1(g) it holds
(3.7) (2λ)d g < ψjVj
for some j ∈ N such that Q(j + 1) ⊂ Λλ/2. Here cλ0 is as in Lemma 3.8.
Proof. For any λ > 0 large enough we can fix jλ such that Q(jλ + 1) ( Λλ/2 ⊂ Q(jλ + 2).
Then by the definition of Vj , lj (cf. [Rue70])
Vjλ(1 + 3α)
2d ≥ Vjλ+2 ≥ λd
Thus (3.7) holds as soon as ψjλ > 2
d(1+3α)2dg. Hence our assertion follows from the fact
that jλ →∞ and consequently ψjλ →∞ as λ→∞. 
We define λ∗ := max
{
λ0, λ1
(
γ(ρmax, β) cλ0ρmax3
d
)}
, where cλ0 is as in Lemma 3.8 and
λ1(·) is as in the above Lemma. As in [Rue70] we write [j] := {r ∈ Zd||r| ≤ lj}.
Lemma 3.12. Let λ ≥ λ∗, and let Z ∈ ΓΛλ be such that Z has distances < λ and fulfills
♯Z ≤ ρmax(2λ)d. Let Z := Z˜ ∩ (S ∪ Λλ), where S is as in Lemma 3.3. Then one of the
following statements is valid:
(I) For all j ≥ P it holds ∑
r∈[j]
♯(Z ∩Q1(r))2 ≤ ψjVj .
(II) It holds
βU˜φ,λ(Z) ≥ ln(k)♯Z.
(III) There exists a largest q ≥ P fulfilling∑
r∈[q]
♯(Z ∩Q1(r))2 ≥ ψqVq
and it additionally holds Q(q + 1) ⊂ Λλ/2.
Proof. Let us at first consider the situation where
∑
r∈Zd ♯(Z ∩ Q1(r))2 ≥ γ(ρmax, β)♯Z.
Using Lemma 3.9(ii) we find that
βU˜φ,λ(Z) ≥ β
(
A˜γ(ρmax, β)♯Z − B˜♯Z
)
= ln(k)♯Z,
i.e. (II) holds. Hence we may assume for the rest of the proof that∑
r∈Zd
♯(Z ∩Q1(r))2 ≤ γ(ρmax, β)♯Z.
Using Lemma 3.8, the notations given there and the definition of λ∗ we find that∑
r∈Zd
♯(Z ∩Q1(r))2 ≤
∑
r∈Zd
♯(Z1 ∩Q1(r))2 ≤ γ(ρmax, β)cλ03d♯Z
≤ cλ0γ(ρmax, β) ρmax3d(2λ)d < ψj0Vj0
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for some j0 ∈ N fulfilling Q(j0+1) ⊂ Λλ/2 by Lemma 3.11. Consequently, for all j ≥ j0 it
holds
(3.8)
∑
r∈[j]
♯(Z ∩Q1(r))2 < Vj0ψj0 ≤ ψjVj
Now, if (I) is not valid, the existence of a largest q ≥ P such that ∑r∈[q] ♯(Z ∩Q1(r))2 ≥
ψqVq is clear. But from (3.8) we find that this number q fulfills also the second condition
in (III). 
Let us have another look at the energy in case (III). Set C :=
eA
4 (1 + 3α)
−d−1 (this is
the constant C from [Rue70, Proposition 2.5]).
Lemma 3.13. Let λ ≥ λ∗. There exists a constant κ, not depending on Z and λ, such
that the following holds: If in Lemma 3.12 statement (III) is valid, then
−U˜φ,λ(Z) ≤ −U˜φ,λ(Z∩Q(q+1)c)− A˜
4
∑
r∈[q+1]
♯(Z∩Q1(r))2−Cψq+1Vq+1+κ♯(Z∩Q(q+1)).
Moreover, there is another constant κ′ such that in the same situation
−U˜φ,λ(Z) ≤ −U˜φ,λ(Z ∩Q(q + 1)c)− (Cψq+1 − κ′)Vq+1 − ln(k)♯(Z ∩Q(q + 1)).
Proof. Let Z be defined as in Lemma 3.12 and define Z
(q+1)
:= Z˜(q+1) ∩ (S ∪ Λλ), where
Z(q+1) := Z ∩Q(q + 1) and S is as in Lemma 3.3. It holds
−U˜φ,λ(Z) =− U˜φ,λ(Z ∩Q(q + 1)c)− Uφλ(Z(q+1))
−Wφλ(Z(q+1), Z \Q(q + 1))−Wφλ(Z ∩Q(q + 1)c, Z
(q+1) \ (Z(q+1))).
Using [Rue70, Proposition 2.5a] we find that the first assertion is shown as soon as we can
prove that
−Wφλ(Z ∩Q(q + 1)c, Z
(q+1) \ (Z(q+1))) ≤ κ♯(Z(q+1)).
But this can be seen using Lemma 3.9: Note that ♯(Z ∩ Q(q + 1)c) ≤ ♯Z and ♯(Z(q+1) \
(Z(q+1))) = 3
d−1
2 ♯Z
(q+1). We obtain by the uniform lower regularity (Lemma 3.9(i))
−Wφλ(Z ∩Q(q + 1)c, Zq+1 \ (Z ∩Q(q + 1)))
≤ 3
d − 1
2
♯Z ♯(Z(q+1))Ψ˜
(⌊
3λ
2
⌋
− ⌈λ⌉
)
≤ 3
d − 1
2
ρmax♯(Z
(q+1))(2λ)dΨ˜
(⌊
3λ
2
⌋
− ⌈λ⌉
)
.
By the summability property of Ψ˜ we know that λdΨ˜
(⌊
3λ
2
⌋− ⌈λ⌉) is bounded indepen-
dently of λ. (It even tends to 0 as λ→∞). Hence the first assertion follows.
The second assertion is seen from the first one, from the fact that there exists κ′ > 0 such
that for any l ∈ N0 it holds
− A˜
4
l2 + (ln(k) + κ)l ≤ κ′
and from Vq+1 = ♯[q + 1]. 
Remark 3.14. Note that for the proofs of Ruelle bounds in [Rue70] and [GKR07] it
is only necessary to consider the cases (I) and (III) as in Lemma 3.12. In case (III) the
restriction Q(q+1) ⊂ Λλ/2 does not occur there. For the periodic boundary case, however,
a restriction on q like this is essential in order to estimate the interaction term −Wφλ(Z ∩
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Q(q+1)c, Z
(q+1) \ (Z(q+1))) in the proof of Lemma 3.13. For this reason (II) is considered
as a separate case: When one chooses λ∗ large enough and for some configuration (III)
holds with q being too large, the total periodic energy of the configuration is large enough
to be estimated from below in a suitable way. The meaning of this estimate and the other
estimates in Lemmas 3.12 and 3.13 becomes clear in the proof of Theorem 3.15 below
(which works as in [GKR07] or [Rue70]).
We are now prepared to prove the main result of this section.
Theorem 3.15. Let φ be a pair potential fulfilling (RP), (BB), (T) given in Section 3.1
and let ρmax > 0, β > 0.
Then there exists a constant ξ > 0 and some λ∗ > 0 such that the following holds:
For all λ ≥ λ∗ and n ∈ N0, N ∈ N fulfilling n ≤ N ≤ ρmax(2λ)d the canonical correlation
function with periodic boundary, given by
k
(n,N)
λ (x1, · · · , xn) :=
N !
(N − n)!
1
ZN,βλ
∫
Λ
(N−n)
λ
e−β
eUφ,λ({x1,··· ,xN})dxn+1 · · · dxN ,
x1, · · · , xn ∈ Λλ, is bounded by ξn.
Remark 3.16. The above definition is supposed to imply that one sets k
(0,N)
λ = 1 for any
N ∈ N, λ > 0. Moreover k(N,N)(x1, · · · , xN ) = N ! 1
ZN,βλ
e−β
eUφ,λ({x1,··· ,xN}), x1, · · · , xN ∈
Λλ.
Proof. Choose λ∗, C, k etc. as above, let D < ∞ be as in [Rue70, Proof of Proposition
2.6]. Set
ξ := max
ρmax
1 + ke−βD +∑
q≥P
e−(βCψq+1−βκ
′−ρmax)Vq+1
 , 1
 ,
which is <∞, since ψq+1 →∞ as q →∞ and Vq+1 grows at least as fast as q. The proof
is done by induction on n. For n = 0 the assertion is trivially fulfilled.
By Lebesgue’s dominated convergence theorem we may w.l.o.g. assume that {x1, · · · , xn}
has distances < λ. Moreover, we may assume that x1 = 0. Let S
I , SII and SIII be the
subsets of tupels (xn+1, · · · , xN ) ∈ ΛN−nλ such that Z := {x1, · · · , xN} has distances < λ
and satisfies (I), (II), (III) in Lemma 3.12, respectively. Denote by SIIIq,l the subset of S
III
such that q is as in Lemma 3.12(III) and l = ♯({xn+1, · · · , xN} ∩Q(q + 1)).
Let (xn+1, · · · , xN ) ∈ SI . Then as in [Rue70, Proof of Proposition 2.6] we find that
Wφλ({x1}, {x2, · · · , xN}) ≤ D.
Hence, since x1 = 0 we have
U˜φ,λ({x1, · · · , xN}) = U˜φ,λ({x2, · · · , xN}) +Wφλ({x1}, {x2, · · · , xN})
≤ U˜φ,λ({x2, · · · , xN}) +D.
Thus
N !
(N − n)!
1
ZN,βλ
∫
SI
e−β
eUφ,λ({x1,··· ,xN})dxn+1 · · · dxN(3.9)
≤ e−βD N !
(N − n)!
1
ZN,βλ
∫
ΛN−nλ
e−β
eUφ,λ({x2,··· ,xN )}dxn+1 · · · dxN
≤ e−βDN k
(2λ)d
k
(n−1,N−1)
λ (x2, · · · , xn) ≤ e−βDkρmaxξn−1.
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by Lemma 3.10.
Now let us consider the configurations in SII . Here Lemma 3.12 and 3.10 yield
N !
(N − n)!
1
ZN,βλ
∫
SII
e−β
eUφ,λ({x1,··· ,xN})dxn+1 · · · dxN(3.10)
≤ Nn 1
ZN,βλ
(
(2λ)d
)N−n
k−N ≤ Nn
(
k
(2λ)d
)N (
(2λ)d
)N−n
k−N
≤ ρnmax ≤ ρmaxξn−1.
We finally turn to SIIIq,l , q ≥ P , 0 ≤ l ≤ N−n. Denote N(q) := ♯({x1, · · · , xn}∩Q(q+1)) ≥
1 and assume w.l.o.g. that x1, · · · , xN(q) ∈ Q(q + 1). We set χq := e−β(Cψq+1−κ′)Vq+1 .
Lemma 3.13 shows that
N !
(N − n)!
1
ZN,βλ
∫
SIIIq,l
e−β
eUφ,λ({x1,··· ,xN}) dxn+1 · · · dxN
≤ χq N !
(N − n)!
1
ZN,βλ
V lq+1
kN(q)+l
(
N − n
N − n− l
)∫
ΛN−n−lλ
e−β
eUφ,λ({xN(q)+1,··· ,xN−l})dxn+1 · · · dxN−l
= χq
N !
(N −N(q)− l)!l!
V lq+1
kN(q)+l
Z
(N−N(q)−l)
λ
ZN,βλ
k
(N−l−N(q),n−N(q))
λ (xN(q)+1, · · · , xn)
≤ χqN
N(q)+l
l!
V lq+1
kN(q)+l
(
k
(2λ)d
)N(q)+l
ξn−N(q)
≤ χqρN(q)max ξn−N(q)
ρlmaxV
l
q+1
l!
≤ χqρmaxξn−1 (ρmaxVq+1)
l
l!
.
Summing over q ≥ P and l we obtain
(3.11)
N !
(N − n)!
1
ZN,βλ
∫
SIII
e−β
eUφ,λ({x1,··· ,xN})dxn+1 · · · dxN
≤ ξn−1ρmax
∑
q≥P
e−(βCψq+1−βκ
′−ρmax)Vq+1
The assertion is implied by our choice of ξ, (3.9), (3.10), (3.11) and the fact that the set of
tupels (xn+1, · · · , xN ) ∈ ΛN−nλ such that {x1, · · · , xN} has distances < λ has full Lebesgue
measure in ΛN−nλ . 
As in [GKR07, Theorem 3.2] in the case of empty boundary condition one also obtains an
improved Ruelle bound.
Corollary 3.17. Under the assumptions of Theorem 3.15, there exists a constant ζ ≥ ξ
such that for all λ ≥ λ∗ and n ∈ N0, N ∈ N fulfilling n ≤ N ≤ ρmax(2λ)d it holds
(3.12) k
(n,N)
λ (x1, · · · , xn) ≤ ζn inf1≤i≤n e
−β
P
j 6=i φˆλ(xi−xj)
for all x1, · · · , xn ∈ Λλ. It follows also that
k
(n,N)
λ (x1, · · · , xn) ≤ ζne−
2β
n
P
{i,j}⊂{1,··· ,N} φˆλ(xi−xj)
= ζne−
2β
n
eUφ,λ({x1,··· ,xn})
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Proof. The proof is a slight modification of the proof of the second assertion of [GKR07,
Theorem 3.2].
Since the canonical ensemble w.r.t. φ with periodic boundary condition is the same as
the canonical ensemble w.r.t. φˆλ having empty boundary condition, we have the following
Kirkwood-Salsburg type equation:
k
(n,N)
λ (x1, · · · , xn)
= N
ZN−1,βλ
ZN,βλ
exp
−β ∑
2≤i≤N
φˆλ(x1 − xj)
(k(n−1,N−1)λ (x2, · · · , xN )
+
N−n∑
l=1
1
l!
∫
Λlλ
k
(n+l−1,N−1)
λ (x2, · · · , xn, y1, · · · , yl)
l∏
i=1
(
e−βφˆλ(x1−yi) − 1
)
dy1 · · · dyl
)
(cf. [GKR07] or [Hil56, Equation (38.16)]). We may assume that any tupels occurring in
this formula have distances < λ and by translation invariance we are allowed to assume
that x1 = 0. Then under the integral sign we may replace φˆλ by φλ. But φλ fulfills (T)
and (BB) uniformly in λ ≥ λ0. Thus
Iλ :=
∫
Rd
|e−βφλ(y) − 1| dy <∞,
is bounded independently of λ ≥ λ0. Therefore, by Lemma 3.10 and Theorem 3.15 we
have
k
(n,N)
λ (x1, · · · , xn) ≤ exp
−β ∑
2≤i≤n
φˆλ(x1 − xi)
 kρmax
(
ξn−1 +
N−n∑
l=1
ξn+l−1Ik
l!
)
≤ exp
−β ∑
2≤i≤n
φˆλ(x1 − xi)
 ξn−1kρmaxeξI ≤ exp
−β ∑
2≤i≤n
φˆλ(x1 − xi)
 ζn
where ζ := max{ξ, kρmaxeξI}. Symmetry of the correlation function implies the assertions.

3.4. Weak limits of measures and Ruelle bounds. In this section we prove that a
uniform (improved) Ruelle bound is transported to weak limits µn → µ of measures on
Γ. Moreover, we prove that for a large class of functions f : Γ0 → R defined on the space
Γ0 := {γˆ ⊂ Rd|♯γˆ < ∞} of finite configurations it holds µn(Kf) → µ(Kf) and that one
may find bounded continuous local functions approximating Kf uniformly in L1(Γ;µn),
n ∈ N, and in L1(Γ;µ). Here Kf : Γ → R denotes the K-transform of f , given by
Kf(γˆ) :=
∑
ηˆ⊂γˆ,ηˆ∈Γ0
f(ηˆ). For further information on this mapping see [Kun99]. These
results then also hold for Γ0, Γ replaced by the velocity marked spaces Γ
v
0, Γ
v, when one
assumes that the velocities are independently Gaussian distributed and do also not depend
on the configuration. This is (basically) seen with the help of Lemma 3.19 below.
Let us at first collect some more notations (cf. [Kun99]). By ΓΛ we denote the subset
of Γ consisting of configurations contained in Λ ⊂ Rd. Let now Λ ⊂ Rd be open. The
projection pΛ : Γ → ΓΛ mapping γ ∈ Γ to γ ∩ Λ ∈ ΓΛ is continuous, when ΓΛ and Γ are
equipped with the vague topology, which we will always assume below. This means, we
equip ΓΛ (resp. Γ) with the vague topology on the set of Radon measures on Λ (resp. Rd).
Moreover, these spaces shall be equipped with the corresponding Borel σ-fields.
We denote by Γn ⊂ Γ0 the set of n-point configurations and by ΓΛ,n ⊂ ΓΛ the set of n-point
configurations contained in Λ, Λ ⊂ Rd open, bounded. For measurable and topological
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structures on these spaces we refer to [Kun99] and to the considerations around Lemma
3.23 below. We denote the Borel σ-field on Γ0 by B(Γ0). Let Λ ⊂ Rd be open and
bounded. In the sequel we use the fact that when we consider ΓΛ ⊂ Γ0 as a topological,
hence as a measurable space, the corresponding measurable structure coincides with the
one on ΓΛ induced by the vague topology (cf. [Kun99, Remark 2.1.2]). This implies that
pΛ : Γ→ ΓΛ ⊂ Γ0 is measurable.
The Lebesgue-Poisson measure λ on Γ0 is defined by
λ(A) :=
∞∑
n=0
1
n!
∫
(Rd)n
1A({x1, · · · , xn}) dx1 · · · dxn for A ∈ B(Γ0).
A measure µ on Γ is said to be locally absolutely continuous w.r.t. Lebesgue-Poisson mea-
sure if for each open bounded Λ ⊂ Rd the image measure µ ◦ p−1Λ is absolutely continuous
w.r.t. the restriction of λ to ΓΛ, considered as a subset of Γ0. For any such probability
measure µ one defines the correlation functional ρµ : Γ0 → R by
ρµ(γˆ
′) :=
∫
ΓΛ
d(µ ◦ p−1Λ )
dλ
(γˆ ∪ γˆ′)dλ(γˆ) when γˆ′ ∈ ΓΛ, Λ ⊂ Rd open, bounded.
In the same manner we define ΓvΛ, p
v
Λ, etc., but we replace the vague topology by the
topology generated by bounded continuous functions with spatially bounded support. We
define λv to be the Lebesgue-Poisson measure corresponding to the intensity measure
1√
2π/β
d e
−βv2/2d(x, v) (cf. [Kun99, Chapter 3.1.3]), i.e.
λv(A) :=
∞∑
n=0
1
n!
1√
2π/β
nd
∫
(Rd×Rd)n
1A({(x1, v1), · · · , (xn, vn)})e−β(v21+···+v2n)/2 dx1 · · · dvn
for A ∈ B(Γv0). We also define for a function f : Γv0 → R similarly to the unmarked case
Kf(γ) :=
∑
η⊂γ,η∈Γv0
f(η).
The difference between the velocity marked situation and the unmarked situation is negli-
gible for the sort of results we derive below, if the velocities are assumed to be distributed
independent and Gaussian. This is (mainly) seen by Lemma 3.19 below. We call a mea-
surable function F : Γv → R (resp. F : Γ → R) a cylinder function, if for some bounded
measurable Λ ⊂ Rd it holds F = F ◦ prvΛ (resp. F = F ◦ prΛ). We need one preliminary
observation:
Lemma 3.18. A sequence (νn)n∈N of probability measures on Γ
v converges weakly to a
probability measure ν if νn(F )→ ν(F ) as n→∞ holds for all bounded continuous cylinder
functions F : Γv → R.
A similar statement holds for probability measures on Γ.
Proof. Let fk, gk, k ∈ N be as in the definition of the metric d⋆ in (2.1). Let ORd
be a countable base of the topology of Rd. Set O˜Γv := {〈fk, ·〉−1(U)|U ∈ ORd , k ∈
N} ∪ {〈gk,prx·〉−1(U)|U ∈ ORd , k ∈ N}. The set OΓv of finite intersections of sets from
O˜Γv forms a countable base of the topology of Γv consisting of cylinder sets (i.e. sets whose
indicator functions are cylinder functions). Now one verifies that the indicator function
of each element of O˜Γv is the monotone limit of bounded continuous cylinder functions.
This extends to sets from OΓv , and to countable unions of such sets, i.e. to all open sets in
Γv. From this one can derive that lim infn µn(O) ≥ µ(O) holds for each open set O ⊂ Γv
implying weak convergence.
The second assertion is shown analogously. 
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Lemma 3.19. Let µ be a probability measure on Γ which is locally absolutely continuous
w.r.t. Lebesgue-Poisson measure λ. Then there exists a unique measure µv on Γv, defined
via
(3.13)
d(µv ◦ (prvΛ)−1)
dλv
({(x1, v1), · · · , (xk, vk)}) =
d(µ ◦ pr−1Λ )
dλ
({x1, · · · , xk})
for any {(x1, v1), · · · , (xk, vk)} ∈ ΓvΛ, k ∈ N0, Λ ⊂ Rd open, bounded.
Moreover, for measures µ, µn, n ∈ N, on Γ which are locally absolutely continuous
w.r.t. Lebesgue-Poisson measure one obtains
(i) µn → µ weakly iff µvn → µv weakly.
(ii) (µn)n is tight iff (µ
v
n)n is tight.
(iii) For any nonnegative measurable f : Γv0 → R+0 it holds
µv(Kf) = µ(Kf∗)
where
f∗({(x1, · · · , xk}) := 1√
2π/β
kd
∫
Rkd
f({(x1, v1), · · · , (xk, vk)})×
e−(β/2)(v
2
1+···+v
2
k) dv1 · · · dvk
for {x1, · · · , xk} ∈ Γ0, k ∈ N0. Moreover µn(Kf∗) → µ(Kf∗) as n → ∞ iff
µvn(Kf)→ µv(Kf) as n→∞.
(iv) For the correlation functionals it holds ρvµv (γ) = ρµ(prxγ), when we define ρ
v
µv
analogously to ρµ.
Proof. Existence and uniqueness are seen using Kolmogorov’s theorem (cf. [Kun99, Section
3.1.3]).
We now prove (i): Note that λ = λv ◦pr−1x . Applying the uniqueness part of Kolmogorov’s
theorem to the unmarked case, using (3.13) and noting that prx ◦ prvΛ = prΛ ◦ prx for all
Λ ⊂ Rd open, bounded, we find that µ = µv ◦ pr−1x , µn = µvn ◦ pr−1x , n ∈ N. The fact that
µvn → µv implies µn → µ is now seen by continuity of the projection prx : Γv → Γ.
Conversely, assume that µn → µ weakly. We use Lemma 3.18. Let F : Γv → R be a
bounded continuous cylinder function. So, there exists Λ ⊂ Rd bounded, measurable such
that F = F ◦ prΛ. Define the bounded function F∗ : Γ→ R by
F∗(η ∪ {x1, · · · , xk}) := 1√
2π/β
kd
∫
Rkd
F ({(x1, v1) · · · , (xk, vk)})e−β
Pk
i=1 v
2
i /2 dv1 · · · dvk
for η ∈ ΓΛc and x1, · · · , xk ∈ Λ pairwise distinct, k ∈ N. (Note that by continuity the
integrand is measurable. Measurability of F∗ : Γ → R follows e.g. from its continuity,
which is shown below.) This definition is independent of Λ as long as F ◦ prvΛ = F and
from the definition of µv one finds that µ(F∗) = µ ◦ pr−1Λ (F∗) = µv ◦ (prvΛ)−1(F ) = µv(F )
and also µn(F∗) = µ
v
n(F ). So, using Lemma 3.18 it remains to prove that F∗ : Γ → R is
continuous. This is not immediate, since we are dealing with topologies on configuration
space here. So, let γˆn → γˆ in Γ. Choose Λ as above such that Λ is open and ∂Λ∩γˆ = ∅. Let
Λ∩ γˆ := {x1, · · · , xk}, k ∈ N. By a construction as in [Kun99, Proof of Proposition 4.1.5]
one finds that for large n it holds γˆn ∩ Λ = {xn1 , · · · , xnk} such that xni → xi as n → ∞
for all i = 1, · · · , k. Finally, we note that this implies that {(xn1 , v1), · · · , (xnk , vk)} →
{(x1, v1), · · · , (xk, vk)} in Γv as n → ∞ for any v1, · · · , vk ∈ Rd, thus F∗(γˆn) → F∗(γˆ)
follows from Lebesgue’s dominated convergence theorem, concluding the proof of (i).
(ii) follows from (i) and the fact that we are dealing with Polish spaces here, so tightness
and relative compactness are equivalent by Prokhorov’s theorem.
N/V -LIMIT FOR LANGEVIN DYNAMICS 21
(iii): If f has support in ΓΛ,m for some open bounded Λ and some m ∈ N, the first
statement is seen by a calculation as in the proof of (i). By monotone convergence the
assertion extends to f : Γm → R+0 and also to general f : Γ0 → R+0 . The second statement
follows from the first one.
(iv) is seen from the definitions. 
If a probability measure µ on Γ is locally absolutely continuous w.r.t. Lebesgue-Poisson
measure and its correlation functional fulfills
(3.14) ρµ(η) ≤ ξ♯η for all η ∈ Γ0,
it is said to fulfill a Ruelle bound. Note that by [Kun99, Proposition 4.2.2] (or by Propo-
sition 3.21 below) any measure fulfilling a Ruelle bound possesses finite local moments,
i.e.
µ(♯(· ∩ Λ)m) <∞
holds for any relatively compact Λ ⊂ Rd and m ∈ N.
For the unmarked situation the following lemma is a special case of [Kun99, Theorem
4.2.11]. In the velocity marked case it can be shown analogously or using Lemma 3.19(iii)
above.
For a measure µ on Γ0 (resp. Γ
v
0) and a nonnegative measurable function f : Γ0 → R
(resp. f : Γv0 → R) we denote by f(·)µ or fµ the measure having density f w.r.t. µ.
Lemma 3.20. Let µ be a measure on Γ being locally absolutely continuous w.r.t. Lebesgue-
Poisson measure. Let f ∈ L1(Γ0; ρµ(·)λ).
Then Kf ∈ L1(Γ;µ), ‖Kf‖L1(Γ;µ) ≤ ‖K|f | ‖L1(Γ;µ) ≤ ‖f‖L1(Γ0;ρµ(·)λ) and∫
Γ0
f(η)ρµ(η)dλ(η) =
∫
Γ
(Kf)(γ)dµ(γ).
In particular, the sum defining Kf converges µ-a.s. absolutely. The same holds with µ,
ρµ, λ, Γ0, Γ replaced by µ
v, ρvµv , λ
v, Γv0, Γ
v, respectively.
When one assumes some more integrability of f , the above integrability result may be
extended also to powers of K-transforms, since they can be expressed as sums of K-
transforms of products:
Proposition 3.21. Let µ be a probability measure on Γ which is locally absolutely con-
tinuous w.r.t. Lebesgue-Poisson measure. Let K ∈ N and f : Γm → R (or equivalently
f : (Rd)m → R symmetric) be measurable. Define for M ≤ mK
YmM,K := {(α1, · · · , αmK) ∈ {1, · · · ,M}2K |αlm+1, · · · , αlm+m are pairwise distinct
for all l = 0, · · · ,K − 1, ♯{α1, · · · , αmK} =M}.
(The last condition in this definition ensures that each element of {1, · · · ,M} appears at
least once.)
Assume that for any M ≤ mK and (α1, · · · , αmK) ∈ YmM,K it holds
(3.15)
(∫
(Rd)M
ρµ({ξ1, · · · , ξM})
K−1∏
l=0
|f(ξαlm+1 , · · · , ξαlm+m)|dξ1 · · · dξM
)
<∞
Then ∫
Γ
|Kf |Kdµ <∞
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and this integral may be estimated by a (finite) linear combination of the integrals in (3.15)
with coefficients only depending on K and M , not on µ.
A similar statement holds in the velocity marked case with independent Gaussian velocities.
In this case, in (3.15) one also integrates over the velocities, but w.r.t. the corresponding
Gaussian measure instead of Lebesgue measure.
Proof. W.l.o.g. we assume f to be nonnegative. For γˆ ∈ Γ let (zi)i∈N be a an enumeration
of the elements of γˆ. It holds
(m!)K
∣∣∣∣∣∣
∑
ηˆ⊂γˆ,♯ηˆ=m
f(ηˆ)
∣∣∣∣∣∣
K
=
∑
(x1,··· ,xmK )∈γ
mK
♯{xlm+1,··· ,xlm+m}=m∀l
K−1∏
l=0
f(xlm+1, · · · , xlm+m)
=
mK∑
M=m
∑
(y1,··· ,yM )∈γˆM∗
∑
(α1,··· ,αmK)∈YK,M
K−1∏
l=0
f(yαlm+1 , · · · , yαlm+m)
=
mK∑
M=m
1
M !
∑
(y1,··· ,yM )∈γˆM∗
∑
σ
∑
(α1,··· ,αmK)∈YK,M
K−1∏
l=0
f(yσαlm+1 , · · · , yσαlm+m).
where
∑
σ extends over all permutations σ of {1, · · · ,M} and γˆM∗ denotes the set of M -
tupels (zi1 , · · · , ziM ) such that i1 < · · · < iM . The last equality is due to the fact that the
last sum is a symmetric expression in y1, · · · , yM . We obtain
(m!)K
∣∣∣∣∣∣
∑
ηˆ⊂γˆ,♯ηˆ=m
f(ηˆ)
∣∣∣∣∣∣
K
(3.16)
=
mK∑
M=m
1
M !
∑
(α1,··· ,αmK)∈YK,M
∑
{y1,··· ,yM}⊂γˆ
F(α1,··· ,αmK ,M)(y1, · · · , yM )
where F(α1,··· ,αmK ,M)(y1, · · · , yM ) :=
∑
σ
∏K−1
l=0 f(yσαlm+1 , · · · , yσαlm+m) defines a symmet-
ric function. So the last sum in (3.16) is the K-transform of a symmetric function. Ap-
plying Lemma 3.20 we obtain the assertion.
For the velocity marked case the proof is completely analogous. 
Remark 3.22. (i) In fact, we only use the above proposition for m = 1 and for
m = 2. If m = 1 and ρµ fulfills (3.14), the situation becomes considerably easy,
since (3.15) is implied by
f ∈ L1(Rd; dx) ∩ LK(Rd; dx)
and µ(|Kf |K) can be estimated in terms of ‖f‖L1(Rd;dx), ‖f‖LK(Rd;dx) and ξ. In
the velocity marked case the situation for m = 1 is analogous (with Rd replaced
by Rd × Rd and dx replaced by 1√
2π/β
d e
−βv2/2d(x, v)).
(ii) Note that if (µn)n∈N are as in Proposition 3.21 and fulfill a Ruelle bound uniformly
in n, one finds that the resulting estimate for ‖Kf‖LK(Γ;µn) is uniform w.r.t. n.
Before going on we need some information on the topological and measurable structure
of Γ0. Γ0 =
⋃∞
m=0 Γm is equipped with the topology of disjoint union. Therefore, B(Γ0)
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is generated by open sets U ⊂ Γm, m ∈ N, which are bounded in the sense that U ⊂ ΓΛ,m
for some open bounded Λ ⊂ Rd. The topology on Γm, m ∈ N, is defined as the quotient
topology w.r.t. the mapping symm : (R
d)m \ D → Γm, where Dm = {(x1, · · · , xm) ∈
(Rd)m|xi = xj for some i 6= j}.
We find that the set Um of open bounded sets in Γm is closed w.r.t. finite intersections
and that there exists a sequence (Uk)k∈N ⊂ Um increasing to Γm. Therefore, the collection
U := ⋃m Um can be used to prove equality of measures on Γ0. We use this fact in the
proof Lemma of 3.24 below. Moreover, any element of U is the limit of a monotonically
increasing sequence of bounded continuous functions on Γ0:
Lemma 3.23. Let U ⊂ Γ0 be open and bounded, i.e. there exists M ∈ N0 and an open
bounded subset Λ ⊂ Rd such that U ⊂ ⋃Mm=0 ΓΛ,m. Then there exists a sequence (fk)k∈N
of bounded continuous functions on Γ0 increasing to 1U .
Proof. Assume w.l.o.g. that U ⊂ ΓΛ,m, m ∈ N. Since sym−1m (U) ⊂ Rd is open we may
choose bounded continuous functions f˜k : Rd → R, k ∈ N, with bounded support in-
creasing to 1sym−1m (U). By mixing over the permutations of the arguments we may as-
sume that the f˜k are symmetric. Now define fk({x1, · · · , xm}) := f˜k(x1, · · · , xm) for
{x1, · · · , xm} ∈ Γm, k ∈ N. The desired properties of the sequence (fk)k∈N follow imme-
diately. 
We now prove the result mentioned at the beginning for the case of the original (in
contrast to “improved”) Ruelle bound.
Lemma 3.24. Let (µn)n be a sequence of probability measures on Γ such that each µn is
locally absolutely continuous w.r.t. Lebesgue-Poisson measure and such that moreover the
correlation functionals fulfill a Ruelle bound (3.14) uniformly in n. Let µn → µ weakly as
n→∞.
Then the following holds:
(i) For any f ∈ L1(Γ0; ξ♯·λ) it holds µn(Kf) → µ(Kf) as n → ∞. Moreover, there
exists a sequence (Gk)k∈N of bounded continuous cylinder functions Gk : Γ → R
such that Gk → Kf as k →∞ in L1(Γ;µ) and L1(Γ;µn) uniformly in n ∈ N.
(ii) µ is locally absolutely continuous w.r.t. Lebesgue-Poisson measure and its corre-
lation functional fulfills the same Ruelle bound as the µn.
(iii) The sequence
(
ρµn
ξ|·|
)
n∈N
converges in weak-* sense to
ρµ
ξ|·|
in L∞(Γ0;λ) (seen as
dual of L1(Γ0;λ)).
Similar statements hold for µv, µvn, n ∈ N.
Proof. Let f : Γ0 → R be any nonnegative bounded continuous function having local
support, i.e. there exists Λ ⊂ Rd bounded such that f(γˆ) = 0 for all γˆ ∈ Γ0 \ΓΛ. Then the
mappings Kf ∧ r : Γ → R, r > 0, are bounded and continuous (cf. [Kun99, Proposition
4.1.5(v)]). Consequently, µn(Kf ∧ r) → µ(Kf ∧ r) as n → ∞. By Proposition 3.21 and
Remark 3.22(i) we find that µn(Kf −Kf ∧ r) ≤ µn((Kf)
2)
r → 0 as r →∞ uniformly in n.
Moreover, for each r > 0 it holds
µ(Kf ∧ r) = lim
n→∞
µn(Kf ∧ r) ≤ sup
n∈N
µn(Kf) <∞
by Lemma 3.20. So, the monotone convergence theorem implies Kf ∈ L1(Γ;µ) and
Kf ∧ r → Kf in L1(Γ;µ) as r → ∞. Therefore (i) holds for f as described above. We
continue the proof of (i) after showing (ii) and (iii).
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Relative compactness of
(
ρµn
ξ♯·
)
n∈N
w.r.t. weak-∗ topology follows already from bounded-
ness and the Banach-Alaoglu theorem. Let ρ˜ be an accumulation point and set ρ := ρ˜ξ♯·.
(This convenient method for obtaining a limiting correlation functional is taken from
[Rue70, Theorem 5.5], [Kun99, Theorem 2.7.12], where it was used to prove the existence
of a grand canonical Gibbs measure.) We now prove that ρ(·)λ coincides with the cor-
relation measure of µ (cf.[Kun99, Section 4.2]). Once this is shown, we find by [Kun99,
Proposition 4.2.2, Proposition 4.2.16] (the conditions given there are fulfilled by ρ(·)λ)
that µ is locally absolutely continuous w.r.t. Lebesgue-Poisson measure and by [Kun99,
Proposition 4.2.14] we see that ρ is indeed the correlation functional for µ. This implies
(ii), and since it implies that there is at most one accumulation point ρ˜, (iii) also follows.
Let U ∈ Um, m ∈ N0. Choose a sequence (fk)k∈N increasing to 1U as in Lemma 3.23. Then
by integrability of 1U w.r.t. ξ
♯·λ and Lemma 3.20 we find that Kfk → K1U in L1(Γ;µn)
as k →∞ uniformly in n. As above, using the monotone convergence theorem we obtain
that Kfk → K1U also in L1(Γ;µ). Therefore,
(3.17) µn(K1U )→ µ(K1U )
as n→∞.
We choose a subsequence (ρµnk )k∈N such that limk→∞
ρµnk
ξ♯·
= ρ˜ in L∞(Γ0;λ) w.r.t. weak-∗
topology. Then
(3.18)
∫
Γ0
ρµnk 1Udλ =
∫
Γ0
ρµnk
ξ♯·
ξ♯·1Udλ→
∫
Γ0
ρ1Udλ
as n → ∞. By Lemma 3.20 the left-hand sides of (3.17) and (3.18) coincide, hence we
conclude equality of the right hand sides for all U ∈ U . This implies by [Bil79, Theorem
10.3], [Kun99, Definition 4.2.1] and the considerations preceding Lemma 3.23 that the
correlation measure of µ is indeed given by ρ(·)λ.
We complete the proof of (i). Let f ∈ L1(Γ0; ξ♯·λ). We may w.l.o.g. assume that f
is nonnegative. Choose a sequence (fk)k∈N of bounded continuous functions having local
support converging to f in L1(Γ0; ξ
♯·λ). Now, since the same Ruelle bound holds uniformly
for µn, n ∈ N, and also for µ, (i) follows from Lemma 3.20: It holdsKfk → Kf in L1(Γ;µn)
uniformly in n and in L1(Γ;µ).
In the velocity marked case (ii) now follows using the definition of µv and Lemma 3.19(iv).
(iii) is also seen using this lemma: For f ∈ L1(Γv0, λv) it holds with f∗ defined as in Lemma
3.19(iii) ∫
Γv
ρvµn
ξ♯·
fdλv =
∫
Γv0
ρµn
ξ♯·
f∗dλ→
∫
Γv0
ρµ
ξ♯·
f∗dλ) =
∫
Γv0
ρvµ
ξ♯·
fdλv
as n → ∞. (i) is shown for the velocity marked case analogously as for the unmarked
case. 
We now extend the results from Lemma 3.24 for the case of the improved Ruelle bound.
Lemma 3.25. Let (µn)n be a sequence of probability measures on Γ, which are locally
absolutely continuous w.r.t. Lebesgue-Poisson measure and converge weakly to µ. Let ζ ≥ 1
and (h˜n)n∈N ⊂ L∞(Γ0;λ) be (uniformly bounded and) weak-∗ convergent to some h˜ ∈
L∞(Γ0;λ). Assume that
ρµn(ηˆ) ≤ ζ♯ηˆh˜n(ηˆ)
is valid for all ηˆ ∈ Γ0 and n ∈ N. Then the following holds:
(i) ρµ fulfills the analogous bound with h˜n replaced by h˜.
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(ii) Assume in addition that there exists a function h such that h˜n, h˜ ≤ h. For
any measurable function f : Γ0 → R which is integrable w.r.t. ζ♯·h(·)λ it holds
µn(Kf)→ µ(Kf). Moreover, there exists a sequence of bounded continuous cylin-
der functions (Gk)k≥0 such that Gk → Kf as n → ∞ uniformly in L1(Γ;µn),
n ∈ N, and in L1(Γ;µ).
Similar statements hold for µv, µvn, n ∈ N.
Proof. Since the hn, n ∈ N, are uniformly bounded and ρµ(∅) = 1, the ρµ fulfill a uniform
Ruelle bound ρµ ≤ ζ˜♯· with ζ˜ ≥ ζ w.l.o.g. So
(
ρµn
ζ˜♯·
)
n
converges in weak-∗ sense to ρµ
ζ˜♯·
by
Lemma 3.24(iii). Thus∫
A
(
ρµ
ζ˜♯·
)
dλ = lim
n→∞
∫
A
(
ρµn
ζ˜♯·
)
dλ ≤ lim
n→∞
∫
A
h˜n
ζ♯·
ζ˜♯·
dλ =
∫
A
h˜
ζ♯·
ζ˜♯·
dλ
holds for any set A ⊂ ΓΛ,m for some open relative compact Λ ⊂ Rd and some m ∈ N. This
already implies (i).
We now prove (ii). Let (fk)k∈N ⊂ L1(Γ0; ζ♯·λ) be such that fk → f in L1(Γ0;h(·)ξ♯·λ).
Due to Lemma 3.20 it holds
‖Kf −Kfk‖L1(Γ;µn) ≤ ‖f − fk‖L1(Γ0;ρµn (·)λ) ≤ ‖f − fk‖L1(Γ0;h(·)λ),
which converges to 0 as k → ∞ uniformly in n. Analogously we see that Kfk → Kf in
L1(Γ;µ). Now (ii) follows from Lemma 3.24(i).
In the velocity marked case (i) is directly seen by Lemma 3.19(iv) and (ii) is derived
analogously to the unmarked case. 
We now focus on a special class of measures, the canonical Gibbs measures. For any
open bounded set Λ ⊂ Rd, N ∈ N, β > 0 and a symmetric potential φ (which we assume
to be bounded below and finite a.e.) one defines the canonical Gibbs measure µφ,βΛ,N by
(3.19) µφ,βΛ,N (A) :=
1
Zφ,βΛ,N
∫
ΛN
1A(x1, · · · , xN )e−βUφ(x1,··· ,xN ) dx1 · · · dxN ,
A ⊂ ΛN measurable, where Zφ,βΛ,N is the normalization constant. Define a mapping
symΛ,N : Λ
N → Γ by symΛ,N (x1, · · · , xN ) := {x1, · · · , xN}, x1, · · · , xN ∈ Λ. Then the
image measure µφ,βΛ,N ◦ sym−1Λ,N defines the corresponding distribution of N -point config-
urations. (Note that µφ,βΛ,N -a.s. symΛ,N has values in ΓΛ,N , i.e. one a.s. obtains N -point
configurations.)
We formulate the tightness result from [GKR07, Lemma 5.2] more generally, such that
it also admits the perodic boundary case, in which, as the particle number N and the
volume Λ of the system, also the potential φ varies.
Lemma 3.26. Let (φn)n∈N be a sequence of symmetric pair interactions fulfilling (RP),
(BB) uniformly in n. Moreover let (Nn)n∈N ⊂ N and (Λn)n∈N be a sequence of open
relatively compact subsets of Rd. Assume that supn
Nn
vol(Λn)
< ∞. Set µn := µφn,βNn,Λn ◦
sym−1Λn,Nn. If the correlation functionals ρµn of µn, n ∈ N, fulfill the improved Ruelle
bound
ρµn(η) ≤ ζ♯ηe−
2β
♯η
P
{x,y}⊂η φn(x−y) for all η ∈ Γ0
uniformly in n, then the sequence (µn)n∈N is tight. As a consequence, the same holds for
the sequence (µvn)n∈N.
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Proof. The proof is essentially the same as the proof of [GKR07, Lemma 5.2]. We use the
compact functions SβΦ/3,h, where Φ is chosen as in (RP) and h is as in Section 2. In order
to prove that supn∈N ‖SβΦ/3,h‖L2(Γv ;µn) < ∞ using Proposition 3.21, one has to estimate
integrals of the form∫
(Rd)M
|f |(ξA, ξB)|f |(ξC , ξD)e−
2
M
P
1≤i<j≤M βφn(ξi−ξj)dξ1 · · · dξM
where f(y, y′) = e(β/3)Φ(|y−y
′|)h(y)h(y′), y, y′ ∈ Rd, {A,B,C,D} = {1, · · · ,M}, M ∈
{2, 3, 4}, A 6= B and C 6= D. Since e(β/3)(Φ(|ξA−ξB|)+Φ(|ξC−ξD|))e− 2M
P
1≤i<j≤M βφn(ξi−ξj) is
bounded for any such M,A,B,C,D, it remains to show that∫
(Rd)M
|h(ξA)h(ξB)h(ξC)h(ξD)|dξ1 · · · dξM <∞.
But this follows since h ∈ L1(Rd) ∩ L∞(Rd). The last assertion then follows by Lemma
3.19(ii). 
Remark 3.27. (i) Let φ fulfill (RP), (BB), (T) as in Section 3.1 and let Λn :=
Λλn = (−λn, λn]d, n ∈ N. Then by Lemma 3.6 and Theorem 3.15 the conditions of
Lemma 3.26 are fulfilled for any sequence (Nn)n∈N, (λn)n∈N fulfilling limn→∞ λn =
∞ and limn→∞ Nn(2λn) = ρ ∈ [0,∞) with φn := φˆλn , defined as in (3.5). Hence the
corresponding sequence (µn)n∈N is tight.
(ii) In the periodic case (cf. (i)) one might rather consider µφn,βΛn,Nn ◦per−1Λn,Nn instead of
µφn,βΛn,Nn ◦ sym−1Λn,Nn , where perΛn,Nn(x1, · · · , xNn) :=
⋃
r∈Zd{x1 + 2λnr, · · · , xNn +
2λnr}.
But since for any cylinder function F : Γ → R it holds µφn,βΛn,Nn ◦ per−1Λn,Nn(F ) =
µφn,βΛn,Nn ◦ sym−1Λn,Nn(F ), Lemma 3.18 implies that weak convergence properties of
these sequences are equivalent.
Finally, in order to apply the result from Lemma 3.25 to the case of periodic boundary
condition, we make the following remark.
Remark 3.28. Consider again the situation from Remark 3.27(i). For ψ : Rd → R we
define bψ : Γ0 → R by bψ(η) := e−
2β
n
P
{x,y}⊂η ψ(x−y) (or bψ(η) := infx∈η e
−β
P
y∈η\{x} ψ(x−y)),
η ∈ Γ0. Setting h˜n := 1Λλn bφˆλn and h˜ := bφ we find by uniform stability of the periodic
interaction energy of configurations in Λλn (cf. Lemma 3.9(ii)) that the h˜n are uniformly
bounded. From (3.6) we find that φλn → φ pointwise and hence also φˆλn → φ pointwise,
which implies that h˜n → h˜ pointwise. Together with uniform boundedness we obtain
weak-∗ convergence in L∞(Γ0;λ). Hence Lemma 3.25(i) can be applied and µ fulfills the
improved Ruelle bound for φ.
We now choose a function h fulfilling the assertion of Lemma 3.25(ii) and which is useful
for the considerations in Section 4.4 below. By (3.6) there exists m > 0 such that
|φˆλn(y)− φ(y)| = |φλn(y)− φ(y)| ≤ m for n ∈ N, |y| < λn
and
inf
z∈Rd
φˆλn(z) = inf
z∈Rd
φλn(z) ≤ −m−M
for all n ∈ N, where −M denotes a lower bound of φ. Hence, setting
φ(y) :=
{
φ(y)−m if |y| < λ1
−m−M else ,
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we obtain φˆλn ≥ φ for all n ∈ N and φ ≥ φ, which implies h˜n, h˜ ≤ bφ =: h, n ∈ N. Thus
the conclusion of Lemma 3.25(ii) is valid in this case. Moreover, φ +m +M +M ′ ≥ φ,
where M ′ := sup|x|≥λ1 φ(x) < ∞, so ‖ · ‖Lp(Rd;e−βφdx) and ‖ · ‖Lp(Rd;e−βφdx) are equivalent
norms for p ≥ 1.
4. N/V -limit of Langevin dynamics
We now derive the main result of this article. Starting with N -particle Langevin dynam-
ics on cuboid domains (Section 4.2), we go on by proving tightness of the corresponding
laws on Γv (Section 4.3) and finally prove (Section 4.4) that any weak accumulation point
of these laws solves (1.1) weakly in the sense specified in Section 1.
Throughout this section we fix an inverse temperature β > 0 and we assume that any
function g : A→ R defined on some subset A ⊂ Γ0 (resp. Γv0) is extended to the whole of
Γ0 (resp. Γ
v
0) by being set to 0 on the complement of A (cf. Section 3.4 for the definition
of Γ0, Γ
v
0).
4.1. Additional conditions on the potential. Let φ be a (symmetric) pair potential
fulfilling the conditions (RP), (BB), (T) given in Section 3.1. Consider the following
additional conditions on φ:
(WD) (weak differentiability) φ is continuous in Rd \ {0}, φ is weakly differentiable on
this set and ∇φ is bounded on each of the sets {x ∈ Rd||x| > r}, r > 0. Moreover,
∇φ ∈ L1(Rd; e−βφdx) ∩ L3(Rd; e−βφdx).
(IDF) (integrably decreasing forces) φ is weakly differentiable in Rd \{0} and there exist
R3 > 0 and a decreasing function θ : [R3,∞)→ [0,∞) such that
|∇φ(x)| ≤ θ(|x|) for all x ∈ Rd, |x| ≥ R3
and
∫
[R3,∞)
rd−1θ(r) dr <∞.
Remark 4.1. (i) Both assumptions we suppose to be quite natural and sufficiently
weak, allowing e.g. the Lennard-Jones potential or any other potential fulfilling
(WD) and being such that |∇φ(x)| decreases when |x| → ∞, x ∈ Rd.
(ii) In order to do the construction using a limit of dynamics corresponding to φ
with periodic boundary, we need uniform L3-integrability of the ∇φˆλ w.r.t. e−βφˆλ
(cf. (3.5)), at least for a sequence λn tending to∞ as n→∞. When (WD) holds,
this is an assumption on the behavior of ∇φ away from the origin. Condition
(IDF) yields an appropriate behavior, as we prove in the following lemma. Though
it might be not optimal, it is sufficient for our purposes.
(iii) We suppose that one does not need (IDF) to construct a martingale solution of
(1.1). The construction for a potential φ not fulfilling (IDF) might be done by
constructing first the dynamics for smooth cut-offs of φ by approximation with
periodic potentials and then approximating φ by the cut-offs. However, we do not
enter into a detailed consideration about this question here.
Lemma 4.2. (i) Let φ fulfill (RP), (BB), (T), (WD). Then for any λ > 0 the func-
tion φˆλ is weakly differentiable in (−2λ, 2λ)d \ {0} and for any λ0 > 0 it holds
supλ≥λ0 ‖∇φˆλ‖L1(Λ2λ;e−βφˆλdx) <∞.
(ii) If φ additionally fulfills (IDF), then supλ≥λ0 ‖φˆλ‖L3(Λ2λ;e−βφˆλdx) < ∞ holds for
any λ0 > 0.
Proof. The functions φˆλ, λ > 0, are cutoffs of 2λ-periodic functions, hence all the assertions
on integrals over Λ2λ can be reduced to assertions on integrals over Λλ. E.g., we have
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‖φˆλ‖p
Lp(Λ2λ;e
−βφˆλdx)
= 2d‖φˆλ‖p
Lp(Λλ;e
−βφˆλdx)
, p ≥ 1.
(i): For the first assertion it suffices to prove that φˆλ is the L
1(Λ2λ; e
−βφˆλdx)-limit of
a convergent sequence of weakly differentiable (in (−2λ, 2λ)d \ {0}) functions w.r.t. the
norm ‖ · ‖
W 1,1(Λ2λ,e
−βφˆλdx)
:= ‖ · ‖
L1(Λ2λ;e
−βφˆλdx)
+ ‖∇ · ‖
L1(Λ2λ;e
−βφˆλdx)
. Define φˆλ,k :=∑
r∈Zd,|r|≤k φ(·+2λr), k ∈ N. Then φˆλ,k → φˆλ as k →∞ in L1(Λ2λ; e−βφˆλ) and moreover
for k, l ∈ N, k ≥ l, it holds
‖∇φˆλ,k −∇φˆλ,l‖L1(Λ2λ;e−βφˆλ)
≤ 2d
∫
λ(2l+1)≤|x|
|∇φ(x)|eβ(m+M) dx→ 0
as l→∞. Here m is as in Remark 3.28. This shows the first assertion.
Since m can be chosen independent of λ ≥ λ0, we find by an easy argument similar to
the above calculation that ‖∇φˆλ‖L1(Λ2λ;e−βφˆλdx) ≤ 2
deβ(m+M+M
′)‖∇φ‖L1(Rd;e−βφdx), where
M ′ := sup|x|≥λ0 φ(x).
We now prove (ii). We may assume that R3 = R1 = R2 =: R ≤ λ0. By the considerations
preceding the proof of (i) we have to estimate∫
Λλ
∣∣∣∣∣∣
∑
r∈Zd
∇φ(x+ 2λr)
∣∣∣∣∣∣
3
e−βφˆλ(x) dx ≤
∫
Λλ
|∇φ(x)|+ ∑
06=r∈Zd
θ(|x+ 2λr|)
3 e−βφˆλ(x) dx
independently of λ ≥ λ0. Due to L3-integrability of ∇φ w.r.t. e−βφdx, hence w.r.t.
e−βφˆλdx uniformly in λ ≥ λ0, it suffices to show that (2λ)d supx∈Λλ
(∑
r 6=0 θ(|x+ 2λr|)
)3
is bounded independently of λ ≥ λ0.
This follows from monotonicity and integrability of θ: For λ ≥ λ0, x ∈ Λλ it holds:∑
r=(r1,··· ,rd)∈Z
d
ri≥1∀i
θ(|x+ 2λr|) ≤
∑
r=(r1,··· ,rd)∈Z
d
ri≥0∀i
∫
Λλ
θ(|y + 2λr|) dy
(2λ)d
≤
C
∫
[0,∞) θ(t)t
d−1dt
(2λ)d
for some C < ∞ independent of λ. Here we extend θ to [0,∞) by setting θ(t) := θ(R3)
for t ≤ R3. Other parts of the sum
∑
06=r∈Zd are treated in an analogous way. 
Remark 4.3. In order to have some more concrete legitimation for the introduction of
the additional condition (IDF), we consider the following example: Set d = 1 and consider
φ according to (RP), (BB), (WD) such that it holds ∇φ(x) = 1 whenever 2k+ 12− 1|k+1|2 ≤
|x| ≤ 2k + 12 + 1|k+1|2 for some k ∈ Z and ∇φ(x) ≥ 0 when 2k + 14 ≤ |x| ≤ 2k + 34 . Then
φ can be such that ∇φ ∈ L1 ∩ L3 and (T) is fulfilled, but ∑r∈Z∇φ(· + 2r) behaves like
1q
·− 1
2
around 12 , so one does not obtain L
2 integrability of ∇φˆ1.
Lemma 4.4. Let φ fulfill (RP), (T), (BB), (WD), and assume that for some λ0 > 0
it additionally holds supλ≥λ0 ‖∇φˆλ‖Lp(Λλ;e−φˆλdx) < ∞ for p = 1, 2, 3. Then it holds for
i = 1, 2, 3
sup
λ≥λ0
‖|∇φˆλ|e−
β
3
φˆλ‖Li(Λ2λ;dx) = 2d sup
λ≥λ0
‖|∇φˆλ|e−
β
3
φˆλ‖Li(Λλ;dx) <∞
Proof. The equality is clear, cf. the proof of Lemma 4.2.
Choose any a > 0. The functions φˆλ are bounded in the set {x ∈ Λλ||x| ≥ a} and
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the bound is uniform in λ ≥ λ0 (cf. Lemma 3.6). Hence there exists D > 0 such that
e−
iβ
3
φˆλ ≤ De−βφˆλ on this set for λ ≥ λ0. We compute for λ ≥ λ0
‖|∇φˆλ|e−
β
3
φˆλ‖Li(Λλ;dx)
≤ D1/i‖∇φˆλ‖Li(Λλ∩{|·|>a};e−βφˆλdx) + ‖|∇φˆλ|
ie−
βi
3
φˆλ‖1/i
L1(Λλ∩{|·|≤a};dx)
≤ D1/i‖∇φˆλ‖Li(Λλ;e−βφˆλdx) + (2a)
(3−i)d
3i ‖∇φˆλ‖L3(Λλ;e−βφˆλdx)
by the Ho¨lder inequality. The assertion follows. 
4.2. The finite particle dynamics on Γv. Let φ fulfill (RP), (T), (BB), (WD) and
(IDF) and let N ∈ N, λ > 0. The state space for the N -particle dynamics is given
by ENλ , where Eλ := Mλ × Rd, Mλ being the manifold resulting from glueing the op-
posite surfaces of Λλ = (−λ, λ]d together. We define the N -particle potential Ψλ,N by
Ψλ,N(x1, · · · , xN ) :=
∑
i<j φˆλ(xi − xj), (x1, · · · , xN ) ∈ MNλ . The potential Ψλ,N fulfills
the assumptions of [CG08a, Theorem 2.1] (cf. [CG08a, Example 2.3]). Thus there is a
law Pλ,N on C([0,∞), ENλ ) such that the corresponding process is a Markov process solv-
ing (cf. [CG08a, Lemma 3.12(ii)]) the martingale problem for the L2(ENλ ;µλ,N )-closure
(Lλ,N ,D(Lλ,N )) of the generator (Lλ,N , C
∞
0 (E
N
λ )), given by
(4.1) Lλ,N =
κ
β
∆v − κv∇v + v∇x − (∇Ψλ,N )∇v.
Here µλ,N , the invariant initial distribution of the process, is given by
µλ,N(A) =
1
Z
∫
A
e−βΨλ,N (x1,··· ,xN )e−
β
2
(v21+···+v
2
N ) dx1 dv1 · · · dxN dvN ,
where A is a Borel subset of ENλ and Z is a normalization constant. So, µλ,N is the
canonical Gibbs measure corresponding to Ψλ,N . We do not claim (Lλ,N ,D(Lλ,N )) to be
essentially maximal dissipative nor do we need such a property in the sequel.
We do essentially not distinguish ENλ and M
N
λ ×RdN : An element (x1, v1, · · · , xN , vN ) of
ENλ we sometimes denote by (x, v), x = (x1, · · · , xN ), v = (v1, · · · , vN ). ∆v, ∇v denote
the Laplacian and the gradient resp. in v-direction, v denotes multiplication by the vector
v, v∇v :=
∑N
i=1 vi∇vi etc.
For later use we prove a lemma concerning the domain of Lλ,N . We do not claim that it
is stated in maximal generality, in particular as far as it concerns the first assertion.
Lemma 4.5. (i) Let f ∈ C(ENλ ) be such that it possesses continuous partial deriva-
tives up to order 2 in all v-directions and continuous partial derivatives of order 1
in all x-directions. Assume moreover that f and all mentioned partial derivatives
are bounded in absolute value by a multiple of (x, v) 7→ (1 + |v|)k for some k ∈ N.
Then f ∈ D(Lλ,N ) and Lλ,Nf is given as in (4.1).
(ii) Let f :MNλ \Dλ,N → R, where Dλ,N := {(x1, · · · , xN ) ∈MNλ |∃i, j ∈ {1, · · · , N} :
xi = xj , i 6= j}. Assume that f is once continuously differentiable and that
f,∇xf ∈ L2(MNλ ; e−βΨλ,Ndx). Then when f is considered as a function on ENλ
which is constant in v-directions, it holds f ∈ D(Lλ,N ) and Lλ,Nf is given as in
(4.1), i.e. Lλ,Nf = v∇xf .
Proof. (i): First assume that f has compact support. Approximate f uniformly by C∞0 -
functions fk, k ∈ N, such that also the mentioned partial derivatives of f are uniformly
approximated by the respective partial derivatives of fk. (Take, for example, convolutions
with a suitable approximate identity.) Then one obtains L2 convergence of fn to f and
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also L2-convergence of Lλ,Nfk towards
κ
β∆vf−κv∇vf+v∇xf− (∇Ψλ,N )∇vf . (Note that
all partial derivatives of Ψλ,N are square integrable w.r.t. µλ,N .) This proves the assertion
for compactly supported f .
For the general case in (i) we do another approximation of f by multiplying f with smooth
compactly supported functions ηk : E
N
λ → R, k ∈ N, which fulfill 1{|·|≤k}(v) ≤ ηk(x, v) ≤
1{|·|≤k+2}(v), (x, v) ∈ ENλ , and are such that their first and second partial derivatives are
bounded in absolute value by 1.
(ii): For functions f having compact support in the open set MNλ \ DΛ,N = {x ∈
MNλ |Ψλ,N (x) < ∞} the assertion is implied by (i). When f is bounded, one can do
an approximation as follows: Let χk : R → [0, 1], k ∈ N, be smooth functions such that
χk(t) = 1 for all t ∈ [−k, k], χk(t) = 0 for all t ∈ R\[−k−2, k+2] and the first derivative of
χk is bounded in absolute value by 1. Define fk :M
N
λ → R by fk(x) := f(x)(χk◦Ψλ,N )(x),
x ∈MNλ . Then fk → f as k →∞ in L2(ENλ ;µλ,N ) and
Lλ,Nfk = v∇xfk = (χk ◦Ψλ,N )v∇xf + (v∇xΨλ,N )(χ′k ◦Ψλ,N)f → v∇xf
as k →∞ in L2(ENλ ;µλ,N ). Here we again used the fact that ∇Ψλ,N ∈ L2(ENλ ;µλ,N ).
Finally we consider the case where f is unbounded. Choose another sequence of smooth
functions κk : R → R, k ∈ N, such that κk(t) = t for all t ∈ [−k, k], κk is increasing with
derivative bounded by 1 and κk is constant on R \ [−k − 1, k + 1]. Define fk := κk ◦ f .
Then fk → f as k →∞ in L2(ENλ ;µλ,N ) and
Lλ,Nfk = (κ
′
k ◦ f)v∇xf → v∇xf
in L2(ENλ ;µλ,N ) as k →∞, so the assertion is shown. 
In order to simplify notation, in the sequel we do not distinguish Mλ and Λλ as well
as Eλ and Λλ × Rd. Moreover, since confusion would not be dangerous, we do not use
different notations for ΛNλ and the set Λ
N
λ \Dλ,N . (The diagonal Dλ,N , defined in Lemma
4.5(ii), is not hit Pλ,N -a.s. and hence may be omitted).
We consider the mapping perλ,N : E
N
λ → Γv defined by
perλ,N (x1, · · · , vN ) :=
⋃
r∈Zd
{(x1 + 2λr, v1), · · · , (xN + 2λr, vN )}.
Furthermore, we define the mapping per
⊗[0,∞)
λ,N : C([0,∞), ENλ ) → C([0,∞),Γv) by as-
signing to a path ((x1(t), · · · , vN (t)))t≥0 the path
(
perλ,N (x1(t), · · · , vN (t))
)
t≥0
of images
w.r.t. perλ,N .
Both mappings are well-defined except on the diagonal (which is negligible w.r.t. both
µλ,N and Pλ,N ) and measurable. We set µ
(λ,N) := µλ,N ◦ per−1λ,N and define P (λ,N) :=
Pλ,N ◦
(
per
⊗[0,∞)
λ,N
)−1
. These probability laws are the starting point for the construction
of an infinite particle Langevin dynamics as a weak limit.
Sometimes we also use the mappings symλ,N : E
N
λ → Γv, defined by symλ,N (x1, · · · , vN ) :=
{(x1, v1), · · · , (xN , vN )}. This is done for technical reasons: The measures µ(λ,N) are not
locally absolutely continuous w.r.t. Lebesgue-Poisson measure and in particular do not
fulfill a Ruelle bound. Therefore, in order to apply the results from Section 3.4 we have
to use µλ,N ◦ sym−1λ,N instead.
Remark 4.6. Note that one at best faces some technical difficulties trying a construction
by dynamics given through Pλ,N ◦
(
sym
⊗[0,∞)
λ,N
)−1
, where one defines sym
⊗[0,∞)
λ,N analogously
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to per
⊗[0,∞)
λ,N . The paths corresponding to these laws are not even right continuous. In
contrast, the laws P (λ,N) describe diffusions.
4.3. Tightness. In this section we prove, under the conditions and using the notations of
Section 4.2, tightness of any sequence (P (λn,Nn))n∈N such that λn ↑ ∞ and Nn(2λn)d → ρ ∈
[0,∞) as n → ∞. In the sequel we abbreviate subscripts λn, Nn by n, i.e. Pn := Pλn,Nn ,
symn := symλn,Nn etc. Paths in C([0,∞),Γv) will below always be denoted by (γt)t≥0.
Clearly, we may assume that λ1 is large enough for Theorem 3.15 (and Corollary 3.17) to
apply.
Tightness of the sequence of distributions P (n) ◦ γ−1t (= µ(n)), t ≥ 0, is seen from Remark
3.27 and Lemma 3.19(ii). So we go on by estimating moments of dΦ,a,h(γt, γs), t, s ≥ 0,
with dΦ,a,h as defined in Section 2. We follow an idea from [HS78] and use semimartingale
decompositions of the summands contained in dΦ,a,h(γt, γs). Before we do so, we need
some preparations.
The following lemma might also be stated more generally. However, we restrict to what
we are about to use later.
Lemma 4.7. Let f : Rd × Rd → R have bounded spatial support and being once con-
tinuously differentiable in the x-directions and twice continuously differentiable in the
v-directions. Assume moreover that all these derivatives are bounded. f itself may be
unbounded. Set F := 〈f, ·〉 = Kf .
Then F ◦ pern is an element of the domain D(Ln) and it holds
sup
n
µn(|Ln(F ◦ pern)|3) <∞
Proof. We may w.l.o.g. assume that the spatial support of f is contained in an open
cube of side length less than 2λ1. (Otherwise we use an appropriate partition of unity
corresponding to a suitable locally finite open cover of Rd to decompose f (cf. the proof of
4.10 below).) Moreover, we may w.l.o.g. assume that the spatial support of f is relatively
compact in (−λ1, λ1)d, since Ln commutes with simultaneous spatial translations of all
particles in (the manifold) Eλn and µn is invariant w.r.t. these translations. So we may
replace pern by symn.
The first assertion is seen from Lemma 4.5(i). (Note that f(x, v), (x, v) ∈ Rd × Rd grows
at most linearly as |v| → ∞.)
It holds for n ∈ N
Ln(F ◦ symn) = Kg1 ◦ symn −Kgn2 ◦ symn,
where g1 : Γ1 → R is given by g1({(x, v)}) := κβ∆vf(x, v)− κv∇vf(x, v) + v∇xf(x, v) and
gn2 : Γ2 → R is given by gn2 ({(x, v), (x′, v′)}) := ∇φˆλn(x − x′)(∇vf(x, v) − ∇vf(x′, v′)),
(x, v), (x′, v′) ∈ Eλn .
Let us first prove
(4.2) sup
n
µn(|Kg1 ◦ symn|3) <∞.
Since g1 has (seen as a function defined on Rd × Rd) bounded spatial support and there
exists C > 0 such that |g1(x, v)| ≤ C|v| for all (x, v) ∈ Rd × Rd, it follows g ∈ Lp(Γ0;λv)
for each p ∈ [1,∞). So the improved Ruelle bound (Corollary 3.17), Proposition 3.21 and
Remark 3.22 imply (4.2).
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Concerning gn2 we have that for n ∈ N
(K|gn2 |(·))3 ≤
(
sup
(x,v)∈Rd×Rd
|∇vf(x, v)|32
)
|Kg˜n2 (prx·)|3
where g˜n2 (x, x
′) := |∇φˆλn(x − x′)|2(1supps(f)(x) + 1supps(f)(x′)), x, x′ ∈ Λλn , | · |2 denotes
Euclidan norm and supps denotes the spatial support of f . So we are left to estimate
µn(|Kg˜n2 ◦ symn|3). By Proposition 3.21 and using the improved Ruelle bound (3.12) of
the µn ◦ sym−1n we have to prove that for any M ∈ {2, · · · , 6} and any A,B,C,D,E, F ∈
{1, · · · ,M} such that A 6= B, C 6= D, E 6= F and {A,B,C,D,E, F} = {1, · · · ,M}, it
holds
sup
n
∫
ΛMλn
|∇φˆλn(xA−xB)|2 |∇φˆλn(xC−xD)|2 |∇φˆλn(xE−xF )|2 inf
1≤i≤M
e−β
P
j 6=i φˆλn (xi−xj)
1supps(f)(xA)1supps(f)(xC)1supps(f)(xE) dx1 · · · dxM <∞
which by uniform boundedness of the φˆλn from below we may replace by
(4.3) sup
n
∫
ΛMλn
c(xA, xB)c(xC , xD)c(xE , xF )
1supps(f)(xA)1supps(f)(xC)1supps(f)(xE) dx1 · · · dxM <∞
with c(x, x′) := |∇φˆλn(x− x′)|2e−
β
3
φˆλn(x−x
′), x, x′ ∈ Λλn .
To prove (4.3), we integrate successively over all xY with Y ∈ {B,D,F} \ {A,C,E}.
The integration yields finite values bounded independently of n even if Y appears more
than once in the tupel (A, · · · , F ) due to Lemma 4.4 and Ho¨lder inequality. We continue
to integrate over the remaining variables until there is no ∇φˆλn-term left. For every
variable which then remains (there is at least one), there is a 1supps(f) left. It follows
supn µn(|Kg2 ◦ symn|3) <∞ and together with (4.2) the assertion is shown. 
A much simpler case than in Lemma 4.7 is considered in the following corollary. (Note
that the first estimate is immediate.)
Corollary 4.8. Let f : Rd × Rd be continuous and continuously differentiable in the v-
directions such that all the derivatives are bounded, whereas f may be unbounded. Then it
holds
sup
n
µn(|∇v(Kf ◦ pern)|32) ≤ sup
n
µn(|∇v(Kf ◦ pern)|31) <∞
where | · |1 denotes norm defined by |(y1, · · · , yl)| :=
∑l
j=1 |yj | for (y1, · · · , yl) ∈ Rl, l ∈ N.
Remark 4.9. For k ∈ N consider χk defined as in Section 2 such that a is twice contin-
uously differentiable and ∇va,∆va are bounded (and, as before, a(v) → ∞ as |v| → ∞.
Then Lemma 4.7 and Corollary 4.8 apply to f = χk.
If a function f is only dependent on x-coordinates, Ln(Kf ◦ pern) does not contain
∇φˆλn , n ∈ N. This enables us to deal also with a function SΦ,hk , defined as in Section 2.
Lemma 4.10. Let Φ˜ be as in Lemma 3.6 (corresponding to the potential φ) and assume
(w.l.o.g.) that Φ˜(r) = 0 for r ≥ λ1/4. Let k ∈ N. It holds SβeΦ/6,hk ◦ pern ∈ D(Ln) and
sup
n
µn(|Ln(SβeΦ/6,hk ◦ pern)|) <∞.
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Proof. We first note that Sβ
eΦ/6,hk is the K-transform of g : Γ2 → R, given by g({x, x′}) :=
hk(x)hk(x
′)eβ
eΦ(x−x′)/6, x, x′ ∈ Rd. g({x, x′}) is equal to hk(x)hk(x′), when |x−x′| ≥ λ1/4.
We choose a locally finite open cover U of Rd such that any ∆ ∈ U has diameter < λ1/4
and we choose a corresponding partition of unity (η∆)∆∈U consisting of C
1-functions.
Using this partition (and noting that hk has compact support) we see that we may replace
Sβ
eΦ/6,hk by Kg∆1,∆2 , where g∆1,∆2 : Γ2 → R is defined by
(4.4) g∆1,∆2({x, x′}) := e
β
6
Φ(|x−x′|)ϕ∆1ϕ∆2 , x, x
′ ∈ Rd,
for ∆1,∆2 ∈ U , where ϕ∆1/2 := η∆1/2hk.
We first consider the case where dist(∆1,∆2) ≤ λ1/4, where dist denotes the | · |-distance
of subsets of Rd. We may assume that ∆ := ∆1 ∪∆2 is relatively compact in (−λ1, λ1)d
and replace pern by symn using spatial translations in Eλn as in the proof of Lemma 4.7
above. By Lemma 4.5(ii) we have that (Kg∆1,∆2 ◦ symn) ∈ D(Ln), n ∈ N. For 1 ≤ i ≤ Nn
and (x, v) ∈ ENnλn we make the following estimate.
|∇xi(Kg∆1,∆2 ◦ symn)(x, v)|
=
∣∣∣∣∣∣∇xi
∑
j 6=i
e
β
6
eΦ(|xi−xj |)ϕ∆(xi)ϕ∆(xj)
∣∣∣∣∣∣
≤
∑
j 6=i
∣∣∣∣eβ6 eΦ(|xi−xj |)ϕ∆(xj)(β6 Φ˜′(|xi − xj|) xi − xj|xi − xj |ϕ∆(xi) +∇ϕ∆(xi)
)∣∣∣∣
≤
∑
j 6=i
e
β
6
eΦ(|xi−xj |)1∆(xj)
(∣∣∣∣β6 Φ˜′(|xi − xj |)
∣∣∣∣ 1∆(xi) + C1∆(xi))
for some C <∞. Since Φ˜′e−β6 eΦ is bounded and Φ˜ ≥ 0 the r.h.s. is estimated by
C ′
∑
j 6=i
e
β
3
eΦ(|xi−xj |)1∆(xi)1∆(xj)
for some C ′ <∞ and thus
|Ln(S
β
6
Φ,η∆ ◦ symn)(x, v)| ≤
∑
{i,j}⊂{1,··· ,N}
(|vi|1 + |vj |1)e
β
3
Φ(|xi−xj |)1∆(xi)1∆(xj).
Using Proposition 3.21 we find that we only have to prove that for all M ∈ {2, · · · , 6},
A,B,C,D,E, F ∈ {1, · · · ,M}, {A, · · · , F} = {1, · · · ,M}, A 6= B, C 6= D, E 6= F the
expression ∫
ΛMλn
c(xA, xB)c(xC , xD)c(xE , xF )e
− 2
M
β
P
i<j φˆλn (xi−xj) dx1 · · · dxM
is bounded independently of n, where c(x, x′) = e
β
3
Φ(|x−x′|)1∆(x)1∆(x
′), x, x′ ∈ Rd. But
since the integrand is bounded by the properties Φ˜ and the uniform boundedness from
below of φˆλn , n ∈ N, the above integral is estimated by Dmax{vol(∆)2, vol(∆)6} for some
D <∞.
Now assume that dist(∆1,∆2) > λ1/4 in (4.4). In this case Φ˜(|x − x′|) = 0 for x ∈ ∆1,
x′ ∈ ∆2, so we have g∆1,∆2({x, x′}) = ϕ∆1(x)ϕ∆2(x′), x, x′ ∈ Rd. Using periodicity of the
image configurations w.r.t. pern and spatial shifts in Eλn we may assume that ∆1 and
∆2 are relatively compact in (−λ1, λ1)d, so pern may be replaced by symn and the case
34 FLORIAN CONRAD, MARTIN GROTHAUS
dist(∆1,∆2) > λ1/4 is reduced to a (trivial) special case (Φ˜ ≡ 0) of the one we treated
above. 
Now we arrive at the concluding tightness estimate. The expectation w.r.t. P (n), n ∈
N, we denote by E(n) and in the sequel we also use similar notations for expectations
w.r.t. other probability laws.
Lemma 4.11. Let Φ˜ be chosen as in Lemma 4.10 and a be chosen as in Remark 4.9. For
each T > 0 there is a constant C > 0 such that for 0 ≤ s < t ≤ T <∞ it holds
sup
n
E(n)
[(
d
β
6
eΦ,h,a(γt, γs)
)3] ≤ C(t− s)3/2,
when fk, gk, rk and qk in the definition of d
β
6
eΦ,h,a are chosen in a suitable way (see the
proof below).
Proof. It holds by the Minkowski inequality and the fact that r1+r ≤ r for r ≥ 0(
E(n)
[(
d
β
6
eΦ,h,a(γt, γs)
)3])1/3
(4.5)
≤
∞∑
k=1
2−k
(
E(n)
[
|Kfk(γt)−Kfk(γs)|3
])1/3
+
∞∑
k=1
2−k
(
E(n)
[
|Kgk(prxγt)−Kgk(prxγs)|3
])1/3
+
∞∑
k=1
2−kqk
(
E(n)
[
|(Kχk)(γt)− (Kχk)(γs)|3
])1/3
+
∞∑
k=1
2−krk
(
E(n)
[∣∣∣S β6 eΦ,hIk ◦ prx(γt)− S β6 eΦ,hIk ◦ prx(γs)∣∣∣3])1/3 .
Concerning the first three summands on the r.h.s. we need to estimate
(4.6) E(n)
[
|Kf(γt)−Kf(γs)|3
]
for f as in Lemma 4.7. It suffices to prove that this expression is bounded by (t −
s)3/2C(f)D(T ) where C(f) is a constant depending only on f andD(T ) depends only on T .
Then by replacing fk by
fk
C(fk)1/3
and gk by
gk
C(gk)1/3
and setting qk := min{C(χk)−1/3, 1},
k ∈ N, in the definition of the metric the first three summands in (4.5) are convergent and
less or equal than (t− s)1/2D(T )1/3.
So let f be as in Lemma 4.7. It holds
E(n)
[
|Kf(γt)−Kf(γs)|3
]
= En
[
|(Kf) ◦ pern(Xt, Vt)− (Kf) ◦ pern(Xs, Vs)|3
]
It holds Kf ◦ pern ∈ D(Ln). Since Pn solves the martingale problem for Ln we find that
M
[Kf◦pern],n
t := Kf ◦ pern(Xt, Vt)−Kf ◦ pern(X0, V0)−
∫ t
0
Ln(Kf ◦ pern)(Xr, Vr) dr,
t ≥ 0, defines a Pn-martingale. By [CG08a, Remark 3.13] the quadratic variation pro-
cess of (M
[Kf◦pern],n
t )t≥0 is given by
(∫ t
0
2κ
β |∇v(Kf ◦ pern)|22(Xr, Vr) dr
)
t≥0
, where | · |2
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denotes Euclidean norm. Using the Burkholder-Davies-Gundy inequality and the Ho¨lder
inequality, we find
En
[∣∣∣M [Kf◦pern],nt −M [Kf◦pern],ns ∣∣∣3] ≤ En
[∣∣∣∣∫ t
s
2κ
β
|∇v(Kf ◦ pern)|22(Xr, Vr) dr
∣∣∣∣3/2
]
≤
(
2κ
β
)3/2
(t− s)3/2µn(|∇v(Kf ◦ pern)|32),
which can be estimated using Corollary 4.8. Moreover, it holds by Ho¨lder inequality
En
[∣∣∣∣∫ t
s
Ln(Kf ◦ pern)(Xr, Vr) dr
∣∣∣∣3
]
≤ (t− s)3µn(|Ln(Kf ◦ pern)|3)
≤ T 3/2(t− s)3/2µn(|Ln(Kf ◦ pern)|3).
This can be estimated using Lemma 4.7. Altogether we have independently of n an
estimate of (4.6) by (1 + T 1/2)3C(f)(t − s)3/2 for some constant C(f), concluding the
consideration of the first three summands in (4.5).
Concerning the fourth summand we first note that (denoting S
β
6
eΦ,hIk ◦prx also by S
β
6
eΦ,hIk)
E(n)
[∣∣∣S β6 eΦ,hIk(γt)− S β6 eΦ,hIk(γs)∣∣∣3]
= En
[∣∣∣(S β6 eΦ,hIk ◦ pern)(Xt, Vt)− (S β6 eΦ,hIk ◦ pern)(Xs, Vs)∣∣∣3] .
S
β
6
eΦ,hIk ◦ pern is an element of D(Ln) (cf. Lemma 4.10) such that for the corresponding
martingale it holds M
[S
β
6
eΦ,hIk◦pern],n
t = 0 Pn-a.s. for all t ≥ 0. So
En
[∣∣∣(S β6 eΦ,hIk ◦ pern)(Xt, Vt)− (S β6 eΦ,hIk ◦ pern)(Xs, Vs)∣∣∣3]
= En
[∣∣∣∣∫ t
s
|Ln(S
β
6
eΦ,hIk ◦ pern)|3(Xr, Vr) dr
∣∣∣∣3
]
≤ (t− s)3µn(|Ln(S
β
6
eΦ,hIk ◦ pern)|3)
≤ T 3/2(t− s)3/2µn(|Ln(S
β
6
eΦ,hIk ◦ pern)|3),
which can be estimated with the help of Lemma 4.10 by T 3/2Rk(t−s)3/2 for some Rk ∈ R+.
Setting rk := min{R−1/3k , 1} in the definition of d
β
6
eΦ,a,h we have an estimate for the fourth
summand in (4.5). This completes the proof. 
Remark 4.12. In [GKR07] the Lyons-Zheng decomposition was used in order to obtain
the estimate corresponding to the above lemma. At first sight, using such a decomposition
seems to be a significant simplification of the proof given above, since one avoids having
to estimate the bounded variation terms. Therefore, we should mention that this is not
possible here, since we are in a non-reversible situation and the method of proving tightness
by a forward/backward martingale decomposition depends heavily on reversibility of the
processes (cf. [GKR07, Proof of Lemma 5.3]).
We obtain the desired tightness result.
Theorem 4.13. Let φ be a symmetric pair interaction fulfilling (RP), (T), (BB), (WD)
and (IDF). Let (Nn)n ⊂ N and (λn)n ⊂ R+ be sequences such that λn ↑ ∞ and Nn(2λn)d →
ρ ∈ [0,∞) as n→∞. Let P (n) := Pn ◦ (per⊗[0,∞)n )−1, n ∈ N, be defined as in Section 4.2.
Then the sequence (P (n))n∈N is a tight sequence of probability laws on C([0,∞),Γv).
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Proof. Using standard tightness results (cf. [EK86, Theorem 3.8.6 and Theorem 3.8.8])
we obtain tightness of (P (n))n∈N as probability laws on D([0,∞),Γv), the space of cadlag
paths in Γv. By [EK86, Exercise 3.25(c)] we find that any weak accumulation point of
(P (n))n∈N assigns full measure to the space C([0,∞),Γv) of continuous paths, hence by
[EK86, Exercise 3.25(d)] the assertion follows. 
4.4. The martingale problem. By now we know that in the situation of Theorem 4.13
we have at least one accumulation point P of (P (n))n. Let P
(nk) → P weakly as k →∞.
Note that then also the sequence µ(nk) converges weakly and its weak limit µ is the
invariant initial distribution of P . Moreover, also µnk ◦ sym−1nk → µ weakly as k →∞. In
this section we verify that P is the law of an infinite particle Langevin dynamics.
We first prove some preliminary technical properties of the generator L (cf. (1.3)). We
do not bother about the possibility of generalizing assertions in Lemma 4.14 below to all
n ∈ N, since in this section we are only interested in asymptotic properties of the sequences
(P (n))n∈N, (µ
(n))n∈N.
Lemma 4.14. Let F = gF (〈{fi}Ki=1, ·〉) ∈ FC∞b (Ds,Γv). Choose n0 ∈ N such that each
fi, i = 1, · · · ,K, has support in (−λn0 , λn0)d × Rd.
(i) Let n ∈ N. The expression LF (γ) is well-defined for µn ◦ sym−1n -a.e. γ ∈ Γv,
i.e. the sums in the definition of LF converge absolutely µn ◦ sym−1n -a.s. and LF
is µn ◦ sym−1n -a.s. independent of the version one chooses for ∇φ. Moreover, it
holds supn∈N ‖LF‖L1(Γv ;µn◦sym−1n ) <∞.
(ii) Let n ≥ n0. Then LF is well-defined µ(n)-a.e. and supn≥n0 ‖LF‖L1(Γv ;µ(n)) < ∞
with the restriction that the versions for ∇φ have to be chosoen in a way such
that
∑
r∈Zd ∇φ(2λnr) = 0 for all n ∈ N.
(iii) With the restriction from (ii), for any n ≥ n0, t ≥ 0 the integral
∫ t
0 LF (γr) dr is
well-defined P (n)-a.s.
(iv) If P is the weak limit of a sequence (P (n))n∈N as above, then (i) holds with µ
(n)
replaced by µ and (iii) holds with P (n) replaced by P .
Remark 4.15. The restriction in Lemma 4.14(ii) means that the forces acting between
a particle and its periodic copies sum up to 0, which is a quite natural assumption. Note
that it is not an additional assumption on φ. It is only introduced for technical reasons
(cf. (4.9) below) and it can be dropped when only considering the limiting process, as one
sees in (the proof of) Lemma 4.14(iv).
Proof. LF consists (except of multiplication by bounded continuous partial derivatives
of gF ) of two types of sums. The first (e.g. 〈∆vfi, ·〉) are K-transforms of functions in
Ds. By Lemma 3.20 and the uniform Ruelle bound the assertion is easily shown for
these sums. We concentrate on the second type of sums, which are K-transforms of
functions g : Γv2 → R of the form g({(x, v), (x′ , v′)}) = ∇φ(x−x′)(∇vf(x, v)−∇v(f(x′, v′)),
(x, v), (x′, v′) ∈ Rd × Rd, with f ∈ Ds. Let us prove that g ∈ L1(Γv2;hdλv) with h as in
Remark 3.28 (here we identify h and h ◦ prx). It holds
1
(2π/β)d
∫
R4d
|g({(x, v), (x′ , v′)})|e−(β/2)(v2+v′2)e−βφ(x−x′) dx dx′ dv dv′(4.7)
≤ 2‖ |∇vf |1 ‖∞
∫
R2d
|∇φ(x− x′)|e−βφ(x−x′)1supps(f)(x)dxdx′
≤ 2‖ |∇vf |1 ‖∞vol(supps(f))‖∇φ‖L1(Rd;e−βφdx).
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The proof of (i) and of the first assertion of (iv) are now completed by Lemma 3.20, the
improved Ruelle bound, (WD) and the properties of φ (cf. Remark 3.28).
Let us now prove (ii). Let n ≥ n0. Due to the condition (IDF) and the Lebesgue-
a.e. boundedness of
∑
r∈Zd θ(·+2λr) in Λλn (cf. the proof of Lemma 4.2(ii)), hence in Λ2λn ,
the sum
∑
r∈Zd ∇φ(· + 2λr) defining ∇φˆλn (as element of L1(Λ2λn ; e−φˆλndx)) converges
Lebesgue-a.e. Any version of ∇φ uniquely determines by this sum a corresponding version
of ∇φˆλn , when we set ∇φˆλn equal to 0 where it does not converge. Fixing a version of ∇φ
we define for γ ∈ Γv
L(n)F (γ) :=
K∑
l,l′=1
κ
β
∂l∂l′gF (〈{fi}Ki=1, γ〉)〈(∇vfl)(∇vfl′), γ〉
+
K∑
l=1
∂lgF (〈{fi}Ki=1, γ〉)
(〈
κ
β
∆vfl − κv∇vfl + v∇xfl, γ
〉
−
∑
{(x,v),(x′,v′)}⊂γ
∇φˆλn(x− x′)(∇vfl(x, v) −∇vfl(x′, v′))
)
We prove µn ◦ sym−1n -a.s. absolute convergence of the sums occurring in this definition
(including the summation defining ∇φˆλn), which reduces to prove that gn ∈ L1(Γ2;hdλ)
for gn : Γ2 → R of the form gn({x, x′}) =
∑
r,r′∈Zd |∇φ(x−2λnr′−x′+λnr)|2(1supps(f)(x+
2λnr) + 1supps(f)(x
′ + 2λnr
′)), x, x′ ∈ Λλn , with f ∈ Ds, supps(f) ⊂ Λλn0 . Note that the
summands are equal to 0 whenever r 6= 0 6= r′. We make the following estimate, using the
abbreviation |∇φˆ|λn :=
∑
r∈Zd |∇φ(·+ 2λnr)|:∫
Λ2λn
∑
r∈Zd
|∇φ(x+ 2λnr − x′)|1supps(f)(x′)e−βφ(x−x
′) dx dx′(4.8)
≤ vol(supps(f))
(
‖ |∇φˆ|λn‖L1(Λλn ;e−βφdx) +D‖ |∇φˆ|λn‖L1(Λλn+δ\Λλn ;dx)
)
≤ vol(supps(f))
(
‖∇φ‖
L1(Λλn ;e
−βφdx)
+D‖∇φ‖L1(Rd\Λλn ;dx)
+2dD‖ |∇φˆ|λn‖L1(Λλn\Λλn−δ;dx)
)
,
≤ vol(supps(f))
(
‖∇φ‖
L1(Rd;e−βφdx)
+D‖∇φ‖L1(Rd\Λλn ;dx)
+2dD‖∇φ‖L1(Rd\Λλn−δ;dx)
)
.
Here 0 < δ < λn0 shall be such that supps(fi) ⊂ (−δ, δ)d, 1 ≤ i ≤ K, and D :=
supx∈Rd e
−βφ(x). Note that (4.8) yields an estimate which is independent of n ≥ n0. In
fact, the last two summands on the r.h.s. tend to 0 as n → ∞. By the integrability
assumption in (WD), by Lemma 3.20, the improved Ruelle bound and the properties of
φ we now have shown that (i) holds with L replaced by L(n). Due to the µn-a.s. absolute
convergence of the sums in the definition of L(n)F we may change the order of summation.
Using a version of ∇φ as specified in (ii), we obtain that
(4.9) L(n)F ◦ symn = LF ◦ pern µn-a.s.
Hence (ii) follows.
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(iii) follows from Fubini’s theorem, (ii) and the fact that
E(n)
∫ t
0
|LF (γr)| dr ≤ t‖LF‖L1(Γv;µ(n)).
The second assertion of (iv) follows in the same mannner from the first assertion. 
From the above proof we can conclude the following uniform approximation result.
Lemma 4.16. Let F be as in Lemma 4.14. Then there exists a sequence (Hl)l∈N of
bounded continuous cylinder functions Hl : Γ
v → R (cf. Section 3.4) such that
lim
l→∞
lim sup
k→∞
‖Hl − LF‖L1(Γv ;µ(nk)) = 0
and Hl → LF as l→∞ in L1(Γv;µ).
Proof. When µ(nk) is replaced by µnk ◦ sym−1nk , the assertion is a consequence of Lemma
3.25(ii) (cf. Remark 3.28) and the proof of Lemma 4.14 (in particular (4.7)). Let (Hl)l∈N
be a corresponding sequence of bounded continuous cylinder functions.
Fix l ∈ N and let n0 ∈ N be as in the proof of Lemma 4.14. Choose k0 large enough such
that nk0 ≥ n0 and such that Hl depends only on the configuration in Λλnk for k ≥ k0. By
(4.9) it holds for k ≥ k0
‖Hl − LF‖L1(Γv ;µ(nk)) = ‖Hl − L(nk)F‖L1(Γv ;µnk◦sym−1nk )
≤ ‖Hl − LF‖L1(Γv ;µnk◦sym−1nk ) + ‖LF − L(nk)F‖L1(Γv;µnk◦sym−1nk ).
So, we are left to prove that limk→∞ ‖LF − L(nk)F‖L1(Γv ;µnk◦sym−1nk ) = 0. This reduces to
proving that limn→∞ ‖Kg‖L1(Γv;µn◦sym−1n ) = 0 for gn : Γv2 → R of the form
gn({(x, v), (x′, v′)}) := (∇φ−∇φˆλn)(x− x′)(∇vf(x, v)−∇vf(x′, v′)),
(x, v), (x′, v′) ∈ E2λn , with f ∈ Ds, supp(f) ⊂ (δ, δ)d for some 0 < δ < λn0 . Applying
Lemma 3.20 and the improved Ruelle bound we find that it suffices to verify that with φ
as in Remark 3.28 it holds
(4.10) lim
n→∞
‖∇φ−∇φˆλn‖L1(Λλn+δ;e−βφdx) = 0.
For k ≥ k0 it holds
‖∇φ−∇φˆλn‖L1(Λλn+δ;e−βφdx)
≤ ‖∇φ−∇φˆλn‖L1(Λλn ;e−βφdx) + ‖∇φ‖L1(Λλn+δ\Λλn ;e−βφdx)
+‖∇φˆλn‖L1(Λλn+δ\Λλn ;e−βφdx)
≤ D‖∇φ‖L1(Rd\Λλn ;dx) +D‖∇φ‖L1(Rd\Λλn ;dx) + 2
dD‖∇φˆλn‖L1(Λλn\Λλn−δ;dx)
≤ 2D‖∇φ‖L1(Rd\Λλn ;dx) + 2
dD‖∇φ‖L1(Rd\Λλn−δ;dx),
where D := supx∈Rd e
−βφ(x). (4.10) follows, since ∇φ ∈ L1(Rd; e−βφdx) implies ∇φ ∈
L1({|x| > a}; dx) for any a > 0 due to boundedness of φ in {|x| > a}. 
The laws P (n), n ∈ N, behave nicely w.r.t. the operator L restricted to functions F =
gF (〈f1, ·〉, · · · , 〈fK , ·〉) ∈ FC∞b (Ds,Γv) depending only on the particles in Λλn : We find
that M
[F ]
t := F (γt) − F (γ0) −
∫ t
0 LF (γr) dr, t ≥ 0, defines a martingale w.r.t. P (n). To
see this, first note that for such F we have by (4.9) that LF ◦ pern = Ln(F ◦ symn) holds
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µn-a.s. We obtain for any 0 ≤ s ≤ t and any bounded function G : C([0,∞),Γv) → R
which is σ(γr : 0 ≤ r ≤ s)-measurable
E(n)
[
G
(
F (γt)− F (γs)−
∫ t
s
LF (γr) dr
)]
= En
[
G ◦ per⊗[0,∞)n
(
F ◦ symn(Xt, Vt)− F ◦ symn(Xs, Vs)
−
∫ t
s
Ln(F ◦ symn)(Xr, Vr) dr
)]
,
which is equal to 0 due to the fact that Pn solves the martingale problem for (Ln,D(Ln)).
We arrive at the result completing the construction.
Theorem 4.17. Assumptions as in Theorem 4.13. Let P be an accumulation point of the
sequence (P (n))n∈N. Then P solves the martingale problem for (L,FC∞b (Ds,Γv)).
Proof. Let P (nk) → P weakly as k → ∞ and denote the weak limit of (µ(nk))k∈N by µ.
Let F = gF (〈{fi}Ki=1, ·〉) ∈ FC∞b (Ds,Γv). Then there exists k0 ∈ N such that (−λnk , λnk)d
contains the support of all fi, 1 = 1, · · · ,K, for all k ≥ k0. We have to prove that for any
0 ≤ s < t < ∞ and for any σ(γr : 0 ≤ r ≤ s)-measurable G : C([0,∞),Γv) → R being
bounded and continuous it holds
E
[
(M
[F ]
t −M [F ]s )G
]
= 0,
where (M
[F ]
t′ )t′≥0 is as defined above. We already know that (M
[F ]
t′ )t′≥0 is a martingale
w.r.t. P (nk), k ≥ k0. Hence we are left to prove that E(nk)[GM [F ]r ]→ E[GM [F ]r ] as k →∞
for r ∈ {t, s}. Due to the fact that G and F are continuous and bounded, this reduces to
proving
(4.11)
E(nk)
[
G
∫ r
0
LF (γr′) dr
′
]
→ E
[
G
∫ r
0
LF (γr′) dr
′
]
as k →∞ for each r ∈ {t, s}.
Choosing (Hl)l≥0 according to Lemma 4.16 we find that for any r
′ ≥ 0, l ∈ N and k ≥ k0
it holds ∣∣E(nk)[GLF (γr′)]− E[GLF (γr′)]∣∣
≤ ∣∣E(nk)[G(LF (γr′)−Hl(γr′))]∣∣ + ∣∣E(nk)[GHl(γr′)]− E[GHl(γr′)]∣∣
+
∣∣E[G(LF (γr′)−Hl(γr′))]∣∣
≤ ‖G‖∞
(
‖LF −Hl‖L1(Γv;µ(nk)) + ‖LF −Hl‖L1(Γv ;µ)
)
+
∣∣E(nk)[GHl(γr′)]− E[GHl(γr′)]∣∣,
where we used the fact that the one-dimensional distributions of P (nk), P are given by
µ(nk), µ, respectively. Hence by continuity and boundedness of G and Hl and by weak
convergence of P (nk) towards P
lim sup
k→∞
∣∣∣E(nk)[GLF (γr′)]− E[GLF (γr′)]∣∣∣
≤ ‖G‖∞
(
lim sup
k→∞
‖LF −Hl‖L1(Γv ;µ(nk)) + ‖LF −Hl‖L1(Γv ;µ)
)
,
40 FLORIAN CONRAD, MARTIN GROTHAUS
which by Lemma 4.16 can be made arbitrarily small by choosing l large. E(n)[GLF (γr′)] is
bounded uniformly in r′ ∈ [0,∞) by ‖G‖∞‖LF‖L1(Γv ;µ(n)) which is bounded uniformly in
n ≥ nk0 due to Lemma 4.14(ii). Hence (4.11) follows by Lebesgue’s dominated convergence
theorem. 
Remark 4.18. The results from Section 3.4 which we used to prove Theorem 4.17 also
generalize some of the results in [GKR07]. In the differentiability assumption (D) given
there we replace continuous differentiability of the potential φ on Rd \ {0} by weak dif-
ferentiability and continuity. (Moreover, the assumption on Φ in (D) can be dropped,
cf. Lemma 3.1 above.) Then the existence of the approximating dynamics (cf. [GKR07,
Theorem 4.1] and [FG04]) is still ensured. Moreover, the tightness result [GKR07, The-
orem 5.1] does not depend on continuous differentiability of φ. We do not consider the
question whether the results of [GKR07, Section 5.2] are still valid, but focus on the mar-
tingale problem [GKR07, Theorem 5.10].
Since the invariant initial distributions µ(N), N ∈ N, of the approximating dynamics P (N)
in [GKR07] fulfill a uniform improved Ruelle bound, this bound extends to the invariant
distribution µ of any weak accumulation point P by Lemma 3.25(i). This can be used to
prove well-definedness of the expressions in [GKR07, (5.19),(5.20)] a.s. w.r.t. the µ(N), µ
resp. P (N), P similarly to Lemma 4.14(i),(iii),(iv). Moreover, we also obtain an approxi-
mation of elements HµF , F ∈ FC∞b (D,Γ), of the range of the generator (Hµ,FC∞b (D,Γ))
(cf. [GKR07, (5.19)]) by bounded continuous cylinder functions in L1(Γ;µ(N)) uniformly in
N and in L1(Γ;µ) (using Lemma 3.25(ii)). This replaces the only argument in the proof of
[GKR07, Theorem 5.10] making use of the continuity of the derivatives of φ (cf. [GKR07,
p. 150]). Finally, note that also [GKR07, Theorem 6.1] is valid in the new setting.
5. The initial configuration
Consider the situation of Theorems 4.13, 4.17. We now focus on the initial distribution µ
of the process constructed there. We already saw in Remark 3.27 that it is an accumulation
point of the sequence (µn ◦ sym−1n )n∈N or, which is equivalent, of the sequence (µn ◦
per−1n )n∈N. Our aim is to prove that µ is a tempered grand canonical Gibbs measure
(cf. [Geo95, p.1348] for the definition). In order to do so, we adapt considerations from
[Geo95] on the equivalence of the microcanonical and the grand canonical ensemble in
order to extend some results obtained there to the canonical ensemble. We use results and
notations from [GZ93], [Geo94] and [Geo95] in order to do so. As in [Geo95] we restrict
to the case where λn = n+
1
2 , n ∈ N.
Let P be the space of probability measures P on Γv having finite density and kinetic
energy density, i.e.
∫
Γv
∑
(x,v)∈γ∩C(1+ |v|2) dP (γ) <∞, where C := [0, 1]d×Rd. Denote by
Pθ ⊂ P the subset of probability measures which are invariant w.r.t. spatial translations
ϑa(γ) := γ − (a, 0), γ ∈ Γv, a ∈ Rd. The set of tame cylinder functions F , i.e. functions
F : Γv → R such that there exist Λ ⊂ Rd and C < ∞ with F (γ) = F (γ ∩ (Λ × Rd)) and
|F (γ)| ≤ C +C∑(x,v)∈γ∩(Λ×Rd)(1 + |v|), γ ∈ Γv, is denoted by L. On Pθ the topology τL
is defined as the weakest topology such that all mappings P 7→ P (F ) = ∫Γv F dP , F ∈ L,
are continuous. This topology is finer than the weak topology on the space of probability
measures on Γv.
We now state the result which is shown in the course of this section.
Theorem 5.1. Let a symmetric measurable function φ : Rd → R ∪ {∞} fulfilling (RP),
(T), (BB) as given in Section 3.1. Let λn := n +
1
2 , n ∈ N, and (Nn)n∈N ⊂ N be such
that Nn
(2λn)d
→ ρ ∈ (0,∞) as n → ∞. Define µ[n] := µn ◦ symn with µn := µλn,Nn and
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symn := symλn,Nn as defined in Section 4.2. Then (µ
[n])n∈N is relatively compact w.r.t. τL
and any accumulation point is a grand canonical Gibbs measure.
Remark 5.2. The conditions (RP), (T), (BB) imply conditions (A1) and the non-hard-
core version of (A2) from [Geo95]. The proof given below works for the latter conditions.
We exclude the case of hard-core potentials for convenience and since it is not treated in
the preceding sections of this article.
The proof of the above theorem mainly follows the lines of arguments in [Geo95], in
particular the beginning of [Geo95, Section 6]. However, there are some modifications to
be made which can only be explained in the presence of some details. Note that here we
only deal with the case of periodic boundary condition (this simplifies the considerations).
We introduce some more notations from [Geo95]. By ρ : Pθ → [0,∞) we denote the
τL-continuous function assigning to each P ∈ Pθ its average particle density ρ(P ) :=∫
Γv ♯(γ∩C) dP (γ). Upot : Pθ → R∪{∞} denotes the mean potential energy, which is given
by
Upot(P ) := lim
n→∞
1
(2λn)d
∫
Γv
∑
{x,x′}⊂(prxγ)∩Λλn
φ(x− x′) dP (γ).
The mean kinetic energy Ukin : Pθ → R is defined by
Ukin(P ) :=
∫
Γv
1
2
∑
(x,v)∈(γ∩C)
|v|2 dP (γ).
Both functions Upot, Ukin are measure affine and lower semicontinuous w.r.t. τL (cf. [Geo95,
p. 1349] and also [Geo94]). Set U := Ukin + Upot.
Moreover, we need to make use of the mean entropy S : Pθ → R ∪ {−∞}, which is an
upper semicontinuous measure affine function and such that for c ∈ R, ε ≥ 0 the sets
{P ∈ Pθ : S(P ) ≥ c, Ukin(P ) ≤ ε}
are compact and sequentially compact w.r.t. τL (cf. [Geo95, p. 1349 and Lemma 4.2]).
We also need to consider entropy functionals Iβ : Pθ → [0,∞]. They are defined by
Iβ(P ) := limn→∞
I(Pn,Q
β
n)
(2λn)d
, where Pn := P ◦(prvΛn)−1, Q
β
n := Qβ ◦(prvΛn)−1 and Qβ denotes
the Poisson point random field with intensity measure dxe−βv
2/2dv (cf. [Geo95, Section 4],
also for the definition of I(·, ·), which denotes relative entropy). We will sometimes make
use of the identity ([Geo95, (4.3)])
(5.1) S(P ) = −Iβ(P ) + βUkin(P ) + c(β)
for P ∈ Pθ. Here c(β) =
√
2π/β
d
. So, S(P ) <∞ for all P ∈ Pθ.
In [Geo95, Theorem 3.2] it is shown that the function
s(ρ′, ε) : = sup{S(P )|P ∈ Pθ, U(P ) ≤ ε, ρ(P ) = ρ′}
= sup{S(P )|P ∈ Pθ, U(P ) = ε, ρ(P ) = ρ′}, ρ′ ≥ 0, ε ∈ R,
is upper semicontinuous and concave and coincides in the convex set Σ = {(ρ′, ε)|ε >
εmin(ρ
′)} with the thermodynamic entropy density limn→∞ logMn(2λn)d , where (Mn)n∈N denotes
a sequence of microcanonical partition functions in Λλn with periodic boundary such that
the densities converge towards ρ′ and the energy densities converge towards ε. Here
εmin(ρ
′) = inf{U(P )|P ∈ Pθ, ρ(P ) = ρ′, S(P ) > −∞}.
We now state a variational principle for the thermodynamic free energy density, which we
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derive below as a direct consequence of the above mentioned corresponding result from
[Geo95] on the thermodynamic entropy density and some considerations from [Rue69].
Lemma 5.3. For β > 0, ρ > 0, let the free energy f(ρ, β) be defined by βf(ρ, β) =
infε>εmin(ρ)(βε− s(ρ, ε)). f(ρ, β) is finite and it holds
(5.2) βf(ρ, β) = − lim
n→∞
logZn
(2λn)d
= inf
{
βU(P )− S(P )|P ∈ Pθ, ρ(P ) = ρ
}
.
where for n ∈ N
Zn =
1
Nn!
∫
ΛNnλn ×R
dNn
e−β
eUλn(x1,··· ,xNn)e−β2 (v21+··· ,v2Nn )dx1 · · · dxNn dv1 · · · dvNn
is the canonical partition function with periodic boundary condition.
Proof. By [Geo95, p. 1350] for ε > εmin(ρ) it holds s(ρ, ε) > −∞ and moreover εmin(ρ)
is finite, so we conclude that f(ρ, β) < ∞. Furthermore, due to [Geo95, Lemma 4.1,
Equation (4.4)] and (5.1) the set {S(P ) : P ∈ Pθ, ρ(P ) = ρ, U(P ) = ε} is bounded from
above by βε + β(B˜2/4A˜) + c(β) with constants A˜, B˜ as in Lemma 3.9. This implies that
for any ε > εmin(ρ) it holds βε− s(ρ, ε) ≥ −β(B˜2/4A˜)− c(β), hence f(ρ, β) > −∞.
The arguments in [Rue69, p. 55] also work in the case of periodic boundary condition and
including velocities, which together with [Geo95, Theorem 3.2] yields the first equality in
(5.2).
To prove the second one, first note that for any P ∈ Pθ with ρ(P ) = ρ and U(P ) <∞ it
holds
βU(P )− S(P ) ≥ βU(P ) − s(ρ, U(P )) ≥ βf(ρ, β).
This follows from the definition of f(ρ, β), when U(P ) > εmin(ρ). Moreover, since
limε↓εmin(ρ) s(ρ, ε) = s(ρ, εmin(ρ)) due to upper semicontinuity and concavity of s(·, ·),
this extends also to U(P ) = εmin. For U(P ) < εmin(ρ) it is implied by the definition of
εmin(ρ). Thus βf(ρ, β) ≤ inf{βU(P ) − S(P )|P ∈ Pθ, ρ(P ) = ρ, U(P ) <∞}.
To prove the converse inequality, for δ > 0 choose ε˜ ∈ (εmin(ρ),∞) such that βf(ρ, β)+δ ≥
βε˜ − s(ρ, ε˜). By [Geo95, (3.9) and Theorem 3.2(b)] we may choose P ∈ Pθ such that
ρ(P ) = ρ, U(P ) = ε˜ such that S(P ) ≥ s(ρ, ε˜)−δ. Hence βU(P )−S(P ) ≤ βε˜−s(ρ, ε˜)+δ ≤
f(ρ, β) + 2δ. Since δ may be chosen arbitrarily small, the second equality is shown. 
Let n ∈ N. We define the measure µˆ[n] on Γv such that the configurations in (Λλn +
2λnr) × Rd, r ∈ Zd are independent and distributed as shifts of µ[n] by 2rλn. One
defines the translation invariant measure µ˜[n] as spatial average of the µˆ[n], i.e. µ˜[n] :=∫
Λλn
µˆ[n] ◦ ϑ−1x dx. It holds µ˜[n] ∈ Pθ, cf. [Geo95, (6.3)].
Define for γ ∈ ΓvΛn the measure Rn,γ ∈ Pθ defined by Rn,γ := 1(2λn)d
∫
Λλn
δϑxγ(n) dx,
where δ· denotes Dirac measure and γ
(n) denotes the 2λn-periodic continuation of γ. (See
[GZ93] for details on these translation invariant empirical fields). We will below also have
to consider the mixture µ[n]Rn :=
∫
Γv Rn,γdµ
[n](γ), which, on the other hand, is equal
to µ(n) := µn ◦ per−1n due to translation invariance of µ(n) resulting from the (spatial)
translation invariance of µn as a measure on the manifold E
Nn
λn
(defined in Section 4.2).
Keeping this in mind, we will nevertheless use the notation µ[n]Rn in the sequel.
Note that by [Geo95, (6.3)] it holds for n ∈ N
(5.3) Ukin(µ˜
[n]) =
1
(2λn)d
∫
Γvλn
∑
(x,v)∈γ
1
2
βv2 dµ[n](γ) = Ukin(µ
[n]Rn).
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and by the definition of µ[n] this expression is equal to C(β) Nn
(2λn)d
for some C(β) > 0 not
depending on n ∈ N.
The proof of Theorem 5.1 is based on the inequality given in the following Lemma.
Lemma 5.4. It holds for n ∈ N
(5.4) S(µ˜[n]) ≥ βU(µ[n]Rn) + log(Zn)
(2λn)d
.
Proof. It holds
d(µ[n]◦(prvΛλn
)−1)
dQβn
= 1
Qβn(e−Fn)
e−Fn , where Fn : Γ
v
Λλn
→ R ∪ {∞} is defined
by Fn(γ) := βU˜λn(γ) for γ ∈ ΓvΛλn ,Nn and = ∞ else. These functions do not form an
asymptotic empirical functional in the sense of [GZ93]. Nevertheless, the proof of the
second assertion in [GZ93, Lemma 5.5] is valid for the measures µ[n], µ˜[n]. Therefore,
using also (5.1) and (5.3) we find that
S(µ˜[n]) = −Iβ(µ˜[n]) + βUkin(µ[n]Rn) + c(β)
≥ − 1
(2λn)d
I(µ[n] ◦ (prvΛλn )
−1;Qβn) + βUkin(µ
[n]Rn) + c(β)
=
1
(2λn)d
µ[n] ◦ (prvΛλn )
−1(Fn) + βUkin(µ
[n]Rn) + c(β) +
1
(2λn)d
log(Qβn(e
−Fn))
=
1
(2λn)d
µ[n] ◦ (prvΛλn )
−1(Fn) + βUkin(µ
[n]Rn) +
1
(2λn)d
logZn
By [Geo94, (2.16)] and since Upot is measure affine it holds
1
(2λn)d
µ[n] ◦ (prvΛλn )
−1(Fn) = βµ
[n](Upot(Rn,·)) = βUpot(µ
[n]Rn).
This completes the proof. 
Since µ˜[n] = C(β) Nn
(2λn)d
, n ∈ N, the kinetic energy density of all µ˜[n] is bounded. Therefore,
boundedness of Upot from below (by −B˜2/4A˜) together with convergence of log(Zn)(2λn)d as
n→∞ (cf. Lemma 5.3) imply that (S(µ˜[n]))n∈N is bounded from below. This together with
the boundedness of the kinetic energy implies relative compactness of the sequence (µ˜[n])n
(see the properties of S mentioned above). The following lemma shows that asymptotically
one can treat µ˜[n], µ[n] and µ[n]Rn, n ∈ N, as equal.
Lemma 5.5. The sequences (µ[n])n, (µ˜
[n])n and (µ
[n]Rn)n are asymptotically equivalent,
i.e. for any two of them, say (νn1 )n, (ν
n
2 )n, and any f ∈ L it holds limn→∞ |νn1 (f)−νn2 (f)| =
0. In particular, convergence of (µ˜[nk])k∈N to some µ ∈ Pθ w.r.t. τL implies that also
limk→∞ µ
[nk] = limk→∞ µ
[nk]Rnk = µ.
Proof. This is shown as in the proof of [Geo95, Lemma 6.2]: The asymptotic equivalence of
µ[n] and µ[n]Rn is clear. For the second asymptotic equivalence note that supn Iβ(µ˜
n) <∞
by (5.4), (5.1) and (5.3), so [GZ93, Lemma 5.7] can be applied. For convenience of the
reader we remark that to apply the mentioned lemma a function ψ : Rd → R, defined
as function of velocities, has to be chosen appropriately. (This function is used in the
definitions of L and P in [GZ93].) Setting ψ(v) := 1 + |v|, v ∈ Rd, is the standard choice
here. Then the definition of Pθ from [GZ93] does not coincide with the one given above,
but denotes a larger space. This, however, does not affect the considerations made in the
proof of [GZ93, Lemma 5.7]. 
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From Lemma 5.5 above, the preceding considerations, (5.4) and the properties of U , S and
ρ we find that there exists an accumulation point µ ∈ Pθ of (µ[n])n∈N w.r.t. τL fulfilling
ρ(µ) = ρ and any such accumulation point fulfills
βU(µ)− S(µ) ≤ − lim
n→∞
log(Zn)
(2λn)d
.
(Note that since U is bounded from below and S cannot take the value +∞ in Pθ (one
may see this from (5.1) and since Iβ only takes nonnegative values), both U(µ) and S(µ)
are finite.)
From Lemma 5.3 we see that βU(µ)− S(µ) = βf(ρ, β). µ is a minimizer of the canonical
free energy density U(·) − β−1S(·) under the constraint ρ(·) = ρ.
We finally make considerations similar to those in [Geo95, p. 1351]: For β > 0 the function
f(β, ·) is convex. (This follows from its definition, the concavity of s(·, ·) and the convexity
of the effective domain Σ of s(·, ·) defined in [Geo95, (3.7)].) Hence we may choose some
z > 0 and p ∈ R such that ρ′ 7→ −p + ρ′β−1 log(z) is a tangent to f(β, ·) at ρ. This and
(5.2) imply for any P ∈ Pθ it holds
βU(P )− ρ(P ) log(z)− S(P ) ≥ βf(ρ(P ), β)− ρ(P ) log(z)
(5.5)
≥ −βp = f(ρ, β)− ρ log(z) = βU(µ)− ρ(µ) log(z)− S(µ)
In order to prove this inequality for ρ(P ) = 0 (i.e. P = δ∅), note that U(δ∅) = 0, S(δ∅) = 0
and ρ(δ∅) = 0. Hence we only need to verify that p ≥ 0. This, however, follows e.g. from
the fact that for any measure Q ∈ Pθ fulfilling U(Q) < ∞, ρ(Q) > 0 and S(Q) > −∞
(such a measure exists) it holds
lim
ρ′→0
βf(ρ′, β) ≤ lim
α→0
βU(αQ+ (1− α)δ∅)− S(αQ+ (1− α)δ∅) = 0,
where we used (5.2) and the fact that U and S are affine functions.
(5.5) implies that µ is a minimizer of the mean free energy U(·) − ρ(·) log(z) − S(·). By
[Geo95, Theorem 3.4] we conclude that µ is a tempered grand canonical Gibbs measure,
and the proof of Theorem 5.1 is completed.
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