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МЕТОД ФУНКЦИОНАЛЬНЫХ ИНТЕГРАЛОВ ДЛЯ СИСТЕМ  
СТОХАСТИЧЕСКИХ ДИФФЕРЕНЦИАЛЬНЫХ УРАВНЕНИЙ
Аннотация. Рассматриваются системы стохастических дифференциальных уравнений, для которых риманово 
многообразие, порождаемое диффузионной матрицей, имеет нулевую кривизну. Предлагается метод вычисления ха-
рактеристик решения рассматриваемых систем стохастических дифференциальных уравнений, который основыва-
ется на представлении функции плотности вероятности перехода через функциональный интеграл. Для вычисления 
возникающих функциональных интегралов используется разложение действия относительно классической траекто-
рии, для которой действие принимает экстремальное значение. Классическая траектория находится как решение 
мно гомерного уравнения Эйлера – Лагранжа. 
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FUNCTIONAL INTEGRALS METHOD FOR SYSTEMS OF STOCHASTIC DIFFERENTIAL EQUATIONS
Abstract. Systems of stochastic differential equations, for which the Riemannian manifold generated by a diffusion ma-
trix has zero curvature, are considered in this article. The method for approximate evaluation of characteristics of the solution 
of the systems of stochastic differential equations is proposed. This method is based on the representation of the probability 
density function through the functional integral. To compute functional integrals we use the expansion of action with respect 
to a classical trajectory, for which the action takes an extreme value. The classical trajectory is found as the solution of the mul-
tidimensional Euler – Lagrange equation. 
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Введение. Стохастические дифференциальные уравнения (СДУ) широко используются в фи-
зике, химии, биологии и т. д. [1, 2]. В настоящее время существует большое количество литера-
турных источников, в которых рассматриваются определения, свойства, задачи и применение 
СДУ [1–3]. Основная задача теории СДУ – найти решение уравнения или характеристики этого 
решения (функция вероятности перехода, математическое ожидание, моменты высоких поряд-
ков). Так как только некоторые специальные типы стохастических дифференциальных уравне-
ний могут быть решены аналитически, на практике применяются численные методы их реше-
ния. Наиболее распространенные численные методы основываются на дискретизации временно-
го интервала и численного моделирования решения СДУ в дискретные моменты времени [4–6]. 
В данной работе предлагается использовать представление функции плотности вероятности пе-
рехода (ФПВП) для решения СДУ через функциональный интеграл и методы приближенного 
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вычисления возникающих функциональных интегралов. Для того чтобы записать ФПВП в виде 
функционального интеграла, используется техника Onsager – Machlup функционалов [7–12]. 
Этот подход был рассмотрен в [13] для одномерного случая, в данной работе он применяется для 
системы стохастических дифференциальных уравнений: 
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Систему уравнений (1) можно записать в виде 
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i i i a
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где x – n-мерный вектор состояний системы, w – m-мерный винеровский процесс, .ia n mg R R∈ ×  
Здесь латинскими индексами из середины алфавита обозначаются величины, относящиеся к век-
торам состояний (размерность пространства n), а латинскими индексами из начала алфавита 
обозначаются величины, относящиеся к вектору винеровского процесса (обычно размерность 
пространства m ≤ n). Матрица iag  имеет размерность m × n и связывает пространство векторов 
состояния и пространство винеровских процессов, а риманово многообразие порождается ме-
трическим тензором .ij i jaaG g g=
Представление функции плотности вероятности перехода через функциональный интеграл 
в случае произвольного риманова многообразия, порождаемого метрическим тензором G ij, изу-
чается в [11, 12]. Мы исследуем случай, когда риманово многообразие, порождаемое метриче-
ским тензором Gij, имеет нулевую кривизну, но рассматриваем как представление ФПВП через 
функциональный интеграл, так и методы приближенного вычисления возникающих функцио-
нальных интегралов. В разделе 1 рассматривается представление величин с помощью функ цио-
нального интеграла, в разделе 2 – метод вычисления возникающих функциональных интегра-
лов. Этот метод основывается на выделении из всех возможных траекторий классической траек-
тории кл ,y
  для которой действие S принимает экстремальное значение. Классическая траектория 
находится как решение многомерного уравнения Эйлера – Лагранжа. Затем для вычисления ин-
теграла используется разложение действия S относительно классической траектории кл.y
  В раз-
деле 3 с помощью предложенного метода вычисляются приближенные значения математическо-
го ожидания от некоторых функционалов от решения конкретной системы стохастических диф-
ференциальных уравнений. 
1. Представление величин с помощью функционального интеграла. В случае схемы Ито 
и функций , ,j ijgα  не зависящих от времени t, с помощью техники Onsager – Machlup функцио-
налов ФПВП 11 1( , , , )i ii ip x t t x t-- -+ D
 
 на малом промежутке времени Δt может быть записана в ви-
де [8, 10]
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Выражение (2) для ФПВП на малом промежутке времени Δt верно с точностью до слагаемых, 
имеющих относительно Δt порядок не выше первого. 
( , )ijG y t

 можно интерпретировать как метрический тензор риманова многообразия [8] с кри-
визной, определяемой через символы Кристоффеля. Мы будем рассматривать случай плоского 
пространства, т. е. пространства с нулевой кривизной. 
Используя выражение (2), можно записать ФПВП в виде 
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В предельном случае формула (3) имеет вид 
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Выражение [ ]D x

 формально расходится и имеет смысл только вместе c экспонентой под зна-
ком интеграла в (4), а строго математически функциональный интеграл в правой части равен-
ства (4) определяется как предел интегралов конечной кратности. Функционал в показателе экс-
поненты в формуле (4) называется Onsager – Machlup функционалом. 
Формулы вида (4) в случае интегрального представления ядра оператора эволюции называ-
ются формулами Фейнмана – Каца [14]. 
В качестве примера рассмотрим систему двух стохастических дифференциальных уравнений 
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Компоненты тензора кривизны определяются через  символы Кристоффеля по формуле 
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Таким образом, риманово многообразие, порождаемое метрическим тензором G ij для уравне-
ний (5), имеет нулевую кривизну. 
Для уравнений (5) ФПВП 0 0( , , , )P x t x t
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2. Вычисление функциональных интегралов. Перейдем к методу вычисления функцио-
нальных интегралов вида (4), (7). Функциональный интеграл в формулах (4), (7) – это интеграл 
по функциям или траекториям, удовлетворяющим некоторым начальным условиям. Выражение 
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  – как действие. Используя принцип наименьшего действия [15], из всех 
возможных траекторий можно выделить классическую траекторию кл ,y
  для которой действие S 
принимает экстремальное значение. Классическая траектория находится как решение уравнения 
Эйлера – Лагранжа:
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Далее для вычисления интеграла можно использовать разложение действия S относительно 
классической траектории кл :y
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Вариацию второго порядка 2 кл[ ( )]S yδ t
  можно записать в виде 
 
[ ]
0
2
кл
1
( ) ,
t n
i ij j
ijt
S y y y d
=
δ t = δ Λ δ t∑∫
  
 где кл ,y y y= + δ
    
 
кл
кл кл кл
2 2 2 2
. . . .
.ij
i j y i j i j i jy y y
L L d d L d L d
y y dt dt dt dt
y y y y y y
      ∂ ∂ ∂ ∂     Λ = + - -        ∂ ∂        ∂ ∂ ∂ ∂ ∂ ∂     

  
  (10)
После этих преобразований интеграл (7) запишется в виде 
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где функции uj являются решениями задачи Штурма – Лиувилля, ассоциированной с операто-
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λj – собственные значения. 
По аналогии с работами [9, 13, 15] интеграл (11) запишется в виде 
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Таким образом, из (13), (14) следует, что
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2 ( )
j
j
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   (15)
Для системы уравнений (5) 0 ( ), ( )L y y
→ 
τ τ 
 

  определяется равенствами (8), (9). При 24 k kβ = σ  
траектория клy
   удовлетворяет уравнениям 
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Находим приближенные значения функций 1кл 2кл 0( ),  ( ),  ,y y t tτ τ ≤ τ ≤  решая уравнения (16) 
с помощью метода сеток для решения нелинейных граничных задач [16]. Для этого выбираем 
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С помощью вычисленных приближенных значений 1кл 0 1кл 2кл 0 2кл( ),..., ( ),   ( ),..., ( )l ly y y yt t t t   
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  
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Из (10) следует, что для системы уравнений (5) 11 12
21 22
,
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– матрицы размерности ( 1) ( 1).l l- × -  Матрицы Λ
ij
 аппроксимируются матрицами ijΛ  размер-
ности ( 1) ( 1).l l- × -  11 11free 1,Λ = Λ + θ  22 22free 3 ,Λ = Λ + θ   12 21 2 ,Λ = Λ = θ  где θ1 – диагональная ма-
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22
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22 2
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(18), получаем значение для [0]Z  в формуле (15).
3. Численные результаты. Рассмотрим приближенное вычисление математического ожида-
ния функционала от решения системы уравнений (5) с помощью полученных приближенных 
значений для [0]Z  и с учетом нормирующего множителя 1 2 0exp ( ) .4
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Здесь [0]Z  определяется формулами (7), (15). 
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Точное значение математического ожидания 1 2[ ]E x x-  при 1 2 1 2,  α = α = α γ = γ = γ  вычисля-
ется из уравнений 
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ся из уравнений 
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Приближенные и точные значения математических ожиданий от некоторых функционалов 
от решений системы уравнений (5) для конкретных значений коэффициентов и начальных усло-
вий приведены в табл. 1, 2. Параметр l – это количество интервалов, на которые разбивается от-
резок 0[ , ]t t  при приближенном вычислении 1кл 2кл( ),  ( ).y yt t  Форма функционалов выбрана так, 
чтобы можно было вычислить точные значения математических ожиданий. 
Таблица 1. Приближенные и точные значения математического ожидания при 
1 2 1 2 0 10 20
1 1
2,  2,  1,  ,  0,  1,  
4 4
t t x xα = γ = - s = s = β = β = = = = =  
Table 1. Approximate and exact values of the expectations for 
1 2 1 2 0 10 20
1 1
2,  2,  1,  ,  0,  1,  
4 4
t t x xα = γ = - s = s = β = β = = = = =  
Значение 1E x   2E x   1 2[ ]E x x-  
Приближенное l = 40 0,4651 0,4651 0,00003
Приближенное l = 120 0,4837 0,4837 0,00002
Точное 0,5 0,5 0
Таблица 2. Приближенные и точные значения математического ожидания при 
1 2 1 2 0 10 20
81 100
2,  2,  9,  10,  ,  ,  0,  1,  4,  4
4 4
t t x xα = γ = - s = s = β = β = = = = =
Table 2. Approximate and exact values of the expectations for 
1 2 1 2 0 10 20
81 100
2,  2,  9,  10,  ,  ,  0,  1,  4,  4
4 4
t t x xα = γ = - s = s = β = β = = = = =
Значение 1E x   2E x   1 2[ ]E x x-  
Приближенное l = 40 6,037 10,72 –11,17
Приближенное l= 120 5,962 11,51 –13,53
Точное 5,806 13,19 –15,17
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Из результатов, приведенных в табл. 1, 2, видно, что при увеличении параметра l увеличива-
ется точность вычислений. 
Заключение. Стохастические дифференциальные уравнения часто используют для описа-
ния стохастического поведения систем. В [17, 18] рассматривалась задача конструирования СДУ, 
стохастический член которых связан со структурой изучаемой системы. При конструировании 
СДУ использовалась аппроксимация основного кинетического уравнения уравнением Фоккера – 
Планка, для которого можно записать эквивалентное ему СДУ в форме уравнения Ланжевена. 
Представление функции плотности вероятности перехода для решения одномерного стоха-
стического дифференциального уравнения через функциональный интеграл и методы прибли-
женного вычисления такого функционального интеграла рассмотрены в [13]. В данной работе 
получено представление функции плотности вероятности перехода для решения системы СДУ 
через функциональный интеграл и методы приближенного вычисления возникающего функцио-
нального интеграла. Для представления функции плотности вероятности перехода через функ-
циональный интеграл используется техника Onsager – Machlup функционалов. Для вычисления 
функционального интеграла применяется разложение действия относительно классической тра-
ектории, для которой действие принимает экстремальное значение. 
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