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INTEGRATION AND GEOMETRIZATION OF ROTA-BAXTER LIE ALGEBRAS
LI GUO, HONGLEI LANG, AND YUNHE SHENG
Abstract. This paper first introduces the notion of a Rota-Baxter operator on a Lie group so that
its differentiation gives a Rota-Baxter operator on the corresponding Lie algebra. Direct products
of Lie groups carry natural Rota-Baxter operators, similar to yet subtly different from the case of
Lie algebras. A similar approach also gives the notion of differential Lie groups. Factorization
theorems of Rota-Baxter Lie algebras and Rota-Baxter Lie groups are proved. As geometrization,
the notions of Rota-Baxter Lie algebroids and Rota-Baxter Lie groupoids are introduced, with the
former a differentiation of the latter. Further, a Rota-Baxter Lie algebroid naturally gives rise to
a post-Lie algebroid, generalizing the well-known fact for Rota-Baxter Lie algebras and post-Lie
algebras. It is shown that the geometrization of a Rota-Baxter Lie algebra or Rota-Baxter Lie group
can be realized by its action on a manifold. Examples and applications are provided for these new
notions.
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1. Introduction
We define Rota-Baxter operators on Lie groups, Lie algebroids and Lie groupoids to give the
integration and geometrization of Rota-Baxter operators on Lie algebras. The relationship with
post-Lie algebroids is established.
1.1. Lie groupoids and Lie algebroids. Lie groups and Lie algebras are fundamental notions in
mathematics. Their relationship, with a Lie algebra as the tangent of a Lie group, plays a major
role in the study of geometry, algebra and mathematical physics. See for example [16, 17].
Lie groupoids incorporate diverse objects, including Lie groups, manifolds, Lie group actions
and equivalence relations. They have played important roles in mathematical physics and non-
commutative geometry. In particular, Lie groupoids unify internal and external symmetries and
are used to describe singular quotient spaces in noncommutative geometry. The notion of a Lie
algebroid was introduced by Pradines [26] in 1967, as a generalization of Lie algebras and tangent
bundles. Just like Lie algebras being the infinitesimal objects of Lie groups, Lie algebroids are
the infinitesimal objects of Lie groupoids. Different from the case of Lie algebras and Lie groups,
in general there is an obstruction class in integrating a Lie algebroid to a Lie groupoid [12]. A
natural class of Lie algebroids and Lie groupoids are given by the actions of Lie algebras and Lie
groups on manifolds. See [21] for the general theory of Lie algebroids and Lie groupoids.
These notions and operations can be summarized in the diagram
Lie algebras
geometrization
// Lie algebroids Lie algebras
action
oo
Lie groups
geometrization
//
differentiation
OO
Lie groupoids
differentiation
OO
Lie groups.
action
oo
differentiation
OO
(1)
1.2. Rota-Baxter Lie algebras. The classical Yang-Baxter equation (CYBE) arose from the
study of inverse scattering theory in the 1980s and then was recognized as the “semi-classical
limit” of the quantum Yang-Baxter equation following the works of C. N. Yang [29] and R. J.
Baxter [5]. CYBE is further related to classical integrable systems and quantum groups [10].
An important method in studying the CYBE is the interpretation of it in various operator forms,
beginning with the pioneering work of Semenov-Tyan-Shanskii [27] who showed that if there ex-
ists a nondegenerate symmetric invariant bilinear form on a Lie algebra (g, [·, ·]g) and if a solution
of the CYBE is skew-symmetric, then the solution can be equivalently expressed as a linear op-
erator B : g→ g satisfying the operator identity
[B(u), B(v)]g = B([B(u), v]g) + B([u, B(v)]g), ∀u, v ∈ g.
Also introduced in [27] is the modified Yang-Baxter equation which is equivalent to the λ = 1
case of a Rota-Baxter operator of weight λ, characterized by the operator identity
(2) [B(u), B(v)]g = B([B(u), v]g) + B([u, B(v)]g) + λB([u, v]g), ∀u, v ∈ g,
for any scalar λ. A Lie algebra (g, [·, ·]g) with a Rota-Baxter operator B of weight λ is called a
Rota-Baxter Lie algebra of weight λ, denoted by (g, [·, ·]g, B).
It is a remarkable coincidence that the associative analogs of these operators had been in-
troduced by G. Baxter in 1960 in his probability study [4] and later found broad applications,
including in the Connes-Kreimer approach to renormalization of quantum field theory [11, 14].
A Rota-Baxter Lie algebra with weight, and more generally an O-operator [6, 18], naturally
gives rise to a pre-Lie algebra or a post-Lie algebra which has its origin in a study of operads [28]
INTEGRATION AND GEOMETRIZATION OF ROTA-BAXTER LIE ALGEBRAS 3
as a special case of the splitting of Lie algebras [2]. Pre-Lie algebras and post-Lie algebras play
important roles in integrable systems and numerical integrations [3, 22]. See [7, 8, 9] for more
details about pre-Lie algebras and post-Lie algebras. Recently, the notion of post-Lie algebroids
was introduced and applied to numerical integrations [22, 23].
1.3. Rota-Baxter operators for other Lie structures. In light of the importance of Lie groups,
Lie groupoids and Lie algebroids, as well as their relationship with Lie algebras as shown in the
diagram (1) on the one hand, and Rota-Baxter Lie algebras and post-Lie algebras on the other, it
is desirable to combine these notions and to extend the relationship among the Lie structures such
as the one in (1). This is the purpose of this paper.
The obvious challenge in giving the notion of a Rota-Baxter Lie group is that a Lie group
does not have the linear structure required for the original Rota-Baxter relation in (2). We use
the adjoint map to define an operator on a Lie group with a suitable operator identity (6) that
has properties similar to Rota-Baxter operators of weight 1 on Lie algebras, and such that the
differentiation of such an operator on a Lie group is a Rota-Baxter operator of weight 1 on the
corresponding Lie algebra, thereby justifying naming it a Rota-Baxter operator (of weight 1) on
a Lie group. The notion of a Rota-Baxter operator of weight −1 on a Lie group is also defined
though our focus in this paper will be on the weight 1 case. We also define differential operators
of weights ±1 on a Lie group such that their tangent maps are the usual differential operators
of ±1 on a Lie algebra. We further show that Rota-Baxter operators on Lie groups share some
important properties of Rota-Baxter operators on Lie algebras, including a factorization theorem,
and has an application to Hamiltonian systems.
We further generalize Rota-Baxter operators to Lie algebroids by equipping a Lie algebroid
with a bundle map satisfying a Rota-Baxter type identity. The well-known fact that a Rota-Baxter
operator on a Lie algebra gives rise to a post-Lie algebra finds its analog for Rota-Baxter operators
on Lie algebroids. We show that the action Lie algebroid of the induced Lie algebra by a Rota-
Baxter operator always admits an action post-Lie algebroid structure, which can be viewed as a
particular case of [23, Theorem 4.4]. By geometrizing the notion of a Rota-Baxter operator on a
Lie group, we obtain the notion of a Rota-Baxter operator on a Lie groupoid and show that the
differentiation of a Rota-Baxter operator on a Lie groupoid is a Rota-Baxter operator on a Lie
algebroid, as expected.
We summarize the constructions and relations in the diagram (3), enriching and extending the
diagram (1). The italic terms and dotted arrows are the ones introduced in this paper.
1.4. Outline of the paper. The paper is organized as follows. In Section 2, we first introduce
the notion of a Rota-Baxter operator on a Lie group and show that projections to a direct factor
Lie group gives a Rota-Baxter operator, leading to examples from the Iwasawa decomposition
and Langlands decomposition. We then justify this notion by showing that the differentiation of a
Rota-Baxter operator on a Lie group is a Rota-Baxter operator on a Lie algebra (Theorem 2.10).
A Rota-Baxter operator on a Lie group is also characterized by its graph, and taking the differ-
entiation is also compatible with the derived product from a Rota-Baxter action. Differential Lie
groups are also introduced.
In Section 3, we establish a factorization theorem for Rota-Baxter Lie groups (Theorem 3.11)
together with its infinitesimal form for Rota-Baxter Lie algebras (Theorem 3.5), reminiscent to
the Atkinson factorization of Rota-Baxter associative algebras [1, 14]. An application is given to
Hamiltonian systems.
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Lie algebras
geometrization
// Lie algebroids
actions of
Lie algebras
action
oo
post-Lie
algebras
geometrization
//
subjacent
OO
post-Lie
algebroids
subjacent
OO
actions of
post-Lie algebras
action
oo
subjacent
OO
Rota-Baxter
Lie algebras
geometrization
//
splitting
OO
Rota-Baxter
Lie algebroids
splitting
OO
actions of Rota-Baxter
Lie algebras
action
oo
splitting
OO
Rota-Baxter
Lie groups
descendent

differentiation
OO
geometrization
// Rota-Baxter
Lie groupoids
descendent

differentiation
OO
actions of Rota-Baxter
Lie groups
descendent

action
oo
differentiation
OO
Lie groups
geometrization
//
differentiation
@@
Lie groupoids
actions of
Lie groups
action
oo
differentiation
]]
(3)
In Section 4, we introduce the geometric aspect into our study. First a Rota-Baxter Lie alge-
broid is defined for a vector bundle, recovering a Rota-Baxter Lie algebra when the vector bundle
reduces to a vector space. A Rota-Baxter Lie algebroid is shown to give a post-Lie algebroid in-
troduced in [22] (Theorem 4.13). In particular, the notions of actions of Rota-Baxter Lie algebras
and of post-Lie algebras on manifolds are introduced to produce Rota-Baxter Lie algebroids and
post-Lie algebroids. Next we introduce the notion of a Rota-Baxter Lie groupoid and show that
it is the integration of a Rota-Baxter Lie algebroid (Theorem 4.25). The notion of an action of a
Rota-Baxter Lie group on a manifold is introduced, which gives rise to an action Rota-Baxter Lie
groupoid and is compatible with the action Rota-Baxter Lie algebroid under differentiation.
2. Rota-Baxter Lie groups and differential Lie groups
In this section, we introduce the notions of Rota-Baxter Lie groups and differential Lie groups
and show that they the integration of Rota-Baxter Lie algebra (of weight 1) and differential Lie
algebras (of weight 1) respectively.
2.1. Definition of Rota-Baxter Lie groups and examples. We first give the notion of a Rota-
Baxter Lie group and provide some examples.
Let G be a group. For any g ∈ G, define the adjoint action
Adg : G −→ G, Adgh := ghg
−1, ∀ h ∈ G.
The following two formulas will be frequently applied in the sequel:
Adg(h1h2) = Adgh1Adgh2, ∀ h1, h2 ∈ G,(4)
Adg1 ◦ Adg2 = Adg1g2 , ∀ g1, g2 ∈ G.(5)
Here is a general notion.
Definition 2.1. A Rota-Baxter group is a group G with a map B : G −→ G such that
B(g1)B(g2) = B(g1AdB(g1)g2), ∀ g1, g2 ∈ G,(6)
called the Rota-Baxter relation for groups.
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When G is an abelian group, Eq. (6) states that B is a group homomorphism. We will mainly
consider Lie groups in this paper.
Definition 2.2. Let G be a Lie group. A smooth map B : G −→ G satisfying relation (6) is
called a Rota-Baxter operator on G. A Rota-Baxter Lie group is a Lie group equipped with a
Rota-Baxter operator.
Definition 2.3. Let (G,B) and (G′,B′) be Rota-Baxter Lie groups. A smooth map Φ : G −→ G′
is a Rota-Baxter Lie group homomorphism if Φ is a Lie group homomorphism such that
Φ ◦B = B′ ◦Φ.
The scalar multiplication by −1 on a Lie algebra is a Rota-Baxter operator of weight 1. Corre-
spondingly for a Lie group, we have
Example 2.4. The inverse map (·)−1 : G −→ G is a Rota-Baxter operator on a Lie group G.
Indeed the right hand side of Eq. (6) equals to
(Adg−1
1
g2)
−1g−11 = g
−1
1 g
−1
2 g1g
−1
1 = g
−1
1 g
−1
2 ,
which is exactly the left hand side of Eq. (6).
For a Lie algebra g, if B : g → g is a Rota-Baxter operator of weight 1, then −id − B : g → g
is also a Rota-Baxter operator of weight 1 on g. For a Lie group we have a similar result, noting
that −id − B = −id + B(−id).
Proposition 2.5. If B : G → G is a Rota-Baxter operator on a Lie group G, then B˜ : G → G
defined by B˜(g) = g−1B(g−1) is also a Rota-Baxter operator on G.
Proof. We show that B˜ satisfies (6). In fact, for any g, h ∈ G,
B˜(gAdB˜(g)h) = B˜(gg
−1B(g−1)hB(g−1)−1g)
= g−1B(g−1)h−1B(g−1)−1B(g−1B(g−1)h−1B(g−1)−1)
= g−1B(g−1)h−1B(g−1)−1B(g−1)B(h−1)
= B˜(g)B˜(h),
where for the second to the last equation we applied the Rota-Baxter relation (6) of B. 
The construction of solutions for the modified Yang-Baxter equation in [27] motivated the
following important class of Rota-Baxter Lie algebras.
Lemma 2.6. Let g be an arbitrary Lie algebra and let g+ and g− be its Lie subalgebras such
that g = g+ ⊕ g− as vector spaces. Denote by P+ and P− the projections from g to g+ and g−
respectively. Then −P+ and −P− are Rota-Baxter operators of weight 1.
Proof. By the same argument as in the case of associative algebras [14], the projections P+ and
P− are Rota-Baxter operators of weight −1. Thus −P+ and −P− have weight 1. 
As an analog for Lie groups, we have
Lemma 2.7. Let G be a Lie group and G+,G− be two Lie subgroups such that G = G+G− and
G+ ∩G− = {e}. Define B : G → G by
B(g) = g−1− , ∀g = g+g−, where g+ ∈ G+, g− ∈ G−.
Then (G,B) is a Rota-Baxter Lie group.
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Proof. Let g = g+g− and h = h+h− be two elements in G with g+, h+ ∈ G+ and g−, h− ∈ G−. Then
by the fact that G+ and G− are Lie subgroups, we have
B(gAdB(g)h) = B(g+g−g
−1
− h+h−g−) = B(g+h+h−g−) = (h−g−)
−1
= B(g)B(h).
Hence B satisfies (6). 
Remark 2.8. It is also natural to consider the inverse of the projection to the first factor. However,
unlike the case of Lie algebras, the inverse of the projection to the first factor is not a Rota-Baxter
operator of weight 1. As we will see in Remark 2.12, the projection to the first factor is a Rota-
Baxter operator of weight −1.
Lemma 2.7 provides a large number of Rota-Baxter Lie groups.
Example 2.9. (i) By the Gram-Schmidt decomposition of matrices, we have the global de-
composition of SL(n,C), the space of complex matrices with determinant 1:
SL(n,C) = SU(n)SB(n,C),
where SU(n) is the space of unitary matrices with determinant 1 and SB(n,C) consists
of all upper triangular matrices in SL(n,C) with positive entries on the diagonal.
Then (SL(n,C),B) is a Rota-Baxter Lie group, where B(ub) = b−1, for u ∈ SU(n) and
b ∈ SB(n,C).
More generally, for the Iwasawa decomposition [17, VI.4] G = KAN of a semisimple
group G as the product of a compact subgroup, an abelian subgroup and a nilpotent
subgroup, the projectionG → G, g = kan 7→ (an)−1 is a Rota-Baxter operator. Here note
that AN is a solvable Lie subgroup of G.
(ii) The same conclusions can be obtained for some other decompositions of Lie groups,
such as the Langlands decomposition [17, VII.7] P = MAN of a parabolic subgroup P
of a reductive Lie group as the product of a semisimple subgroup, an abelian subgroup
and a nilpotent subgroup. Note that AN is a Lie subgroup of P.
2.2. Rota-Baxter Lie groups as integrations of Rota-Baxter Lie algebras. Generalizing the
fact that Lie groups are integrations of Lie algebras, we now show that Rota-Baxter Lie groups
serve as integrations of Rota-Baxter Lie algebras of weight 1.
Let G be a Lie group and e its identity. Let g = TeG be the Lie algebra of G and let
exp(·) : g −→ G
be the exponential map. Then the relation between the Lie bracket [·, ·]g and the Lie group multi-
plication is given by the following important formula:
(7) [u, v]g =
d2
dtds
∣∣∣∣
t,s=0
exptu expsv exp−tu, ∀ u, v ∈ g.
Now we are ready to give the main result in this section, which states that the differentiation of
a Rota-Baxter Lie group is a Rota-Baxter Lie algebra of weight 1.
Theorem 2.10. Let (G,B) be a Rota-Baxter Lie group. Let g = TeG be the Lie algebra of G and
(8) B = B∗e : g −→ g
the tangent map of B at the identity e. Then (g, B) is a Rota-Baxter Lie algebra of weight 1.
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Proof. Observe from (6) that B(e) = e. Since B = B∗e is the tangent map of B at e, we have the
following relation for sufficiently small t:
(9)
d
dt
∣∣∣∣
t=0
B(exptu) =
d
dt
∣∣∣∣
t=0
exptB(u) = B(u), ∀ u ∈ g.
Now we check the identity
[B(u), B(v)]g = B([B(u), v]g + [u, B(v)]g + [u, v]g).
By (4), (5), (7)-(9), and using the Leibniz rule, we obtain
[B(u), B(v)]g =
d2
dtds
∣∣∣∣
t,s=0
exptB(u) expsB(v) exp−tB(u) (Eq. (7))
=
d2
dtds
∣∣∣∣
t,s=0
B(exptu)B(expsv)B(exp−tu) (B = B∗e)
=
d2
dtds
∣∣∣∣
t,s=0
B(exptu)B(expsv AdB(expsv) exp
−tu) (Eq. (6))
=
d2
dtds
∣∣∣∣
t,s=0
B(exptu(AdB(exptu) exp
sv)(AdB(exptu)B(expsv) exp
−tu)) (Eq. (6))
= B∗e
(
d2
dtds
∣∣∣∣
t,s=0
AdB(exptu) exp
sv
+
d2
dtds
∣∣∣∣
t,s=0
AdB(expsv) exp
−tu
+
d2
dtds
∣∣∣∣
t,s=0
exptu expsv exp−tu
)
= B([B(u), v]g − [B(v), u]g + [u, v]g).
Therefore, (g, B) is a Rota-Baxter Lie algebra of weight 1. 
Example 2.11. The tangent map of the inverse map (·)−1 : G −→ G is −id : g −→ g, which
is naturally a Rota-Baxter operator of weight 1 on the Lie algebra g. Moreover, the tangent
map of the Rota-Baxter operator B : G → G,B(g+g−) = g
−1
− in Lemma 2.7 is −P− : g →
g,−P−(u+ + u−) = −u− in Lemma 2.6, which is a Rota-Baxter operator of weight 1 on g.
Remark 2.12. In the Lie algebra case, it is straightforward to see that (g, B) is a Rota-Baxter Lie
algebra of weight 1 if and only if (g,−B) is a Rota-Baxter Lie algebra of weight −1. Now at the
Lie group level, we can define a Rota-Baxter Lie group of weight −1 to be a Lie group G with
a map C : G −→ G such that
C(g1)C(g2) = C((AdC(g1)g2)g1), ∀ g1, g2 ∈ G.(10)
Let B be a Rota-Baxter operator on a Lie group G. Define C : G → G by
C(g) := B(g−1).
In Eq. (6), replacing g1 and g2 by g
−1
1 and g
−1
2 , we obtain
B(g−11 )B(g
−1
2 ) = B(g
−1
1 AdB(g−11 )
g−12 ) = B
(
(
(
AdB(g−1
1
)g2
)
g1)
−1
)
.
This gives
C(g1)C(g2) = C
((
AdC(g1)g2
)
g1
)
.
Therefore, C is a Rota-Baxter operator of weight −1.
Under the assumption given in Lemma 2.7, let C be the projection to the first direct factor, i.e.
C(g+g−) := g+.
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Then it is straightforward to deduce that C is a Rota-Baxter operator of weight −1.
Similar to the proof of Theorem 2.10, one can show that the differentiation of a Rota-Baxter
Lie group of weight −1 is a Rota-Baxter Lie algebra of weight −1. Thus the above discussion can
be summarized into the following diagram:
RB Lie alg. (g, B) of weight 1
additive inverse
//
integration

RB Lie alg. (g,−B) of weight −1
integration

RB Lie group (G,B) of weight 1
multiplicative inverse
// RB Lie group (G,C) of weight −1.
(11)
For simplicity, we will only consider Rota-Baxter Lie groups of weight 1 in the rest of the paper.
Now we give further characterization of Rota-Baxter operators on Lie groups.
LetG be a Lie group. It acts on itself by the adjoint action Ad : G −→ Aut(G). Thus we obtain
a new Lie group structure on G ×G given by
(g1, h1) · (g2, h2) := (g1g2, h1Adg1h2).
We denote this Lie group by G ⊲G.
Let B : G −→ G be a smooth map and denote its graph in G ×G by GB, that is,
GB := {(B(g), g) | g ∈ G}.
Proposition 2.13. Let G be a Lie group. Then a smooth map B : G −→ G is a Rota-Baxter
operator if and only if the graph GB is a Lie subgroup of G ⊲G.
Proof. For all g, h ∈ G, we have
(B(g), g) · (B(h), h) = (B(g)B(h), gAdB(g)h),
which implies that the multiplication is closed on the graph of B if and only if
B(g)B(h) = B(gAdB(g)h),
that is, B is a Rota-Baxter operator on the Lie group G. 
For a Rota-Baxter Lie algebra (g, B) of weight 1, the bracket
[u, v]B = [B(u), v]g + [u, B(v)]g + [u, v]g, ∀ u, v ∈ g,(12)
defines another Lie algebra structure on g, called the descendent of [·, ·]g (sometimes also called
the double). Further B is also a Rota-Baxter operator on (g, [·, ·]B) and B : (g, [·, ·]B) → g is
a homomorphism of Rota-Baxter Lie algebras. This property also holds for Rota-Baxter Lie
groups.
Proposition 2.14. Let (G,B) be a Rota-Baxter Lie group.
(i) The pair (G, ∗), with the multiplication
g1 ∗ g2 := g1AdB(g1)g2, ∀ g1, g2 ∈ G,(13)
is also a Lie group, called the descendent Lie group of the Rota-Baxter Lie group (G,B),
whose Lie algebra is the descendent Lie algebra (g, [·, ·]B), where B = B∗e and [·, ·]B is
given in (12).
(ii) The operator B is a Rota-Baxter operator on the Lie group (G, ∗).
(iii) The map B : (G, ∗) → G is a homomorphism of Rota-Baxter Lie groups from (G, ∗,B)
to (G,B).
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Proof. (i) Let e be the identity of the Lie group G. It is direct to see that B(e) = e. Also
g ∗ e = e ∗ g = g and hence e is also the identity of the multiplication ∗. Further,
(g1 ∗ g2) ∗ g3 = (g1AdB(g1)g2) ∗ g3 = g1AdB(g1)g2AdB(g1AdB(g1)g2)g3
and
g1 ∗ (g2 ∗ g3) = g1AdB(g1)(g2AdB(g2)g3) = g1AdB(g1)g2AdB(g1)B(g2)g3.
Hence the associativity holds since B satisfies (6).
We can also see that the inverse of g for the multiplication ∗, denoted by g†, is AdB(g)−1g
−1.
By (7), we have
[u, v]B =
d2
dtds
∣∣∣∣
t,s=0
exptu ∗ expsv ∗ exp−tu
=
d2
dtds
∣∣∣∣
t,s=0
exptu ∗(expsvAdB(expsv) exp
−tu)
=
d2
dtds
∣∣∣∣
t,s=0
exptu(AdB(exptu) exp
sv)(AdB(exptu)B(expsv) exp
−tu)
=
d2
dtds
∣∣∣∣
t,s=0
AdB(exptu) exp
sv
+
d2
dtds
∣∣∣∣
t,s=0
AdB(expsv) exp
−tu
+
d2
dtds
∣∣∣∣
t,s=0
Adexptu exp
sv
= [B(u), v]g − [B(v), u]g + [u, v]g,
which gives the desired identity.
(ii) We shall check
B(g) ∗B(h) = B(g ∗B(g) ∗ h ∗B(g)†),(14)
where B(g)† is the inverse of B(g) with respect to the multiplication ∗. By the fact that
B(g ∗ h) = B(g)B(h),
we have
e = B(B(g) ∗B(g)†) = B2(g)B(B(g)†),
which implies that B2(g)−1 = B(B(g)†). Based on this and the definition of ∗, we have
B(g) ∗B(h) = B(g)B2(g)B(h)B2(g)−1 = B(g ∗B(g) ∗ h ∗B(g)†).
This is (14).
(iii) It follows from the definition of Rota-Baxter Lie groups that B is a homomorphism of Lie
groups. Further the compatibility of B with the Rota-Baxter operators is tautology: B ◦ B =
B ◦B. 
Corollary 2.15. For the Rota-Baxter operator B : G → G given in Lemma 2.7, we have a new
group structure on G given by
g ∗ h = (g+g−) ∗ (h+h−) = g+g−g
−1
− h+h−g− = g+h+h−g−, ∀ g, h ∈ G.
The Lie algebra of this Lie group is given by
[u, v]B = [u++u−, v++v−]B = −[u−, v++v−]g−[u++u−, v−]g+[u++u−, v++v−]g = [u+, v+]g−[u−, v−]g,
which corresponds to the Rota-Baxter operator of weight 1 given in Lemma 2.6.
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2.3. Differential Lie groups. A differential operator (of weight λ) on a Lie algebra is a linear
map H : g→ g such that
H[u, v]g = [H(u), v]g + [u,H(v)]g + λ[H(u),H(v)]g.
As in the case for associative algebras [15], the differential operator of weight λ on Lie algebras is
the formal left inverse of the Rota-Baxter operator of weight λ on Lie algebras. We will consider
the cases when λ = ±1 at the level of Lie groups.
We have also seen above that the integration of a Rota-Baxter operator of ±1 on a Lie algebra is
a Rota-Baxter operator of weight ±1 on a Lie group. Thus it is natural to ask what the integration
of a differential operator of weight ±1 on a Lie algebra is.
Definition 2.16. A smooth map H on a Lie group G is called a differential operator of weight 1
(resp. −1) if
(15) H(gh) = H(g)AdgH(h)
(
resp. H(gh) = (AdgH(h))H(g)
)
, ∀g, h ∈ G.
Then (G,H) is called a differential Lie group of weight 1 (resp. −1).
Theorem 2.17. Let (G,H) be a differential Lie group of weight ±1. Then (g,H) is a differential
Lie algebra of the same weight, where g is the Lie algebra of the Lie group G, and H = H∗e.
Proof. Let H : G → G be a differential operator of weight 1. Note that H(e) = e. We claim that
the tangent map of H at the identity H = H∗e : g→ g satisfies
H[u, v]g = [H(u), v]g + [u,H(v)]g + [H(u),H(v)]g.
In fact, by d
dt
∣∣∣∣
t=0
H(exptu) = d
dt
∣∣∣∣
t=0
exptH(u) = H(u), (7) and (15), we have
H[u, v]g =
d2
dtds
∣∣∣∣
t,s=0
H(exptu expsv exp−tu)
=
d2
dtds
∣∣∣∣
t,s=0
H(exptu expsv)Adexptu expsvH(exp
−tu)
=
d2
dtds
∣∣∣∣
t,s=0
H(exptu)AdexptuH(exp
sv)Adexptu expsvH(exp
−tu)
=
d2
dtds
∣∣∣∣
t,s=0
AdexpsvH(exp
−tu) +
d2
dtds
∣∣∣∣
t,s=0
AdexptuH(exp
sv)
+
d2
dtds
∣∣∣∣
t,s=0
H(exptu)H(expsv)H(exp−tu)
= [H(u), v]g + [u,H(v)]g + [H(u),H(v)]g.
The same proof applies to the case when the weight is −1. 
3. Factorization of Rota-Baxter Lie algebras and Rota-Baxter Lie groups
We have seen that if a Lie algebra (resp. a Lie group) admits a direct sum (resp. direct product)
of two subalgebras (resp. subgroups), then the projections to the summands are Rota-Baxter
operators (see Lemma 2.6 and Lemma 2.7). In this section, we consider the inverse problem and
show that a Rota-Baxter Lie algebra and a Rota-Baxter Lie group admit certain factorizations.
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3.1. Factorization of Rota-Baxter Lie algebras. Suppose that (g, [·, ·]g) is a Lie algebra and
B : g → g is a Rota-Baxter operator of weight 1. Denote by gB the Lie algebra with the new Lie
bracket
[u, v]B := [B(u), v]g + [u, B(v)]g + [u, v]g, ∀ u, v ∈ g.(16)
Then [B(u), B(v)]g = B([u, v]B), that is, B is a Lie algebra homomorphism from gB to g. Moreover,
we have
Proposition 3.1. Let (g, B) be a Rota-Baxter Lie algebra of weight 1. Define
B+ = B + id : g→ g, B+(u) = B(u) + u.
Then B+ is a Lie algebra homomorphism from gB to g.
Since B has weight 1, its adjoint operator B˜ := −id− B also has weight 1, and B+ is just −B˜, so
its weight is −1. We use B+ to indicate that it is obtained as B + id.
Proof. By the fact that B is a Rota-Baxter operator of weight 1, we have
B+([u, v]B) = B([B(u), v]g + [u, B(v)]g + [u, v]g) + [B(u), v]g + [u, B(v)]g + [u, v]g
= [B(u) + u, B(v) + v]g = [B+(u), B+(v)]g,
which means that B+ is a Lie algebra homomorphism from gB to g. 
For notational clarity, we sometimes use the following abbreviations for subspaces of g:
g+ := Im B+, g− := Im B, k− := ker B+, k+ := ker B.
Since both B and B+ are Lie algebra homomorphisms, g+ and g− are Lie subalgebras of g, k+
and k− are ideals of gB, and g±  gB/k∓. Moreover, we have the following critical lemma.
Lemma 3.2. k+ ⊂ g+ and k− ⊂ g− are ideals of the Lie algebras g+ and g− respectively.
Proof. If x ∈ k+, then x = B(x)+ x = B+(x), showing that k+ ⊂ g+. For any B+(u) ∈ g+, by (2) with
λ = 1, we have
B([x, B+(u)]g) = B([x, B(u)]g) + B([x, u]g) = [B(x), B(u)]g − B([B(x), u]g) = 0,
which implies that [x, B+(u)]g is in ker B = k+. Thus k+ is an ideal of g+.
Similarly, we check that k− is an ideal of g−. 
Note that ker B∩ ker B+ = 0. So the restrictions of B to ker B+ and of B+ to ker B are injective.
Further, since B(ker B+) = ker B+ and B+(ker B) = ker B by direct checking, we have linear
isomorphisms
gB/(ker B + ker B+)  (gB/ ker B)/
(
(ker B + ker B+)/ ker B
)
 Im B/ ker B+
and similarly
gB/(ker B + ker B+)  Im B+/ ker B.
Therefore the vector spaces Im B/ ker B+ and Im B+/ ker B are isomorphic. In fact, the isomor-
phism is given by
(17) θ : g−/k− → g+/k+, θ(B(u)) = B+(u), ∀ u ∈ g,
where v± := v± mod k± for v± ∈ g± in which the subscript will be suppressed when its meaning
is clear from the context.
Proposition 3.3. The map θ is a Lie algebra isomorphism.
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Proof. We just need to check that θ is a Lie algebra homomorphism.
By Proposition 3.1, we have
θ([B(u), B(v)]g−/k−) = θ([B(u), B(v)]g) = θ(B([u, v]B)) = B+([u, v]B)
= [B+(u), B+(v)]g = [θ(B(u)), θ(B(v))]g+/k+ .
This is what we need. 
The above θ will be called the Cayley transform of the Rota-Baxter operator B, motivated by
the notion in the study of r-matrices [13, Section 5.4.1].
Now we consider the direct sum Lie algebra (g+ ⊕ g−, [·, ·]D), with the Lie bracket [·, ·]D given
by
[(u+, u−), (v+, v−)]D := ([u+, v+]g, [u−, v−]g), ∀ u+, v+ ∈ g+, u−, v− ∈ g−.
Let gθ ⊂ g+ ⊕ g− be the subspace given by
gθ := {(u+, u−) ∈ g+ ⊕ g− | θ(u−) = u+} .
Define a map
Φ : g −→ gθ, u 7→ (B+(u), B(u)).
Lemma 3.4. gθ is a Lie subalgebra of (g+ ⊕ g−, [·, ·]D). Moreover, Φ : (g, [·, ·]B) → gθ is an
isomorphism of Lie algebras.
Proof. For all (u+, u−), (v+, v−) ∈ gθ, by Proposition 3.3, we have
θ([u−, v−]g) = θ([u−, v−]g−/k−) = [θ(u−), θ(v−)]g+/k+ = [u+, v+]g+/k+ = [u+, v+]g,
which implies that gθ is a Lie subalgebra of (g+ ⊕ g−, [·, ·]D).
Now we show that Φ is an isomorphism as vector spaces. First Φ is injective since u ∈ kerΦ
means that B(u) + u = 0 and B(u) = 0, which implies u = 0. To show that Φ is surjective, for any
(u+, u−) ∈ gθ, we have θ(u−) = u+. On the other hand, since u− ∈ Im B, there exists u ∈ g such that
u− = B(u). Thus we have
θ(u−) = θ(B(u)) = B(u) + u.
Therefore, u+ = B(u) + u, which implies that there exists x ∈ ker B = k+ such that
u+ = B(u) + u + x.
Now let u′ = u + x. Then we have (u+, u−) = Φ(u
′), which implies that Φ is surjective. Thus, Φ is
an isomorphism of vector spaces.
Finally, for any u, v ∈ g, since both B and B+ are Lie algebra homomorphisms from (g, [·, ·]B)
to (g, [·, ·]g) we have
Φ([u, v]B) = (B+([u, v]B), B([u, v]B))
= ([B+(u), B+(v)]g, [B(u), B(v)]g)
= [(B+(u), B(u)), (B+(v), B(v))]D
= [Φ(u),Φ(v)]D.
Therefore Φ is a Lie algebra isomorphism. 
Now we are ready to give the first main result in this section. Its form is similar to the Atkinson
factorization of Rota-Baxter associative algebras [1, 14]
INTEGRATION AND GEOMETRIZATION OF ROTA-BAXTER LIE ALGEBRAS 13
Theorem 3.5. (Factorization theorem of Rota-Baxter Lie algebras) Let (g, B) be a Rota-Baxter
Lie algebra of weight 1. Then every element u ∈ g can be uniquely expressed as u = u+ − u− for
(u+, u−) ∈ gθ.
Proof. For any u ∈ g, we have the decomposition u = (B + id)(u) − B(u), where (B + id)(u) ∈ g+
and B(u) ∈ g−. Let us check the uniqueness. If u = u+ − u− = v+ − v− for (u+, u−), (v+, v−) ∈ gθ,
then we have u+ − v+ = u− − v− =: x and θ(u− − v−) = u+ − v+. Suppose x = B(y). Then
θ(x) = θ(B(y)) = (B + id)(y) = x = B(y),
which implies that y ∈ k+, i.e. x = B(y) = 0. Hence we get that u+ = v+ and u− = v−. 
As a generalization of Lemma 2.6, we have the following result.
Proposition 3.6. Let g be a Lie algebra with Lie subalgebras g+ ⊂ g and g− ⊂ g. Let g˜ ⊂ g+ ⊕ g−
be a subalgebra of the direct sum Lie algebra (g+ ⊕ g−, [·, ·]D). If each element u ∈ g can be
uniquely decomposed as
u = u+ − u−, (u+, u−) ∈ g˜,(18)
then B : g → g defined by B(u+ − u−) = u− is a Rota-Baxter operator of weight 1.
Proof. To check that B is a Rota-Baxter operator of weight 1, for u = u+ − u−, v = v+ − v− with
(u+, u−), (v+, v−) ∈ g˜, first we have [B(u), B(v)]g = [u−, v−]g. Next, we compute
B([B(u), v]g + [u, B(v)]g + [u, v]g)
=B([u−, v+ − v−]g + [u+ − u−, v−]g + [u+ − u−, v+ − v−]g)
=B([u+, v+]g − [u−, v−]g).
Since g˜ is a subalgebra of g+ ⊕ g−, we have ([u+, v+]g, [u−, v−]g) ∈ g˜. Thus
B([u+, v+]g − [u−, v−]g) = [u−, v−]g.
Therefore B is a Rota-Baxter operator of weight 1. 
3.2. Factorization of Rota-Baxter Lie groups. We now study the factorization of Rota-Baxter
Lie groups. Because of the lack of a linear structure, the argument for the factorizations of Rota-
Baxter Lie algebras in the previous subsection has to be modified.
Let (G,B) be a Rota-Baxter Lie group. Denote by GB the Lie group G with the new group
structure g1 ∗ g2 := g1AdB(g1)g2.
Proposition 3.7. Let (G,B) be a Rota-Baxter Lie group. Define
B+ : G → G, B+(g) = gB(g).
Then B+ is a Lie group homomorphism from GB to G.
Proof. We have
B+(g1AdB(g1)g2) = g1(AdB(g1)g2)B(g1AdB(g1)g2)
= g1B(g1)g2B(g1)
−1B(g1)B(g2)
= g1B(g1)g2B(g2)
= B+(g1)B+(g2).
So B+ is a Lie group homomorphism. 
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Let B be a Rota-Baxter operator on G. Define four subsets of G as follows:
G+ := ImB+, G− := ImB, K+ := kerB, K− := kerB+.
Since both B and B+ are Lie group homomorphisms, G+ and G− are Lie subgroups of G, K+
and K− are normal Lie subgroups of GB, and G±  GB/K∓. Moreover, we have the following
relations.
Lemma 3.8. K+ ⊂ G+ and K− ⊂ G− are normal Lie subgroups.
Proof. Let k ∈ K−, that is, B+(k) = kB(k) = e. Then we have k = B(k)
−1
= B(k†) by (6), where
k† is the inverse of k in GB. Thus k ∈ G− and K− ⊂ G−.
For any k ∈ K− and B(g) ∈ G−, let us check B(g)kB(g)
−1 ∈ K−. If fact, note that g
†
=
AdB(g)−1g
−1. Then we have
g ∗ k ∗ g† = gAdB(g)kAdB(g)B(k)AdB(g)−1g
−1
= gB(g)kB(g)−1B(g)B(k)B(g)−1g−1B(g)B(k)−1B(g)−1
= B(g)kB(g)−1,
where in the last equation we used the fact that kB(k) = e. Thus,
B(g)kB(g)−1B(B(g)kB(g)−1) = B(g)kB(g)−1B(g ∗ k ∗ g†) = B(g)kB(g)−1B(g)B(k)B(g)−1 = e,
that is, B(g)kB(g)−1 is in K−. Thus K− ⊂ G− is a normal Lie subgroup.
Likewise we can prove that K+ is a normal Lie subgroup of G+. 
Based on Lemma 3.8, we define a map
θ : G−/K− → G+/K+, θ(B(g)) = B+(g), ∀ g ∈ G,
where · denotes the equivalence class in the two quotients. To see that θ is well-defined, let
k ∈ K−. We have k = B(k)
−1
= B(k†). Note that k† = AdB(k)−1k
−1
= k−1. We have
θ(B(g)k) = θ(B(g ∗ k−1)) = B+(g ∗ k−1)
= g ∗ k−1B(g ∗ k−1)
= gB(g)k−1B(g)−1B(g)B(k−1)
= gB(g) = θ(B(g)),
which implies that θ is well-defined.
Proposition 3.9. The map θ : G−/K− → G+/K+ is a Lie group isomorphism, and is called the
Cayley transform of the Rota-Baxter operator B.
Proof. It is obvious that θ is surjective. To see that it is also injective, if B+(g) = gB(g) ∈ K+,
that is, B(gB(g)) = e, then we have
B+(B(g)) = B(g)B(B(g)) = B(g ∗B(g)) = B(gAdB(g)B(g)) = B(gB(g)) = e,
which implies that B(g) ∈ K−. This proves that θ is injective.
We next show that θ is a Lie group homomorphism, which follows from
θ(B(g)B(g′)) = θ(B(g ∗ g′)) = B+(g ∗ g′) = B+(g)B+(g′) = θ(B(g))θ(B(g)),
by Proposition 3.7. Therefore, θ is a Lie group isomorphism. 
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Now we consider the product Lie group (G+ ×G−, ·D), whose Lie group product is
(g+, g−) ·D (h+, h−) := (g+h+, g−h−), ∀ g+, h+ ∈ G+, g−, h− ∈ G−.
Let Gθ ⊂ G+ ×G− denote the subset
Gθ := {(g+, g−) ∈ G+ ×G−; θ(g−) = g+} .
Define a map Φ : G → Gθ by
Φ(g) := (B+(g),B(g)).
Lemma 3.10. With the above notations, Gθ is a Lie subgroup of (G+×G−, ·D). Moreover, the map
Φ is a Lie group isomorphism from (G, ∗) to Gθ.
Proof. By Proposition 3.9, for any (g+, g−), (h+, h−) ∈ Gθ, we have
θ(g−h−) = θ(g−h−) = θ(g−)θ(h−) = g+h+ = g+h+,
which implies that (g+h+, g−h−) ∈ Gθ and then Gθ is a subgroup of (G+ ×G−, ·D).
We next check that Φ is a bijection. Let g ∈ G such that Φ(g) = (e, e). Then we have B(g) =
gB(g) = e. Thus g = e, which implies that Φ is injective. For any (g+, g−) ∈ Gθ, we have
θ(g−) = g+. Since g− ∈ G−, there exists g ∈ G such that B(g) = g−. Hence we get
θ(g−) = θ(B(g)) = gB(g).
Therefore, g+ = gB(g), which means that there exists k ∈ K+ such that
g+ = gB(g)k.
Let g′ = g ∗ k. Then we have
Φ(g′) = (g ∗ kB(g ∗ k),B(g ∗ k)) = (gB(g)kB(g)−1B(g),B(g)) = (g+, g−).
Therefore, Φ is surjective.
Finally, for any g, h ∈ G, by Proposition 3.7, we have
Φ(g ∗ h) = (B+(g ∗ h),B(g ∗ h))
= (B+(g)B+(h),B(g)B(h))
= (B+(g),B(g)) ·D (B+(h),B(h))
= Φ(g) ·D Φ(h).
Therefore, Φ is a Lie group homomorphism and hence a Lie group isomorphism. 
Theorem 3.11. (Factorization theorem of Rota-Baxter Lie groups) Let (G,B) be a Rota-Baxter
Lie group. Then every element g ∈ G can be uniquely expressed as g = g+g
−1
− for (g+, g−) ∈ Gθ.
Proof. For any g ∈ G, we have g = B+(g)B(g)
−1. To see the uniqueness, if g = g+g
−1
− = h+h
−1
− ,
then h−1
+
g+ = h
−1
− g− ∈ G+ ∩G− and θ(h
−1
− g−) = h
−1
+ g+. Suppose h
−1
+
g+ = h
−1
− g− = B(s) ∈ G+ ∩G−
for some s ∈ G. Then
θ(B(s)) = B+(s) = sB(s) = B(s),
which implies that sB(s) = B(s)k for some k ∈ K+. Note that K+ ⊂ G+ is a normal subgroup. We
have s = B(s)kB(s)−1 ∈ K+. Therefore, B(s) = e. Hence we get that h+ = g+ and h− = g−. 
Conversely, by an argument that is parallel to that of Proposition 3.6, we obtain
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Proposition 3.12. Suppose that G is a Lie group together with two Lie subgroups G±. Let G˜ ⊂
G− ×G+ be a Lie subgroup. Assume that each element g ∈ G can be uniquely decomposed as
g = g+g
−1
− , (g+, g−) ∈ G˜.(19)
Then B : G → G defined by B(g+g
−1
− ) = g− is a Rota-Baxter operator on the Lie group G.
3.3. Applications to Hamiltonian systems. At the end of this section, we give some applica-
tions of Rota-Baxter Lie groups to classical mechanics.
Let (g, [·, ·]g, B) be a Rota-Baxter Lie algebra of weight 1. We see that there is another Lie
algebra structure on g given by (16). The coadjoint action ad∗ : g → gl(g∗) of the Lie algebra
(g, [·, ·]g) is defined by
〈ad∗uξ, v〉 := −〈ξ, [u, v]g〉, ∀ u, v ∈ g, ξ ∈ g
∗.
We use ad and ad∗ to denote the adjoint and the coadjoint action of the Lie algebra gB. Then the
two coadjoint actions ad∗ and ad∗ are related by
ad∗uξ = ad
∗
B(u)ξ + B
∗(ad∗uξ) + ad
∗
uξ, ∀ u ∈ g, ξ ∈ g
∗.(20)
We use d to denote the de Rham differential on g∗. Then d f (ξ) ∈ Tξg
∗
= g for all f ∈ C∞(g∗)
and ξ ∈ g∗. There are two Lie-Poisson structures on g∗, given respectively by
{ f1, f2}(ξ) := 〈ξ, [d f1(ξ), d f2(ξ)]g〉(21)
and
{ f1, f2}B(ξ) := 〈ξ, [d f1(ξ), d f2(ξ)]B〉, ∀ξ ∈ g
∗, f1, f2 ∈ C
∞(g∗).(22)
We denote the corresponding Poisson bivector fields on g∗ by Π and ΠB respectively. Denote
by Π♯,Π♯
B
: T ∗g∗ → Tg∗ the induced bundle maps. The Hamiltonian vector fields for a function
f ∈ C∞(g∗) are
X f (ξ) := Π
♯(d f )(ξ) = −ad∗d f (ξ)ξ,(23)
XBf (ξ) := Π
♯
B
(d f )(ξ) = −ad∗d f (ξ)ξ.(24)
A function f ∈ C∞(g∗) is called an ad∗-invariant function if X f = 0, or ad
∗
d f (ξ)ξ = 0 for any
ξ ∈ g∗. In other words, f (Ad∗gξ) = f (ξ) for any g ∈ G and ξ ∈ g
∗, where Ad∗ : G → gl(g∗) is the
coadjoint action of G on g∗ given by
〈Ad∗gξ, u〉 := 〈ξ,Adg−1u〉, ∀ u ∈ g.
We have (Ad∗)∗e = ad
∗.
Proposition 3.13. Let (g, B) be a Rota-Baxter Lie algebra of weight 1. Then
(i) the ad∗-invariant functions on g∗ are in involution with respect to both the two Lie-Poisson
brackets on g∗ in (21) and (22);
(ii) The equation of motion on g∗ given by an ad∗-invariant Hamiltonian H ∈ C∞(g∗) relative
to {·, ·}B can be written as
dξ
dt
= −ad∗dH(ξ)ξ = −ad
∗
B(dH(ξ))ξ, ξ(t) ∈ g
∗.(25)
Proof. For (i), let f1, f2 be two ad
∗-invariant functions on g∗. Then ad∗d fi(ξ)ξ = 0 for i = 1, 2. By
(21), we obtain
{ f1, f2}(ξ) = −〈ad
∗
d f1(ξ)
ξ, d f2(ξ)〉 = 0.
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So { f1, f2} = 0. By (20), we have ad
∗
d f1(ξ)
ξ = ad∗B(d f1(ξ))ξ. Then by (22), we have
{ f1, f2}B(ξ) = −〈ad
∗
d f1(ξ)
ξ, d f2(ξ)〉 = −〈ad
∗
B(d f1(ξ))
ξ, d f2(ξ)〉 = 〈ad
∗
d f2(ξ)
ξ, B(d f1(ξ))〉 = 0.
We hence get { f1, f2}B = 0.
For (ii), the Hamiltonian vector field of H relative to the Poisson structure ΠB is given by
XBH(ξ) = −ad
∗
dH(ξ)ξ, which is equal to −ad
∗
B(dH(ξ))ξ by (20) as H is ad
∗-invariant. Thus the equation
of motion for the Hamiltonian H is
dξ
dt
= XBH(ξ) = −ad
∗
dH(ξ)ξ = −ad
∗
B(dH(ξ))ξ.
This completes the proof. 
Once the Rota-Baxter Lie group of a Rota-Baxter Lie algebra is obtained, we are able to give
the solution of the motion of equation stated above.
Theorem 3.14. Let (G,B) be a Rota-Baxter Lie group and (g, B) its corresponding Rota-Baxter
Lie algebra of weight 1. Then the solution of the equation of motion (25) is given by the formula
ξ(t) = Ad∗
g−(t)−1
ξ0 = Ad
∗
g+(t)−1
ξ0,(26)
where g±(t) ∈ G± for small t are determined by
exptX0 = g+(t)g−(t)
−1, g±(t) ∈ G±, θ(g−(t)) = g+(t), X0 = dH(ξ0) ∈ g.
Proof. We check that the function ξ(t) defined in (26) satisfies (25). First we have g+(t)g−(t)
−1
=
exptX0 . By ad∗dH(ξ)ξ = 0, we have
Ad∗
exptX0
ξ0 = exp
tad∗X0 ξ0 = ξ0 + tad
∗
X0
ξ0 +
1
2
t2(ad∗X0)
2ξ0 + · · · = ξ0.
So we have
Ad∗
g+(t)g−(t)−1
ξ0 = Ad
∗
g+(t)
Ad∗
g−(t)−1
ξ0 = ξ0,
that is, Ad∗
g+(t)−1
ξ0 = Ad
∗
g−(t)−1
ξ0. Then by Theorem 3.11, and taking the differentiation, we have
dξ
dt
=
d
dt
Ad∗
g−(t)−1
ξ0 =
d
dt
(Ad−1
B(exptX0 )
)∗ξ0 =
d
dt
(Ad−1
exptB(X0)
)∗ξ0
=
d
dt
exp
−tad∗B(X0) ξ0 = −ad
∗
B(X0)
(exp
−tad∗B(X0) ξ0)
= −ad∗B(X0)ξ.
Since H is Ad∗-invariant, we have
dH(ξ) = dH(Ad∗
g−(t)−1
ξ0) = dH(ξ0) = X0,
which implies that
dξ
dt
= −ad∗B(X0)ξ = −ad
∗
B(dH(ξ))ξ. 
4. Rota-Baxter Lie algebroids and Rota-Baxter Lie groupoids
In this section, we introduce the notions of Rota-Baxter Lie algebroids and Rota-Baxter Lie
groupoids. We show that a Rota-Baxter Lie algebroid gives rise to a post-Lie algebroid and that a
Rota-Baxter Lie algebroid can be obtained from a Rota-Baxter groupoid by differentiation. More-
over, actions of Rota-Baxter Lie algebras, actions of Rota-Baxter Lie groups and actions of post-
Lie algebras are introduced to produce Rota-Baxter Lie algebroids, Rota-Baxter Lie groupoids
and post-Lie algebroids.
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4.1. Rota-Baxter Lie algebroids. We introduce the notion of a Rota-Baxter Lie algebroid and
show that an action of a Rota-Baxter Lie algebra naturally gives rise to a Rota-Baxter Lie alge-
broid.
Definition 4.1. ([21]) A Lie algebroid structure on a vector bundleA −→ M is a pair consisting
of a Lie algebra structure [·, ·]A on the section space Γ(A) and a vector bundle morphism
aA : A −→ TM
fromA to the tangent bundle TM, called the anchor, satisfying the relation
(27) [x, f y]A = f [x, y]A + aA(x)( f )y, ∀ x, y ∈ Γ(A), f ∈ C
∞(M).
When aA is surjective, we callA a transitive Lie algebroid.
We usually denote a Lie algebroid by (A, [·, ·]A, aA) or simply A if there is no danger of
confusion.
We now introduce the notion of a Rota-Baxter operator on a Lie algebroid.
Definition 4.2. Given a scalar λ, a Rota-Baxter operator of weight λ on a transitive Lie alge-
broid (A, [·, ·]A, aA) is a bundle map B : ker(aA) −→ A covering the identity such that
[B(u),B(v)]A = B([B(u), v]A) + B([u,B(v)]A) + λB([u, v]A), ∀ u, v ∈ Γ(ker(aA)).(28)
A Rota-Baxter Lie algebroid is a Lie algebroid equipped with a Rota-Baxter operator of weight
1.
Since ker(aA) is an ideal ofA, the terms in (28) are well-defined.
Remark 4.3. Here we use ker(aA) instead of A to ensure that Eq. (28) is compatible with the
function linearity of B, that is, B( f u) = fB(u) for any function f ∈ C∞(M). Indeed, imposing
the function linearity for a bundle map B : A → A in the definition of a Rota-Baxter operator
of weight λ on a Lie algebroid (A, [·, ·]A, aA), we obtain
0 = [B( f u),B(v)]A − B([B( f u), v]A + [ f u,B(v)]A + λ[ f u, v]A)
= [ fB(u),B(v)]A − B([ fB(u), v]A + [ f u,B(v)]A + λ[ f u, v]A)
= f [B(u),B(v)]A − aA(B(v))( f )B(u) − fB[B(u), v]A + aA(v)( f )B
2(u)
− fB[u,B(v)]A + aA(B(v))( f )B(u) − λ fB[u, v]A + λaA(v)( f )B(u)
= aA(v)( f )B
2(u) + λaA(v)( f )B(u).
Therefore, B needs to satisfy the additional condition
aA(v)( f )B
2(u) + λaA(v)( f )B(u) = 0, ∀u, v ∈ Γ(A), f ∈ C
∞(M).
Thus, it is natural to restrict the domain of B to ker(aA).
Remark 4.4. A vector space is a vector bundle over a point. Therefore, a Lie algebra is naturally
a Lie algebroid with the anchor being zero. It is obvious that a Rota-Baxter Lie algebroid reduces
to a Rota-Baxter Lie algebra when the underlying Lie algebroid reduces to a Lie algebra.
We first give some simple examples of Rota-Baxter Lie algebroids.
Example 4.5. Let (g, [·, ·]g, B) be a Rota-Baxter Lie algebra of weight 1, and M a manifold.
Consider the trivial bundle M × g. Then the linear map B : g → g naturally gives rise to a
bundle map B : M × g → M × g, (m, u) 7−→ (m, B(u)). Furthermore, the Lie bracket [·, ·]g can
be naturally extended to Γ(M × g) = C∞(M) ⊗ g, which is function linear. Then it is obvious that
(M × g, [·, ·]g,B) is a Rota-Baxter Lie algebroid with the anchor being zero.
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Example 4.6. Let (A, [·, ·]A, aA) be a transitive Lie algebroid. The minus of the inclusion
B : ker(aA) 7→ A, B(u) = −u,
is naturally a Rota-Baxter operator of weight 1 onA.
Now we construct a class of examples of particular interest, namely the action Rota-Baxter Lie
algebroids.
First we recall actions of Lie algebras on manifolds and the associated action Lie algebroids
([21]). Let φ : g −→ X(M) be a left action of a Lie algebra g on a manifoldM, that is, a Lie algebra
homomorphism from (g, [·, ·]g) to the Lie algebra (X(M), [·, ·]TM) of vector fields. Then we have a
Lie algebroid structure on the trivial bundle A = M × g, whose anchor aA : M × g → TM and
Lie bracket [·, ·]A : ∧
2(C∞(M) ⊗ g) → C∞(M) ⊗ g are given by
aA(m, u) = φ(u)m, ∀m ∈ M, u ∈ g,(29)
[ f u, gv]A = f g[u, v]g + fφ(u)(g)v − gφ(v)( f )u, ∀ u, v ∈ g, f , g ∈ C
∞(M).(30)
This Lie algebroid is called the action Lie algebroid of the Lie algebra (g, [·, ·]g) and the action
φ, and denoted by g ×φ M. If φ is a transitive action, then g ×φ M is a transitive Lie algebroid.
Proposition 4.7. With the above notations, a bundle map B : ker(aA) → g ×φ M gives a Rota-
Baxter operator of weight 1 on g ×φ M if and only if Bm := B|m : ker(aA)m → g for any m ∈ M
satisfies that
[Bm(u),Bm(v)]g = Bm([Bm(u), v]g + [u,Bm(v)]g + [u, v]g), ∀ u, v ∈ ker(aA)m.
Proof. It follows from a straightforward verification. 
Definition 4.8. An action of a Rota-Baxter Lie algebra (g, [·, ·]g, B) on a manifold M is a ho-
momorphism of Lie algebras φ : (g, [·, ·]B) → X(M), where the Lie bracket [·, ·]B is defined by
(16).
Let φ : (g, [·, ·]B) → X(M) be an action of the Rota-Baxter Lie algebra (g, [·, ·]g, B) on a
manifold M. Consider the direct sum bundleA := (M × g) ⊕ TM. Then Γ(A) = (C∞(M) ⊗ g) ⊕
X(M). There is naturally a Lie algebroid structure onA whose anchor aA is the projection to TM
and whose bracket is determined by
[ f u + X, gv + Y]A := f g[u, v]g + X(g)v − Y( f )u + [X, Y]TM ,
for all X, Y ∈ X(M), u, v ∈ g, f , g ∈ C∞(M).
Consider the bundle map B : ker(aA) = M × g −→ (M × g) ⊕ TM defined by
(31) B(m, u) := (m, B(u), φ(u)(m)), ∀m ∈ M, u ∈ g.
Proposition 4.9. With the above notations, the bundle map B defined by (31) is a Rota-Baxter
operator on the Lie algebroid ((M × g) ⊕ TM, [·, ·]A, aA).
The Rota-Baxter algebroid ((M× g)⊕TM, [·, ·]A, aA,B) will be called the action Rota-Baxter
algebroid in the sequel.
Proof. The bundle map B is a Rota-Baxter operator of weight 1 on A, that is, (28) holds for
λ = 1, if and only if
[B(u), B(v)]g = B([B(u), v]g + [u, B(v)]g + [u, v]g), ∀ u, v ∈ g,
[φ(u), φ(v)]TM = φ([B(u), v]g + [u, B(v)]g + [u, v]g).
That is, B is a Rota-Baxter operator of weight 1 on the Lie algebra (g, [·, ·]g) and φ is a left action
of the Lie algebra (g, [·, ·]B) on M. 
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4.2. Relations to post-Lie algebroids. A notion that is closely related to a Rota-Baxter Lie al-
gebra is the post-Lie algebra. We recall some background in order to present a more general
relationship between Rota-Baxter Lie algebroids and post-Lie algebroids. Moreover, we intro-
duce the notion of actions of post-Lie algebras on manifolds, which produce a class of interesting
post-Lie algebroids.
Definition 4.10. ([28]) A post-Lie algebra (g, [·, ·]g,⊲) consists of a Lie algebra (g, [·, ·]g) and a
binary product ⊲ : g ⊗ g → g such that
u ⊲ [v,w]g = [u ⊲ v,w]g + [v, u ⊲ w]g,(32)
[u, v]g ⊲ w = a⊲(u, v,w) − a⊲(v, u,w),(33)
here a⊲(u, v,w) := u ⊲ (v ⊲ w) − (u ⊲ v) ⊲ w and u, v,w ∈ g.
Define L⊲ : g → gl(g) by L⊲(u)(v) = u ⊲ v. Then by (32), L⊲ is a linear map from g to Der(g).
Remark 4.11. Let (g, [·, ·]g,⊲) be a post-Lie algebra. If the Lie bracket [·, ·]g = 0, then (g,⊲)
becomes a pre-Lie algebra. Thus, a post-Lie algebra can be viewed as a nonabelian version of a
pre-Lie algebra. See [8, 9] for the classifications of post-Lie algebras on certain Lie algebras, and
[3, 22] for applications of post-Lie algebras in integrable systems and numerical integrations.
The notion of a post-Lie algebroid was given in [22] in the study of geometric numerical anal-
ysis. Post-Lie algebroids are geometrization of post-Lie algebras. See [23] for more applications
of post-Lie algebroids.
Definition 4.12. A post-Lie algebroid structure on a vector bundle A −→ M is a triple that
consists of a C∞(M)-linear Lie algebra structure [·, ·]A on Γ(A), a bilinear operation ⊲A : Γ(A) ×
Γ(A) −→ Γ(A) and a vector bundle morphism aA : A −→ TM, called the anchor, such that
(Γ(A), [·, ·]A,⊲A) is a post-Lie algebra, and for all f ∈ C
∞(M) and u, v ∈ Γ(A), the following
relations are satisfied:
(i) u ⊲A ( f v) = f (u ⊲A v) + aA(u)( f )v,
(ii) ( f u) ⊲A v = f (u ⊲A v).
We usually denote a post-Lie algebroid by (A, [·, ·]A,⊲A, aA). If the Lie algebra structure [·, ·]A
in a post-Lie algebroid (A, [·, ·]A,⊲A, aA) is abelian, then it becomes a left-symmetric algebroid,
which is also called a Koszul-Vinberg algebroid. See [19, 20, 24, 25] for more details.
A Rota-Baxter Lie algebra gives rise to a post-Lie algebra [2]. More precisely, let (g, [·, ·]g, B)
be a Rota-Baxter Lie algebra. Then for ⊲ defined by
u ⊲ v = [B(u), v]g,
(g, [·, ·]g,⊲) is a post-Lie algebra. We call it the splitting post-Lie algebra of the Rota-Baxter
Lie algebra (g, B) since this is a special case of the process of the splitting of an operad with a
Rota-Baxter operator [2]. As the geometrization of this fact, we have
Theorem 4.13. Let (A, [·, ·]A, aA,B) be a Rota-Baxter Lie algebroid. Let A = ker(aA). Then for
⊲A defined by
u ⊲A v := [B(u), v]A, ∀u, v ∈ Γ(ker(aA)),(34)
(A, [·, ·]A,⊲A, aA ◦B) is a post-Lie algebroid, called the splitting post-Lie algebroid of the Rota-
Baxter Lie algebroid (A, [·, ·]A, aA,B).
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Proof. By (27), the operation [·, ·]A on Γ(ker(aA)) is C
∞(M)-linear. By (28), we can deduce that
(ker(aA), [·, ·]A,⊲A) is a post-Lie algebra. Finally, for all u, v ∈ Γ(ker(aA)) and f ∈ C
∞(M), we
have
( f u) ⊲A v = [ fB(u), v]A = f [B(u), v]A = f u ⊲A v,
u ⊲A ( f v) = [B(u), f v]A = f [B(u), v]A + aA ◦ B(u)( f )v = f u ⊲A v + aA ◦ B(u)( f )v,
which implies that (ker(aA), [·, ·]A,⊲A, aA ◦ B) is a post-Lie algebroid. 
Example 4.14. Let (g, [·, ·]g,⊲) be a post-Lie algebra. Consider the trivial bundle A = M × g.
Then the operation ⊲ can be naturally extended to ⊲A defined on Γ(M × g) = C
∞(M)⊗ g, which is
function linear. The Lie bracket [·, ·]g can be similarly extended. It is obvious that (M×g, [·, ·]g,⊲A)
is naturally a post-Lie algebroid with the anchor map being zero. We call it the post-Lie algebra
bundle.
Example 4.15. The induced post-Lie algebroid of the Rota-Baxter operator given in Example 4.6
is (ker(aA), [·, ·]A,⊲A, 0), where
u ⊲A v := −[u, v]A, ∀u, v ∈ Γ(ker(aA)).
In the sequel, we introduce actions of post-Lie algebras on manifolds, which will produce a
class of interesting examples of post-Lie algebroids. Recall that a post-Lie algebra (g, [·, ·]g,⊲)
gives rise to a new subjacent Lie bracket ~·, ·:
(35) ~u, v = [u, v]g + u ⊲ v − v ⊲ u.
Definition 4.16. An action of a post-Lie algebra (g, [·, ·]g,⊲) on a manifold M is homomorphism
of Lie algebras φ : (g, ~·, ·) → X(M).
Remark 4.17. If the post-Lie algebra reduces to a pre-Lie algebra, then the above definition
reduces to the definition of actions of pre-Lie algebras on manifolds, which was given in [20] for
the study of left-symmetric algebroids.
It is straightforward to see that an action of a Rota-Baxter Lie algebra also gives an action of
the splitting post-Lie algebra.
Lemma 4.18. Let φ : (g, [·, ·]B) → X(M) be an action of the Rota-Baxter Lie algebra (g, [·, ·]g, B)
on a manifold M. Then φ is also an action of the splitting post-Lie algebra (g, [·, ·]g,⊲) from the
Rota-Baxter Lie algebra.
Let φ : (g, ~·, ·) → X(M) be an action of the post-Lie algebra (g, [·, ·]g,⊲) on a manifold M.
On the trivial bundle A = M × g, define the anchor aA : M × g → TM and the bilinear operation
⊲A : ⊗
2(C∞(M) ⊗ g) → C∞(M) ⊗ g by
aA(m, u) := φ(u)m, ∀m ∈ M, u ∈ g,(36)
( f u) ⊲A gv := f gu ⊲ v + fφ(u)(g)v, ∀ u, v ∈ g, f , g ∈ C
∞(M).(37)
Proposition 4.19. With the above notations, (M × g, [·, ·]g,⊲A, aA) is a post-Lie algebroid, called
the action post-Lie algebroid of the post-Lie algebra (g, [·, ·]g,⊲).
Proof. It follows from a direct verification. 
Consider the action Rota-Baxter Lie algebroid given in Proposition 4.9. By Theorem 4.13,
there is a splitting post-Lie algebroid. It turns out that this post-Lie algebroid is the action post-
Lie algebroid.
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Corollary 4.20. Let φ : (g, [·, ·]B) → X(M) be an action of a Rota-Baxter Lie algebra (g, [·, ·]g, B)
on a manifold M. Let ((M × g)⊕TM, [·, ·]A, aA,B) be the action Rota-Baxter Lie algebroid given
in Proposition 4.9. Then the splitting post-Lie algebroid of ((M×g)⊕TM, [·, ·]A, aA,B) is exactly
the action post-Lie algebroid of the splitting post-Lie algebra (g, [·, ·]g,⊲) of the Rota-Baxter Lie
algebra (g, [·, ·]g, B).
Proof. By Lemma 4.18, φ : (g, [·, ·]B) → X(M) is also an action of the underlying post-Lie
algebra (g, [·, ·]g,⊲) on M. By Theorem 4.13, the induced post-Lie algebroid is given by (M ×
g, [·, ·]g,⊲A, aA), where for all f , g ∈ C
∞(M), u, v ∈ g,
( f u) ⊲A (gv) := [ f B(u) + fφ(u), gv]A = f g[B(u), v]g + fφ(u)(g)v = f gu ⊲ v + fφ(u)(g)v,
aA(u,m) := aA ◦ B(u,m) = φ(u)(m),
which is exactly the action post-Lie algebroid of the post-Lie algebra (g, [·, ·]g,⊲) underlying the
Rota-Baxter Lie algebra (g, [·, ·]g, B). 
Remark 4.21. A post-Lie algebra (g, [·, ·]g,⊲) gives rise to a subjacent Lie algebra (g, ~·, ·) in
Eq (35). Similarly, it was shown in [22] that a post-Lie algebroid (A, [·, ·]A,⊲A, aA) gives rise to a
subjacent Lie algebroid (A, ~·, ·A , aA), where the Lie bracket ~·, ·A is given by
~u, vA = [u, v]A + u ⊲A v − v ⊲A u.
It is straightforward to see that when the post-Lie algebroid comes from the action φ of a post-Lie
algebra (g, [·, ·]g,⊲), this subjacent Lie algebroid (A, ~·, ·A , aA) is exactly the action Lie algebroid
of the subjacent Lie algebra (g, ~·, ·). See [23, Theorem 4.4] for the necessary and sufficient
conditions for a Lie algebroid admitting a post-Lie algebroid structure.
By Corollary 4.20 and Remark 4.21, we have the following commutative diagram:
Rota-Baxter Lie algebra
splitting
//
action

post-Lie algebra
action

subjacent
// Lie algebra
action

Rota-Baxter Lie algebroid
splitting
// post-Lie algebroid
subjacent
// Lie algebroid.
(38)
4.3. Rota-Baxter Lie groupoids and integration of Rota-Baxter Lie algebroids. We now in-
troduce the notion of a Rota-Baxter Lie groupoid and show that the differentiation of a Rota-
Baxter Lie groupoid is a Rota-Baxter Lie algebroid. Moreover, we introduce the notion of actions
of Rota-Baxter Lie groups, from which we construct action Rota-Baxter Lie groupoids.
Recall that a groupoid [21] is a small category such that every arrow is invertible. Explicitly,
Definition 4.22. A groupoid is a pair (G,M), where M is the set of objects and G is the set of
arrows, with the structure maps
• two surjective maps s, t : G −→ M, called the source map and target map, respectively;
• the multiplication · : G(2) −→ G, where G(2) = {(g1, g2) ∈ G × G|s(g1) = t(g2)};
• the inverse map (·)−1 : G −→ G;
• the inclusion map ι : M −→ G, called the identity map;
satisfying the following properties:
(i) (associativity) (g1 · g2) · g3 = g1 · (g2 · g3), whenever the multiplications are well-defined;
(ii) (unitality) ι(t(g)) · g = g = g · ι(s(g));
(iii) (invertibility) g · g−1 = ι(t(g)), g−1 · g = ι(s(g)).
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We also denote a groupoid by (G⇒ M, s, t) or simply by G.
A Lie groupoid is a groupoid such that both the set of objects and the set of arrows are smooth
manifolds, all structure maps are smooth, and the source and target maps are surjective submer-
sions.
The tangent space of a Lie group at the identity has a Lie algebra structure. As its geometriza-
tion, on the vector bundle A := ker(t∗)|M −→ M from a Lie groupoid, there is a Lie algebroid
structure defined as follows ([21]): the anchor map aA : A −→ TM is simply s∗ and the Lie
bracket [u, v]A is determined by
←−−−−−
[u, v]A = −[
←−u ,←−v ]TG, ∀ u, v ∈ Γ(A),
where←−u denotes the left-invariant vector field on G given by←−u g = Lg∗us(g).
Denote by Om := s ◦ t
−1(m) for m ∈ M. When Om = M for m ∈ M, we call the Lie groupoid a
transitive Lie groupoid. The Lie algebroid associated to a transitive Lie groupoid is a transitive
Lie algebroid.
Let G⇒ M be a transitive Lie groupoid. Its isotropy group at m ∈ M is defined to be
Hm := s
−1(m) ∩ t−1(m).
Denote byH the bundle of Lie groups over M whose fiber at m is the Lie groupHm.
Definition 4.23. A Rota-Baxter operator on a transitive Lie groupoid G ⇒ M is a map B :
H → G covering the identity map on M with respect to the target map, that is, t ◦ B = t,
satisfying
(39) B(g)B(h) = B(gAdB(g)h), ∀ g, h ∈ H , such that s(B(g)) = t(h).
The requirements t(B(g)) = t(g), t(B(h)) = t(h) and s(B(g)) = t(h) are to ensure that the
multiplications appeared in the above formula are well defined.
Proposition 4.24. A Rota-Baxter operator B on a Lie groupoid G associates with H a new Lie
groupoid structure, called the descendent Lie groupoid, given by
s˜(g) := s(B(g)),
t˜(g) := t(g),
g ⋆ h := gAdB(g)h, ∀g, h ∈ H s.t. s(B(g)) = t(h).
Proof. It follows from a direct verification. 
Denote this Lie groupoid by (H , ⋆).
Theorem 4.25. Let (G,B) be a transitive Rota-Baxter Lie groupoid. LetA = ker(t∗)|M be the Lie
algebroid of G and B := B∗ : ker(aA) −→ A the tangent map of B at the identity. Then (A,B) is
a Rota-Baxter Lie algebroid.
Proof. We first claim that the Lie algebroid of (H , ⋆) is (ker(aA), [·, ·]B, aA ◦ B), where
[u, v]B = [B(u), v]A + [u,B(v)]A + [u, v]A, ∀u, v ∈ Γ(ker(aA)).
Note that ker(t˜∗)|M = ker(t∗)|M = ker(aA) and s˜∗ = s∗ ◦ B. Then following the same proof as in
Proposition 2.14, we find that the Lie bracket on ker(aA) of the Lie groupoid structure ⋆ is [·, ·]B.
Moreover, it is direct to show that B : (H , ⋆) → G is a Lie groupoid homomorphism, which
induces a Lie algebroid homomorphism B : (ker(aA), [·, ·]B, aA ◦ B)→ A. This implies that
[B(u),B(v)]A = B([B(u), v]A + [u,B(v)]A + [u, v]A).
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So (A,B) is a Rota-Baxter Lie algebroid. 
Assume that a Lie groupG left acts on a manifold M. Then we obtain a Lie groupoidG×M ⇒
M, whose source, target maps and multiplication are:
s(g,m) := m, t(g,m) := g · m, (h, n)(g,m) := (hg,m),
for n = g · m. This Lie groupoid is called the action Lie groupoid, whose Lie algebroid is
the action Lie algebroid. Make the above phrase more precise, so that we have a commutative
diagram
actions of Lie groups on M
action
//
differentiation

Lie groupoids
differentiation

actions of Lie algebras on M
action
// Lie algebroids.
(40)
Suppose that the action is transitive. The isotropy group at m ∈ M is
Hm = {g ∈ G | g · m = m}.
Consider the Rota-Baxter operator on the action Lie groupoid.
Proposition 4.26. A map B : H → G × M is a Rota-Baxter operator of weight 1 on the action
Lie groupoid if and only if Bm : Hm → G × {m}  G given by B(g,m) = (Bm(g),Bm(g)
−1m)
satisfies
Bm(g)Bn(h) = Bm(gAdBm(g)h), ∀g ∈ Hm, h ∈ Hn, n = Bm(g)
−1m.(41)
Taking the differential, we get Proposition 4.7.
Proof. In fact, let g˜ = (g,m) ∈ Hm and h˜ = (h, n) ∈ Hn such that
s(B(g˜)) = Bm(g)
−1m = t(h˜) = n.
Note that gm = m and hn = n. Then we have
B(g˜)B(h˜) = (Bm(g),Bm(g)
−1m)(Bn(h),Bn(h)
−1n) = (Bm(g)Bn(h),Bn(h)
−1n)
and
B(g˜AdB(g˜)h˜) = B((g,m)(Bm(g),Bm(g)
−1m)(h, n)(Bm(g)
−1,m))
= B((gBm(g)hBm(g)
−1,m))
= (Bm(gAdBm(g)h),Bm(gAdBm(g)h)
−1m).
Thus, B is a Rota-Baxter operator if and only if (41) holds. 
Finally we study the groupoid analog of the action Rota-Baxter Lie algebroid given in Propo-
sition 4.9. We give the definition of actions of Rota-Baxter Lie groups as follows.
Definition 4.27. An action of a Rota-Baxter Lie group (G,B0) on a manifold M is defined to
be a right action B1 of the descendent Lie group (G, ∗) on M, where the group multiplication ∗ is
given by (13).
Let B1 be an action of a Rota-Baxter Lie group (G,B0) on a manifold M. Consider the Lie
groupoid G := M × G × M ⇒ M, where the source, target and the multiplication of this Lie
groupoid are given by
s(m, g, n) := n, t(m, g, n) := m, (m′, h, n′) · (m, g, n) := (m′, hg, n),
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when n′ = m. It is easy to see that the bundle of isotropy groups isG ×M → M. The inclusion of
G × M in G is given by (g,m) ֒→ (m, g,m).
Define a map B : G × M → M ×G × M by
B(g,m) = (m,B0(g),B1(g,m)).
Proposition 4.28. LetB1 be an action of a Rota-Baxter Lie group (G,B0) on a manifold M. Then
the map B defined above is a Rota-Baxter operator on the Lie groupoid G = M ×G × M ⇒ M.
This Rota-Baxter Lie groupoid is called the action Rota-Baxter Lie groupoid.
Proof. Let g˜ = (g,m), h˜ = (h, n) ∈ G × M such that
s(B(g˜)) = B1(g,m) = t(h˜) = n.
Then we have
B(g˜)B(h˜) = (m,B0(g),B1(g,m))(n,B0(h),B1(h, n)) = (m,B0(g)B0(h),B1(h,B1(g,m)))
and
B(g˜AdB(g˜)h˜) = B((m, g,m)(m,B0(g),B1(g,m))(n, h, n)(B1(g,m),B0(g)
−1,m))
= B((m, gB0(g)hB0(g)
−1,m))
= (m,B0(gAdB0(g)h),B1(gAdB0(g)h,m)).
Thus, B(g˜)B(h˜) = B(g˜AdB(g˜)h˜) holds if and only if
B0(g)B0(h) = B0(gAdB0(g)h),
B1(h,B1(g,m)) = B1(gAdB0(g)h,m),
which implies that B0 is a Rota-Baxter operator on the Lie group G and B1 defines a right action
of the Lie group (G, ∗) on M. 
In summary, the diagram in (40) can be enriched to the diagram
actions of Rota-Baxter Lie groups on M
action
//
differentiation

Rota-Baxter Lie groupoids
differentiation

actions of Rota-Baxter Lie algebras on M
action
// Rota-Baxter Lie algebroids.
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