Measurement and comparison of inequality related to wealth are active areas of research for more than a century. The most widely used inequality measures such as Gini's mean difference and Gini index are extended to form a family of income inequality measures known as family of Single-Series Gini (S-Gini) indices. In the current research article, we study the U-statistic based estimation for absolute and relative S-Gini indices. Asymptotic properties of U-statistic based estimators are studied. We propose Jackknife empirical likelihood (JEL) based inference for S-Gini indices. We prove that the limiting distribution of the JEL ratio statistic is Chi-square distribution with one degrees of freedom. The empirical likelihood (EL) based inference is also studied for S-Gini indices and Wilks theorem is obtained for the proposed EL ratio statistic. We construct confidence intervals for S-Gini indices based on bootstrap-t, bootstrap calibrated empirical likelihood and JEL. Finally, a simulation study is carried out to study the small sample performances of these intervals.
Introduction
In 1912, Corrado Gini introduced Gini's mean difference (GMD) as a measure of variability. For more than one century GMD and its derived measures (such as Gini index) celebrate a prominent role in the area of measurement of income inequality. Primarily Gini index was known as Concentration ratio as it was derived from Lorenz curve L(p) which is provided through the graphical representation of incomes obtained by plotting the co-ordinates (p, L(p)) where L(p) is the share of total income received by a particular percentage of lower income households. Gini index is connected to Lorenz curve as it is twice the area between the Lorenz curve and the line of equality.
Later Gini (1914) pointed the relation between the Gini mean difference and the Gini index.
GMD as well as Gini index can be extended to form many generalised Gini families which vary in their properties [Yitzhaki and Schechtman (2013) ].
Here we discuss one such family known as Single-Series Gini (S-Gini) family specified by one parameter ν [Yitzhaki(1983) , Donaldson and Weymark (1980) ]. We also discuss the about relative S-Gini index. Similar to the Gini index, the value of the relative S-Gini index for non-negative distributions lies between zero and one where only difference is in the weighting scheme that applied to the vertical distance between the line of equality and the Lorenz curve. The relative S-Gini index with ν = 2 reduces to the Gini index.
Many authors discussed the inference procedures of the income inequality as well as poverty measures based on U-statistic theory proposed by Hoeffding (1948) [Formby et al. (2001) and Xu (2007) ]. To estimate the asymptotic variances of Generalised Gini indices Xu (2000) used the iterated bootstrap method proposed by Hall (1992) . Demuynck (2012) proposed an unbiased estimator for absolute S-Gini indices and compared its performance with the usual plug in estimators of S-Gini indices using a simulation study. The asymptotic properties of the estimators are studiede using the concepts of combinatorics. Motivated by this work, we present a simple U-statistic based approach for finding the estimators for both absolute and relative S-Gini indices. U-statistic formulation enables us to study the asymptotic properties in an easy way. We also obtained consistent estimators of the asymptotic variances. This completes the first part of our article.
In the second part, we discuss the Jackknife empirical likelihood inference for S-Gini indices. The concept of Empirical likelihood is a nonparametric way of statistical inference proposed by Owen (1988) . This method makes use of the effectiveness of nonparametric as well as likelihood approaches. Peng (2011) constructed the empirical likelihood method based confidence intervals for the Gini index and the difference of two Gini indices. Qin et al. (2010) compared the performance of Bootstrap calibrated EL ratio intervals of Gini index with bootstrap-t and normal approximation intervals especially for small sample sizes. Giorgi et al. (2006) studied the asymptotic distribution of the plugin estimators S-Gini indices and observed that bootstrap based confidence intervals perform better than normal approximation intervals. Jing et al. (2009) presented JEL based theory for U-statistic estimators. This JEL approach simplifies the inference procedure as it lacks the scaling variance while constructing confidence intervals. No work seems to have been done in the literature to study the various empirical likelihood ratio statistic based intervals of S-Gini indices. Thus the current work consists of (i) studying the U-statistic based estimators of absolute and relative S-Gini indices and their asymptotic properties (ii) derivation of Jackknife empirical likelihood ratio statistic for the S-Gini indices and asymptotic distributions of the log JEL ratio statistic (iii) a comparative study on the performances of bootstrapt, bootstrap calibrated EL intervals and JEL confidence intervals which are explained in detail in the corresponding sections. Motivated by Giorgi et al.(2006) , we also check the performances of the EL intervals (they don't make use of the scaling variance) with the usual bootstrap confidence intervals.
In the present work, the Section 2 deals with the derivation of U-statistic based estimators of absolute and relative S-Gini indices and the study of their asymptotic properties. The exact distribution of S-Gini index when the sample comes from exponential population is also obtained in this section.
We derive EL as well as JEL ratio statistic for S-Gini indices and study their limiting distribution in Section 3. In Section 4, we report the result of the simulation study done to evaluate the performances of the constructed confidence intervals of S-Gini indices. We conclude our study in Section 5.
Inference on S-Gini indices based on Ustatistics
Curves that measure income inequality have been a major topic of research for more than a century ever since the work of Lorenz in 1905. Let X be a non-negative random variable with continuous distribution function F (.) and finite mean µ = E(X). Lorenz curve is defined in terms of two parametric
where F −1 (p) is the p th quantile of X. Gini (1912) proposed an index, known as Gini index, which is defined as twice the area between the Lorenz curve and the line of equality and is given by
The Gini index measures the extend to which the distribution of income among individuals within an economy deviates from perfectly equal distribution. Gini index can be expressed in terms of covariance between X and
Variability can be measured by considering the average difference between two independent observations from the distribution of interest. Suppose the random variables X 1 and X 2 are distributed as F . Gini mean difference (GMD) can be defined as the expected absolute difference between X 1 and X 2 and is given by
Making use of the identity |X 1 − X 2 | = 2max(X 1 , X 2 ) − X 1 − X 2 , we can express GMD as
Hence, in terms of GMD Gini index can be express as
GMD can be generalized in several ways and one among them is extended to get a family of income inequality measures called S-Gini family of indices.
The advantage of having an S-Gini family is that the evaluation of robustness of result and sensitivity analysis can be done by knowing one member of that family. The absolute and relative S-Gini indices are defined respectively as
and
For ν = 2, relative S-Gini indices reduce to the Gini index.
The usual plug-in estimators of absolute and relative S-Gini indices are given byS
andR
where X (i) denotes the i th order statistic in the sample X 1 , X 2 , . . . , X n ; from
To obtain a U-statistic based estimator, we express absolute S-Gini index defined in equation (1) as
provided ν is integer.
Suppose X 1 , X 2 , ..., X n are n(≥ ν) independent and identically distributed samples from F . An unbiased estimator of absolute S-Gini index based on U-statistic is given by
where the summation is over the set C ν,n of all n ν combinations of ν integers, i 1 , i 2 < ... < i ν chosen from (1, 2, ...n) and h(.) is a symmetric kernel given by
When ν = 2, the expression given in equation (5) reduces to the form
and for ν=3, it is
In general, the estimator of absolute S-Gini index given in (5) can be rewritten as
Also the estimator of relative S-Gini index based on U-statistic is given by
The estimators given in equations (7) and (8) are obtained by Demuynck (2012) using the theory of combinatorics. As mentioned, Demuynck (2012) compared the performances of the estimators given in (7) and (8) with the usual plugin estimators. Hence we are interested to show that how the Ustatistic based estimation theory makes the study of asymptotic properties of the estimators very simple. First we prove the consistency of the estimators (7) and (8). Since the U-statistic based estimators are consistent estimators [Lehmann (1951) ], S ν is a consistent estimator of S ν . That is, S ν converges in probability to S ν . Next theorem is about the consistency of RS ν .
Theorem 1. As n → ∞, RS ν converges in probability to RS ν .
Proof. By week law of large numbers,X converges in probability to µ. Also we know that S ν is consistent estimator of S ν . Since the estimator RS ν can be written as
we have the proof of the theorem.
Next we obtain the asymptotic distribution of the estimators S ν and RS ν .
Theorem 2. As n → ∞, the distribution of √ n S ν − S ν is Gaussian with mean zero and variance σ 2 where σ 2 is given by
Proof. The asymptotic normality can be obtained by using the central limit theorem for U-statistics. And the asymptotic variance is ν 2 σ 2 1 where
Using the symmetric kernel
we have
Denote Z = min(X 2 , X 3 , ..., X ν ), then the distribution of Z is given by 1 −
Again
Substituting the above expression in (10), we have
Therefore, from (9) we obtain
and we have the variance expression specified in the theorem.
SinceX converges in probability to µ, using Theorem 2 and by applying Slutsky's theorem, we have the asymptotic normality of relative S-Gini index and the result is stated in the next corollary.
with mean zero and variance
In the next theorem we proposes a consistent estimator for σ 1 2 given in (9).
Theorem 3. A consistent estimator for σ 1 2 is given by
where P and Q are the consistent estimators given in (13) and (14), respectively.
Proof. From equation (9), we have
That is,
where
. (12) By plug-in the empirical distribution function F n (x) = 1 n n i=1 I(X i ≤ x), where I denotes the indicator function, in equation (11) and (12) we obtain the consistent estimators of P and Q and are given by
with
Before concluding this section, next we derive the exact distribution of SGini indices when the samples are drawn from exponential distribution. This result may be used to construct a scale invariant test involving S-Gini indices.
We use a theorem due to Box (1954) to find the exact distribution. Girone (1971) obtained the sampling distribution of Gini index for very small sample sizes drawn from uniform population. Girone and Nannavecchia (2015) studied the exact distribution of concentration ratio for samples of sizes 6 to 10 drawn from uniform distribution. In the next theorem, we derive the exact distribution of U-statistic based estimator given in equation (7).
Theorem 4. Let X be distributed as exponential with distribution function specified by F (x) = 1 − e −x 2 and let X (1) ,X (2) ,...,X (n) denote the order statistics based on the random sample X 1 , X 2 , . . . , X n ; from F . Then
Proof. Using (7), in terms of normalized spacings,
with X 0 = 0, we can represent S ν as The following theorem explains the exact distribution of S-Gini indices when we consider the plug-in estimator given in (3).
Theorem 5. Let X be distributed as exponential with distribution function specified by
Jackknife empirical likelihood inference of relative S-Gini indices
Empirical likelihood method is a nonparametric way of inference used to construct tests of hypothesis with good power properties and finest confidence intervals. Giorgi et al. (2006) and Qin et al. (2010) noticed the better perfor-
mances of bootstrap-t intervals for S-Gini indices and bootstrap calibrated empirical likelihood intervals for Gini index respectively. Here we focus on the construction of empirical likelihood based intervals for S-Gini indices.
Recalling the definition given in (2), we have
The above expression can be expressed in terms of integral as
We can construct the third constrain for the empirical likelihood of relative S-Gini index from
Let X 1 , X 2 , ..., X n be the random sample drawn from F , the empirical likelihood for RS ν = R is defined as
where p = (p 1 , p 2 , ..., p n ) is a probability vector and
Since above equation depends on unknownF (.), we replaceF (.) by the empirical distribution functionF n (.). Hence the the profile empirical likelihood for R is given by
By Lagrange multiplier method, the supremum occurs at
Therefore the profile empirical log likelihood ratio for R is given by
The following theorem explains the limiting distribution of L(R).
Theorem 6. Assume E(X 2 ) < ∞, then the limiting distribution of L(R) is a scaled chi-square distribution with one degree of freedom. That is,
Proof. The result follows from the proof of Theorem 1 in Owen (1990) . We can easily verify that
where E(h 1 (X)) = E(νXF ν−1 (X)). Therefore by CLT we have
Using Theorem 6 we can construct the EL based confidence interval for relative S-Gini indices. For 0 < α < 1, a (1 − α) level EL ratio confidence interval for RS ν = R can be obtained as
where χ 2 α (1) is the upper α quantile of chi-square distribution with one degrees of freedom.
Next we focus on the bootstrap calibrated empirical likelihood (BCEL) confidence intervals as EL ratio intervals suffer from under coverage problems for small sample sizes. Next we summarize the procedures for the construction of bootstrap calibrated empirical likelihood confidence interval. The algorithm is given below.
1. Draw a bootstrap sample (X * 1 , X * 2 , ..., X * n ) with replacement from (X 1 , X 2 , ..., X n ).
2. Calculate L * (R) = 2 Rx * i ; i = 1, 2, ..., n and λ * is the solution of
.., L * B (R) from the b−th bootstrap samples.
Then, a (1 − α) confidence level bootstrap calibrated empirical likelihood interval is given by
where I α is the upper 100α% sample quantile of
. Next we provide a brief summary about the construction of bootstrap-t confidence interval. Let R be the estimator of R based on a random sample X 1 , X 2 ..., X n from F . The 100(1 − α)% bootstrap-t confidence interval is
where T 1−α/2 , T α/2 and se( R) can be computed as outlined below. 
Compute
. To find se( R b ) one need to obtain further boot-
5. Find the (α/2)−th and (1−α/2)−th sample quantiles (T α/2 and T 1−α/2 ), from the ordered sample of replicates T b .
The EL theory is easy to implement when we are interested in maximizing a nonparametric likelihood subject to a set of linear constrains. However, if
we consider nonlinear constrains in maximization problem, further computations are difficult. For example, we have to consider constrains in quadratic form to maximise the nonparametric likelihood when the estimators are based on U-statistics with a kernel of degree 2. Therefore we focus our interest on Jackknife empirical likelihood based approach for finding the confidence interval for the S-Gini indices as we proposed a U-statistic based estimator for these indices.
Next we discuss the construction of JEL based confidence confidence interval for R. Define the estimating equation for R as
It is clear thath(.) is a kernal of degree ν and therefore we can use the Wilks'theorem presented in Jing et al. (2009) . We define jackknife pseudo values for R as
where R n−1,k can be computed from (8) using (n−1) observations X 1 , X 2 , ..., X k−1 , X k+1 , ..., X n . The JEL for R is defined as
The maximum of (18) occurs at
, k = 1, 2, ..., n where
The log JEL ratio statistic is
To find the JEL based confidence interval we need to find the limiting distribution of JEL ratio test statistic and the result is sated in the following theorem.
Theorem 7. Let g(x) = E h (x, X 2 , ..., X ν ; R) and σ
Proof. From Corollary 1, we have
µ 2 ). Also we use Lemmas A.3 and A.4 and Corollary A.1 from Jing et al. (2009) to show that
Following similar lines of proof of the Theorem 1 of Jing et al. (2009), we can show that
This log expression can be expanded using Taylors theorem and the first term,
It is easy to show that reminder term is o p (1). Therefore by Slutsky's theorem, as n → ∞, we have J(R)
Using the above theorem, a 100(1 − α)% JEL based confidence interval for R can be constructed as
where χ 2 α (1) is the upper αth quantile of chi-square distribution with one degrees of freedom.
Simulation results
We investigate performances of the proposed confidence intervals based on bootstrap-t (Boot t), bootstrap calibrated empirical likelihood (BCEL) and Jackknife empirical likelihood (JEL). The performance these confidence interval is evaluated through the coverage probability and the average length of the confidence interval. The simulation was done using R and is repeated for thousand times. We also considered thousand bootstrap replicates to obtain the interval based on boot t and BCEL.
First we simulated observations from unit exponential where the true value of RS ν with ν = 3 is 0.67. We find 95% confidence intervals for relative S-Gini index. The coverage probability and average length is reported in Table 1 . We also find the confidence intervals by simulating observations from the Pareto distribution with survival probabilityF (x) = 1 − (
When ν = 3, the true value of RS ν is 0.067. The coverage probability and average length correspond to Pareto case is reported in Table 2 .
When the sample size increases, Boot t and BCEL are comparable for the exponential distribution, but these show some over coverage problems for Pareto distribution. In almost all cases, Boot t has wider length compared to BCEL except for Pareto distribution when n = 60 [specified in Giorgi et al. (2006) explained the superiority of bootstrap-t intervals over normal approximation based intervals for relative S-Gini indices and Qin et al. (2010) discussed the better performance of bootstrap calibrated empirical likelihood intervals over bootstrap-t intervals for Gini index. In our simulation study, we noticed that jackknife empirical likelihood interval performs well in all cases, (especially for small sample sizes) than bootstrap-t and bootstrap calibrated empirical likelihood intervals for S-Gini indices.
5 Conclusion and future study GMD and Gini index can be generalised into many families of income inequality measures and one among them is called S-Gini indices. In this article, we obtained a simple non-parametric estimator for S-Gini indices and proved the asymptotic properties of the proposed estimator using the properties of Ustatistics. Also we derived the exact distribution of S-Gini indices when the samples come from exponential distribution. The result on exact distribution can be used to construct a scale invariant test which involve S-Gini indices.
The limiting distribution of empirical likelihood as well as jackknife empirical likelihood ratio test statistic are derived for relative S-Gini indices. Finally we have done a simulation study to compare the performance of bootstrap-t, BCEL and JEL confidence intervals. We have seen that JEL based intervals performs better compared to bootstrap-t and BCEL confidence intervals for almost all sample sizes.
Some of the problems those we noticed during our study are given below.
1. The EL based inference that we proposed in our study uses the approach of simple random sampling. We can also check for the asymptotic distribution of log empirical likelihood ratio statistic under stratified random sampling which in turn produces a new set of confidence intervals.
2. It is possible to construct EL based confidence intervals for the difference of two S-Gini indices for the paired data set and independent samples (with same and different sample sizes). The limiting distribution of this difference of indices can be derived and this theorem can be used to test the hypothesis H 0 : R = R 0 against H 1 : R = R 0 (where R 0 is fixed).
3. The Problem 2 can be addressed using JEL approach. Hence it is possible to have a comparative study on the performance of EL and
