Stabilisation tonale de vidéos by Frigo, Oriel et al.
Stabilisation tonale de vide´os
Oriel Frigo, Neus Sabater, Julie Delon, Pierre Hellier
To cite this version:
Oriel Frigo, Neus Sabater, Julie Delon, Pierre Hellier. Stabilisation tonale de vide´os. GRETSI
2015, Sep 2015, Lyon, France. <hal-01256950>
HAL Id: hal-01256950
https://hal.archives-ouvertes.fr/hal-01256950
Submitted on 25 Jan 2016
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Stabilisation tonale de vide´os
Oriel FRIGO1,2, Neus SABATER1, Julie DELON2, Pierre HELLIER1
1Technicolor, Rennes, France
2Universite´ Paris Descartes, MAP5, Paris, France
oriel.frigo@technicolor.com,
neus.sabater@technicolor.com,julie.delon@parisdescartes.fr,pierre.hellier@technicolor.com
Re´sume´ – Dans ce travail, nous proposons une me´thode rapide et parame´trique pour corriger l’instabilite´ tonale de vide´os. La me´thode utilise un
mode`le de correction colorime´trique minimal mais efficace, et s’appuie sur une estimation parame´trique du mouvement dominant. La correction
est ponde´re´e temporellement, en fonction de l’amplitude du mouvement. Les expe´riences mene´es sur diffe´rentes se´quences montrent que cette
me´thode de´passe les performances de l’e´tat de l’art, a` la fois en terme de qualite´ visuelle et de temps de calcul.
Abstract – In this work, we present a fast and parametric method to achieve tonal stabilization in videos containing color fluctuations. Our main
contribution is to compensate tonal instabilities with a color transformation guided by dominant motion estimated between temporally distant
frames. Furthermore, we propose a temporal weighting scheme, where the intensity of tonal stabilization is directly guided by the motion speed.
Experiments show that the proposed method compares favorably with the state-of-the-art in terms of accuracy and computational complexity.
1 Introduction
Les came´ras grand public, et en particulier les smartphones,
re`glent ge´ne´ralement la balance des blancs ainsi que l’exposi-
tion des vide´os de manie`re automatique, ces corrections n’e´tant
pas toujours de´sactivables. Malheureusement, ces re´glages sont
rarement stables dans le temps, et provoquent des fluctations
de tonalite´ et d’exposition. Ces fluctuations sont non seule-
ment geˆnantes visuellement, mais posent e´galement proble`me
a` toutes les approches de vision par ordinateur faisant l’hy-
pothe`se d’une stabilite´ temporelle. Nous proposons dans cet
article une me´thode automatique pour corriger ces instabilite´s
a posteriori.
D’apre`s les auteurs de [12], l’image u enregistre´e par une
came´ra est lie´e a` l’image brute (RAW) de capteur obtenue apre`s
l’e´tape de de´sentrelacement par l’e´quation :
u = f ◦ h(TsTwe), (1)
ou` Ts est une matrice 3 × 3 de changement d’espace couleur,
Tw est une matrice diagonale 3 × 3 de balance des blancs,
h : R3 −→ R3 est un ope´rateur non-line´aire dit de gamut
mapping et f : R3 −→ R3 est une transformation tonale non-
line´aire. La balance des blancs est controˆle´e par Tw, tandis que
l’exposition peut eˆtre assimile´e a` un facteur multiplicatif sur le
vecteur e. Les fluctuations lie´es a` ces deux facteurs sont donc
des transformations globales sur chaque image de la vide´o.
Si la transformation non-line´aire f ◦ h e´tait connue, il serait
possible apre`s inversion de corriger la se´quence {(f◦h)−1(ut)}t
par des transformations line´aires 3D. Malheureusement, pour
estimer la fonction de transfert f de la came´ra et le gamut map-
ping h, il est ne´cessaire d’utiliser des images recale´es acquises
avec diffe´rentes expositions [9], et des paires RAW-sRGB [12],
ce qui n’est pas concevable pour une utilisation a` grande e´chelle.
De meˆme, reposer sur une me´thode d’estimation d’iluminants
[8] pour corriger ces instabilite´s tonales serait trop instable en
pratique. Nous proposons dans cet article une me´thode ge´ne´rique
de stabilisation ne faisant aucune hypothe`se, ni sur l’illuminant
de la sce`ne, ni sur le mode`le de came´ra.
Alors que peu de travaux sont consacre´s a` la correction d’in-
stabilite´ tonale, de nombreux articles abordent le proble`me des
fluctuations de niveaux de gris (flicker) dans les films, pro-
posant des approches de correction globales [2, 3] ou locales
[14, 4]. Malheureusement, l’extension de ces me´thodes a` des
fluctuations colorime´triques n’est pas triviale. De manie`re or-
thogonale, si le proble`me du transfert de couleur entre images
inte´resse de nombreux auteurs [15, 6, 7], les solutions pro-
pose´es sont trop couˆteuses en pratique pour les envisager dans
le cadre de la correction tonale.
A notre connaissance, seuls deux articles proposent des so-
lutions spe´cifiques a` l’instabilite´ tonale [5, 16]. L’approche de
Farbman et al [5] tente d’aligner la tonalite´ de chaque image
sur celle d’une ou plusieurs images choisies de la vide´o (par
exemple, la premie`re image). Les correspondances entre images
sont obtenues sans compensation de mouvement. Cette me´thode,
dont les temps de calcul sont assez importants, fonctionne bien
sur des se´quences statiques, mais les re´sultats sont moins pro-
bants sur des se´quences bruite´es, en mouvement, ou de longue
dure´e. L’approche plus re´cente de Wang et al. [16] s’appuie
sur une estimation parame´rique du mouvement entre images.
Ces transformations sont enchaıˆne´es afin de de´finir un e´tat co-
lorime´trique, qui est lisse´ dans le temps. Si les re´sultats sont
visuellement convaincants, cette approche reste complexe, dif-
FIGURE 1 – Sche´ma ge´ne´ral de la me´thode de stabilisation tonale.
ficile a` re´implementer, et ne´cessite le re´glage fin de parame`tres.
Notre me´thode, pre´sente´e sous forme sche´matique dans la
Figure 1 et de´taille´e dans la section 2, s’appuie sur un mode`le
simplifie´ d’instabilite´ couleur entre images. Graˆce a` une esti-
mation parame´trique du mouvement dominant, elle est robuste
au mouvement et aux occulations, et adapte´e a` une imple´menta-
tion temps-re´el embarque´e. La section 3 illustre l’efficacite´ de
la me´thode sur plusieurs se´quences. Les re´sultats obtenus s’ave`-
rent supe´rieurs a` ceux de [5] et qualitativement e´quivalent a`
ceux de [16], mais avec un couˆt de calcul conside´rablement
re´duit. L’ensemble des re´sultats est disponible en ligne 1.
2 Me´thode de stabilisation tonale
Cette section de´crit notre me´thode de stabilisation tonale.
Nous pre´sentons d’abord le mode`le de correction colorime´trique
pour une se´quence sans mouvement, puis sa ge´ne´ralisation aux
se´quences en mouvement.
2.1 Mode`le de correction colorime´trique
Notons {ut}t=1,...,D une se´quence recale´e d’images couleur
ut : Ω → R3, ou` Ω ⊆ R2 est le domaine spatial de chaque
image. Les composantes couleur de ut sont note´es (uRt , u
G
t , u
B
t ).
Notons uk une image de re´fe´rence dans la se´quence. Pour sta-
biliser l’apparence couleur de la se´quence, pour toute image
ut, t > k poste´rieure a` uk, nous cherchons une transformation
colorime´trique Tt : R3 → R3 telle que Tt(ut) ' uk. Nous
utilisons ici un mode`le volontairement simple, se´parable selon
les trois composantes :
Tt = (T
R
t , T
G
t , T
B
t ), ou` T
c
t (s) := αcs
γc , c ∈ {R,G,B}.
(2)
Ce mode`le, tre`s simple, suffit en pratique pour corriger les
instabilite´s tonales au sein d’une vide´o. Pour s’en assurer, nous
l’avons teste´ sur un ensemble d’images de la meˆme sce`ne, en
faisant varier la balance des blancs et l’exposition. Dans tous
les cas, ce mode`le s’est re´ve´le´ suffisamment pre´cis pour corri-
ger les fluctuations observe´es.
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Afin d’estimer les parame`tres αc, γc pour l’image ut, on
re´sout le proble`me aux moindres carre´s suivant pour chaque
canal couleur :
arg min
αc,γc
∑
x∈Ω
(
loguck(x)− γc loguct(x) + logαc
)2
. (3)
Re´soudre ce proble`me n’est e´videmment pas e´quivalent a` re´soudre
directement le proble`me aux moindres carre´s sur la diffe´rence
uk − αuγct , mais pre´sente l’avantage de posse´der une solution
analytique calculable tre`s rapidement :
γc =
Cov
(
loguct , logu
c
k
)
Var
(
loguct
) , αc = exp(loguck − γcloguct) ,
(4)
ou` z = 1|Ω|
∑
x∈Ω z(x) est la moyenne de z(x), x ∈ Ω.
2.2 Compensation de mouvement
Nous utilisons la me´thode robuste de Odobez et Bouthemy [13]
pour calculer un mouvement affine Al,l−1 (a` 6 parame`tres)
pour chaque paire d’images conse´cutives ul et ul−1. Cette cor-
rection affine du mouvement, si elle ne peut compenser que
le mouvement dominant de came´ra, pre´sente l’avantage d’eˆtre
tre`s simple a` calculer, et nous verrons qu’elle est suffisante pour
la correction d’instabilite´s tonales dans les vide´os.
Etant donne´es une image de re´fe´rence uk et une image poste´rieure
ut (t > k) dans la se´quence, ut est recale´e vers uk en utilisant
la transformation cumule´e :
At,k = At,t−1 ◦At−1,t−2 ◦ ... ◦Ak+1,k. (5)
Nous de´finissons ensuite l’ensemble Ωt,k des correspondances
spatiales entre uk et ut de la manie`re suivante :
Ωt,k =
{(
x, At,k(x)
)∈ Ω× Ω ∣∣∣∣
1
3
∑
c
(
(uck(x) − uck)− (uct
(
At,k(x)
)
)− uct)
)2
< σ2
}
,
(6)
ou` σ2 est la variance empirique du bruit, estime´e par exemple
en utilisant [1]. Cette de´finition des correspondances spatiales
est robuste aux outliers de mouvement, ainsi qu’aux point oc-
culte´s, c’est a` dire visibles uniquement dans une seule des deux
images.
2.3 Algorithme
En pratique, la premie`re image de la se´quence est choisie
comme premie`re image de re´fe´rence. Chaque image poste´rieure
ut, t > 1 est ensuite corrige´e tonalement en lui appliquant la
transformation T ct dont les parame`tres sont estime´s en re´solvant
le proble`me (3) entre u1 et l’image recale´e At,1ut. Les images
successives de la se´quence sont ainsi corrige´es tant que le car-
dinal de l’ensemble des correspondances entre ut et u1 est suf-
fisamment grand, i.e. tant que |Ωt,1| > ω × |Ω|, ou` ω est un
parame`tre a` re´gler. Si le nombre de correspondances spatiales
devient trop faible pour estimer une bonne transformation cou-
leur, une nouvelle image de re´fe´rence est de´finie. Ce processus
est re´pe´te´ jusqu’a` la fin de la se´quence.
Pour garantir une forme de fide´lite´ entre la se´quence finale
et la se´quence originale {ut}t=1,...,D, nous introduisons une
ponde´ration temporelle similaire a` un terme de viscosite´ :
T ′t = λTt + (1− λ)Id, (7)
ou` λ = λ0 exp(− ||Vt,k||p ) re´gule le niveau de transformation de
ut, en fonction de l’amplitude de mouvement ||Vt,k||, ou` Vt,k
est le vecteur de mouvement dominant, p est le de´placement
spatial maximal (dimension de l’image), et λ0 est le parame`tre
de ponde´ration initial (en pratique, λ0 = 0.9). Nous avons
constate´ que cette correction stabilise l’apparence tonale tout
en e´vitant une sur-exposition lorsque l’exposition de la came´ra
change au cours de la se´quence. Le de´tail de l’algorithme pro-
pose´e est pre´sente´ ci-dessous.
Algorithm 1 Stabilisation tonale de vide´os
Donne´es d’entre´e : Se´quence vide´o {ut}t=1,...,D
Donne´es de sortie : Se´quence vide´o stabilise´e
{T ′t (ut)}t=1,...,D
1: k ⇐ 1, t⇐ k + 1
2: T ′1(u1) = u1
3: while t ≤ D do
4: Calculer Ωt,k
5: if #Ωt,k ≥ ω × |Ω| then
6: for c⇐ {r, g, b} do
7: αc, γc⇐arg min
α,γ
∑
(x,y)∈Ωt,k
(uck(x)− αuct(y)γ)2
8: T ′t (u
c
t)⇐ λαc(uct)γc + (1− λ)uct
9: end for
10: t⇐ t+ 1
11: else # Si le nombre de correspondances est trop faible
12: k ⇐ t− 1
13: uk ⇐ T ′t−1(ut−1)
14: end if
15: end while
Pour re´duire la complexite´ de l’algorithme, les images origi-
nales sont redimensionne´es a` 120 pixels de largeur avant l’es-
timation de T ′. La transformation T ′ est encode´e comme une
Look-Up-Table (LUT) avant d’eˆtre applique´e aux images a` pleine
re´solution. Cet algorithme produit une bonne stabilisation to-
nale avec une complexite´ calculatoire maitrise´e.
3 Re´sultats expe´rimentaux
La me´thode propose´e a e´te´ teste´e sur un ensemble de se´quen-
ces provenant de [5, 16] ou ayant e´te´ acquises avec des smart-
phones de diffe´rentes marques. L’ensemble des re´sultats peut
eˆtre consulte´ sur la page web du projet 2. Des exemples de
re´sultats obtenus sur deux se´quences sont pre´sente´s sur les Fi-
gures 2 et 3. Pour toutes les se´quences, nous fixons les pa-
rame`tres a` ω = 0.25 et λ0 = 0.9.
FIGURE 2 – Re´sultats sur la se´quence sofa (fournie par les
auteurs de [5]). Premie`re ligne : images extraites de la se´quence
initiale. Seconde ligne : images de la vide´o corrige´e par notre
me´thode de stabilisation tonale.
Afin de comparer quantitativement nos re´sultats aux me´thodes
[5, 16], nous avons re-imple´mente´ la me´thode [5], et les au-
teurs de [16] nous ont fourni leurs re´sultats sur les se´quences
conside´re´es. Pour mesurer la stabilite´ des re´sultats obtenus, un
patch homoge`ne est de´fini et suivi sur la se´quence, et nous cal-
culons la variation temporelle de la tonalite´ du patch apre`s sta-
bilisation, mesure´e par une distance euclidienne dans l’espace
couleur CIELAB. Les re´sultats sur la se´quence baˆtiment sont
visibles sur la Figure 4. Sur les courbes de gauche, observons
que la variation tonale du patch est re´duite apre`s stabilisation
par notre me´thode et celle de Wang et al. [16], mais que la
me´thode de Farbman et al. [5] donne naissance a` quelques fluc-
tuations re´siduelles. Les courbes de droite illustrent la fide´lite´
aux couleurs initiales, mesure´e par la distance couleur entre
chaque image corrige´e et l’image originale, afin de ve´rifier que
les me´thodes de stabilisation ne produisent pas de distorsions.
Sur ces diffe´rentes courbes, nous pouvons voir que notre me´-
thode produit des re´sultats compe´titifs, tant en terme de stabi-
lisation que de fide´lite´ aux couleurs originales.
Notre approche est par ailleurs beaucoup plus rapide que les
me´thodes pre´ce´dentes. Un prototype imple´mente´ en langage
Python peut traiter 20 images par seconde 3 pour une vide´o HD
1920 · 1080. , alors que l’imple´mentation C++ de [16] atteint
une cadence de 1 image par seconde, et l’imple´mentation Py-
2. http ://oriel.github.io/tonal stabilization
3. Temps de calcul sur une architecture Intel(R) Core(TM) i5-3340M CPU
@ 2.70GHz, 8GB RAM
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FIGURE 3 – Comparaison visuelle des re´sultats sur la se´quence
baˆtiment. Notre me´thode stabilise l’apparence tonale des ob-
jets sans distorsions colorime´trique, tandis que les me´thodes
[5, 16] ge´ne`rent quelques artefacts de saturation sur la fac¸ade
du baˆtiment.
thon de [5] est a` 0.6 image par seconde. Nous pensons qu’une
imple´mentation optimise´e pourrait ainsi eˆtre temps-re´el sur une
application embarque´e.
4 Conclusion
Dans cet article, nous avons propose´ une nouvelle me´thode
pour stabiliser l’apparence tonale de vide´os, reposant sur une
estimation du mouvement dominant de la came´ra et une cor-
rection colorime´trique parame´trique. Nous avons montre´ que
cette correction colorime´trique tre`s simple permet une stabi-
lisation efficace, sans connaissance a priori sur le mode`le de
came´ra. Les be´ne´fices de cette approche sont multiples : d’une
part, cette me´thode est robuste vis-a` vis des se´quences conte-
nant du mouvement, d’autre part la complexite´ calculatoire est
tre`s re´duite, ce qui ouvre la voie aux applications temps-re´el
embarque´es.
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