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a b s t r a c t
The numerical simulation of viscoelastic fluid flow becomes more difficult as a physical
parameter, the Weissenberg number, increases. Specifically, at a Weissenberg number
larger than a critical value, the iterative nonlinear solver fails to converge, a phenomenon
known as the high Weissenberg number problem. In this work we describe the application
and implementation of continuation methods to the nonlinear Johnson–Segalman model
for steady-state viscoelastic flows. Simple, natural, and pseudo-arclength continuation
approaches in Weissenberg number are investigated for a discontinuous Galerkin finite
element discretization of the equations. Computations are performed for a benchmark
contraction flow and, several aspects of the performance of the continuation methods
including high Weissenberg number limits, are discussed.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
The study of non-Newtonian fluid flow continues to be a topic of interest on many fronts. To accompany theoretical and
experimental observations, researchers have developed computational algorithms for simulating viscoelastic fluid flow.
Of these, methods which utilize a finite element approach are particularly prominent, and they usually incorporate some
stabilization to handle the hyperbolic behavior of the constitutive model of the fluid. However, difficulties in the numerical
solution of the equations of viscoelastic fluid flow remain, in particular the highWeissenberg number problem is an issue that
garners significant study. This problem usually manifests in the inability for nonlinear solvers to converge for increasing
values of the Weissenberg number, a physical parameter that is related to the elasticity of the fluid. At present, the high
Weissenberg number limit encountered in numerical studies is generally regarded as a numerical artifact and not a property
of the modeling equations [2,38].
For nonlinear problems, continuation methods have been developed as a way to analyze the behavior of solutions as a
problem parameter is varied [1,27,28,42,37], and numerous computational algorithms and software packages have been
developed to implement these methods [43,44]. Predictor–corrector continuation methods trace the solution manifold
through the parameter space by first forming a good approximation to the solution at an incremented value of the parameter
and then correcting through an iterative scheme. This approach may identify singular and bifurcation points along the
manifold which are of particular interest.
Continuation methods have been studied within the context of structural mechanics and elasticity [36,31,21] as well as
fluid dynamics. For issues in simulating the Navier–Stokes equations at high Reynolds number, a common approach is to
perform continuation in Reynolds number [23]. Carey and Krishnan [7] described a continuationmethod applied to a penalty
approximation for Navier–Stokes, gave conditions for convergence for the method, and presented numerical results for the
driven-cavity problem. The authors also formulated a method for continuation in arc length. Gunzburger and Peterson [24]
investigated predictor and steplength selection for continuation in Reynolds number and concluded that for certain values of
the Reynolds number, the parameter steplength can be chosen independently of the type of predictor step used. Recently, de
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Almeida andDerby [13] describednatural andpseudo-arclength continuation algorithms adapted for large-scale simulations
of driven-cavity flows and successfully computed approximations for large values of the Reynolds number.
Similarly, continuation for viscoelastic fluid flow can be performed for increasing values of the Weissenberg number.
Various implementations of continuation in Weissenberg number can be found in [9,39,48,11]. In [33], Mendelson, et al.
described an algorithm for continuation inWeissenberg number forMaxwell and second-order constitutive equations using
a Galerkin finite element method. The authors observed numerically that, as the critical value of theWeissenberg number is
approached, the length of the step that can be taken became infeasibly small. In [47], Yeh, et al. used natural and arclength
continuation methods to arrive at a bifurcation in the numerical solution of an upper convected Maxwell fluid, which the
authors conjectured to be a product of themathematicalmodel of the fluid. However, laterwork has shown that themultiple
solutions were an artifact of the numerical approximation (see [38]).
The objective of this work is to describe the application and implementation of continuation algorithms for the
discontinuous Galerkin finite element approximation of the steady-state Johnson–Segalman model for viscoelastic fluid
flow, and to use these algorithms to study the behavior of the resulting nonlinear system of equations as the Weissenberg
number is increased. Simple and natural continuation methods are investigated with incremental increases in the
Weissenberg number. Pseudo-arclength continuation reparametrizes the equations with respect to an arclength-like
parameter and incorporates an additional constraint to be solvedwith the underlying system. The remainder of this paper is
organized as follows. In Section 2, the original continuous problem and its discrete approximation are described. In Section 3
simple and natural continuation approaches are discussed and applied to the discrete problem. In Section 4 the pseudo-
arclength continuation method and various choices for the pseudo-arclength constraint are discussed and applied to the
discrete problem. Numerical experiments with continuation methods are performed on the benchmark 4:1 contraction
problem in Section 5.
2. Problem description
Let Ω be a bounded domain in Rd, d = 2 or 3, with Lipschitz continuous boundary Γ . Let Γin denote the subset of Γ
upon which fluid flows intoΩ . Let u denote fluid velocity and p denote the pressure. The flow is assumed to be creeping (or
inertialess) and the extra stress, with polymeric contribution σ, is described by a Johnson–Segalman [26] constitutive law.
The steady-state model of this behavior is described by
σ + λ(u · ∇)σ + λga(σ,∇u)− 2αD(u) = 0 inΩ, (2.1)
−∇ · σ − 2(1− α)∇ · D(u)+∇p = f inΩ, (2.2)
divu = 0 inΩ, (2.3)
u = uΓ on Γ , (2.4)
σ = σΓin on Γin. (2.5)
In (2.1)–(2.5) σ denotes the rank 2 (symmetric) tensor
σ =
[
σxx σxy σxz
σxy σyy σyz
σxz σyz σzz
]
in three spatial dimensions, and λ is theWeissenberg number (defined as the product of the relaxation time of the fluid and
a characteristic strain rate). The rank 2 tensor∇u denotes the gradient of uwith components (∇u)i,j = ∂ui/∂xj (consistent
with the definition used in [3,6,41]). Assume that p has zero mean value overΩ . In (2.1) and (2.2), D(u) := (∇u+ ∇uT)/2
is the rate of the strain tensor, α ∈ (0, 1), and f the body force. In (2.1), ga(σ,∇u) is defined by
ga(σ,∇u) := 1− a2 (σ∇u+∇u
Tσ)− 1+ a
2
(∇uσ + σ∇uT)
for a ∈ [−1, 1].
Remark 2.1. For the case a = 1 the Johnson–Segalman model reduces to the well-known Oldroyd-B model [3,41].
2.1. Continuous problem
For D ⊂ Ω , denote the standard Sobolev spaces by Wm,p(D) with norms ‖ · ‖m,p,D if p < ∞, ‖ · ‖m,∞,D if p = ∞.
The Sobolev spaceWm,2 is denoted by Hm with the norm ‖ · ‖m. The corresponding space of vector-valued or tensor-valued
functions is given by Hm. IfD = Ω ,D is omitted, i.e., (·, ·) = (·, ·)Ω and ‖ · ‖ = ‖ · ‖Ω .
The existence of a solution to the problem (2.1)–(2.5) was shown in [40] under a small data assumption. (See also [22,
18].) Specifically, if Ω has a C∞-smooth boundary, with f and uΓ sufficiently regular and small, the problem (2.1)–(2.5)
admits a unique bounded solution (σ,u, p) ∈ H2(Ω)× H3(Ω)× H2(Ω).
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2.2. Variational formulation
Next we define the function spaces for the velocity u, the pressure p and the stress σ. Let
Xr := H1r (Ω) = {v ∈ H1(Ω) : v = r on Γ },
S := L20(Ω) =
{
q ∈ L2(Ω) :
∫
Ω
qdΩ = 0
}
,
6s := (L2(Ω))d×d ∩ {τ = (τij) : τij = τji,u · ∇τ ∈ (L2(Ω))d×d, and τ = s on Γin}.
The variational formulation is: Given f ∈ H−1(Ω), find (σ,u, p) ∈ 6σΓin × XuΓ × S such that
(σ, τ)+ λ((u · ∇)σ, τ)+ λ(ga(σ,∇u), τ)− 2α(D(u), τ) = 0, ∀τ ∈ 60, (2.6)
(σ,D(v))+ 2(1− α)(D(u),D(v))− (p,∇ · v) = (f, v), ∀v ∈ X0, (2.7)
(q,∇ · u) = 0, ∀q ∈ S. (2.8)
Introduce the bilinear form A defined on 6× X by
A((σ,u), (τ, v)) := (σ, τ)− 2α(D(u), τ)+ 2α(σ,D(v))+ 4α(1− α)(D(u),D(v)). (2.9)
2.3. Finite element approximation
Let Th denote a triangulation ofΩ such thatΩ = {∪K : K ∈ Th}. Assume that there exist positive constants c1, c2 such
that
c1h ≤ hK ≤ c2ρK ,
where hK is the diameter of K , ρK is the diameter of the greatest ball included in K , and h = maxK∈Th hK . Let Pk(K) denote
the space of polynomials of degree less than or equal to k on K ∈ Th. Let Pk(Th) = ∪K∈Th Pk(K). Let Iuk : H1(Ω) → Pk(Th)
and Iσk : (L2(Ω))d×d → Pk(Th) denote suitable interpolation operators [10,6]. Define the following finite element spaces
(Taylor–Hood) for the approximation of u and p:
Xhr := {vh ∈ H1(Ω) ∩ (C0(Ω))d : vh|K ∈ P2(K)d,∀K ∈ Th, vh = Iu2r on Γ },
Sh := {qh ∈ S ∩ C0(Ω) : qh|K ∈ P1(K),∀K ∈ Th}.
For the approximation of the constitutive equation (2.1) the discontinuous Galerkin method is used, where the stress σ is
approximated in the discontinuous finite element space of piecewise linear functions:
6hs := (L2(Ω))d×d ∩ {τh = (τ hij ) : τ hij = τ hji , τh|K ∈ P1(K)d×d ∀K ∈ Th, τh = Iσ1 s on Γin}.
Below some notation used in [3] is introduced to describe and analyze an approximate solution obtained using the
discontinuous Galerkin method. Let
Γ h = {∪∂K , K ∈ Th} \ Γ , (2.10)
∂K−(u) := {x ∈ ∂K ,u · n < 0},
where ∂K is the boundary of K ∈ Th and n is the outward unit normal vector on ∂K , and
τ±(u) := lim
→0±
τ(x+ u(x)).
Also, let
(σ, τ)h :=
∑
K∈Th
(σ, τ)K ,
〈σ±, τ±〉h,u :=
∑
K∈Th
∫
∂K−(u)
(σ±(u) : τ±(u))|n · u|ds, (2.11)
〈〈σ±〉〉h,u := 〈σ±, σ±〉1/2h,u ,
‖τ‖0,Γ h :=
(∑
K∈Th
‖τ‖20,∂K
)1/2
,
for σ, τ ∈∏K∈Th(L2(K))d×d, and
‖ξ‖m,h :=
(∑
K∈Th
‖ξ‖2m,K
)1/2
,
for ξ ∈∏K∈Th(Wm,2(K))d×d.
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Introduce the operator Bh on Xh × 6h × 6h defined by
Bh(uh, σh, τh) := ((uh · ∇)σh, τh)h + 12 (∇ · u
hσh, τh)+ 〈σh+ − σh−, τh+〉h,uh . (2.12)
Note that the second term vanishes when ∇ · uh = 0. On occasion it will be necessary to consider (2.12) without the
associated jump term. Therefore, let
B˜h(uh, σh, τh) := ((uh · ∇)σh, τh)h + 12 (∇ · u
hσh, τh). (2.13)
The discontinuous Galerkin finite element approximation of (2.6)–(2.8) is then as follows. Given f ∈ H−1(Ω), find
(σh,uh, ph) ∈ 6hσΓin × X
h
uΓ × Sh such that
(σh, τh)+ λBh(uh, σh, τh)+ λ(ga(σh,∇uh), τh)− 2α(D(uh), τh) = 0, ∀τh ∈ 6h0, (2.14)
(σh,D(vh))+ 2(1− α)(D(uh),D(vh))− (ph,∇ · vh) = (f, vh), ∀vh ∈ Xh0, (2.15)
(qh,∇ · uh) = 0, ∀qh ∈ Sh. (2.16)
The existence of a solution to the discrete problem (2.14)–(2.16) has been shown in [3] under the assumption that the
continuous problem (2.1)–(2.5) has a bounded solution (σ,u, p) ∈ H2σΓin (Ω)× H
3
uΓ (Ω)× H2(Ω). The error estimates
‖σ − σh‖0 + ‖∇(u− uh)‖0 ≤ Ch3/2, ‖p− ph‖0 ≤ Ch3/2
for constant C > 0, are also proven in [3] under the same assumptions.
2.4. Newton iteration
For ease of notation, let 5h = 6h0 × Xh0 × Sh and let 5hbc = 6hσΓin × X
h
uΓ × Sh, with u = (σh,uh, ph) ∈ 5hbc and
v = (τh, vh, qh) ∈ 5h. Also let (5h)∗ denote the dual space of5h. With A as defined in (2.9), (2.14)–(2.16) can be written as
A((σh,uh), (τh, vh))+ λBh(uh, σh, τh)+ λ(ga(σh,∇uh), τh)− (ph,∇ · vh)+ (qh,∇ · uh)
= 2α(f, vh) ∀(τh, vh, qh) ∈ 5h. (2.17)
For the remainder of this chapter, the superscript hwill be dropped from the expression of σh, uh, ph, τh, vh, and qh, and it is
assumed that these quantities are elements of the discrete approximation spaces. Define the function G : 5hbc → (5h)∗ by
〈G(u), v〉 := A((σ,u), (τ, v))+ λBh(u, σ, τ)+ λ(ga(σ,∇u), τ)− (p,∇ · v)+ (q,∇ · u)− 2α(f, v) ∀v ∈ 5h.
(2.18)
One approach to solving G(u) = 0 is to solve the system of nonlinear equation (2.18) via the Newton iteration. Let
Gu = ∂G/∂u denote the Jacobian of Gwith respect to the unknown u. Given an initial iterate u0 ∈ 5hbc, for i = 0, 1, 2, . . . ,
solve for δui ∈ 5h satisfying the linear system
〈Gu(ui)(δui), v〉 = 〈−G(ui), v〉 ∀v ∈ 5h, (2.19)
setting ui+1 := ui + δui until ‖ui+1 − ui‖ < tol for an appropriate choice of norm and tolerance tol. The Jacobian is formed
using the Fréchet derivative of G at ui in the direction ofw, i.e.,
〈Gu(ui)(w), v〉 := lim
ε→0
〈G(ui + εw), v〉 − 〈G(ui), v〉
ε
.
Combining (2.18) and (2.19), the Newton iteration consists of the following linear problem: For i = 0, 1, 2, . . . , solve for
ui+1 = (σ i+1,ui+1, pi+1) ∈ 5hbc satisfying
A((σ i+1 − σ i,ui+1 − ui), (τ, v))+ λBh(ui, σ i+1 − σ i, τ)+ λBh(ui+1 − ui, σ i, τ)
+ λ(ga(σ i+1 − σ i,∇ui), τ)+ λ(ga(σ i,∇ui+1 − ui), τ)− (pi+1 − pi,∇ · v)+ (q,∇ · ui+1 − ui)
= −A((σ i,ui), (τ, v))− λBh(ui, σ i, τ)− λ(ga(σ i,∇ui), τ)
+ (pi,∇ · v)− (q,∇ · ui)+ 2α(f, v) ∀(τ, v, q) = v ∈ 5h. (2.20)
The term
Bh(ui+1 − ui, σ i, τ) = ((ui+1 − ui · ∇)σ i, τ)h + 12 (∇ · (u
i+1 − ui)σ i, τ)+ 〈σ i+ − σ i−, τ+〉h,ui+1−ui (2.21)
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requires the calculation of the stress jump in the direction of an unknown velocity. However, the contribution of the jump
term
〈σ i+ − σ i−, τ+〉h,ui+1−ui =
∑
K∈Th
∫
∂K−(ui+1−ui)
((
σ i
+
(ui+1 − ui)− σ i−(ui+1 − ui)
)
: τ+(ui+1 − ui)
)
· ∣∣n · (ui+1 − ui)∣∣ ds,
itself is assumed to be negligible, as ui+1 − ui = δui is usually small. Thus the jump term is dropped from (2.21). With this
adjustment we can write (2.20) as
A((σ i+1,ui+1), (τ, v))+ λBh(ui, σ i+1, τ)+ λ˜Bh(ui+1, σ i, τ)
+ λ(ga(σ i+1,∇ui), τh)+ λ(ga(σ i,∇ui+1), τ)− (pi+1,∇ · v)+ (q,∇ · ui+1)
= λ˜Bh(ui, σ i, τ)+ λ(ga(σ i,∇ui), τ)+ 2α(f, v) ∀(τ, v, q) = v ∈ 5h. (2.22)
This iteration is performed for fixed values of the parameters a, α, and the Weissenberg number λ. In order for (2.22) to
converge, the initial iterate u0 must be within the radius of convergence of the solution of the discrete problem G(u) = 0.
3. Continuation in Weissenberg number
As discussed in Section 1, convergence of the nonlinear iteration becomes more problematic as the Weissenberg
number is increased. The defect-correction method has been applied to steady-state viscoelastic flows [17,16,32] for high
Weissenberg number. In their approach, the defect step consisted of a nonlinear iteration inwhich theWeissenberg number
was replaced with an artificially reduced value, and the correction step sought to improve on the approximation found in
the defect step.
Continuation methods [28,1,42] provide a means for stepping along solution manifolds for varying values of a problem
parameter or group of parameters. In the context of viscoelastic flows, the behavior of computed solution manifolds in the
Weissenberg parameter space is of great interest. This leads to considering theWeissenberg number λ as a prime candidate
for continuation.
3.1. Simple continuation
Consider G(u) = G(u, λ) to be the nonlinear system of equations arising from the discrete problem (2.18) for a particular
value of λ. Let u0 be the solution computed by the nonlinear iteration (2.22) for λ = λ0. Then u0 serves as a ‘‘good’’ choice
of initial iterate for the problem G(u, λ1), where λ1 = λ0 + 1λ0 for some 1λ0 > 0. This process can be thought of as a
simple continuation in λ. Computations proceed along the solutionmanifold in the (λ,u)-space by incrementing λ after each
convergent nonlinear iteration, using the u computed at a point on the curve as the initial iterate for the next larger value
of λ. This process is described in Algorithm 3.1.
Algorithm 3.1 (Simple Continuation in λ). Let (u0, λ0) ∈ 5hbc × R solve G(u, λ) = 0. For j = 0, 1, . . . , do
(1) Determine the step length1λj.
(2) Set u0j+1 = uj and λj+1 = λj +1λj.
(3) Solve G(uj+1, λj+1) = 0 by the iteration: For i = 0, 1, . . . , solve for (ui+1j+1, λj+1) ∈ 5hbc × R satisfying
A((σ i+1j+1,u
i+1
j+1), (τ, v))+ λj+1Bh(uij+1, σ i+1j+1, τ)+ λj+1˜Bh(ui+1j+1, σ ij+1, τ)
+ λj+1(ga(σ i+1j+1,∇uij+1), τ)+ λj+1(ga(σ ij+1,∇ui+1j+1), τ)− (pi+1j+1,∇ · v)+ (q,∇ · ui+1j+1)
= λj+1˜Bh(uij+1, σ ij+1, τ)+ λj+1(ga(σ ij+1,∇uij+1), τ)+ 2α(f, v) ∀(τ, v, q) ∈ 5h.
(4) Go to Step 1.
3.2. Natural continuation
The simple continuation procedure may encounter difficulty if the point (uj, λj) is not sufficiently close to the point
(uj+1, λj+1). This can occur when attempting a step of too large in magnitude, or when the solution curve experiences large
changes in u for moderate changes in λ (high slope). In addition, the simple continuation process can be inefficient if there
is only moderate change in u for a significant range of λ (small slope).
Forming a predicted value based upon the slope of the solution curve at the point (uj, λj) can provide a better initial
iterate for the subsequent nonlinear iteration. This slope can be found by computing the quantity ∂u/∂λ at λj. Assume G is
continuously differentiable in u and λ, and u is continuously differentiable in λ. Then, for G(u, λ) = 0 at (uj, λj), we have
from the chain rule
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∂G
∂u
∣∣∣∣
(uj,λj)
)(
∂u
∂λ
∣∣∣∣
λj
)
+ ∂G
∂λ
∣∣∣∣
(uj,λj)
= 0 inΩ,
or 〈
Gu(uj, λj)
(
∂u
∂λ
∣∣∣∣
λj
)
, v
〉
= − 〈Gλ(uj, λj), v〉 ∀v ∈ 5h (3.1)
where Gλ denotes the Fréchet derivative of Gwith respect to the parameter λ. It is easy to see that〈
Gλ(uj, λj), v
〉 = Bh(uj, σ j, τ)+ (ga(σ j,∇uj), τ) ∀(τ, v, q) = v ∈ 5h.
Once the tangent slope ∂u/∂λ at λj has been found (denote this by uˆj = (σˆ j, uˆj, pˆj)), then for some steplength1λj, set
u0j+1 := uj +1λj
(
∂u
∂λ
∣∣∣∣
λj
)
= uj +1λjuˆj,
as the initial iterate for λj+1 := λj + 1λj. The standard nonlinear iteration (2.22) can then be performed to approximate
(uj+1, λj+1). This procedure is described in Algorithm 3.2.
Algorithm 3.2 (Natural Continuation in λ). Let (u0, λ0) ∈ 5hbc × R solve G(u, λ) = 0. For j = 0, 1, . . . , do
(1) Solve the linear problem (3.1) for uˆj ∈ 5h by:
A((σˆ j, uˆj), (τ, v))+ λj˜Bh(uˆj, σ j, τ)+ λjBh(uj, σˆ j, τ)
+ λj(ga(σ j,∇uˆj), τ)+ λj(ga(σˆ j,∇uj), τ)− (pˆj,∇ · v)+ (q,∇ · uˆj)
= −Bh(uj, σ j, τ)− (ga(σ j,∇uj), τ) ∀(τ, v, q) ∈ 5h.
(2) Determine the step length1λj.
(3) Set u0j+1 = uj +1λjuˆj and λj+1 = λj +1λj.
(4) Solve G(uj+1, λj+1) = 0 by the iteration: For i = 0, 1, . . . , solve for (ui+1j+1, λj+1) ∈ 5hbc × R satisfying
A((σ i+1j+1,u
i+1
j+1), (τ, v))+ λj+1Bh(uij+1, σ i+1j+1, τ)+ λj+1˜Bh(ui+1j+1, σ ij+1, τ)
+ λj+1(ga(σ i+1j+1,∇uij+1), τ)+ λj+1(ga(σ ij+1,∇ui+1j+1), τ)− (pi+1j+1,∇ · v)+ (q,∇ · ui+1j+1)
= λj+1˜Bh(uij+1, σ ij+1, τ)+ λj+1(ga(σ ij+1,∇uij+1), τ)+ 2α(f, v) ∀(τ, v, q) ∈ 5h.
(5) Go to Step 1.
Alternate predictor strategiesmay be used aswell. For example, onemay use a second-order Taylor series approximation
to form u0. Gunzburger and Peterson [24] showed that in the Navier–Stokes equations, for some cases the stepsize in
Reynolds numbermay be chosen independently of the type of predictor used. A detailed discussion of steplength algorithms
for viscoelastic flows is a topic to be analyzed in future work.
4. Turning points and pseudo-arclength continuation
The natural continuation process can suffer difficulty at points along the solution manifold where the slope ∂u/∂λ is
undefined, i.e., at turning points or singular points along the solution curve. In this case, the Jacobian Gu will be singular and
the linear problem (3.1) will not have a unique solution.
4.1. Parametrization with respect to arc length
As the natural continuation algorithmwill fail near turning points, a different continuation approach is needed. Keller [27,
28] proposed the reparametrization of the solution curvewith an arclength (or arclength-like) parameter. The description of
themethod presented here is similar to those found in [5,8,13,20,35] and others. In amanner similar to natural continuation,
first a tangent to the solution curve is found and a predicted value that lies on the tangent is computed. Then an iterative
procedure attempts to reconcile the predicted value back to the solution curve. The arclength parametrization requires
additional information in the form of an equation describing the arclength, but allows for a more robust iteration that can
proceed beyond turning points.
Let ϑ be a parameter describing the arc length of the solution manifold in the (u, λ)-space. Then we have∥∥∥∥ ∂u∂ϑ
∥∥∥∥2 + ( ∂λ∂ϑ
)2
= 1, (4.1)
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where the norm in (4.1) is appropriate for u. For u ∈ 5h, this norm will be
‖u‖2 = ‖σ‖20 + ‖u‖21 + ‖p‖20.
Let s represent an arclength-like parameter and consider u(s) and λ(s) to be functions of s. Let u˙ = ∂u/∂s and λ˙ = ∂λ/∂s,
and assume (uj, λj) = (u(sj), λ(sj)) is a solution of G(u, λ) = 0. A unit tangent vector [u˙j, λ˙j]T to the curve is computed by
solving
Guu˙j + Gλλ˙j = 0, (4.2)
together with (4.1) above. This can be accomplished by first solving the linear system〈
Gu(uj, λj)uˆj, v
〉 = − 〈Gλ(uj, λj), v〉 ∀v ∈ 5h, (4.3)
for uˆj. Then u˙j and λ˙j can be determined by
λ˙j = ±1√
1+ ‖uˆj‖2
, (4.4)
u˙j = λ˙juˆj. (4.5)
Note that (4.4) and (4.5) imply ‖u˙j‖2+|λ˙j|2 = 1. The sign in (4.4) is chosen such that the angle between successive tangents
on the curve is not less than 0 and not more than pi/2. This results in a construction of the solution manifold that moves
‘‘forward’’ with respect to the parameter s [5,13]. To determine the correct sign, given two solutions (uj−1, λj−1) and (uj, λj),
compute the quantity〈
u˙j,uj − uj−1
〉+ λ˙j(λj − λj−1), (4.6)
where 〈·, ·〉 in (4.6) is the inner product that induces the norm in (4.1). If (4.6) is positive, then the choice of (u˙j, λ˙j)means
that the computationwill proceed in the same direction as it did from (uj−1, λj−1) to (uj, λj). If (4.6) is negative, the opposite
sign should be chosen in (4.4).
Once the appropriate tangent direction has been chosen and the arclength parameter increment 1sj = sj+1 − sj is set,
Euler predictors of
u0j+1 = uj +1sju˙j (4.7)
λ0j+1 = λj +1sjλ˙j (4.8)
are chosen as the initial iterates for the nonlinear iteration. Note that, as λj+1 = λ(sij+1) is a function of the arclength
parameter, its value may vary during the nonlinear iteration. This is precisely the flexibility that will allow computation
beyond singular points.
To complete the nonlinear system of equations, G(u(s), λ(s)) = 0 is augmented with a suitable arclength condition or
constraint given by some N(u(s), λ(s), s) = 0. This constraint is based upon the arclength equation (4.1). In practice, an
approximation to (4.1), such as a linearization, is used. Thus s is referred to as a pseudo-arclength parameter instead of the
actual arc length. The discussion of the details of the pseudo-arclength constraints has been postponed until Section 4.2,
however it should be noted that N must be continuously differentiable in both u and λ. Thus, the nonlinear system of
equations to be solved is[
G(u(s), λ(s))
N(u(s), λ(s), s)
]
= 0, (4.9)
and this can be accomplished by a Newton iteration of the form[
Gu(uij+1, λ
i
j+1) Gλ(u
i
j+1, λ
i
j+1)
Nu(uij+1, λ
i
j+1) Nλ(u
i
j+1, λ
i
j+1)
] [
δui
δλi
]
= −
[
G(uij+1, λ
i
j+1)
N(uij+1, λ
i
j+1)
]
. (4.10)
The linear system in (4.10) has been shown to be non-singular at turning points of the solution manifold [27]. The above
procedure is summarized in Algorithm 4.1.
Algorithm 4.1 (Pseudo-arclength Continuation). Let (u−1, λ−1) ∈ 5hbc × R and (u0, λ0) ∈ 5hbc × R solve G(u, λ) = 0. For
j = 0, 1, . . . , do
(1) Solve the linear problem (4.3) for uˆj ∈ 5h by:
A((σˆ j, uˆj), (τ, v))+ λj˜Bh(uˆj, σ j, τ)+ λjBh(uj, σˆ j, τ)
+ λj(ga(σ j,∇uˆj), τ)+ λj(ga(σˆ j,∇uj), τ)− (pˆj,∇ · v)+ (q,∇ · uˆj)
= −Bh(uj, σ j, τ)− (ga(σ j,∇uj), τ) ∀(τ, v, q) ∈ 5h.
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(2) Set λ˙j = (1+ ‖uˆj‖2)−1/2 and u˙j = λ˙uˆj.
(3) Compute ω := 〈u˙j,uj − uj−1〉+ λ˙j(λj − λj−1). If ω < 0, set λ˙j = −(1+ ‖uˆj‖2)−1/2 and u˙j = λ˙uˆj.
(4) Determine the pseudo-arclength stepsize1sj.
(5) Set u0j+1 = uj +1sju˙ and λj+1 = λj +1sjλ˙.
(6) Solve [G(uj+1(s), λj+1(s)),N(uj+1(s), λj+1(s), s)]T = 0 by the iteration: For i = 0, 1, . . . , solve the linear system (4.10)
for (δui, δλi) ∈ 5h × R satisfying[
Gu(uij+1, λ
i
j+1) Gλ(u
i
j+1, λ
i
j+1)
Nu(uij+1, λ
i
j+1) Nλ(u
i
j+1, λ
i
j+1)
] [
δui
δλi
]
= −
[
G(uij+1, λ
i
j+1)
N(uij+1, λ
i
j+1)
]
,
with ui+1j+1 := uij+1 + δui and λi+1j+1 := λij+1 + δλi.
(7) Go to Step 1.
The block Jacobians Gu and Gλ are as described in the natural continuation algorithm, while the vectors Nu and Nλ will be
described in Section 4.2. Note that each pass of Algorithm 4.1 does not terminate with a predetermined value for λj+1.
4.2. Pseudo-arclength constraints
As stated in Section 4.1, the pseudo-arclength constraintN(u(s), λ(s), s)must be continuously differentiablewith respect
to u and λ. There are several choices for N that serve as good defining functions for s. However, N must contain some
characteristic of the solution that is to be measured along the solution curve.
4.2.1. Orthogonal constraint
Presented by Keller [27], the most commonly used pseudo-arclength constraint is derived from a linear approximation
to (4.1). This condition is given by
N1(u(s), λ(s), s) :=
〈
u˙j, (u(s)− u(sj))
〉+ λ˙j (λ(s)− λ(sj))− (s− sj) = 0, (4.11)
and it requires that successive solution iterates lie on the hyperplane orthogonal to the tangent vector [u˙j, λ˙j]T and at a
distance of 1sj from the solution (u(sj), λ(sj)) = (uj, λj). Due to the nature of the geometry of the iterates, N1 will be
referred to as an ‘‘orthogonal’’ constraint. Note that from the structure of the predicted values (4.7) and (4.8), we have that
the vectors[
u0j+1 − uj
λ0j+1 − λj
]
and
[
uij+1 − u0j+1
λij+1 − λ0j+1
]
are orthogonal. For implementation in Algorithm 4.1, the derivatives N1,u and N1,λ evaluated at (uij+1, λ
i
j+1, s) are necessary.
These are given as
N1,u(uij+1, λ
i
j+1, s) = u˙j and N1,λ(uij+1, λij+1, s) = λ˙j.
4.2.2. Spherical constraint
Another constraint presented by Keller [27] enforces successive iterates to be at a particular distance from the previous
solution. This constraint is of the form
N2(u(s), λ(s), s) :=
∥∥u(s)− u(sj)∥∥2 + ∣∣λ(s)− λ(sj)∣∣2 − (s− sj)2 = 0, (4.12)
and it requires that successive iterates lie on the sphere centered at (uj, λj) of radius s− sj and will thus be referred to as a
‘‘spherical’’ constraint. The derivatives of N2 are found to be
N2,u(uij+1, λ
i
j+1, s) = 2
(
uij+1 − uj
)
, (4.13)
N2,λ(uij+1, λ
i
j+1, s) = 2
∣∣λij+1 − λj∣∣ . (4.14)
This constraint is less frequently used thanN1 in pseudo-arclength continuation descriptions and implementations [5,7,8,15,
44,35], perhaps due to the required recomputation of (4.13) and (4.14) for each linear iteration i. The orthogonal constraint
requires no such recomputation as the derivatives N1,u and N1,λ do not vary with respect to i.
5. Numerical experiments
To investigate the performance of the various continuation algorithms discussed in Sections 3 and 4, the algorithms have
been implemented using the finite element software package FreeFem++ [25] in 2-d. Linear systems are solved using the
UMFPACK solver [12]. As described in Section 2, continuous piecewise quadratic elements are used for velocity, continuous
piecewise linears are used for pressure, and discontinuous piecewise linears are used for stress.
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Fig. 5.1. Geometry of 4:1 contraction domain.
Table 5.1
Mesh characteristics
Mesh 1xmin 1ymin No. of degrees of freedom
M1 0.25 0.0625 1880
M2 0.125 0.03125 7321
Table 5.2
Maximum values of λ obtained by the different solution methods, selected values of a
Mesh a No continuation Simple continuation Natural continuation Pseudo-arclength continuation (N2)
1.0 2.430 11.1279 11.1279 11.1291
M1 0.0 1.286 18.1992 18.2187 18.3423
−1.0 1.465 8.9040 8.9399 8.9560
1.0 1.821 9.3370 9.3460 9.3467
M2 0.0 0.934 9.0184 9.0234 9.1348
−1.0 1.321 9.1563 9.3007 9.4050
5.1. Four-to-one contraction flow
Numerical simulations of viscoelastic flow through a planar or axisymmetric contraction have been widely studied
(see [2] or Chapter 8 of [38]). Here the case of planar flow through a contraction geometry with a ratio of 4:1 with respect
to upstream and downstream channel widths is considered. The contraction angle is a fixed 3pi/2 and the channel lengths
are sufficiently long to impose a fully developed Poiseuille flow in the inflow and outflow channels. The geometry of the
computational domain is illustrated in Fig. 5.1. The lower left corner of the domain corresponds to x = y = 0.
The factor L is set to 1/4 for these computations. On this domain the velocity boundary conditions are
u =
[ 1
32
(1− y2)
0
]
on Γin, u =
2( 116 − y2
)
0
 on Γout. (5.1)
Boundary conditions for σ must be specified on the inflow boundary. From the constitutive equation (2.1) and the velocity
conditions (5.1), for u1,y = ∂u1/∂y, we have
σxx =
−αλ(a+ 1)u21,y
(a2 − 1)λ2u21,y − 1
, σxy = −αu1,y
(a2 − 1)λ2u21,y − 1
, σyy =
−αλ(a− 1)u21,y
(a2 − 1)λ2u21,y − 1
, on Γin.
Symmetry conditions are imposed on the bottom of the computational domain. The parameter α is set to 8/9. Computations
were performed on two different meshes, M1 and M2. Table 5.1 lists the characteristics of the meshes.
5.2. High Weissenberg number results
Of particular interest is the behavior of the solution manifold for large values of λ. To investigate this, Algorithms 3.1 and
3.2 are run from a starting value of λ = 0 and u0 = 0 on each computational mesh for selected values of the a parameter.
Algorithm 4.1 (with the N2 constraint) requires two initial solutions, the solution above is used as well as the solution
computed at λ = 1. The initial steplength in λ or s is set to 1, and upon failure of the nonlinear iteration, the steplength is
reduced by half and the iteration re-attempted. The continuation process terminates when the steplength falls below 10−6.
As a comparison, results are given from a ‘‘no continuation’’ approach of using u0 = 0 as the initial iterate for all values of
λ. A stopping criterion of
‖ui − ui−1‖∞ ≤ 10−8
is used for the nonlinear iteration, and the nonlinear iterationwas terminated if the stopping criterion had not been satisfied
after 200 iterations.
Table 5.2 gives the maximum λ values for each solution approach. All of the continuation methods vastly increase the
range of λ for which solutions can be computed over using u0 = 0 for all values of λ. It is also observed that while simple and
natural continuation produced similar highWeissenberg number limits, pseudo-arclength continuation was able to exceed
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Fig. 5.2. Solution norm computed by pseudo-arclength continuation.
Table 5.3
Number of steps and steplength reductions required for a = 1 on mesh M1
Method Max λ Total # of steps # of steplength reductions
Simple 11.1279 28 25
Natural 11.1279 28 25
Pseudo-arclength 11.1291 12 7
those limits in all cases. However, the amounts bywhich pseudo-arclength continuation surpassed the othermethods could
be considered insignificant. Plots of the solution norm ‖uj‖, where
‖uj‖2 = ‖σ‖20 + ‖u‖21 + ‖p‖20,
is computed from the pseudo-arclength continuation method for both meshes are shown in Fig. 5.2. In terms of the
computational effort required by each algorithm, the simple and natural continuation methods require less work than
the pseudo-arclength method. However, while using the same steplength selection and reduction strategy, the pseudo-
arclength continuation method requires far fewer steps and steplength reductions to reach its maximum value of λ. The
numbers of steps and steplength reductions required for eachmethod for computationswith a = 1 onmeshM1 are reported
in Table 5.3.
The behavior of computed approximations for increasing Weissenberg number is of great interest, in particular for the
Oldroyd-B constitutive model (a = 1). In Fig. 5.3, the horizontal velocity of the fluid computed on mesh M2 along the line
of symmetry (the center of the computational domain) is shown for several values of λ, including the limiting value.
It is observed that, as the value of λ increases, themagnitude of the velocity tends to increase just beyond the contraction
of the domain, and fluctuates downstream. This may suggest that for highly elastic fluids, as the fluid enters the contraction
channel, the elastic features of the fluid cause a speed-up/slow-down behavior. These observations have been reported
previously in numerical experiments by Keunings and Crochet [30] for the Phan-Thien–Tanner model. This behavior
could lead to a loss of stability of solutions at higher values of λ; one hypothesis is that no steady-state solutions (only
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Fig. 5.3. Horizontal velocity u1 along the line of symmetry for increasing λ.
Fig. 5.4. Stress component σ11 along a line near the re-entrant corner for increasing λ.
Fig. 5.5. Velocity field and speed contour, λ = 9.3466, a = 1, mesh M2.
temporally unsteady solutions) exist beyond some critical value of λ. The same observationwas alsomade during numerical
experiments with a defect-correction method for viscoelasticity [16]. Trebotich, et al. [45] also observed this situation and
suggested that the wave-like behavior is related to the elastic Mach number.
As discussed in [41], there is a stress singularity at the re-entrant corner of contraction flows. The inability of the nonlinear
solver to converge for values ofλ greater than 9.3466 (a = 1,meshM2)may be due to the steep stress gradients that develop
near the re-entrant corner. Fig. 5.4 is a plot of the σ11 component of the stress along the horizontal line y = 0.24 (the
contraction occurs at y = 0.25). The plot shows that for increasing λ, the maximum value of σ11 near the corner increases
considerably. Fig. 5.5 is a plot of the velocity field for λ = 9.3466 (a = 1, mesh M2).
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Table 5.4
Performance statistics for pseudo-arclength constraints to pass λ = 11.0,1s0 = 1.0
Constraint Final λ # of steps # of steplength reductions Average # of iterations/step Average CPU seconds/step
N1 11.04878019 14 3 26.7 113.7
N2 11.07273844 14 2 26.7 114.5
Table 5.5
Performance statistics for pseudo-arclength constraints to pass λ = 11.12838,1s0 = 0.01
Constraint Final λ # of steps # of steplength reductions Average # of iterations/step Average CPU seconds/step
N1 11.12838171 25 8 189.3 785.5
N2 11.12838919 1 0 100 419.4
Table 5.6
Performance statistics for pseudo-arclength constraints, λ = 11.12884,1s0 = 0.0001
Constraint # of steps # of steplength reductions Average # of iterations/step Average CPU seconds/step
N1 270 7 177.3 1346.3
N2 122 0 56.7 265.9
5.3. Pseudo-arclength constraints
Also of interest is how the pseudo-arclength constraints N1 and N2, defined in (4.11) and (4.12) respectively, performed
relative to each other. As mentioned in Section 4.2.2, N2 is less often used in reported implementations, perhaps due to its
need for recomputation at each iteration. One objective in studying N2 is to learn if the geometry specified by the constraint
has an impact on its convergence behavior and efficiency. As N2 requires successive iterates to lie on a sphere of radius1sj,
centered at (uj, λj), successive iterates will sweep out an arc in the (u, λ)-space. This structure may be more efficient than
the orthogonality required byN1 in regions of high curvature of the solutionmanifold, in particular by attaining convergence
with a larger stepsize than is possible for N1.
To compare the performance of each constraint in a region of low or moderate curvature, computations were performed
using both approaches for mesh M1 and a = 1, starting with solutions computed at λ−1 = 0 and λ0 = 1.0. The initial
steplength was set to 1s0 = 1.0 and computations were stopped once the continuation process had reached λ = 11.0.
Table 5.4 lists performance statistics for both approaches during these computations. The performance of the two methods
is very comparable from λ = 1.0 to λ = 11.0 — both methods required, the same number of steps and, on average the
same number of iterations per step. A slightly larger average CPU time for N2 may reflect the recomputation of N2,u and N2,λ
required at each step.
To examine the behavior of the constraints in a region of high curvature, computations were performed for mesh M1
and a = 1, starting with solutions computed at λ−1 = 11.1 and λ0 = 11.124. The initial steplength was set to1s0 = 0.01.
Table 5.5 lists performance statistics for both approaches. From Table 5.5, it is evident that the spherical constraint N2 is
much more efficient than the orthogonal constraint N1, as N2 required only one step of length 0.01 to exceed the target
value, while N1 required 25, with 8 additional convergence failures.
The same experiment was repeated with an initial steplength of1s0 = 0.0001. Table 5.6 lists performance statistics for
each constraint. Again we see that far fewer steps, steplength reductions, and average iterations are required for N2 to reach
the same value of λ (in this case, λ = 11.12884).
One disadvantage encountered using the N2 constraint was a tendency to ‘‘sweep around’’ and skip over the ‘‘forward’’
solution curve and find a solution lying ‘‘behind’’ the current location. This tendency was most pronounced for values of
λ near the maximum that was obtained by N2. To correct this behavior, a check was implemented: upon determination of
(uj+1, λj+1), the two vectors[
uj+1 − uj
λj+1 − λj
]
and
[
uj − uj−1
λj − λj−1
]
were compared to see if they pointed in opposite directions. If they did, then the iteration had swung back around on the
curve. In that case, the point (uj+1, λj+1) was discarded, 1sj was reduced, and the iteration re-attempted. The net result is
that instances where the iteration wrapped back onto the curve were treated as convergence failures. With this correction
in place, N2 was still a more efficient approach in regions of high curvature of the solution manifold.
Another difference in the approximations obtained using N1 and N2 was that, for mesh M1 and a = 1, a turning point
was computed with N2, while N1 terminated due to slow convergence before reaching the turning point. In Fig. 5.6, the
solution curves traced by both methods are shown for λ close to the maximum. The plot on the right is a closer look at the
turn than the plot on the left. The turning point produces values of λ for which two approximations have been computed.
In particular, for λ = 11.1289745, a solution was computed on both the lower branch and upper branch of the curve. The
norm of the difference of the two solutionswas computed to be 8.6638e−4. Fig. 5.7 shows a plot of the residual velocity field
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Fig. 5.6. Turning point computed by N2 for mesh M1, a = 1,1s0 = 0.0001.
Fig. 5.7. Velocity field of upper solution branch minus lower solution branch, λ = 11.1289745, mesh M1, a = 1.
when the lower branch solution is subtracted from the upper branch solution. Although the magnitude of the difference in
the solutions is small relative to the full velocity field on either branch, the vortex observed in the difference between the
solutions may indicate a temporal instability, as solutions on the upper branch beyond the turning point may be unsteady.
There are previous reports of the existence of a turning point in viscoelastic contraction flows [14,19,29,47] and other
problem geometries [4,34,46]. Some observations indicate that the solution behavior is similar to that of a loss of temporal
stability. However, turning point observations were later dismissed as numerical artifacts as they were not preserved under
mesh refinement [38]. In the computations here, no other combination of mesh size and a parameter produced a turning
point. Nevertheless, the existence of the turning point provides an important indicator of the instability of the discretized
system of equations describing the flow.
5.4. Summary
The continuation methods studied in this work provide some insight into the behavior of numerical approximations
of steady Johnson–Segalman fluids at high Weissenberg number. For the choices of parameters studied here, a limiting
Weissenberg number is found in each case, with or without the presence of large changes in the solutions for small changes
in the Weissenberg number.
In particular, for the Oldroyd-B constitutive model, the solution manifold of the discretized system of equations is seen
to exhibit large changes in solutions for small changes in Weissenberg number near the limiting value. Non-smooth flow
behavior and sharp stress gradients have been observed for increasing values of the Weissenberg number. A turning point
was observed for the Oldroyd-B model on the coarsest mesh, however no turning point was observed otherwise.
It is also observed that the limiting Weissenberg values are similar across the range of methods examined. For pseudo-
arclength continuation methods, a spherical constraint was seen to be more efficient than an orthogonal constraint in a
region of high curvature of the solution manifold, while both constraints performed similarly in regions of low or moderate
curvature. However, care must be taken to ensure that the spherical constraint does not skip over solutions and merely
recompute previous points on the curve.
Further studies related to continuation methods for viscoelastic flows may include the analysis and development of
steplength selection algorithms, and the examination of further pseudo-arclength constraint variations. Applications of
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multiparameter continuation, inwhich the inflowvelocity, a, andα are included, aswell as studies involving time-dependent
formulations of the modeling equations, may provide further understanding of the behavior of the discretized system of
equations.
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