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Abstract. The increasing number of sources from Web of data has motivated 
the development of applications and tools that consume the content provided 
by these sources. However, these applications generally use specific datasets, 
limiting the amount of information obtained through the query results. In this 
context, we present the RDFMat, a service for creating materialized data 
repositories, with the aim of extracting information from multiple datasets 
from Web of data. Using a Semantic Web crawler, the RDFMat extracts 
information from different sources, automatically. The data are stored in RDF 
repositories, allowing queries over the information, regardless of datasets. 
Resumo. O crescimento do número de fontes da Web de dados tem motivado o 
desenvolvimento de aplicações e ferramentas que consomem o conteúdo 
disponibilizado por estas fontes. Porém, estas aplicações, em geral, utilizam 
datasets específicos, limitando a quantidade de informação obtida através dos 
resultados de consultas. Neste contexto, apresentamos o RDFMat, um serviço 
para criação de repositórios de dados materializados, com o objetivo de 
extrair informações de diversos datasets da Web de dados. A partir de um 
Web crawler semântico, o RDFMat extrai informações de diferentes fontes, de 
forma automática. Os dados são armazenados em repositórios RDF, sendo 
possível realizar consultas sobre as informações, independente de datasets. 
1. Introdução 
A Web revolucionou a maneira como nós compartilhamos o conhecimento, 
estabelecendo um espaço global de informações através da publicação de documentos 
de hipertexto – predominantemente em HTML – e definição de links entre os mesmos. 
No entanto, esta atual estrutura da Web apresenta grandes limitações, uma vez que os 
documentos disponibilizam, essencialmente, descrições sintáticas sem haver marcação 
semântica, restringindo o conteúdo publicado à compreensão humana. Com o objetivo 
de se obter significado das informações acessíveis na Internet, surgiu a ideia da Web 
Semântica [Lee et. al 2001]. A Web Semântica pode ser vista como uma extensão da 
Web atual e propõe a representação da informação de forma compreensível por 
máquinas, possibilitando a integração e interpretação desse conteúdo, contribuindo, 
dessa forma, para a construção de uma Web de dados. 
 A transição de uma Web de documentos para uma Web de dados tem sido 
proporcionada, principalmente, pela adoção de um conjunto de tecnologias e princípios, 
referenciado como Linked Data [Lee 2006], para a publicação de dados estruturados na 
Web. A adoção de tais princípios permitiu que a Web de dados crescesse rapidamente, 
de forma que, diversas pesquisas têm sido desenvolvidas com o intuito de propor 
soluções para a extração e consumo destas informações.  
De uma maneira geral, a extração de dados da Web pode ser realizada por meio 
de Web crawlers, agentes de software que acessam de maneira automatizada a Web, 
navegando entre os recursos por meio de links [Castillo 2005]. Trabalhando sobre a 
Web de dados, os Web crawlers semânticos diferem dos crawlers tradicionais em dois 
aspectos: o formato dos documentos em que navegam e o significado dos links entre as 
informações [Doods 2006]. Enquanto um crawler executado sobre a Web tradicional 
trabalha com documentos HTML e links usando âncoras HTML, um crawler semântico 
trabalha sobre dados RDF com implementação de links que expressam relacionamentos 
entre recursos. 
Com relação ao consumo de dados, duas abordagens principais podem ser 
destacadas. A primeira é a abordagem virtual, onde as informações são acessadas 
diretamente nas fontes em tempo de execução da aplicação, obtendo informações 
sempre atualizadas. Na implementação desta abordagem, podemos utilizar um serviço 
Web denominado SPARQL endpoint, que permite a execução de consultas SPARQL 
sobre um conjunto de dados específico. A segunda é a abordagem materializada, onde 
dados relevantes são previamente recuperados das fontes, integrados e armazenados em 
um repositório central, onde são avaliadas as consultas da aplicação. Na abordagem 
materializada, como não há o acesso de dados diretamente nas fontes, pode haver 
inconsistência entre o repositório e essas fontes. 
Para facilitar o consumo de dados por parte de aplicações Web que requerem 
alta disponibilidade e rápido acesso aos dados, propomos uma abordagem onde 
inicialmente os dados são extraídos da Web por um crawler semântico e, em seguida 
são armazenados em um repositório central, o qual posteriormente poderá ser 
consultado por meio de um SPARQL endpoint. De maneira mais específica, 
apresentamos um serviço, denominado RDFMat, para a criação de repositórios de dados 
materializados a partir de diversas fontes de dados RDF disponíveis na Web de dados. 
O artigo está estruturado como se segue. Na seção 2, são apresentados conceitos 
básicos relacionados à Web Semântica. A seção 3 dá uma visão geral sobre Web 
crawlers semânticos. A seção 4 apresenta a arquitetura do serviço RDFMat. A seção 5 
traz detalhes de implementação do RDFMat. Por fim, na seção 6 são apresentadas 
nossas considerações e contribuições deste artigo. 
2. Conceitos básicos 
Apresentamos, nesta seção, os principais conceitos e terminologias inerentes às 
tecnologias da Web Semântica que são utilizados ao longo deste artigo. 
URI e Recurso Web: URI é uma sequência de caracteres que identifica ou denomina 
unicamente um recurso Web. Um recurso é uma entidade conceitual, podendo 
representar informação – como documentos e imagens – ou objetos do mundo real, 
como pessoas e lugares. O mecanismo básico para acessar recursos na Web de dados é 
através de um processo chamado de derreferenciamento de URIs, que consiste no 
acesso via HTTP a uma URI obtendo-se um conjunto de descrições RDF.  
RDF1: é um modelo que permite a representação de informação ou recursos Web por 
meio de triplas, que podem ser organizadas como grafos direcionados. Os três 
componentes de uma tripla são: Sujeito, Predicado e Objeto. O sujeito é o recurso 
descrito; o objeto pode ser tanto um valor literal, assim como um recurso relacionado ao 
sujeito; o predicado indica o tipo de relacionamento existente entre o sujeito e o objeto, 
sendo identificado por uma URI. A Figura 1 mostra, como exemplo, uma tripla RDF, 
extraída do dataset do DBpedia, que indica em qual cidade se localiza a Universidade 
Federal de Pernambuco. 
	  
Figura 1. Tripla RDF 
Dataset: No contexto da Web de dados, datasets são conjuntos de dados RDF que são 
disponibilizados sobre um domínio específico. Datasets da Web de dados devem 
permitir o acesso ao seu conteúdo por meio de Web crawling, RDF dump (cópia de 
arquivos) ou via um SPARQL endpoint. Um exemplo de dataset é o DBpedia, 
construído a partir da extração de conteúdo estruturado do Wikipedia, que fornece 
dados sobre pessoas, lugares, filmes, entre outros. 
SPARQL2: SPARQL é uma linguagem de consulta para dados RDF, permitindo a 
recuperação de informação contida em grafos RDF. A linguagem SPARQL é baseada 
na correspondência de padrões de triplas, que são semelhantes a triplas RDF, porém 
com a possibilidade de termos uma variável em vez de um termo no sujeito, predicado 
ou objeto. Para enviar consultas e recuperar resultados através da linguagem SPARQL é 
usado o protocolo SPARQL. Um dataset tipicamente fornece um SPARQL endpoint, 
que é um serviço Web com suporte ao protocolo SPARQL. 
3. Web Crawlers Semânticos – Visão Geral 
Os Web crawlers semânticos, assim como os crawlers tradicionais, iniciam a sua busca 
de dados na rede a partir de um conjunto de recursos de origem, denominados seeds. 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 http://www.w3.org/RDF/ 
2 http://www.w3.org/TR/rdf-sparql-query/ 
Um seed é identificado por uma URI que permite o acesso as triplas RDF que 
descrevem o recurso em questão. Os seeds definem de que ponto da nuvem de datasets 
na Web de dados será iniciado o crawling, ou seja, o processo de busca que é executado 
por um Web crawler. 
De maneira geral, os crawlers semânticos possuem a arquitetura representada na 
Figura 2, explicada a seguir. As URIs dos recursos seeds definidas para o crawling são 
carregadas em uma fila de URIs (Queue), onde são escalonadas uma a uma, pelo 
Scheduler, para a busca de conteúdo na Web de dados relacionados a cada recurso da 
fila. Para cada URI escalonada desta fila é aberta uma conexão ao servidor do domínio 
desta e a URI é derreferenciada, obtendo-se um conjunto de triplas RDF onde esta URI 
aparece como sujeito ou objeto. Geralmente os crawlers permitem a extração desse 
conteúdo, realizada pelo Multi-threaded downloader, e o armazenamento desses dados 
em arquivos de texto ou em repositórios RDF. A partir desta lista de triplas, são 
definidas novas URIs que serão inseridas na fila para próximas rodadas do crawling, 
opcionalmente pode-se restringir predicados para a obtenção de novas URIs. 
 
Figura 2. Arquitetura genérica de Web crawlers semânticos [Castillo 2005] 
O crawling é geralmente dividido em rodadas (rounds) tal que, no início de cada 
rodada é selecionado um conjunto de URIs da fila que serão buscados na Web de dados, 
este processo de escolhas de URIs é realizado pelo Scheduler de acordo com uma 
estratégia de crawling adotada [Isele et. al 2010]. O uso de crawlers semânticos é 
bastante útil para recuperação de dados que não são disponibilizados através de 
SPARQL endpoints ou RDF dumps de datasets da Web de dados. Dentre os principais 
Web crawlers semânticos open source disponíveis atualmente destacamos: LDSpider3, 
Slug4 e Ontobroker RDF Crawler5.  
4. Arquitetura do RDFMat 
Neste trabalho propomos o RDFMat, um serviço para criação de repositórios de dados 
RDF a partir de crawling na Web de dados. A arquitetura do RDFMat é apresentada na 
Figura 3 e detalhada a seguir.  





Figura 3. Arquitetura do serviço RDFMat 
Para a construção do repositório de dados materializados, o usuário define uma 
lista de recursos seeds e, opcionalmente, predicados a serem considerados para a busca 
de triplas RDF na Web de dados. Essas informações são fornecidas como entrada para o 
RDFMat. O Gerenciador de Crawling define os parâmetros da busca a ser realizada pela  
Web crawler para a construção do repositório. Além dos seeds e predicados, também 
são especificados a estratégia de escalonamento, limites de URIs extraídas, entre outros 
parâmetros. O Gerenciador de Crawling também se comunica com o Gerenciador de 
Configuração, carregando informações referentes à criação do repositório, como 
localização de diretório de arquivos, por exemplo. 
O Gerenciador de Configuração, através de um servidor RDF, cria e configura o 
SPARQL endpoint e faz o mapeamento deste com o repositório, habilitando a 
realização de consultas SPARQL, por meio de um SPARQL endpoint, sobre os dados 
RDF armazenados no repositório. 
Após a construção do repositório com dados recuperados da Web, o usuário 
poderá, através do endpoint criado pelo RDFMat sobre o repositório, realizar consultas 
SPARQL sobre estes dados.  
5. Implementação 
Para a implementação do RDFMat utilizamos diversas ferramentas e serviços já 
disponíveis. Como Web crawler semântico adotamos o LDSpider, que permite 
integração com um repositório RDF para armazenamento de resultados do crawling. 
Para a implementação do repositório propriamente dito, utilizamos o Jena TDB6, 
componente do framework Jena7 que fornece armazenamento escalável de dados RDF. 
Usamos, como componente do Gerenciador de Configuração, o servidor RDF Joseki8, 
que também faz parte da API Jena. O Joseki permite a comunicação entre o LDSpider e 




o repositório TDB, assim como também é responsável pela criação do SPARQL 
endpoint e mapeamento deste com o repositório RDF. 
Como estudo de caso para o RDFMat, usamos um cenário que considera uma 
aplicação para processamento de dados geográficos sobre países da América do Sul. 
Construímos um repositório com dados extraídos da Web de dados e considerados 
relevantes para esta aplicação. Para a construção do repositório, definimos seeds 
representando países da América do Sul. Dentre os seeds considerados estão: 
dbpedia.org/resource/Brazil, dbpedia.org/resource/Argentina, entre outros. Após a 
construção do repositório, realizamos diversas consultas sobre dados geográficos, como, 
por exemplo, os rios que cruzam por mais de um país sul-americano, montanhas 
localizadas em ilhas, entre outras. Vale ressaltar que a qualidade do resultado das 
consultas variou de acordo com o tempo do crawling realizado, a estratégia adotada e os 
recursos seeds selecionados.  
6. Conclusão 
Neste artigo propomos o RDFMat, um serviço que fornece acesso a múltiplas fontes de 
dados sem haver a necessidade de conhecer quais são essas fontes. A partir de um 
conjunto de datasets inicial, o serviço provê acesso a diversos outros datasets, além de 
possibilitar a extração de dados RDF de acordo com predicados previamente definidos.  
Outra importante contribuição do RDFMat é a possibilidade de construção de 
repositórios de dados materializados a partir dos resultados do crawling na Web, 
oferecendo uma maior disponibilidade e rápido acesso aos dados. O RDFMat se 
apresenta como uma solução para a implementação da abordagem materializada de 
consumo de dados da Web. 
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