Deep clustering achieves unprecedented levels of accuracy with unsupervised feature extraction on rich datasets where the joint statistics of the latent space is learned via highly nonlinear compression. This paper has two separate contributions to this field. First, we conduct an extensive and first-of-its-kind empirical study on the statistical relationship between the clustering accuracy and image reconstruction quality of a state-of-the-art deep clustering topology in the form of a convolutional variational autoencoder (VAE) with a K-means back end. We change the latent variable z at the bottleneck of the network to create different latent dimensions and explore how clustering performance metrics and reconstruction metrics are statistically related. Secondly, based on our data-driven statistical findings, we also propose a novel cost function for the VAE which includes the structural similarity index measure to jointly optimize image quality and latent statistics for improved clustering. The preliminary results show significant increases in clustering accuracy of as much as 10.76% on two popular benchmark datasets. The TensorFlow implementation for the experimental framework can be found here: https://github.com/alla15747/IEEE-Comparitive-Study-VAE-Paper-(Python code will be available at the time of publication).
I. INTRODUCTION
The pursuit of developing more sophisticated clustering algorithms over the conventional ones to improve the clustering performance and overcome the computational complexity associated with high dimensional data has led to a relatively newly defined area called ''Deep Clustering''. Methods such as K-means, the dimensionality of data is inevitably reduced via linear and non-linear transformations such as Principle Component Analysis (PCA) and spectral/kernel methods respectively [1] - [3] . However, performing clustering after applying these transformations result in poor performance as it is challenging to learn complex non-linear manifolds [4] , [5] ''Deep Clustering'' concept was introduced as a deep network-based analog to spectral clustering acoustic source separation [6] . In deep clustering, deep neural networks (DNNs) are used to learn complex functions which can project high dimensional input space to a lower-dimensional The associate editor coordinating the review of this manuscript and approving it for publication was Huanqing Wang. latent space on which a better clustering performance can be achieved [7] .
A. CONTRIBUTIONS
This study has two main contributions to the field of deep unsupervised learning using autoencoder architectures. They are summarized below:
• This is the first study which documents a statistically significant correlation between the clustering accuracy of the K-means algorithm when applied to the latent space of a deep variational autoencoder and the image reconstruction quality at its output layer for a diverse portfolio of network topologies.
A wide range of clustering accuracy and image quality metrics were used in this comparative statistical analysis on two different and well-known benchmark datasets to eliminate the possibility of metric/dataset specific conclusions. Our findings show for the first time that the commonly used image quality metrics: SSIM, VIG and UQI are positively correlated with clustering accuracy regardless of the size of the latent space. Furthermore, while larger code sizes do not always lead to better clustering performance, the image quality metrics can still be used as positively correlated indicators for K-means accuracy.
• To improve the performance of trivial reconstruction errors such as MSE in training the deep architecture, a new weight update rule (a novel data-driven cost function) uses an advanced image quality metric to improve contextual (image-based) robustness. Performance increase was documented by using four well-known image quality metrics.
B. RELATED WORK
Variational autoencoders (VAEs) [8] have gained a lot of attention recently because of their capability to approximate the true high-dimensional distribution of complex data in an unsupervised learning fashion. Many variations have been proposed in the literature: such as the conditional variational autoencoder (CVAE) [9] as a successful attempt to control the generation of new samples by the decoder. Combining (VAEs) and Generative adversarial networks (GANs) under the name of Adversarial Variational Bayes (AVB) was proposed by [10] . AVB's objective function is a modified version of VAE's objective function such that a new term named an adversarial loss is added to the objective function to encourage posterior distribution and its prior to being close over the latent variables. β-VAE [11] modifies the VAE's cost function by including an adjustable parameter β to balance the latent channel capacity and the independence constraints with reconstruction accuracy. Wasserstein Auto-Encoder (WAE) [12] , the authors propose a new framework for generative models to induce a rich class of divergences between the probability distributions known by optimal transport (OT); where the objective is to minimize the f-divergence instead of the DKL divergence as standard in VAEs. In addition, a new classification supervised autoencoder (CSAE) [13] . VAEs have been applied successfully in many datasets across various domains and constructed with different neural network architectures. One specific application proposed by [14] is to generate 3D images of faces and chairs with varied poses and lighting. Kulkarni and others used a Deep Convolutional Inverse Graphics Network (DCIGN) to build their VAE. A VAE-based recurrent neural network named DRAW was proposed by [15] to iteratively generate MNIST, CIFAR-10 and street-view house number images indistinguishable from real images. DRAW was trained using stochastic gradient descent (SGD).In addition, VAEs were applied in learning the high -dimensional manifold of the OASIS brain dataset to analyze medical images [16] . VAEs are powerful models and they can be combined with other generative models to bring the inferred data distribution closer to the true distribution while outperforming each individual model's performance [17] . This paper addresses the problem of modeling high-dimensional data, like image or sound, by jointly optimizing the combined generative adversarial network [18] with a variational autoencoder without supervision. VAEs was used to achieve the state of art performance in semi-supervised image classification [19] , image captioning [20] ,and variational autoencoder for Semi-Supervised Text Classification [21] . Also [22] recently proposed a novel sparse representation approach that marries the VAE with dictionary learning to solve the curse of dimensionality in learning dictionary bases in anomaly detection.
II. NOTATIONS
Throughout the rest of the paper, uppercase letters are used for random variables, and lowercase letters for their values.
We MSE, also known as the L2-norm, is a well-known performance metric due to its clear physical interpretation and the fact that it can be easily computed by taking the average of the squared differences between the pixel values of the input ''reference'' images and the reconstructed ''compressed or distorted'' images [23] , [24] . However, researchers have shown that MSE may not always correlate with human judgment when it comes to pure image quality [23] , [25] , and [26] . The MSE between the input image x to the encoder and the reconstructed imagex from the decoder is calculated as follows:
where N s is the number of observations (i.e. images).
B. UNIVERSAL IMAGE QUALITY INDEX (UQI)
UQI was first proposed by [25] as an alternative image quality index to model the reconstructed images by incorporating perceptual quality measures such as the loss of correlation, luminance distortion, and contrast. The loss of correlation tracks and measures the linear correlation between the input VOLUME 8, 2020 and reconstructed images.
where the luminance distortion is used to quantify the closeness in the luminance intensity means of the original and reconstructed images
Finally, the level of contrast difference is measured and recorded.
here µ x , x , and xx are computed by the following equations:
where µ x , x , and xx are the mean intensity, square root of the variance and correlation coefficient, respectively. Finally, the three factors are combined to form the universal quality index as:
C. VISUAL INFORMATION FIDELITY (VIF) INDEX
VIF is another full reference quality assessment approach to measure the loss of information in a reconstructed image to the reference image that has a perceived perfect ''quality'' [26] . Like SSIM, VIF relies on modeling the human visual system (HVS) features as an information fidelity problem. The idea behind VIF is to simply measure the loss of image information (i.e. the uncertainty HVS adds to the reference image) and how it relates to perceived visual quality. The previous algorithms approach the same problem by measuring the information shared between the reference and reconstructed images. The quality metrics SSIM, UQI, and VIF are all bounded by 0 and 1 where 1 means identical quality for the reconstructed image. However, VIF has an additional property named the superior visual quality which can actually be greater than unity if the contrast of the reference image is significantly enhanced. The distortion is modeled by:
where C denotes the random field from the clean input signal, D denotes the random field from the distorted test signal, ð is a deterministic hyperparameter scalar, and V is a zero mean Gaussian noise with variance (σ v ) 2 I .
VIF is then defined as the ratio between the information that can be extracted from a particular sub-band in the reference image and the test image as follows:
D. THE STRUCTURAL SIMILARITY (SSIM) INDEX
SSIM was first proposed by [23] as a novel and promising image quality metric that learns the structural information from images in a way similar to how the human visual perception works. The authors' new paradigm adapted the error sensitivity philosophy, where the degradation in the reconstructed or compressed images, is measured by the perceived change in the structural information. To compute SSIM, first the luminance from both the original and the reconstructed images are compared. Then, the mean intensity is removed before normalizing the images by the standard deviation which represents the contrast in the signal. Finally, the structural similarity index SSIM is defined by combining the three aspects of information loss: the variations in lighting (luminance), brightness changes (contrast) and structure comparisons (correlation distortion):
SSIM satisfies the three similarity measure requirements: s(x,x) is bounded (i.e. s(x,x) ≤ 1), symmetric (i.e. s(x,x) = s(x, s)), and finally it is maximum (i.e. s(x,x) = 1) if and only if the image x is equal to its reconstructed onex.
The luminance comparison is a function of the mean intensity of both the input image µ x and the reconstructed image µx defined by:
And contrast comparison is defined as:
While the structure comparison is defined by:
where α and β are two constants added to avoid instability when µ(x) 2 + µ(x) 2 is very small. And the final expression of SSIM (x,x) is obtained by combining the three aforementioned functions with equal relative importance of the each one.
IV. AUTOENCODERS
The autoencoder network was first proposed by [27] as a linear method to compress the input feature space into a lower-dimensional space. Then, Hinton proposed multilayer autoencoders known as deep autoencode [28] . Different autoencoder structure was proposed by [29] named Sparse to model the sparse coding of the primary visual cortex. Transforming a corrupted image into a latent variable, and then tries to recover the original clean-version input image from this latent is another useful application of autoencoders achieved by what so-called denoising autoencoder [30] . A more recent autoencoder is contractive autoencoder which adds a regularization term to penalize the sensitivity of the hidden representation [31] .
V. VARIATIONAL AUTOENCODERS (VAEs)
The general framework of VAEs and their structures is to combine deep learning with inference and generative models. The objective function of VAEs is optimized to compute the posterior distribution using the prior and conditional distributions. The data is assumed to consist of independent and identically distributed (i.i.d) observations drawn from a constant distribution. In this framework, the unknown underlying process of these random observations are denoted by
is flexible enough to adapt to the observed data. Meanwhile, a prior knowledge has to be presumed for the true distribution of the data p θ (x) for accurate modeling. The encoder and the decoder networks can be trained using the gradient descent with the help of a differential transformation known as the reparameterization trick for the encoder [8] .
Every data point x is generated by one or many latent variables z ∈ R p , where p ≤ d, d and p define the dimensionality of x i and z i , respectively.
p(x) is computed by marginalizing the latent code z from the joint distribution of p(x, z). However, p(x) is a complicated multivariant distribution which leads to a complicated and intractable posterior p θ (z|x) as well. Thus, p(x) can be approximated by the inference model, also called the stochastic encoder q φ (z|x) within this deep learning paradigm.
The Kullback-Leibler (KL) divergence is non-negative:
The first term in above equation is the variational lower bound, also called the evidence lower bound (ELBO):
Since KL divergence is non-negative value, the ELBO is a lower bound on the log-likelihood of the data.
where L θ,φ is the variational lower bound, instead of minimizing the KL divergence term, we could maximize the variational lower bound. L θ,φ has two terms. The first term is the reconstruction log-likelihood, the second term tries to make the prior p θ (z) over the latent variable not deviating far from the posterior approximation of the unknown distribution p θ (z|x)).
And to include the image quality metric index into the variational lower bound loss function that we want to maximize, the new loss function O θ,φ is defined as:
where O θ,φ is the variational autoencoder modified objective function, which is one of the contributions of our work.
VI. CLUSTERING
Clustering is defined as an exclusively exploratory framework by [32] used widely in a variety of applications. Additionally, clustering can be defined as essential data analysis and visualization tool [5] . Thus, our aim is to conduct a cluster analysis and measure its performance in the latent space of images, as performing clustering on the high dimensional image space (such as raw image data) represents a challenging environment for clustering. The multidimensional structures of objects within the images would further increase this difficulty [7] . This effect is known as the curse of dimensionality [33] . Therefore, a standard clustering algorithm, such as K-means [34] , is applied after learning the silent representations in the lower dimensional latent space of images. K-means algorithm identifies k cluster centers C i , i = 1 . . . k which generally correspond to the individual class labels (such as the digit or the item label in an image dataset). It then groups the observations together based on the notion of similarity ( similarity-based on Euclidean distance, and Jaccard distance, .etc.). Performing clustering on the latent space of images is not necessarily novel and has been implemented for different applications using different front-ends (i.e., deep learning, feature learning, etc.). However, the main purpose of this paper is to find out, specifically for images, if there is a statistically significant correlation between the clustering accuracy of the K-means algorithm when applied on the latent space and the image reconstruction quality metrics computed between the original and reconstructed images over the input space. (Fig. 1) shows the basic structure of the variational autoencoder and the sequential clustering method applied to its bottleneck layer.
To evaluate the quality of different latent representations the images are fed into VAE framework which learns, in a supervised fashion, how to best calculate the latent representations of these images based on the cost function of the network. The encoded latent space is subsequently used to calculate the clustering accuracy. We sweep the code size (i.e., the dimension of the latent space) at the ''bottleneck'' and record the -means-clustering accuracy for each experiment. Four well-known image quality metrics are used to calculate the reconstruction errors between the input images to the encoder and the generated/reconstructed images from the decoder. The selected image quality assessments are: the mean square error (MSE), the universal image quality index (UQI), the structural SIMilarity (SSIM) index, and the visual information fidelity (VIF) index, which is discussed in detail in the next section. Then, we observe how the K-meansclustering accuracy and the image quality metrics versus the different code sizes are statistically related. Furthermore, we repeat the experiments by updating the variational lower bound loss function of the VAEs by including one of the image quality indexes (the SSIM index) as a data-driven weight to penalize the learned latent variables that generate reconstructed images far from the true ones. The paradigm of combining clustering algorithm with deep neural networks (DNN) can be categorized into two groups [7] :
In sequential methods, the clustering algorithms are applied to the learned DNN representation of the latent space. Deep belief networks (DBN) [35] and stacked auto-encoders [36] are a well-known example where deep (convolutional) neural networks are trained in an unsupervised fashion to approximate the non-linear feature embedding from the raw image space to the embedded feature space. Subsequently, a standard clustering algorithm such as K-means, spectral clustering or agglomerative clustering can be used to partition the learned feature space [36] . However, since the feature learning and clustering steps are separated from each other, the learned DNN features may not be optimal for clustering.
B. UNIFIED APPROACHES
Unified approaches have been recently proposed which jointly optimize the deep representation learning and clustering objectives [5] . Deep Embedded Clustering (DEC) was proposed by [5] as an example of unified approaches. It is important to note that training an algorithm like DEC is very challenging as it requires simultaneous optimization of two objectives to solve for proper cluster assignment and the underlying feature representation at the same time. Another remarkable example is the Deep Clustering Network (DCN) proposed by [37] which combines an autoencoder with the K-means algorithms by jointly optimizing the reconstruction loss of the autoencoder (dimensionality reduction) and cluster assignment of K-means. Reference [38] similarly proposed a deep embedding network for representation learning using a deep autoencoder to extract useful information from the block diagonal similarity matrix. Then, it embeds data high-dimensional space into its underlying manifold to govern clustering via imposing a locality-preserving constraint on the learned representations. Deep Subspace Clustering Networks [39] for unsupervised subspace clustering using novel ''self-expressiveness'' property. In the literature, self-expressiveness is defined as a property that is encoded by a self-expressive layer placed in between encoder and decoder in which a data point in a subspace can be expressed as a linear combination of other points in the same subspace [39] .
VII. EXPERIMENTAL HYPERPARAMETERS AND EVALUATION METRICS
For our experimental setup, we set the number of clusters K for K-means clustering to 10, 20, and 30. We evaluate the clustering-performance with two standard unsupervised clustering metrics: unsupervised clustering accuracy (ACC) [5] , [7] , [37] and normalized mutual information (NMI) [40] . ACC and NMI have been extensively used in many deep clustering papers and defined as:
where y i is the ground-truth label, c i is the cluster assignment generated by the algorithm, and m is a mapping function which ranges over all possible one-to-one mappings between assignments and labels.
where T denotes the ground-truth labels, L denotes the clusters labels, I (.) is the mutual information, which measures the information gain to the true partition after knowing the clustering results, and H (.) is entropy. [H (T ) + H (L)] is used to normalize the mutual information to be in the range of [0, 1].
VIII. EXPERIMENTAL SETUP
The results of this work are presented in two parts: i) analyzing the impact of the code size on the clustering accuracy and image reconstruction quality and ii) exploring the statistical relationship between the clustering accuracy and reconstruction quality by maximizing the original VAE lower bound. Furthermore, we explore the statistical relationship between the clustering accuracy and reconstruction quality by also maximizing a modified, data-driven lower bound based on the weighted SSIM metric. For both MNIST and Fashion-MNIST datasets, we measure and record the accuracy of K-means at k = 10, 20, and 30 as well as the reconstruction quality metrics SSIM, UQI, MSE, and VIF. The accuracy is measured after the VAE training is complete and the model learns its optimum parameters and latent variables z. We multiply SSIM by the variational lower bound to penalize the distribution's moments over the reconstructed images that have significantly deviated from the distribution of the original input images. We build the VAE using simple sequential convolutional layers.
We change the latent dimension size from 2 to 256 and measure the accuracy at the ''bottleneck'' of the VAE model. Meanwhile, the associated image quality metrics, SSIM, UQI, MSE, and VIF are calculated to discover the statistical relationships between accuracy, image reconstruction and code size changes, which represent the main contribution of this paper. The architecture and the training parameters for the VAE framework used on both benchmark datasets, MNIST and Fashion MNIST, are included in the appendix.
A. AUTOENCODER TRAINING PARAMETERS
We follow [41] proposed initialization for the weights of the encoder and the decoder. Dropout [42] is used as the regularization technique with the dropout probability set to 0.8. We train using the ADAM optimizer [43] with the default parameter values except for the learning rate, which is set to 8 × 10 −4 . We fix the learning rate during the training process. Each experiment is repeated five times with random initialization and the average values are reported in the results section. We use a mini-batch size of 64 in all experiments. We conduct K-means clustering using three different Ks: K 1 = 10, K 2 = 20, and K 3 = 30. Also, we sweep a wide range of code sizes as subsequent powers of 2 including 2, 8, 16, 32, 64 and 256.
B. NETWORK ARCHITECTURE
In our experimental analysis, we use asymmetric variational autoencoder in terms of encoder and decoder architectures. The encoder has 3 convolutional layers with 64 kernels, each followed by a maximum-pooling layer of size 2 × 2, and a fully connected layer splits into two dense layers, one to compute the mean µ z , and the second one to compute the log of variance log σ 2 . The fully connected layer size is modified in each experiment based on the different dimensions of the latent space. All layers use the Leaky-ReLU-Activation function [44] . The decoder architecture is symmetrically identical to the encoder. Decoder consists of three deconvolutional layers, with 64 filters at the first and the second layers, one filter at the final layer, each layer is upsampled by 2 and kernel size same is the encoder's second layer kernel size. We train the VAE with 64 batches of images, 0.8 dropout probabilities, 8 × 10 − 4 learning rate for ADAM, and Xavier initialization. We train with not only the original cost function but also the modified variational lower bound cost function using the ADAM-optimizer. A standard VAE code-base implemented in TensorFlow is used to conduct all analysis in this paper. Table 1 shows the architecture of the simple variational autoencoder using a convolutional front end. N s denotes the number of training images, and Dim(z) denotes the range of the code sizes. For all experiments with grayscale images, the number of input N in and output channels N out are equal to 1. We do not use any augmentation or transformation on the input images, with minimal preprocessing to normalize the distribution of the input images to zero mean and unity variance.
C. THE COMPARATIVE ANALYSIS WORKFLOW
The statistical study component of the paper includes a robust comparison between multiple datasets, architectures and hyperparameters, see (Figure 2 ). In fact, the overall experimental framework is best explained by a layered figure to display each test scenario. We start the first layer by sweeping the code size (i.e. latent dimension) from 0 to 256 dimensions, and run two separate sets of experiments on MNIST and Fashion MNIST to compare the results of our statistical analysis across two different datasets. The second analysis layer involves running two different cost optimizers for training using both the standard VAE cost function and our proposed modification for each experiment under each dataset. The third and final layer is the core of the study, where for each dataset, code size and experiment we look at how clustering accuracy and image reconstruction quality metrics are statistically related. 
D. DATASETS
Two popular benchmark datasets are used in this study: MNIST dataset consists of 70, 000 gray scale images with 10 different classes of hand written digits. Fashion-MNIST is similar to MNIST with 10 different categories of clothing including t-shirts, trousers, pullovers, etc.
IX. MNIST AND FASHION-MNIST RESULTS
We train and optimize the VAE using both the standard cost function and its proposed data-driven modified version. When the training is complete, we apply K-means on the bottleneck of the VAE to cluster its learned latent variables into 10, 20, and 30 clusters. We sweep the latent dimension (i.e. code size) from 2 to 256 to obtain a range of clustering accuracy and image quality values. We train a simple convolutional VAE on two benchmarks image datasets: MNIST and Fashion-MNIST. For MNIST (see Fig. 4 ), training the VAE by optimizing our cost function results in a significant increase in clustering accuracy of 10.76% at code size 32 compared to the original cost function. A range of increases in the clustering accuracy of 9.38%; 0.78%; 2.25%; 8.71%; 6.18%; and 10.79% are observed at code sizes 2, 8, 16, 64, 128, 256, respectively. Although the proposed function significantly improves the clustering performance, it also impacts the image reconstruction quality at latent dimension sizes beyond 8 where the quality degradation increases as the latent space dimension becomes larger. While different code sizes provide the highest accuracy for the standard and modified cost functions (where code sizes 16 and 32 provided the best performance on MNIST when trained with and without the proposed modification respectively) increasing the latent dimension size further neither guarantees higher quality image reconstruction nor better clustering accuracy. SSIM, UQI, VIF all project this conclusion as they show higher values at code sizes 32 and 16 as observed in the table.
For Fashion-MNIST (see Fig. 4 ), we observe similar results where training the VAE with the proposed modification results in varying clustering accuracy increases of 11.21%; 3.75%; 5.68%; 4.57%; 16.0%; and 20.57%, at code sizes 2, 8, 16, 32, 64, 128, and 256, respectively. A similar impact on the image reconstruction quality is observed specifically at code sizes 8, 32, and 256 with slight improvements for the code size 2 especially for the VIF index. Unlike MNIST the same code size of 32 was the optimum choice for both the highest clustering accuracy and image quality using the standard and modified cost functions. In summary, the following key observations were made. The empirical results show a significant increase in the clustering accuracy with a slight degradation in the reconstructed image quality when using the proposed modification for training both on MNIST and Fashion-MNIST datasets. There is a statistical relationship between clustering accuracy and image reconstruction but its application and data-specific. For instance, there is a definite positive correlation between the image quality metrics and clustering accuracy for the MNIST dataset and the Fashion-MNIST dataset. Furthermore, the highest clustering accuracy and image quality are not necessarily achieved using the same code size in either case. Hence, this data-specific relationship will need to be studied further on different datasets including RGB images and videos to confirm the hypothesis that incorporating a quality metric in the optimization function would generally increase the clustering accuracy for deep applications. The preliminary results on MNIST and Fashion-MNIST datasets only empirically support this hypothesis.
A. VISUALIZATION OF LEARNED MANIFOLDS
The basic idea behind VAEs is to project a high dimensional data (such as images) to a low dimensional manifold by using a trained encoder ''inference model''. ( Figure 3 ) is a visualization of how some randomly generated samples look when a simple convolutional generative VAE is used on MNIST (top two figures) and Fashion MNIST (bottom two figures).
B. LIMITATIONS OF THE MODIFIED COST FUNCTION
Due to the inherent complexity of the optimizer algorithm for training the neural network, traditional computational complexity analysis is very challenging in scenarios comparing deep learning architectures. Instead, a more common practice is to compare run times of competing algorithms on the same hardware. The following table (Table 2) summarizes run times for training using the standard and the proposed cost functions for VAE. One can see that the additional overhead which comes from the inclusion of another metric in the optimizer results in an average computational time increase of 40 seconds across 5 different runs. While this could be considered as one of the drawbacks of the proposed algorithm, it is an overall relative increase of approximately %14 and more importantly the time difference does not scale with the number of weight parameters (as observed from the first and last rows of the table). It is also important to note that the operational speed (test speed) of the algorithms remain unchanged as there are no additional parameters to train in the proposed approach.
X. THE RELATIVE IMPACT OF THE ADDED QUALITY FACTOR ON CLUSTERING ACCURACY
As a new experiment, we studied the effect of the additional term to the standard VAE cost function in the form of the image quality factor. Due to the fact that this modification is based on intuition, one has to explore, at least empirically, the relative impact it would have on the accuracy of clustering at the bottleneck of the VAE network. In order to measure this impact, we have introduced a new hyperparameter in the form of an exponential factor n over the quality factor (1-SSIM) to increase and decrease its relative weight over the standard cost function. (Table 3) shows the sweeping range of values for n and the corresponding clustering accuracy values for MNIST and Fashion-MNIST datasets. It also shows that at n = 1, the clustering accuracy reaches its maximum values for both datasets suggesting that the quality factor is at its optimum contribution to the cost function without any exponents.
XI. DISCUSSION AND CONCLUSION
In this paper, we study the impact of changing the latent space dimension in a standard convolutional VAE on both the subsequent K-means-clustering accuracy (performed in the latent space learned by the encoder) and the reconstruction quality of the images generated by the decoder. We demonstrate a statistical relationship between the K-means clustering accuracy performed at the bottleneck of VAE and the image reconstruction quality metrics between the input ''reference'' image and the output ''reconstructed'' image, but it is application and data-specific. We observe that the commonly used image quality metrics: SSIM, VIF, and UQI, are positively correlated with K-means-clustering accuracy for the MNIST dataset and the Fashion-MNIST dataset regardless of the latent dimension size. Also, our analysis shows that increasing the latent space dimension does not consistently increase the K-means clustering accuracy nor improve the image reconstruction quality. For instance, on the MNIST dataset, a code size of 16 provides better clustering accuracy and reconstructed image quality compared to both smaller and interestingly larger code sizes. To validate our findings on a different dataset, we use the same model and run the same analysis on Fashion-MNIST where a similar observation is made for a code size of 32 (with better accuracy and image quality than the rest). Hence, our analysis indicates that while larger code sizes do not necessarily lead to better overall performance, image quality metrics can still be used as positively correlated indicators for K-means clustering accuracy. In the future, more extensive experiments are needed to fully validate our findings on RGB image datasets and possibly videos. We believe that the main observations of this paper serve as a promising starting point for future analysis in discovering additional relationships between other image quality metrics, and the clustering accuracy to ultimately help us propose modifications to the overall cost function of the deep clustering network to improve performance on both ends. This study has future implications for how deep clustering topologies can be trained for better accuracy. The biggest advantage is the reduction in training time especially when the parameter hyperspace to be tuned for proper training is sufficiently large. For instance, the demonstrated correlation between the reconstruction image quality and the clustering accuracy could be used to eliminate the need to run the K-means back end every time a new hyperparameter sweep is done. This is specifically more important for data-rich applications, such as videos, where each frame consists of a static image which can be used for clustering and thus an average image reconstruction quality calculated across all frames can be used as an indicator of final clustering performance.
XII. FUTURE RESEARCH DIRECTIONS
The contributions of this research can be used to advance knowledge in the deep clustering domain on several future research trajectories as summarized below:
• The relationship between clustering accuracy and image quality metrics will need to be studied further by conducting more extensive experiments and incorporating novel combinations of different image quality metrices to the overall cost function of the deep clustering network.This would potentially allow more complex image quality based modifications for better clustering accuracy and image reconstruction via more descriptive latent codes. Adding adaptive weights mechanism to the image quality metrices included in the overall deep clustering network's cost function is another question that needs further analysis. This would allow expansion of the proposed ideas to other 2D and 3D datasets as well as video data.
• The use of K-means as a clustering algorithm in the context of deep clustering using autoencoders is limited by not only the curse of dimensionality for large code sizes but also the type of the data. K-means objective function is defined to minimize the Euclidean distance between the observations that belong to the same cluster.
However, minimizing the distance between categorical and numerical data types is not a natural extension of standard K-means. Thus, considering mixed types of data in the context of deep clustering can add additional complexity to the overall architecture and optimization. Adding an embedding layer at the front-end of the deep clustering network could address this problem [45] , [46] . K-modes was proposed by [47] by considering the mode of clusters instead of the mean with additional the update mechanism to the modes of the clusters named frequency-based method to minimise the clustering cost function. Manhattan distance for categorical attributes and Euclidean distance for numeric values were used in a joint optimization scheme.
