Two shock interaction using new theory of shock dynamics  by Ravindran, R. & Sundar, S.
Pergamon 
Computers Math. Applic. Vol. 28, No. 8, pp. 37-47, 1994 
Copyright@1994 Elsevier Science Ltd 
Printed in Great Britain. All rights reserved 
08981221/94 $7.00 + 0.00 
089%1221(94)00168-5 
Two Shock 
New Theory 
R. 
Interaction Using 
of Shock Dynamics 
RAVINDRAN 
Department of Mathematics, Indian Institute of Science 
Bangalore, India 560 012 
S. SUNDAR 
Department of Mathematics, Indian Institute of Technology 
Kharagpur, India 721 302 
vetriQhij1i.iitkgp.ernet.b 
(Received and accepted Febmy 1994) 
Abstract-This paper deals with the use of NTSD (the new theory of shock dynamics) to study 
the propagation of discontinuities, when more than one discontinuity is present in the initial data for 
a model equation. Even when the initial data is a Co N function (N large) with a leading discontinuity, 
the paper demonstrates how NTSD can be effectively used by replacing the initial data by piecewise 
analytic data in suitable intervals. A comparative study of use of NTSD with other methods of 
solution, including the exact one, is undertaken here. 
Keywords-Shock inters&ion, System of ordinary differential equations, Numerical solution, 
Discontinuous initial data, Analytic approximation. 
1. INTRODUCTION 
An infinite system of compatibility conditions for the model equation 
U~+UUz=O, (2,t)ERxW+ (l.la) 
with confined initial data 
4&O) = 
4(x) z E [L x01, 4(X0 - 0) # 0 
0 otherwise 
(l.lb) 
has been derived by Ravindran and Prasad [l] to study the position and strength of an initial 
discontinuity as it propagates into a medium at rest. This involves equations for a single flow 
variable and its spatial derivatives and is in the form of transport equations along shock rays. By 
truncating the infinite system they have developed a new theory of shock dynamics (NTSD) [1,2], 
whose derivation is mathematically convincing [3] and which gives extremely accurate results. 
This theory gives not only the shock strength and shock position for all time t > 0 but also 
spatial derivatives behind the shock, so that we can suitably construct the unknown solution 
The authors wish to thank Endre Siili, Oxford Computing Lab., Oxford University for discussions during his 
stay at Indian Institute of Science, Bangalore, India and for his suggestions regarding form of the initial data and 
approximation by piecewise analytic functions. 
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behind the shock at any time by using a finite Taylor expansion. There is considerable saving of 
computer time in this procedure compared to the usual finite-difference methods. 
Let us consider a system of (n + 2) equations arising out of the NTSD: 
dX 
1 (uo + UT.), dt=2 (1.2) 
duo 
- -1 (Uc - z&)?Ji, 
dt- 2 (1.3) 
i=1,2,3 ,..., (n-l), (1.4) 
dun n+l n _-- dt - 2 j=l Vn-j+17 c (I-5) 
given u, and the initial conditions 
X(0) = XI-J; uo(0) = uoo; Vi(O) = wio, i = 1,2,3 ,..., n (1.6) 
where ‘1~00 = 4(X0 - 0), z)ie = l/i! $$lZ=x,,_s, i = 1,2,3, . . . , n. 
This system is obtained by truncation of the infinite system by setting v, = 0, m 2 n + 1. 
The initial distribution $(z) has a jump discontinuity of magnitude use - u, at IC = Xc. Equa- 
tion (1.2) is the Rankine-Hugoniot condition across the shock and equations (1.2)-(1.5) with (1.6) 
determines the shock position X(t), the shock strength (us(t) - u,) and the spatial derivatives 
vi 3 ui/i! where ui = $$lZ=x(tl for all time t > 0. 
In [4] we have considered the numerical simulation of the problem where 4’ < 0 in some interval 
behind the shock. The NTSD gives results comparable to the exact solution in most cases. Our 
recent work [5] on long time behavior of the NTSD system with n = 3 and with confined quadratic 
initial data reveals that all solutions of the system vanish as t -+ oo. 
This paper deals with the use of NTSD to solve the two shock problem. The initial data 4(x) 
has two discontinuities, a leading discontinuity at x = X0 and a discontinuity of smaller strength 
at x = X1. We first solve the problem using NTSD and compare it with the exact solution. 
We then consider a smooth initial distribution with a single discontinuity at x = X0, by using a 
regression polynomial fit of 12th degree for the distribution behind x = X0. Next we replace the 
smooth curve by using piecewise analytic functions and compare the exact solution obtained in 
this case with the other two solutions. The aim of the investigation is two fold: 
(1) to examine how well NTSD works when more than one discontinuity is present, 
(2) since NTSD relies on initial analytic data, would it give accurate results if we replace a 
cumbersome C,$’ function by simple piecewise analytic data. 
Section 2 describes the numerical results obtained using NTSD by taking a representative case 
of two discontinuities in the initial data. The results are compared with those using the exact 
solution for various time. In Section 3, we find the best regression fit for the initial data behind 
the leading discontinuity by using 100 data points and fitting a polynomial of degree 12. We have 
analyzed the solution for this smooth fit initial data and compared the results with the NTSD 
results. Construction of piecewise quadratic analytic functions in two different intervals for the 
regression polynomial and the corresponding solution are discussed in Section 4. 
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2. SOLUTION OF NTSD FOR INITIAL 
DATA WITH TWO DISCONTINUTITIES 
2.1. Solution of NTSD 
Consider the following initial data with two discontinuities: 
2x2 o<x<g 
4(x-;)2 +<2<1 
0 elsewhere. 
We use the following notation: 
(2.1) 
q&(z) = 2x2 for O<x< jj, 
2 (2.2) 
for 
Consider the following NTSD system to trace the propagation of the leading discontinuity 
initially at X0 = 1 propagating into a medium at rest: 
dvi i+1 i+1 * 
--- dt - 2 uOVi+l-_ j_lVjVi-j+l, c i=l,2,3 ,..., (n-l), 
(2.3a) 
dun n+l n --- dt - 2 j=1vjv+j+17 c 
with the initial condition 
X()(O) = 1; 210(O) = 1; VI(O) = 4; vz(0) = 4; v&l> = 0 for n 2 3. (2.3b) 
Finding Xl(t), the position of the second singularity, is more complicated. In this case the 
singularity is not propagating into a medium at rest. On the right of this singularity we have 
ur(t), which is determined by the flow behind the singularity at x = X0(t). The governing system 
for z = Xl(t) is given by: 
d-Y1 
- = ; (ii0 + u,), 
dt 
diio -= 
dt 
dGi -= 
dt 
j=l 
(2.4a) 
i=1,2,3 ,..., (n-l), 
with the initial data 
X1(0) = ;; Go(O) = ;; Cl(O) = 2; 62(O) = 2; &n(O) = 0 for n 2 3 (2.4b) 
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Figure 1. Comparison of U(Z, t) using NTSD (-- -) and exact (-) solution for various 
times. 
and 
u, = ?Le + 2(X1 - X0)%+ 
i=l 
(2.5) 
Here we have taken for our numerical calculation n = 10. Having computed Xc, Xl, 210, Go, 
I&, Ci, i = 1,2 )...) 10 for all t, then ~(2, t) can be calculated from 
i 
u. + fl(z - X0)%i for Xl(t) < 2 < X0(t) 
u(z,t) = 
fio-t-~(z-Xxl)i6i forO<z<Xr(t). 
i=l 
(2.6) 
The numerical results of NTSD are compared with the exact solution and the Figures l(a)-l(d) 
show the (CC, u)-comparison plots for various t. 
2.2. Exact Solution 
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To have a better understanding of the approach to the exact solution, let us consider Figure 2 
of the initial data (2.1). 
U 
I 
-X 
0 0.5 1 
rlr 
Figure 2. Initial data. 
< and Q are parameters on the initial curve with 77,. < 5 < &, 0 < 7 < ql. Initially qr = qr = l/2, 
<I = 1. Following [2], if for t > 0, <r(t) denotes the value of 5 associated with X0(t), then c(t) is 
determined as the solution of the equation: 
and the corresponding X0(t) is calculated from the expression 
x0(t) = cl(t) + -GT (C(Q) (2.8) 
where 4,. is given by (2.2). 
If for t > 0, ql(t) and I are the values of v and E, respectively, which are related to Xi(t), 
then: 
Xl@) = rldt) + Gl (v(t)) = ?Ir(t> + wr (VT(t)) 
where 41, & are given by (2.2). From (2.9), 7,. can be expressed in terms of ~1: 
(2.9) 
qr = 
4t - 1 + 41 - 8t(l - 271~) + 32$@ 
8t 
(2.10) 
Note that qr = 71 at t = 0. ql can be computed from the first order ordinary differential equa- 
tion [3]. Differentiating the first relation in (2.9) and using (1.2), we get 
dv1 4 (w(t)) - 91 (w(t)) 
dt= 2 (1 + t&h)) 
1 - 4t(l - 2ql) = - 41 - 8t(l - 2ql) + 32q;t2 
16t2( 1 + 4tql) 
(2.11) 
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At t = 0, q = l/2 and for t < 1 
dv 
- = -7; + ; (1 - 217#. 
dt 
(2.12) 
Once ql(t) is known, q,(t) is determined from (2.10) and the solution u(z,t) is obtained as 
follows: 
xl(t) = 171(t) + t4l (rll(G), 
X0(t) = cl(t) +t$% K&))~ 
(2.13) 
So, 
forO<s<XiandO<q<nr, I=&, a:=rj+tq$(~$ 
for Xi < x < Xe and or < E < &, u = 4,.(t), 2 = E + t&(r). 
3. SOLUTION FOR THE BEST FIT INITIAL DATA 
In this section, we replace the initial data behind the leading discontinuity by a smooth poly- 
nomial so that the initial data 4(z) of equation (2.1) has only a single discontinuity at z = 1. 
Let f(z) be the smooth regression curve obtained by choosing M points on the original curve 
and fitting in a suitable polynomial of degree N < M, by the best least square fit [6]. Since the 
initial data is such that f’ < 0 on some interval of the z-axis, there exists a time t, > 0 (t-critical) 
such that as t + t, - 0, the derivative U,(CC, t) of the solution tends to -oo for some values of z 
and the solution breaks down and develops a discontinuity for t > t,. 
The vanishing of the denominator of u,, i.e., l+tf’(q) = 0, z = q+tf(v) for some q determines 
the critical time t, at which the second discontinuity appears: 
1 
t, = - 
mi%,[o,l] f'(V) 
> 0. (3.1) 
The shock initially at Xc = 1 is tracked as given in the earlier section, i.e., equation (2.7) 
and (2.8). In order to find X,(t), the position of the second discontinuity for t > t,, using area 
rule [7] and the equations for the shockfront, we obtain the following three simultaneous equations 
for 71,, 771, Xi: 
f [f(P) + f(v)] (VT - rid = 1” f(q)dq, 
Xl = B1+ f(%)h 
Xl = 711 + f(v)t. 
(3.2) 
(3.3) 
P-4 
Let 
f(V) = &illi (3.5) 
i==o 
be the polynomial of degree N then (3.2) leads to 
aN 
q,N +qpq1 +-+qy _ 77: +# 
N+l 2 > 
+ rl,N-2V1 + . . . + 77fv-1 $--1 + 17tv-l 
- 
N 2 
(3.6) 
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From equations (3.3) and (3.4) we can write 
which after simplification gives 
+... + a2(rlr + m) + al + k = 0. (3.7) 
Solving (3.6) and (3.7) simultaneously, we get n,. and r]l for various t and this gives Xl(t). 
The numerical procedure of finding n,. and 77~ is long and complicated. The equations have, in 
general, more than one pair of real solutions, from these the correct ones are chosen as those 
in the prescribed range. On the other hand, a far simpler way of finding qr and ~1 from (3.6) 
and (3.7) is equivalently by solving nl from the differential equation 
(3.8) 
with the initial condition at t = t,, ql = qc along with (3.7) at a particular time t to get the 
proper nr value. Thus, we finally have 
forO<a:<XiandO<n<ql, ~=f(n), z=q+tf(q), 
forXi<x<Xcand~,<<<&, ~=f(c), x=[+tf(E). 
For our numerical computation, we have taken f(n) to be a 12th degree polynomial and the 
coefficients ai’s of the polynomial are given in Table 1. 
Table 1. Values of the coefficients of f(v). 
Coefficient 
a0 
al 
aa 
a3 
a4 
a5 
a6 
a7 
a8 
a9 
alo 
all 
an 1 
Values 
-0.0257384031 
6.3182621013 
-261.90846769 
4339.091957 
-36352.259973 
175107.16852 
-515892.26483 
953998.98035 
-1099799.4187 
747723.47254 
-249899.55358 
9752.7587317 
11278.667236 
In Figure 3, we have presented the graphs oft < t, where t, = 0.344508, and this picture clearly 
shows how the solution breaks down when t approaches t,. Figure 4 gives the comparative results 
with NTSD for various t > t,. 
4. APPROXIMATION BY PIECEWISE ANALYTIC FUNCTIONS 
In this section, we replace the continuous initial data behind the leading discontinuity by a set of 
discontinuous piecewise parabolic functions on a uniform partition [xi-i/s, zi+i,s], 
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Figure 3. 12th degree regression polynomial fitted to initial data and the correspond- 
ing solution for t < tc. 
i=o,1,2 ,...) N of the interval [0, 11. The advantage lies in replacing the solution of cumbersome 
higher order algebraic equations (3.2)-(3.4) by simpler quadratic equations. 
Given a function f = cE,aix’ we seek the best piecewise quadratic approximation in the 
&-sense: 
f N F = Aiai(z) + &Pi(x) + Ciri(x), 
where CY~, ,&, pi are basis functions and are given by 
2 E [%-l/2, G+1/2] vi (4.1) 
cr$r) = 
1, z E (Xi-1/27%+1/s) , 
0, otherwise, 
(4.2a) 
/j,(x) = { 0” - xi> x E (X&1/2? Xi+1/2) 7 
9 otherwise, 
Yi(X) = 
(x - d2 - g, 2 E (G--1/24%+1/2) 7 
0, otherwise, 
with x+1/2 = xi + h/2, xi_l/2 = xi - h/2, xi = ih + x0, i = 1,2,. . . . 
Since the innerproduct (ai,&) = 0 = (ai,ri) = (pi,ri) for all i, we have 
and 
(4.2b) 
(4.2~) 
(4.3a) 
(4.3b) 
(4.3c) 
for x E [xi-r,2, xi+r,2] , i = O,l, 2,. . . 
(4.4) 
So, for our 12th degree regression polynomial f in [O,l], by choosing x0 = l/4, x1 = 3/4, h = l/2, 
we obtain 
ao=l; po=“-~; yo= ; *-;, ( > x-- for 0 < x < $ 
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Figure 4. Comparison of u(z, t) using regression polynomial (+++) and the original 
NTSD (-) solution for various times. 
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The corresponding Ais, B$ and C,!s are given by 
A0 = 2 ai 
i=. 2”(i + 1); 
B,,=c 
6iai 
i=l 2+‘(i + l)(i + 2) ; 
3Oi(i - 1)ai 
+ l)(i + 2)(i + 3) ; 
Al=g&(l-&); 
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El1 =g 
24aj i+4 
i=l (i+1)(i+2) i-2+2”+i > ; 
240ai i2 + lli + 36 
i=2 (i + l)(i + 2)(i + 3) i2 - 7i + l8 - 2i+1 
Thus, we have the piecewise parabolic approximations: 
for o<.<;, 
~,=ClzZ+(B1-~)zt(A1-~+~), for i<z<l. (4.6) 
The initial data of the original problem (i.e., (2.1)), the regression polynomial of degree 12 
(i.e., (3.5)), and the piecewise parabolic functions (i.e., (4.5)-(4.6)) are plotted in Figure 5. 
Although they coincide away from the discontinuity at x = l/2, they are distinctly different in 
the neighborhood of x = l/2. Having got the quadratic approximation, the finding of exact 
solution is same as we have carried out in Section 2.2. Comparison of these results with NTSD 
for various t are shown in Figure 6. 
Figure 5. Initial data for the two discontinuity problem (-), with the corresponding 
regression fit (-- -) and the piecewise analytic data (000). 
5. CONCLUDING REMARKS 
The present work demonstrates the effective use of the “new theory of shock dynamics” (NTSD) 
to solve shock propagation problems, when more than one shock is present. The solution of a 
model equation when two discontinuities are present in the initial data is examined here in detail 
and compared with the exact solution. The present work also shows that NTSD can be used to 
efficiently solve for the propagation of discontinuities, when the initial data is a CON function, 
N large. This is done by first replacing the C,$’ function by piecewise analytic functions in suitably 
chosen intervals and then following the propagation of the discontinuities using NTSD. Finding 
the exact solution with Cc initial data is a long and tedious process, while the corresponding 
numerical solution using NTSD and piecewise analytic data is far simpler and can be obtained 
to any degree of accuracy by choosing a sufficient number of compatibility conditions. This 
procedure can be carried over to the gas dynamic equations (81 and will be presented in future 
publications. 
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