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Abstract
This paper is concerned with a class of quasilinear elliptic equations involving some
potentials related to the Caffarelli-Korn-Nirenberg inequality. We prove the local bound-
edness and Ho¨lder continuity of weak solutions by using the classical De Giorgi techniques.
Our result extends the results of Serrin [17] and Corolado and Peral [2].
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1 Introduction
Let Ω ⊂ RN (N ≥ 2) be a smooth bounded domain with 0 ∈ Ω. The main goal of this
work is to prove the Ho¨lder continuity of weak solutions to the following Dirichlet problem
for quasilinear elliptic equations{
−div(A(x,∇u)) = B (x, u,∇u) , x ∈ Ω,
u = 0, x ∈ ∂Ω,
(1.1)
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where A : Ω×RN → RN and B : Ω×R×RN → R are Carathe´odory functions satisfying the
following growth conditions:
A (x, ξ) · ξ ≥ λ |x|−pγ |ξ|p, |A(x, ξ)| ≤ Λ |x|−pγ |ξ|p−1, (1.2)
and
|B(x, u, ξ)| ≤ a(x) |x|−q1γ |ξ|q1 + b(x) |x|−q0µ |u|q0−1 + c(x), (1.3)
for a.e. x ∈ Ω and for all ξ ∈ RN . Here λ,Λ are positive constants and
• the constants γ, µ and p, q0, q1 satisfy following conditions
− 1 < γ <
N − p
p
; γ ≤ µ < 1 + γ, (1.4)
1 < p < N, p ≤ q0 < p
∗
γ,µ, q1 =
p
q′0
, (1.5)
where q′0 :=
q0
q0−1
and p∗γ,µ :=
Np
N − (γ + 1− µ)p
;
• a, b, c : Ω→ R are measurable functions satisfying
a ∈ Ls (wa,Ω) , wa(x) = |x|
µs , s >
q0p
∗
γ,µ
p∗γ,µ − q0
, (1.6)
b ∈ Lt (wb,Ω) , wb(x) = |x|
µ(p∗γ,µ(t−1)−q0t) , t >
p∗γ,µ
p∗γ,µ − q0
, (1.7)
c ∈ Lz (wc,Ω) , wc(x) = |x|
µp∗γ,µ(z−1) , z >
p∗γ,µ
p∗γ,µ − 1
. (1.8)
Here and in what follows, the weighted space L̺(ω,Ω) is defined as
L̺(ω,Ω) =
{
f : Ω→ R measurable such that
ˆ
Ω
|f(x)|̺ω(x)dx <∞
}
.
Moreover, we also assume that
δ := max
{
1
t
+
q0
p∗γ,µ
,
1
z
+
1
p∗γ,µ
}
<


(γ + 1− µ) p
N
if 0 ≤ µ < γ + 1,
(γ + 1) p
N
if γ ≤ µ < 0.
(1.9)
It is well-known that the Ho¨lder continuity of weak solutions to elliptic equations in
divergence form with discontinuous coefficients was first proved by De Giorgi [3] and, inde-
pendently, by Nash [16]. Another seminal contribution was made by Moser [13], who found a
new proof of the De Giorgi-Nash theorem by means of the Harnack inequality. These methods
are now known as De Giorgi-Nash-Moser techniques. For more detail, we refer the reader to
[6, 7, 9, 10] for linear elliptic equations and [12, 17] for quasilinear elliptic equations involving
p-Laplacian.
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Regarding the Ho¨lder regularity for classical quasilinear elliptic equations without weight
(γ = µ = 0 and q0 = p), the problem (1.1) was treated by Serrin [17]. The author used
the iteration technique introduced by Moser [13, 14] to establish the Harnack inequality and
prove the continuity of weak solution to (1.1). See also Trudinger [18] and Ladyzhenskaya
and Ural’seva [12] for some other generalized quasilinear elliptic equations.
In case the degenerate elliptic equations, Fabes et al. [5] established the local Ho¨lder
continuity of weak solutions of certain classes of degenerate elliptic equations Lu = 0 with
Lu = div (A(x)∇u) and
1
C
w(x) |ξ|2 ≤ A(x)ξ · ξ ≤ Cw(x) |ξ|2 ,
and the weight w belongs to the Muckenhoupt class A2, that is, for all balls B ⊂ R
N(
1
|B|
ˆ
B
wdx
)(
1
|B|
ˆ
B
w−1dx
)
≤ C.
This condition guarantees the weighted Sobolev embedding theorems for the weight w. A
special case of such weight w(x) = |x|β with −N < β ≤ − (N − 2) was pointed out by the
authors in [5, Section 3]. In the paper, the authors used the Moser iteration technique to
prove the local Harnack inequality and Ho¨lder continuity ([5, Lemma 2.3.5 and Theorem
2.3.12]). We also refer to [4, 11, 15] for the other degenerate elliptic equations.
In particular, Corolado and Peral [2] used the De Giorgi technique to prove the Ho¨lder
continuity for the solutions to the degenerate elliptic equations
−div
(
|x|−γp |∇u|p−2∇u
)
= f in Ω,
with mixed Dirichlet-Neumann boundary conditions, where Ω ⊂ RN is a smooth domain
with 0 ∈ Ω, and f ∈ Lr
(
|x|−ηr ,Ω
)
with η = −p∗γ (r − 1) /r. This is a special case of our
setting when a = b = 0 and µ = γ. It is also noticed that although our boundary condition
is Dirichlet type, by using similar arguments as in our proof it is not difficult to see that it
still holds true with mixed Dirichlet-Neumann boundary conditions.
Inspired by these works and by the spirit of the De Giorgi method [3] we prove the
Ho¨lder continuity of weak solutions to the problem (1.1) which generalizes [2, 5, 17]. The
main ingredient to study the equations (1.1) is the Caffarelli-Kohn-Nirengberg inequality [1]
(CKN inequality, for short). However even with this useful tool in hand, the main difficulty
is due to the functions a, b, c belonging to the weighted Lebesgue spaces related to µ with
γ ≤ µ < γ+1. In other words, we have to deal with two different weights (may either vanish
or be infinite or both) appearing in the Lebesgue spaces and Sobolev spaces. Hence it requires
more delicate techniques to treat the problem even only for proving the local boundedness
of weak solutions (see Section 3). Also note that our proof is different from [5, 17] where the
authors used the Moser iteration technique.
To state our main theorem we need to define the concept of weak solution for problem
(1.1). For this purpose we introduce the weighted Lebesgue spaces and weighted Sobolev
spaces which are defined by
L̺(ω,Ω) =
{
f : Ω→ R measurable such that
ˆ
Ω
|f(x)|̺ω(x)dx <∞
}
,
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and
W 1,̺(ω,Ω) :=
{
f ∈ L̺(ω,Ω) :
∂f
∂xi
∈ L̺(ω,Ω) for i = 1, 2, ..., N
}
,
where the derivatives are understood in the sense of distributions. The norm of these spaces
are given, respectively, by
‖f‖̺
L̺(ω,Ω) :=
ˆ
Ω
|f(x)|̺ω(x)dx,
and
‖f‖̺,ω :=
(
‖f‖̺
L̺(ω,Ω) + ‖∇f‖
̺
L̺(ω,Ω)
) 1
̺
.
On the other hand, we also define the Sobolev spaces W 1,̺0 (ω,Ω) by the completion of
the space C∞0 (Ω) under the norm ‖ · ‖̺,ω. It is noted that by the Poincare´ inequality, we can
use ‖∇f‖L̺(ω,Ω) as an equivalent norm in the space W
1,̺
0 (ω,Ω).
Definition 1.1 (Weak solutions) A function u ∈W 1,p0 (ω0,Ω) is called to be a weak solu-
tion of problem (1.1) if there holds
ˆ
Ω
A (x,∇u) · ∇ϕdx =
ˆ
Ω
B (x, u,∇u)ϕdx, ∀ϕ ∈W 1,p0 (ω0,Ω) . (1.10)
Here and in the following, ω0 always stands for the weight |x|
−γp.
Our main result is the following theorem.
Theorem 1.2 Assume that the assumptions (1.2)-(1.9) hold true. Then every weak solution
u of problem (1.1) is globally Ho¨lder continuous on Ω¯, that is,
u ∈ Cλ(Ω¯), for some λ ∈ (0, 1).
Remark 1.3 It is noticed that in order to prove the theorem it suffices to show the Ho¨lder
continuity of solutions in a neighborhood of the origin. This is because for the other cases
and on the boundary the weight |x|α is regular and therefore (1.1) reduces to the classical
quasilinear elliptic equation with γ = µ = 0. The proof then can be followed step by step the
arguments as in [2, 8, 10].
Notations:
⋄ We denote by Br the ball center at 0 with radius r > 0, and define
A(k, r) := {u > k} ∩Br(0), with k ∈ R;
⋄ If f is a function defined on RN then f+ = max{f, 0};
⋄ For a measurable subset E ⊂ RN we put
|E|σ =
ˆ
E
|x|σdx;
If σ = 0 then we shall write |E| instead of |E|0.
4
⋄ For a ball Br ⊂ Ω and u ∈ L
∞ (Br), we put
M(r) := sup
Br
u(x), m(r) := inf
Br
u(x).
Here and in what follows, sup and inf are understood as ess sup and ess inf, respectively.
We also define the oscillation of u on Br by
oscBru := sup
Br
u− inf
Br
u.
⋄ We shall write A . B whenever A ≤ CB for some constant C > 0. Moreover, in order
to avoid complications of the notation we use the same symbol C to indicate different
constants, possibly varying from one passage to the next one.
2 Preliminaries
For the sake of completeness we collect here some useful inequalities for our goals. We
begin by the Caffarelli-Kohn-Nirenberg inequality [1].
Lemma 2.1 (Caffarelli-Kohn-Nirenberg inequality) Assume that N ≥ 2. Let p, q, µ
and γ be real constants such that p, q ≥ 1 and
1
p
−
γ
N
> 0, and
1
q
−
µ
N
> 0.
Then there exists a positive constant C such that for all u ∈ C∞0
(
R
N
)
we have
∥∥|x|−µ u∥∥
Lq
≤ C
∥∥|x|−γ |∇u|∥∥
Lp
(2.1)
if and only if
1
q
−
µ
N
=
1
p
−
γ + 1
N
and 0 ≤ µ− γ < 1.
We also need the following lemma which is a variation of the CKN inequality inW 1,1
(
|x|−γ , BR
)
.
Lemma 2.2 Let N ≥ 2 and α, q, µ and γ be real constants such that
α > 0, q ≥ 1, 0 <
1
q
−
µ
N
= 1−
γ + 1
N
, and 0 ≤ µ− γ < 1.
Then there exists a positive constant C such that the inequality
(ˆ
BR
∣∣|x|−µu∣∣q dx) 1q ≤ C ˆ
BR
∣∣|x|−γ∇u∣∣ dx, (2.2)
holds for any function u ∈W 1,1(|x|−γ , BR) satisfying the condition
| {x ∈ BR : u = 0} | ≥ α.
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Proof. Without loss of generality, we assume that BR is centered at the origin. Fix ε ∈ (0, R)
such that
|Bε| <
α
2
. (2.3)
Let u ∈W 1,1(|x|−γ , BR) with | {x ∈ BR : u = 0} | ≥ α. By (2.3), we have
| {x ∈ BR \Bε : u(x) = 0} | >
α
2
. (2.4)
From this and the fact that u ∈W 1,1(BR \Bε), in view of [8, Theorem 3.16] we have(ˆ
BR\Bε
|u|1
∗
dx
) 1
1∗
≤ C(N,R, ε, α)
ˆ
BR\Bε
|∇u| dx, (2.5)
where 1∗ := N
N−1 . Next, we decomposeˆ
BR
∣∣|x|−µu∣∣q dx = ˆ
Bε
∣∣|x|−µu∣∣q dx+ ˆ
BR\Bε
∣∣|x|−µu∣∣q dx.
From q = N
N−(γ+1−µ) ≤ 1
∗, using the Ho¨lder inequality and (2.5) we obtain
ˆ
BR\Bε
∣∣|x|−µu∣∣q dx ≤ max{ε−µq, R−µq}ˆ
BR\Bε
|u|q dx
≤ max
{
ε−µq, R−µq
}
|BR \Bε|
1− q
1∗
(ˆ
BR\Bε
|u|1
∗
dx
) q
1∗
≤ C(N,R, ε, α, µ, q)
(ˆ
BR\Bε
|∇u| dx
)q
≤ C(N,R, ε, α, µ, q)max {εγq, Rγq}
(ˆ
BR\Bε
∣∣|x|−γ∇u∣∣ dx
)q
≤ C(N,R, ε, α, µ, q, γ)
(ˆ
BR\Bε
∣∣|x|−γ∇u∣∣ dx
)q
. (2.6)
Let η ∈ C∞0 (BR) be such that
0 ≤ η ≤ 1, η ≡ 1 on Bε.
Since η ≡ 1 on Bε and supp(ηu) ⊂ BR we implyˆ
Bε
∣∣|x|−µu∣∣q dx ≤ ˆ
BR
∣∣|x|−µ(ηu)∣∣q dx ≤ C (ˆ
BR
∣∣|x|−γ |∇(ηu)|∣∣ dx)q
by using the Caffarelli-Kohn-Nirenberg inequality, Lemma 2.1. Hence it follows that
ˆ
Bε
∣∣|x|−µu∣∣q dx ≤ C
(ˆ
BR\Bε
∣∣|x|−γ |∇η||u|∣∣ dx+ ˆ
BR
∣∣|x|−γη|∇u|∣∣ dx
)q
≤ C
(
‖∇η‖∞max
{
ε−γ , R−γ
}ˆ
BR\Bε
|u| dx+
ˆ
BR
∣∣|x|−γ |∇u|∣∣ dx
)q
.
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Applying the Ho¨lder inequality and then using (2.5), we easily deduce from the last inequality
that
ˆ
Bε
∣∣|x|−µu∣∣q dx ≤ C(N,R, ε, α, γ, η)(ˆ
BR
∣∣|x|−γ |∇u|∣∣ dx)q . (2.7)
By combining (2.6) with (2.7) we obtain (2.2). The proof of our lemma is completed.
Next we state here two following classical results which its proof can be found in [8].
Lemma 2.3 [8, Lemma 7.1, page 220] Let {Un}
∞
n=1 be a sequence of positive numbers such
that
Un+1 ≤ CB
nU1+αn ,
where B > 1 and C,α > 0. Then Un → 0 as n→∞ provided
U0 ≤ C
− 1
αB−
1
α2 .
Lemma 2.4 [8, Lemma 7.3, page 229] Let ϕ : R+ → R+ be a non-decreasing function.
Suppose that there exists a constant τ ∈ (0, 1) such that for every 0 < R < R0 we have
ϕ (τR) ≤ ταϕ(R) +BRβ
with 0 < β < α and B ≥ 0. Then there exists a constant C = C (τ, α, β) such that
ϕ (r) ≤ C
[( r
R
)α
ϕ(R) +Brβ
]
,
for all 0 < r < R ≤ R0.
We end this section by proving the following Caccioppoli type inequality on level sets for
problem (1.1).
Lemma 2.5 Suppose that u ∈ W 1,p0 (ω0,Ω) is a weak solution of (1.1). Then there exist
positive constants
R0 = R0
(
a,
∥∥|x|−µ u∥∥
L
p∗γ,µ
)
and C = C
(
λ,Λ, b, c,
∥∥|x|−µ u∥∥
L
p∗γ,µ
)
such that for every k ≥ 0, and 0 < r < R < R0 we have
ˆ
A(k,r)
|x|−pγ |∇u|p dx ≤
C
(R− r)p
ˆ
A(k,R)
|x|−pγ (u− k)pdx+C |A (k,R)|1−δ−µp∗γ,µ . (2.8)
where δ ∈ (0, 1) is a constant defined by (1.9). Similarly (2.8) still holds for −u.
Proof. Let 0 < r < R and η ∈ C∞0 (BR) be a cut-off function satisfying
0 ≤ η ≤ 1, η = 1 on Br, |∇η| .
1
R− r
.
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For k ≥ 0, let v = (u− k)+ η
p then v ∈W 1,p0 (ω0,Ω) and
∇v = ηp∇(u− k)+ + p(u− k)+η
p−1∇η.
By testing the equation (1.1) by v, we find that
ˆ
Ω
ηpA (x,∇u) · ∇(u− k)+dx =− p
ˆ
Ω
(u− k)+η
p−1A (x,∇u) · ∇ηdx
+
ˆ
Ω
B (x, u,∇u) (u− k)+η
pdx. (2.9)
By the assumption (1.2) we can estimate the left hand side and the first term in the right
hand side of (2.9) as follows
ˆ
Ω
ηpA (x,∇u) · ∇(u− k)+dx ≥ λ
ˆ
A(k,R)
|x|−pγ ηp |∇u|p dx, (2.10)
and
− p
ˆ
Ω
(u− k)+η
p−1A (x,∇u) · ∇ηdx
≤ Λp
ˆ
A(k,R)
|x|−pγ ηp−1 |∇u|p−1 |(u− k)+∇η| dx
≤
λ
4
ˆ
A(k,R)
|x|−pγ ηp |∇u|p dx+ C(λ,Λ)
ˆ
A(k,R)
|x|−pγ |(u− k)+∇η|
p dx. (2.11)
By assumption (1.3) we have that
ˆ
Ω
B (x, u,∇u) (u− k)+η
pdx ≤
ˆ
A(k,R)
a |x|−q1γ |∇u|q1 (u− k)+η
pdx
+
ˆ
A(k,R)
b |x|−q0µ |u|q0−1 (u− k)+η
pdx
+
ˆ
A(k,R)
c(u− k)+η
pdx. (2.12)
We now estimate each terms in the right hand side of (2.12). Since q1 = p/q
′
0, by using the
Young inequality the first term in the right hand side of (2.12) yields
ˆ
A(k,R)
a |x|−q1γ |∇u|q1 (u− k)+η
pdx
≤
λ
4
ˆ
A(k,R)
|x|−pγ ηp |∇u|p dx+ C(λ)
ˆ
A(k,R)
ηp
[
a (u− k)+
]q0 dx. (2.13)
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By virtue of the Ho¨lder and Caffarelli-Kohn-Nirenberg inequality we have
ˆ
A(k,R)
ηp
[
a (u− k)+
]q0 dx
=
ˆ
A(k,R)
(|x|µ a)q0
(
|x|−µ (u− k)+
)q0−p (
|x|−µ (u− k)+η
)p
dx
≤ ǫ(R)
[ˆ
A(k,R)
(
|x|−µ (u− k)+η
)p∗γ,µ dx
] p
p∗γ,µ
≤ ǫ(R)
ˆ
A(k,R)
∣∣|x|−γ ∇ [(u− k)+η]∣∣p dx
≤ 2pǫ(R)
ˆ
A(k,R)
|x|−pγ ηp |∇u|p dx+ 2pǫ(R)
ˆ
A(k,R)
|x|−pγ |(u− k)+∇η|
p dx, (2.14)
where ǫ(R) is given by
ǫ(R) =
{ˆ
A(k,R)
[
(|x|µ a)q0
(
|x|−µ (u− k)+
)q0−p] p∗γ,µp∗γ,µ−p dx
}1− p
p∗γ,µ
.
Using (1.6) and the Ho¨lder inequality we have
ǫ(R) ≤ ‖a‖q0
Ls(ωa,Ω)
∥∥|x|−µ u∥∥q0−p
L
p∗γ,µ
|A(k,R)|ε1 (2.15)
where ε1 ∈ (0, 1) holds
q0
s
+
q0 − p
p∗γ,µ
+ ε1 = 1−
p
p∗γ,µ
.
Choose R0 small enough (depending on ‖a‖Ls(ωa,Ω) and
∥∥|x|−µ u∥∥
L
p∗γ,µ ) to be such that
2pǫ(R0)C(λ) ≤
λ
4
then we deduce from (2.13)-(2.15) that for any R < R0,
ˆ
A(k,R)
a |x|−q1γ |∇u|q1 (u− k)+η
pdx
≤
λ
2
ˆ
A(k,R)
|x|−pγ ηp |∇u|p dx+
λ
4
ˆ
A(k,R)
|x|−pγ |(u− k)+∇η|
p dx. (2.16)
For the second term in the right hand side of (2.12). Since t >
p∗γ,µ
p∗γ,µ−q0
we can find ε2 ∈ (0, 1)
to be such that
1
t
+
q0
p∗γ,µ
= 1− ε2.
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Setting dν = |x|−µp
∗
γ,µ dx, by using (1.7) and the Ho¨lder’s inequality we find that
ˆ
A(k,R)
b |x|−q0µ |u|q0−1 (u− k)+η
pdx
≤
ˆ
A(k,R)
|x|µ(p
∗
γ,µ−q0) b |u|q0 dν
≤ ‖b‖Lt(wb,Ω)
∥∥|x|−µ u∥∥q0
L
p∗γ,µ
|A (k,R)|ε2−µp∗γ,µ . (2.17)
For the last term in (2.12). It follows from (1.8) that there exists ε3 ∈ (0, 1) such that
1
z
+
1
p∗γ,µ
= 1− ε3.
Applying the Ho¨lder inequality we have
ˆ
A(k,R)
c(u− k)+η
pdx
≤
ˆ
A(k,R)
(
|x|
µp∗γ,µ(z−1)
z c
)(
|x|−µ (u− k)+
)
|x|−µ
p∗γ,µ(z−1)−z
z dx
≤ ‖c‖Lz(ωc,Ω)
∥∥|x|−µ (u− k)+∥∥Lp∗γ,µ |A (k,R)|ε3−µp∗γ,µ . (2.18)
Choosing δ = max
{
1
t
+ q0
p∗γ,µ
, 1
z
+ 1
p∗γ,µ
}
and combining (2.16)–(2.18), then (2.12) yields
ˆ
Ω
B (x, u,∇u)(u− k)+η
pdx ≤
λ
2
ˆ
A(k,R)
|x|−pγ ηp |∇u|p dx
+
λ
4
ˆ
A(k,R)
|x|−pγ |(u− k)+∇η|
p dx+ C |A (k,R)|1−δ−µp∗γ,µ , (2.19)
for some constant C depending on b, c and
∥∥|x|−µ u∥∥
L
p∗γ,µ .
From (2.9), (2.10), (2.11) and (2.19), we arrive at
ˆ
A(k,R)
|x|−pγ ηp |∇u|p dx ≤ C
ˆ
A(k,R)
|x|−pγ |(u− k)+∇η|
p dx+ C |A (k,R)|1−δ−µp∗γ,µ
and hence the proof follows by the definition of η.
3 Local boundedness
In this section, we proceed the first step in the De Giorgi method, that is, the local bound-
edness of weak solutions to (1.1).
Theorem 3.1 Let u ∈ W 1,p0 (w0,Ω) be a weak solution to (1.1) satisfying (2.8). Then u is
locally bounded from above in Ω.
Proof. Fix 0 < r < ρ < R < R0 ≤ 1, let η ∈ C
∞
0 (Bρ) such that
0 ≤ η ≤ 1, η = 1 on Br, |∇η| .
1
ρ− r
.
10
By Lemma 2.5 we have that
ˆ
B1
|x|−pγ |∇(u− k)+η|
p dx
.
ˆ
B1
|x|−pγ (u− k)p+ |∇η|
p dx+
ˆ
B1
|x|−pγ ηp |∇(u− k)+|
p dx
.
1
(ρ− r)p
ˆ
A(k,ρ)
|x|−pγ (u− k)p+dx
+
1
(R− ρ)p
ˆ
A(k,R)
|x|−pγ |(u− k)+|
p dx+ |A (k,R)|1−δ−µp∗γ,µ . (3.1)
Choosing ρ = R+r2 then (3.1) yieldsˆ
B1
|x|−pγ |∇(u− k)+η|
p dx
.
1
(R− r)p
ˆ
A(k,R)
|x|−pγ (u− k)pdx+ |A (k,R)|1−δ−µp∗γ,µ . (3.2)
We now let
Iµ(k, r) :=


ˆ
A(k,r)
|x|−µp
∗
µ,γ (u− k)p
∗
µ,γdx, if 0 ≤ µ < γ + 1,
ˆ
A(k,r)
(u− k)pdx, if γ ≤ µ < 0.
and consider separately two cases of µ, namely, γ ≤ µ < 0 and 0 ≤ µ < γ + 1.
Case 1: 0 ≤ µ < γ+1. By virtue of the Caffarelli-Kohn-Nirenberg inequality, we deduce
from (3.2) that
I
p
p∗γ,µ
µ (k, r) .
1
(R− r)p
ˆ
A(k,R)
|x|−pγ (u− k)pdx+ |A (k,R)|1−δ−µp∗γ,µ
.
R(µ−γ)p
(R− r)p
ˆ
A(k,R)
|x|−µp (u− k)pdx+ |A (k,R)|1−δ−µp∗γ,µ
.
1
(R− r)p
|A(k,R)|
1− p
p∗γ,µ I
p
p∗γ,µ
µ (k,R) + |A (k,R)|
1−δ
−µp∗γ,µ
, (3.3)
Since µ ≥ 0 and R < 1, we have µp∗γ,µ − γp ≥ 0 and
|A (k,R)| ≤ Rµp
∗
γ,µ |A (k,R)|−µp∗γ,µ ≤ |A (k,R)|−µp∗γ,µ ,
and hence, (3.3) yields
Iµ (k, r) .
1
(R− r)p
∗
γ,µ
|A(k,R)|
p∗γ,µ−p
p
−µp∗γ,µ
Iµ (k, r) + |A (k,R)|
(1−δ)p∗γ,µ
p
−µp∗γ,µ
.
1
(R− r)p
∗
γ,µ
Iµ (k, r) |A(k,R)|
ǫ1
−µp∗γ,µ
+ |A (k,R)|1+ǫ1−µp∗γ,µ , (3.4)
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where ǫ1 is given by
ǫ1 =
(
p∗γ,µ − p
)
− δp∗γ,µ
p
=
(γ + 1− µ) p− δN
p
> 0.
Since A(k,R) ⊂ A(h,R) for 0 < h < k, we have that
Iµ(k,R) ≤
ˆ
A(k,R)
|x|−µp
∗
γ,µ (u− h)p
∗
γ,µdx ≤ Iµ(h,R). (3.5)
Since u− h > k − h on A(k,R), we find that
|A(k,R)|−µp∗γ,µ ≤
1
(k − h)p
∗
γ,µ
ˆ
A(k,R)
|x|−µp
∗
γ,µ (u− h)p
∗
γ,µ dx ≤
1
(k − h)p
∗
γ,µ
Iµ(h,R). (3.6)
Combining (3.4)-(3.6) we obtain
Iµ(k, r) .
1
(k − h)ǫ1p
∗
γ,µ
[
1
(R− r)p
∗
γ,µ
+
1
(k − h)p
∗
γ,µ
]
I1+ǫ1µ (h,R).
Hence, since ǫ1 > 0 the standard iteration gives us the L
∞-bound for u.
Case 2: γ ≤ µ < 0. Using again the Ho¨lder inequality and (3.2) we have that
Iµ (k, r) ≤ |A(k, r)|
1− p
p∗γ
(ˆ
A(k,r)
[(u− k)+η]
p∗γ dx
) p
p∗γ
. |A(k,R)|
(γ+1)p
N
ˆ
B1
|x|−pγ |∇(u− k)+η|
p dx
. |A(k,R)|
(γ+1)p
N
(
1
(R− r)p
ˆ
A(k,R)
|x|−pγ (u− k)pdx+ |A (k,R)|1−δ−µp∗γ,µ
)
. |A(k,R)|
(γ+1)p
N
(
R−γp
(R− r)p
Iµ (k,R) +R
−µp∗γ,µ(1−δ) |A (k,R)|1−δ
)
. (3.7)
Since A(k,R) ⊂ A(h,R) for 0 < h < k, we have that
Iµ(k,R) ≤
ˆ
A(k,R)
(u− h)pdx ≤ Iµ(h,R). (3.8)
Again, from u− h > k − h on A(k,R) we find that
|A(k,R)| ≤
1
(k − h)p
ˆ
A(k,R)
(u− h)p dx ≤
1
(k − h)p
Iµ(h,R). (3.9)
Since γ ≤ µ < 0 we deduce from (3.7)-(3.9) that
Iµ (k, r) .
1
(R− r)p
Iµ (k,R) |A(k,R)|
p(γ+1)
N + |A (k,R)|1+ǫ2
.
1
(k − h)ǫ2p
[
1
(R− r)p
+
1
(k − h)p
]
I1+ǫ2µ (h,R).
where ǫ2 =
(γ+1)p−δN
N
> 0 due to (1.9). Thus by standard iteration we imply that u is locally
bounded. The proof is complete.
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4 Local Ho¨lder continuity
First of all, it is worth noticing that by using the local boundedness (Theorem 3.1) and
following the proof of Theorem 2.5, we find thatˆ
A(k,r)
|x|−pγ |∇u|p dx ≤
Cdata
(R− r)p
ˆ
A(k,R)
|x|−pγ (u− k)pdx+ Cdata |A (k,R)|
1−δ
−µp∗γ,µ
, (4.1)
for every k ∈ R with |k| + supBR0
|u| ≤ M , and 0 < r < R < R0, δ ∈ (0, 1) as in (1.9) and
Cdata depends only to λ,Λ, a, b, c,M and N .
4.1 Quantitative local bounds
We give in this section two lemmas (Lemma 4.1 and Lemma 4.2) analogous but more quan-
titative than Theorem 3.1. For its proof we denote as previous section
Iµ(k, r) :=


ˆ
A(k,r)
|x|−µp
∗
µ,γ (u− k)p
∗
µ,γdx, if 0 ≤ µ < γ + 1,
ˆ
A(k,r)
(u− k)pdx, if γ ≤ µ < 0.
Lemma 4.1 (The case 0 ≤ µ < γ + 1) We put
ξ1 =
(
N − p
p
− γ
)
(γ + 1− µ)p− δN
N − (γ + 1− µ)p
, and ǫ1 =
(γ + 1− µ)p− δN
N − (γ + 1− µ)p
> 0,
and take α1 > 0 to be such that α1 (1 + α1) = ǫ1.
Then, for any k0 ∈ R with |k0|+ sup |u| ≤M , the following estimate holds true:
sup
BR/2
u(x) ≤ k0 +R
ξ1
+ 2
1+α1
α2
1 C
1
α1p
∗
γ,µ
data
(
|A(k0, R)|−µp∗γ,µ
RN−µp
∗
γ,µ
) α1
p∗γ,µ
(
1
RN−µp
∗
γ,µ
ˆ
A(k0,R)
|x|−µp
∗
γ,µ (u− k0)
p∗γ,µ dx
) 1
p∗γ,µ
,
where Cdata is as in (4.1).
Proof. Let 0 < r < ρ < R and η ∈ C∞0 (Bρ) be a test function satisfying
0 ≤ η ≤ 1, η = 1 on Br, |∇η| .
1
ρ− r
.
Then using similar arguments as in the proof of Theorem 3.1 in the case 0 ≤ µ < γ + 1, we
obtain
I
p
p∗γ,µ
µ (k, r) ≤
Cdata
(R− r)p
ˆ
A(k,R)
|x|−pγ (u− k)pdx+ Cdata |A (k,R)|
1−δ
−µp∗γ,µ
.
R(µ−γ)p
(R− r)p
ˆ
A(k,R)
|x|−µp (u− k)pdx+ |A (k,R)|1−δ−µp∗γ,µ
.
R(µ−γ)p
(R− r)p
|A(k,R)|
1− p
p∗γ,µ I
p
p∗γ,µ
µ (k,R) + |A (k,R)|
1−δ
−µp∗γ,µ
. (4.2)
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Since µ ≥ 0, we have µp∗γ,µ − γp > 0 and
|A (k,R)| ≤ Rµp
∗
γ,µ |A (k,R)|−µp∗γ,µ .
Therefore, it implies from (4.2) that
Iµ (k, r) .
R(µ−γ)p
∗
γ,µ
(R− r)p
∗
γ,µ
|A(k,R)|
p∗γ,µ−p
p Iµ (k,R) + |A (k,R)|
(1−δ)p∗γ,µ
p
−µp∗γ,µ
.
R
p∗γ,µ
(
µp∗γµ−γp
)
p
(R− r)p
∗
γ,µ
|A(k,R)|
p∗γ,µ−p
p
−µp∗γ,µ
Iµ (k,R) + |A (k,R)|
1+
(p∗γ,µ−p)−δp∗γ,µ
p
−µp∗γ,µ
. (4.3)
Now for k > h we have A(k,R) ⊂ A(h,R) and
Iµ(k,R) ≤ Iµ(h,R). (4.4)
On the other hand, it finds that, for any ̺ > 0,
|A(k, ̺)|−µp∗γ,µ ≤
1
(k − h)p
∗
γ,µ
ˆ
A(k,̺)
|x|−µp
∗
γ,µ (u− h)p
∗
γ,µ dx ≤
1
(k − h)p
∗
γ,µ
Iµ(h, ̺). (4.5)
We then combine (4.3), (4.4) and (4.5) to obtain
Iµ(k, r) ≤ Cdata
[
Rβ
(R− r)p
∗
γ,µ
+
1
(k − h)p
∗
γ,µ
]
Iµ(h,R) |A (k,R)|
ǫ1
−µp∗γ,µ
, (4.6)
where β and ǫ1 are constants given by
β =
p∗γ,µ(µp
∗
γ,µ − γp)
p
−
δp∗γ,µ
(
N − µp∗γ,µ
)
p
,
ǫ1 =
(
p∗γ,µ − p
)
− δp∗γ,µ
p
=
(γ + 1− µ) p− δN
p
> 0.
From (4.6) we imply
Iµ(k, r) ≤CdataR
β−p∗γ,µ
[(
R
R− r
)p∗γ,µ
+
(
Rξ1
k − h
)p∗γ,µ]
Iµ(h,R) |A (k,R)|
ǫ1
−µp∗γ,µ
,
where ξ1 is a constant given by
ξ1 =
p∗γ,µ − β
p∗γ,µ
=
(
N − p
p
− γ
)
ǫ1 with β − p
∗
γ,µ = −
N (N − (γ + 1)p)
N − (γ + 1− µ)p
ǫ1.
Hence we have that
Iµ(k, r) ≤CdataR
−
N(N−(γ+1)p)
N−(γ+1−µ)p
ǫ1
[(
R
R− r
)p∗γ,µ
+
(
Rξ1
k − h
)p∗γ,µ]
Iµ(h,R) |A (k,R)|
ǫ1
−µp∗γ,µ
.
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Consider the function
φ (k, r) = Iµ(k, r) |A(k, r)|
α1
−µp∗γ,µ
,
with α1 > 0 to be such that α1 (1 + α1) = ǫ1.
Then the last inequality yields
φ (k, r) ≤CdataR
−
N(N−(γ+1)p)
N−(γ+1−µ)p
ǫ1
[(
R
R− r
)p∗γ,µ
+
(
Rξ1
k − h
)p∗γ,µ] φ1+ǫ1 (h,R)
(k − h)α1p
∗
γ,µ
. (4.7)
Let k0 ∈ R and d ≥ R
ξ1 . We define the sequences
ki = k0 + d
(
1− 2−i
)
and ri =
R
2
(
1 + 2−i
)
, i ∈ {1, 2, ....}.
Denote φi = φ (ki, ri) and apply (4.7) with k = ki+1, h = ki, r = ri+1 and R = ri we obtain
φi+1 ≤Cdata
(
2i+1
d
)α1p∗γ,µ [
2(i+2)p
∗
γ,µ + 2(i+1)p
∗
γ,µ
(
Rξ1
d
)p∗γ,µ]
R
−N(N−(γ+1)p)
N−(γ+1−µ)p
ǫ1φ1+α1i
≤Cdata 2
i(1+α1)p∗γ,µd−α1p
∗
γ,µR
−N(N−(γ+1)p)
N−(γ+1−µ)p
ǫ1φ1+α1i .
Setting Ui = d
−p∗γ,µφi then the last inequality can be rewritten as follows
Ui+1 ≤ Cdata 2
i(1+α1)p∗γ,µR
−N(N−(γ+1)p)
N−(γ+1−µ)p
ǫ1U1+α1i .
By virtue of Lemma 2.3, Ui converges to 0 as i→∞ if we have
U0 = d
−p∗γ,µφ0 ≤ 2
−
(1+α1)p
∗
γ,µ
α21 C
− 1
α1
data
[
R
−
N(N−(γ+1)p)
N−(γ+1−µ)p
ǫ1
]− 1
α1
,
that is
d ≥ 2
1+α1
α2
1 C
1
α1p
∗
γ,µ
data
R
−
N−(γ+1)p
α1p
ǫ1φ
1
p∗γ,µ
0
=2
1+α1
α2
1 C
1
α1p
∗
γ,µ
data
(
|A(k0, R)|−µp∗γ,µ
RN−µp
∗
γ,µ
) α1
p∗γ,µ
(
1
RN−µp
∗
γ,µ
ˆ
A(k0,R)
|x|−µp
∗
γ,µ (u− k0)
p∗γ,µ dx
) 1
p∗γ,µ
.
Hence if we take
d = Rξ1 + 2
1+α1
α2
1 C
1
α1p
∗
γ,µ
data
(
|A(k0, R)|−µp∗γ,µ
RN−µp
∗
γ,µ
) α1
p∗γ,µ
×
(
1
RN−µp
∗
γ,µ
ˆ
A(k0,R)
|x|−µp
∗
γ,µ (u− k0)
p∗γ,µ dx
) 1
p∗γ,µ
,
then φ
(
d0 + d,
R
2
)
= 0
sup
BR/2
u(x) ≤ k0 +R
ξ1
+ 2
1+α1
α2
1 C
1
α1p
∗
γ,µ
data
(
|A(k0, R)|−µp∗γ,µ
RN−µp
∗
γ,µ
) α1
p∗γ,µ
(
1
RN−µp
∗
γ,µ
ˆ
A(k0,R)
|x|−µp
∗
γ,µ (u− k0)
p∗γ,µ dx
) 1
p∗γ,µ
.
This completes the proof.
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Lemma 4.2 (The case γ ≤ µ < 0) We set
ξ2 =
ǫ2N − µp
∗
γ,µ(1− δ)
p
and ǫ2 =
(γ + 1)p − δN
N
> 0,
and take α2 > 0 to be such that α2 (1 + α2) = ǫ2.
Then, for any k0 ∈ R with |k0|+ sup |u| ≤M , there holds
sup
BR/2
u(x) ≤ k0 +R
ξ2 + 2
1+α2
α2
2 C
1
α2p
data
(
|A(k0, R)|
RN
)α2
p
(
1
RN
ˆ
A(k0,R)
(u− k0)
p dx
) 1
p
.
Proof. Let 0 < r < ρ < R and η ∈ C∞0 (Bρ) be a test function satisfying
0 ≤ η ≤ 1, η = 1 on Br, |∇η| .
1
ρ− r
.
Using the same way as in the proof of Theorem 3.1 in the case γ ≤ µ < 0, we obtain
Iµ (k, r) ≤ |A(k, r)|
1− p
p∗γ
(ˆ
A(k,r)
[(u− k)η]p
∗
γ dx
) p
p∗γ
≤ |A(k,R)|
p(γ+1)
N
ˆ
B1
|x|−pγ |∇((u− k)+η)|
p dx
≤ |A(k,R)|
p(γ+1)
N
[
Cdata
(R− r)p
ˆ
A(k,R)
|x|−pγ (u− k)pdx+Cdata |A (k,R)|
1−δ
−µp∗γ,µ
]
.
R−γp
(R− r)p
|A(k,R)|
p(γ+1)
N Ip (k,R) +R
−µp∗γ,µ(1−δ) |A (k,R)|1+ǫ2 , (4.8)
where ǫ2 =
(γ+1)p−δN
N
> 0 thanks to (1.9).
Now for h < k we have A(k,R) ⊂ A(h,R) and
Iµ(k,R) ≤ Iµ(h,R). (4.9)
Moreover, we also find that
|A(k,R)| ≤
1
(k − h)p
ˆ
A(k,R)
(u− h)p dx ≤
1
(k − h)p
Iµ(h,R). (4.10)
From (4.8), (4.9) and (4.10) it follows that
Iµ (k, r) ≤Cdata
[
Rp−ǫ2N
(R− r)p
+
R−µp
∗
γ,µ(1−δ)
(k − h)p
]
Iµ(k,R) |A(k,R)|
ǫ2
≤Cdata
[
Rp
(R− r)p
+
(
Rξ2
k − h
)p]
R−ǫ2NIµ(k,R) |A(k,R)|
ǫ2 , (4.11)
where ξ2 is a positive constant given by
ξ2 =
ǫ2N − µp
∗
γ,µ(1− δ)
p
> 0.
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We put
φ (k, r) = Ip(k, r) |A(k, r)|
α2 ,
where α2 > 0 satisfying α2 (1 + α2) = ǫ2.
Then we deduce from (4.11) that
φ (k, r) ≤Cdata
[(
R
R− r
)p
+
(
Rξ2
k − h
)p]
R−ǫ2N
(k − h)α2p
φ1+α2 (h,R) . (4.12)
Now let d ≥ Rξ2 and define
ki = k0 + d
(
1− 2−i
)
and ri =
R
2
(
1 + 2−i
)
.
Denote φi = φ (ki, ri) and apply (4.12) with k = ki+1, h = ki, r = ri+1 and R = ri we obtain
φi+1 ≤Cdata
(
2i+1
d
)α2p [
2(i+2)p + 2(i+1)p
(
Rξ2
d
)p]
R−ǫ2Nφ1+α2i
≤Cdata 2
i(1+α2)pd−α2pR−ǫ2Nφ1+α2i .
Setting Ui = d
−pφi then we can rewrite the last inequality
Ui+1 ≤ Cdata2
i(1+α2)pR−ǫ2NU1+α2i .
By Lemma 2.3, if U0 = d
−pφ0 ≤ 2
−
(1+α2)p
α22 C
− 1
α2
data
R
Nǫ2
α2 , that is,
d ≥2
1+α2
α2
2 C
1
α2p
data
R
−
Nǫ2
pα2 φ
1
p
0
=2
1+α2
α22 C
1
α2p
data
(
|A(k0, R)|
RN
)α2
p
(
1
RN
ˆ
A(k0,R)
(u− k0)
p dx
) 1
p
.
then Ui → 0 as i→∞. So if we take
d = Rξ2 + 2
1+α2
α2
2 C
1
α2p
data
(
|A(k0, R)|
RN
)α2
p
(
1
RN
ˆ
A(k0,R)
(u− k0)
p dx
) 1
p
,
then φ
(
d, R2
)
= 0, that is,
sup
BR/2
u(x) ≤ k0 +R
ξ2 + 2
1+α2
α2
2 C
1
α2p
data
(
|A(k0, R)|
RN
)α2
p
(
1
RN
ˆ
A(k0,R)
(u− k0)
p dx
) 1
p
.
This completes the proof.
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4.2 Decay of level sets
In this section we will give the decay of level sets in two cases of 0 ≤ µ < γ + 1 and
γ ≤ µ < 0 separately.
Lemma 4.3 (Case 0 ≤ µ < γ + 1) Let
k0 =
M(2R) +m(2R)
2
.
Assume that weak solution u is bounded and satisfies the condition
|A (k0, R)|−µp∗γ,µ ≤ θ1 |BR (0)|−µp∗γ,µ (4.13)
for some θ1 < 1. Then we have(
|A(kℓ, R)|−µp∗γ,µ
RN−µp
∗
γ,µ
)N−(γ+1−µ)
N
p
p−1
≤
θ1
ℓ
C
1
p−1
data
, (4.14)
for any integer number ℓ satisfying
oscB2Ru ≥ 2
ℓ+1Rξ1 ,
with ξ1 is given by Lemma 4.1 and the level kℓ is defined by kℓ =M(2R)−
1
2ℓ+1
oscB2Ru. and
Cdata given by (4.1)
Proof. We set
ζ := γ +
µp∗γ,µ
p′
= γ +
µN(p− 1)
N − (γ + 1− µ) p
, and σ :=
µp [N − (γ + 1− µ)]
N − (γ + 1− µ) p
.
It finds that 0 ≤ σ − ζ < 1. For k0 < h < k, let us define
v =


k − h if u ≥ k,
u− h if h < u < k,
0 if u ≤ h.
Then v = 0 on BR\A (k0, R). Applying the Caffarelli-Kohn-Nirenberg inequality and the
Ho¨lder inequality we have that(ˆ
BR
|x|−σq vqdx
) 1
q
≤
ˆ
BR
|x|−ζ |∇v| dx
=
ˆ
∆(h,k)
|x|
−
µp∗γ,µ
p′ |x|−γ |∇v| dx
≤ |∆(h, k)|
1− 1
p
−µp∗γ,µ
(ˆ
∆(h,k)
|x|−γp |∇v|p dx
) 1
p
, (4.15)
where ∆(h, k) = A (h,R) \A (k,R) and q = (µp∗γ,µ)/σ and
q =
N
N − (ζ + 1− σ)
=
N
N − (γ + 1− µ)
> 1.
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On the other hand, by (4.1) we have
ˆ
∆(h,k)
|x|−γp |∇v|p dx ≤
Cdata
Rp
ˆ
A(h,2R)
|x|−γp (u− h)p dx+ Cdata |A (h, 2R)|
1−δ
−µp∗γ,µ
. (M(2R)− h)pRN−(γ+1)p +R(N−µp
∗
γ,µ)(1−δ)
.RN−(γ+1)p
[
(M(2R) − h)p +R(N−µp
∗
γ,µ)(1−δ)−(N−(γ+1)p)
]
=RN−(γ+1)p
[
(M(2R) − h)p +Rξ1p
]
, (4.16)
where ξ1 is given by Lemma 4.1.
Further, for h ≤ kℓ =M(2R)−
1
2ℓ+1
oscB2Ru, we have
M(2R)− h ≥M(2R)− kℓ =
1
2ℓ+1
oscB2Ru ≥ R
ξ1 .
And hence (4.16) yields
ˆ
∆(h,k)
|x|−γp |∇v|p dx ≤CdataR
N−(γ+1)p (M(2R)− h)p . (4.17)
Combining (4.15) and (4.17), for h ≤ kℓ we find that
(k − h) |A(k,R)|
1− γ+1−µ
N
−µp∗γ,µ
≤ |∆(h, k)|
1− 1
p
−µp∗γ,µ
C
1
p
data
R
N−(γ+1)p
p (M(2R)− h) .
Applying the above inequality with k = ki =M(2R)−
1
2i+1
oscB2Ru and h = ki−1 we have
|A(ki, R)|
1− γ+1−µ
N
−µp∗γ,µ
≤ |∆(ki−1, ki)|
1− 1
p
−µp∗γ,µ
C
1
p
data
R
N−(γ+1)p
p , i = 1, 2, ..., ℓ,
which implies
|A(kℓ, R)|
(1− γ+1−µN )
p
p−1
−µp∗γ,µ
≤ |∆(ki−1, ki)|−µp∗γ,µ C
1
p−1
data
R
N−(γ+1)p
p−1 , i = 1, 2, ..., ℓ. (4.18)
Taking a sum over i from 1 to ℓ, we obtain
ℓ |A(kℓ, R)|
(1− γ+1−µN )
p
p−1
−µp∗γ,µ
≤ |A(k0, R)|−µp∗γ,µ C
1
p−1
data
R
N−(γ+1)p
p−1 .
By assumption (4.13), we imply that
(
|A(kℓ, R)|−µp∗γ,µ
RN−µp
∗
γ,µ
)N−(γ+1−µ)
N
p
p−1
≤
θ1
ℓ
C
1
p−1
data
.
The proof is complete.
Similarly as in the previous case we have following lemma:
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Lemma 4.4 (Case γ ≤ µ < 0) Let
k0 =
M(2R) +m(2R)
2
.
Assume that the solution u is bounded and satisfies the condition
|A (k0, R)| ≤ θ2 |BR (0)| (4.19)
for some θ2 < 1. Then we have
(
|A (kℓ, R)|
RN
)N−(γ+1)
N
p
p−1
≤
θ2
ℓ
C
1
p−1
data
, (4.20)
for any integer number ℓ satisfying
oscB2Ru ≥ 2
ℓ+1Rξ2 ,
where ξ2 as in Lemma 4.2 and the level kℓ are defined by kℓ =M(2R) −
1
2ℓ+1
oscB2Ru.
Proof. Similarly, for k0 < h < k, let us define
v =


k − h if u ≥ k,
u− h if h < u < k,
0 if u ≤ h.
Then v = 0 on BR\A (k0, R). Applying the Caffarelli-Kohn-Nirenberg inequality (Lemma
2.2) with p = 1, β = N
N−(γ+1) , µ = 0 and −1 < γ ≤ 0 we have
(ˆ
BR
v
N
N−(γ+1)dx
)N−(γ+1)
N
.
ˆ
BR
|x|−γ |∇v| dx
≤ |∆(h, k)|
1− 1
p
(ˆ
BR
|x|−γp |∇v|p dx
) 1
p
,
where ∆(h, k) = A (h,R) \A (k,R).
On the other hand by 4.1, we have
ˆ
BR
|x|−γp |∇v|p dx ≤CdataR
N−(γ+1)p (M(2R)− h)p + CdataR
−µp∗γ,µ(1−δ) |A (h, 2R)|1−δ
≤CdataR
N−(γ+1)p
[
(M(2R)− h)p +Rξ2p
]
. (4.21)
For h ≤ kℓ =M(2R) −
1
2ℓ+1
oscB2Ru we have
M(2R)− h ≥M(2R) − kℓ =
1
2ℓ+1
oscB2Ru ≥ R
ζ2
and hence (4.21) yields
ˆ
BR
|x|−γp |∇v|p dx ≤CdataR
N−(γ+1)p (M(2R)− h)p .
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Combining all these facts, for h ≤ kℓ we find that
(k − h) |A (k,R)|
N−(γ+1)
N ≤ |∆(h, k)|1−
1
p C
1
p
data
R
N−(γ+1)p
p (M(2R)− h) . (4.22)
Applying (4.22) with k = ki =M(2R)−
1
2ℓ+1
oscB2Ru and h = ki−1 we have
|A (ki, R)|
N−(γ+1)
N ≤ |∆(ki−1, ki)|
1− 1
p C
1
p
data
R
N−(γ+1)p
p , i = 1, 2, ..., ℓ.
And since ki ≤ kℓ we arrive at
|A (kℓ, R)|
N−(γ+1)
N
p
p−1 ≤ |∆(ki−1, ki)|C
1
p−1
data
R
N−(γ+1)p
p−1 , i = 1, 2, ..., ℓ.
Summing over i from 1 to ℓ and using (4.19) one has
ℓ |A (kℓ, R)|
N−(γ+1)
N
p
p−1 ≤ |A (k0, R)|C
1
p−1
data
R
N−(γ+1)p
p−1 ≤ θ2C
1
p−1
data
R
[N−(γ+1)]p
p−1 .
which implies (4.20).
4.3 Proof of main result
With the aid of lemmas in previous subsections we now can prove the local Ho¨lder
continuity of solution to (1.1).
 First we assume 0 ≤ µ < γ + 1. In this case, it is noted that one of two functions ±u
satisfies the property
|A(k0, R)|−µp∗γ,µ ≤
1
2
|BR(0)|−µp∗γ,µ , (4.23)
where k0 is defined by
k0 =
M(2R) +m(2R)
2
.
So without loss of generality, we can assume that the solution u satisfies (4.23). Then we
apply Lemma 4.1 with k0 is replaced by
kℓ =M(2R)−
1
2ℓ+1
oscB2Ru > k0
and obtain
sup
BR/2
(u− kℓ) ≤ R
ξ1 + 2
1+α1
α21 C
1
α1p
∗
γ,µ
data
(
|A(kℓ, R)|−µp∗γ,µ
RN−µp
∗
γ,µ
) α1
p∗γ,µ
×
(
1
RN−µp
∗
γ,µ
ˆ
A(kℓ,R)
|x|−µp
∗
γ,µ (u− kℓ)
p∗γ,µ dx
) 1
p∗γ,µ
,
which implies that
sup
BR/2
(u− kℓ) ≤ R
ξ1 + 2
1+α1
α2
1 C
1
α1p
∗
γ,µ
data
(
|A(kℓ, R)|−µp∗γ,µ
RN−µp∗
) α1
p∗γ,µ
sup
BR
(u− kℓ) . (4.24)
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Let us now choose ℓ in such a way that
2
1+α1
α2
1 C
1
α1p
∗
γ,µ
data
C
1
p
N
N−(γ+1−µ)
α1
p∗γ,µ
data
(2ℓ)
− N
N−(γ+1−µ)
p−1
p
α1
p∗γ,µ ≤
1
2
.
If oscB2Ru ≥ 2
ℓ+1Rξ1 , then by Lemma 4.3 we deduce from (4.24) that
sup
BR/2
u− kℓ ≤ R
ξ1 +
1
2
(
sup
BR/2
u− kℓ
)
. (4.25)
Subtracting both sides by infBR/2 u we arrive at
oscBR/2u ≤
(
1−
1
2ℓ+2
)
oscB2Ru+R
ξ1 . (4.26)
Either case we have oscB2R ≤ 2
ℓ+1Rξ1 . Thus in any case, we find that
oscBR/2u ≤
(
1−
1
2ℓ+2
)
oscB2Ru+ 2
ℓ+1Rξ1
=
(
1
4
)λ
oscB2Ru+ 2
ℓ+1Rξ1
where λ = − log4
(
1− 1
2ℓ+2
)
.
If necessary we can replace ξ1 in above inequality by min{ξ1, λ/2}. Hence we can assume
that ξ1 < λ. And then by applying Lemma 2.4 with
τ =
1
4
, α = − log4
(
1−
1
2ℓ+2
)
to get the following estimate for every r < R,
oscBru ≤
( r
R
)ξ1
oscBRu+ 2
ℓ+1rξ1 .
 Next the Ho¨lder continuity of solution u in the case γ ≤ µ < 0 can be proved by the same
way as the first case. Here we apply Lemma 4.2 with kℓ instead of k0 and get
sup
BR/2
(u− kℓ) ≤ R
ξ2 + 2
1+α2
α2
2 C
1
α2p
data
(
|A(kℓ, R)|
RN
)α2
p
(
1
RN
ˆ
A(kℓ,R)
(u− kℓ)
p dx
) 1
p
,
which implies
sup
BR/2
(u− kℓ) ≤ R
ξ2 + 2
1+α2
α2
2 C
1
α2p
data
(
|A(kℓ, R)|
RN
)α2
p
sup
BR
(u− kℓ) . (4.27)
Let us now choose ℓ in such a way that
2
1+α2
α2
2 C
1
α2p
data
C
N
N−(γ+1)
α2
p2
data
(2ℓ)
− N
N−(γ+1)
(p−1)α2
p2 ≤
1
2
.
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If oscB2Ru ≥ 2
ℓ+1Rξ2 , then by Lemma 4.4 we deduce from (4.27) that
sup
BR/2
u− kℓ ≤ R
ξ2 +
1
2
(
sup
BR/2
u− kℓ
)
. (4.28)
Subtracting both sides by infBR/2 u we arrive at
oscBR/2u ≤
(
1−
1
2ℓ+2
)
oscB2Ru+R
ξ2 . (4.29)
Either case we have oscB2R ≤ 2
ℓ+1Rξ2 . Thus in any case, we find that
oscBR/2u ≤
(
1−
1
2ℓ+2
)
oscB2Ru+ 2
ℓ+1Rξ2
=
(
1
4
)λ
oscB2Ru+ 2
ℓ+1Rξ2
where λ = − log4
(
1− 1
2ℓ+2
)
. Assuming ξ2 < λ and applying Lemma 2.4 we obtain
oscBru ≤
( r
R
)ξ2
oscBRu+ 2
ℓ+1rξ2 ,
for every r < R ≤ R0. The proof of our theorem is completed.
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