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a b s t r a c t
It is well known that the k-ary n-cube has been one of the most efficient interconnection
networks for distributed-memory parallel systems. A k-ary n-cube is bipartite if and only
if k is even. In this paper, we consider the faulty k-ary n-cube with even k ≥ 4 and n ≥ 2
such that each vertex of the k-ary n-cube is incident with at least two healthy edges. Based
on this requirement, we prove that the k-ary n-cube contains a hamiltonian path joining
every pair of vertices which are in different parts, even if it has up to 4n− 6 edge faults.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In many parallel computer systems, processors are connected based on an interconnection network. Such a network
usually has a regular degree, that is, every node is incident with the same number of links. Popular instances of
interconnection networks include hypercubes [7,10,11], star graphs [12], meshes [5], and k-ary n-cubes [1,2,9,13].
Hamiltonian cycle and path embeddings are desired properties in an interconnection network. Many works related to
embeddings of the longest cycles and paths in k-ary n-cubes have been studied previously. Ashir and Stewart [1] studied
the problem of embedding cycles in healthy k-ary n-cubes. In [8], Stewart and Xiang showed that the healthy k-ary n-cube
(odd k ≥ 3) contains a cycle of every possible length between k− 1 and kn.
Faults may occur in networks, so it is useful to consider faulty networks. Studying faulty k-ary n-cubes has received
many researchers’ attention in recent years. Yang et al. [13] studied the problem of hamiltonian path and hamiltonian cycle
embeddings in faulty k-ary n-cubes with odd k ≥ 3 and showed that for two arbitrary distinct healthy vertices of a faulty
k-ary n-cube, there exists a fault-free hamiltonian path connecting these two vertices if the number of faulty vertices and/or
edges is at most 2n − 3. For even k ≥ 4, Stewart and Xiang [9] studied the problem of embedding long paths in the k-ary
n-cube with faulty vertices and edges.
In the event of a random link failure, it is very unlikely that all of the links incidentwith a single vertex fail simultaneously.
This reason has motivated the research on the hamiltonian connectivity of conditional faulty k-ary n-cubes in which each
vertex is incident with at least two healthy edges. Ashir and Stewart [2] considered the existence of hamiltonian cycles in
conditional faulty k-ary n-cubes.
In this paper, we consider a conditional faulty k-ary n-cube (even k ≥ 4) with a set F of at most 4n− 6 faulty edges and
prove that for every pair of two vertices which are in different parts, the k-ary n-cube contains a fault-free hamiltonian path
joining them.
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2. Terminology
The k-ary n-cube, denoted by Q kn (k ≥ 2 and n ≥ 2), is a graph consisting of kn vertices, each of which has the form
u = un−1un−2 . . . u0, where 0 ≤ ui ≤ k − 1 for 0 ≤ i ≤ n − 1. Two vertices u = un−1un−2 . . . u0 and v = vn−1vn−2 . . . v0
are adjacent if and only if there exists an integer j ∈ {0, 1, . . . , n − 1}, such that uj = vj ± 1(mod k) and ui = vi, for
i ∈ {0, 1, . . . , n − 1} \ {j}. Such an edge (u, v) is called a j-dimensional edge. For clarity of presentation, we omit writing
‘‘(mod k)’’ in similar expressions for the remainder of the paper. Obviously, a Q kn is bipartite if k is even. Note that Q
2
n is just
the n-dimensional hypercube, and Kueng et al. [4] investigated the hamiltonian connectivity of conditional faulty Q 2n . In this
paper, we consider conditional faulty Q kn with even k ≥ 4. For any two distinct vertices u and v of such a Q kn , set
δ(u, v) =

1, if u and v are in different parts;
0, if u and v are in the same part.
We can partition Q kn along the dimension j, by deleting all the j-dimensional edges, into k disjoint subcubes,
Q kn [0], Q kn [1], . . . , Q kn [k − 1] (abbreviated as Q [0], Q [1], . . . ,Q [k − 1], if there is no ambiguity). It is clear that each
Q [i] is isomorphic to Q kn−1 for 0 ≤ i ≤ k − 1. Let u = un−1un−2 . . . uj+1iuj−1 . . . u0 be a vertex of Q [i]. The vertex
v = un−1un−2 . . . uj+1i′uj−1 . . . u0 of Q [i′] is denoted by ni′(u), where 0 ≤ i′ ≤ k − 1 and i′ ≠ i. Obviously, ni′(u) and u
are adjacent if and only if i′ = i± 1.
For 0 ≤ p, q ≤ k − 1, we use Q kn [p, q] (abbreviated as Q [p, q], if there is no ambiguity) to denote the subgraph of Q kn
which is induced by {u : u ∈ V (Q [i]), i = p, p+ 1, . . . , q− 1, q}. Then Q [p, p] = Q [p] and Q [p, p− 1] = Q kn .
The set of edges incident with a vertex v in a graph G is denoted by EG(v). Let F be a set of faulty edges of Q kn . We call F a
conditional faulty edge set of Q kn if each vertex of Q
k
n −F is incident with at least two edges. Throughout this paper, we denote
by F a conditional faulty edge set of Q kn , and by F
i the set of faulty i-dimensional edges. Then F =n−1i=0 F i. For 0 ≤ j ≤ k−1,
set Fj = F ∩ E(Q [j]) and fj = |Fj|. For graph-theoretical terminology and notation not defined here we follow [3].
3. Some lemmas
The purpose of this section is to give some results that are useful for the proof of the main theorem.
In Q k2 , every vertex has the form v1v0 = ab, where 0 ≤ a, b ≤ k − 1. For convenience, we write ab as va,b. For
0 ≤ i ≤ j ≤ k − 1, Row(i : j) is the subgraph of Q k2 induced by {va,b : i ≤ a ≤ j, 0 ≤ b ≤ k − 1}; Col(i : j) is the
subgraph of Q k2 induced by {va,b : 0 ≤ a ≤ k− 1, i ≤ b ≤ j}. Instead of Row(i : i) and Col(j : j), we simply write Row(i) and
Col(j).
Given 1 ≤ k1, k2 ≤ k − 1, the subgraph of Q k2 induced by {va,b : 0 ≤ a ≤ k1 − 1, 0 ≤ b ≤ k2 − 1} is denoted by
Grid(k1, k2). A vertex of Grid(k1, k2) is called a corner vertex if its degree in Grid(k1, k2) is 2.
Lemma 3.1 ([6]). Given an integer n ≥ 2, let u be a corner vertex of Grid(2, n). For any vertex v ≠ u in Grid(2, n), if δ(u, v) = 1,
then there exists a hamiltonian path of Grid(2, n) from u to v.
In [9], Stewart and Xiang considered the hamiltonian path embeddings in Q kn with even k ≥ 4. They presented the
following two results.
Lemma 3.2 ([9]). Let u and v be any two distinct vertices of Row(0 : p− 1), where 2 ≤ p ≤ k. If δ(u, v) = 1, then there exists
a hamiltonian path of Row(0 : p− 1) from u to v that contains at least two nonadjacent edges of Row(0) or Row(p− 1).
Lemma 3.3 ([9]). Let u and v be two distinct vertices of Q kn such that δ(u, v) = 1. If Q kn has at most 2n − 2 faulty edges, then
there is a fault-free hamiltonian path of Q kn from u to v.
Suppose that there exists a dimension i, say dimension 0, such that |F 0| ≤ 2. Partition Q kn (n ≥ 3 and even k ≥ 4) along
the dimension 0 into k disjoint subcubes Q [0],Q [1], . . . ,Q [k− 1]. We have the following lemma.
Lemma 3.4. Let u and v be any two distinct vertices of Q [p, q] such that δ(u, v) = 1, where 0 ≤ p, q ≤ k − 1. If fl ≤ 2 for
l = p, p+ 1, . . . , q, then there exists a hamiltonian path P of Q [p, q] − F from u to v such that |E(P ∩ Q [q])| = kn−1 − 1.
Proof. Without loss of generality, assume p = 0, u ∈ V (Q [i]) and v ∈ V (Q [j]), where 0 ≤ i ≤ j ≤ q.
We first show, by induction on j − i, that there is a hamiltonian path P1 of Q [i, j] − F from u to v. If j − i = 0, then
by Lemma 3.3, there is a hamiltonian path Pi of Q [i] − F from u to v. Suppose now that j − i > 0 and for any vertex
v′ ∈ V (Q [j−1]) such that δ(u, v′) = 1 and (v′, nj(v′)) /∈ F 0, there is a hamiltonian path P ′ ofQ [i, j−1]−F from u to v′. Note
that δ(nj(v′), v) = 1. By Lemma 3.3, there is a hamiltonian path Pj ofQ [j]−F from nj(v′) to v. Then P1 = P ′∪Pj+(v′, nj(v′))
is a hamiltonian path of Q [i, j] − F from u to v and |E(P1 ∩ Q [j])| = |E(Pj)| = kn−1 − 1.
Now we show, by induction on q− j, that there is a hamiltonian path P2 of Q [i, q] − F from u to v and |E(P2 ∩ Q [q])| =
kn−1 − 1. If j = q, then P1 is as required. Suppose now that j < q and there is a hamiltonian path P3 of Q [i, q− 1] − F from
u to v and |E(P3 ∩ Q [q− 1])| = kn−1 − 1. Choose an edge (s, t) ∈ E(P3 ∩ Q [q− 1]) such that (s, nq(s)), (t, nq(t)) /∈ F 0. By
Lemma 3.3, there is a hamiltonian path Pq of Q [q]− F from nq(s) to nq(t). Then P2 = P3∪ Pq+{(s, nq(s)), (t, nq(t))}− (s, t)
is a hamiltonian path of Q [i, q] − F from u to v and |E(P2 ∩ Q [q])| = |E(Pq)| = kn−1 − 1.
If p = i, then P2 is as required. Suppose that p < i. Similar to the proof above, we can obtain a path as required. 
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We define the following paths in Row(i : i+ 1). Let i ≤ a ≤ i+ 1, 0 ≤ b,m ≤ k− 1 andm ≠ b. If a = i then a¯ = i+ 1,
and if a = i+ 1 then a¯ = i.
C+m (va,b, va¯,b) = va,bva,b+1va,b+2 . . . va,m−1va,mva¯,mva¯,m−1va¯,m−2 . . . va¯,b+1va¯,b
C−m (va,b, va¯,b) = va,bva,b−1va,b−2 . . . va,m+1va,mva¯,mva¯,m+1va¯,m+2 . . . va¯,b−1va¯,b.
In addition, ifm = b, we define C+b (va,b, va¯,b) = C−b (va,b, va¯,b) = (va,b, va¯,b).
Lemma 3.5. Given an even integer k ≥ 4, let u∗ and v∗ be any two adjacent vertices of Q k2 and let u and v be any two distinct
vertices of Q k2 − {u∗, v∗} such that δ(u, v) = 1. Then there exists a hamiltonian path of Q k2 − {u∗, v∗} from u to v.
Proof. Without loss of generality, we assume that u∗ = v0,0, v∗ = v1,0. We distinguish the following three cases.
Case 1. u, v ∈ V (Row(2 : k− 1)).
By Lemma 3.2, there is a hamiltonian path P of Row(2 : k − 1) from u to v that contains at least two nonadjacent
edges of Row(2) or Row(k − 1). Without loss of generality, we assume that the former case holds. We may choose an
edge (v2,i, v2,i+1) ∈ E(P) ∩ E(Row(2)) such that (v2,i, v2,i+1) /∈ {(v2,0, v2,1), (v2,0, v2,k−1)}. Then P ∪ C−1 (v1,i, v0,i) ∪ C+k−1
(v1,i+1, v0,i+1)+ {(v0,i, v0,i+1), (v1,i, v2,i), (v1,i+1, v2,i+1)} − (v2,i, v2,i+1) is a hamiltonian path of Q k2 − {u∗, v∗} from u to v.
Case 2. u ∈ V (Row(0 : 1) ∩ Col(1 : k− 1)) and v ∈ V (Row(2 : k− 1)).
As δ(v0,1, v1,1) = 1, we have that either δ(v0,1, u) = 1 or δ(v1,1, u) = 1. Without loss of generality, we assume
δ(v0,1, u) = 1. Let G = Row(0 : 1) ∩ Col(1 : k − 1). Then G is isomorphic to Grid(2, k − 1) and v0,1 is a corner vertex
of G. Lemma 3.1 implies that there is a hamiltonian path P1 of G from u to v0,1. As δ(v0,1, u) = 1, we have δ(v, vk−1,1) = 1.
By Lemma 3.2, there is a hamiltonian path P2 of Row(2 : k−1) from vk−1,1 to v. Then P1∪P2+ (v0,1, vk−1,1) is a hamiltonian
path of Q k2 − {u∗, v∗} from u to v.
Case 3. u, v ∈ V (Row(0 : 1) ∩ Col(1 : k− 1)).
Let u = vi,j, v = vi′,j′ , where 0 ≤ i, i′ ≤ 1 and 1 ≤ j, j′ ≤ k− 1.
Suppose first that j ≠ j′. Without loss of generality, we assume that j < j′. Then there exists j′′ such that j ≤ j′′ < j′. Let
G1 = Row(0 : 1)∩Col(1 : j′′) andG2 = Row(0 : 1)∩Col(j′′+1 : k−1). Then u ∈ V (G1) and v ∈ V (G2). As δ(v0,j′′ , v1,j′′) = 1,
we may choose a vertex u′ ∈ {v0,j′′ , v1,j′′} such that δ(u, u′) = 1. Without loss of generality, we assume that u′ = v1,j′′ . As
δ(v, u) = δ(u, v1,j′′) = δ(v1,j′′ , v1,j′′+1) = 1, it is easy to see that δ(v, v1,j′′+1) = 1. As G1 is isomorphic to Grid(2, j′′) and
v1,j′′ is a corner vertex of G1, Lemma 3.1 implies that there is a hamiltonian path P1 of G1 from u to v1,j′′ . Similarly, there is
a hamiltonian path P2 of G2 from v to v1,j′′+1. By Lemma 3.2, there is a hamiltonian path P3 of Row(2 : k − 1) from v2,j′′ to
v2,j′′+1. Then P1 ∪ P2 ∪ P3 + {(v1,j′′ , v2,j′′), (v1,j′′+1, v2,j′′+1)} is a hamiltonian path of Q k2 − {u∗, v∗} from u to v.
Suppose next that j = j′. If j = 1, then {u, v} = {v0,1, v1,1}. Lemma 3.2 implies that there is a hamiltonian path P1 of
Row(2 : k−1) from v2,1 to v2,2. Then C+k−1(v0,1, v1,1)∪P1+{(v1,1, v2,1), (v1,2, v2,2)}− (v1,1, v1,2) is as required. If j = k−1,
then, by a similar proof above, we can obtain a path as required.
Suppose that 2 ≤ j ≤ k − 2. As δ(vk−1,j+1, v2,j−1) = 1, Lemma 3.2 implies that there is a hamiltonian path
P of Row(2 : k − 1) from vk−1,j+1 to v2,j−1. Then C+k−1(v0,j+1, v1,j+1) ∪ C−1 (v0,j−1, v1,j−1) ∪ P + {(v0,j, v0,j−1), (v1,j, v1,j+1),
(v0,j+1, vk−1,j+1), (v1,j−1, v2,j−1)} is as required. 
Lemma 3.6. Given an integer n ≥ 2 and an even integer k ≥ 4, let u∗ and v∗ be two adjacent vertices of Q kn and let u and v be
any two vertices of Q kn − {u∗, v∗} such that δ(u, v) = 1. Then there exists a hamiltonian path of Q kn − {u∗, v∗} from u to v.
Proof. Wewill prove the lemma by induction on n. When n = 2, the lemma is true by Lemma 3.5. Assume that the lemma is
true forQ kn−1(n ≥ 3). Wewill show that the lemma holds forQ kn . Obviously, there exists a partitionQ [0],Q [1], . . . ,Q [k−1]
of Q kn such that (u
∗, v∗) is in E(Q [i]), 0 ≤ i ≤ k− 1. Without loss of generality, we may assume that i = 0.
Case 1. u, v ∈ V (Q [0]).
By the induction hypothesis, there is a hamiltonian path P0 of Q [0] − {u∗, v∗} from u to v. Choose an edge (s, t) ∈ E(P0).
Lemma3.4 implies that there is a hamiltonian path P ′ ofQ [1, k−1] from n1(s) to n1(t). Then P0∪P ′+{(s, n1(s)), (t, n1(t))}−
(s, t) is a hamiltonian path of Q kn − {u∗, v∗} from u to v.
Case 2. u, v ∈ V (Q [1, k− 1]).
Lemma 3.4 implies that there is a hamiltonian path P ′ of Q [1, k − 1] from u to v such that |E(P ′ ∩ Q [1])| = kn−1 − 1.
Choose an edge (s′, t ′) of P ′ ∩ Q [1] such that n0(s′), n0(t ′) /∈ {u∗, v∗}. By the induction hypothesis, there is a hamiltonian
path P0 of Q [0] − {u∗, v∗} from n0(s′) to n0(t ′). Then P0 ∪ P ′ + {(s′, n0(s′)), (t ′, n0(t ′))} − (s′, t ′) is as required.
Case 3. u ∈ V (Q [0]) and v ∈ V (Q [1, k− 1]).
Choose a vertex c of Q [0] − {u∗, v∗} such that δ(u, c) = 1. By the induction hypothesis, there is a hamiltonian path P0
of Q [0] − {u∗, v∗} from u to c . Note that δ(v, n1(c)) = 1. By Lemma 3.4, there is a hamiltonian path P of Q [1, k − 1] from
n1(c) to v. Then P0 ∪ P + (c, n1(c)) is as required. 
In [6], Kim and Park presented the following result.
Lemma 3.7 ([6]). Given an even integer k ≥ 4, let u∗ be a vertex of Q k2 and let u and v be any two distinct vertices of Q k2 − u∗
such that δ(u, v) = 0 and δ(u, u∗) = 1. Then there exists a hamiltonian path of Q k2 − u∗ from u to v.
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In the following lemma, we give a similar result for Q kn with n ≥ 2.
Lemma 3.8. Given an even integer k ≥ 4, let u∗ be a vertex of Q kn and let u and v be any two distinct vertices of Q kn − u∗ such
that δ(u, v) = 0 and δ(u, u∗) = 1. Then there exists a hamiltonian path of Q kn − u∗ from u to v.
Proof. We argue by induction on n. The base case n = 2 of the induction is true by Lemma 3.7. Suppose, as our induction
hypothesis, that n ≥ 3 and the result holds for Q kn−1. Partition the Q kn along some dimension into k disjoint subcubes
Q [0],Q [1], . . . ,Q [k − 1] such that u∗ ∈ V (Q [0]). Suppose that u and v are in V (Q [i]) and V (Q [j]), respectively, where
0 ≤ i ≤ j ≤ k− 1.
Case 1. i < j.
Suppose first that i > 0. Choose a vertex s ∈ V (Q [1]) such that δ(s, u) = 1. Choose a vertex t ∈ V (Q [k − 1]) such that
δ(t, v) = 1 and n0(s) ≠ n0(t). By Lemma 3.4, there is a hamiltonian path P1 of Q [1, i] from u to s and there is a hamiltonian
path P2 of Q [i + 1, k − 1] from v to t . As δ(u, v) = 0, we have that δ(s, t) = 0. Then δ(n0(s), n0(t)) = 0. Note that
δ(u∗, n0(s)) = δ(u∗, u) = 1. By the induction hypothesis, there is a hamiltonian path P0 of Q [0] − u∗ from n0(s) to n0(t).
Then P1 ∪ P2 ∪ P0 + {(s, n0(s)), (t, n0(t))} is a hamiltonian path of Q kn − u∗ from u to v.
Suppose next that i = 0. Choose a vertex x of Q [0]− {u∗, u} such that δ(u, x) = 0. By the induction hypothesis, there is a
hamiltonian path P0 of Q [0] − u∗ from u to x. As δ(x, v) = δ(u, v) = 0, it is easy to see that δ(n1(x), v) = 1. By Lemma 3.4,
there is a hamiltonian path P of Q [1, k− 1] from n1(x) to v. Then P0 ∪ P + (x, n1(x)) is as required.
Case 2. i = j.
Without loss of generality, we assume that 0 ≤ i ≤ k/2.
Suppose first that i = 0. Then u∗, u, v ∈ V (Q [0]). By the induction hypothesis, there is a hamiltonian path P0 ofQ [0]−u∗
from u to v. Choose an edge (s, t) in E(P0). By Lemma 3.4, there is a hamiltonian path P of Q [1, k − 1] from n1(s) to n1(t).
Then P0 ∪ P + {(s, n1(s)), (t, n1(t))} − (s, t) is as required.
Suppose next that i ≥ 1. Choose two edges (u, u′), (v, v′) ∈ E(Q [i]) such that u′ ≠ v′. By Lemma 3.6, there is a
hamiltonian path Pi of Q [i] − {u, u′} from v to v′. Choose s ∈ V (Q [0]) such that s /∈ {u∗, n0(v′)} and δ(s, u∗) = 1. As
δ(s, u∗) = δ(u∗, u) = δ(u, u′) = 1, we have that δ(s, u′) = 1. Then δ(ni+1(u′), nk−1(s)) = 1. By Lemma 3.4, there is a
hamiltonian path P1 of Q [i+ 1, k− 1] from ni+1(u′) to nk−1(s).
If i = 1, then δ(s, n0(v′)) = δ(u∗, v′) = δ(u, v) = 0. By the induction hypothesis, there is a hamiltonian path P0 of
Q [0] − u∗ from s to n0(v′). Then P0 ∪ Pi ∪ P1 + {(s, nk−1(s)), (u, u′), (u′, ni+1(u′)), (v′, n0(v′))} is as required.
Suppose that i ≥ 2. Choose t ∈ V (Q [0]) such that t /∈ {u∗, s} and δ(t, u∗) = 1. As δ(t, u∗) = δ(u∗, v) = δ(v, v′) = 1, we
have that δ(t, v′) = 1. Then δ(n1(t), ni−1(v′)) = 1. By Lemma 3.4, there is a hamiltonian path P2 of Q [1, i − 1] from n1(t)
to ni−1(v′). Then P0 ∪ Pi ∪ P1 ∪ P2 + {(s, nk−1(s)), (u, u′), (u′, ni+1(u′)), (t, n1(t)), (ni−1(v′), v′)} is as required. 
Lemma 3.9 ([2]). Let k ≥ 4 and n ≥ 2. Then the conditional faulty Q kn with at most 4n− 5 faulty edges is hamiltonian.
4. Embedding hamiltonian paths in k-ary 3-cubes with conditional edge faults
In this section, we only consider a special faulty Q k3 with |F | ≤ 6 and |F r | ≤ 2 for r = 0, 1, 2. Let u and v be any two
distinct vertices of conditional faulty Q k3 such that δ(u, v) = 1. Note that we can partition Q k3 along some dimension, say
dimension 0, into k disjoint subcubes Q [0],Q [1], . . . ,Q [k− 1], such that u and v are in different subcubes. Without loss of
generality, assume u ∈ V (Q [i]) and v ∈ V (Q [j]), where 0 ≤ i < j ≤ k−1. Then u ∈ V (Q [0, k−2]) and v ∈ V (Q [1, k−1]).
Lemma 4.1. If f0 = 3 or f0 = 4, then there exists a faulty edge (x, y) in E(Q [0]) such that (x, y) is adjacent to at most one edge
in F 0.
Proof. Obviously, this lemma holds for |F 0| ≤ 1. It is enough to consider |F 0| = 2. Let F 0 = {(a, b), (c, d)}. By contradiction.
Suppose that every faulty edge of Q [0] is adjacent to (a, b) and (c, d). Then (a, b) is adjacent to every edge in F0. Clearly,
either a ∈ V (Q [0]) or b ∈ V (Q [0]). Without loss of generality, we assume a ∈ V (Q [0]). Similarly, (c, d) is also adjacent to
every edge in F0. Then c = a or d = a. So there are |F 0|+ |F0| ≥ 5 faulty edges incident with a in Q k3 . That is, there is at most
dQ k3 (a)− 5 = 1 healthy edge incident with a, a contradiction. 
Lemma 4.2. Given an even integer k ≥ 4, if fi′ = 3 for some i′ ∈ {0, 1, . . . , k− 1}, then there is a hamiltonian path of Q k3 − F
from u to v.
Proof. Without loss of generality,we assume that i′ = 0. Then fj′ ≤ |F |−|F 0|−f0 = |F 1|+|F 2|−3 ≤ 1, for j′ = 1, 2, . . . , k−1.
By Lemma 4.1, there exists a faulty edge (x, y) in E(Q [0]) such that (x, y) is adjacent to at most one edge in F 0. Then either
{(x, n1(x)), (y, n1(y))}∩F = ∅ or {(x, nk−1(x)), (y, nk−1(y))}∩F = ∅. Without loss of generality, we assume that the former
case holds. Set F ′0 = F0 \ {(x, y)}. Then |F ′0| = 2. Lemma 3.3 implies that there is a hamiltonian path P0 of Q [0] − F ′0 from x
to y. Clearly, P0 is a hamiltonian path of Q [0] − F0.
Case 1. u ∈ V (Q [0]).
In this case, v ∈ V (Q [1, k − 1]). If u ∈ {x, y}, then, without loss of generality, we assume that u = x. So P0 is a
hamiltonian path of Q [0] − F0 from u to y. By Lemma 3.4, there is a hamiltonian path P of Q [1, k − 1] − F from n1(y)
to v. Then P0 ∪ P + (y, n1(y)) is as required. We next consider the case that u /∈ {x, y}.
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We may choose a vertex u′ ∈ V (Q [0] − {x, y}) such that δ(u, u′) = 1 and (u′, nk−1(u′)), (u′, n1(u′)) /∈ F 0. In fact, there
exist (k2 − 2)/2 candidate vertices in Q [0] and |F 0| ≤ 2. Furthermore, one faulty edge blocks at most one candidate and
(k2 − 2)/2 > 2. By Lemma 3.3, there is a hamiltonian path P10 of Q [0] − F ′0 from u to u′.
Suppose that (x, y) /∈ E(P10 ). As δ(u, u′) = 1, we have that δ(v, n1(u′)) = 1. By Lemma 3.4, there is a hamiltonian path P
of Q [1, k− 1] − F from n1(u′) to v. Then P10 ∪ P + (u′, n1(u′)) is as required. It remains to consider that (x, y) ∈ E(P10 ).
Suppose first that j ≥ 2. Lemma 3.4 implies that there is a hamiltonian path P1 of Q [1]− F1 from n1(x) to n1(y) and there
is a hamiltonian path P of Q [2, k−1]−F from nk−1(u′) to v. Then P10 ∪P1∪P+{(x, n1(x)), (y, n1(y)), (u′, nk−1(u′))}− (x, y)
is as required.
Suppose next that j = 1. Without loss of generality, write P10 as ⟨u, P101, x, y, P102, u′⟩. If (x, nk−1(x)), (y, nk−1(y)) /∈
F 0, then, by a similar proof above, we can obtain a path as required. If |{(x, nk−1(x)), (y, nk−1(y))} ∩ F 0| = 1, then
|F 0 ∩ E(Q [1, k − 1])| ≤ 1. Set F ′1 = F1 ∪ {(v,w) : w ∈ V (Q [1]), (w, n2(w)) ∈ F 0}. Note that f1 ≤ 1. Then |F ′1| ≤ 2.
Lemma 3.3 implies that there is a hamiltonian path P11 of Q [1] − F ′1 from n1(x) to n1(y). Clearly, P11 is a hamiltonian path of
Q [1] − F1.
Suppose that v ≠ n1(x). Without loss of generality, if v ≠ n1(y), write P11 as ⟨n1(x), P11, a, v, P12, n1(y)⟩; otherwise,
write P11 as ⟨n1(x), P11, a, n1(y)⟩. By Lemma 3.4, there is a hamiltonian path P of Q [2, k − 1] − F from n2(a) to nk−1(u′).
If v ≠ n1(y), then P101 ∪ P102 ∪ P11 ∪ P12 ∪ P + {(x, n1(x)), (y, n1(y)), (u′, nk−1(u′)), (a, n2(a))}} is as required; otherwise,
P101 ∪ P102 ∪ P11 ∪ P + {(x, n1(x)), (y, n1(y)), (u′, nk−1(u′)), (a, n2(a))} is as required.
If v = n1(x), then δ(u, x) = 0. As u /∈ {x, y}, without loss of generality, write P0 as ⟨x, P01, a′, u, P02, y⟩. As δ(u, x) = 0,
we have that a′ ≠ x. Recall that v = n1(x). Then dP11 (v) = 1. Choose an edge (v, c) ∈ E(P11 ).
Suppose that (a′, nk−1(a′)) /∈ F 0. Lemma 3.4 implies that there is a hamiltonian path P of Q [2, k− 1] − F from n2(c) to
nk−1(a′). Then P01 ∪ P02 ∪ P11 ∪ P + {(x, n1(x)), (y, n1(y)), (c, n2(c)), (a′, nk−1(a′))} − (v, c) is as required (see Fig. 1).
If (a′, nk−1(a′)) ∈ F 0, then F 0 ⊂ {(a′, nk−1(a′)), (x, nk−1(x)), (y, nk−1 (y))}. Obviously, F 0 ∩ E(Q [1, k − 1]) = ∅. Recall
that P10 is a hamiltonian path of Q [0] − F ′0 from u to u′ and (x, y) ∈ E(P10 ).
Suppose first that P10 can be written as ⟨u, P101, x, y, P102, u′⟩. Choose two edges (y′, x′), (x′, x) ∈ E(P ′). Then δ(y′, x) = 0
and so δ(y′, u) = 0. Recall that δ(a′, u) = 1. So y′ ≠ a′. Noting that y′ /∈ {x, y} and F 0 ⊂ {(a′, nk−1(a′)), (x, nk−1(x)),
(y, nk−1(y))}, we see that (y′, nk−1(y′)), (x′, n1(x′)) /∈ F 0. Set F ′1 = (F1 ∪ EQ [1](v)) \ {(v, n1(y)), (v, n1(x′))}. Then |F ′1| ≤
f1 + 2 ≤ 3. By Lemma 3.9, Q [1] − F ′1 has a hamiltonian cycle C . Obviously, (v, n1(y)), (v, n1(x′)) ∈ E(C). As δ(y′, u) = 0,
we have that δ(y′, u′) = 1. By Lemma 3.4, there is a hamiltonian path P of Q [2, k − 1] − F from nk−1(u′) to nk−1(y′). Then
P10 ∪ C ∪ P + {(y′, nk−1(y′)), (x′, n1(x′)), (x, n1(x)), (y, n1(y)), (u′, nk−1(u′))} − {(x′, y′), (v, n1(x′)), (v, n1(y)), (x, y)} is as
required (see Fig. 2(a)).
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Suppose next that P10 can be written as ⟨u, P101, y, x, P102, u′⟩. Note that there is a hamiltonian path P1 of Q [1] − F1 from
v to n1(y). Clearly, dP1(v) = 1. Choose an edge (v,w) ∈ E(P1). Note that F 0 ∩ E(Q [1, k − 1]) = ∅. Thus (w, n2(w)) /∈ F 0.
As δ(w, v) = 1, we have that δ(w, u′) = 1 and so δ(n2(w), nk−1(u′)) = 1. By Lemma 3.4, there is a hamiltonian path P of
Q [2, k− 1] − F from n2(w) to nk−1(u′). So P101 ∪ P102 ∪ P1 ∪ P + {(x, n1(x)), (y, n1(y)), (w, n2(w)), (u′, nk−1(u′))} − (v,w)
is as required (see Fig. 2(b)).
Case 2. u ∈ V (Q [1, k− 2]).
Suppose first that (x, y) is not adjacent to any edge in F 0. Without loss of generality, assume that δ(u, x) = 0. Then
δ(u, n1(x)) = 1 and δ(v, nk−1(y)) = 1. By Lemma 3.4, there is a hamiltonian path P1 of Q [1, i]− F from n1(x) to u and there
is a hamiltonian path P2 of Q [i+1, k−1]− F from v to nk−1(y). Then P0 ∪ P1 ∪ P2+{(x, n1(x)), (y, nk−1(y))} is as required.
Suppose next that (x, y) is adjacent to exactly one edge in F 0. Set F ′i = Fi ∪ {(u, w) : w ∈ V (Q [i]), (w, ni+1(w)) ∈ F 0}.
Recall that |F 0| ≤ 2. Then |F 0 ∩ E(Q [i, i + 1])| ≤ 1. As fi ≤ 1, we have that |F ′i | ≤ 2. By Lemma 3.4, there is a hamiltonian
path P1 of Q [1, i]− (F ∪F ′i ) from n1(x) to n1(y). Choose an edge (u, w′) ∈ E(P1∩Q [i]). By Lemma 3.4, there is a hamiltonian
path P2 of Q [i+ 1, k− 1] − F from ni+1(w′) to v. Then P0 ∪ P1 ∪ P2 + {(x, n1(x)), (y, n1(y)), (w′, ni+1(w′))} − (u, w′) is as
required. 
Lemma 4.3. Given an even integer k ≥ 4, if fi′ = 4 for some i′ ∈ {0, 1, . . . , k− 1}, then there is a hamiltonian path of Q k3 − F
from u to v.
Proof. Without loss of generality, we assume that i′ = 0. Then fj′ ≤ |F | − |F 0| − f0 = |F 1| + |F 2| − 4 ≤ 0 and so fj′ = 0, for
j′ = 1, 2, . . . , k− 1.
Case 1. Every vertex of Q [0] is incident with at most three edges in F0.
If every vertex of Q [0] is incident with at most two edges in F0 then, by Lemma 4.1, there is a faulty edge (x0, y0) of Q [0]
such that (x0, y0) is adjacent to at most one edge in F 0. Clearly, F0 \ {(x0, y0)} is a conditional faulty edge set of Q [0].
Suppose next that there exists a vertex x1 ∈ V (Q [0]) which is incident with 3 faulty edges of Q [0]. In this case, every
vertex of Q [0] − x1 is incident with at least two healthy edges of Q [0]. We may choose a faulty edge (x1, y1) of Q [0] such
that (y1, n1(y1)), (y1, nk−1(y1)) /∈ F 0 because |F 0| ≤ 2. As x1 is incident with dQ [0](x1)− 3 = 1 healthy edge of Q [0] and x1
is incident with at least two healthy edges of Q k3 , it is easy to see that either (x1, n
1(x1)) /∈ F 0 or (x1, nk−1(x1)) /∈ F 0. Thus
(x1, y1) is adjacent to at most one edge in F 0. Clearly, F0 \ {(x1, y1)} is a conditional faulty edge set of Q [0].
So we may choose a faulty edge (x, y) of Q [0] such that (x, y) is adjacent to at most one edge of F 0 and F0 \ {(x, y)} is a
conditional faulty edge set of Q [0]. Set F ′0 = F0 \ {(x, y)}. By Lemma 3.9, there is a hamiltonian cycle C in Q [0] − F ′0.
Case 1.1. u ∈ V (Q [0]).
Suppose that u ∈ {x, y}. Without loss of generality, assume that u = x. Note that either (y, n1(y)) /∈ F 0 or (y, nk−1(y)) /∈
F 0. Without loss of generality, we assume that the former case holds. By Lemma 3.4, there is a hamiltonian path P of
Q [1, k− 1] − F from n1(y) to v. Then C ∪ P + (y, n1(y))− (x, y) is as required. It remains to consider that u /∈ {x, y}.
As |F 0| ≤ 2 and dC (u) = 2, it is easy to see that there is an edge (u, a) ∈ E(C) such that a is incident with at most one
edge in F 0. Without loss of generality, we assume that (a, nk−1(a)) /∈ F 0. By Lemma 3.4, there is a hamiltonian path P of
Q [1, k − 1] − F from nk−1(a) to v. If (x, y) /∈ E(C), then C ∪ P + (a, nk−1(a)) − (u, a) is as required. We will consider the
case that (x, y) ∈ E(C) in the following.
Case 1.1.1. (x, y) is not adjacent to any edge in F 0.
Suppose first that j ≥ 2. As δ(v, nk−1(a)) = 1 and δ(n1(x), n1(y)) = 1, Lemma 3.4 implies that there is a hamiltonian
path P of Q [2, k − 1] − F from nk−1(a) to v and there is a hamiltonian path P1 of Q [1] − F from n1(x) to n1(y). Then
C ∪ P1 ∪ P + {(x, n1(x)), (y, n1(y)), (a, nk−1(a))} − {(u, a), (x, y)} is as required.
Suppose next that j = 1. Choose a vertex v′ ∈ V (Q [1] − {n1(x), n1(y)}) such that δ(v, v′) = 1 and (v′, n2(v′)) /∈
F 0. If v /∈ {n1(x), n1(y)}, then there is a hamiltonian path P1 of Q [1] − {n1(x), n1(y)} from v to v′. Observe that
δ(n2(v′), nk−1(a)) = 1. By Lemma 3.4, there is a hamiltonian path P of Q [2, k − 1] − F from nk−1(a) to n2(v′). Then
C ∪ P1 ∪ P + {(x, n1(x)), (y, n1(y)), (n1(x), n1(y)), (a, nk−1(a)), (v′, n2(v′))} − {(u, a), (x, y)} is as required.
If v ∈ {n1(x), n1(y)}, then without loss of generality, assume that v = n1(x). Then δ(u, x) = 0 and so δ(u, y) = 1.
Suppose first that C−(x, y) can bewritten as ⟨x, P01, a, u, P02, y⟩. Choose a vertex v′ ofQ [1]−v such that δ(n1(y), v′) = 0
and (v′, n2(v′)) /∈ F 0. By Lemma 3.8, there is a hamiltonian path P1 of Q [1]− v from n1(y) to v′. As δ(a, n1(y)) = 1, we have
that δ(a, v′) = 1. Then δ(nk−1(a), n2(v′)) = 1. By Lemma 3.4, there is a hamiltonian path P of Q [2, k− 1] − F from nk−1(a)
to n2(v′). Then P01 ∪ P02 ∪ P1 ∪ P + {(x, v), (y, n1(y)), (a, nk−1(a)), (v′, n2(v′))} is as required (see Fig. 3(a)).
Suppose next that C − (x, y) can be written as ⟨x, P01, u, a, P02, y⟩. By Lemma 3.4, there is a hamiltonian path P of
Q [2, k − 1] − F from nk−1(x) to nk−1(a). Choose an edge (s, t) in E(P ∩ Q [2]) such that (s, n1(s)), (t, n1(t)) /∈ F 0 and
n1(s), n1(t) /∈ {v, n1(y)}. Lemma 3.6 implies that there is a hamiltonian path P1 of Q [1] − {v, n1(y)} from n1(s) to n1(t).
Then P01 ∪ P02 ∪ P1 ∪ P + {(v, n1(y)), (y, n1(y)), (x, nk−1(x)), (a, nk−1(a)), (s, n1(s)), (t, n1(t))} − (s, t) is as required (see
Fig. 3(b)).
Case 1.1.2. (x, y) is adjacent to exactly one edge in F 0.
Without loss of generality, assume that δ(u, x) = 0. Then we can write C − (x, y) as ⟨x, P01, b, u, P02, y⟩. Clearly,
δ(b, x) = 1. Note that either {(x, n1(x)), (y, n1(y))} ∩ F = ∅ or {(x, nk−1(x)), (y, nk−1(y))} ∩ F = ∅. Without loss of
generality, we assume that the former case holds.
6576 S. Wang, S. Zhang / Theoretical Computer Science 412 (2011) 6570–6584
✗
✖
✔
✕
r ❜r ❜❜ r
u a
x
y
v
n1(y)
r ❜ r
C P1
P
n2(v′)
✗
✖
✔
✕
r
r ❜❜ rxy
C
❜
v
ru
a
nk−1(a)
❜❜rr❜
P1
P
s
t
nk−1(x)v
′
nk−1(a)
Q [0] Q [1] Q [2, k− 1] Q [0] Q [1] Q [2, k− 1]
(a) (b)
Fig. 3. A hamiltonian path joining u and v.
✗
✖
✔
✕
r ❜r ❜❜ r
u
b
x
y
v
n1(y)
C P1
n1(b)r
r❜ ❜rs
t
n2(s)
n2(t)
P
Q [0] Q [1] Q [2, k− 1]
Fig. 4. A hamiltonian path joining u and v.
If (b, nk−1(b)) /∈ F 0, thenwe can obtain a required path by using a similar construction in the first to fourth paragraphs of
Case 1.1.1. If (b, nk−1(b)) ∈ F 0, then (b, n1(b)) /∈ F 0. Combining this with the fact that (x, y) is adjacent to exactly one edge
in F 0 and |F 0| ≤ 2, we see that F 0∩E(Q [1, k−1]) = ∅. Note that fj′ = 0, for j′ = 1, 2, . . . , k−1. Then F∩E(Q [1, k−1]) = ∅.
Suppose first that j ≥ 2. Choose a vertex b′ of Q [1] − {n1(x), n1(y)} such that δ(n1(b), b′) = 1. By Lemma 3.6,
there is a hamiltonian path P1 of Q [1] − {n1(x), n1(y)} from n1(b) to b′. As δ(u, b′) = 1, we have that δ(v, n2(b′)) =
1. By Lemma 3.4, there is a hamiltonian path P of Q [2, k − 1] − F from n2(b′) to v. Then P01 ∪ P02 ∪ P1 ∪ P +
{(x, n1(x)), (y, n1(y)), (n1(x), n1(y)), (b, n1(b)), (b′, n2(b′))} is as required.
Suppose next that j = 1 and v ≠ n1(x). As δ(u, x) = 0, we have that δ(v, y) = 0. So v ≠ n1(y). Note that
δ(u, b) = 1. Then δ(v, n1(b)) = 1. By Lemma 3.6, there is a hamiltonian path P1 of Q [1] − {n1(x), n1(y)} from n1(b)
to v. Choose an edge (s, t) of P1. By Lemma 3.4, there is a hamiltonian path P of Q [2, k − 1] from n2(s) to n2(t). Then
P01 ∪ P02 ∪ P1 ∪ P + {(x, n1(x)), (y, n1(y)), (n1(x), n1(y)), (b, n1(b)), (s, n2(s)), (t, n2(t))} − (s, t) is as required.
Suppose now that v = n1(x). As δ(u, x) = 0, we have that δ(b, x) = 1 and so δ(n1(b), v) = 1. Combining this
with the fact that δ(n1(y), v) = 1, Lemma 3.8 implies that there is a hamiltonian path P1 of Q [1] − v from n1(b) to
n1(y). Choose an edge (s, t) of P1. By Lemma 3.4, there is a hamiltonian path P of Q [2, k − 1] from n2(s) to n2(t). Then
P01 ∪ P02 ∪ P1 ∪ P + {(x, v), (y, n1(y)), (s, n2(s)), (t, n2(t)), (b, n1(b))} − (s, t) is as required (see Fig. 4).
Case 1.2. u ∈ V (Q [1, k− 2]).
Choose an edge (s, t) of C − {x, y} such that (s, t) is not adjacent to any edge in F 0. Without loss of generality, we
assume that δ(s, u) = 0. Then δ(n1(s), u) = 1 and δ(nk−1(t), v) = 1. Suppose that (x, y) /∈ E(C). By Lemma 3.4, there
is a hamiltonian path P1 of Q [1, i] − F from n1(s) to u and there is a hamiltonian path P2 of Q [i+ 1, k− 1] − F from nk−1(t)
to v. Then C ∪ P1 ∪ P2 + {(s, n1(s)), (t, nk−1(t))} − (s, t) is as required.
We next consider that (x, y) ∈ E(C). Observe that either {(x, n1(x)), (y, n1(y))} ∩ F = ∅ or {(x, nk−1(x)), (y, nk−1(y))} ∩
F = ∅. Without loss of generality, we assume that the former case holds.
Suppose first that u /∈ {n1(x), n1(y)}. If i = 1 then, by Lemma 3.6, there is a hamiltonian path P1′ of Q [1]− {n1(x), n1(y)}
from n1(s) to u. If i ≥ 2, choose a vertex s′ of Q [1] − {n1(x), n1(y)} such that δ(n1(s), s′) = 1 and (s′, n2(s′)) /∈ F 0. By
Lemma 3.6, there is a hamiltonian path P1 of Q [1] − {n1(x), n1(y)} from n1(s) to s′. By Lemma 3.4, there is a hamiltonian
path P ′ of Q [2, i]−F from n2(s′) to u. Let P1′ = P1∪P ′+ (s′, n2(s′)). Then P1′ is a hamiltonian path of Q [1, i]−{n1(x), n1(y)}
from n1(s) to u. Thus C∪P1′∪P2+{(x, n1(x)), (y, n1(y)), (n1(x), n1(y)), (s, n1(s)), (t, nk−1(t))}−{(x, y), (s, t)} is as required.
Suppose next that u ∈ {n1(x), n1(y)}. Without loss of generality, assume that u = n1(x). Choose an edge (n1(y), y′) of
Q [1] − (n1(y), u). Set F ′1 = EQ [1](n1(y)) \ {(n1(y), u), (n1(y), y′)}. Then |F ′1| = 2. Choose a vertex u′ of Q [1] − {n1(y), y′}
such that (u′, n2(u′)) /∈ F 0 and δ(u, u′) = 1. By Lemma 3.3 , there is a hamiltonian path P1 of Q [1] − F ′1 from u to u′.
Clearly, (n1(y), u), (n1(y), y′) ∈ E(P1). By Lemma 3.4, there is a hamiltonian path P of Q [2, k− 1]− F from n2(u′) to v. Then
C ∪ P1 ∪ P + {(x, u), (y, n1(y)), (u′, n2(u′))} − {(x, y), (n1(y), u)} is as required (see Fig. 5).
Case 2. There exists a vertex x ∈ V (Q [0])which is incident with 4 edges in F0.
Observe that x is incident with exactly dQ k3 (x) − 4 = 2 healthy edges of Q
k
3 . Then (x, n
1(x)), (x, nk−1(x)) /∈ F 0.
As |F 0| ≤ 2, we may choose two distinct neighbours a, b of x in V (Q [0]) such that {(a, n1(a)), (a, nk−1(a)), (b, n1(b)),
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(b, nk−1(b))} ∩ F 0 = ∅. Set F ′0 = F0 \ {(x, a), (x, b)}. Then |F ′0| = 2. By Lemma 3.9, Q [0] − F ′0 has a hamiltonian cycle C .
Clearly, (x, a), (x, b) ∈ E(C). Let u = u2u1u0 and v = v2v1v0.
Case 2.1.u2 = v2 and v2 = v1.
Case 2.1.1. u ∈ V (Q [0]).
Without loss of generality, assume v ∈ V (Q [1, k/2]).
Suppose first that u = x. Then δ(v, n1(b)) = 1. By Lemma 3.4, there is a hamiltonian path P of Q [1, k − 2] − F
from n1(b) to v. Lemma 3.3 implies that there is a hamiltonian path Pk−1 of Q [k − 1] from nk−1(x) to nk−1(a). Then
Pk−1 ∪ C ∪ P + {(x, nk−1(x)), (a, nk−1(a)), (b, n1(b))} − {(x, a), (x, b)} is as required.
Suppose next that u ∈ {a, b}. Without loss of generality, assume u = b. Then δ(u, x) = 1. By Lemma 3.3, there is a
hamiltonian path P0 of Q [0]− F ′0 from u to x. Clearly, (x, a) ∈ E(P0). By Lemma 3.3, there is a hamiltonian path P of Q [k− 1]
from nk−1(x) to nk−1(a). Lemma 3.4 implies that there is a hamiltonian path P1 of Q [1, k − 2] − F from n1(x) to v. Then
P0 ∪ P1 ∪ P + {(x, n1(x)), (x, nk−1(x)), (a, nk−1(a))} − (x, a) is as required.
Suppose now that u /∈ {x, a, b}. Choose a vertex u′ of Q [0] − {x, a, b} such that δ(u, u′) = 1 and (u′, n1(u′)) /∈ F 0. By
Lemma 3.3, there is a hamiltonian path P0 of Q [0]− F ′0 from u to u′. Clearly, (x, a), (x, b) ∈ E(P0). Without loss of generality,
write P0 as ⟨u, P01, a, x, b, P02, u′⟩.
If v ∈ V (Q [1]), then, by Lemma 3.6, there is a hamiltonian path P1 of Q [1] − {n1(x), n1(b)} from n1(u′) to v. Choose an
edge (s, t) of P1 such that (s, n2(s)), (t, n2(t)) /∈ F 0. By Lemma 3.4, there is a hamiltonian path P of Q [2, k − 2] − F from
n2(s) to n2(t). Lemma 3.3 implies that there is a hamiltonian path Pk−1 of Q [k− 1] from nk−1(x) to nk−1(a). Then P01 ∪ P02 ∪
P1 ∪ P ∪ Pk−1 + {(x, n1(x)), (x, nk−1(x)), (a, nk−1(a)), (b, n1(b)), (u′, n1(u′)), (n1(x), n1(b)), (s, n2(s)), (t, n2(t))} − (s, t) is
as required.
Suppose that v ∈ V (Q [2, k/2]). Choose a vertex w ∈ V (Q [1] − {n1(x), n1(b)}) such that δ(n1(u′), w) = 1
and (w, n2(w)) /∈ F 0. By Lemma 3.6, there is a hamiltonian path P ′1 of Q [1] − {n1(x), n1(b)} from n1(u′) to w. By
Lemma 3.4, there is a hamiltonian path P ′ of Q [2, k − 2] − F from n2(w) to v. Then P01 ∪ P02 ∪ P ′1 ∪ P ′ ∪ Pk−1 +
{(x, n1(x)), (x, nk−1(x)), (a, nk−1(a)), (b, n1(b)), (u′, n1(u′)), (w, n2(w)), (n1(x), n1(b))} is as required.
Case 2.1.2. u ∈ V (Q [1, k− 2]).
We only consider the case u, v ∈ V (Q [1, k− 2]) since the proof for the case u, v ∈ V (Q [2, k− 1]) is the same.
Note that either n1(a) ≠ u or n1(b) ≠ u. Without loss of generality, we assume n1(b) ≠ u. We may choose an edge
(n1(b), w) ∈ E(Q [1]−(n1(x), n1(b))). Set F ′1 = EQ [1](n1(b))\{(n1(x), n1(b)), (n1(b), w)}. Then |F ′1| = 2. By Lemma3.4, there
is a hamiltonian path P ofQ [1, k−2]−(F∪F ′1) fromu to v. Clearly, (n1(x), n1(b)) ∈ E(P). By Lemma3.3, there is a hamiltonian
path Pk−1 of Q [k− 1] from nk−1(x) to nk−1(a). Then C ∪ P ∪ Pk−1 + {(x, n1(x)), (b, n1(b)), (x, nk−1(x)), (a, nk−1(a))} − {(x,
a), (x, b), (n1(x), n1(b))} is as required.
Case 2.2. Then there exists p ∈ {1, 2} such that up ≠ vp.
Partition Q k3 along the dimension p into k disjoint subcubes Q [0]′,Q [1]′, . . . ,Q [k − 1]′. Now, |F p| = 2, u and v are in
different subcubes and |F ∩ E(Q [r]′)| ≤ 4, for r = 0, 1, . . . , k − 1. It is easy to see that, for any vertex z ∈ V (Q [r]′), Q [r]′
has no 4 faulty edges incident with z. By Lemmas 3.4 and 4.1 and Case 1 of this lemma, the lemma holds. 
By Lemmas 3.4, 4.2 and 4.3, we have:
Theorem 4.4. Given an even integer k ≥ 4, let u and v be any two distinct vertices of a conditional faulty Q k3 with |F | ≤ 6 such
that δ(u, v) = 1. If |F i| ≤ 2 for i = 0, 1, 2, then there is a hamiltonian path of Q k3 − F from u to v.
5. Embedding hamiltonian paths in k-ary n-cubes with conditional edge faults
In this section, we will prove our main result:
let u and v be any two distinct vertices of a conditional faulty Q kn (even k ≥ 4) such that δ(u, v) = 1. If Q kn has at most
4n− 6 faulty edges, then there is a hamiltonian path of Q kn − F from u to v.
We prove the assertion by induction on n. According to Lemma 3.3, the assertion is true for n = 2. Suppose that n ≥ 3
and the assertion holds for Q kn−1. It is enough to consider |F | = 4n − 6. Suppose that |F 0| ≥ |F i|, for i = 1, 2, . . . , n − 1.
Then |F 0| ≥ (4n − 6)/n ≥ 2. If |F 0| = 2, then (4n − 6)/n ≤ |F 0| = 2 and so n ≤ 3. This means that n = 3 and |F | = 6.
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By Theorem 4.4, we are done. Therefore, it remains to consider the case |F 0| ≥ 3. Partition Q kn along the dimension 0 into k
disjoint subcubes Q [0], Q [1], . . . ,Q [k−1]. Now, fi′ ≤ |F |− |F 0| ≤ 4n−9 for i′ = 0, 1, . . . , k−1. Assume that u ∈ V (Q [i])
and v ∈ V (Q [j]), where 0 ≤ i, j ≤ k− 1.
Lemma 5.1. Let u, v ∈ V (Q [p, q]), where 0 ≤ p, q ≤ k− 1. If Fi′ is a conditional faulty edge set of Q [i′] and fi′ ≤ 4n− 10 for
i′ = p, p+ 1, . . . , q, then there exists a hamiltonian path P of Q [p, q] − F from u to v such that |E(P ∩ Q [q])| = kn−1 − 1.
Proof. Without loss of generality, assume p = 0 and i ≤ j.
We first show, by induction on j − i, that there is a hamiltonian path P1 of Q [i, j] − F from u to v. If j − i = 0, by the
induction hypothesis, there is a hamiltonian path Pi of Q [i] − F from u to v. Suppose now that j− i > 0 and for any vertex
v′ ∈ V (Q [j − 1]) such that δ(u, v′) = 1 and (v′, nj(v′)) /∈ F 0, there is a hamiltonian path P ′ of Q [i, j − 1] − F from u to
v′. Note that δ(nj(v′), v) = 1. By the induction hypothesis, there is a hamiltonian path Pj of Q [j] − F from nj(v′) to v. Then
P1 = P ′ ∪ Pj + (v′, nj(v′)) is a hamiltonian path of Q [i, j] − F from u to v and |E(P ∩ Q [j])| = |E(Pj)| = kn−1 − 1.
Now we show, by induction on q − j, that there is a hamiltonian path P2 of Q [i, q] − F from u to v and |E(P2 ∩
Q [q])| = kn−1 − 1. If q = j, then P1 is as required. Suppose now that j < q and there is a hamiltonian path P3 of
Q [i, q − 1] − F from u to v and |E(P3 ∩ Q [q − 1])| = kn−1 − 1. Choose an edge (s, t) ∈ E(P3 ∩ Q [q − 1]) such that
(s, nq(s)), (t, nq(t)) /∈ F 0. By the induction hypothesis, there is a hamiltonian path Pq of Q [q] − F from nq(s) to nq(t). Then
P2 = P3 ∪ Pq+{(s, nq(s)), (t, nq(t))}− (s, t) is a hamiltonian path of Q [i, q]− F from u to v and |E(P2 ∩Q [q])| = |E(Pq)| =
kn−1 − 1.
If p = i, then P2 is as required. Suppose that p < i. Similar to the proof above, we can obtain a path as required. 
Lemma 5.2. Let u, v ∈ V (Q [p, q]), and let (x, y), (x, z) be two distinct healthy edges in E(Q [r]), where x /∈ {u, v} and
p ≤ r ≤ q. If fi′ ≤ 2n − 6 for i′ = p, p + 1, . . . , q and |F ∩ E(Q [p, q])| ≤ 2n − 2, then there exists a hamiltonian path
P of Q [p, q] − F from u to v passing through (x, y) and (x, z).
Proof. Set F ′r = Fr ∪ (EQ [r](x) \ {(x, y), (x, z)}). Then |F ′r | ≤ (2n − 6) + (2n − 4) = 4n − 10. As fi′ ≤ 2n − 6 for
i′ = p, p + 1, . . . , q, it is easy to see that (F ∩ E(Q [p, q])) ∪ F ′r is a conditional faulty edge set of Q [p, q]. Note that|(F ∩E(Q [p, q]))∪ F ′r | ≤ (2n−2)+ (2n−4) = 4n−6. By Lemma 5.1, there exists a hamiltonian path P of Q [p, q]− (F ∪ F ′r)
from u to v. Clearly, P is also a hamiltonian path of Q [p, q] − F and (x, y), (x, z) ∈ E(P). 
In the following,we complete the proof of themain result.We break the proof into the following three lemmas depending
on the distribution of edge faults in the faulty k-ary n-cube. The basic strategy for each lemma is to divide the k-ary n-cube
into some coalitions of subcubes, obtain paths in these coalitions by applying the above lemmas to these coalitions, and
construct the required paths in the faulty k-ary n-cube by joining paths in different coalitions.
Lemma 5.3. Given an integer n ≥ 3 and an even integer k ≥ 4, if Fi′ is a conditional faulty edge set of Q [i′] for i′ = 0, 1, . . . , k−1,
and fj′ = 4n− 9 for some j′ ∈ {0, 1, . . . , k− 1}, then there is a hamiltonian path of Q kn − F from u to v.
Proof. Without loss of generality, we assume that f0 = 4n − 9. Recall that |F | = 4n − 6 and |F 0| ≥ 3. Then |F 0| = 3 and
fr = 0, for r = 1, 2, . . . , k− 1.
Claim 1. There exists a faulty edge (x, y) of Q [0] such that (x, y) is adjacent to at most one edge in F 0.
By contradiction. Suppose that every faulty edge of Q [0] is adjacent to at least two faulty edges of F 0. Choose a faulty edge
(s, s′) of Q [0]. If there is a faulty edge (t, t ′) ∈ E(Q [0]) which is not adjacent to (s, s′), then |F 0| ≥ 4, a contradiction. So every
pair of faulty edges of Q [0] are adjacent. Note that there is no cycle of length 3 in Q [0]. Then all the faulty edges of Q [0] are
incident with a vertex a of Q [0]. Observe that 4n− 9 > dQ [0](a)− 2 = 2n− 4, a contradiction. Therefore, this claim holds.
By Claim 1, either {(x, n1(x)), (y, n1(y))} ∩ F = ∅ or {(x, nk−1(x)), (y, nk−1(y) )} ∩ F = ∅. Without loss of generality, we
assume that the former case holds. As f1 = 0, we have that (n1(x), n1(y)) /∈ F . Set F ′0 = F0 \ {(x, y)}. Then |F ′0| = 4n − 10.
By the induction hypothesis, there is a hamiltonian path P0 of Q [0] − F ′0 from x to y. Clearly, (x, y) /∈ E(P0), which implies
that P0 is a hamiltonian path of Q [0] − F0.
Case 1. u, v ∈ V (Q [0]).
By the induction hypothesis, there is a hamiltonian path P ′0 of Q [0] from u to v. If (x, y) /∈ E(P ′0), choose an edge of P0
such that (s, n1(s)), (t, n1(t)) /∈ F . By Lemma 5.1, there is a hamiltonian path P of Q [1, k− 1] − F from n1(s) to n1(t). Then
P ′0∪ P+{(s, n1(s)), (t, n1(t))}− (s, t) is as required. If (x, y) ∈ E(P0), let (s, t) = (x, y). Then the proof is the same as above.
Case 2. u ∈ V (Q [0]) and v ∈ V (Q [1, k− 1]).
Lemma 3.9 implies that there is a hamiltonian cycle C of Q [0] − F0. Clearly, (x, y) /∈ E(C). Choose two edges (u, s)
and (u, s′) of C . Note that |F 0| = 3. Then either s or s′ is incident with at most one edge in F 0. Without loss of generality,
we assume that the former case applies. Furthermore, let (s, n1(s)) /∈ F 0. By Lemma 5.1, there is a hamiltonian path P of
Q [1, k− 1] − F from n1(s) to v. Then C ∪ P + (s, n1(s))− (u, s) is as required.
Case 3. u, v ∈ V (Q [1, k− 1]).
Case 3.1. {u, v} ≠ {n1(x), n1(y)}.
Without loss of generality, we assume that n1(x) /∈ {u, v}. Choose an edge (n1(x), w) ∈ E(Q [1] − (n1(x), n1(y)). Note
that fr = 0 for r = 1, 2, . . . , k − 1. Then (n1(x)), n1(y)), (n1(x), w) /∈ F . By Lemma 5.2, there is a hamiltonian path P1 of
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Q [1, k−1]−F from u to v passing through (n1(x), n1(y)) and (n1(x), w). Then P0∪P1+{(x, n1(x)), (y, n1(y))}−(n1(x), n1(y))
is as required.
Case 3.2. {u, v} = {n1(x), n1(y)}.
Without loss of generality, we assume that n1(x) = u and n1(y) = v. By Claim 1, either {(x, n1(x)), (y, nk−1(y))} ∩ F = ∅
or {(x, nk−1(x)), (y, n1(y))} ∩ F = ∅. Without loss of generality, we assume that the former case holds.
Choose a vertex v′ ∈ V (Q [1] − v) such that δ(v, v′) = 0 and (v′, n2(v′)) /∈ F . Lemma 3.8 implies that there is a hamil-
tonian path P1 of Q [1] − u from v to v′. As δ(nk−1(y), n2(v′)) = 1, Lemma 5.1 implies that there is a hamiltonian path P of
Q [2, k− 1] − F from n2(v′) to nk−1(y). Then P0 ∪ P1 ∪ P + {(x, u), (y, nk−1(y)), (v′, n2(v′))} is as required (see Fig. 6). 
Lemma 5.4. Given an integer n ≥ 3 and an even integer k ≥ 4, if there exists a vertex x in some Q [i′] which is incident with
2n− 3 edges in Fi′ , where i′ ∈ {0, 1, . . . , k− 1}, then there is a hamiltonian path of Q kn − F from u to v.
Proof. Without loss of generality, we assume that the vertex x in Q [0] is incident with 2n − 3 edges in F0. Then fr ≤
|F | − (2n − 3) − |F 0| ≤ 2n − 6, for r = 1, 2, . . . , k − 1. In addition, for any w ∈ V (Q [r]), r = 1, 2, . . . , k − 1, we have
dQ [r](w)− fr ≥ 4. So Fr is a conditional faulty edge set of Q [r]. Note that x is incident with exactly dQ [0](x)− (2n− 3) = 1
healthy edge of Q [0]. Then either (x, n1(x)) /∈ F or (x, nk−1(x)) /∈ F .
Note that x is incident with 2n− 3 faulty edges of Q [0], which implies that |F 0| ≤ |F | − (2n− 3) = 2n− 3. Therefore, if
|{(x, n1(x)), (x, nk−1(x))} ∩ F 0| = 0, then there is an edge (x, y) ∈ F0 such that y is incident with at most one edge in F 0 and
if |{(x, n1(x)), (x, nk−1(x))} ∩ F 0| = 1, then there is an edge (x, y) ∈ F0 such that y is not incident with any edge in F 0. So
there exists an edge (x, y) ∈ F0 which is adjacent to at most one edge in F 0. Clearly, either {(x, n1(x)), (y, n1(y))} ∩ F 0 = ∅
or {(x, nk−1(x)), (y, nk−1(y))} ∩ F 0 = ∅. Without loss of generality, we assume that the former case holds.
Set F ′0 = F0 \ {(x, y)}. Then |F ′0| ≤ |F \ {(x, y)}| − |F 0| ≤ 4n− 6− 1− 3 = 4n− 10. For anyw′ ∈ V (Q [0] − x), we have
dQ [0](w′)− [|F | − (2n− 3)− |F 0|] ≥ 4. So F ′0 is a conditional faulty edge set of Q [0]. By the induction hypothesis, there is a
hamiltonian path P0 of Q [0] − F ′0 from x to y. Clearly, P0 is also a hamiltonian path of Q [0] − F0.
If (n1(x), n1(y)) ∈ F , let F ′ = F \ {(n1(x), n1(y))}. Otherwise, let F ′ = F . Note that |F ′ ∩ E(Q [1, k − 1])| ≤ 2n − 3 and
|F ′ ∩ E(Q [r])| ≤ 2n− 6, for r = 1, 2, . . . , k− 1.
Case 1. u, v ∈ V (Q [0]).
By the induction hypothesis, there is a hamiltonian path P ′0 of Q [0] − F ′0 from u to v. If (x, y) /∈ E(P ′0), let (s, t) be an edge
of P ′0 such that (s, n1(s)), (t, n1(t)) /∈ F 0. If (x, y) ∈ E(P ′0), let (s, t) = (x, y). By Lemma 5.1, there is a hamiltonian path P in
Q [1, k− 1] − F from n1(s) to n1(t). Then P ′0 ∪ P + {(s, n1(s)), (t, n1(t))} − (s, t) is as required.
Case 2. u, v ∈ V (Q [1, k− 1]).
Case 2.1. {n1(x), n1(y)} ≠ {u, v}.
Without loss of generality, assume that n1(x) /∈ {u, v}. By Lemma 5.2, there is a hamiltonian path P1 of Q [1, k− 1] − F ′
from u to v passing through (n1(x), n1(y)). Then P0 ∪ P1 + {(x, n1(x)), (y, n1(y))} − (n1(x), n1(y)) is as required.
Case 2.2. {n1(x), n1(y)} = {u, v}.
Without loss of generality, assume u = n1(x). If {(x, nk−1(x)), (y, nk−1(y))} ∩ F 0 = ∅, then, similarly, we may find a
required path because of {nk−1(x), nk−1(y)} ≠ {u, v}. So we consider the case that either (x, nk−1(x)) or (y, nk−1(y)) is faulty
below. Without loss of generality, assume that (x, nk−1(x)) ∈ F . Then (y, nk−1(y)), (x, n1(x)), (y, n1(y)) /∈ F .
As δ(u, nk−1(y)) = δ(x, y) = 1, Lemma 5.2 implies that there is a hamiltonian path P1 of Q [1, k − 1] − F ′ from u to
nk−1(y) passing through (n1(x), n1(y)) = (u, v). Then P0 ∪ P1 + {(x, u), (y, nk−1(y))} − (u, v) is as required.
Case 3. u ∈ V (Q [0]), v ∈ V (Q [j]), where 1 ≤ j ≤ k− 1.
Case 3.1. u ∈ {x, y}.
Without loss of generality, assume that u = x. By Lemma 5.1, there is a hamiltonian path P of Q [1, k− 1] − F from v to
n1(y). Then P0 ∪ P + (y, n1(y)) is as required.
Case 3.2. u /∈ {x, y}.
Choose a vertexw in Q [0]−{x, y} such that (w, n1(w)), (w, nk−1(w)) /∈ F and δ(u, w) = 1. By the induction hypothesis,
there is a hamiltonian path P ′0 of Q [0] − F ′0 from u tow. Note that x is an internal vertex of P ′0 and x is incident with exactly
two edges of Q [0] − F ′0. So, (x, y) ∈ E(P ′0). Without loss of generality, write P ′0 as ⟨u, P ′01, x, y, P ′02, w⟩.
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Case 3.2.1. |{(x, nk−1(x)), (y, nk−1(y))} ∩ F 0| = 0.
Without loss of generality, we assume that v ∈ V (Q [1, k/2]). By Lemma 5.1, there is a hamiltonian path P1 of
Q [1, k − 2] − F from n1(w) to v. By the induction hypothesis, there is a hamiltonian path Pk−1 of Q [k − 1] − F from
nk−1(x) to nk−1(y). Then P ′01 ∪ P ′02 ∪ P1 ∪ Pk−1 + {(x, nk−1(x)), (y, nk−1(y)), (w, n1(w))} is as required.
Case 3.2.2. |{(x, nk−1(x)), (y, nk−1(y))} ∩ F 0| = 1 and j ≥ 2.
Lemma 5.1 implies that there is a hamiltonian path P1 of Q [1, j− 1] − F from n1(x) to n1(y) and there is a hamiltonian
path P2 of Q [j, k− 1] − F from nk−1(w) to v. So P ′01 ∪ P ′02 ∪ P1 ∪ P2 + {(x, n1(x)), (y, n1(y)), (w, nk−1(w))} is as required.
Case 3.2.3. |{(x, nk−1(x)), (y, nk−1(y))} ∩ F 0| = 1 and j = 1.
Since there are atmost |F |−(2n−3)−1 = 2n−4 faulty edges in F\(F0∪{(x, nk−1(x)), (y, nk−1(y))}) and dQ [1](v) = 2n−2,
we have that there exist (2n− 2)− (2n− 4) = 2 distinct neighbours a, b of v in V (Q [1]) such that (v, a), (v, b), (a, n2(a))
and (b, n2(b)) are healthy edges. Set F ′1 = F1 ∪ (EQ [1](v) \ {(v, a), (v, b)}). Then |F ′1| ≤ (2n− 6)+ (2n− 4) = 4n− 10. By
the induction hypothesis, there is a hamiltonian path P1 of Q [1] − F ′1 from n1(x) to n1(y). Clearly, P1 is a hamiltonian path
of Q [1] − F1.
Suppose first that v ≠ n1(x). Without loss of generality, if v ≠ n1(y), write P1 as ⟨n1(x), P11, a, v, P12, n1(y)⟩; otherwise,
write P1 as ⟨n1(x), P11, a, n1(y)⟩. By Lemma 5.1, there is a hamiltonian path P ′ of Q [2, k− 1] − F from n2(a) to nk−1(w). So
if v ≠ n1(y), then P ′01 ∪ P ′02 ∪ P11 ∪ P12 ∪ P ′ + {(x, n1(x)), (y, n1(y)), (w, nk−1(w)), (a, n2(a))}} is as required (see Fig. 7);
otherwise, P ′01 ∪ P ′02 ∪ P11 ∪ P ′ + {(x, n1(x)), (y, n1(y)), (w, nk−1(w)), (a, n2(a))} is as required.
Suppose next that v = n1(x). Then δ(u, y) = 1.
Suppose that (x, nk−1(x)) ∈ F . Then (y, nk−1(y)) /∈ F . By the induction hypothesis, there is a hamiltonian path P ′′0 of
Q [0] − F ′0 from u to y. Recall that u /∈ {x, y}. Then (x, y) ∈ E(P ′′0 ). Choose an edge (s, t) of P ′′0 − y such that δ(u, s) = 0 and
(s, nk−1(s)), (t, n1(t)) /∈ F and u and s belong to the same component of P ′′0 − (s, t). In fact, there exist kn−1/2− 1 candidate
edges on P ′′0 − y and at most |F |− (2n− 3) = 2n− 3 faulty edges outside Q [0]. Furthermore, one faulty edge blocks at most
one candidate and kn−1/2− 1 > 2n− 3. Therefore, such an edge (s, t) exists.
As δ(u, s) = 0, we have that δ(v, t) = 0. Then δ(v, n1(t)) = 1. By Lemma 5.2, there is a hamiltonian path P ′1 of
Q [1] − F ′ from v to n1(t) passing through (n1(x), n1(y)) = (v, n1(y)). Lemma 5.1 implies that there is a hamiltonian
path P of Q [2, k − 1] − F from nk−1(s) to nk−1(y). Then P ′′0 ∪ P ′1 ∪ P + {(x, n1(x)), (y, n1(y)), (y, nk−1(y)), (s, nk−1(s)),
(t, n1(t))} − {(s, t), (x, y), (v, n1(y))} is as required (see Fig. 8).
Nowwe consider (x, nk−1(x)) /∈ F . Then (y, nk−1(y)) ∈ F . By Lemma 5.1, there is a hamiltonian path P of Q [2, k− 1] − F
from nk−1(x) to nk−1(w). By the induction hypothesis, there is a hamiltonian path P1 of Q [1] − F from n1(x) = v to n1(y).
Then P ′01 ∪ P ′02 ∪ P1 ∪ P + {(x, nk−1(x)), (w, nk−1(w)), (y, n1(y))} is as required (see Fig. 9). 
Lemma 5.5. Given an integer n ≥ 3 and an even integer k ≥ 4, if there exists a vertex a in some Q [i′] which is incident with
2n− 2 edges in Fi′ , where i′ ∈ {0, 1, . . . , k− 1}, then there is a hamiltonian path of Q kn − F from u to v.
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Fig. 9. A hamiltonian path joining u and v.
Proof. Without loss of generality, we assume that i′ = 0. Recall F is a conditional faulty edge set of Q kn . So
(a, n1(a)), (a, nk−1(a)) /∈ F . Observe that there are at most (4n− 6)− (2n− 2) = 2n− 4 faulty edges outside Q [0]. Since
dQ [0](a)− (2n−4) = 2, there exist two distinct neighbours b, c of a in V (Q [0]) such that ⟨nk−1(a), nk−1(b), b, n1(b), n1(a)⟩,
⟨nk−1(a), nk−1(c), c, n1(c), n1(a)⟩, (n1(b), n2(b)) and (n1(c), n2(c)) are all fault-free. Set F ′0 = F0 \ {(a, b), (a, c)}. Then
|F ′0| ≤ |F | − |F 0| − 2 ≤ 4n − 11 < 4n − 10 and fr ≤ |F | − dQ [0](a) − |F 0| ≤ 2n − 7 < 4n − 10 for r = 1, 2, . . . , k − 1.
Observe that F ′0 is a conditional faulty edge set of Q [0]. By Lemma 3.9, there is a hamiltonian cycle C of Q [0] − F ′0. Clearly,
(a, b), (a, c) ∈ E(C).
Case 1. u, v ∈ V (Q [0]).
By the induction hypothesis, there is a hamiltonian path P0 of Q [0] − F ′0 from u to v.
Suppose first that a /∈ {u, v}. Obviously, dP0(a) = 2. Then (a, b), (a, c) ∈ E(P0). By the induction hypothesis, there is a
hamiltonian path P1 of Q [1] − F from n1(a) to n1(c). By Lemma 5.1, there is a hamiltonian path P of Q [2, k − 1] − F from
nk−1(a) to nk−1(b). Then P0 ∪ P1 ∪ P + {(a, n1(a)), (c, n1(c)), (a, nk−1(a)), (b, nk−1(b))} − {(a, b), (a, c)} is as required.
Suppose next that a ∈ {u, v}. Without loss of generality, we assume that a = u. Then dP0(a) = 1. This implies that exactly
one of (a, b) and (a, c) lies on P0, say (a, b). By Lemma 5.1, there is a hamiltonian path P of Q [1, k − 1] − F from n1(a) to
n1(b). Then P0 ∪ P + {(a, n1(a)), (b, n1(b))} − (a, b) is as required.
Case 2. u, v ∈ V (Q [i]), where 1 ≤ i ≤ k− 1.
Without loss of generality, we assume that 1 ≤ i ≤ k/2. Since δ(n1(b), n1(c)) = 0 and δ(u, v) = 1, we have that
{n1(b), n1(c)} ≠ {u, v}. Without loss of generality, assume n1(c) /∈ {u, v}.
By Lemma5.1, there is a hamiltonian path P1 ofQ [i+1, k−1]−F fromnk−1(a) tonk−1(b). Note that |F∩E(Q [1, i]) ≤ 2n−4
and fr ≤ 2n− 7 for r = 1, 2, . . . , i. Lemma 5.2 implies that there is a hamiltonian path P2 of Q [1, i] − F from u to v passing
through (n1(a), n1(c)). Thus C ∪ P1 ∪ P2+{(a, n1(a)), (c, n1(c)), (a, nk−1(a)), (b, nk−1(b))}− {(a, b), (a, c), (n1(a), n1(c))}
is as required.
Case 3. u ∈ V (Q [0]), v ∈ V (Q [j]), where 1 ≤ j ≤ k− 1.
Without loss of generality, we assume that v ∈ V (Q [1, k/2]). Suppose that δ(a, u) = 1. By the induction hypothesis,
there is a hamiltonian path P0 of Q [0] − F ′0 from a to u. Clearly, either (a, b) ∈ E(P0) or (a, c) ∈ E(P0). Without loss of
generality, we may assume that the former case holds. By the induction hypothesis, there is a hamiltonian path Pk−1 of
Q [k− 1] − F from nk−1(a) to nk−1(b). By Lemma 5.1, there is a hamiltonian path P of Q [1, k− 2] − F from n1(a) to v. Then
P0 ∪ P ∪ Pk−1 + {(a, n1(a)), (a, nk−1(a)), (b, nk−1(b))} − (a, b) is as required.
Suppose that δ(a, u) = 0. If u = a, then, by the induction hypothesis, there is a hamiltonian path Pk−1 of Q [k − 1] − F
from nk−1(a) to nk−1(b). By Lemma 5.1, there is a hamiltonian path P of Q [1, k− 2]− F from n1(c) to v. Then Pk−1 ∪ C ∪ P +
{(a, nk−1), (b, nk−1(b)), (c, n1(c))} − {(a, b), (a, c)} is as required. In the following , we consider the case that δ(a, u) = 0
and u ≠ a.
Case 3.1. v ∈ V (Q [1]).
Note that there are at most |F | − (2n− 2) = 2n− 4 faulty edges outside Q [0]. As dQ [1](v)− (2n− 4) = 2, we have that
there exist two distinct neighbours s, t of v in V (Q [1]) such that {(v, x), (x, n2(x)), (x, n0(x)), (n0(x) , nk−1(x))} ∩ F = ∅ for
every vertex x ∈ {s, t}. Set F ′1 = F1 ∪ (EQ [1](v) \ {(v, s), (v, t)}). Then |F ′1| ≤ |F | − dQ [0](a)− |F 0| + (2n− 4) = 4n− 11.
Case 3.1.1. v ≠ n1(a).
By the induction hypothesis, there is a hamiltonian path P1 of Q [1] − F ′1 from n1(a) to n1(c). Noting that v ≠ n1(a) and
δ(n1(c), v) = 1, we have that (v, s), (v, t) ∈ E(P1). Without loss of generality, write P1 as ⟨n1(a), P11, s, v, t, P12, n1(c)⟩.
Then n1(c) ≠ s and so c ≠ n0(s). By the induction hypothesis, there is a hamiltonian path P0 of Q [0] − F ′0 from u to n0(s).
Suppose first that P0 can be written as ⟨u, P01, b, a, c, P02, n0(s)⟩. Clearly, |E(P02)| > 0. By Lemma 5.1, there
is a hamiltonian path P of Q [2, k − 1] − F from nk−1(a) to nk−1(b). Then the path P01 ∪ P02 ∪ P1 ∪ P +
{(a, n1(a)), (c, n1(c)), (a, nk−1(a)), (b, nk−1(b)), (s, n0(s))} − (v, s) is as required (see Fig. 10).
Suppose next that P0 can be written as ⟨u, P01, c, a, b, P02, n0(s)⟩.
If b ≠ n0(s), then |E(P02)| > 0. We may choose a neighbour w of nk−1(b) in V (Q [k − 1] − nk−1(a)) such that
(nk−1(b), w), (w, nk−2(w)) /∈ F , because dQ [k−1](nk−1(b)) − 1 − (|F | − (2n − 2)) = 1. As δ(v, nk−1(s)) = 1, we have
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that δ(nk−1(a), nk−1(s)) = 1. Lemma 5.2 implies that there is a hamiltonian path Pk−1 of Q [k − 1] − Fk−1 from nk−1(a) to
nk−1(s) passing through (nk−1(b), w) and (nk−1(b), nk−1(a)).
Note that δ(n2(t), nk−2(w)) = 1. By Lemma 5.1, there is a hamiltonian path P of Q [2, k − 2] − F from
n2(t) to nk−2(w). Then the path P01 ∪ P02 ∪ P1 ∪ P ∪ Pk−1 + {(a, n1(a)), (c, n1(c)), (a, nk−1(a)), (b, nk−1(b)), (t,
n2(t)), (w, nk−2(w)), (n0(s), nk−1(s))} − {(v, t), (nk−1(b), w)} is as required (see Fig. 11(a)).
If b = n0(s), then |E(P02)| = 0. Choose a neighbour w of nk−1(c) in V (Q [k − 1] − nk−1(a)) such that
(nk−1(c), w), (w, nk−2(w)) /∈ F . Lemma 5.2 implies that there is a hamiltonian path Pk−1 of Q [k− 1]− Fk−1 from nk−1(a) to
nk−1(b) passing through (nk−1(c), w) and (nk−1(c), nk−1(a)). By Lemma 5.1, there is a hamiltonian path P of Q [2, k− 2]− F
from n2(c) to nk−2(w). Then the path P01 ∪ P02 ∪ P1 ∪ P ∪ Pk−1 + {(a, n1(a)), (c, nk−1(c)), (a, nk−1(a)), (b, nk−1(b)),
(w, nk−2(w)), (s, n0(s)), (n1(c), n2(c)) } − {(v, s), (nk−1(c), w)} is as required (see Fig. 11(b)).
Case 3.1.2. v = n1(a).
By Lemma 5.1, there is a hamiltonian path P of Q [2, k − 1] − F from nk−1(a) to nk−1(c). Set F ′1 = F1 ∪ (EQ [1](v) \
{(v, n1(b)), (v, n1(c))}). Then |F ′1| ≤ 4n − 11. By Lemma 3.9, there is a hamiltonian cycle C ′ in Q [1] − F ′1. Clearly,
(v, n1(b)), (v), n1(c)) ∈ E(C ′). By the induction hypothesis, there is a hamiltonian path P0 of Q [0] − F ′0 from u to c.
Obviously, (a, b), (a, c) ∈ E(P0). Then the path P0 ∪ C ′ ∪ P + {(a, v), (a, nk−1(a)), (c, n1(c)), (c, nk−1(c)), (b, n1(b))} −
{(a, b), (a, c), (v, n1(b)), (v, n1(c))} is as required (see Fig. 12).
Case 3.2. v ∈ V (Q [2, k/2]).
Choose a vertexw ∈ V (Q [0]) such thatw /∈ {b, c} and δ(u, w) = 1. By the induction hypothesis, there is a hamiltonian
path P0 of Q [0]− F ′0 from u tow. Clearly, (a, b), (a, c) ∈ E(P0). Without loss of generality, write P0 as ⟨u, P01, b, a, c, P02, w⟩.
As w ≠ c , we have that |E(P02)| > 0. By the induction hypothesis, there is a hamiltonian path Pk−1 of Q [k − 1] − F from
nk−1(a) to nk−1(b).
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(a) u ≠ n1(a). (b) u = n1(a).
Fig. 14. A hamiltonian path joining u and v.
Choose a neighbour w′ of n1(c) in V (Q [1]) such that w′ ≠ n1(a) and (n1(c), w′), (w′, n2(w′)) /∈ F . Lemma 5.2 implies
that there is a hamiltonian path P1 of Q [1] − F from n1(a) to n1(w) passing through (n1(c), n1(a)) and (n1(c), w′).
As δ(v, n1(a)) = 0 and δ(n1(a), n2(w′)) = 1, we have that δ(v, n2(w′)) = 1. By Lemma 5.1, there is a hamiltonian
path P of Q [2, k − 2] − F from n2(w′) to v. Then the path P01 ∪ P02 ∪ P1 ∪ P ∪ Pk−1 + {(a, n1(a)), (a, nk−1(a)), (b,
nk−1(b)), (c, n1(c)), (w, n1(w)), (w′, n2(w′))} − (n1(c), w′) is as required (see Fig. 13).
Case 4. u ∈ V (Q [i]), v ∈ V (Q [j]), where 1 ≤ i ≠ j ≤ k− 1.
Without loss of generality, we assume that i < j.
Case 4.1. 1 ≤ i < j ≤ k− 2.
Clearly, {n1(a), n1(c)} ≠ {u, v}. By Lemma 5.2, there exists a hamiltonian path P ′ of Q [1, k− 2] − F from u to v passing
through (n1(a), n1(c)). By the induction hypothesis, there is a hamiltonian path Pk−1 of Q [k−1]−F from nk−1(a) to nk−1(b).
Then the path C∪P ′∪Pk−1+{(a, n1(a)), (c, n1(c)), (a, nk−1(a)), (b, nk−1(b))}−{(a, b), (a, c), (n1(a), n1(c))} is as required.
Case 4.2. 2 ≤ i < j ≤ k− 1.
Similar to Case 4.1, a hamiltonian path of Q kn − F from u to v can be constructed.
Case 4.3. i = 1 and j = k− 1.
Clearly, either δ(u, n1(a)) = 0 or δ(v, nk−1(a)) = 0. Without loss of generality, we assume that the former case holds.
Suppose first that u ≠ n1(a). By Lemma 5.1, there is a hamiltonian path P of Q [2, k − 1] − F from v to nk−1(a). By
Lemma 5.2, there is a hamiltonian path P1 of Q [1] − F1 from u to n1(c) passing through (n1(a), n1(b)) and (n1(a), n1(c)).
Thus C∪P1∪P+{(a, n1(a)), (a, nk−1(a)), (c, n1(c)), (b, n1(b))}−{(a, b), (a, c), (n1(a), n1(b))} is as required (see Fig. 14(a)).
Suppose next that u = n1(a). Lemma 5.2 implies that there is a hamiltonian path P ′ of Q [1] − F1 from n1(a) to n1(c)
passing through (n1(a), n1(b)). Choose an edge (s, t)of P ′−u such that (s, n2(s)), (t, n2(t)), (n2(s), n2(t)) /∈ F . By Lemma5.2,
there is a hamiltonian path P of Q [2, k − 1] − F from v to nk−1(a) passing through (n2(s), n2(t)). Then C ∪ P ′ ∪ P +
{(a, n1(a)), (a, nk−1(a)), (c, n1(c)), (b, n1(b)), (s, n2(s)), (t, n2(t))} − {(a, b), (a, c), (n1(a), n1(b )), (s, t), (n2(s), n2(t))} is
as required (see Fig. 14(b)). 
By Lemmas 5.1 and 5.3–5.5, we have:
Theorem 5.6. Given an integer n ≥ 2 and an even integer k ≥ 4, let F be a conditional faulty edge set of Q kn with |F | ≤ 4n− 6.
Then for any two vertices u and v of Q kn , there is a hamiltonian path of Q
k
n − F from u to v if u and v are in different parts.
6. Conclusions
In this paper, we considered the k-ary n-cube (even k ≥ 4) with some faulty edges such that each vertex is incident with
at least two healthy edges. We proved that such a k-ary n-cube with at most 4n − 6 faulty edges contains a hamiltonian
path joining any two vertices which belong to different parts. The above result shows that the conditional fault-tolerant
capability of the k-ary n-cube is nice in terms of the hamiltonian path embeddings, which can be used to study the building
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of terabit routers in the environment of k-ary n-cubes. Our further work is to consider the hamiltonian path embeddings of
conditional faulty k-ary n-cubes with odd k ≥ 3.
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