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ABSTRACT
The present study examined the effects of a classroom intervention on students’
metacognitive monitoring of retrieval practice performance feedback and metacognitive control
of future study decisions. The sample included 103 undergraduate students enrolled in five
sections of an introductory educational psychology course. A true experimental design was used
to randomly assign students to trained (n=49) and control (n=54) conditions within each section.
During the semester, students completed a pre- and post- metacognitive awareness
inventory (MAI), 10 practice-tests, 10 feedback monitoring assignments, and a cumulative final
examination. The feedback assignments required students to identify areas of mastery (i.e., welllearned topics) and areas of weakness (i.e., yet-to-be-learned topics). In addition, students were
asked to monitor the effectiveness of their current strategies (i.e., monitoring strategy use) and to
select a study strategy for their examination preparation (i.e., control strategy decisions). The
primary goals of this work were to examine whether training metacognitive monitoring and
control skills for retrieval practice increases students' academic performance, their independent
use of practice-testing, and the accuracy of the metacognitive monitoring judgments they make
based on external feedback.
The results suggest that students who completed the metacognitive retrieval practice
training scored higher on final exam items that were not previously quizzed, compared to the
control group. Path analysis results and mediation tests showed that training influenced multiple
additional factors, including metacognitive awareness for conditional knowledge, planning, and
evaluation strategies, monitoring accuracy for well-learned and yet-to-be-learned topics,
selection of targeted strategies for exam preparation, monitoring strategy use, control of strategy
use, practice-test frequency, and use of course objectives. In addition, trained students continued
iii

to repeatedly use practice-tests more often than the control group did over the course. An
unanticipated finding was that training led to less frequent monitoring of performance as
observed via the My Grades tool on the learning management system. This behavior was not
explicitly discouraged during training.
In an overall mediation model, when all of the relations among metacognitive, control,
and outcome variables were examined simultaneously, yet-to-be-learned monitoring accuracy
had the strongest indirect effect of training on final examination performance for non-quizzed
items. More specific models including individual endogenous factors demonstrated that yet-tobe-learned monitoring accuracy, well-learned monitoring accuracy, practice-test frequency, and
monitoring of my grades each were induced by training and influenced final examination
performance. These findings suggest that monitoring feedback accurately from practice-tests is
important and can be improved with training.
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CHAPTER 1
INTRODUCTION
Feedback is one of the most powerful influences on learning and achievement.

Hattie and Timperley, 2007, p. 81

Feedback is an important construct in educational practice because of its powerful effects
on enhancing learning by helping students identify errors (Butler, Karpicke, & Roediger, 2007).
In educational settings, feedback is information provided by an external agent (i.e., a teacher)
about some aspect of a student’s performance or understanding and reduces the gap between
what is well-learned and what is yet-to-be-learned (Hattie & Timperley, 2007; Kluger &
DeNisi,1996). Well-learned refers to content that a student has mastered, whereas yet-to-belearned refers to content that a student does not understand or has yet to master. Therefore,
feedback is powerful when it reduces the gap between a student’s current performance and a
learning goal (Sadler, 1989). Feedback is also found to enhance the effects of specific learning
strategies (Hattie & Timperley, 2007). One learning strategy that is enhanced by the power of
feedback is retrieval practice (Butler, Karpicke, & Roediger, 2007).
Retrieval practice, known interchangeably as the testing effect, is a highly potent learning
strategy for increasing retention of course materials (Rawson & Dunlosky, 2011; Roediger &
Karpicke, 2006a). Specifically, the act of retrieving information from memory on a practice-test
increases retention of information on a subsequent assessment (Roediger & Karpicke, 2006a).
Extensive research has shown that taking a practice-test increases performance on a final test in
comparison to restudying (see Roediger & Karpicke, 2006a; Rowland & Delosh, 2014; Wheeler
& Roediger, 1992; Wheeler, Ewers, & Buonanno, 2003). More recently, researchers have been
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interested in whether retrieval practice with feedback helps students monitor their learning
(Dunlosky & Rawson, 2012).
A review of contemporary literature found that feedback after a practice-test increases
learning because it provides students with the correct answer and an opportunity to correct their
previous errors (Butler, Karpicke, & Roediger, 2007; Butler & Roediger, 2008; Metcalfe &
Kornell, 2007). However, the majority of studies on retrieval practice with feedback have
evaluated whether the underlying cognitive processes of practice-testing are enhanced with the
presence of feedback in comparison to no feedback (Butler et al., 2007).
More recently, researchers have found that self-evaluation of practice-test performance is
a skill that is difficult for most college students (Grimaldi & Karpicke, 2012; Rawson &
Dunlosky, 2007). As an example, students are unable to objectively assess whether practice-test
answers are inaccurate, even when the correct answer is presented (Dunlosky & Rawson, 2012).
Specifically, students remain overconfident that their answers are accurate when, in fact, their
answers are inaccurate (Rawson & Dunlosky, 2007). This overconfidence interferes with
students’ self-evaluation skills from practice-test performance feedback and is found to lead to
lower subsequent test performance (Dunlosky & Rawson, 2012). These findings suggest that
retrieval practice with performance feedback does not seem to be enough to increase students'
abilities to accurately monitor their performance in relation to a learning goal.
Students’ inabilities to self-evaluate their own performance from feedback may be due to
poor metacognitive monitoring and regulation skills (Hattie & Timperley, 2007). Metacognition
is defined as “knowledge concerning one's own cognitive processes and products or anything
related to them" (Flavell, 1976, p. 232). Metacognition consists of monitoring processes and
control processes (Nelson & Narens, 1990). Metacognitive monitoring refers to knowledge about
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strategy and information pertaining to when and where to use strategies to support learning. For
example, a student may determine whether they understand information well enough after
evaluating feedback following a practice-test. On the other hand, metacognitive control refers to
regulating actions while studying (Nelson & Narens, 1990). For instance, a student may decide
they know information well enough from practice-test performance feedback and stop studying
the information for an upcoming exam or decide to use a different strategy. As can be seen by
the previous example, students' monitoring of learning from practice-test feedback should
directly influence future study control decisions.
Within some well-established models of self-regulation, feedback is essential for
effective self-regulation of cognitive activities (Banger-Drowns, Kulik, Kulik, & Morgan, 1991;
Pintrich, 2000; Winne & Hadwin, 1998). Butler and Winne (1995) emphasized that for
all self-regulated activities, feedback is an inherent catalyst. As learners monitor their
engagement with tasks, internal feedback is generated by the monitoring process. That
feedback describes the nature of outcomes and the qualities of the cognitive process that
lead to those states. We hypothesize that more effective learners develop idiosyncratic
cognitive routines for creating internal feedback while they are engaged with academic
tasks (p. 245).
This internal feedback is self-generated by the student during learning through metacognitively
monitoring outcomes and determining the effectiveness of learning strategies. Similarly, like
internal feedback, external feedback influences learning through monitoring actions (Butler &
Winne, 1995). Simply providing students with corrective feedback following a practice-test
affords the minimal effects of feedback on learning outcomes. Thus, it is not surprising that
students are poor at self-evaluating their performance from practice-test feedback. Therefore,
external feedback from practice-test performance is only beneficial if students can accurately
monitor and self-generate feedback about how to approach future learning to reduce
discrepancies between what is well-learned and what is yet-to-be-learned (Butler & Winne,
3

1995). The accuracy of self-generated monitoring processes from external feedback are central to
Winne and Hadwin's (1998, 2008) comprehensive model of self-regulated learning.
According to Winne and Hadwin (1998), evaluating external feedback from performance
is essential for accurate metacognitive monitoring processes and for enhancing cognitive
activities during future learning. Winne and Hadwin's (1998) model includes four phases of
learning: (1) task definition, (2) goal-setting and planning, (3) studying tactics, and (4)
adaptations to metacognition. Unlike many other SRL models, Winne and Hadwin's SRL model
hypothesizes that monitoring and control processes occur within each phase of learning. Using
the acronym COPES, Winne and Hadwin’s SRL Model describes the interaction of a person's
conditions, operations, products, evaluations, and standards. When a student is given a task, he or
she defines the task and standards based on certain task conditions (e.g., amount of study time)
and individual cognitive conditions (e.g., knowledge of study tactics or strategies). After the task
definition and standards are set, the student selects learning strategies and evaluates their
performance by comparing external evaluations (i.e., feedback) with the set of standards. The
external evaluations from performance are found to influence the next four phases of learning
(Winne & Hadwin, 1998).
According to this self-regulated feedback framework, the effectiveness of retrieval
practice as a self-regulated learning strategy in a classroom setting would depend on students'
abilities to monitor and regulate the strategy on their own learning through performance
feedback. Specifically, students would need to identify retrieval practice as an effective learning
strategy for increasing retention (task definition), choose to use the strategy (goalsetting/planning), implement the strategy effectively (i.e., repeated and spaced retrieval practice)
(study tactics), and correctly evaluate the success of their retrieval practice attempts to inform
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future study (adaptations to metacognition). However, researchers have found that students lack
metacognitive knowledge about effective strategies and struggle to self-regulate retrieval practice
on their own (Dunlosky & Rawson, 2012; Grimaldi & Karpicke, 2014; Karpicke, 2009; Kornell
& Son, 2009).
For instance, 55% of students report rereading as their number one study strategy
(Karpicke, Butler, & Roediger, 2009), even though rereading provides minimal benefits for exam
preparation (McDaniel & Callender, 2008). In addition, only 18% of students reported that they
use practice-testing during study and the majority of students who did report that they practice
test use the strategy to monitor learning, rather than to improve learning (Karpicke et al., 2009).
These findings suggest that students lack metacognitive awareness about the benefits of retrieval
practice.
This lack of metacognitive awareness is also found to influence students’ ability to
accurately monitor their use of strategies that enhance future memory. Specifically, students may
not report using the learning strategy because they are relatively unaware of retrieval practice as
an effective strategy for increasing learning and performance. Several researchers have found
that when students are asked to predict their future performance (i.e., judgments of learning;
JOLs) after taking a practice-test versus restudying the information, students consistently predict
their performance will be higher on a future test following restudy (Agarwal, Karpicke, Kang,
Roediger, & McDermott 2008; Karpicke & Roediger, 2008; Roediger & Karpicke, 2006b).In
addition, Sitzman, Rhodes, and Kornell (2016) found that students are often overconfident before
a practice-test or following restudy, whereas they become underconfident after taking a practicetest. However, on a future test, students underestimate the effects of retrieval practice for
increasing learning because they believe that restudying information will lead to higher final test
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performance. These findings suggest that students do not accurately monitor their learning from
retrieval practice.
It follows that if students are unable to accurately monitor their learning following
retrieval practice, they will make poor decisions while studying, which will lead to poor
performance in the classroom (Thiede, Anderson, & Therriault, 2003). In fact, researchers have
found that students are relatively poor at self-regulating retrieval practice on their own. When
students are given the choice to use retrieval practice for no class credit, they choose not to
practice-test (Trumbo, Leiting, McDaniel, Hodge, 2016). In addition, when students are
expected to self-regulate retrieval practice, students are unaware how to effectively regulate
retrieval practice on their own (e.g., repeated retrieval that is spaced over several weeks)
(Karpicke, 2009).
Students’ poor self-evaluations of performance from retrieval practice feedback are likely
due to the fact that students lack knowledge about (1) the effectiveness of retrieval practice as a
learning strategy and (2) how to regulate retrieval practice on their own. That is, external
feedback evaluations would not inform future study decisions in the absence of accurate
monitoring and control processes during each learning phase. In addition, these findings are not
surprising given that college students’ use of effective study strategies is poor without direct
instruction (McCabe, 2011).
Given the importance of monitoring and feedback in the self-regulated learning process,
researchers have focused on ways to improve monitoring accuracy in the classroom through use
of effective learning strategies. Tullis, Finley, and Benjamin (2013) found that students could
learn about the benefits of practice-testing over restudy, but only with sufficient external support
(i.e., scaffolding). More recently, researchers have evaluated the effects of training on
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metacognitive monitoring of retrieval practice in a laboratory setting. Fernandez and Jamet
(2017) evaluated whether students’ monitoring of newly learned information influenced their
judgments of learning (i.e., metacognitive processes) using a think-aloud protocol. They found
that students in the practice-test group were less overconfident and performed better on a posttest questionnaire. In addition, practice-testing effects were mediated by self-regulated processes
on the post-test questionnaire.
In a similar study, Ariel and Karpicke (2017) provided students with a minimal retrieval
practice intervention in which students learned about the benefits of repeated retrieval practice.
They were specifically interested in whether students chose to study foreign word pairs
differently as a result of the intervention. They found that students in the strategy intervention
group chose to practice-test more often a week later and continued to practice successful
attempts more times before choosing to drop practice items from further learning. However,
these researchers failed to assess whether students were better able to monitor their performance
as a result of training and whether monitoring influenced future control of strategy selection.
Importantly, efforts have not been made to develop students’ skills for interpreting
feedback or for planning future study based on their performance during retrieval practice. Such
feedback evaluation skills are critical to develop since students are poor evaluators of their own
performance, and these evaluations are central to restudy decisions.
Statement of the Problem
Given that students do not report using retrieval practice often in a college course
classroom, cannot accurately monitor or self-evaluate what is well-learned and yet-to-be-learned
from practice-tests with feedback, and do not understand how to effectively regulate retrieval
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practice on their own, there is a significant need to assist students in self-regulation of retrieval
practice. I intended to provide such training through a web-based intervention.
To date, there have been few attempts to implement metacognitive training of retrieval
practice in a classroom context in order to better understand how students monitor their
performance after receiving feedback from practice-tests and how this, in turn, influences their
future study decisions. Therefore, there is a significant need for determining whether students
can be trained to (1) understand the benefits of retrieval practice, (2) implement retrieval practice
effectively (i.e., repeated practice-tests), (3) accurately monitor their knowledge of well-learned
and yet-to-be-learned content from evaluating feedback with more fine-grained analyses using
weekly practice-tests, and (4) effectively control their future study decisions (i.e., targeted study
strategies in training) to continue using retrieval practice in a college classroom context and
whether scaffolding these learning processes improves academic outcomes.
Purpose of the Study
The present study examined the effectiveness of a metacognitive retrieval practice
intervention embedded in the current instructional practices by instructors in a college-level
educational psychology course designed for pre-service teachers. The purpose of the study is to
determine whether retrieval practice feedback training influences students’ views about the
benefits of retrieval practice, frequency of self-directed practice-test use across the course,
monitoring accuracy of well-learned versus yet-to-be-learned information from performance
feedback, effective control of future study decisions (i.e., choosing to use retrieval practice), and
overall course performance.
During the semester, students took 10 weekly multiple-choice practice-tests with
feedback followed by a feedback assignment as part of the course materials. The feedback
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assignments required students to self-report their monitoring of well-learned versus yet-to-belearned course information based on the feedback provided on the practice-tests. In addition,
students were asked to evaluate the effectiveness of their current study strategies and make future
study decisions. During the fourth week of the semester, students were randomly assigned to the
trained or a control group. Students in the trained condition learned about the benefits of retrieval
practice, how to self-regulate the learning strategy on their own, and how to evaluate feedback.
Students in the control group completed a series of readings and activities aligned to course
topics.
The present study was guided by Winne and Hadwin’s (1998) model of self-regulated
learning because metacognitive monitoring and control processes are the driving force within
each phase of learning in this framework. At each phase, students must metacognitively monitor
their cognitive strategies and evaluate feedback about their performance and adapt their cognitive
strategies in the next learning phase (Winne & Hadwin, 1998).
Therefore, my purpose was to investigate whether students could be trained to more
accurately monitor their learning from formative practice-test performance feedback and whether
the accuracy of monitoring feedback influenced future study decisions and exam performance.
The study extends the current literature by (1) testing a novel metacognitive retrieval practice
intervention that focuses on training the benefits of retrieval practice (2) how to monitor
feedback from a practice-test, (2) evaluating whether students’ metacognitive awareness and
monitoring accuracy of practice-test performance feedback increases across topics in a college
course as a result of training, and (3) evaluating the effects of training on monitoring strategy
use, metacognitive control of future study decisions, and behaviors (i.e., practice-test use, course
objective use, and monitoring My Grades). In addition, the present study evaluated whether
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monitoring accuracy, monitoring strategy use, control of strategy decisions, and learning
behaviors influence future performance.
Research Questions
My specific research questions and hypotheses were:
Research Question 1. Does participation in a metacognitive monitoring and control training
of retrieval practice lead to a significant increase in course performance (i.e., final
examination performance for non-quizzed items)?
The Performance Outcome Hypothesis: Given that effective self-regulated learners earn higher
grades because they use appropriate metacognitive monitoring and control processes (Butler &
Winne, 2005), I expected that training would increase monitoring accuracy of retrieval practice
feedback and students would better regulate their learning and implementation of retrieval
practice in subsequent study sessions. In line with prior research, for all students, items that were
previously quizzed with feedback should increase performance on those identical items on a
subsequent test, regardless of training (Roediger & Karpicke, 2006a). However, more controlled
use of study strategies from enhanced external evaluations should increase performance for
information that was not previously quizzed. As a result, I anticipated that students’ selfregulation of retrieval practice would be more effective, leading to higher final exam
performance on non-quizzed items.

Research Question 2. Does participation in a metacognitive training of retrieval practice
lead to a significant increase in self-reported metacognitive awareness (i.e., MAI scores)?
The Students’ Metacognitive Awareness Hypothesis: Based on prior research, metacognitive
awareness can be increased through strategy training (Amzil, 2014). The degree to which
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metacognitive retrieval practice training will enhance specific aspects of metacognitive
awareness (i.e., Knowledge about Cognition [Declarative Knowledge], [Procedural Knowledge],
[Conditional Knowledge], and/or Regulation of Cognition [Planning], [Information Management
Strategies], [Comprehension Monitoring], [Debugging Strategies], and [Evaluation]) is
exploratory. I hypothesized that effects would be strongest on the items relating to planning,
comprehension monitoring, and evaluation of goals and learning strategies; information
management strategies are not addressed directly in training and impact should thus be minimal.
Research Question 3. How well can students monitor performance feedback after a practicetest?
3a. Does students' accuracy for monitoring performance feedback differ for well-learned
versus yet-to-be-learned information after a practice-test?
3b. Does students’ accuracy of self-evaluations for monitoring performance feedback for
well-learned versus yet-to-be-learned information after a practice-test increase over time
as a result of training?
3c. Do students select more effective strategies for quiz preparation over time as a result of
training?
3d. Do students select more effective strategies for exam preparation over time as a result of
training?
The Monitoring Accuracy of Feedback Hypothesis: Metacognitive monitoring describes the
ability to identifying well-learned and yet-to-be-learned information to inform future control of
study decisions (Nelson & Narens, 1990). External feedback after performance is used to close
the gap between current understandings and a learning goal (Butler & Winne, 1995) and directly
influences the next phases of learning (Winne & Hadwin, 1998). Based on retrieval practice
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research, feedback after a practice-test is helpful for correcting errors (Butler et al., 2007).
However, students lack the ability to self-evaluate their retrieval practice performance.
Specifically, after viewing the correct answer, students identify that their answer is partially or
fully correct when, in fact, it is completely inaccurate (Dunlosky & Rawson, 2012). Because
students have trouble discriminating well-learned from yet-to-be-learned information from
practice-test performance feedback, I first investigated whether students can accurately monitor
both well-learned and yet-to-be-learned information from performance feedback. Second, since
retrieval practice with feedback has little effect on monitoring accuracy across content in a
classroom setting (see Bol & Hacker, 2001; Bol, Hacker, O'Shea, & Allen, 2005), I investigated
whether training increased monitoring accuracy of practice-test feedback performance.
In addition, I expected that training would increase use of targeted strategies and decrease
use of non-targeted strategies for both practice-test preparation and exam preparation. Use of
targeted strategies was expected to mediate the effects of training on final examination
performance.
Research Question 4: Does participation in a metacognitive training of retrieval practice
lead to a significant increase in the use of practice-tests (frequency)? In addition, do students
space their use of practice-testing?
Effective Practice-Testing Behavior Hypothesis. students in the trained condition learned
about how to implement retrieval practice on their own. Therefore, I expected that students’
behaviors (i.e., number of practice tests attempts) would be different for those in the trained
condition versus the control condition. This question was exploratory but provides fine-grained
behavioral analyses from the learning management system (LMS) and provides additional
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indications about training on students’ subsequent control decisions to voluntarily regulate
retrieval practice effectively (see Ariel & Karpicke, 2017).

Research Question 5. Are the effects of metacognitive training mediated by students’
subsequent metacognitive monitoring practices when interpreting feedback (i.e., superior
accuracy in labeling well-learned and yet-to-be-mastered topics), their subsequent study
decisions (i.e., voluntary practice-test use, monitoring strategy use, or strategy control decisions; 1, 2, and 3, below) on final exam performance (i.e., non-quizzed items)?
The Mediation Hypothesis: Monitoring Processes: Researchers view monitoring as a mediator on
subsequent performance in a retrieval practice framework (Roediger, Putnam, & Smith, 2011). In
addition, the effects of feedback on performance is found to be mediated on how feedback is received and interpreted from the learner on a self-assessment (Hattie & Timperley, 2007). Thus, I
expected that the effects of training on final exam performance (non-quizzed) would be mediated
by the accuracy of students to be able to monitor well-learned and yet-to-be-learned information.
Control Processes: In addition, I expected that the effects of training on final exam performance
(non-quizzed) would be mediated by the types of study decisions students make during learning.
1. Voluntary Practice-Test Use: I expected that training would increase students’ use of practice-tests (i.e., repeated practice). As a result, more practice-testing would lead to increased
studying (Roediger, Putnam, & Smith, 2011), leading to higher exam performance.
2. Monitoring Strategy Use: I expected that training would assist students in accurately monitoring whether their study strategies during learning were adequate for progressing towards
their learning goal. As an example, if students performed poorly on a practice-test and they
report using rereading as their study strategy that week on the feedback assignment, students
who monitor strategy use accurately would report that they need to study differently in the
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next phase of learning. On the other hand, if students perform well on the practice-test and
chose an effective strategy (i.e., practice-testing), then they would also be accurately monitoring strategy use. I hypothesized that training would increase accurate monitoring of strategy
use; leading to high exam performance.
3. Strategy Control Decisions: Students were asked which study strategy they plan to use in the
next phase of learning. Students were taught about retrieval practice, spacing, and using feedback to determine unknown topics as effective study strategies and about ineffective strategies
(i.e., rereading, summarizing, and highlighting/underlining; see Dunlosky et al., 2013). Therefore, I expected that training would help students choose more effective study strategies that
are trained (targeted strategies) in subsequent study sessions; leading to high performance on
the final exam (for the non-quizzed items). In addition to self-report measures, I evaluated behavioral data on the LMS website to observe whether students’ self-regulatory behaviors in a
course differ as a result of training. I specifically assessed: (1) Frequency of Practice-Test Use
(the number of times students access the practice-tests across each week) and (2) Self-Evaluation of Success Criteria (the use of the course objectives to regulate their learning goals or
checking “My Grades”). These regulatory skills are specifically addressed during training.
Interactive Effect of Monitoring Through Control Processes: Since monitoring external feedback
is hypothesized to influence future study decisions (Winne & Hadwin, 1998, 2008), I expected
that training would be mediated by way of accurate monitoring of feedback performance (welllearned and yet-to-be-learned) and effective study decisions (e.g., voluntary use of practice-tests,
monitoring strategy use, and strategy control decisions), on final exam performance (for the nonquizzed items).
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Definition of Terms
Trained Condition – Students who are trained about the benefits of retrieval practice as a
learning strategy, how to regulate retrieval practice, and how to interpret and monitor
feedback from practice-test performance to inform future study decisions.
Control Condition – Students who receive the same amount of reading and assignments as the
trained condition. However, the content of the control condition is related to another topic
covered in the course (i.e., behaviorism).
Targeted Strategies – Strategies specifically trained, including practice-testing, using quiz
feedback, focusing on unknown topics, and spacing or scheduling practice-testing.
Non-Targeted Strategies – Strategies not specifically trained. For instance, reading, rereading,
summarizing, and/or highlighting.
Practice-tests – Weekly chapter quizzes comprised of 10-15 multiple-choice items with
immediate corrective feedback.
Monitoring Accuracy – Students' self-reported evaluations of feedback of performance on each
self-assessment quiz. Students who are able to monitor well-learned information and yetto-be-learned information from feedback performance based on their actual practice-test
performance. For example, students report that they understand a topic, Piaget, and they
correctly answered 85% of the Piaget items on the practice-test will be considered to be
accurately monitoring their practice-test performance feedback.
Well-Learned Monitoring Accuracy – Students who accurately identify topics from the practicetest that they correctly answer.
Yet-to-be-Learned Monitoring Accuracy – Students who accurately identify topics from the
practice-test that they incorrectly answer.
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Monitoring Strategy Use – Students who indicate, in response to post-quiz reflection prompts,
that they should study differently (e.g., employ a different strategy) based on practice-test
performance need to modify study.
Strategy Control Decisions – Students who self-report that they will select effective study
strategies (i.e., targeted strategies) for the next phase of learning on the feedback
assignments.
Significance of the Study
This study is a significant endeavor in training students about effective use of retrieval
practice in the college classroom. This study adds to the existing research on how retrieval
practice is a powerful learning strategy (see Roediger & Karpicke, 2006a), but focuses on the
relationship between retrieval practice and self-regulated learning processes through an
intervention with students (extending upon Ariel & Karpicke’s 2017 minimal intervention on
training retrieval practice benefits). The results from this study may also be beneficial to the
students and instructors when they implement the effective learning strategies in their future
courses. Moreover, this research provides important recommendations on how to train students
to attend to feedback, interpret it accurately, and use it to plan the amount and types of
restudying they will need to conduct in order to master course material.
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CHAPTER 2
LITERATURE REVIEW
In this section, I review and evaluate the current state of research on the various
theoretical explanations and features of a practice-test that enhance learning. Since the focus of
the proposed study is on enhancing metacognitive processes through training of retrieval
practice, the research I review on the cognitive processes is not meant to be exhaustive, but
rather selective and exemplary. These findings provide empirical support for the features of
retrieval practice that provide the greatest benefits for learning and are the foundation for training
students about the benefits of retrieval practice. Thereafter, I discuss the current state of research
on the metacognitive monitoring and control processes afforded by retrieval practice and the few
investigations on training students about retrieval practice. Finally, I conclude with the purpose
of the present study, a presentation of preliminary findings from pilot research, and a discussion
of how I seek to optimize self-regulated learning of retrieval practice in the next phase of my
research.
Cognitive Mechanisms Underlying Effects of Retrieval Practice on Performance
Research based on the early work of Tulving (1967) and Roediger and Karpicke (2006b)
has continued to show that retrieval practice is an effective tool for enhancing learning and
retention of material. Several ideas exist regarding the cognitive processes underlying retrieval
practice (e.g., Carpenter, 2009; Glover, 1989; Roediger & Butler, 2011; Roediger & Karpicke,
2006a). The various theoretical explanations focus on the direct effect of testing and how the
simple act of taking a practice-test promotes superior retention of information in long-term
memory in comparison to re-studying material. These diverse explanations refer to different
mechanisms when explaining the effects of testing on memory and provide support for how these
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various mechanisms may be moderated during retrieval. One clear theoretical explanation has
yet to be established to explain why this testing phenomenon powerfully increases memorial
processes. Thus, the present theoretical explanations serve to illustrate the potential underlying
cognitive processes involved in retrieving information from memory during a practice-test.
Although the present study focuses on the metacognitive benefits of retrieval practice, it is
important to identify the various explanations for the cognitive processes of retrieval practice
since they will inform some of the variance accounted for by the direct effects of practice-testing
on retention.
Amount- of- Processing Hypothesis. Early investigations of retrieval practice found that
retention of information is increased after taking a test in comparison to no-test or a study-only
condition (Glover, 1989). The explanation for this finding is that testing enhances memory
because it provides an additional exposure to the material and increases overall study time
(Thompson, Wenger, and Barling, 1978). This hypothesis has been largely discounted by
compelling evidence that retention of information is enhanced after testing, even when equal
amounts of re-exposure to material is provided to students in a restudy condition (e.g. Carpenter
& Delosh, 2005; Karpicke & Roediger 2006a; Karpicke & Roediger, 2007; Rowland & Delosh,
2014; Wheeler & Roediger, 1992; Wheeler et al., 2003). Thus, several researchers have
evaluated this hypothesis and have determined that it is not a viable explanation. Instead,
researchers hypothesize that there is something uniquely beneficial about the act of retrieval (as a
mechanism) during testing.
Retrieval Effort Hypothesis. In an attempt to identify the underlying mechanism
responsible for enhanced memory following retrieval, theorists have turned their attention more
closely to the difficulty or effort required during retrieval on a practice test. Similar to the
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desirable difficulties framework (see Bjork, 1994), the retrieval effort hypothesis claims that the
more difficult it is to retrieve information during a practice-test, the more likely that information
will be remembered over time, in comparison to information that is easy to retrieve (Bjork, 1975;
McDaniel & Masson, 1985). Thus, the benefits of retrieval practice are decreased as retrieval
becomes easier. For instance, a practice test that requires retrieval effort produces larger testing
effects when cues are not provided (Carpenter & Delosh, 2006) and when there is an increased
delay between study and practice testing (Karpicke & Roediger, 2007). Pyc and Rawson (2009)
showed that longer intervals between practice testing sessions increased recall difficulty. In their
new theory of disuse framework, Bjork and Bjork (1992) differentiated between retrieval
strength (ease of recall) and storage strength (how well information is learned). In line with the
effortful retrieval hypothesis, a difficult practice-test (low retrieval strength) provides a greater
benefit for storage strength (deeper learning). Support for effortful retrieval has generally found
that as difficulty of practice-testing increased, final test performance also increased.
Although the specific underlying mechanisms are not clearly identified in this retrieval
effort framework, a few basic ideas exist. First, the elaborative retrieval hypothesis emphasizes
that when complex information is presented, retrieval processes enable a systematic memory
search for the information by activating related information in long-term memory until the
targeted information is found (Bjork, 1975; Carpenter, 2009). Specifically, the activation of a
memory search for the targeted information during retrieval will “spread to other related
concepts and eventually activate an elaborative semantic network with multiple pathways
leading to the correct target” (Carpenter, 2009, p. 1564). Thus, the more difficult the practicetest, the more likely we are to perform a thorough memory search for the related information
(Bjork, 1975; Carpenter, 2009; Carpenter & Delosh, 2006). As a result, we will be more likely to
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associate a number of retrieval cues to the information we would like to retrieve, thereby
increasing the likelihood of later retrieval and retention of the learned information (via multiple
routes). Overall, Carpenter (2009) found support that the elaborative activation that occurs
during a difficult practice-test may be an underlying mechanism that explains why retrieval
provides additional benefits over restudy.
Second, the mediator effectiveness hypothesis (Pyc & Rawson, 2010) provides an
additional explanation for when participants use a link (a word, for example) between the cue
and targeted information. Under this hypothesis, the mediators are created during the practicetest and serve as an underlying mechanism for increasing retention of information on a final test
(Pyc & Rawson, 2010). If a practice-test is difficult, the participant will activate more mediating
information that will serve as a mechanism to increase retrieval on a later exam.
Transfer-Appropriate Processing. In contrast to effortful retrieval, many contemporary
theorists emphasize the importance of the similarities or overlap between the type of cognitive
processing required on a practice test and a final test. The transfer-appropriate processing
hypothesis posits that the underlying mechanism responsible for the benefits of retrieval practice
is a result of the overlap in processing of how information is encoded during practice-testing and
the processing necessary for retrieval later (McDaniel, Friedman, & Bourne, 1978; Morris,
Bransford, & Franks, 1977). Based on Tulving and Thomson's (1973) encoding specificity
principle, memory is enhanced when information is retrieved in the same way it was encoded.
The transfer-appropriate processing theory emphasizes that the type of processing during a final
test is enhanced when a practice-test and final test elicit the same type of processes. Researchers
have previously focused on the cognitive processing required by the type of test format to
support this theoretical explanation. For instance, if a student takes a recall practice-test, the
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student will perform better on a final test that requires recall in comparison to recognition
processes.
However, there is mixed support for this theoretical explanation. Several researchers have
found that testing produced benefits when the practice-test format did not match the final test
format. For instance, Carpenter and DeLosh (2006) found that students who completed a free
recall practice-test performed significantly better on a final cued recall test in comparison to
taking a cued recall practice test or recognition test. These findings contradict the transferappropriate processing explanation because final test performance was not highest when the
practice-test and the final test elicited the same type of processing (e.g., free recall). Others have
also found that recall on short-answer practice-tests increase the effects of testing on a final
multiple-choice test, especially when feedback is provided (Kang et al., 2007). Given that many
theorists support this explanation for the effects of testing, understanding whether transferappropriate processing is a suitable explanation for the testing effect will be evaluated.
Bifurcation Model Explanation. The most recent theoretical explanation of retrieval
practice is the bifurcation model (Kornell, Bjork, Garcia, 2011; Halamish & Bjork, 2011).
According to this model, the tested items (without feedback) that are successfully retrieved
during practice-testing increase memorial processes and will be retained at a higher “threshold”
than items that were not successfully retrieved (Kornell, Bjork, Garcia, 2011). Thus,
unsuccessful retrieval attempts do not benefit from the testing effect if feedback is not provided.
For example, a practice-test that is presented without feedback will produce bifurcated items
through the correct (high threshold) and incorrect answers (low threshold) (Kornell et al., 2011).
For the restudy items, all items are increased equally in reference to retention of information on a
future test. However, restudying does not provide the same memorial benefits as the successfully
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retrieved items in the tested set. In contrast to the effortful retrieval hypothesis, which focuses on
practice-test difficulty, the bifurcation model emphasizes that testing effects are increased when
the final test is more difficult (Kornell et al., 2011). The importance is placed on the difficulty of
the final test. The more difficult the final test, the more likely that correct answers that were
identified on the practice-test will be produced on the final test.
Retrieval Practice Features that Enhance the Cognitive Benefits
In an attempt to understand which of these diverse theoretical explanations accounts for
the effects of practice-testing, researchers have identified specific direct and indirect benefits of
taking a practice-test. Accordingly, retrieval practice has been supported by decades of research
in an attempt to identify underlying causal mechanisms responsible for superior retrieval. Since
several different theoretical views exist, interest in retrieval practice has shifted to identifying
which features of the practice-test can influence the cognitive effects of retrieval practice on
long-term retention. These various features have been extensively reviewed in the retrieval
practice literature in an attempt to identify the underlying causal mechanisms and to optimize the
cognitive effects of practice-testing. Three recent meta-analyses include both laboratory and
classroom research in an effort to synthesize the magnitude of effects of retrieval practice on
long-term retention. Table 1 presents the general recommendation for interpreting Hedge’s g and
Cohen’s d presented throughout this paper.
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Table 1
General recommendation for interpreting effect sizes by Cohen (1988) & Hedge (1981)
Effect Sizes

Cohen’s d

Hedge’s g

Small

0.25

0.25

Medium

0.5

0.5

Large

0.8

0.8

Note: Effect sizes are reported for all studies that included information to calculate effect sizes.

Overview of Three Recent Meta-analyses
Christopher Rowland’s (2014) meta-analysis included 61 laboratory studies and
systematically evaluated the effects of practice-testing, in comparison to restudy, on retention. In
addition, Rowland (2014) investigated support for the various theoretical explanations, presented
in the previous section. In contrast, Adesope, Trevisan, and Sundararajan (2017) conducted a
meta-analysis to investigate the conditions in which practice-testing produced large effects on
learning. Unlike Rowland’s (2014) investigation, Adesope et al. (2017) included both laboratory
and classroom studies in an attempt to understand effects of practice-testing in various settings.
Their analysis included 118 studies; 30 studies were coded as classroom research. The mean
weighted effects of practice-testing in the classroom studies (g= .67) were slightly larger than the
effects from laboratory studies (g= .62). This direct comparison provides evidence that retrieval
practice is a powerful learning tool and its effects on improving learning translate to the
classroom setting. Last, Schwieren, Barenberg, and Dutke's (2017) meta-analysis included 19
retrieval practice studies conducted in a psychology classroom context. These three metaanalyses provide implications for the effects of retrieval practice and the features that influence
the magnitude of those effects, both in the laboratory and the classroom setting. Table 2 presents
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a comparison of the mean weighted effects included in the meta-analyses and found to influence
the effects of practice-testing.
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Table 2
Comparison of Mean Weighted Effects from Three Meta-analyses
Moderator

Rowland (2014)
(Hedge’s g)

Adesope et al. (2017)
(Hedge’s g)

Schwieren et al. (2017)
(Cohen’s d)

.69
.43
-

.66
.64
.47

.34
.73
-

-

.51
.93

.73
.34

-

.70
.51
.81

-

.41
.69
-

.56
.82
.69

-

.31
.57
.49

.70
.58
.40

-

.46
.58

.63
.53

-

.73
.39

.63
.60

.60
.42

-

.67
.62

-

Design
Between
Within
Random
Nonrandom
Control
Restudy
No Test
I Number of Practice Tests
One
Two or More
Mixed (1+more than 1)
Retention Interval
< 1 day
≥ 1 day
1-6 days
7-42 days
Test Format
Multiple-Choice
Cued-Recall
Free-Recall
Initial-Final Test Format Match
Same
Different
Feedback
Yes
No
Study Setting
Classroom
Laboratory

Note. g= mean weighted effect size; d= mean weighted effect size
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Repeated Practice
One aspect extensively researched and supported by several reviews of research on
retrieval practice that was not supported by Adescope et al.'s (2017) findings is the effect of
repeated retrieval on long-term retention. Adescope et al. (2107) found larger effects for studies
that included one test (g= 0.70), in comparison to two or more tests (g= 0.51). In contrast, several
researchers have found that final test performance is increased with multiple practice-tests in
comparison to one practice test (Karpicke & Roediger, 2007, 2010; Logan & Balota, 2008;
Vaughn & Rawson, 2011). Wheeler et al. (2003) found that taking a practice-test four times
increased retention a week later in comparison to repeated study (d= 0.25). Vaughn and Rawson
(2011) found that taking a practice-test four or five times increased final test performance in
comparison to taking one practice test. As a result, Rawson and Dunlosky (2011) concluded that
five to seven retrievals were optimal for learning before retrievals start to provide minimal
benefits.
However, repeated retrieval is not beneficial without a delay. Glover (1989) found that
students who took two, spaced practice-tests increased their performance by 30% in comparison
to students who took two practice-tests immediately after one another (massed) or one practicetest. In fact, taking two, massed practice-tests did not differ significantly from taking one test,
showing no additive benefits of repeated retrieval in a short-time span. Karpicke and Roediger
(2007) also found that a single delayed test with feedback increased performance by 23%, in
comparison to seven massed tests (d= 0.66). These medium effects show the advantage of
spacing a practice-test after study. Similarly, Pyc and Rawson (2009) found that repeated
retrieval occurring every minute did not increase benefits, even if the items were successfully

26

retrieved. Therefore, repeated practice-testing in a short amount of time is not beneficial for
increasing the magnitude of testing effects.
Overall, these findings suggest that repeated retrieval is beneficial for increased learning.
However, if students do not space their repetition of practice-tests, repeated practice provides
minimal benefits. For this reason, it is not clear whether Adescope et al. (2017) included studies
that had massed repeated practice-tests. However, taking at least one (or more) practice-test
significantly improves performance relative to not taking a practice-test.
Retention Interval
Spacing between the practice-test and final test has also been found to be particularly
important for the effects of retrieval practice on long-term retention. Karpicke and Roediger
(2006b, experiment 2) investigated the effects of repeated testing on retention. They compared
three conditions: studied a passage four times (SSSS), studied it three times and took one test
(SSST), or studied it one time and took three tests (STTT). During study sessions, the
participants had five minutes to study the passage. During practice tests sessions, the participants
were told to write down what they could remember (free-recall). The final free-recall test
occurred either five minutes or one-week later. On the immediate recall final test (five minutes
after study or testing conditions), the SSSS condition outperformed both of the SSST (d= 0.59)
and STTT conditions (d= 1.22). The SSSS condition recalled 83% of the material, whereas the
SSST condition recalled 78% and the STTT condition recalled 71% (Karpicke & Roediger,
2006b). Therefore, on an immediate test, students who repeatedly studied (SSSS) remembered
12% more of the information in comparison to students who repeatedly practice-tested (STTT)
and 5% more than students who repeatedly studied and took one practice test (SSST). These
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large effects for the SSSS in comparison to the STTT condition show the benefits of repeated
studying over repeated testing on the immediate recall test.
In contrast, on the one-week delay free-recall test, the STTT condition outperformed the
SSST (d= 0.31) and SSSS conditions (d= 1.26). The SSST condition also outperformed the SSSS
condition (d= 0.82) (Karpicke & Roediger, 2006b) Specifically, the STTT condition recalled
61% of the material, whereas the SSST recalled 56% and the SSSS condition recalled 40%.
Students who repeatedly tested (STTT) during study remembered 21% more of the information a
week later in comparison to students who repeatedly studied (SSSS) and 5% more than students
who took one practice-test during study (SSST). Students who took one practice test also
remembered 16% more than students who repeatedly studied (Karpicke & Roediger, 2006b).
Overall, the largest effects were found for the delayed final test for repeated practice-testing, in
comparison to repeated studying. Remembering 21% more of the information one-week later by
repeatedly practice-testing is evidence that retrieval provides significant benefits for long-term
retention over restudying.
However, remembering five percent more of the information by taking three practicetests in comparison to one-practice test may not persuade students to expend the additional effort
to repeatedly practice-test during study. For this purpose, it is important to consider these
findings from a “forgetting” standpoint. If we assess the results from Karpicke and Roediger’s
(2006b) study based on initial recall to final recall one-week later, students in the repeated study
condition (SSSS) forgot 52% of the information. In addition, students who took one practice-test
during study (SSST) forgot 28% of the information previously recalled after a week and students
who repeatedly tested during study (STTT) forgot 14% of the information. In other words,
repeated restudying (SSSS) increased recall on an immediate final test; however, half of the
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information was forgotten one-week later. Considering educators would like their students to
remember information for longer than five minutes, repeated restudying provides minimal
benefits for long-term retention. Overall, the effects of repeated testing increased recall on a
delayed test and significantly slowed the rate of forgetting in comparison to repeated restudying
and taking one test during study.
Several researchers have since replicated these findings and agree that delaying the final
test after practice-testing increases the magnitude of the testing effects (e.g. Karpicke &
Roediger, 2007; Toppino & Cohen, 2009). In support of these findings, Rowland (2014) found
mean weighted effects that show that retrieval is more beneficial when the practice-test and final
tests are spaced by at least one day or more (g= 0.69), in comparison to less than one day (g=
0.41). Furthermore, Adescope et al. (2017) also found larger effects for a retention interval
between 1-6 days (g= .82), in comparison to less than one day (g= .56) or between 7-42 days (g=
.69). Therefore, spacing between the practice-test and the final test seems most beneficial
between one to six days.
Features of Test Format Produce Different Learning Benefits
Another important moderator is test format. Several researchers attribute a portion of the
testing effect to the fact that the same type of cognitive processing is elicited on both the
practice-test and the final test (Bransford et al., 1979). Roediger and Karpicke (2006a) stated
that, “Performance on a final test should be best when that test has the same format as a previous
test” (p. 200). As a result, many contemporary researchers contend that the transfer-appropriate
processing hypothesis serves as a moderator that explains the magnitude of their testing effects
(e.g. Halamish & Bjork, 2011; Karpicke & Roediger, 2007; Roediger & Karpicke, 2006a,
2006b). For instance, Roediger and Karpicke (2006b) stated that their findings, that practice-
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testing enhanced learning, may be partly attributed to the fact that an overlap occurred in
processing between encoding during the practice-test and the final test due to the test format.
A large portion of research on the effects of retrieval practice has used cued-recall test
formats. Rowland's meta-analysis (2014) found that a cued recall practice-test produces medium
effects on final test performance (g= 0.61), in comparison to small effects on free recall (g= 0.29)
and recognition tests (g= 0.29). Accordingly, it seems that in laboratory studies, cued-recall
produces the largest effects. On the other hand, Adescope et al. (2017) found that multiplechoice produces the largest effects (g= .70), in comparison to cued-recall (g= .58) and free-recall
(g= .40). In addition, Rowland (2014) found medium mean-weighted effect sizes when practicetest and final-test format did not match (g= 0.58), in comparison to when they were the same
format (g= 0.46). In contrast, Adescope et al. (2017) found that effects were larger when the test
formats matched (g= 0.63), versus when they did not match (g= 0.53). These differences in
effects may be because of the types of formats used in the studies included in their analyses.
To evaluate further, others (e.g. Carpenter and Delosh 2006; Kang, McDermott, &
Roediger, 2007 experiment 2; Rohrer, Taylor, & Scholar 2010) have tested whether effects are
found across varying test formats. For example, Duchastel and Nungester (1982) assessed
whether retention of material would differ for the testing effect when students were given
alternate test formats. The researchers provided high school students with a 12- paragraph history
passage. The students immediately took either a 24-item short answer practice-test, a 24-item
multiple choice practice-test, or completed a filler task (control condition). After two weeks, the
students completed a final test that consisted of both multiple-choice and short answer items.
Students in the multiple-choice practice-test condition recalled 20% more of the information for
the short-answer final test items and 20% more of the information on the multiple-choice final
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test items, in comparison to the control condition (ds= 0.78 and 1.26, respectively). Whereas,
students in the short-answer practice-test condition recalled 17% more of the information for the
short-answer items and 12% more of the information on the multiple-choice items on the final
test, in comparison to the control condition (ds= 0.94 and 0.68, respectively). Therefore, taking a
practice-test produced large effects on retention of the material over the control condition. In
addition, the students in the multiple-choice practice-test group recalled 9% more than the
students in the short-answer group on multiple-choice items (d= 0.46). However, no significant
differences between practice-tested groups existed on the short-answer final test items. These
results show that large effects were found when comparing practice-testing to control conditions.
In addition, multiple-choice practice-tests provided a slight advantage on the multiple-choice
final test. However, the initial practice-test condition did not matter for the short-answer final test
items.
Similarly, Carpenter and DeLosh (2006, experiment 1) were interested in whether
differing test formats (recognition, cued recall, free recall) influenced final test performance.
They found that students who took a final recognition test did not differ significantly regardless
of their practice-test format. In addition, students who completed a free recall practice-test
performed significantly better on a final cued recall test in comparison to taking a cued recall
practice-test or recognition-test. That is, on the final cued recall-test, students recalled 13% more
of the information after taking a free recall practice-test, in comparison to the cued recalled
practice-test, and 15% more of the information in comparison to the recognition practice-test.
These findings contradict the transfer-appropriate processing explanation because final test
performance was not highest when the practice-test and the final test elicited the same type of
processing (e.g., free recall).
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Feedback and Retrieval Practice
Researchers have also evaluated whether external feedback enhances the effects of
retrieval practice through helping students monitoring what is well-learned versus what is yet-tobe-learned. Researchers have found that feedback increases learning because it provides
students with the correct answer and an opportunity to correct their previous errors (Butler,
Karpicke, & Roediger, 2007; Butler & Roediger, 2008; Metcalfe & Kornell, 2007).
In his meta-analysis, Rowland (2014) found that feedback significantly moderated the
effects of testing (g= 0.73) in comparison to no feedback (g= 0.39), although the no feedback
conditions still produced moderate testing effects. Similarly, Schwieren et al. (2017) found larger
effects for practice-tests with feedback (g= 0.60), in comparison to no feedback (g= 0.42). In
contrast, Adescope et al. (2017) found that feedback conditions did not differ significantly for
feedback versus no feedback, g= 0.63 and g= 0.60, respectively. They note that feedback may
not be beneficial in all situations and that there is a lack of evidence to compare different types of
feedback on the effects of retrieval practice.
In support of these benefits of feedback, McDaniel et al. (2007) evaluated whether
feedback on short-answer and multiple-choice practice-tests influenced performance on a 3-week
delayed final multiple-choice unit test. They found that incorrect responses on the short-answer
practice-test followed by feedback were more likely to be correctly answered on a final multiplechoice test, in comparison to a multiple-choice practice-test with feedback (d= 0.29) and a
restudy only condition (d= 0.46). Specifically, students recalled 7% more of the information they
missed on a short-answer test in comparison to the multiple-choice practice-test and 11% more in
comparison to rereading the information. These findings suggest that feedback may be more
beneficial for correcting errors made on short-answer practice-tests.
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Similarly, Kang et al. (2007, experiment 2) evaluated whether multiple-choice or shortanswer practice-tests with feedback would influence short-answer and multiple-choice final test
performance three-days later. As discussed above, in their first experiment, multiple-choice
practice-tests without feedback increased final test performance over short-answer practice tests
in both conditions. Contrarily, the short-answer practice-test with feedback increased
performance on the final multiple-choice test, in comparison to the multiple-choice practice tests
(d= 0.41), re-read condition (d= 0.62), and filler task (control) condition (d= 1.18). Specifically,
the short-answer practice test performance was 7% higher than the multiple-choice practice-test,
9% higher than the re-read condition, and 25% better than the control condition. In addition, the
multiple-choice practice-test and re-read condition had significantly better performance in
comparison to the control condition (18% and 14%; ds= 0.78 and 0.61, respectively) (Kang et al.,
2007). However, the multiple-choice practice test did not increase performance significantly over
re-reading the information.
On the final short-answer test, a short-answer practice-test increased performance by 9%
in comparison to the re-read condition (d=0.40) and by 30% in comparison to the control
condition (d=0.69) (Kang et al., 2007). Students’ final test performance did not differ
significantly between initial multiple-choice and short-answer practice tests with feedback.
Performance on the multiple-choice practice-test was 27% higher in comparison to the control
condition (d=0.93). The re-read condition performance was 19% higher than the control
condition (d= 0.69). However, the multiple-choice and re-read conditions did not differ
significantly (Kang et al., 2007). These findings suggest that short-answer practice-tests are more
effective, especially on multiple-choice final tests, when feedback is provided after a practicetest.
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Overall, researchers have found that providing the correct answer increases the
magnitude of the testing effect because it allows students to correct errors. In addition, feedback
for both correct and incorrect answers will ensure that students increase their performance on a
final test (Butler et al., 2008) for both short-answer and multiple-choice items. In addition, given
Pashler et al.’s (2005) finding that no feedback leads to poor final test performance and that
selecting incorrect information on a practice-test can lead to false knowledge (Roediger &
Marsh, 2005), it seems that feedback is vital for students who may not perform well on practicetests. Feedback is an important variable of interest in the present study because it provides an
opportunity for monitoring one's learning.
Summary
Overall, the three meta-analyses have various recommendations for the magnitude of
effects in retrieval practice research. These meta-analyses and the individual research presented
in this section provide implications for the features that enhance the benefits of retrieval practice.
Generally, several reviews of literature suggest that the effects of retrieval practice are enhanced
by taking multiple, spaced practice-tests with feedback (see Dunlosky and Rawson, 2011).
Metacognitive Mechanisms Underlying Effects of Retrieval Practice on
Performance: Monitoring and Control Processes
Prior research has focused on systematic, controlled use of retrieval practice in laboratory
and classroom settings in an attempt to identify the cognitive benefits of retrieval on long-term
memory. More recently, researchers have turned their interests to whether retrieval practice
enhances students' metacognitive processes and their ability to self-regulate the learning strategy
on their own.
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Metacognition is most commonly understood as a process within self-regulation
(Sperling, Howard, Staley, & Dubois, 2004). In his landmark paper, John Flavell (1979) defined
metacognition as “one’s knowledge concerning one’s own cognitive processes and products, or
anything related to them, to the active monitoring and consequent regulation and orchestration of
these processes” (p. 232). Put differently, metacognition is knowledge about our own thinking,
while monitoring and regulating our own cognitive processes (Cross & Paris, 1988; Hennessey,
1999; Kuhn & Dean, 2004; Martinez, 2006). Most often, the definition of metacognition is
reduced to as “cognition about cognition” or "thinking about thinking" (Flavell, 1987).
Regardless of the definition, researchers agree that metacognitive processes play a significant
role in students’ achievement (Hacker et al., 2009).
Accordingly, metacognitive researchers have attempted to understand how our
metacognitive knowledge and our ability to monitor and control our cognitive processes
influence learning and later retrieval of information from memory (Dunlosky & Metcalfe, 2009).
Metacognitive knowledge includes beliefs about cognition and knowledge about effective
strategies to improve learning within a specific task (Dunlosky & Metcalfe, 2009). In addition,
metacognitive monitoring is based on our ability to accurately evaluate the effectiveness of our
cognitive strategies and progress during learning, whereas metacognitive control relates to
regulating these cognitive strategies and behavioral actions during learning based on our
monitoring evaluations (Hacker, Dunlosky, & Graesser, 2009). Students with high metacognitive
knowledge (i.e., those who understand effective study and learning strategies,) are better learners
than those with low metacognitive knowledge (Winne & Hadwin, 1998). Therefore, it is
important that students learn about the effectiveness of specific learning strategies and how to
monitor and evaluate their performance in order to control their future study behaviors.
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In 1990, Nelson and Narens introduced a conceptual framework that represented the
relationship between the processes related to assessing one's learning (monitoring) and the selfregulation of learning based on information acquired from monitoring (control). That is,
monitoring is used to make control decisions. Nelson and Narens’ (1990) model is a conceptual
explanation of the cognitive processes that involve basic functions (the “Object-Level") such as
to understand everyday objects and actions by encoding and retrieving information while also
thinking about and controlling those objects and actions in a self-reflective way (the "MetaLevel"). The meta-level "modifies" the object-level, when necessary (Nelson & Narens, 1990, p.
127). Specifically, the information from the meta-level to the object-level is regulated by way of
monitoring and changes the object-level processes by way of control. According to Nelson and
Narens, continuous monitoring and appropriate control decisions based on our monitoring
processes are necessary throughout the entirety of learning for successful learning to occur.
Therefore, accurate monitoring of the current state of learning is required for effective learning
and subsequent control decisions. If a student is unaware that they have not learned a piece of
information, it is illogical to expect that student to make accurate decisions for future study to
improve their learning. Nelson and Narens’ (1990) metamemory framework is still considered a
dominant framework for understanding the interaction between monitoring and control.
One area of metacognitive monitoring that has been evaluated in retrieval practice
research is metacognitive monitoring judgments. Metacognitive monitoring judgments, such as
judgments of learning (JOLs), represent a prospective monitoring judgment of future state of
memory and measure a student’s ability to monitor their progress during learning. For instance,
students are often asked to make judgments about their beliefs that they will remember
information on a later test. These JOLs often depend on students’ metacognitive knowledge
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about the material or aspects of the task being judged (Koriat, 1997). As an example, students
may provide different levels of judgments for essay tests that require production of an answer, in
comparison to a recognition test. Confidence judgments represent retrospective monitoring
judgments and measure a student’s confidence in the accuracy of retrieved information and
involve reflecting on the current state of memory (Dunlosky & Tauber, 2016; Dunlosky &
Metcalfe, 2009). Confidence judgments are often measured by asking students to measure their
confidence that they correctly answered each item on the test, whereas JOLs are typically
measured by asking students to predict the likelihood they can remember information at a later
time on a scale from 0-100% (Dunlosky & Metcalfe, 2009).
The accuracy of these judgments is often measured in two ways: relative accuracy and
calibration. Relative accuracy is based on how well students can differentiate performance on
individual items on a practice-test and is compared to the same items on a later test. That is,
students are able to accurately distinguish between information that is and is not well learned.
Relative accuracy is generally measured using the nonparametric index of association, KruskalGoodman gamma correlation (Nelson 1984). Calibration, or absolute accuracy, occurs when
students' judgments are closely related to their actual performance on a final test (Dunlosky &
Metcalfe, 2009; Koriat, 2007). As an example, if a student’s judgment to each item (on a scale
from 0-100%) averaged across all items on the test is an 84% and their actual score on the test is
an 84%, their calibration is perfect (e.g., accurate). If their performance is higher than 84%, we
would say they are underconfident, whereas if their performance is lower than 84% we would
say they are overconfident. Students’ inability to calibrate accurately is often a result of poor
metacognitive monitoring and control, showing low metacognitive knowledge (Dunlosky &
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Metcalfe, 2009). The accuracy of these types of metacognitive monitoring judgments is found to
directly influence control of future study or learning behaviors.
As can be seen in Figure 1, Nelson and Narens’ (1990) original metamemory framework
also made the effort to outline the metacognitive processes that occur before learning, during
learning, and after learning with the conceptual diagram. They categorized individual research to
represent the larger picture of how these metacognitive monitoring and control processes work
together and influence different phases of learning, i.e., acquisition or encoding, retention, and
retrieval. Represented as a continuum, the activities to the left are also hypothesized to influence
the activities to the right (e.g., judgments of learning affect feelings-of-knowing judgments, etc.).
Similarly, the monitoring activities represented along the top influence the control activities
represented along the bottom (e.g., judgments of learning affect allocation of study time).
Therefore, the model predicts that if there are problems at a phase of learning (moving left to
right), these inaccuracies will continue to affect appropriate monitoring and controlling during
later phases of learning.
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Figure 1. Nelson and Naren’s (1990) Original Metamemory Framework.

The hypothesized link between monitoring and control is an assumption in research on
metacognition and has been further evaluated in models of self-regulation (Rhodes & Castel,
2009). Unlike Nelson and Narens’ (1990) depiction of monitoring and control processes, models
of self-regulation view learning as a cyclical, iterative process in which students can adapt their
cognitive and metacognitive processes at each phase of learning (Zimmerman, 2001). According
to these models, self-regulated learners are able to accurately monitor what they do and do not
understand which, in turn, influences the items they choose to restudy in a subsequent study
phase and improves their overall performance (Dunlosky & Hertzog, 1997; Kornell & Metcalfe,
2006; Metcalfe & Kornell, 2005; Theide & Dunlosky, 1999; Winne & Hadwin, 1998, 2008). In
contrast, if a learner is poor at monitoring their learning, the learner will engage in poor study
decisions (e.g., they stop studying too early) which, in turn, leads to lower test performance
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(Thiede et al., 2003). For example, during study, students must first decide which learning
strategies are best suited for the materials and determine how much time it will take to
adequately learn or remember the material for an upcoming exam. Furthermore, students must
judge how effectively the information is remembered and at what point they have acquired
enough knowledge to stop studying. This process of regulating learning requires students to
monitor their own knowledge during various study phases and evaluate the effectiveness of their
study strategies, adapting cognitive processes when necessary during the next phase of learning
(Dunlosky & Metcalfe, 2009; Zimmerman, 2001). During the next phase of learning, the student
should acquire better monitoring and control strategies based on their successes and failures from
the previous study and learning phases. Thus, models of self-regulation also emphasize the
critical need for monitoring accuracy during learning.
Theoretical Frameworks for Self-Regulated Retrieval Practice
An important influence on students' monitoring and control of learning is feedback.
Feedback has a powerful influence on learning and academic performance in the classroom
(Hattie & Timperley, 2007) and is found to enhance the effects of retrieval practice (Rawson &
Dunlosky, 2011). Feedback is defined in the Webster's New World Dictionary (1984) as "a
process in which the factors that produce a result are themselves modified, corrected,
strengthened, etc. by that result” (p. 513). In an educational context feedback is provided to
students regarding their performance by an external source (i.e., a teacher or peer). Anderson,
Kulhavy, and Andre (1971, 1972) found that the primary function of feedback is to correct errors
and not simply reinforce correct answers because students can accept, modify, or reject feedback
(Kulhavy, 1977). In early models of feedback, the effects of feedback in instruction were
emphasized by the correction of errors from an information processing perspective (e.g.,
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Anderson et al., 1971; Kulhavy & Stock, 1989). Kulhavy and Stock (1989) found that certitude
of correctness and behaviors at feedback (i.e., time to evaluate feedback) influence whether
errors are corrected on a subsequent test. However, feedback should provide information about
the task or process of learning in order to help students identify what is well-learned and what is
yet-to-be-learned (Sadler, 1989), not just how to correct errors.
In contemporary feedback models, feedback is viewed in the context of self-regulated
learning and presents a more elaborated examination of feedback that takes into account the
effects of feedback on cognitive strategies (Butler & Winne, 1995; Winne & Hadwin, 1998).
Butler and Winne (2005) state that feedback "is information with which a learner can confirm,
add to, overwrite, tune or restructure information in memory" (p. 263). In other words, a student
needs to interpret the feedback and have the skills necessary to monitor errors (Hattie, Biggs, &
Purdie, 1996).
The theoretical foundation for the metacognitive processes involved in retrieval practice
and feedback evaluation in the proposed study will be guided by Winne and Hadwin’s (1998)
comprehensive model of self-regulated learning and test-potentiated learning effects (Izawa,
1970). Winne and Hadwin's (1998) model centers metacognitive monitoring and control
processes as the driving force within each phase of learning in this framework. Their model
represents studying as metacognitively driven phases of learning through defining the task
(decide task to study), setting goals and planning how to complete a task, selection and use of
study strategies, and modifying future study strategies dependent upon students’ internal
evaluations against a set of standards and external evaluations of performance feedback during
learning (See Figure 2).
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Figure 2. Winne and Hadwin's (1998) Model of Self-Regulated Learning.

In Winne and Hadwin's model, there are key factors that influence learning at any given
phase, including: task conditions (resources, instructional cues, time, social context) and
cognitive conditions (beliefs, motivational factors, domain knowledge, knowledge of the task,
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knowledge of study strategies); operations (primitive, acquired strategies); products (phases of
the task described above, such as goals and plans); evaluations (am I on target?); and standards
(did I meet my goal based on teacher or personal standards?) (Winne & Hadwin, 1998).
External evaluations (feedback from the teacher) may also influence future decisions, such as
adapting study strategies, during completion of the task. For instance, students may identify their
knowledge of the task (conditions), use study strategies (operations) to develop a definition of
the task (product), and then decide (cognitive evaluation) whether the product meets the
expectations of the task (standards) (Winne & Hadwin, 1998). At each phase, students must
metacognitively monitor their cognitive strategies and evaluate internal feedback through
evaluations about the effectiveness of their strategies and their progress towards a goal (Winne &
Hadwin, 1998). They then reinterpret the task conditions and updated products, which influences
their subsequent study behaviors (control processes). External feedback about performance
further provides students with information about their cognitive strategies and current state of
learning in the next study phase. This external feedback should serve to help students modify
cognitive conditions and products in the next phase based on their monitoring of standards and
control of study behaviors.
In the present study, Winne and Hadwin’s (1998) model provides a framework for
evaluating whether retrieval practice improves metacognitive monitoring and control processes
throughout each study and testing phase. For instance, the model shows that students’
evaluations of performance are influenced by metacognitive monitoring which, in turn,
influences students’ decisions for adapting study strategies and allocating future study time to
specific content. Since monitoring is believed to directly influence control processes during
study, the accuracy of students’ metacognitive judgments and their effects on academic
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performance has gained considerable attention in the retrieval practice literature (Finn &
Metcalfe, 2008; Metcalfe, 2009). These judgments influence the amount of time that students
spend studying and directly influences their subsequent study decisions (Son & Kornell, 2008;
Finley, Tullis, & Benjamin, 2009). These decisions are precisely influenced by a students’ ability
to monitor learning during study.
Although Winne and Hadwin (1998) provided a comprehensive model for self-regulated
learning that is driven by external evaluations of performance on monitoring, it fails to provide
specific information about the differential effects of feedback. Therefore, Hattie and Timperley’s
(2007) model of feedback will be used to understand the information that students need in order
to effectively reduce the gap between performance and a goal (e.g., standards) and the effects of
feedback provided at different levels. According to Hattie and Timperley (2007), in order for
feedback to be effective, it needs to answer three major questions asked by a student: 1) Where
am I going? (goals/success criteria), 2) How am I going? (progress), and 3) Where to next?
(adaptation of strategies). Therefore, students must be able to successfully identify from
feedback whether they have met their goals based on a set of standards, evaluate their progress
towards the goal, and decide which strategies worked best and distinguish between well-learned
and yet-to-be-learned information (see Figure 3).
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Figure 3. Hattie and Timperley's Model of Feedback to Enhance Learning.

In addition, the three questions should be asked across the four levels of feedback.
Specifically, feedback is found to differ across different levels, which are the level of task
performance (e.g., correct or incorrect), the level of process of understanding how to do a task
(e.g., processing of information), the regulatory or metacognitive process level (self-evaluation),
and/or the personal level (e.g., praise unrelated to the task) (Hattie & Timperley, 2007). The
person level is found to negatively influence the effects of feedback and will not be evaluated in
the present study.
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Overall, these two models provide a background to identify the underlying metacognitive
processes that may enhance the cognitive processes during retrieval practice. Specifically,
training students’ metacognitive knowledge and regulation of study strategies (i.e., retrieval
practice) should enhance their cognitive conditions, which further enhance their operations,
products, and evaluations. In addition, training students how to evaluate external feedback from
performance and how to make effective study decisions should increase both monitoring and
control processes during learning. This cyclical process is further enhanced during each study
and test trial since each subsequent study phase should focus on the specific information that
needs further study (i.e., test potentiated effects).
Metacognitive Knowledge: Students; Beliefs About Learning
Effective learning depends on students' knowledge and self-regulated use of effective
learning strategies. In retrieval practice research, research on metacognitive knowledge has
focused on students' beliefs about effective learning strategies and whether students’ strategies
relate to empirical research on effective study strategies. Since college students are expected to
be independent learners and are rarely taught strategies in the classroom (McKeachie, 1998),
researchers have been interested in college students’ beliefs about their own learning. In order to
assess students’ beliefs, researchers have simply asked students to self-report which study
strategies they believe are most effective for learning.
One of the earlier studies to survey college students’ study strategy use was conducted by
Alison Mackenzie (1994). Mackenzie (1994) developed a 29-item questionnaire about students’
study strategies in which students rated how frequently they used each strategy on a 5-point
Likert-scale from 1 (never) to 5 (always). One of the most commonly reported strategies was
rereading class assignments “most of the time.” Whereas one of the least frequently reported
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study strategies was to “practice writing answers under exam conditions,” which could be
reflective of a self-testing strategy (Mackenzie, 1994).
More recently, researchers have specifically investigated whether students’ beliefs about
learning strategies support empirical research on retrieval practice as an effective learning
strategy for enhancing retention. For instance, Kornell and Bjork (2007) were interested not only
in which strategies college students choose to use in their “real-world studying” but why they
choose to use these study strategies (p. 222). Eighty percent of students reported that they were
not taught their specific study strategies. These findings suggest that students are rarely explicitly
taught study strategies and that they select study strategies based on “intuition rather than
research,” which is likely to influence the effectiveness of their self-regulated study (Kornell &
Bjork, 2007, p. 222). In addition, they found that students lacked an understanding about the
benefits of spacing because 59% of students self-reported that they choose to study “whatever is
due soonest/overdue,” whereas only 11% of students reported planning their study schedule
ahead of time and studying what is scheduled. In addition, 68% of students reported that they
self-test during study, but only 18% of those students viewed testing as a learning event. Other
students reported using self-testing as a means to evaluate their learning, rather than increase
their retention for a later test. If students are unaware about the main benefit of self-testing (i.e.,
powerful for learning and retention), they may not effectively use self-testing (i.e., retrieving
information rather than rereading practice questions) during study.
Extending upon Kornell and Bjork’s survey, Hartwig and Dunlosky (2012) were next
interested in whether individual differences in college students’ study strategies were related to
their academic achievement. They used the same questions as Kornell and Bjork (2007) and
received almost identical results with students reporting self-testing as a means for monitoring
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their knowledge. In addition, they found that self-testing (i.e., using practice problems) was
positively correlated with GPA, whereas using flashcards (often considered a type of self-testing)
was not related to GPA. In addition, Hartwig and Dunlosky (2012) found that students with
higher GPAs were more likely to schedule their study time. Generally speaking, practice-testing
and scheduling study (e.g., spacing) is related to higher academic achievement.
Next, focusing on awareness of retrieval practice as a learning tool, Karpicke, Butler, and
Roediger (2009) were interested in whether college students would list practicing retrieval as a
study strategy when students were asked to free report which study strategies they use while
studying. They found that 84% of students reported rereading their textbook as a study strategy
and 55% of those students listed rereading as their number one study strategy (Karpicke, et al.,
2009). In contrast, only 11% of students reported retrieval practice during study and 1% of those
students listed retrieval practice as their number one study strategy (Karpicke et al., 2009).
Students were then asked in a forced report to choose between repeated rereading, repeated
testing, or another study technique. Only 18% of students reported they would practice retrieval
of information and 10% of the students who chose to practice retrieval reported that they self-test
to generate feedback for future study. Only 8% of students viewed self-testing as a learning
event. These findings suggest that a much smaller number of students choose to use retrieval
practice as a study strategy and most of those who did so were unaware of the long-term benefits
of retrieval practice on learning.
These survey research findings suggest that college students lack metacognitive
awareness about the benefits of retrieval practice as a tool for enhancing learning. Rather,
students often endorse using rereading their number one study strategy. However, minimal
benefits are found for rereading in preparation for an examination (see McDaniel & Callender,
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2008). In fact, Karpicke et al. (20090 suggested that students may choose to reread over practicetesting because the rereading provides students with an “illusion of competence,” that makes
them feel as though they understand the information better, even though they do not. This lack of
awareness speaks to the concern that college students are not aware of effective strategies and
need training to understand the memorial benefits of retrieval practice, as suggested by Dunlosky
et al. (2013).
Metacognitive Monitoring Processes of Retrieval Practice
Given that students lack metacognitive knowledge about the benefits of retrieval practice,
researchers have evaluated whether retrieval practice can enhance students’ metacognitive
monitoring processes when provided to students as a learning strategy.
Retrieval Practice and Metacognitive Judgments
Few researchers have investigated whether retrieval practice can enhance students’
metacognitive awareness of effective learning strategies for enhancing learning. Specifically,
researchers have investigated how practice-testing may influence the accuracy of metacognitive
monitoring judgments in laboratory settings. For instance, Roediger and Karpicke (2006b,
Experiment 2) evaluated whether students’ confidence that they would remember a passage oneweek later would differ based on whether they repeatedly studied (SSSS), took one practice-test
(SSST), or repeatedly tested (STTT). They found that undergraduates who repeatedly studied
were more confident that they would remember the passage one-week later in comparison to the
students who took one test (d= 0.54), and students who repeatedly tested (d= 0.61). The two
practice-test conditions did not differ significantly in their JOLs. However, the researchers found
that students in the STTT condition recalled more than the SSST (d= 0.31) and the SSSS
conditions (d= 1.26). In addition, the SSST condition recalled more than the SSSS condition (d=
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0.82). Thus, after re-studying (e.g., re-reading the material), students were overconfident that
they would remember the information even though testing significantly increased recall.
Students’ views that re-studying is a more effective strategy, in comparison to practice-testing,
suggests that students do not recognize the benefits of retrieval practice on later retention.
Karpicke and Roediger (2008) again investigated JOLs using repeated retrieval practice
with study-test trials, this time using 40 foreign language vocabulary word-pairs and a dropout
learning technique. Using a dropout learning technique, items are dropped from future learning
once item-pairs have been recalled one time. The undergraduates were assigned to one of four
conditions: standard condition (ST), in which students restudied and tested on the entire list for
each trial, dropout from future restudy trials (SnT, Sn indicates that non-recalled pairs were restudied in next trial), dropout from future test trials (STn), or dropout from both study and test trials after successful recall (SnTn). At the end of the learning phase, Karpicke and Roediger
(2008) asked participants to predict the number of word-pairs they would be able to recall on a
final test one week later. Again, they found that students gave similar JOLs regardless of condition and that their predictions were uncorrelated with actual performance on the final test. That
is, students’ performance differed significantly across conditions, even though their JOLs were
similar. For instance, students in the ST and SnT conditions recalled 80% of the word-pairs on
the final test, in comparison to 36% of the word pairs for the STn and 33% of the word pairs in
the SnTn conditions. Overall, they found that the combined effects for students in the conditions
that did not drop word-pairs from repeated retrieval (i.e., ST and SnT) increased final recall by
four standard deviations (d= 4.03), in comparison to the two conditions that dropped items from
practice-testing (STn and SnTn). These findings suggest that students are unaware of the benefits
of repeated retrieval on long-term memory.
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Using the same methods as above, Karpicke (2009, Experiment 1) evaluated whether undergraduate students' JOLs represented metacognitive awareness of the benefits of retrieval on
long-term retention using the dropout learning technique with 40 foreign-language vocabulary
word pairs. The word pairs were rated on a scale from 0 (difficult to learn) to 10 (easy to learn)
by a separate sample prior to the study. Similar to the previous experiment, across a series of
study and test trials, once a word pair was recalled correctly it was either repeatedly tested, repeatedly studied, or dropped from further study and test trials. Following each test trial, the students were asked to rate how well they learned the word pair on a scale from 0-100%. At the end
of the study, students were asked to predict how many of the word pairs they would remember
on a subsequent cued recall test one week later. Karpicke (2009) found that JOLs did not differ
across conditions, regardless of whether they were item-by-item or global JOLs at the end of
learning.
In another laboratory study, Agarwal et al. (2008, Experiment 2) investigated whether undergraduates’ JOLs would increase in accuracy after reading eight passages with practice-testing
by assigning passages randomly to eight different conditions: study once, study twice, study
three times, closed-book test (ST), closed-book test with self-graded feedback (ST/Grade), openbook test (ST), simultaneous answering (ST with passage available), or a non-studied control
passage. All practice-test items were presented in short-answer format. The passages were presented in the same order, but the conditions were counterbalanced per student. Students were
then asked to rate the likelihood of remembering each passage 1-week later on a scale from 0100%. They found that on passages that were studied twice, students predicted they would recall
more than passages that were studied once (d= .41), and passages that were studied three times
were assigned higher JOLs than passages that were studied twice (d= .36). In contrast, JOLs did
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not differ across the tested conditions, regardless of whether they were taken with an open-book
or closed-book. Agarwal et al. (2008) found that students’ predictions were uncorrelated to their
actual recall on the final test. That is, students predicted they would remember more after restudying than after practice-testing, even though recall was greater for the tested conditions.
Agarwal and colleagues report that these findings represent “that subjects have little metacognitive awareness of the testing effect” (p. 872).
Overall, researchers have consistently found that students make poor judgments when it
comes to which strategies work best (Karpicke, 2009). This lack of awareness is also found in
research on judgments of learning (JOLs). Their lack of metacognitive knowledge is evident in
the fact that students predict that they will remember more or similar amounts of information
after restudying in comparison to tested information, even though testing increases retention of
material over restudying. These findings are not surprising given that students often believe that
rereading is an effective learning strategy and report using rereading more often than practicing
retrieval. Karpicke and Roediger (2008) thus argued that “students exhibit no awareness of the
mnemonic effects of retrieval practice” (p. 968).
Does Retrieval Practice Improve Monitoring Accuracy?
The prior presented laboratory research overwhelmingly suggests that students do not see
the metacognitive benefits of retrieval practice as a learning strategy in comparison to restudying. However, previous research failed to assess whether students’ judgments improved after
practice-testing with self-evaluations of performance, with external feedback, or if accuracy improves over time with multiple-tests.
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Student Evaluations of Practice-Test Performance
Given the importance of monitoring well-learned versus yet-to-be-learned information
for monitoring accuracy and control of study decisions (Butler & Winne, 1995; Nelson &
Narens, 1990), researchers have investigated whether students can evaluate their own knowledge
before and after practice-testing, and whether their monitoring after a practice test (without feedback) is more accurate than simply studying.
Unfortunately, researchers have found that students have difficulty evaluating whether
their recall during practice-testing is correct. Rawson and Dunlosky (2007) investigated whether
students were able to self-evaluate whether their responses to items on practice-tests were accurate. The students were assigned to one of two groups: the standard group (correct definition was
presented along with generated response when self-scoring) and the no standard group (generated response was presented alone during self-scoring). The students read seven texts taken from
introductory-level courses. Students were asked to practice recalling information and were given
four key terms from each text. After typing in their definition for each term, they were asked to
evaluate their response by grading their response as receiving no credit, partial credit, or full
credit. Students in the standard group viewed the correct definition and their own response while
scoring. After each term, students were asked to predict whether they would accurately define
the term on the final exam on a scale from 0-100.
Rawson and Dunlosky (2007) found that judgment accuracy improved when students
were presented with the correct definition. Specifically, students who were not shown the correct
definition during self-scoring awarded partial or full-credit 83% of the time to incorrect re-
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sponses. However, students who were shown the correct response along with their generated response also displayed overconfidence in their generated responses given that they awarded partial or full credit 43% of the time when their answers were entirely incorrect. Under these circumstances, students are unable to be objectively assess inaccurate responses due to their overconfidence in their own knowledge, even when the correct answer is presented.
Dunlosky, Hartwig, Rawson, and Lipko (2011, Experiment 1) extended the above findings by evaluating whether students could make idea-unit judgments. In the previous study, students were required to judge their response based on the full-definition standard and may have
not realized what information was needed to receive credit. In contrast, idea-unit standards divide the definition into separate idea units for which students can evaluate whether they had all
or some of the information correct in their original response. Dunlosky et al. (2011) believed that
overconfidence could be reduced if students were presented with idea-unit standards. Using the
same procedures as Rawson and Dunlosky (2007), students were divided into full-definition
standard or idea-unit standard conditions. For the full-definition condition, students were presented with the correct answer along with their response. For the idea-unit standard condition,
students were presented with the main ideas in the correct response along with their response and
students were asked to select which ideas they believed were present in their response or to select
none (if none of unit ideas were present in their own response). The students were then asked to
self-score their response with the idea-units present, as done in Rawson and Dunlosky (2007).
They found that idea-unit standards helped reduce overconfidence. However, students in the
idea-unit condition were still overconfident, assigning partial or full credit to incorrect responses
18% of the time. In addition, students in the idea-unit condition became underconfident in their
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correct responses. These findings suggest that students have difficulty interpreting feedback,
even when it is broken into small idea units.
Dunlosky and Rawson (2012) next evaluated the critical importance of monitoring accuracy by investigating whether overconfidence in self-evaluations influenced students' learning
and retention. Similar to the procedures in their previous studies, students were assigned to a nostandard group (i.e., no feedback) and idea-unit group. Following a short passage from an introductory-level psychology text, students were asked to define six key terms from the passage. After the students self-scored their definitions, the terms were presented for restudy. The students
continued to practice recall and self-scored until they stated that they had correctly recalled each
item three times. The students took a final recall definition test two days later. They found that,
overall, students were overconfident that their responses were correct, when in fact they were
not. However, students in the idea-unit group were significantly less overconfident than those
with no-standard for evaluation. These findings suggest that students' self-evaluations of monitoring accuracy are less than perfect, and these inaccurate judgments lead to lower test performance. All things considered, students have difficulty self-evaluating their own knowledge, even
with the presence of the correct responses.
Since self-scoring is a challenge for students (Dunlosky et al., 2011), and self-evaluations
influence students' learning and retention (Dunlosky & Rawson, 2012), Grimaldi and Karpicke
(2012) used a computer system to evaluate whether QuickScore could assist students' abilities to
self-score. QuickScore was used to show students while they self-scored the keywords that were
missing from their self-generated responses. Using a within-subjects design, students studied two
lists of muscle attributes and each list was randomly assigned to the QuickScore highlight condition or no highlight condition. The procedures were similar to previous experiments except that
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QuickScore determined when a response was correctly recalled and dropped the item from the
list. The students repeated recall until all items were dropped. Grimaldi and Karpicke (2012)
found that students were overconfident in their self-scoring by giving partial or full credit to incorrect responses. In addition, highlighted feedback did not improve students' self-scoring and
this type of feedback created underconfidence in students' self-evaluations of performance. Overall, students have difficulty self-evaluating their performance, even with the presence of feedback. Since evaluating performance is an important part of self-regulated learning, it seems that
students need assistance learning how to evaluate their performance objectively.
Monitoring Accuracy After Feedback
A potential reason for the inflation or underestimation of monitoring accuracy may be
lack of feedback. As noted earlier, feedback significantly enhances the benefits of retrieval practice on long-term retention. Kulhavy, Yekovich, and Dyer (1979) had participants complete a
program of instruction in which they completed five screens of text, followed by eight multiplechoice questions. During the program, participants completed 25 screens of text and 40 multiplechoice practice multiple-choice items. After each multiple-choice item, participants were provided feedback and were allowed to evaluate the feedback for as long as they liked. Kulhavy et
al. (1979) found that students spent more time evaluating feedback after a correct response in
which they assigned low-confidence (i.e., they did not believe they knew the information). These
findings suggest that participants paid attention to items that they did not think they correctly recalled but, in reality, they did correctly recall the information.
One explanation for the amount of time allocated to feedback for low-confidence correct
answers is that when there is a discrepancy between self-evaluations and objective feedback (i.e.,
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correct versus incorrect), students may devote additional cognitive processing to feedback to alleviate the discrepancy (Butler, Karpicke, & Roediger, 2008). Butterfield and Metcalfe (2001)
evaluated the role of feedback in correcting errors to high confidence items. Specifically, Butterfield and Metcalfe (2001) had participants answer general knowledge questions. The participants
were shown the question on an index card and read the question out loud. The participant then
wrote down the answer and rated their confidence on a 7-point scale from "-3 (sure wrong) to 0
(unsure) to +3 (sure correct)" (p. 1492). The experimenter told the subjects whether they were
correct or incorrect. For incorrect responses, the subjects were shown the correct response. Butterfield and Metcalfe (2001) found a "hypercorrection effect," in which subjects were more likely
to correct high-confidence errors due to "surprise of being highly confident but incorrect" (Butler
et al., 2008, p. 919). Thus, subjects are more likely to pay attention to the correct response and
this, in turn, increased retention (Butterfield & Metcalfe, 2006).
However, as previous researchers have suggested that feedback has minimal effects on
correct responses (see Butler & Roediger, 2007), few researchers have evaluated whether lowconfidence correct responses are influenced by feedback. Butler et al. (2008) used a within-subjects design and assigned multiple-choice items to a no-test condition, test with no feedback condition, and test with feedback condition. After each multiple-choice item, subjects rated their
confidence on a 4-point scale, 1 =guess and 4= high confidence. They found that items in the no
feedback and control (no practice-test) produced overconfidence in subjects' judgments, in comparison to items that provided feedback. In addition, when subjects were provided with feedback
after low-confidence correct responses, the correct response was more likely to be retained on
the final test, in comparison to no feedback.
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Does Feedback Increase Monitoring Accuracy?
The above studies evaluated whether feedback improved retention when there was a high
discrepancy between confidence and correctness; however, they failed to assess whether
monitoring accuracy was improved with the presence of feedback and whether this, in turn,
influences performance. That is, do students' JOLs increase as a result of the memorial benefits
of practice-tests with feedback on correcting errors?
Few studies have evaluated students' JOLs after receiving feedback. Kornell and Rhodes
(2013, Experiment 1) evaluated whether judgments of learning would benefit from the
presentation of feedback. Kornell and Rhodes (2013) evaluated the influence of feedback on
JOLs using both absolute accuracy and relative accuracy. Subjects studied 36 word-pairs and
either restudied the pairs or took a test with or without feedback. Subjects were asked to rate the
likelihood of recalling each pair on a final test after short distractor task. They found that when
subjects received feedback, they performed better on the final test, in comparison to not
receiving feedback. However, JOLs did not differ between groups. Kornell and Rhodes (2013)
note that the lack of monitoring accuracy improvement may be due to the fact that subjects rate
their future performance on their present learning (i.e., number of correct and incorrect items),
rather than identifying that feedback helps correct errors.
Using the same methods as above, Sitzman, Rhodes, and Kornell (2016) extended this
finding by evaluating whether the type of feedback influenced JOLs. Using a within-subjects
design, participants either received no feedback, correct answer feedback, or right/wrong
feedback after taking a test on foreign word-pairs. Sitzman et al. (2016) found that providing the
correct answer increased performance on the second test. However, participants were
underconfident in their predictions that they would correct errors on the second test.
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These findings suggest that students are relatively unaware of the memorial benefits of
practice-testing and the power of feedback on future performance. Finn and Metcalfe (2008)
suggest that students rely on a Memory for Past Test (MPT) heuristic and judge their future
memory state based on whether information was recalled on a practice-test. After feedback,
students seem to become even more underconfident in their memory predictions (known as the
underconfidence-with-practice-effect or UWP; Koriat, Sheffer, & Ma'ayan, 2002). On the first
trial, students are found to be overconfident whereas on the next trial, even though memory
improved, their judgments remain stable leading to underconfidence. These hypotheses provide
support for why students' monitoring accuracy may not increase with the use of retrieval practice
as a learning strategy.
Retrieval Practice and Monitoring Accuracy Over Time
The above findings on metacognitive monitoring represent laboratory findings on the effects of retrieval practice and feedback on monitoring accuracy. However, more important to the
present research is whether students can accurately monitor their learning with retrieval practice
and feedback in a classroom context over time across multiple tests with different content. To
date, very few researchers have investigated whether retrieval practice improves monitoring accuracy in a classroom setting.
Hacker, Bol, Horgan, and Rakow (2000) evaluated whether high- versus low- performing
students differed in their monitoring accuracy over time in a classroom context. Students were
divided into groups based on their exam performance for each exam. During the semester, the
students were encouraged to use self-assessment as a tool to monitor their learning. One week
prior to each of the three exams in the course, students took practice exams with feedback that
comprised items similar to those that would be included on the actual exam. Prior to each exam,
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students were asked to write down the number of items they believed they would correctly
answer (i.e., JOL). After the exam, they were asked to make a confidence judgment of how many
items they believed they correctly answered on the exam. After the first two exams, students
were asked to reflect on why their JOLs and confidence judgments were or were not accurate.
They found that high-achieving students' JOLs and confidence judgments became more accurate
with each exam. In contrast, low-performing students showed overconfidence in their JOLs and
did not improve their monitoring accuracy across the semester. Hacker et al.'s (2000) findings
provide a more ecologically valid representation of metacognitive judgments across college
course content areas. However, they failed to assess whether the practice-tests with feedback
were partially responsible for the gains in monitoring accuracy.
In a follow-up study, Bol and Hacker (2001) investigated whether practice-tests with
feedback influenced high- versus low- achieving students' monitoring accuracy of multiplechoice and essay items, in comparison to traditional review (i.e., review during class). Students
in the practice-test condition took a practice-test prior to each of the two exams. The instructor
went over the correct answers in class. Using the same methods as above, students’ predictions
and postdictions were taken before and after each exam. The students were divided into highand low-achieving groups based on a median split of exam scores. High-achieving students were
more accurate in their JOLs and confidence judgments on mid-term multiple-choice and essay
items, in comparison to low- achieving groups. On the final exam, high-achieving students were
consistently more accurate in their JOLs and confidence judgments, in comparison to lowachieving students. In addition, they found that students who took practice tests had lower scores
on the midterm and were less accurate in their JOLs and confidence judgments of multiplechoice items, in comparison to students who reviewed the material. These findings suggest that
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monitoring accuracy did not improve across examinations with practice-tests, especially for lowachieving students.
Given practice-testing provides increased benefits across multiple practice-test
opportunities and the previous studies only used one practice-test for each exam, Bol, Hacker,
O'Shea, and Allen (2005) investigated whether multiple practice-tests with feedback would
increase monitoring accuracy on a final exam in a college classroom. Bol et al. (2005) found that
across five practice-tests with feedback, students in the practice test condition did not improve
their ability to monitor their future performance, in comparison to students who did not practicetest. In addition, they found that high-achieving students on the practice-tests were more accurate
but underconfident in their JOLs and confidence judgments before and after taking each
question, whereas low-achieving students were less accurate and overconfident. Overall,
practice-testing did not improve calibration accuracy or exam performance. Similarly, Nietfeld
Cao, and Osborne (2005) also found that undergraduates’ monitoring accuracy did not improve
across four course-exams, even though students were able to review exam feedback and their
confidence judgments. These findings suggest that retrieval practice and feedback alone are not
adequate for increasing students' monitoring abilities.
Metacognitive Control Processes of Retrieval Practice
It follows that if students are unable to accurately monitor their learning from retrieval
practice and do not recognize the memorial benefits of retrieval practice and feedback, they will
make poor decisions while studying, which will lead to poor performance in the classroom
(Thiede, Anderson, & Therriault, 2003). The previously mentioned studies on the effects of
practice-testing only focused on the monitoring processes. In general, the majority of studies on
monitoring processes have been conducted in laboratory settings with word lists. These studies
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revealed that students lack awareness of the benefits of retrieval practice and feedback on
enhancing later retention. In addition, monitoring accuracy did not improve for college students
across content areas in the classroom context. Given that testing should potentiate learning
through subsequent study sessions, it seems that students’ lack of monitoring accuracy during
retrieval practice may lead to poor study decisions in the next study phase. Specifically, if
students are overconfident that they understand information when in fact they do not, they will
stop studying prematurely, leading to lower final test performance. In contrast, if students are
underconfident, they may expend additional effort focusing on material that is already welllearned and leave insufficient time to restudy information that is yet-to-be-learned. Given that
college students must manage multiple courses at a time with large amounts of material, accurate
monitoring is necessary to regulate study strategies as efficiently as possible. However,
researchers have just begun to investigate whether students are able to self-regulate retrieval
practice on their own during self-guided study.
Decisions to Drop Items from Further Retrieval Practice
One area that has been evaluated recently is whether students understand the benefits of
repeated retrieval and how to implement retrieval practice on their own during self-regulated
study. Karpicke (2009, Experiments 2 and 4) evaluated students’ metacognitive control of
retrieval practice when students were given the choice of how they would like to study in the
next learning phase. Students studied a list of foreign word pairs. After their first correct recall of
each pair, they predicted the likelihood of recalling that word pair on the final test (i.e., JOL) on
a scale from 0-10, and then decided whether they wanted to retest, restudy, or drop the pair.
Including a drop option is important because, in academic settings, students often choose to stop
studying information after they recall an item one time (Kornell & Bjork, 2008). However, as
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suggested by Karpicke and Roediger (2008), using the dropout method technique, continued
repeated retrievals of words correctly recalled should increase retention over restudying or
dropping items. Karpicke (2009, Experiment 2) was interested in whether students would choose
to test, study, or drop items after successful recall. Karpicke found that continuing to practice
retrieval increased retention on the final test one week later. Practicing retrieval increased
retention of word pairs by 25% over the restudied word pairs and 37% over the dropped word
pairs. In addition, word pairs that were dropped from further study were given an average JOL of
.85, whereas items that were chosen to be retested were give an average JOL of .74, and .41 for
items that were restudied. These average JOLs support prior research that students view
restudying as more effective for learning information that is judged to be less well-learned.
However, retrieval practice increased retention on a final test, relative to restudying. Karpicke
found that many students removed items rather than repeat retrieval practice, leading to poor
performance on a final test. In addition, after one successful retrieval of an item, students
believed they had learned the material and discontinued retrieval practice.
In his fourth experiment, Karpicke investigated whether the selection of study strategies
changed over time with the same set of items. The students were presented with a word pair a
maximum of four times. After each presentation, the students were able to choose which method
they would like the word pair to be presented in the next phase (study, test, or drop). The
students were informed that once an item was dropped, it would not appear in any more of the
learning phases. Generally, students did not choose to retrieve all of the items and they did not
practice retrieval as early and often as they should. Karpicke's findings suggest that students
make study decision based on their judgments of learning (i.e., dropping pairs assigned high
JOLs .88 and .86 Experiments 2 and 4, respectively), testing pairs with moderate JOLs (.56 and
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.43 Experiments 2 and 4, respectively), and restudying pairs with low JOLs (.41 and .40
Experiments 2 and 4, respectively).
Similarly, Dunlosky and Rawson (2012) found that overconfidence in students' own
performance during practice-testing resulted in the study of items to be terminated prematurely,
leading to lower performance on the retention test. This early overconfidence is found to be
detrimental to students' self-regulated learning and final test performance.
Deciding to Practice-Test on Their Own
Since students seem unaware of the benefits of retrieval, it seems unlikely that they
would choose to practice retrieval on their own. Kornell and Son (2009 Experiment 2) evaluated
whether students would choose to practice retrieval over restudying while learning word pairs.
They provided students with four lists of word pairs. After studying each list, students made
judgments about the number of word pairs they would likely recall on a later test. After studying
each list, students were asked whether they would like to restudy the pairs or take a practice-test.
JOLs were collected at the end of each restudy or practice-test session. On the first list, students
chose between the restudy and practice-test conditions equally. However, over time, the students
began to favor the practice-test method. In addition, students in the feedback condition chose to
practice-test more often (above 50%), in comparison to students who did not receive feedback
(d= 1.10). Last, consistent with previous findings (Roediger & Karpicke, 2006b), higher JOLs
were given to items following restudy, even though students who chose to practice-test had
higher final test performance.
Kornell and Son (2009) were also interested in students' reasons why they chose to
practice-test. They found a dissociation between students’ metacognitive beliefs about their
regulation and their study decisions. That is, students viewed restudying word pairs as a more
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effective study strategy but chose to practice-test instead. The researchers noted that students do
not know which strategies are most effective and that their study was guided more by pure
monitoring, rather than optimizing learning (Kornell & Son, 2009).
Given the lack of efficient study decisions in self-regulated study using retrieval practice
in the above laboratory research, Trumbo, Leiting, McDaniel, and Hodge (2016) evaluated
whether college students would take advantage of web-based, low-stakes, multiple-choice
practice-tests with correct-answer feedback in a large lecture introductory course. Students were
allowed to take the practice-tests an unlimited number of times prior to each of the four chapter
exams (exam questions were identical to the practice-test questions). In one section, the practicetests were required as part of the course grade but were optional as a study aid in another section.
Trumbo et al. (2016) found that students in the practice-test-required section used the practicetests more frequently (d= 1.83) and obtained higher practice-test scores (d= 2.72) in comparison
to the optional practice-test section. In addition, students who were in the practice-test-required
section had higher scores on the chapter exams (d= 2.90). This finding remained significant even
after controlling for the number of quiz attempts. Overall, Trumbo et al. found that students in an
optional practice-test section did not use the practice-tests as often since they did not influence
their final grade. Trumbo et al. (2016) posited that students may need extrinsic reinforcement to
complete practice-tests in the classroom because they do not see the benefits of practice testing
as a learning tool.
These findings suggest that students’ metacognitive monitoring guides control of retrieval
practice. However, lacking metacognitive knowledge about the benefits of retrieval practice on
long-term retention and how to implement the strategy is likely the reason why students are
unable to self-regulate the learning strategy on their own.
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Enhancing Metacognitive Knowledge
and Improving Accuracy Metacognitive Judgements
It is clear that students’ lack of metacognitive knowledge about the benefits of effective
learning strategies (i.e., repeated retrieval practice) influences their ability to monitor their
performance and control their study decisions. In addition, retrieval practice does not increase
students’ metacognitive monitoring accuracy in a classroom context and this, in turn, affects
students' decisions to regulate retrieval practice effectively on their own.
Given the importance of monitoring accuracy and feedback in the self-regulated learning
process (Butler & Winne, 2005), researchers have focused on ways to improve monitoring
accuracy in the classroom through use of effective learning strategies. Cross and Paris (1988)
and Schraw et al. (2006) state that instruction should include information about how, when, and
why to implement a specific learning strategy in various situations. Dunlosky et al. (2013) noted
that students need to be trained about the benefits of effective learning strategies.
In an effort to help students identify the benefits of retrieval practice, Tullis, Finley, and
Benjamin (2013) found that students can be guided to predict the benefits of retrieval practice on
long-term retention, but only with considerable support. In addition, although few studied have
found that monitoring accuracy can be improved with training (see Gutierrez & Schraw, 2015;
Nietfeld, Cao, & Osborne, 2006), Dunlosky and Rawson (2012) claimed that there was
insufficient evidence to support whether training can improve students’ metacognitive
monitoring of retrieval practice.
More recently, researchers have evaluated the indirect effects of training on
metacognitive monitoring and control of retrieval practice in a laboratory setting.
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Fernandez and Jamet (2017) evaluated whether undergraduates’ monitoring of newly learned
information influenced their JOLs and metacognitive processes using a think aloud protocol. The
participants were randomly assigned to a practice-testing group or control group. Students were
given a training module about neuroscience topics and were encouraged to think aloud. At the
end of the training modules, students were randomly assigned to a practice-test with feedback or
control condition. Thereafter, students reported their JOLs of their predicted grade on a posttest
on a scale from 0-20. Before the posttest, the control condition took all eight practice-tests with
feedback to control for exposure time. They found that students in the practice-test group were
less overconfident and performed better on a post-test questionnaire. In addition, practice-testing
effects were mediated by self-regulated processes on the post-test questionnaire. Specifically,
students in the practice-test group were more likely to use summarization and knowledge
elaboration in comparison to the control group. However, these researchers failed to assess
whether students were more likely to self-regulate their use of retrieval practice as a result of
monitoring training.
In a similar study, Ariel and Karpicke (2017) provided students with a retrieval practice
intervention in which students learned about the benefits of repeated retrieval practice. They
were specifically interested in whether students studied foreign word pairs differently as a result
of the intervention. The intervention included information on how repeated self-testing is an
effective strategy for learning and the students were shown a bar graph demonstrating that
students learn more from repeated testing. They found that students in the strategy intervention
group chose to practice-test more often and continued to practice successful attempts more times
before dropping them a week later, in comparison to the control group. However, this minimal
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training did not assess students' monitoring accuracy or their ability to self-regulate retrieval
practice in a classroom setting.
To date, there have been few attempts to implement metacognitive training of retrieval
practice in a classroom context in order to increase students' abilities to evaluate and monitor
their performance after receiving feedback from practice-tests and how this, in turn, influences
their future study decisions across college course content.
Summary
The theoretical frameworks related to the major study variables - retrieval practice,
performance feedback evaluation, and metacognitive monitoring and control processes established a background for the study. These variables have been studied extensively, but not
together with retrieval practice training in a college classroom. The present research examined
the effects of enhancing metacognitive monitoring of retrieval practice performance feedback on
future study decisions in a manner that has not been done to date.
In the present study, I take a deeper approach to understanding the metacognitive benefits
of retrieval practice using the self-regulated framework presented by Winne and Hadwin (1998).
The primary goals of this work are to examine whether training metacognitive monitoring and
control skills for retrieval practice increases students' academic performance, use of the strategy
on their own, their metacognitive monitoring accuracy of external feedback evaluation, and their
metacognitive control decisions for future study.
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CHAPTER 3
METHODOLOGY
This section describes the methodology of the present research study. Included in this
section is a description of the participants, research design, measures, procedure, and finally the
details of the methods and techniques used for analysis of the data.
Participants
Participants were a convenience sample of 125 students enrolled in five sections of an
introductory-level educational psychology course in the College of Education at the University
of Nevada Las Vegas. Of this sample, 7 students dropped the course, 9 students did not consent
to participate in the study, and 6 students were dropped for failure to complete less than 80% of
all course materials, leaving a final sample of 103 participants. Participants ranged in age from
18 to 52, with an average age of 22.56 (SD= 5.42). A majority of the participants were female
(75%). Also, a majority of the participants were Caucasian (40.8%) or Hispanic (35%), 13.6%
reported as multiple race/ethnicity, 4.9% were African-American, and 4.9% were Asian. Of the
participants, 7.8% were freshman, 42.7% were sophomores, 31.1% were juniors, and 18.4%
were seniors. Most of the participants were majoring in Education (70.9%). The average GPA
reported was 2.97 (SD= 0.710) with a range of scores from 0.00-4.00 (see Table 3). Students
who were dropped for failure to complete more than 80% of the course materials did not differ
significantly in demographics from those retained for the study (all ps > .05).
Participation in this study was optional and no additional credit was given for consenting
to allow the researchers to analyze course data once the course had ended. This study was
conducted in accordance with the Institutional Review Board (IRB) at University of Nevada Las
Vegas (UNLV). Consent forms for the study can be found in Appendix A.
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Table 3
Demographic Characteristics Overall and by Group
Overall
n= 103

Control
n= 54

Treatment
n=49

t

Age

22.56 (5.22)

22.50 (5.05)

22.63 (5.45)

-0.128

Cumulative GPA

2.972 (0.71)

2.89 (0.81)

3.05 (0.57)

-1.131

c!
Gender

1.158

Male

26 (25%)

16 (30%)

10 (20%)

Female

77 (75%)

38 (70%)

39 (80%)

Ethnicity

1.446

Caucasian

42 (40.8%)

21 (38.9%)

21 (42.9%)

Hispanic

36 (35.0%)

18 (33.3%)

18 (36.7%)

Multiple Race

14 (13.6%)

8 (14.8%)

6 (12.2%)

African-American

5 (4.9%)

3 (5.6%)

2 (4.1%)

Asian

5 (4.9%)

3 (5.6%)

2 (4.1%)

Education Level
Freshman

1.668
8 (7.8%)

5 (9.3%)

3 (6.1%)

Sophomore

44 (42.7%)

21 (38.9%)

23 (46.9%)

Junior

32 (31.1%)

16 (29.6%)

16 (32.7%)

Senior

19 (18.4%)

12 (22.2%)

7 (14.3%)

Note. c and t-values above are not significant at an a of .05
"

Power Analysis. A power analysis was conducted using GPower version 3.1.9.2 for Mac
OS X to find a medium effect between two groups found in Cohen (1998) recommended an
overall sample size of 68 ($ " = 0.15, a= .05, b= .2, k= 2). That is, 34 participants per condition
should provide sufficient power to detect an intervention effect. Therefore, the sample size in the
present study was adequate to achieve the desired power of 0.80.
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Design
The present study used a true-experimental design. Students within each of the five class
sections were assigned randomly to the Trained (n= 49) or Control (n=54) condition. All students
completed a prior knowledge test, pre-metacognitive awareness inventory (MAI), intervention or
control readings and assignments, 10 practice-tests, 10 feedback assignments, 3 course
examinations, a post-MAI, and a final cumulative exam.
Using a true-experimental design with randomization controls for all threats for internal
validity. To check that differences did not exist prior to the implementation of the intervention,
independent samples t-tests revealed that the two conditions did not differ significantly based on
their age (t(101)= -0.128, p= .898) or cumulative GPA (t(101)= -1.131, p= .261). Full descriptive
statistics are available in Table 3.
In addition, students had similar levels of prior knowledge prior to training for both the
trained condition (M= 55.37, SD= 13.05) and control condition (M= 58.27, SD= 17.54).
Independent samples t-tests revealed that the two conditions did not differ significantly based on
their prior knowledge scores (t(97)= 0.929, p= .355).
Measures
The materials used in this study were implemented as part of the course curriculum.
Prior Knowledge Measure. A prior knowledge measure, or a pre-test, comprised of 30
multiple-choice items was administered prior to the intervention phase. The items covered
content areas for all chapters presented in the course. The prior knowledge measure was used to
ensure there were no differences between groups at the outset of the intervention. Prior
knowledge was first used to control for differences between groups prior to training. As
indicated previously, prior knowledge was not significantly different between groups. Prior
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knowledge was also used as a covariate in the analysis for final exam performance. The
Cronbach’s alpha of the 30-item prior knowledge measure was acceptable at .729.
Metacognitive Awareness Inventory (MAI) (pre and post-test). The MAI is a selfreport instrument that measures adults’ metacognitive awareness and is comprised of 52 items
(Schraw & Dennison, 1994). The measure encompasses eight subcomponents under two factors:
knowledge of cognition and regulation of cognition. Within knowledge of cognition, the three
subcomponents are declarative, procedural, and conditional knowledge. A sample declarative
item is: “I am a good judge of how well I understand something.” (Schraw & Dennison, 1994).
The regulation of cognition measures knowledge of “planning, implementing, monitoring, and
evaluating strategy use” (Schraw & Dennison, 1994, p. 471). The regulation of cognition encompasses five subcomponents, which include: planning, information management strategies, comprehension monitoring, debugging strategies, and evaluation. A sample planning item is: “I set
specific goals before I begin a task” (Schraw & Dennison, 1994). Students responded to each
item by marking a 100-point, continuous scale. Higher scores reflected higher metacognitive
knowledge and regulation of cognition.
The two MAI factors have demonstrated high internal consistency reliability (Cronbach’s
alpha= .81) and moderate inter-correlation (r= .54). The assessment was empirically validated
and construct validity has been established by comparing the MAI with scores on measures of
metacognitive knowledge, test performance, and metacognitive regulation (Schraw & Dennison,
1994). Appendix B presents the full scale of survey items.
For the present study, the Pre-MAI and Post-MAI were also found to be highly reliable
(52 items; a= .827, a= .886, respectively). See Table 4 for individual subscale internal
consistency reliability for the post-MAI.
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Table 4
Cronbach’s Alpha for Post-MAI Subscales
Subscales
Declarative
Procedural
Conditional
Planning
Information Management
Comprehension Monitoring
Debugging Strategies
Evaluation

a
.546
.225
.465
.496
.644
.550
.553
.371

N of Items
8
4
5
7
10
7
5
6

Intervention Materials. The intervention materials focused on training students about
specific metacognitive abilities that they lack, as identified in prior research (see Dunlosky &
Rawson, 2012; Grimaldi & Karpicke, 2014; Karpicke, 2009; Kornell & Son, 2009). The specific
aspects of training are outlined below.
1. Training Component #1: Information about the Task (Task Level) to Enhance
Cognitive Conditions: Knowledge of Learning Strategy.
Students were taught how to use retrieval practice (e.g., retrieving from memory) and
regulate retrieval practice on their own (e.g., frequency and spacing). Students learned about the
benefit of retrieval practice on learning and subsequent performance. In addition, they received
information supported by empirical research about the cognitive benefits of retrieval practice.
For instance, they were taught that retrieval practice aids in later retention and helps identify
gaps in knowledge, and that repeated practice and spacing practice-test will increase later reten-
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tion of information. Overall, students were provided with skill training about how retrieval practice and feedback increase future learning, while rereading - a common study strategy - provides
minimal benefits.
2. Training Component #2: Enhance Monitoring and Control Processes of Retrieval
Practice through Feedback about the Task (Task Level) and Strategies for Learning (Processes Level)
In the second training component, students were provided with the opportunity to
practice how to monitor their processes using retrieval practice and were given information about
the importance of how monitoring their use of the strategy can benefit their future study sessions
(e.g., using practice-test performance to inform future study).
During this aspect of training, students were given about the questions that need to be
answered in order for feedback to be effective, according to Hattie and Timperley’s (2007)
model of feedback. Students were asked to set goals for the course and for use of retrieval practice during the semester. In addition, students learned about success criteria for judging goal attainment and encouraged to use their course materials to determine their preparedness for the upcoming exam (i.e., course and exam objectives). In addition, they were taught about how to determine whether they are making progress. Specifically, students were provided with skill training about how practice-tests with feedback can help them to identify errors in learning and also
how they can identify information that is well-learned based on the set of standards (i.e., objectives).
In addition, students were taught about how to control their future study behaviors to increase their overall learning towards a goal. For instance, they can seek out more information
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about what they do and do not understand or they can determine whether their strategies are appropriate for the depth of learning required.
3. Training Component #3: Enhance Students’ Self-Evaluation Skills (Feedback at
the Self-Regulation Level).
Last, and most important to the present training, students were trained on how to evaluate
external feedback from retrieval practice performance (i.e., using feedback to plan appropriate
next steps). Specifically, students were taught how to self-evaluate their performance feedback
by assessing items that were answered correctly with confidence, items that were answered correctly with low-confidence, and items that were answered incorrectly. It is important that students are able to self-evaluate these three areas because a correct answer with low-confidence
may not mean that students feel as though they know the information. The emphasis here is that
correct or incorrect feedback from a practice-test is not enough. Students must go further to identify whether they have successfully attained their goals, identified failures AND successes on the
practice-test, and whether they have enough information about what is well-learned versus what
is yet-to-be-learned to inform selection of strategies in future study sessions.
These aspects of feedback are important for enhancing student’s self-evaluation skills and
control for future study sessions. See Appendix C for Sample Treatment Materials.
Intervention Assignments. Following each of the three training sessions, students engaged in activities to check for their comprehension of the trained skills and to provide an opportunity for applying knowledge about the learning strategies. Specifically, students were asked a
series of open-ended questions in order to determine whether the intervention had an effect on
their knowledge of cognition and regulation of cognition in reference to retrieval practice. See
Appendix D for Sample Training Assignment Items.
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Scoring of Training Materials. A rubric was developed to score each item in the training condition. Each item in training was scored using a rubric based on an answer that indicates
that the student acquired knowledge about a specific skill about retrieval practice and monitoring
and evaluating feedback. See Appendix E for the Intervention Rubric.
For the present study, the inter-rater reliability test (N=49) for the training responses
across the 29-items resulted in an average kappa statistic of 0.833 between the two independent
raters (acceptable agreement is .80 or greater) (Cohen, 1960).
Control Materials and Scoring. The students in the control condition completed additional selected readings and assignments related to the course material. Specifically, students in
the control condition learned more in-depth information about Behaviorism (a topic covered
within their course). The students engaged in the same number of readings and assignments to
check for their comprehension of the knowledge and provide an opportunity for applying
knowledge about the content learned. Completion scores were calculated for the control condition. See Appendix F for Sample Control Materials.
Comparison of Materials. See Table 5 for comparison of training and control readings.
As indicated in the table, the materials in both conditions were of approximately the same length
(e.g., word count) and the assignments had the same number and types of items (e.g., openended) at the same level of knowledge (e.g., asking students to apply knowledge). Both of the
topics covered in each condition are related to the course content. The trained condition received
additional, in-depth information specifically focusing on retrieval-practice and regulating the
learning strategy through monitoring performance feedback. In contrast, the control condition
received additional, in-depth information on how to monitor and control students’ behaviors in a

76

classroom setting, based on the Behaviorist perspective. The only difference between the two
groups was the condition to which they are randomly assigned (training versus control).

Table 5
Comparison of Readings
Retrieval Practice (Learning Strategy)
Word Count

3,955

Behaviorism
3, 930

Reading #1

What is Retrieval Practice?
Benefits of Retrieval Practice
How to Use Retrieval Practice?
Retrieval Practice versus Cramming Example
Effective versus Ineffective Learning Strategies

What is Behaviorism?
Benefits of Behaviorism
Behaviorism Example
Rewards and Punishments

Reading #2

Metacognition: Why is Metacognition important?
Identifying well-learned from yet-to-be learned information from Success Criteria
Identifying the Levels of Understanding

What is ABA?
Components meet the criteria of research-based,
effective interventions for children with autism
Monitoring Environmental Changes
Creating a More Successful Environment

Reading #3

Interpreting Feedback and Enhancing Self-Evaluation
Skills

Effective Discipline in the Classroom

Practice Tests. A total of 10 practice-tests across the 11 chapters were presented during
the course and these practice-tests were available for students on the learning management system (LMS). The practice-tests comprised multiple-choice items from each chapter. The students
were required to complete at least one practice-test on each chapter. All students were informed
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that they could repeat the practice tests as many times as they would like. The week each practice
test was taken and the number of times (frequency) was measured via behavior logs on the LMS
system across the entire semester. The practice-test items measured knowledge of chapter concepts presented over the course of the semester. The content for each practice test was randomly
selected from each chapter to ensure appropriate sampling of the content in the course. Table 6
presents the means, standard deviations, and Cronbach’s alphas of each practice-test for students’
first attempt. The Cronbach’s alphas ranged from .585 to .888. Given that the practice-tests sample across several topics at various depths of knowledge, the internal consistency reliabilities are
consistent with prior research with similar instruments (see Schneider, Rittle-Johnson, & Star,
2011; van Loon, Dunlosky, van Gog, van Merrienboer, and de Bruin, 2015). That is, prior research has found that students may understand one concept in a domain without understanding
others (Schneider & Stern, 2009). Thus, low reliabilities (ranging from .10 to .75) are found to be
acceptable given the depth and content coverage (Schneider et al., 2011; van Loon et al., 2015).

Table 6
Means, Standard Deviations, and Cronbach’s Alphas for Practice-Tests
Variable
Practice-Test 1
Practice-Test 2
Practice-Test 3
Practice-Test 4
Practice-Test 5
Practice-Test 6
Practice-Test 7
Practice-Test 8
Practice-Test 9
Practice-Test 10

a
.747
.637
.733
.585
.785
.815
.888
.829
.878
.832

M
69.47
64.80
71.50
67.93
62.37
70.74
74.50
65.90
68.15
64.70
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SD
21.83
20.77
23.70
26.83
22.74
26.39
30.40
28.46
31.14
30.34

Feedback Assignments. Following their first practice-test for each chapter, students
completed a feedback assignment. The feedback assignment asked students to discriminate between information they did or did not know from the chapter. In addition, they were asked
whether they felt the need to modify their studying for the upcoming exam and, if so, which
strategies they would use.
A rubric was developed to score the monitoring accuracy of practice-test feedback on the
feedback assignment. Monitoring accuracy was calculated by assigning a score of 1 to topics students correctly classified and assigning a 0 to topics incorrectly classified. The monitoring accuracy scores per practice-test were summed across concepts and divided by the total number of
concepts on the practice-test. Higher scores equaled higher monitoring accuracy and ranged from
0.00 (inaccurate monitoring) to 1.00 (accurate monitoring). The monitoring accuracy scores for
well-learned and yet-to-be-learned information from feedback were summed across all practicetests (maximum score = 10; post-training monitoring scores= 8). See Appendix G for Scoring
Rubric for Feedback Assignments and the corresponding items.
For metacognitive strategy decisions, three types of study decisions were analyzed: (1) practice-test use, (2) monitoring strategy use (students’ decisions that their strategies were or were
not sufficient for future study sessions), and (3) strategy control decisions (students selected an
effective strategy for next learning phase).
Table 7 presents a full list of sample answers for each strategy reported by students for
quiz or exam preparation. Some students simply stated that they read, reread the chapter, used
flashcards, or highlighted during study. In addition, students mentioned help-seeking, taking better notes, putting in additional effort, slowing down while studying, and to simply study MORE,
to name a few.

79

Some students, however, mentioned key strategies that were targeted during training. For
practice-testing, sample responses were “I will retake quizzes to prepare for the exam” or “I will
try to take a practice test to see where I am at in regard to the content.” If students planned to use
quiz feedback for their exam preparation, sample responses were “I use the feedback from the
quizzes to see whether I understand concepts well” or “Using the feedback from the quizzes
helps me to see what I have an understanding in.” For spacing (or distributing practice), students
stated that they would “Study Schedule, quiz 1 hour everyday Monday through Friday” or “I can
retake quizzes and score for 100 throughout the week. Spread out my studying time for this
course.” For focusing on unknown topics, sample responses were “I need to focus more on what
I don't know, while building deeper understanding for the things that I do know” or “For the next
time, I'm planning to focus more on the topics that I don't know.”
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Table 7
Sample Strategy Answers

Strategy

Sample Answers

Read Chapter

“Read over chapter 4.” or “For this chapter I only read it over once.”

Reread Chapter or Notes

“I just try to reread the text over again and get an understanding on what is going on.”

Flashcards

"Flashcards for vocabulary.”

Practice-test (self-test)

“I will retake quizzes to prepare for the exam.”
“I will try to take a practice test to see where I am at in regard to the content.”

Use Quiz Feedback

“I use the feedback from the quizzes to see whether I understand concepts well”

Distribute Practice (Spacing)

“Study Schedule, quiz 1 hour everyday Monday through Friday.”

Focus on Unknown Topics

“ “For the next time, I'm planning to focus more on the topics that I don't know.”

Highlight

“I will highlight information in the book as I read so I know what to go back and reread.”
“Highlight main topics.”

Skim Chapter or Notes

“ Skimmed through bold words in the textbook.”

Help-seeking

"Ask my professor if I have any questions on concepts or definitions.”

Apply to Real Life Examples

“I will try to learn how to apply or create real life examples of the definitions.”

Practice Problems

“Reading through the questions at the end of the chapter to see if I understand the information well enough to answer the questions confidently

Comprehension Monitoring

“Reread chapter parts that I didn't understand.”

Recopy Notes

“Rewrite notes.”

Outline

“Used outlines of the chapter one hour everyday.”

Study with Friends

“I had a study partner for this week.”

Summarize

“Summarizing the chapter after my notes.”

Environmental Structuring

“I will adjust my study habits by being more organized, and heading to the library for a
hour or two so I cannot get distracted at home by the cats or tv or laundry, and things to do
instead.”

Use Quiz Feedback

“I will adjust my study strategies because I missed a few answers on the quiz. That means I
did not have a firm understanding of each concept, and if I don't adjust my strategies my
grade will suffer.”

Practice-test use was analyzed using the LMS and identifying (1) the frequency of practice-test use and (2) the spaced practice of practice-tests across the semester.
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Monitoring strategy use was based on whether students could identify whether they
needed to modify their strategies in the next learning phase based on their practice-test performance. Appropriate strategy decisions were scored dichotomously (0, 1) and were averaged
across feedback assignments. Higher scores reflected appropriate strategy decisions (i.e., targeted
strategy) and ranged from 0.00 to 1.00 per practice-test. Monitoring use was summed across all
10 practice tests (maximum score = 10).
Strategy control decisions were based on whether students selected an effective strategy
for the next learning phase. Higher scores reflected equal appropriate strategy decisions and
range from 0.00 to 1.00. These decisions were summed across all 10 practice tests (maximum
score = 10).
For the present study, the inter-rater reliability test (N=103) for the quiz feedback across
three time points resulted in an average kappa statistic of 0.878 between the two independent
raters.
Course Examinations. Three exams were administered throughout the course as part of
the course materials. Each exam was comprised of multiple-choice items. The first exam had 50
multiple-choice items and covered five chapters. The second exam had 50 multiple-choice items
and covered three chapters. The final (and third) exam was cumulative with 75 multiple-choice
items. The cumulative final exam had 15 items that had been previously practice-tested (i.e.,
quizzed) and 60 new items (i.e., non-quizzed). The prior knowledge items were not included on
the examinations. The analysis for this study focuses on the final cumulative exam. The same validity and reliability methods were taken for the exams as done with the prior knowledge and
practice-test measures. The items sample the entire content for each assigned chapter per exam
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and the items were taken from the test bank (Ormrod, 2017). The items on this exam were evaluated using item analysis and discriminate analyses over the past 5-years. Items that did not discriminate well were modified prior to the implementation of the pilot study and the present
study. The Cronbach’s alpha for the entire 75-item measure was .949. The 60-item, non-quizzed
items (a= .933) and 15-item, quizzed items (a= .840) were also found to be highly reliable.
Procedure
A pilot study was conducted to evaluate the fidelity of treatment implementation. The results revealed that, prior to training, monitoring what is well-learned and yet-to-be-learned information from feedback were not associated. Typically, prior research has identified monitoring
processes as one skill (Nelson & Narens, 1990). However, more recently, researchers have found
that monitoring well-learned and yet-to-be-learned information are two distinct skills (Schraw,
Kuch, & Gutierrez, 2015). The observed r between monitoring feedback here was low and nonsignificant with a sample of 49.
Specifically, students are better at monitoring unknown information from practice-test
feedback. Since feedback has been found to help students correct errors in previous research
(Butler & Roediger, 2008), these findings show that students are better at using feedback to
correct errors rather than to identify well-learned information. These findings may be explained
by prior research on JOLs and the under-confidence-with-practice effect (Finn & Metcalfe, 2007;
Koriat, Sheffer, & Ma’ayan, 2002). After taking a practice-test, students may become underconfident because they are unable to correctly identify what is well-learned, in addition to what
is yet-to-be-well-learned.
In addition, these findings suggest that self-regulated strategy training for monitoring
feedback accurately of metacognitive knowledge and metacognitive regulation increases final
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examination performance. In addition, monitoring accuracy of feedback for both well-learned
and yet-to-be-learned topics was more beneficial for non-quizzed items on the examination. Last,
the effect of training on final exam performance of non-quizzed items was mediated by
monitoring accuracy of both well-known and yet-to-be-learned topics. Please see Appendix H
for the full Pilot Findings. Based on these findings, a larger sample was evaluated in the
subsequent semester.
For the present study, during the first week of the semester, students completed the prior
knowledge measure, the pre-MAI, and the consent form. During the semester, students took 10
weekly multiple-choice, practice-tests with feedback followed by a feedback assignment as part
of the course materials. The feedback assignments required students to self-report their
monitoring of well-learned versus yet-to-be-learned course information based on the feedback
provided on the practice-tests. In addition, students were asked to evaluate the effectiveness of
their current study strategies and make future study decisions. The students were able to repeat
practice-tests as many times as they liked during the semester.
During the third week of the semester, students were randomly assigned to the trained or
a control group. Students in the trained condition learned about the benefits of retrieval practice,
how to self-regulate the learning strategy on their own, and how to evaluate feedback. Students
in the control group completed a series of readings and activities aligned to course topics. During
weeks 6, 10, and 15, students completed the course examinations. See Table 8 for the full
procedure schedule.
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Table 8
Procedure Schedule

Week

Chapter
Covered in
Lecture
Quiz Schedule

1

2

3

4

5

Ch 1

Ch 2

Ch 3

Ch 4

Ch 5

x

x

x

x

x

6

7

Ch 6

x
Exam 1

8

9

10

Ch 7 Ch 9

x

x
Exam 2

11

12

13

14

Ch 10

Ch. 11

Ch13

Study
Week

x

x

x

15

Finals
Week

Exam
Schedule

Pretest

Study
Materials

MAI

Training
#1

Training
#2

Training
#3

PostMAI

Control
Materials

MAI

Filler#1

Filler #2

Filler #3

PostMAI
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Final
Exam

Analyses
After the full experiment was administered, I used various analyses to answer each of my
research hypotheses. Please see Appendix I for the summative table of analyses.
H1: The trained condition will show greater differences in final examination non-quizzed
scores over the course of the semester, in comparison to the control group. In line with prior research, for all students, items that were previously quizzed with feedback should increase performance on those identical items on a subsequent test, regardless of training (Roediger & Karpicke, 2006a). However, more controlled use of study strategies from enhanced external evaluations should result in better performance for information that was not previously quizzed. As a
result, I anticipated that students’ self-regulation of retrieval practice will be more effective,
leading to higher final exam performance on non-quizzed items.
Analysis: One-way ANCOVA, IV= Treatment (trained versus control), DV=Final Exam
(Non-quizzed) Items (interval), Covariate= Prior Knowledge

H2: The trained condition will show a greater difference in post-test treatment scores on the
MAI subscales, in comparison to the treatment control group (as found in previous research for
general strategies, see Amzil, 2014). Higher scores indicated higher metacognitive awareness.
The degree to which metacognitive retrieval practice training will enhance specific aspects of
metacognitive monitoring and regulation skills was exploratory. However, I expected training
would not influence information management strategies or debugging strategies. Higher scores
on the MAI subscales are expected to relate to higher achievement (as found in Schraw & Dennison, 1994)
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Analyses:
(1) 2 Treatment (Trained versus Control) x 2 Time (Pre- Post) Mixed Factorial Repeated
Measures ANOVA Design
(2) MANOVA: 2 Treatment (Trained versus Control) X 8 Subscales (Declarative, Procedural, Conditional, Planning, Information Management, Comprehension Monitoring, Debugging Strategies, Evaluation Strategies)
(3) Path Analysis (Mediation)

Figure 4. Hypothesized MAI Mediation Model.
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H3: Based on prior research on metacognitive processes, I expected that students will monitor yet-to-be-learned information more accurately than well-learned information because feedback is often viewed as a means to correct errors (Butler et al., 2007). Therefore, if feedback is
accepted, information that disconfirms students’ beliefs about their knowledge (i.e., incorrect responses) will be given more attention (Hattie, 2001; Kulhavy, 1977). Therefore, students should
monitor feedback more accurately for yet-to-be-learned information, rather than well-learned information.
Analysis: Paired-samples t-tests for total practice-test well-learned versus yet-to-be-learned
scores.

After training, I expect that monitoring accuracy would increase over time for students in
the trained condition; students in the trained condition ae expected to perform better on both
monitoring well-learned and yet-to-be-learned content over time, in comparison to students in
the control condition. Since retrieval practice with feedback has little effect on monitoring
accuracy across content in a classroom setting (see Bol & Hacker, 2001), I investigated whether
training would increase monitoring accuracy of practice-test feedback performance. In addition, I
was interest in whether monitoring accuracy mediated the effects of training on final
examination performance.
Analysis: Path Analysis (Mediation)
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Model 1.

Model 2.

Model 3.

Figure 5. Hypothesized Monitoring Mediation Models.
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In addition, I expected that training would increase use of targeted strategies and decrease
use of non-targeted strategies for both practice-test preparation and exam preparation. Use of
targeted strategies was expected to mediate the effects of training on final examination
performance.
Analysis: Path Analysis (Mediation)
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Model 1. Quiz Preparation

Model 2. Quiz Preparation

Model 3. Exam Preparation

Model 4. Exam Preparation

Figure 6. Hypothesized Strategy Mediation Models.
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H4: The trained condition will use practice-testing, course objectives, and monitor grades more
and space their repeated practice-testing across several days/weeks, in comparison to the control
condition. These behaviors are expected to explain variance in final examination performance.
Analysis: Path Analysis (Mediation)

Model 1. All Behaviors

Figure 7. Hypothesized Learning Management Behaviors Mediation Model.

91

Model 2. Practice-Test Frequency

Figure 8. Hypothesized Practice-Test Mediation Model.

Using LMS data, a pattern of frequency and spaced practice was expected to emerge for the
trained condition in comparison to the untrained condition (exploratory analysis) and lead to
great final exam performance (for non-quizzed items).
Although this question was exploratory, I expected that students who were not trained
would take each practice test once or twice until they correctly recalled the item and then mass
their practice right before an exam (Karpicke, 2009). I expected that trained students will practice-test more often and space their study.
Analysis: For frequency over time,
(1) Interrupted Control Group Time-Series Design, IV= Treatment (Trained vs. Control),
DV= Practice-Test Frequency to examine trends DV= Time (Week)
(2) A MANOVA of Study versus Cram Weeks (DVs), IV= Treatment (Trained vs. Control)
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H5: I expected that feedback monitoring accuracy and study decisions/behaviors would mediate
the association between training (versus control) and final exam performance. This question was
exploratory; however, I expected that training would result in higher metacognitive skills which
will directly predict higher final exam scores for non-quizzed items. In addition, I anticipated
that the trained group’s performance would be mediated by way of feedback monitoring (leading
to more informed study plan sessions) and study decisions/behaviors on final exam performance
of non-quizzed items. Three types of study decisions will be analyzed: (1) frequency of practicetest use, (2) monitoring strategy use (identifying their strategies are or are not sufficient for future study sessions), and (3) strategy control decisions (students select an effective strategy for
next learning phase). Monitoring accuracy of feedback was expected to further mediate training
on final exam performance of non-quizzed items through strategy choices/behaviors.
Analysis:
(1) Full Hypothesized Mediation Model (Path Analysis)
(2) Series of Simple Mediation Models (Path Analyses 1-3)
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Figure 9. Full Hypothesized Complex Mediation Model.
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Model 1a. Monitoring Accuracy and Practice-Test Frequency

Model 1b. Monitoring Accuracy and Practice-Test Frequency

Figure 10. Hypothesized Mediation Monitoring and Practice-Test Frequency Models.
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Model 2a. Monitoring Accuracy and Monitoring Strategy Use.

Models 2b. Monitoring Accuracy and Monitoring Strategy Use.

Figure 11. Hypothesized Mediation Monitoring and Monitoring Strategy Use Models.
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Models 3a. Monitoring Accuracy and Control Strategy Decision.

Models 3b. Monitoring Accuracy and Control Strategy Decision.

Figure 12. Hypothesized Mediation Monitoring and Strategy Control Decision Models.
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CHAPTER 4
RESULTS
A true-experimental design was used to examine the effectiveness of a metacognitive retrieval practice intervention to determine whether retrieval practice feedback training influences:
(1) students’ views about the cognitive and metacognitive benefits of retrieval practice; (2) frequency of self-directed, practice-test use across the course; (3) monitoring accuracy of welllearned versus yet-to-be-learned information from performance feedback; (4) effective control of
future study decisions; and (4) overall course performance. The intervention was embedded in
the current instructional practices by an instructor in a college-level educational psychology
course designed for pre-service teachers. Practice-tests, feedback assignments, learning management system (LMS) behaviors, and a cumulative final examination were used to collect data and
test the following hypotheses:
Hypothesis 1: The trained condition will show greater achievement on final examination
non-quizzed scores over the course of the semester compared to the control group. More controlled use of study strategies from enhanced external evaluations should result in better performance for information that was not previously quizzed. As a result, I anticipated that students’
self-regulation of retrieval practice will be more effective, leading to higher final exam performance on non-quizzed items.
Hypothesis 2: The trained condition will show a greater difference in post-test treatment
scores on the MAI subscales, in comparison to the treatment control group (as found in previous
research for general strategies, see Amzil, 2014). Higher scores on the MAI represent higher levels of general metacognitive awareness. The degree to which metacognitive retrieval practice
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training will enhance specific aspects of metacognitive monitoring and regulation skills was exploratory. However, I expected training would not influence information management strategies
or debugging strategies Higher scores on the MAI subscales are expected to relate to higher
achievement (as found in Schraw & Dennison, 1994).
Hypothesis 3: Based on prior research on metacognitive processes, I expected that students
will monitor yet-to-be-learned information more accurately than well-learned information because feedback is often viewed as a means to correct errors (Butler et al., 2007). Therefore, if
feedback is accepted, information that disconfirms students’ beliefs about their knowledge (i.e.,
incorrect responses) will be given more attention (Hattie, 2001; Kulhavy, 1977). Therefore, students should monitor feedback more accurately for yet-to-be-learned information, rather than
well-learned information.
Given that more recent research supports that these monitoring processes (well-learned
versus yet-to-be-learned) are two distinct skills (see Schraw, Kuch, & Gutierrez, 2013), it is
important to confirm my pilot findings with a larger sample to evaluate whether students’ selfevaluation skills are uncorrelated for well-learned versus yet-to-be-learned content. This
information is important for future research assessing self-evaluation and the development of
feedback training.
After training, I expected that monitoring accuracy would increase over time for students
in the trained condition; students in the trained condition were expected to perform better on
both monitoring well-learned and yet-to-be-learned content over time, in comparison to students
in the control condition. Since retrieval practice with feedback has little effect on monitoring
accuracy across content in a classroom setting (see Bol & Hacker, 2001), I investigated whether
training would increase monitoring accuracy of practice-test feedback performance.
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In addition, I expected that training would increase use of targeted strategies and decrease
use of non-targeted strategies for both practice-test preparation and exam preparation. Use of
targeted strategies was expected to mediate the effects of training on final examination
performance.
Hypothesis 4: The trained condition will use practice-testing more and space their repeated practice-testing across several days/weeks, in comparison to the control condition. These
behaviors are expected to explain variance in final examination performance.
Using LMS data, a pattern of frequency and spaced practice was expected to emerge for
the trained condition in comparison to the untrained condition (exploratory analysis) and lead to
great final exam performance (for non-quizzed items).
Although this question was exploratory, I expected that students who are not trained will
take each practice test once or twice until they correctly recall the item and then mass their practice right before an exam (Karpicke, 2009). I expected that trained students would practice-test
more often and space their study. Overall, continuous monitoring and control of these behaviors
were expected to lead to higher examination performance (Winne & Hadwin, 1998).
Hypothesis 5: Feedback monitoring accuracy and study decisions/behaviors is expected
to mediate the association between training (versus control) and final exam performance. This
question was exploratory; however, I expected that training would result in higher metacognitive
skills which will directly predict higher final exam scores for non-quizzed items. In addition, I
anticipated that the trained group’s performance would be mediated by way of feedback monitoring (leading to more informed study plan sessions) and study decisions/behaviors on final exam
performance of non-quizzed items. Three types of study decisions were be analyzed: (1) frequency of practice-test use, (2) monitoring strategy use (identifying their strategies are or are not
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sufficient for future study sessions), and (3) strategy control decisions (students select an effective strategy for next learning phase). Monitoring accuracy of feedback was expected to further
mediate training on final exam performance of non-quizzed items through strategy choices/behaviors. Table 9 presents the levels of acceptable fit for each model fit index.

Table 9
Acceptable Model Fit Based on Bentler and Hu (1999)
Chi-Square
RMSEA
CFI
SRMR

Root Mean Square Error
Comparative Fit Index
Standardized Root Mean
Square Residual

< .05
.06-.08
³ .95
< .08

Examination of the data
Missing Data. Investigation of descriptive statistics revealed 35 missing values, which
means that less than 3% of the data was missing. Since there were several analysis methods used
to analyze the data, two different methods were used to address the missing data in this study.
Listwise deletion was used to address the 4 missing cases for prior knowledge, 11 missing cases
for the final examination score (for non-quizzed and quizzed items), and the 21 missing cases for
the post-MAI when using analysis methods such as t-tests, ANCOVAs, and MANOVAs. This
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method was used because without students’ actual scores an accurate assessment of whether
training explained changes in their scores was not possible. Chi-square and t-tests were used to
ensure the sample was not significantly different from the full sample of participants. As seen in
Table 10, no significant differences existed for demographics or prior knowledge for the final examination (non-quizzed) and post-MAI between missing cases and the full sample (all ps > .05).
In addition, the missing cases for the prior knowledge measure did not differ significantly in
comparison to the demographics for the full sample (all ps > .05). For all mediation models,
however, the maximum likelihood estimator was used for parameter estimation.

Table 10
Missing Data Comparison Analyses
Variable
1. Final Examination(NQ)

2. Post-MAI

3. Prior Knowledge

Comparison Variable
Prior Knowledge
Gender
Ethnicity
Education Level
Education Major
Prior Knowledge
Gender
Ethnicity
Education Level
Education Major
Gender
Ethnicity
Education Level
Education Major

t(97)= -.753, p= .453
c! (1) = .027 + = .807
c! (5) = 1.635, + = .870
c! (3) = 3.366, + = .339
c! (1) = 1.457, + = .227
t(97)= -.766, p= .445
c! (1) = 1.252, + = .263
c! (5) = 4.026, + = .546
c! (3) = 7.029, + = .263
c! (1). 087, + = .769
c! (1) = 1.352, + = .245
c! (5) = 3.174, + = .673
c! (3) = 3.033, + = .387
c! (1) = .261, + = .610

Outliers. Boxplots and casewise diagnostics were used to identify outliers. As seen in
Figure 13, boxplots detected no extreme cases for final exam (non-quizzed items), pre- and post-
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MAI total scores, post-training monitoring accuracy for well-learned versus yet-to-be-learned information between groups. In addition, casewise diagnostics revealed no cases were found to
have residuals with standard deviations greater than 3, which confirmed no outliers were detected.

Figure 13. Boxplots for Final Exam (non-quizzed), Pre-MAI total, Post-MAI total, Monitoring
Accuracy Average Scores.
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Assumptions
Normality. A Shapiro-Wilk test of normality was performed for each dependent measure
for each group. Three variables were significant, suggesting that the data for these measures did
not follow a normal distribution: Final Exam Scores (non-quizzed items) (W = .865, p < .01), the
Post-MAI (W = .945, p = .002), and the Post-Training Monitoring Accuracy scores for yet-to-belearned topics (W = .958, p < 0.01). For all of these variables, skewness and kurtosis were within
acceptable limits for normality (range of skewness = -1.36 to 1.003, and range of kurtosis = -0.49
to 1.41; Field, 2013). To evaluate this further, histograms were used to assess normality since
this is a comment method used by analysts (Cohen et al., 2003). As seen in Figure 14, there is no
significant departure from normality. Therefore, the assumption of normality has been met.

Figure 14. Histogram of final exam (non-quizzed scores), post-MAI total scores, and post-training monitoring accuracy scores with a normal curve overlay.
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Multicollinearity. The variance inflation factor (VIF) is a measure that is used to determine the degree of multicollinearity. “The VIF provides an index of the amount that the variance
of each regression coefficient is increased relative to a situation in which all of the predictor variables are uncorrelated” (Cohen et al., 2003, p .423). Serious violations of multicollinearity are
found when VIF is 10 or more (Cohen et al., 2003). For this study, the VIF ranged from 1.374 to
2.241, which means that the assumption of multicollinearity has been met.
Homoscedasticity. Scatterplots were used to identify the relationship between residuals
and predicted values (Cohen et al., 2003). As seen in Figure 15, the variance of the residuals
around the regression line is relatively stable. This means that the assumption of homoscedasticity has been met.
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Figure 15. Scatterplot of residuals vs. predicted values for (a) Pre-MAI, (b) Post-MAI, (c) Monitoring Accuracy (Well-Learned), (d) Monitoring Accuracy (Yet-to-be-Learned), (e) Final Exam
Scores (non-quizzed)
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Descriptive Statistics
Table 11 presents the means and standard deviations for each performance measure overall and by group.

Table 11
Performance Measures Overall and by Group

N

Overall

Control

Treatment

Pretest

99

56.84 (15.47)

58.27 (17.54)

55.37 (13.05)

Exam 1

100

81.62 (14.92)

78.12 (17.14)

85.27 (13.38)

Exam 2

98

79.25 (14.23)

75.37 (17.14)

83.29 (8.89)

Final Exam

92

80.51 (16.00)

76.29 (19.76)

84.54 (9.93)

Non-Quizzed Final Exam

92

75.63 (19.99)

70.37 (24.70)

80.67 (12.41)

Quizzed Final Exam

92

85.04 (18.44)

81.33 (22.14)

88.43 (13.59)

Pre-MAI Total

92

40.08 (6.80)

39.81 (6.48)

40.35 (7.18)

Post-MAI Total

83

42.31 (7.72)

40.79 (8.60)

43.88 (6.43)

Post-Training Monitoring Accuracy Average Score (Well-Learned)

103

5.51 (1.40)

3.91 (1.36)

5.19 (.81)

Post-Training Accuracy Average Score
(Yet-to-be-Learned)

103

5.94 (1.89)

3.73 (1.70)

5.77 (0.79)

Monitoring Strategy Use

103

2.93 (2.54)

2.67 (0.33)

3.22 (0.38)

Strategy Control Decisions

103

1.17 (1.56)

0.80 (0.17)

1.57 (0.25)

Targeted

103

1.55 (2.08)

1.17 (1.90)

1.98 (2.20)

Non-Targeted

103

2.25 (2.27)

2.52 (2.20)

2.00 (2.11)

Reported Strategy Use

Note. MAI= Metacognitive Awareness Inventory, Max Score= 52. Monitoring Accuracy Max Score= 8.
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Table 12 presents the percentage of students who reported using each strategy in preparation for the 10 practice-tests. As can be seen from the table, the majority of students (86.5%) reported reading the chapter as a strategy to prepare for the practice-test and this strategy was mentioned more times on average per student (M = 4.91, SD = 2.77), in comparison to other strategies. The second most reported strategy was rereading chapter or notes (83.7%). Less than half
of the students mentioned practice-testing to prepare for the practice-tests (43.3%). The least
common strategies for preparing for the practice-tests included recopying notes (8.7%), outlining
(8.7%), studying with friends (6.7%), and summarizing the text (5.8%). In addition, 53.8% of
students reported that they did not study for one or more of the practice-tests throughout the semester.
In addition to the strategy used per practice-test, students also reported spending the most
amount of time reading the chapter and rereading chapters or notes and the least amount of time
summarizing the text (See Table 12 and Figure 16).
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Table 12
Students’ Self-Reported Strategies Used Across 10 Feedback Assignments in Preparation for the
Practice-Quizzes
Strategy

Percentage of
Students Who
List Strategy

Average Number of
Average
Times Strategy Was
Amount of
Reported Per Student Time Students
Used Strategy
(Minutes)

Range

Read Chapter

86.5%

(90)

4.91 (2.77)

335.89 (336.94)

10- 1860

Reread Chapter or Notes

83.7%

(87)

4.20 (2.94)

158.27 (199.22)

10- 1460.00

Flashcards

45.2%

(47)

3.09 (2.40)

111.17 (108.72)

10-445.00

Practice-test (self-test)

43.3%

(45)

2.20 (2.33)

90.78 (119.35)

10- 540.00

Highlight

30.8%

(32)

2.63 (2.76)

95.94 (130.38)

10-540

Skim Chapter or Notes

30.8%

(32)

1.88 (1.64)

46.68 (50.29)

10-185

Help-seeking

18.3%

(19)

1.68 (1.86)

40.20 (23.47)

15-90

Apply to Real Life Examples

17.3%

(18)

2.17 (1.92)

98.93 (103.17)

20-336

Practice Problems

13.5%

(14)

1.07 (0.27)

29.70 (19.32)

15-60

Comprehension Monitoring

10.6%

(11)

1.27 (0.65)

66.00 (85.94)

10-240

Recopy Notes

8.7%

(9)

1.22 (0.67)

48.11 (43.41)

20-120

Outline

8.7%

(9)

1.11 (0.33)

59.20 (47.26)

10-120

Study with Friends

6.7%

(7)

1.29 (0.76)

36.57 (39.40)

15-120

Summarize

5.8%

(6)

1.83 (1.33)

75.9 (169.92)

20-420

I did not study

53.8%

(48)

2.42 (1.94)

-

-
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Figure 16. The average amount of time students spent using each strategy across 10 practicetests.

On average, students spent about 90 minutes preparing for practice-tests by using practice-testing (or self-testing) strategies across the 10 practice-tests. In contrast, students reported
spending 158.27 minutes on average rereading chapters or class notes.
Given that re-reading is a common reported strategy, I next evaluated whether training
influenced self-reported time spent rereading or time spent practice-testing (see Figure 17). Students in the control condition spent more time on average using practice-testing prior to training
(M = 4.76, SD = 14.24), in comparison to the trained condition (M = 2.04, SD = 9.34). However,
after training, students in the trained condition reported using practice-testing for longer periods
of time (M = 37.54, SD = 89.67), in comparison to the control condition (M = 22.81, SD =
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70.42). However, there was no significant difference for reported time using practice-testing between these two groups after training, t(102) = -.94, p =.35 (Levene’s F(1,102) = 1.02, p = .32).
For rereading, the trained and control conditions reported similar amount of time prior to training
(M = 38.42, SD = 69.75; M = 37.78, SD =64.27, respectively). After training, students in the
trained condition reported spending less time rereading (M =79.46, SD = 99.64), in comparison
to the control condition (M = 93.51, SD = 173.84). However, there were no significant differences for time reported using rereading as a strategy between these two groups after training,
t(102 )= .50, .62 (Levene’s F(1,102) = 1.47, p = .23). In addition, students’ reported time using
all other strategies did not differ significantly between groups (all ps > .05).

Average Time Spent Re-reading by Group
150
100
50
0
Rereading Prior to Training

Rereading After Training

Control

Training

Figure 17. The average amount of time students spent using re-reading versus practice-testing
prior to and after training.

111

Table 13 presents the percentage of students who reported using each strategy in preparation for an upcoming examination. As can be seen from the table, students most often reported
that they planned to reread the chapter or their notes to prepare for the upcoming examinations.

Table 13
Students Who Self-Reported Strategy Changes for Preparing for the Final Examination Across
10 Feedback Assignments

Strategy

Percentage of Students
Who List Strategy

Average Number of Times Strategy
Was Reported Per Student

Reread Chapter or Notes

49.0%

(51)

2.12 (1.69)

Read Better

48.1%

(50)

1.76 (1.02)

Distribute Practice (Spacing)

31.7%

(33)

1.61 (0.86)

Practice-Test (self-test)

30.8%

(32)

2.03 (1.40)

Flashcards

30.8%

(32)

2.00 (1.44)

Apply to Real Life Examples

28.8%

(30)

1.83 (1.32)

Study More/Time

28.8%

(30)

1.47 (1.20)

Take Better Notes

27.9%

(29)

1.28 (1.40)

Focus on Unknown Topics

24.0%

(25)

1.20 (0.50)

No Idea What Strategy to Use Next

17.3%

(18)

1.67 (0.91)

Help-Seeking

15.4%

(16)

1.44 (1.03)

Effort

14.4%

(15)

1.00 (0.00)

Comprehension Monitoring

13.5%

(14)

1.07 (0.27)

Use Quiz Feedback

8.7%

(9)

1.78 (1.98)

Speed

7.7%

(8)

1.13 (0.35)

Environmental Structuring

6.7%

(7)

1.00 (0.00)

Highlight

5.8%

(6)

1.07 (0.27)

Practice Problems

5.8%

(6)

1.00 (0.00)

Recopy Notes

1.9%

(2)

1.00 (0.00)
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Next, I evaluated students’ learning management behavior use by groups. As can be seen
in Figure 18, students in the trained condition used the practice-tests more frequently on average,
in comparison to the control condition. In addition, students used the course objectives more often, in comparison to the control condition. However, students in the control condition checked
their grades more on average, in comparison to the trained condition.

Learning Management Behaviors by Groups

LMS Behaviors

My Grades

Practice-Test

Trained
Control

Course Objectives

0

5

10

15

20

25

30

35

Average Frequency

Figure 18. Average Learning Management Behaviors by Group.

Zero-Order Correlations. Correlation analyses indicate that a positive significant linear
relationship was found between scores on the final examination for non-quizzed items and monitoring accuracy of yet-to-be-learned topics (r = .26, p < .05). That is, students who were able to
accurately identify information that had yet-to-be-learned on feedback assignments had higher
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final exam (non-quizzed) scores. Yet-to-be-learned monitoring accuracy was also significantly
correlated with well-learned monitoring accuracy (r = .44, p < .01) and targeted strategy use (r =
.24, p < .05). Well-learned monitoring accuracy was also significantly associated with targeted
strategy use (r = .21, p < .05) and practice-test frequency (r = .27, p < .01).
Monitoring strategy used had a significant positive linear relationship with target strategy
use (r = .52, p < .01), untargeted strategy use ( r= .23, p < .05), and practice-test frequency (r =
.20, p < .05). Targeted strategy use was also significantly correlated with untargeted strategy use
(r = .44, p < .01). Monitoring “My Grades” on the learning management system (LMS) had positive significant linear relationships with practice-test frequency (r = .58, p < .01) and use of the
course objectives (r = .31, p < .01). This means that an increase in students’ monitoring “My
Grades” is associated with an increase in practice-test frequency or use of the course objectives.
Furthermore, positive significant linear relationships were found between pre-MAI and
post-MAI total scores (r = .46, p < .01). This suggests that higher scores on the pre-MAI is associated with higher scores on the post-MAI. See Table 14 for summary of zero-order correlations.
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Table 14
Overall Correlations Between Grades and Scores on Outcome Variables
Measure
1. Pre-test
2. Final (NQ)
3. Pre-MAI
4. Post-MAI
5. Well-Learned Monitoring Accuracy
6. Yet-to-be-Learned Monitoring Accuracy
7. Monitoring Strategy Use
8. Control Strategy Decision
9. Targeted Strategy Use
10. Untargeted Strategy Use
11. Practice-Test Frequency
12. Course Objectives (planning)
13. My Grades Use (monitoring)

1

2

.148
-.016
-.120
.046
.015
-.016
.015
.062
-.001
.054
-.078
-.056

.072
.039
.170
.255*
.108
-.044
-.036
.042
-.032
-.142
-.048

3

.462**
.062
-.081
-.069
-.063
-.160
.041
.150
.046
.116

4

5

.076
-.095
.011
-.029
-.108
-.02
.150
.084
.176

*p < .05 **p< .001
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.436**
.090
.010
.213*
.064
.269**
.195
.053

6

.064
-.012
.236*
.156
.040
.009
-.031

7

.139
.515**
.234*
.201*
.207
.096

8

.069
.181
.138
.030
.189

9

.442**
.164
.160
.002

10

.029
.006
.180

11

.194
.578**

12

.313**

Research Question 1: Does participation in a metacognitive training of retrieval practice
lead to a significant increase in final examination performance for non-quizzed items?
The first research question sought to explore changes in final examination performance
for items that were not previous quizzed, to see whether participants in the trained condition
would show improvement relative to the control group, in which participants received no metacognitive skill training.
A one-way ANCOVA was conducted to compare the effectiveness of training on final
exam scores for non-quizzed items while controlling for prior knowledge. There was a significant main effect for treatment on the non-quizzed final exam performance, F(1, 85) = 5.700, p =
.019, ηp2 = .063. The trained condition (M = 80.67, SD = 12.41) performed significantly better
on the non-quizzed items on the final exam in comparison to the control condition (M = 70.63,
SD = 24.49; d = 0.53). The covariate, prior knowledge, was not a significant predictor of final
exam performance, F(1, 85) = 2.213, p = .141, ηp2 = .025. The interaction between prior
knowledge and treatment on the final examination for non-quizzed items was non-significant,
F(1, 85 )= 3.185, p = .078, ηp2 = .036. The assumption of homogeneity of regression slopes was
met.
Research Question 2: Does participation in a metacognitive training of retrieval practice
lead to a significant increase in self-reported metacognitive awareness (i.e., MAI scores)?
To investigate factors that may account for the effects of training on final exam performance, the second research question sought to explore whether participation in a metacognitive
training about retrieval practice influenced students’ self-reported metacognitive awareness on
the Metacognitive Awareness Inventory (MAI; Schraw, 2006). Specifically, I was interested in
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the degree to which metacognitive retrieval practice training enhanced specific aspects of metacognitive awareness across the eight subscales (i.e., Knowledge about Cognition [Declarative
Knowledge], [Procedural Knowledge], [Conditional Knowledge], and/or Regulation of Cognition [Planning], [Information Management Strategies], [Comprehension Monitoring], [Debugging Strategies], and [Evaluation]). The MAI was taken at two time points in the semester. Prior
to training (pre-MAI) and after training (post-MAI).
Pre-training Analyses. An independent-samples t-tests was conducted to examine
whether differences existed in MAI scores prior to the training. No significant differences were
found between the trained and control group on the pre-MAI total scores, t(90) = -0.38, p = .70.
Assumptions of normality were upheld.
To assess the individual subscales, an initial one-way multivariate analysis of variance
(MANOVA) examined the eight subscales as dependent variables and the treatment condition
(trained versus control) as the independent variable. Based on Levene’s F tests, the homogeneity
of variance assumption was satisfied (all ps > .05). The MANOVA revealed no significant differences between the trained and control groups in pre-MAI, Wilk's Λ = .906, F(8,83) = 1.083, p=
.383. Specifically, there were no differences on the Declarative Knowledge (F(1, 90) = 0.88, p =
.352, ηp2 = .010), Procedural Knowledge (F(1, 90) = 0.90, p= .346, ηp2 = .010), Conditional
Knowledge (F(1, 90) = 0.22, p = .64, ηp2 = .002), Planning (F(1, 90) = 0.23, p = .63, ηp2 =
.003), Information Management Strategies (F(1, 90) = 3.18, p = .078, ηp2 = .034), Comprehension Monitoring (F(1, 90) = 0.65, p = .42, ηp2 = .007), Debugging Strategies (F(1, 90) = 0.36, p
= .55, ηp2 = .004), and Evaluation (F(1, 90) = 0.05, p = .82, ηp2 = .001) subscale scores. The
results from these tests reveal no significant differences between groups in self-reported metacognitive awareness prior to training.
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Post-training Analyses. To analyze whether training influenced students’ self-reported
metacognitive awareness, a 2 Treatment (Trained versus Control) x 2 Time (Pre- versus PostMAI) Mixed Factorial Repeated Measures ANOVA was conducted to compare pre- and postMAI total scores. Based on Levene’s F tests, the homogeneity of variance assumption was satisfied (all ps > .05). The results from the interaction revealed no significant differences between
the trained and control groups on the total MAI measure from Pre- to Post- MAI, Wilk's Λ = .996,
F(1, 74 )= 2.599, p = .11, ηp2 = .034. The main effect for treatment was also nonsignificant, F(1,
74 )= 1.708, p = .195, ηp2 = .023. However, the main effect of time was significant, F(1, 74) =
6.110, p = .016, ηp2 = .076. That is, students’ overall performance on the post-MAI total score
(M = 42.62, SD = 7.49) was higher in comparison to the pre-MAI total score (M = 40.50, SD =
7.05).
I next analyzed whether students’ metacognitive awareness increased on individual subscales as a result of training. Since it was hypothesized that training would not influence all subscales, I removed the two subscales that were not expected to be influenced by training (information management and debugging strategies subscales) to assess the effects of training on the
remaining six MAI subscales. A one-way MANOVA with treatment (trained versus control) as
the independent variable and the remaining six post-MAI subscales (declarative, procedural, conditional, planning, comprehension monitoring, and evaluation) as dependent variables was conducted. A statistically significant MANOVA effect was obtained, Wilk's Λ = .843, F(6, 76) =
2.368, p = .038. The multivariate effect size was estimated at .157, which implied that 15.7% of
the variance in the canonically derived dependent variable was accounted for by training.
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Prior to conducting a series of follow-up ANOVAs, the homogeneity of variance assumption was considered satisfied, even though one of the six Levene’s F tests was statistically significant (p > .05). Specifically, although Levene’s F test suggest that the variances associates with
the Conditional Knowledge subscales were not homogenous, an examination of the standard deviations revealed that none of the largest standard deviations were more than four times the size
of the corresponding smallest, suggesting that the ANOVA would be robust in this case (Howell,
2007). A series of one-way ANOVAs on each of the six dependent variables revealed significant
differences between post-MAI scores between the trained and control condition on the Conditional Knowledge subscale (F(1, 81) =5.843, p = .018, d = 0.53) and Planning subscale (F(1,81)
=6.109, p = .016, d = 0.49). The trained condition reported significantly higher metacognitive
awareness of Conditional Knowledge (M = 4.66, SD = 0.57) and Planning (M = 6.07, SD = 1.06)
in comparison to the control condition (M = 4.21, SD = 1.05; M = 5.51, SD = 1.21, respectively).
The declarative (F(1, 81) = 2.757, p = .101), procedural (F(1, 81) = .009, p = .925), comprehension monitoring (F(1, 81) = .352, p = .554), and evaluation (F(1, 81) = 3.139, p = .080) subscales
were not significantly different between groups on the post-MAI (all ps >. 05).
MAI Mediation Analyses. To investigate whether the eight post-MAI subscales mediated the relation between training and final examination performance for non-quizzed items, a
path model was tested using Mplus version 7.3 (Muthen & Muthen, 1998-2015). The mediation
model was used to assess the effects of predictor variables and to determine model fit using Chisquare (c! ), the comparison fit index (CFI), and the mean square error of approximation
(RMSEA), Standard Root Mean Square Residual (SRMR) as suggested by Byrne (2010) and Hu
and Bentler (1999). These tests revealed the model and data had adequate fit: c! (1) = 4.591, p =
0.03, CFI = .987, RMSEA = .192, SRMR = .028. See Table 9 for description and evaluation of
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acceptable fit indices. RMSEA is often inflated with small sample sizes and small degrees of
freedom (see Kenny, Kaniskan, McCoach, 2015). Given that the present model has a degree of
freedom of one, the RMSEA is not an adequate measure of model fit.

Figure 19. Post-MAI Mediation Model Solution showing only paths significant at *p < .05 **p <
.01. Model fit: c! (1) = 4.591, p = 0.03, CFI = .987, RMSEA = .192, SRMR = .028. Correlational
paths among MAI subscales were omitted for clarity.

As shown in Figure 19, training significantly predicted conditional knowledge (b = 0.28,
p = .006), planning (b = 0.27, p = .008), and evaluation strategies (b = 0.21, p = .040). Training
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was not significantly associated with declarative knowledge, procedural knowledge, information
management strategies, comprehension monitoring, or debugging strategies. See Table 15 for
standardized estimates of direct and indirect effects.
The eight MAI subscales were not significantly associated with final examination performance for non-quizzed items (all ps > .05). As expected, the indirect effects from training to final examination performance for non-quizzed items were also non-significant (all ps > .05).
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Table 15
Standardized estimates of direct and indirect effects of training to final exam by way of post-MAI subscales
Independent
variable
Treatment
Treatment
Treatment
Treatment
Treatment
Treatment
Treatment
Treatment
Declarative
Procedural
Conditional
Planning
Information Management
Comprehension Monitoring
Debugging Strategies
Evaluation
Treatment
Treatment
Treatment
Treatment
Treatment
Treatment
Treatment
Treatment
Total Indirect
Total Effects

Note: NQ= Non-quizzed

Mediating
variables

®Declarative
®Procedural
®Conditional
®Planning
®Information Management
®Comprehension
Monitoring
®Debugging Strategies
®Evaluation

Dependent
variable
®Declarative
®Procedural
®Conditional
®Planning
®Information Management
®Comprehension
Monitoring
®Debugging Strategies
®Evaluation
®Final Exam (NQ)
®Final Exam (NQ)
®Final Exam (NQ)
®Final Exam (NQ)
®Final Exam (NQ)
®Final Exam (NQ)
®Final Exam (NQ)
®Final Exam (NQ)
®Final Exam (NQ)
®Final Exam (NQ)
®Final Exam (NQ)
®Final Exam (NQ)
®Final Exam (NQ)
®Final Exam (NQ)
®Final Exam (NQ)
®Final Exam (NQ)

**p < .01 *p < .05
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b

Direct effect
SE

.193
-.008
.276**
.269**
.100
.074

.11
.11
.10
.10
.11
.11

.158
.213*
-.008
-.165
.22
.005
-.037
.070
-.213
.310

.11
.10
.18
.16
.23
.17
.17
.20
.15
.19

Indirect effect
SE
b

-.001
.001
.062
.001
-.003
.007

.04
.02
.07
.04
.01
,02

-.033
.066
.100
.100

.03
.05
.068
.068

Research Question 3: How well can students monitor performance feedback and strategy
use after a practice-test?
To next assess whether the accuracy of feedback monitoring and students’ self-reported
strategy use influenced final examination performance for non-quizzed items, the third research
question evaluated whether training influenced monitoring accuracy and strategy selection over
time.
Preliminary Analyses
Students completed two practice-tests and feedback assignments prior to the implementation
of training. An independent-samples t-test was conducted to compare whether students monitored feedback of well-learned versus yet-to-be-learned information differently prior to training.
Assumptions of normality were upheld. There was no a significant difference in the scores for
trained (M = 0.51, SD = 0.29) or control (M = 0.51, SD = 0.25) conditions for well-learned information for feedback assignment one; t(102) = 0.154, p = 0.878. In addition, students in the
trained (M = 0.48, SD = 0.19) or control (M = 0.48, SD = 0.22) conditions did not differ significantly in their monitoring of well-learned content for the second feedback assignment; t(102) =
0.147, p = 0.883.
For yet-to-be-learned information, there was no significant difference in the scores for
trained (M = 0.64, SD = 0.27) or control (M = 0.59, SD = 0.29) conditions for well-learned information for feedback assignment one; t(102) = -1.005, p = 0.317. These findings were also found
for feedback assignment two for the trained (M = 0.64, SD = 0.23) and control (M = 0.59, SD =
0.24) conditions for yet-to-be-learned information; t(102) = -1.179, p = 0.241.
These findings suggest that students monitored both well-learned and yet-to-be-learned information similarly prior to training.
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3a. Does students' accuracy for monitoring performance feedback differ for well-learned
versus yet-to-be-learned information after a practice-test?
To examine whether students monitor topics for well-learned and yet-to-be-learn topics differently overall, a paired-samples t-test revealed that students’ overall scores for Monitoring Accuracy for well-learned and yet-to-be-learned information differed significantly; t(102) = -2.656,
p = .009. Specifically, students were generally better at identifying yet-to-be-learned topics (M =
5.94, SD = 1.89) in comparison to well-learned topics (M = 5.51, SD = 1.40). This means that
students monitored 59.4% of yet-to-be-learned topics overall, in comparison to 55.1% of welllearned topics throughout the semester.
3b. Does students’ accuracy of self-evaluations for monitoring performance feedback on
well-learned versus yet-to-be-learned information after a practice-test become more accurate as a result of training?
I next examined three mediation models that model effects of training on well-learned
and yet-to-be learned monitoring accuracy (separately and together) and that further demonstrate
the degree to which accuracy types mediated relations between training and examination performance.
Well-Learned Mediation. The first path model included well-learned monitoring accuracy as the mediating variable between the effects of training on final examination performance.
The model had good fit to the data: c! (2) = 2.690, p = 0.26, CFI = .979, RMSEA = .058, SRMR
= .060.
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Figure 20. Well-Learned Mediation Model Solution showing only paths significant at *p < .05
**p < .01. Model fit: c! (2) = 2.690, p = 0.26, CFI = .979, RMSEA = .058, SRMR = .060.

As shown in Figure 20, direct positive predictive relationships were observed from training to well-learned monitoring accuracy (b = 0.46, SE = .08, p < .001) and well-learned monitoring accuracy to final examination performance of non-quizzed items (b = 0.27, SE = .12, p =
.026), controlling for prior knowledge (b = 0.17, SE = .08, p = .126). The direct path from treatment to final examination performance for non-quizzed items was non-significant (b = 0.110, SE
= .08, p = .188). The indirect effect was also significant. That is, well-learned monitoring accuracy significantly mediated the relationship between training and final exam performance for
non-quizzed items (b = 0.12, SE = .06, p = .039, 95% CI [.02, .28]).
Yet-to-be-Learned Mediation. The second path model included yet-to-be-learned monitoring accuracy as the mediating variable between the effects of training and final examination
performance for non-quizzed items. The model had good fit to the data: c! (2) = 2.685, p = 0.26,
CFI = .989, RMSEA = .058, SRMR = .039.
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Figure 21. Yet-to-be-Learned Mediation Model Solution showing only paths significant at *p <
.05 **p < .01. Model fit: c! (2) = 2.685, p = 0.26, CFI = .989, RMSEA = .058, SRMR = .039.

As shown in Figure 21, direct positive predictive relationships were observed from training to monitoring accuracy of yet-to-be-learned information (b = 0.57, SE = .07, p < .001) and
monitoring accuracy of yet-to-be-learned information to final examination performance of nonquizzed items (b = 0.49, SE = .11, p < .001), controlling for prior knowledge (b = 0.18, SE =
.11, p = .101). The direct effect of treatment to final examination performance for non-quizzed
items was non-significant (b = 0.12, SE = .12, p = .324). The indirect effect was also significant.
Specifically, yet-to-be-learned monitoring accuracy mediated the relationship between training
and final examination performance for non-quizzed items (b = 0.28, SE = .07, p = .039, 95% CI
[.16, .46]).
Well-Learned and Yet-to-be-Learned Mediation. The third path model included both
well-learned and yet-to-be-learned monitoring accuracy as moderating variables on the effects of
training to final examination performance for non-quizzed items. The model had good fit to the
data: c! (3) = 6.600, p = .09, CFI = .979, RMSEA = .108, SRMR = .05.
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Figure 22. Well-Learned and Yet-to-be-Learned Mediation Model Solution showing only paths
significant at *p < .05 **p < .01. Model fit: c! (3) = 6.600, p = .09, CF I= .979, RMSEA = .108,
SRMR = .05.

As shown in Figure 22, direct positive predictive relationships were observed from training to well-learned (b = 0.24, SE = .09, p = .009) and training to yet-to-be-learned (b = 0.26, SE
= .09, p = .005) monitoring accuracy. In addition, yet-to-be-learned monitoring accuracy positively predicted final examination performance for non-quizzed items (b = 0.79, SE = .07, p <
.001), controlling for prior knowledge (b = 0.24, SE = .10, p= .017). Well-learned monitoring
accuracy (b = 0.060, SE = .09, p = .487) and treatment (b = 0.05, SE = .06, p = .369) were not
significant predictors of final examination performance in this model. For indirect effects, yet-tobe-learned monitoring accuracy mediated the effects of training to final examination performance for non-quizzed items (b = 0.21, SE = .08, p = .006). Table 16 presents indirect effects
and total effects for the full model.

127

Table 16
Standardized estimates of indirect effects of training to final exam by way of well-learned and
yet-to-be-learned monitoring accuracy
Independent variable
Treatment

Mediating variables

Treatment

Indirect effect
SE

®Well-Learned

Dependent
variable
®Final Exam (NQ)

Standardized
estimate
.01

®Yet-to-be-Learned

®Final Exam (NQ)

.21**

.08

Total Indirect

.22**

.08

Total
Effects

.27**

.09

Note: NQ = Non-quizzed

95% CI

.02

[-.08, .28]

**p < .01 *p < .05

3c. Do students select more effective strategies for quiz preparation over time as a result of
training?
I next examined whether students in the trained condition were more likely to use
targeted strategies (i.e., practice-testing) and less likely to use non-targeted strategies (i.e.,
rereading to prepare for quizzes and whether using these strategies mediated the effects of
training on final examination performance for non-quizzed items.
Quizzed Targeted Strategies Reported Usage Mediation. The first path model included targeted strategies as the mediating variable between the effects of training on final examination performance. The model had adequate fit to the data: c! (2) = 7.002, p = .221, CFI = .732,
RMSEA = .062, SRMR = .059.
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Figure 23. Targeted Strategies Mediation Model Solution showing only paths significant at *p <
.05 **p < .01. Model fit: c! (2) = 7.002, p = .221, CFI = .732, RMSEA = .062, SRMR = .059.

As shown in Figure 23, training did not predict use of targeted strategies (b = .16, SE =
.10, p = 0.226) and use of targeted strategies did not predict final examination performance of
non-quizzed items (b = 0.02, SE = .10, p = 0.202), controlling for prior knowledge (b = 0.16, SE
= .11, p = .139). The indirect effect was also nonsignificant (b = 0.01, SE = .02, p = .529). Training had a significant positive direct effect on final examination performance of non-quizzed
items in the full model, b = 0.25, SE = .10, p = .005.
Quizzed Non-Targeted Strategies Reported Usage Mediation. The second path model
included non-targeted strategies as the mediating variable between the effects of training on final
examination performance. The model had good fit to the data: c! (2) = 2.310, p = .315, CFI =
.958, RMSEA = .039, SRMR = .040.
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Figure 24. Non-Targeted Strategies Mediation Model Solution showing only paths significant at
*p < .05 **p < .01. Model fit: c! (2) = 2.310, p = .315, CFI = .958, RMSEA = .039, SRMR =
.040.

As shown in Figure 24, training did not predict use of non-targeted strategies (b = -0.10,
SE = .10, p = 0.306) and use of non-targeted strategies did not predict final examination performance of non-quizzed items (b = 0.14, S E= .10, p = 0.171), controlling for prior knowledge (b =
0.16, SE = .11, p = .139). As expected, the indirect effect was also nonsignificant (b = -0.01, SE
= .02, p = .415). Training had a significant positive direct effect on final examination performance of non-quizzed items in the full model, b = 0.27, SE = .10, p = .005.
Overall, students did not prepare for examinations differently for each practice-test and
strategies reported for practice-test preparation did not influence final examination performance
for non-quizzed items, while controlling for prior knowledge.
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3d. Do students select more effective strategies for exam preparation over time as a result
of training?
Next, I examined whether targeted versus non-targeted strategies selected for
examination preparation differed between trained and control students and whether these
strategies mediated the effects of training on final examination performance for non-quizzed
items.
Exam Preparation Targeted Strategies Mediation. The first path model included
targeted strategies as the mediating variable between the effects of training on final examination
performance. The model had good fit to the data: c! (2) = 3.040, p = .219, CFI = .898, RMSEA =
.071, SRMR = .039.

Figure 25. Targeted Strategies Exam Mediation Model Solution showing only paths significant
at *p < .05 **p < .01. Model fit: c! (2) = 3.040, p = .219, CFI = .898, RMSEA = .071, SRMR =
.039.
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Figure 25 shows positive predictive relationships were observed from training to targeted
strategies (b = 0.20, SE = .10, p = .005). However, targeted strategies did not predict final
examination performance of non-quizzed items (b = -0.09, SE = .10, p = .349), controlling for
prior knowledge (b = 0.155, SE = .112, p = .163). The indirect effect of training on final
examination performance by way of reporting targeted strategies was not significant (b = -0.037,
SE = .043, p = .395). Training had a significant positive direct effect on final examination
performance of non-quizzed items in the full model, b = 0.56, SE = .19, p = .004.
The second path model included non-targeted strategies as the mediating variable between the effects of training on final examination performance. The model had good fit to the
data: c! (2) = 1.999, p = .368, CF I= 1.000, RMSEA = .000, SRMR = .036.

Figure 26. Non-Targeted Strategies Exam Mediation Model Solution showing only paths significant at *p < .05 **p < .01. Model fit: c! (2) = 1.999, p = .368, CFI = 1.000, RMSEA = .000,
SRMR = .036.
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As can be seen in Figure 26, training did not predict use of non-targeted strategies (b =
0.12, SE = .097, p= .226) and use of non-targeted strategies did not predict final examination
performance of non-quizzed items ( b= 0.01 SE = .099, p = 0.886), while controlling for prior
knowledge (b = 0.16, SE = .11, p = .136). Training had a significant positive direct effect on final examination performance of non-quizzed items in the full model, b = 0.51, SE = .13, p =
.008. The indirect effect of training on final examination performance of non-quizzed items by
way of reported non-targeted strategies for exam preparation was not significant.
Overall, training influenced whether students reported that they would use more targeted
strategies for preparing for the final examination. However, reported use of these strategies did
not directly or indirectly predict final examination performance.
Research Question 4: Does participation in a metacognitive training of retrieval practice
lead to a significant increase in the use of practice-tests (frequency), monitoring behaviors
(i.e., my grades), and planning behaviors (i.e., course objectives)? In addition, do students
space their use of practice-testing behaviors, leading to increased final examination performance for non-quizzed items?
Learning Management Behaviors. To understand whether training influenced students’
use of course materials (practice-test frequency, planning using course objectives, and monitoring my grades) and whether these behaviors, in turn, mediated the effects of training on final examination performance for non-quizzed items, two path models were conducted.
First, I examined whether these behaviors mediated the effects of training on final exam
performance on non-quizzed items. The model had good fit to the data: c! (7) = 4.331, p = .741,
CFI = 1.000, RMSEA = .000, SRMR = .051. As can be seen in Figure 27, training directly predicted final examination performance (b = 0.45, SE = .18, p = .013), practice-test frequency (b =
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0.29, SE = .10, p = .002), use of course objectives (b = 0.56, SE = .07, p < .001), and monitoring
my grades (b = -0.78, SE = .04, p < .01). In addition, practice-test frequency (b = 0.23, SE = .10,
p = .021) and monitoring my grades (b = 0.35, SE = .17, p= .036) directly predicted final examination performance, while controlling for prior knowledge (b = 0.16, SE = .11, p = .14). The effects of training on final examination performance was mediated by monitoring my grades (b = 0.27, SE = .14, p = .038, 95% CI [.03, .33]). See Table 17 for full indirect and total effects.

Figure 27. Learning Management Behaviors Mediation Model Solution showing only paths significant at *p < .05 **p < .01. Model fit: c! (3) = .245, p = .970, CFI = 1.000, RMSEA = .000,
SRMR = .006
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Table 17
Standardized estimates of indirect effects of training to final exam by way of well-learned monitoring accuracy and practice-test frequency
Independent variable
Treatment
Treatment
Treatment

Mediating variables
®Practice-Test Frequency
®Course
Objectives
®My Grades

Standardized
estimate
.07

®Final Exam (NQ)

.04

.06

®Final Exam (NQ)

-.27*

.14

-.16
.46*
.28

.06
.18
.10

Total Indirect
Direct Effect
Total Effects

Note: NQ = Non-quizzed

Indirect effect
SE

Dependent
variable
®Final Exam (NQ)

95% CI

.04

[.03, .33]
[.16, .76]
[.08, .63]

**p < .01 *p < .05

Next, I examined practice-testing behaviors separately because this was a main variable
of interest in the present research. I assessed whether practice-testing behaviors would fully mediate the effects of training on final exam performance of non-quizzed items. The model had
good fit to the data: c! (2) = 2.028, p < .36, CFI = .998, RMSEA = .012, SRMR = .036. As can
be seen in Figure 28, direct positive predictive relationships were observed from training to practice-testing behaviors (b = 0.29, SE = .09, p = .002). Practice-testing behaviors also directly predicted final examination performance for non-quizzed items (b = .236 SE = .10, p = .022), while
controlling for prior knowledge (b = 0.16 SE = .11, p = .161). Training had a significant positive
direct effect on final examination performance of non-quizzed items in the full model, b = 0.20,
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SE = .10, p= .046. Practice-testing behaviors did not mediate the effects of training on final examination performance for non-quizzed items (b = .14, SE = .07, p = .066).

Figure 28. Practice-Testing Frequency Mediation Model Solution showing only paths significant
at *p < .05 **p < .01. Model fit: c! (2) = 2.028, p < .36, CFI = .998, RMSEA = .012, SRMR =
.036.

Interrupted Time Series: Practice-Test Behaviors Over Time.
Repeated Practice-Testing. As can be seen in Figure 29, students in the trained condition
took more practice-tests on average for each of the 10 practice-tests throughout the 15-week semester. This overall practice-test frequency was found to be significant for the trained condition
(M = 19.49, SD = 16.05), in comparison to the control condition (M = 14.79, SD = 6.28), F(1,
101) = 3.951, p = .050. Assumptions of normality were upheld.
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Average Practice-Test Usage Per Quiz by Group
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Figure 29. Practice-Test Average per Quiz by Group.

Examination of trends. Given that frequency of practice-testing was significantly greater
for the trained condition, I next examined the repeated practice of practice-tests over time. The
changes in practice-test frequency by group for the total 15-week semester time period is shown
Figure 30. Overall, the trend lines suggest a different pattern of change for the trained conditions
as compared to the control condition. The two conditions did not differ significantly before or
immediately after the intervention phase prior to the first examination. However, the trained condition continued to practice-test more often in comparison to the control condition over time.
That is, the trained condition took 30.9% more practice-tests across the semester after the intervention, in comparison to the control condition.
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Percentage of Practice-Test Attempts

15-Week Practice-Test Attempts by Group
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Figure 30. Average number of practice-tests per group; 15-week semester.

Study versus “Cram” Weeks Per Unit. To examine whether students’ patterns of practice-testing across time differed as a result of study weeks (i.e., weeks without examinations)
versus “cram” weeks (i.e., week prior to examination), I conducted four separate one-way
MANOVAs with study weeks and cram weeks at the dependent variables and condition (trained
versus control) as the independent variables. This allowed for the examination of immediate versus lasting effects of training over time.
For study weeks, the first one-way MANOVA with treatment (trained versus control) as
the independent variable and practice-test frequency during weeks three through five as the dependent variables revealed that the immediate effects of training were non-significant (Wilk's
Λ = .964, F(2, 100) = 1.853, p = .162. Levene’s F test for homogeneity of variance was non-significant (all ps > .05).
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A second one-way MANOVA with treatment (trained versus control) as the independent
variable and practice-test frequency during weeks seven through nine as the dependent variables
was conducted. A statistically significant MANOVA effect was obtained, Wilk's Λ = .918, F(3,
99) = 2.929, p = .037. The multivariate effect size was estimated at .082, which implies that
8.2% of the variance in the canonically derived dependent variable was accounted for by training. Levene’s F test was non-significant (all ps > .05). A series of one-way ANOVAs revealed
significant differences in practice-test frequency between study weeks seven (F(1, 101) = 4.369,
p = .039, d = 0.41) and eight (F(1, 101) = 4.527, p = .036, d = 0.41). Students in the trained condition practice-tested significantly more than the control condition in weeks seven and eight.
Week nine was non-significant (F(1, 101) = .111, p = .740).
During study weeks 11, 12, 13, and 14, a one-way MANOVA examining the lasting effects of training on study weeks was non-significant students did not differ significantly existed
(Wilk's Λ = .972, F(4, 98) = .706, p = .590). Last, examining cram weeks (6, 10, 15), a one-way
MANOVA was non-significant (Wilk's Λ = .958, F(3, 99) =1.463, p = .229).
These findings suggest that training had a significant effect on practice-test frequency for
the trained condition during the second unit of the semester. Student in the trained conditions
continued to practice-test more often overall and during weeks seven and eight, in comparison to
the control condition. However, these differences were not significant when multiple study versus cram periods were considered together in the model.
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Research Question 5. Are the effects of metacognitive training mediated by students’ subsequent metacognitive monitoring practices when interpreting feedback (i.e., superior accuracy in labeling well-learned and yet-to-be-mastered topics), their subsequent study decisions (i.e., voluntary practice-test use, monitoring strategy use, or strategy control decisions) on final exam performance (i.e., non-quizzed items)?
A series of path models were tested to further evaluate whether the combination of monitoring accuracy from practice-test feedback on subsequent study decisions (i.e., monitoring strategy use or strategy control decisions) or behaviors (i.e., voluntary practice-test use) mediate the
effects of training on final examination performance for non-quizzed items.
Full Hypothesized Mediation Model. The hypothesized model evaluated the effects of
training on final examination non-quizzed scores mediated by cognitive evaluations (i.e., monitoring strategy use and control strategy decision), external evaluations (i.e., well-learned monitoring accuracy and yet-to-be-learned monitoring accuracy), study tactics (i.e., targeted strategy
use), and learning management behaviors (course objectives, my grades, and practice-test frequency). The model had good fit to the data: c! (17) = 22.767, p = .157, CFI = .989, RMSEA =
.057, SRMR = .033.
As can be seen in Figure 31, training directly predicted monitoring strategy use (b = 0.51, SE = .10, p < .001), control strategy decisions (b = 0.85, SE = .08, p < .001), well-learned
monitoring accuracy (b = 0.23, SE = .11, p = .040), yet-to-be-learned monitoring accuracy (b =
0.25, SE = .11, p = .025), targeted strategy use (b = 0.23, SE = .10, p = .019), use of the course
objectives (b = 0.56, SE = .07, p < .001), and monitoring my grades (b = -0.78, SE = .04, p <
.001).
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Yet-to-be-learned monitoring accuracy was the only variable in this model to predict final
examination performance for non-quizzed item in the full hypothesized model (b = 0.80, SE =
.08, p < .001). Yet-to-be-learned monitoring accuracy also directly predicted practice-test frequency (b = 0.350, SE = .12, p = .004). Furthermore, monitoring of my grades directly predicted
monitoring strategy use (b = 0.35, SE = .10, p < .001).
For indirect effects, the effects of training on final examination performance for nonquizzed items was mediated by yet-to-be-learned monitoring accuracy (b = 0.20, SE = .09, p =
.028, 95% CI [-.16, .12]). See Appendix K for Table 18 for indirect and total effects.
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Figure 31. Full Hypothesized Mediation Model Solution showing only paths significant at *p < .05 **p < .01. Model fit: c! (17) =
22.767, p = .157, CFI = .989, RMSEA = .057, SRMR = .033. Patterns of effects are consistent when behavioral data is modeled as
count.
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Monitoring and Practice-Test Frequency. I first examined whether well-learned monitoring
accuracy and practice-test frequency mediated the effects of treatment on final examination performance. The model had good fit to the data: c! (3) = 2.734, p = .255, CFI = .923, RMSEA =
.060, SRMR = .038.

Figure 32. Well-Learned Monitoring Accuracy and Practice-Test Frequency Mediation Model
Solution showing only paths significant at *p < .05 **p < .01. Model fit: c! (3) = 2.734, p = .255,
CFI = 923, RMSEA = .060, SRMR = .038.

As can be seen in Figure 32 and Table 19, well-learned monitoring accuracy mediated the
effects of training on final exam performance for non-quizzed items (b = 0.10, SE = .05, p =
.043, 95% CI [.02, .24]).
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Table 19
Standardized estimates of indirect effects of training to final exam by way of well-learned monitoring accuracy and practice-test frequency
Independent
variable
Treatment
Treatment
Treatment

Mediating variables
®Well-Learned
®Practice-Test
Frequency
®Well-Learned

®Practice-Test
Frequency

Dependent
variable
®Final Exam (NQ)

Standardized
estimate
.10*

®Final Exam (NQ)
®Final Exam (NQ)

Total
Effects

Indirect effect
SE

95% CI

.05

[.02, .24]

-.02

.02

[-.05, .04]

.01

.01

[-.004, .03]

.10

.06

Note: NQ = Non-quizzed **p < .01 *p < .05

Next, I examined whether yet-to-be-learned monitoring accuracy and practice-test frequency mediated the effects of treatment on final examination performance. The model had good
fit to the data: c! (3) = 5.535, p = .137, CFI = .980, RMSEA = .091 SRMR = .041.

Figure 33. Yet-to-be-Learned Monitoring Accuracy and Practice-Test Frequency Mediation
Model Solution showing only paths significant at *p < .05 **p < .01. Model fit: c! (3) = 5.535, p
= .137, CFI = .980, RMSEA = .091 SRMR = .041.
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As can be seen in Figure 33, yet-to-be-learned monitoring accuracy directly predicted
practice-testing frequency (b = 0.24, SE = .07, p < .001). That is, as students monitoring accuracy increased for yet-to-be-learned content, their practice-test frequency also increased. In addition, yet-to-be-learned monitoring accuracy also directly predicted final examination performance for non-quizzed items (b = 0.84, SE = .04, p < .001). The effects of training on final examination performance for non-quizzed items in the full model was mediated by practice-test
frequency through yet-to-be-learned monitoring accuracy (b = 0.08, SE = .04, = .020, 95% CI
[.77, .95]). See Table 20 for indirect and total indirect effects.

Table 20
Standardized estimates of indirect effects of training to final exam by way of yet-to-be-learned
monitoring accuracy and practice-test frequency
Independent
variable
Treatment
Treatment
Treatment

Mediating variables
®Yet-to-beLearned
®Practice-Test
Frequency
®Yet-to-beLearned

®Practice-Test
Frequency

Dependent
variable
®Final Exam (NQ)

Standardized
estimate
.15

®Final Exam (NQ)
®Final Exam (NQ)

Total
Effects

Indirect effect
SE

95% CI

.08

[.02, .42]

-.008

.02

[.14, .53]

.08*

.04

[.77, .95]

.22**

.08

Note: NQ = Non-quizzed **p < .01 *p < .05

Monitoring Accuracy and Monitoring Strategy Use. Next, I investigated whether welllearned monitoring accuracy and monitoring strategy use mediated the effects of treatment on
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final examination performance. The model had good fit to the data: c! (3) = 2.487, p = .478, CFI
= 1.000, RMSEA = .000, SRMR = .044.

Figure 34. Well-Learned Monitoring Accuracy and Monitoring Strategy Use Mediation Model
Solution showing only paths significant at *p < .05 **p < .01. Model fit: c! (3) = 2.487, p =
.478, CFI = 1.000, RMSEA = .000, SRMR = .044.

As can be seen in Figure 34, direct positive predictive relationships were observed from
training to monitoring of well-learned monitoring accuracy (b = 0.49, SE = .14, p < .001) and
training to monitoring strategy use (b = 0.78, SE = .04, p< .001). Well-learned monitoring accuracy positively predicted final examination performance for non-quizzed items (b = 0.26, SE =
.12, p = .029), while controlling for prior knowledge (b = 0.14, SE = .11, p = .199). However,
monitoring strategy use did not directly predict final examination performance for non-quizzed

146

items (b = -.009, SE = .16, p = .956). Well-learned monitoring accuracy did not predict monitoring strategy use (b = -.10, SE = .14, p = .465). The indirect effects were non-significant (all ps >
.05).
The above findings were consistent for the yet-to-be-learned monitoring accuracy and
monitoring strategy use mediation model. To explore whether yet-to-be-learned monitoring accuracy and monitoring strategy use mediated the effects of treatment on final examination performance, a path model was tested. The model had good fit to the data: c! (3) = 2.570, p = .463,
CFI = 1.000, RMSEA = .000, SRMR = .047 (see Figure 35). The indirect effect for training on
final examination performance for non-quizzed items was mediated by yet-to-be-learned monitoring accuracy (b = .19, SE = .08, p = .01, 95% CI [.07, .39]).

Figure 35. Yet-to-be-Learned Monitoring Accuracy and Monitoring Strategy Use Mediation
Model Solution showing only paths significant at *p < .05 **p < .01. Model fit: c! (3 )= 2.487, p
= .478, CFI = 1.000, RMSEA = .000, SRMR = .044.
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Monitoring Accuracy and Strategy Control Decision. I next evaluated whether welllearned monitoring accuracy and strategy control decisions mediated the effects of treatment on
final examination performance. The model had good fit to the data: c! (3) = 8.641, p= .035, CFI
= .963, RMSEA = .135, SRMR = .062.

Figure 36. Well-Learned Monitoring Accuracy and Strategy Control Decision Mediation Model
Solution showing only paths significant at *p < .05 **p < .01. Model fit: c! (3) = 8.641, p =
.035, CFI = .963, RMSEA = .135, SRMR = .062.

As can be seen in Figure 36, direct positive predictive relationships were observed from
training to monitoring of well-learned monitoring accuracy (b = 0.25, SE = .09, p = .008) and
training to strategy control decisions (b = 0.78, SE = .04, p < .001). Well-learned monitoring accuracy positively predicted final examination performance for non-quizzed items (b = 0.62, SE =
.07, p = .001), while controlling for prior knowledge (b = 0.15, SE = .11, p = .169). However,
strategy control decisions did not directly predict final examination performance for non-quizzed
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items (b = 0.04, SE = .13, p = .742). Well-learned monitoring accuracy did not predict strategy
control decisions (b = .006, SE = .06, p= .929). The indirect effect of training on final examination performance for non-quizzed items was mediated by well-learned (b = .154, SE = .06, p =
.011, 95% CI [.51, 79]). Total indirect effects = b = .19, SE = .12, p = .116.
The above findings were consistent for the yet-to-be-learned monitoring accuracy and
strategy control decision mediation model: c! (3 )= 6.129, p= .106, CFI = .984, RMSEA = .101,
SRMR = .054 (see Figure 37). Training directly predicted yet-to-be-learned monitoring accuracy
(b = .27, SE = .09, p = .003) and yet-to-be-learned monitoring accuracy directly predicted final
examination performance for non-quizzed items (b = .83, SE = .04, p < .001). Training also directly predicted strategy control decisions (b = .77, SE = .04, p < .001). The indirect effect for
training on final examination performance for non-quizzed items was mediated by yet-to-belearned monitoring accuracy (b = .23, SE = .08, p = .003, 95% CI [.78, .93]). Total indirect effects = b = .15, SE = .11, p = .153.

Figure 37. Yet-to-be-Learned Monitoring Accuracy and Strategy Control Decision Mediation
Model Solution showing only paths significant at *p < .05 **p < .01. Model fit: c! (3 )= 6.129, p
= .106, CFI = .984, RMSEA = .101, SRMR = .054.
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CHAPTER 5
DISCUSSION
The purpose of this study was to examine the effects of a classroom intervention on
students’ metacognitive monitoring of retrieval practice performance feedback and
metacognitive control of future study decisions. The primary goals of this work were to examine
whether training metacognitive monitoring and control skills for retrieval practice increases
students' academic performance, their independent use of practice-testing, and the accuracy of
the metacognitive monitoring judgments they make based on external feedback. The theoretical
frameworks related to the major study variables - retrieval practice (Roediger & Karpicke,
2006a), feedback evaluation (Hattie & Timperley, 2007), and Winne and Hadwin’s (1998)
metacognitive monitoring and control processes - established a background for the study. These
variables have been studied extensively, but not together, nor in the context of retrieval practice
training conducted in a college classroom.
In the retrieval practice framework, research supports the need for training students’
metacognitive awareness and knowledge about the benefits of retrieval practice as an effective
learning strategy for long-term retention (Karpicke & Roediger, 2008). Given students’ poor
metacognitive knowledge about retrieval practice, students often do not choose to practice-test
on their own (Trumbo et al., 2016) and decide to conclude their retrieval efforts before they are
able to accurately retrieve practice-test content (Karpicke, 2009). That is, students’
overconfidence in metacognitive judgments (JOLs) of practice-test performance has been found
to lead to students’ terminating studying prematurely (Karpicke, 2009). Thus, students’ poor
self-evaluations of retrieval practice feedback may negatively impact their future study choices
in the next phase of learning (Thiede et al., 2003; Winne & Hadwin, 1998). However, little is
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known about training students’ retrieval practice monitoring and control skills using retrieval
practice feedback in a college classroom.
Becasue previous research is limited in this area, there was a significant need for
research that examined the implications of such training and there are questions about how
design choices impact outcomes. To evaluate the direct effects and combination of indirect
effects from training to academic performance, five major questions were addressed in this
study: (1) Does participation in a metacognitive training of retrieval practice lead to a significant
increase in final examination performance for non-quizzed items? (2) Does participation in a
metacognitive training of retrieval practice lead to a significant increase in self-reported
metacognitive awareness? (3) How well can students monitor performance feedback and make
appropriate strategy choices after a practice-test? (4) Does participation in a metacognitive
training of retrieval practice lead to a significant increase in the use of practice-tests (frequency),
monitoring behaviors (i.e., my grades), and planning behaviors (i.e., course objectives)? In
addition, do students use of practice-testing behaviors more often, leading to increased final
examination performance for non-quizzed items? (5) Are the effects of metacognitive training
mediated by students’ subsequent metacognitive monitoring practices when interpreting
feedback (i.e., superior accuracy in labeling well-learned and yet-to-be-mastered topics), their
subsequent study decisions (i.e., voluntary practice-test use, monitoring strategy use, or strategy
control decisions) on final exam performance (i.e., non-quizzed items)?
Summary of Findings
Students who completed the metacognitive retrieval practice training scored higher on
final exam items that were not previously quizzed, compared to the control group. Training
influenced multiple additional factors, including metacognitive awareness for conditional
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knowledge, planning, and evaluation strategies, monitoring accuracy for well-learned and yet-tobe-learned topics, selection of targeted strategies for exam preparation, monitoring strategy use,
control of strategy use, practice-test frequency, and use of course objectives. In addition, trained
students continued to repeatedly use practice-tests more often than the control group did over the
course. An unanticipated finding was that training led to less frequent monitoring of performance
as observed via the My Grades tool on the learning management system. This behavior was not
explicitly discouraged during training.
In the overall model, when all of the relations among metacognitive, control, and
outcome variables were examined simultaneously, yet-to-be-learned monitoring accuracy had the
strongest indirect effect of training on final examination performance for non-quizzed items.
More specific models including individual endogenous factors demonstrated that yet-to-belearned monitoring accuracy, well-learned monitoring accuracy, practice-test frequency, and
monitoring of my grades each were induced by training and influenced final examination
performance.
Overall, metacognitive retrieval practice training influenced several critical monitoring
and control processes that are central to Winne and Hadwin’s (1998) Self-Regulated Learning
model. Specifically, training was most influential on students’ external evaluations of
performance. These external evaluations of yet-to-be-learned monitoring accuracy, or errors, was
the most critical factor for improved academic performance in a classroom setting.
Contributions of this Study
This study makes several important contributions to research on the training of
metacognitive monitoring and control processes, as well as to training the use of retrieval
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practice and the feedback it generates. The study contributes much needed ecological validity to
these areas of research by providing evidence of effects in a classroom setting.
First, the present study provides new empirical evidence to the limited metacognitive
research that exists in the area of retrieval practice training. Currently, there is a limited amount
of research that explores the role of enhancing students’ knowledge about the effectiveness of
retrieval practice as an effective strategy and how this, in turn, influences monitoring and control
processes.
Second, it provides new and valuable information about the direct and more complex
relationships that exist between students’ monitoring of practice-test feedback, monitoring and
controlled use of study strategies, and repeated use of practice-tests, course objectives, and My
Grades, over time. Specifically, results demonstrate that some simple relationships between
training and students’ academic performance change when multiple factors (i.e., monitoring,
strategy selection, strategy use, and learning management behaviors) are accounted for in a
complex model.
This study helps fill the gap that exists in the research about whether training influences
students’ ability to accurately monitor practice-test feedback (Dunlosky & Rawson, 2012), select
more effective strategies for study (Karpicke, 2009), and use practice-tests more frequently
(Ariel & Karpicke, 2017) in a classroom setting.
The Effectiveness of the Metacognitive Retrieval Practice Intervention on Achievement
There are three important findings relevant to how the metacognitive retrieval practice
intervention influenced key factors related to self-regulated learning. They include: (1)
metacognitive awareness, (2) monitoring accuracy of retrieval practice feedback, and (3) future
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control decisions and online learning behaviors. Some of these key factors also influenced
students’ examination achievement in turn.
Training to Improve Students’ Metacognitive Awareness. Much of the retrieval
practice literature has focused on students’ metacognitive judgments (or predictions) following a
practice-test (Agarwal et al., 2008; Karpicke, 2009; Karpicke & Roediger, 2008; Roediger &
Karpicke, 2006b). In prior studies, researchers have found that students have little metacognitive
awareness about the benefits of retrieval practice on long-term retention (Karpicke & Roediger,
2008; Roediger & Karpicke, 2006b). This lack of metacognitive awareness is likely due to the
fact that students are rarely explicitly taught about the effective use and evaluation of study
strategies supported by empirical research (Kornell & Bjork, 2007). I addressed this gap by
providing students with a metacognitive retrieval practice training that provided students with
empirical research about the benefits of retrieval practice as a cognitive strategy (Dunlosky et al.,
2013), as well as information about how, when, and why to implement a specific learning
strategy, as suggested by Cross and Paris (1988) and Schraw et al. (2006). That is, students
benefit from learning skills about evaluation, monitoring, and regulation of strategy use (Cross &
Paris, 1998; Schraw et al., 2006).
Unlike prior research on training and MAI scores (Amzil, 2014), students’ summative
scores of self-reported metacognitive awareness did not differ significantly on the post-MAI
between the trained and control condition. However, in line with my hypotheses, students did
increase their metacognitive awareness of the types of awareness targeted in training.
Specifically, students in the trained condition reported higher levels of conditional knowledge,
planning, and evaluation strategies. For instance, students were taught about when and why to
use retrieval practice (conditional knowledge), setting goals and scheduling their study sessions
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(planning), and analysis of their performance and whether their learning strategy is effective after
completion of a task (evaluation).
Overall, these findings provide support for the effect of the training, confirming that
specific types of metacognitive awareness were enhanced through a brief training program.
Furthermore, these findings suggest that training did not inflate students’ overall sense of
metacognitive awareness. This precision in students’ self-reports, which discriminated between
metacognitive awareness’ they did vs. did not work on developing, speaks to the effectiveness of
the training and its targeted enhancement of specific aspects of students’ metacognition.
Metacognitive Awareness on Achievement. In line with prior research, the present
study did not find support for the effects of metacognitive awareness on a single performance
measure (Sperling et al., 2004). That is, there was no association between overall MAI score and
students’ final examination performance in the college classroom setting. Although others have
found that the MAI correlates to overall academic achievement (i.e., course grades) for reading
scores and GPA for undergraduate students (Amzil, 2014; Schraw & Dennison, 1994), the MAI
did not correlate to a single test performance of cumulative course knowledge (as found in
Sperling et al., 2004). These results are not surprising given the prior research on the MAI and
single measure course scores.
Training on Monitoring Accuracy of Feedback Evaluations. Results demonstrate that
metacognitive retrieval practice training increased students’ monitoring accuracy of well-learned
and yet-to-be-learned topics. As in prior samples of college students, the students I observed
struggled to self-evaluate their practice-test feedback accurately (Dunlosky & Rawson, 2012;
Rawson & Dunlosky, 2007). Prior to training, students were only able to identify about 49.79%
of content that was well-learned and 61.71% of content that was yet-to-be-learned. After training
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and across the semester, the control condition did not increase in average performance for
monitoring well-learned (48.75%) and yet-to-be-learned topics (46.62%). However, trained
students improved their ability to self-evaluate feedback and accurately identify well-learned
(64.88%) from yet-to-be-learned topics (72.13%) significantly more than the control condition.
Students in the control condition were only able to identify less than half of what they did or did
not know across practice-tests. In contrast, students in the trained condition were able to identify
well-learned and yet-to-be-learned topics more accurately after training.
These findings provide further evidence that self-evaluating, practice-test feedback is a
skill that is difficult for college students (Dunlosky & Rawson, 2007), that students’ monitoring
is imperfect even with training, and that correctness feedback should be the focus of additional
efforts to support learners.
Training helped students to more accurately identify areas of weakness and of mastery.
Students were specifically trained about self-evaluating retrieval practice feedback by evaluating
both well-learned and yet-to-be-learned topics accurately and by asking the three questions in
Hattie and Timperley’s Model: (1) where am I going? (2), how am I going, and (3) where to
next? Overall, these findings support the effectiveness of training on increasing monitoring
accuracy of feedback evaluations over time.
Feedback Evaluations on Achievement. Monitoring both well-learned and yet-to-belearned content predicted higher achievement on the final examination for non-quizzed items. In
line with prior research, feedback powerfully affects learning and achievement because it helps
students identify errors (Butler, Karpicke, & Roediger, 2007; Butterfield & Metcalfe, 2001) and
areas of mastery (Butterfield & Metcalfe, 2006). The findings from this study support the need
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for both yet-to-be-learned and well-learned monitoring accuracy on final examination
performance.
Training on Control Processes and Behaviors. The increased monitoring accuracy was
expected to directly influence students’ control decisions and overall learning (Winne & Hadwin,
1998). Results demonstrate that training influenced students’ control processes and behaviors in
the classroom setting. Specifically, training increased students’ monitoring and control of
strategy decisions (i.e., student selected more effective strategies for the next phase of learning).
These results provided evidence for the effectiveness of training on students’ monitoring of the
effectiveness of their strategy use (evaluation skills) and selection of more effective strategies in
subsequent study sessions (test-potentiated learned; Izawa, 1966).
In addition, training influenced students’ online learning behaviors (use of practicetesting and use of course objectives). That is, training increased students’ practice-test frequency,
which is consistent with prior laboratory research (Ariel & Karpicke, 2017). Students in the
trained condition were also more likely to repeat practice-tests across the semester. These
findings contradict prior studies in which students did not complete optional practice-tests in a
classroom setting (Trumbo et al., 2016). Both the trained and control conditions took additional
practice-tests that were not required in the course requirements, and the trained condition
completed significantly more practice-tests across the semester.
Training also focused on teaching students about how to use the course objectives to
evaluate their progress in the course. As a result, trained students also may have planned their
subsequent studying by using the course objectives more often. However, training decreased the
use of monitoring My Grades. Prior research on students’ self-regulatory behaviors and learning
management tools suggests that checking “My Grades,” is a self-monitoring tool. Thus, it was
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expected that students would monitor their grades more frequently as a result of training.
However, a study evaluating student views of web-based tools found that students did not find
the “My Grades” assessment tool useful for self-monitoring their progress (Dabbah & Kitsantas,
2005). Similarly, students in this study appeared to have ignored the “My Grades” tool for selfmonitoring their progress and, instead, relied on their self-evaluations of practice-test
performance as a self-monitoring tool. Another potential explanation is that training may have
enhanced students’ mastery orientation and this, in turn, may have led them to care less about
checking their performance (i.e., grades; Dweck, 1986; Nicholls, 1984). However, it is unknown
in the present research the actual reason why students were less apt to check their grades as a
result of training. Therefore, future retrieval practice training research should specifically train
students to check their grades throughout the course and ask students why they do or do not use
the various learning management tools.
Overall, training significantly increased students’ strategy monitoring, self-controlled
practice-testing and course objectives throughout the course. These findings speak to the
importance of training students not only about the benefits of retrieval practice but also about
why other strategies are ineffective and how to select strategies and monitor their progress in the
course for future study sessions using course materials (i.e., course objectives).
Control Processes and Achievement. Results demonstrate that students’ practice-test
frequency use and use of My Grades were positively associated with final examination scores for
non-quizzed items. That is, students who took more practice-tests had higher final examination
scores. This finding is supported by the theoretical framework of retrieval practice on the effects
of repeated retrieval practice on long-term retention (Karpicke & Roediger, 2007, 2010; Wheeler
et al., 2003). My findings support prior research on the effects of repeated retrieval practice on
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achievement, even for non-quizzed items (Pan & Rickard, 2017). Monitoring of My Grades was
also associated with higher examination performance. This finding is in line with prior research
on the effectiveness of monitoring performance using external evaluations (Winne & Hadwin,
1998). As a result, students who did not monitor their grades frequently had lower final
examination performance. Monitoring performance using the My Grades tool may assist students
in their self-evaluations of performance and provide students with information about their
progress. However, it is unknown in the present research why students did or did not check their
grades and how students used this learning management tool to help in their preparation for
examinations. As stated previously, researchers have found that students’ views of My Grades as
a self-monitoring tool is low. Therefore, there may be individual preferences that influence
students’ motivation to use various LMS tools. In addition, others have found that the use of
learning management tools had little impact on students’ grades (McGill & Klobas, 2009). I,
however, did find that the use of My Grades was associated with higher examination
performance. For future research, it would be interesting to analyze further experimental
paradigms using learning management tools, students’ individual preferences, training of
strategy use and LMS features, and students’ achievement motivation to evaluate their direct and
indirect effects on several various outcomes throughout the course.
Monitoring strategy use and controlling strategy decisions were not associated with final
examination performance. This finding was surprising given the central role of monitoring and
control of strategy use in Winne and Hadwin’s self-regulated learning model. In addition, in
prior research using think-aloud protocols, monitoring is consistently one of the most robust
predictors of task and post-test performance (Greene & Azevedo, 2007; 2009). Since these key
variables were self-reported by students, it may be that students’ awareness of what they should
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do in the next phase of learning was not indicative of what they may have actually done during
study. In addition, as with prior research (Pintrich & Zusho, 2002), it is difficult to influence
actual learning behaviors of students outside of the classroom. To capture their monitoring and
control processes more precisely in future research, weekly journals of their progress and
calendar entries of learning activities completed during the week may provide more robust
measures of their planning, monitoring, and evaluating strategy use behaviors across the course.
Overall, these findings suggest the importance of both monitoring grades and use of
retrieval practice in a college classroom to improve examination achievement. In addition,
training on more specific monitoring processes of strategy effectiveness may induce complex
patterns across multiple indicators of metacognitive monitoring, which warrants additional
research.
Full Mediation Model. Results demonstrate that simple relationships between
monitoring and control process and behaviors mediate the effects of training on final
examination performance. However, when a complex model examines all of the monitoring and
control processes and behaviors together, monitoring accuracy of yet-to-be-learned topics
becomes the most critical predictor of final examination performance. That is, training
influenced accurate external evaluations of errors from practice-test feedback and, in turn, these
evaluations have the most influence on final examination performance for non-quizzed items.
Taken together, the most influential factor on examination achievement was monitoring
accuracy of yet-to-be-learned topics. Prior research has found that students’ self-evaluations are
poor (Dunlosky & Rawson, 2012) and that monitoring accuracy for postdictions do not increase
across the course of the semester (Bol & Hacker, 2001; Hacker et al., 2000). However, my
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findings provide evidence that students’ monitoring accuracy for feedback evaluations can
increase over time with training.
The significance of identifying errors in learning from practice-test feedback is supported
in prior retrieval practice research (Butler & Roediger, 2008). In addition, accurate
metacognitive monitoring of feedback (i.e., external evaluations) should influence students’
future decisions for adapting study strategies (Winne & Hadwin, 1998). As Benjamin, Bjork, and
Schwartz (1998) stated, “Poor self-monitoring capacity necessarily entails poor selection and
execution of relevant control processes: If you do not know what you do not know, you cannot
rectify your ignorance” (p. 65). Therefore, training helped students identify the gap in their
current performance from practice-test feedback, especially relating to errors in knowledge
(Hattie & Timperley, 2007), and this, in turn, increased students’ examination achievement.
Based on Winne and Hadwin’s (1998) self-regulated learning framework, it is likely that
students’ control of study decisions was also enhanced by these accurate external evaluations of
practice-test performance. In fact, accurately monitoring yet-to-be-learned topics was associated
with increased practice-test use in the full model. These findings speak to the importance of
instructors providing practice-tests and training students to accurately monitor practice-test
feedback, especially for information that has yet to be mastered.
Limitations
The study has several methodological strengths. First, the study is ecologically valid
because it was conducted in a college classroom and data were collected using authentic course
materials. Second, the true experimental design with randomization controlled for threats to
internal validity. Third, the study collected multiple facets of students’ monitoring, control
processes, and online learning behaviors. By having multiple measures of students’ data over a
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15-week semester, the present study provided an in-depth view of how students monitor
feedback and control their practice-test use over time.
The study also had some limitations that could be addressed in future research. First, a
small sample was taken from the population. This may limit the external validity of the present
study and may have limited the significant effects in the complex mediation model. However, the
simple mediation models were able to account for this limitation. Second, the MAI had low
reliabilities for the individual subscales in the present study. The findings from the MAI scale in
this study should be interpreted with caution. Third the MAI and the feedback evaluation
assignments were based on self-reported data. The self-report data of students’ future study
decisions was not a direct measure of their actual behaviors. However, self-report data is the
most practical and accepted way to understand students’ beliefs and behaviors. In addition, the
present study also measured students’ actual behaviors on the learning management system.
Since students were required to complete multiple feedback assignments throughout the
semester, their perceptions of their study behaviors may or may not have represented how they
actually studied. Since the control study decision measure did not predict use of practice-testing,
students may not have reported that they were going to use practice-testing when in fact they
actually did. In future research, motivation may be an important construct that may account for
students’ accuracy in reporting their actual study strategy use.
Future Directions
To address these limitations in future research, a mixed-methodological approach may
provide a broader perspective to address whether students’ self-reported strategy use,
preferences, and their beliefs about LMS tools are influenced by the metacognitive training.
Specifically, weekly journals of their progress and calendar entries of learning activities
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completed during the week may provide more robust measures of students’ actual strategy use,
allocation of study time, and spacing of strategy use across each week during the semester.
Furthermore, providing additional training about the effectiveness of monitoring both
practice-test feedback and grades may enhance students’ use of multiple indicators of
metacognitive monitoring and, in turn, their overall achievement. Given that training reduced
monitoring of My Grades, future research should provide students with specific information
about the effectiveness of monitoring their performance of all course tasks.
Theoretical Implications
The present study provides theoretical implications for retrieval practice research,
calibration research, and for research on metacognitive monitoring during self-regulated
learning.
Retrieval Practice
In the retrieval practice framework, the present study supports the memorial benefits of
repeated retrieval practice on long-term retention. However, simply taking a practice-test does
not guarantee increased performance and application of knowledge on cumulative final exam in
a classroom context. That is, feedback provides students with the correct answer and enhances
the effects of retrieval practice on final test performance (Butler et al., 2008, Pashler et al., 2005;
Rowland, 2014; Schwieren et al., 2017). Schwieren et al. (2017) also found empirical support for
providing feedback following a practice-test in a classroom context. In the present study,
repeated practice-testing with feedback was found to increase final examination performance.
However, in line with prior research, not all students engaged in repeated practice-testing.
Researchers have found that students often to do not choose to repeatedly practice-test on their
own during self-guided study. That is, students often stop studying after they correctly retrieve
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an item one time (Kornell & Bjork, 2008). Similarly, Trumbo et al. (2016) found that when
students were provided with optional practice-tests, they used them less often because they did
not impact their overall grade. In the present study, training students to repeatedly practice-test
across the semester increased their use of practice-tests. This finding builds upon retrieval
practice training in the laboratory setting (Ariel & Karpicke, 2017) and shows that students can
be trained to practice-test more frequently in the classroom setting.
The present study supports the theoretical framework of retrieval practice on the
importance of repeated retrieval with feedback on examination performance. This study builds
upon prior retrieval practice literature to suggest that students can be trained to effectively use
retrieval practice on their own in a classroom setting.
Calibration Research
Building upon the presence or absence of practice-test feedback on final test
performance, the present study attempted to advance our theoretical understanding about the
importance of calibrating practice-test feedback. Prior research on retrieval practice has found
that students are poor at judging whether their responses are correct following a practice-test
(Rawson & Dunlosky, 2007). Although students’ self-evaluations of performance demonstrated
less overconfidence when feedback was presented (Dunlosky et al., 2011; Rawson & Dunlosky,
2007), they were still overconfident in their evaluations of practice-test performance (Dunlosky
et al., 2011). Such overconfidence has a negative effect on students’ performance (Dunlosky &
Rawson, 2012). Similarly, JOL research in a classroom setting has found that students’
predictions and postdictions about their performance do not increase over time (Bol & Hacker,
2001).
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The present research supports the importance of students’ accurate calibrations of
performance from practice-test feedback. Accurate monitoring of both well-learned and yet-tobe-learned information led to an increase in final exam performance. In addition, the present
study adds to the calibration literature by providing evidence that students can be trained to
increase their monitoring accuracy of practice-test feedback across the semester. In addition,
monitoring feedback accurately influenced final examination performance. These findings are in
line with prior research on the power of feedback on students’ academic achievement (Hattie &
Timperley, 2007). In line with prior research, untrained students did not increase their
monitoring accuracy over time (Bol & Hacker, 2001; Dunlosky et al., 2011; Hacker et al., 2000).
These findings suggest that training students to monitor, or calibrate, feedback following
a practice-test influences the accuracy of their self-evaluations of practice-test performance over
time.
Self-Regulating Retrieval Practice
Grounded in Winne and Hadwin’s (1998) comprehensive model of self-regulated
learning, the present study provides empirical evidence to support the importance of training
students to attend more accurately to practice-test feedback in the classroom setting. Using
several factors to determine the importance of monitoring processes and control decisions in a
retrieval practice framework, the present study supports the necessity of formative external
evaluations of practice-test performance. In addition to these external evaluations, students must
be able to accurately identify well-learned and yet-to-be-learned content from a practice-test.
Students in the trained condition were able to accurately identify well-learned and yet-to-belearned information from practice-test feedback. Most importantly, students must be able to
identify errors. The accurate evaluation of errors from feedback was the most powerful factor on
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students’ achievement. In the present study, I found that monitoring accuracy for yet-to-belearned topics influenced students’ decisions to practice-test. These findings support prior
literature on the effects of monitoring on students’ subsequent control processes (Son & Kornell,
2008; Finley, Tullis, & Benjamin, 2009).
Overall, the present study provides support for a feedback mechanism underlying
retrieval practice and the importance of retrieval practice feedback calibration on future study
decisions and test-potentiated learning effects (Izawa, 1966). That is, students who take a
practice-test and evaluate feedback accurately are more likely to self-regulate their future study
decisions and, in turn, have higher examination performance. Training was found to enhance the
repeated use of retrieval practice and the effects of accurately monitoring feedback on
examination achievement in a classroom setting.
Practical Implications
This study adds to the existing research on how retrieval practice is a powerful learning
strategy (see Roediger & Karpicke, 2006a), but focuses on the relationship between retrieval
practice and self-regulated learning processes through an intervention with students. This extends
Ariel and Karpicke’s (2017) minimal intervention on training retrieval practice benefits and
confirms that positive results can be achieved in authentic educational settings. This research
provides important recommendations on how to train students to attend to feedback, interpret it
accurately, and use it to plan the amounts and types of restudying they will need to conduct in
order to master course material. The findings from the present study further suggest that students
will take optional practice-tests with feedback if they are explicitly informed about the benefits
of retrieval practice on long-term retention.
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The present results have important implications for instruction. First, students must be
taught about the benefits of retrieval practice as a learning strategy and learn how, when, and
why they should use the strategy on their own. Second, students should be taught about how to
interpret feedback based on a set of criteria. Instructors should provide students with success
criteria for which they will be evaluated. Such criteria should assist students to make more
accurate external evaluations. Finally, instructors should provide students with low-stakes
practice-tests in the classroom and allow students to repeat the practice-tests as many times as
they would like prior to each examination.
Overall, retrieval practice followed by feedback allows for external evaluations of
students’ own performance. These evaluations are important and may lead to better selfregulated learning. However, students often do not report using retrieval practice as a strategy
because they lack metacognitive knowledge about the memorial benefits. In addition, students
are limited in their ability to accurately self-evaluate their own performance. A metacognitive
retrieval practice training that teaches students about the learning strategy and how to selfevaluate feedback and control future study sessions is most influential on assisting students to
monitor external evaluations more accurately. These external evaluations are critical for
subsequent self-regulated learning behaviors.
Conclusions
The present study was motivated by prior research that showed students’ self-evaluations
of their own performance after completion of a practice-test are often inaccurate, even with
feedback present (Dunlosky et al., 2011; Dunlosky & Rawson, 2012 Rawson & Dunlosky,
2007). Poor metacognitive monitoring is found to directly influence what students choose to
study (Metcalfe & Finn, 2008). Thus, if monitoring accuracy of feedback is limited following a
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retrieval attempt, students’ subsequent study decisions are likely to be less than optimal. As a
result, the primary goal of the present research was to provide a training to increase: (1) students’
metacognitive knowledge about retrieval practice, (2) students’ monitoring accuracy of
performance feedback, and (3) students’ self-directed study decisions in a college classroom.
Both direct and indirect relationships among variables in the study were examined. The overall
findings of the study suggest that training increased key metacognitive monitoring (i.e., selfevaluations of feedback, monitoring strategy use) and control (i.e., practice-test frequency,
control strategy decisions, selection of effective strategies) processes. In addition, accurately
monitoring yet-to-be-learned topics was the most influential factor on course achievement.
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APPENDIX A
INFORMED CONSENT

INFORMED CONSENT
Department of Educational Psychology and Higher Education
TITLE OF STUDY: A Practice to Improve Students’ Retention and Subsequent Study Sessions
INVESTIGATOR(S): Matthew L. Bernacki, PhD; MeganClaire Cogliano, M.S.
For questions or concerns about the study, you may contact MeganClaire Cogliano at 702-4200186 or Dr. Bernacki at 702-895-4013.
For questions regarding the rights of research subjects, any complaints or comments regarding
the manner in which the study is being conducted, contact the UNLV Office of Research Integrity – Human Subjects at 702-895-2794, toll free at 877-895-2794 or via email at
IRB@unlv.edu.

Purpose of the Study
You are invited to participate in a research study. The purpose of this study is to compare the effectiveness of instructional curriculum between two important topics in Educational Psychology
in order to understand whether training of specific topics within the curriculum increase retention
of the focal material compared to reading application.
Participants
You are being asked to participate in the study because you are enrolled in EPY 303 sections
1002, 1003, 1004, 1005, or 1006 during Fall 2017.
Procedures
If you volunteer to participate in this study, you are agreeing to allow the research team to examine a log of your data in this course.
The study involves an experimental design in which participants’ data will be examined after a
course has been completed in order to better understand whether specific educational material
within the course curriculum influences behaviors and performance in the course. These data include (1) responses to WebCampus surveys and assignments completed by students and (2) data
recorded in WebCampus, activity and performance data (i.e. assignments, quizzes, exams).
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These data will be accessed after the course has been completed and grades have been assigned.
All data will be de-identified before analysis.
Benefits of Participation
There may not be direct benefits to you as a participant in this study. However, we hope to learn
whether training of specific topics in the course curriculum increases retention of the focal material compared to reading application.
Risks of Participation
There are risks involved in all research studies. This study may include only minimal risks. Because no additional actions are required of you besides consenting to allow your data to be observed, the only risk is that such data may be accessed by an outside party. However, all data will
be stored with an identifier that cannot be linked back to the students’ identity on password-protected files, so the risks to you due to participation in this study are minimal.
Cost /Compensation
There will not be financial cost to you to participate in this study.
Contact Information
If you have any questions or concerns about the study, you may contact MeganClaire Cogliano at
702-420-0186 or Dr. Matthew Bernacki at 702-895-4013. For questions regarding the rights of
research subjects, any complaints or comments regarding the manner in which the study is being
conducted you may contact the UNLV Office of Research Integrity at 702-895-2794.
Confidentiality
All information gathered in this study will be kept as confidential as possible. No reference will
be made in written or oral materials that could link you to this study. All records will be stored
in a locked facility at UNLV for 3 years after completion of the study. After the storage time the
information gathered will be destroyed.
Voluntary Participation
Your participation in this study is voluntary. You may refuse to participate in this study or in any
part of this study. You may withdraw at any time without prejudice to your relations with
UNLV. You are encouraged to ask questions about this study at the beginning or any time during
the research study.
Participant Consent:
I have read the above information and agree to participate in this study. I have been able to ask
questions about the research study. I am at least 18 years of age. A copy of this form has been
given to me.
Signature of Participant

Date

Participant Name (Please Print)
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APPENDIX B
FULL METACOGNITIVE AWARENESS INVENTORY (MAI)
1.

I ask myself periodically if I am meeting my goals.

2.

I consider several alternatives to a problem before I answer.

3.

I try to use strategies that have worked in the past.

4.

I pace myself while learning in order to have enough time.

5.

I understand my intellectual strengths and weaknesses.

6.

I think about what I really need to learn before I begin a task

7.

I know how well I did once I finish a test.

8.

I set specific goals before I begin a task.

9.

I slow down when I encounter important information.

10.

I know what kind of information is most important to learn.

11.

I ask myself if I have considered all options when solving a problem.

12.

I am good at organizing information.

13.

I consciously focus my attention on important information.

14.

I have a specific purpose for each strategy I use.

15.

I learn best when I know something about the topic.

16.

I know what the teacher expects me to learn.

17.

I am good at remembering information.

18.

I use different learning strategies depending on the situation.

19.

I ask myself if there was an easier way to do things after I finish a task.

20.

I have control over how well I learn.

21.

I periodically review to help me understand important relationships.

22.

I ask myself questions about the material before I begin.

23.

I think of several ways to solve a problem and choose the best one.

24.

I summarize what I’ve learned after I finish.

25.

I ask others for help when I don’t understand something.

26.

I can motivate myself to learn when I need to
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27.

I am aware of what strategies I use when I study.

28.

I find myself analyzing the usefulness of strategies while I study.

29.

I use my intellectual strengths to compensate for my weaknesses.

30.

I focus on the meaning and significance of new information.

31.

I create my own examples to make information more meaningful.

32.

I am a good judge of how well I understand something.

33.

I find myself using helpful learning strategies automatically.

34.

I find myself pausing regularly to check my comprehension.

35.

I know when each strategy I use will be most effective.

36.

I ask myself how well I accomplish my goals once I’m finished.

37.

I draw pictures or diagrams to help me understand while learning.

38.

I ask myself if I have considered all options after I solve a problem.

39.

I try to translate new information into my own words.

40.

I change strategies when I fail to understand.

41.

I use the organizational structure of the text to help me learn.

42.

I read instructions carefully before I begin a task.

43.

I ask myself if what I’m reading is related to what I already know.

44.

I reevaluate my assumptions when I get confused.

45.

I organize my time to best accomplish my goals.

46.

I learn more when I am interested in the topic.

47.

I try to break studying down into smaller steps.

48.

I focus on overall meaning rather than specifics.

49.

I ask myself questions about how well I am doing while I am learning something new.

50.

I ask myself if I learned as much as I could have once I finish a task.

51.

I stop and go back over new information that is not clear.

52.

I stop and reread when I get confused.

Schraw, G. & Dennison, R.S. (1994). Assessing metacognitive awareness. Contemporary Educational Psychology, 19,
460-475.
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APPENDIX C
SAMPLE INTERVENTION MATERIALS
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APPENDIX D
SAMPLE TRAINING ASSIGNMENT

ASSIGNMENT #1
Q U ES TI O N 1
In the reading, why did Student 1 and Student 2 perform equally well on the first exam but
scored differently on the final exam?
Q U ES TI O N 2
In your own words, what is retrieval practice?
QUESTION 3
How can you use spacing and retrieval practice together?
Q U ES TI O N 4
Name three benefits of retrieval practice.
Q U ES TI O N 5
How many times should you successfully retrieve chapter quiz items before you stop repeatedly retesting the information?
Q U ES TI O N 6
Should you use your notes or textbook while taking the chapter quizzes?
Q U ES TI O N 7
Why are rereading, highlighting and underlining, and summarizing ineffective for learning?
Q U ES TI O N 7
Look at the example of the scheduled retrieval-practice in the previous reading.
Create a schedule retrieval practice. Paste a picture of a table you created in word (or screenshot
of a calendar) representing how you will use retrieval practice (multiple times) and the specific
chapters you plan to practice-test within the next week. Then, use repeated practice-testing and
stick to your schedule!

175

APPENDIX E
SAMPLE RETRIEVAL PRACTICE AND METACOGNITIVE MONITORING RUBRIC
Item

1

2

Construct/Variable

Question

Feedback To Learner

Score Criteria

Score

Metacognitive: Procedural Knowledge

In the reading, why did Student 1 and Student 2 perform
equally well on
the first exam but
scored differently
on the final
exam?

Cramming before an exam is effective for short-term
effects. This is why the students performed equally
well on the first exam but the student who spaced
their study and used retrieval practice (i.e. effective
study methods) performed better when the test was
delayed (a cumulative final exam).

Able to
identify that
cramming
may benefit
short-term
memory
but does
not help
long-term

1 point= cramming AND spacing mentioned… states that cramming helps short-term but not longterm. Spacing helps retention of long-term

Metacognitive: Declarative
Knowledge

In your own
words, what is retrieval practice?

In line with the spacing effect mentioned earlier,
cramming is overall an ineffective study strategy.
When cramming, a student typically reads his or her
notes/textbook again and again, often the night before the exam. This “last-minute” preparation denies
the student the benefit of spaced repetition, and results in poor long-term retention of the information.
While previous lab studies comparing cramming vs.
spaced repetitions sometimes found a benefit of
cramming on immediate tests, these immediate
tests (i.e. the next day). However, these short-term
gains were reversed when the test was administered after a longer delay (Final cumulative exams) -i.e., cramming leads to rapid forgetting.
Retrieval practice is, as the name implies, the practice of retrieving information from memory.
The act of retrieving information from memory without materials in front of you.
Taking the practice-tests in this course without any
materials will help you better evaluate your current
state of knowledge on various topics AND will benefit your long-term retention of material from simply
the act of retrieval!

3

Metacognitive:
Conditional
Knowledge

How can you use
spacing and retrieval practice together?

Practice makes perfect, and the more the retrieval
practice, the harder it is to forget information. In addition, spacing it out makes retrieval more challenging, and remember that the more challenging the retrieval practice, the better… etc.

.5 point= just states spacing helps long-term/ retention of information
.5 point= just states cramming isn’t beneficial for long-term/retention of information (or is beneficial for
short-term only)
.5 just states retrieval practice is beneficial for long-term memory
0= incorrect answer

States that
retrieval
practice is
retrieving
information
from
memory/recall of information/finding information in
memory

1 point= states that retrieval practice involves: retrieving information from memory/recall of information/finding information in memory

States that
retrieval
practice
and spacing can be
used together by
spacing

1 point
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.5 point= just mentions taking a practice-test/testing/self-testing
.5 point= mentions spacing but not retrieval
0= memorization of just stating learning strategy

States that retrieval practice and spacing can be used together by spacing your practice-testing over
weeks/days/hours/minutes or creating a schedule or across time/sessions or planning
.5 point= mentions spacing retrieval over time in general (doesn’t mention time frame)
0 point= just mentions retrieval

your practice-testing
over several weeks

4

Name three benefits of retrieval
practice.

1. Helps you LEARN! (increases learning or better
memory)
2. Aids later retention (recall)
3. Identifies gaps in knowledge (known versus unknown info or do and do not understand or weaknesses)
4. Increases Learning for Next Study Session (Helps
you target information you should re-study)- less
time consuming or focused study
5. Produces better organization of knowledge
6. Testing Provides Feedback to Instructors and
Students
7. Encourages/motivates students to study

<any 3 of
the following

1 point for mentioning any THREE benefits (see left column)
Example answers:
1. Retain more information 2. Encourges studying 3. Increases learning
or
1. Forces you to study. 2. Helps you know what areas you need to study on instead of studying everything again you can focus on what you are missing. 3. It helps you organize information.
.75 point for mentioning 2
.5 point for mentioning 1
0 for mentioning 0

5
How many times
should you successfully retrieve
chapter quiz
items before you
stop repeatedly
retesting the information?

6

Should you use
your notes or
textbook while
taking the chapter quizzes?

AT LEAST 3 times!!! Keep taking those chapter
tests and try to take them from memory! Success is
the key here. You have to successfully retrieve the
information several times before you can more on to
other content.

3 times

NO! The point of retrieval is to actually try to RETRIEVE the information from memory. The more
you RETRIEVE without your notes or textbook, the
more you are learning and increasing your retention
of course materials. Practice without your textbook/notes for the rest of the semester.

No

1 point = states 3 times (or more)
.5 point = more than once ( or 2)
0= incorrect answer

1 point- states NO
0= incorrect answer
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APPENDIX F
SAMPLE CONTROL MATERIALS
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APPENDIX G
FEEDBACK ASSIGNMENT RUBRIC

Question 1

Construct/Variable

Question

Response

Grade Criteria

separate columns for each

Example

Example 2

Strategy Use/Time

1. What
study/learning
strategies did
you use while
preparing for
this quiz? List
all strategies that
you used in a list
format.

strategy +
time

for each strategy listed, input the
number of minutes they stated they
used each strategy

1. Read chapter
2. Skimmed (notes/chapter/ppt)
3. test yourself with questions
chapter quizzes
4. practice problems
5. use flashcards
6. recopy your notes
7. reread chapters notes, PowerPoints.
8. make outlines
9. underline or highlight while
reading
10. summarize
11. study with friends
12. Examples (elaborate, experience, apply examples)
13. Comprehension monitoring
14. Help-seeking
15. I did not study
16. other

Student says:

if student used
strategy but did
not state number
of minutes mark as
“1”

Topic or Content

Depth
Examples for depth, states:
•
Identify examples
•
real life scenarios
•
apply the information)
•
Differences between
topics
•
Basics/vocab/definitions
•
Details/specifics of topics
•
One topic more than another
•
Parts/minor specifics/fully grasp

New

Next to each strategy: Please state
the amount of
minutes/hours you
spent studying
with each strategy
in list format.
Please see example
below.
Question 2
same as
previous

Metacognitive Judgment
Calibration Accuracy

2. What topics do
you understand?

Can differentiate from
known and
unknown

Based on correct responses, can
identify
(1) content knowledge
• States topic/theory: (ex. Piaget,
morals, metacognition)
(2) depth of knowledge
• Example: states they can apply
knowledge
(3) mastery based on learning objective
• States they can apply knowledge
as required by course/learning objectives
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1 pt per topic mentioned
0 for not stating each topic
“All” separate column

Rereading text (30 minutes)
in rereading column, input
“30”

Question 3
same as
previous

Question 5

Metacognitive Judgment
Calibration Accuracy

Can differentiate from
known and
unknown

Topic or Content

Depth

1 pt per topic mentioned

(see examples above)

Answers with Yes or No

No (0)
Yes (1)

0 for not stating each topic
(1 pt or 0)
“All” separate column

5. After considering
your performance,
will you adjust your
studying for the upcoming exam?
(Yes/No)

Control (Study Decision)

7. Explain why you
will or will not adjust your study strategies.

Explains Will Not (0)
Explains Will (1)
No explanation (leave blank)

8. If you will adjust
your study strategies, please explain
how you will study
differently (i.e.,
what strategies will
you use next
time?).

1. Read chapter
2. Skimmed (notes/chapter/ppt)
3. test yourself with questions
chapter quizzes
4. practice problems
5. use flashcards
6. recopy your notes
7. reread chapters notes, PowerPoints.
8. make outlines
9. underline or highlight while
reading
10. study with friends
11. Examples (elaborate, experience, apply examples)
12. Comprehension monitoring
13. Help-seeking
14. other

NEW

Yes/No

Based on correct responses, can
identify
(1) content knowledge
• States topic/theory: (ex. Piaget,
morals, metacognition)
(2) depth of knowledge
• Example: states they cannot apply
topic/theory
(3) mastery based on learning objective
• States they cannot apply topic/theory as required by course/learning
objectives

Monitoring (modifies study strategy)

same as
previous
Question 6

3. What topics do
you not understand?

Column 1

Columns after
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!

0 or 1 per
strategy

APPENDIX H

SUMMARY OF INSTRUMENTS AND ANALYSES
Instrument

Prior
Knowledge

MAI

Grouping
Variable

Practice-tests

Type of Data Gathered

Quantitative;
multiple-choice

Level of Measurement

Types of Scores Produced

Feedback
Assignments

Strategy
Choices

Exams

Quantitative;
pre- post

Trained versus
Untrained

Quantitative;
multiple-choice

Quantitative
Scoring of
open-ended
responses

Quantitative
Scoring of
open-ended
responses

Quantitativ
e; multiplechoice

Interval

Interval

Nominal

Interval

Interval

Interval

Interval

Total items
correct

52-item
inventory

Randomly
assigned to a
1 (trained) or
0 (untrained)

Frequency and
Spacing

Quality of
responses
scored on a
rubric

Three types of
strategy choices

Total items
correct

Statistical Analysis

Measures/Hypotheses
Training will significantly increase exam performance

Cov.

The trained condition who receive the metacognitive
intervention will show a greater difference in pre- and
post-treatment scores on the MAI scale,

IV
IV

DV

IV

2 (Trained versus Untrained) x 2 (Time: Pre- Post)
Mixed Factorial Repeated Measures
Design/MANOVA/Path Mediation

Students will be better at monitoring yet-to-be-learned
content in comparison to well-learned content (pretraining)

PRE-POST

The trained condition will increase their ability to
monitor feedback from practice-test performance over
time

IV

A pattern of frequency for practice-testing will emerge
for the trained condition in comparison to the untrained
condition.

IV

DV

IV

Mediator

Feedback Monitoring Accuracy will co-mediate the
association between training and exam performance
(Trained students will have higher monitoring accuracy,
monitoring strategy use, better control of strategy use,
and high final exam scores for non-quizzed)

Cov.

One-way ANCOVA

Paired-samples t-tests across practice-tests one to two
(pre-training),

IV
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DV

Path (Mediation)

Interrupted Control Group Time Series
Design/MANOVA
Mediator

Mediators

DV

Path Analysis controlling for prior knowledge

APPENDIX I

PRELIMINARY PILOT RESEARCH FINDINGS
Based on the research reviewed to this point, students lack metacognitive abilities to (1)
identify retrieval practice as an effective strategy for learning, (2) implement retrieval practice
effectively (i.e., repeated and spaced practice), (3) self-evaluate corrective feedback, (4) and
make appropriate study decisions due to lack of monitoring accuracy.
Therefore, training of these specific strategies should enhance students’ abilities to (1)
identify retrieval practice as an effective strategy, (2) implement retrieval practice accurately
(i.e., repeated and spaced practice), (3) learn how to evaluate and monitor feedback from
retrieval practice performance, (4) and make more effective study decisions.
A pilot study was conducted to test the feasibility of the intervention design and student
fidelity to assigned activities, as well as to establish reliability of scoring instruments and to address the following research questions about the retrieval practice training outline above:
1.

To what degree can students accurately monitor feedback for known versus unknown information after a practice-test?

2.

Does retrieval practice training predict exam performance?

3.

Does monitoring feedback benefit transfer to new information on examinations?

4.

Are the effects of metacognitive training mediated by metacognitive monitoring and
strategy selection on final exam performance?
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Methods
Participants
Participants were 49 undergraduate students enrolled in two sections of an introductory
educational psychology course at a southwestern university (M age of 20.71, SD=3.74, 79% female). The students were randomly assigned in each section to the training condition (N= 25) and
the control condition (N= 21). A total of 46 students completed all intervention materials.
Measures
In addition to standard course materials and experimental modules or control activities,
students completed demographic questionnaires and consented to allow logs of their behaviors
on the course learning management system (LMS) site (i.e., WebCampus).
Examinations. Three unit exams were given to the students as part of the course curriculum. The first two unit exams were used to evaluate pre-training effects on monitoring. Analyses
for the intervention focused on the cumulative final exam comprising 75 multiple-choice items
and analyzed by quizzed and non-quizzed (i.e., new topic) scores (see Table 3). Assumptions of
normality were upheld.
Practice-Tests. The students completed a total of 10 practice-tests online and were allowed to use their course notes and textbooks (practice-tests 1-7 were used for pre-training analyses; see Table 4). The practice-tests were comprised of multiple-choice items for each chapter
with 10-15 items per test. All students were required to complete at least one practice-test on
each chapter. All students were instructed that they could repeat the practice-tests as many times
as they liked.
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Table 3
Means and Standard Deviations for Post-Training Variables
Treatment

Control

M

SD

M

SD

Unit 1 Exam

80.56

11.54

81.43

13.36

Unit 2 Exam

80.00

8.736

79.81

11.26

Final Exam (75 items)

84.76

8.55

80.01

12.74

Final Exam (Q)

89.85

9.61

91.57

11.12

Final Exam (NQ)

83.10

11.33

76.19

12.91

Average Practice-Test
Performance

67.36

14.75

64.60

13.07

Note: N=46, Treatment (N= 25) Control (N= 21)
Table 4
Means and Standard Deviations for Pre-Training Variables, N= 49

Unit 1 Exam

M

SD

79.80

22.56

Practice-test 1

65.15

17.56

Practice-test 2

69.71

18.87

Practice-test 3

67.166

22.56

Practice-test 4

69.72

18.59

Unit 2 Exam

77.76

11.93

Practice-test 5

55.74

17.39

Practice-test 6

73.30

21.18

Practice-test 7

69.60

21.96

Note: N=49
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Log Data. Logs of student activities on the course site in the LMS were captured via the
university server logs. Frequency of student access of content items were organized by resource
type and were logged weekly.
Feedback Assignments. Following their first practice-test for each chapter, students
completed a feedback assignment. The feedback assignment asked students to discriminate between information they did or did not understand from the chapter. In addition, they were asked
whether they felt they needed to modify their studying for the upcoming exam and which strategies they would use.
Training. The students in the treatment condition were trained about the benefits of retrieval practice and how to use retrieval practice (i.e., repeated practice with spacing). Performance in the training activities related to these skills were grouped into a metacognitive monitoring scale. In addition, students were trained on how to monitor performance and evaluate feedback from practice-tests. Performance in the training activities related to these skills were
grouped into a metacognitive control scale.
Control. The students in the control condition completed additional selected readings and
activities related to the course material.
Procedure
During the first week of classes, students enrolled in the study, completed the demographics survey, and were randomly assigned to either the treatment or comparison condition.
Each week, students completed a practice-test and feedback assignment. All of the students completed the three course exams in week 5 (chapters 1-5), 9 (chapters 6-9), and 15 (chapters 1-13).
The students were able to retake the practice-tests at any time during the semester. The treatment
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and control activities were completed across three weeks during the semester. The students’ responses to the intervention materials, feedback assignments, and performance on the practicetests and examinations were evaluated after the semester.
Analyses
Feedback Assignments
Analyses focused on the feedback assignments that were scored via a rubric. Monitoring
accuracy was calculated by assigning a score of 1 to topics they correctly identified and assigning a 0 to topics they did not correctly identify. I was interested in whether students could use
correctness feedback to metacognitively monitor topics well-learned and unknown. The monitoring accuracy scores per practice-test were summed across concepts and divided by the total number of concepts on the practice-test. Monitoring accuracy was calculated by assigning a score of
1 to information they correctly classified (i.e., correctly recalled 80% of the Piaget items and reported understanding Piaget concepts) and assigning a 0 to information they did not correctly
classify. The monitoring accuracy scores per practice-test were summed across concepts and divided by the total number of concepts on the practice-test (i.e., percent accurate classification per
feedback). Higher scores equaled higher monitoring accuracy and ranged from 0.00 (inaccurate
monitoring) to 1.00 (accurate monitoring).
Metacognitive strategy decisions were based on whether the students could accurately
identify whether they did or did not need to adjust their study strategies based on their practicetest performance (i.e., received a score below 75% -the course threshold for passing- and reported that their study strategies need to be changed in the next learning phase). Appropriate
strategy decisions were scored dichotomously (0, 1) and were averaged across feedback assignments. Higher scores equaled appropriate strategy decisions and ranged from 0.00 to 1.00.
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The inter-rater reliability test (N=46) for the quiz feedback across three time points resulted in an average kappa statistic of 0.80 between the two raters.
Coding Training Responses
Students’ performance on training activities was scored on a rubric based on an answer
that would represent that the student acquired knowledge about a specific skill about retrieval
practice and monitoring and evaluating feedback. The inter-rater reliability test (N=25) for the
training responses across the 48 items resulted in an average kappa statistic of 0.95 between the
two raters.
Results
Pre-Training Effects: To what degree can students accurately monitor feedback for known versus

unknown information after a practice-test?
Students differed to the degree to which they could classify what they did and did not understand from feedback. Correlations between monitoring accuracy for identifying well-learned
information and for unknown information were nonsignificant, meaning that students’ ability to
recognize well-learned information was unrelated to their ability to identify unknown information (all ps > .05, see Table 5). This indicates that monitoring with feedback is composed of
two distinct skill sets; (1) being able to differentiate what is well-learned and (2) what is unknown.
For each practice-test, a paired-samples t-test was conducted to compare monitoring feedback accuracy for identifying known and unknown information from the practice-test. For practice-test 1, there was a significant difference in the scores for well-learned information (M=
0.506, SD= 0.188) and unknown information (M= 0.6735, SD= 0.219), t(48)= -4.309, p< .001.
The same trend occurred for practice-tests 2 through 7 with effect sizes ranging from d= .49 to
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.75 (see Table 6 for means, standard deviations, and t-values). These findings suggest that students were more accurate at identifying information that was unknown versus well-learned.
Table 5
Correlations Between Well-Known and Unknown Monitoring Accuracy Scores, N= 49
Monitoring Accuracy
Unknown

Monitoring Accuracy
Known

Practice-test
1

Practice-test 1

0.111

Practice-test 2

Practice-test 3

Practice-test
2

Practice-test 3

Practice-test
4

Practice-test
5

Practice-test
6

Practice-test
7

0.264

-0.008

Practice-test 4

-0.179

Practice-test 5

-0.004

Practice-test 6

0.010

Practice-test 7

0.344

Note: N=49
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Table 6
Paired-samples t-test between monitoring accuracy of known versus unknown topics across practice tests
M

SD

Practice-test 1

t-statistic
t(48)= -4.309, p< .001

Known

0.506

0.188

Unknown

0.673

0.219

Practice-test 2

t(48)= -5.188, p< .001

Known

0.416

0.195

Unknown

0.602

0.252

Practice-test 3

t(48)= -3.468, p= .001

Known

0.372

0.234

Unknown

0.556

0.285

Practice-test 4

t(48)= -2.228 p= .031

Known

0.475

0.299

Unknown

0.628

0.327

Practice-test 5

t(48)= -2.615, p= .012
Known

0.290

0.262

Unknown

0.449

0.335

Practice-test 6

t(48)= -5.045, p< .001
Known

0.408

0.687

Unknown

0.687

0.284

Practice-test 7

t(48)= -2.058, p= .045
Known

0.449

0.323

Unknown

0.592

0.321

Note: N=49
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Post-Training Effects: Does retrieval practice training predict exam performance?
To understand which aspects of training predicted final exam performance, I ran a series
of regression models. The first model revealed that metacognitive knowledge about retrieval
practice and metacognitive regulation about retrieval practice were significant predictors of final
exam performance, F(2, 23)= 9.374, p< .05. Approximately 45% of the variance in final exam
scores in the treatment group were accounted for by the predictors (R2=.449). Specifically, final
exam scores increased 0.357 points for every point increase in metacognitive monitoring skills
and 0.205 for every point increase in metacognitive control skills.
The second model included all individual items (49 items total) included in the intervention. By using a stepwise regression analysis, we evaluated which combination of skills acquired
about retrieval practice significantly predicted final exam performance. I found that four trained
items accounted for 85% of the variance in final exam performance (R2= .852), F(4, 19)=
27.318, p< .05. Specifically, final exam scores increased 4.837 points for each point awarded for
students’ performance on skill training for scheduling retrieval practice using spacing. For training skills relating to learning objectives, final exam scores increased 8.681 points for each point
award for correctly identifying learning objectives at the analysis level and increased 5.990
points for each point awarded for correctly identifying course learning objectives at the evaluation level. Last, we found that final exam scores increased 3.217 points for each point awarded
for understanding how to evaluate feedback.
These findings suggest that higher final exam scores were related to acquiring metacognitive knowledge skills about retrieval practice, as well as metacognitive regulation skills about retrieval practice.
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Does monitoring feedback benefit transfer to new information on examinations?
To understand whether monitoring feedback provides benefits beyond rehearsal via quizzing, I evaluated whether monitoring accuracy of well-learned versus yet-to-be-learned topics
influenced performance on quizzed versus non-quizzed items on the final exam. Regression analyses revealed that monitoring accuracy of well-learned and yet-to-be-learned topics from feedback did not influence final exam scores for quizzed items (p > .05). However, final exam scores
for non-quizzed items were significantly predicted by monitoring accuracy of well-learned topics
and yet-to-be-learned topics, F(2, 43)= 10.559, p < .05. Final exam scores increased .209 points
for every increase in monitoring accuracy of well-known topics and .183 for every increase in
monitoring accuracy of yet-to-be-learned topics. These preliminary findings suggest that feedback monitoring accuracy on practiced topics also predicts how students will perform on additional topics.
Are the effects of metacognitive training mediated by metacognitive monitoring and strategy selection on final exam performance?
To investigate the mediating role of monitoring accuracy and strategy use study decisions, we ran path analyses to evaluate direct and indirect effects of training as mediated by monitoring and control on final exam performance non-quizzed items (i.e., not previously quizzed)
(see Table 2 for model fit indices). Frequency of practice-testing use was not a significant predictor and was removed from analyses.
Path Model 1. A pathway analysis revealed direct effects of training as a significant predictor of feedback monitoring accuracy of well-learned topics. In addition, feedback monitoring
accuracy of well-learned topics was a significant predictor of non-quizzed items on the final examination (see Table 7).
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For indirect effects, the effect of training was mediated by monitoring accuracy of welllearned topics on final exam performance of non-quizzed items. Approximately 31% of the variance in final exam scores of non-quizzed items were accounted for by the predictors (R2= .312).
Path Model 2. A pathway analysis revealed direct effects of training as a significant predictor of monitoring accuracy of feedback of yet-to-be-learned topics but not monitoring strategy
use. Monitoring accuracy of yet-to-be-learned topics was a significant predictor of non-quizzed
items on the final examination. Monitoring strategy use was also a significant predictor of nonquizzed items on the final examination (see Table 7).
The indirect effect of training on final exam of non-quizzed items was mediated by monitoring accuracy of yet-to-be-learned topics. Approximately 32% of variance in final exam nonquizzed scores were accounted for by the predictors (R2= .319).
Table 7. Path Model Fit Indices
Path 1 (Well-Known)

Path 2 (Yet-to-be-Learned)

β

SE

β

SE

Training on Monitoring
Accuracy

.854**

0.193

0.920*

0.205

Monitoring Accuracy on
Final Exam (NQ)

.410*

.148*

.259*

0.087

Training on Strategy Selection

0.056

0.284

0.042

0.132

Strategy Selection on Final Exam (NQ)

0.075

0.135

.243*

0.116

Training on Final Exam

0.004

0.316

0.031

0.235

Monitoring Accuracy on
Strategy Selection

0.053

0.284

0.027

0.204

.457*

.199

.119*

0.080

Direct Effects

Indirect Effects
Training on Final Exam,
Mediated by Monitoring
Accuracy
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Chi-Square Test of
Model Fit

.0679

.0619

RMSEA

0.089

0.089

90 CI

.000 - .396

.000 - .499

CFI

0.839

0.832

Note: N= 46; ** p < .001 *p < .05

Preliminary Conclusions
I found that, prior to training, monitoring what is well-learned and yet-to-be-learned information from feedback were not associated. Typically, prior research has identified monitoring
processes as one skill (Nelson & Narens, 1990). However, more recently, researchers have found
that monitoring well-learned and yet-to-be-learned information are two distinct skills (Schraw,
Kuch, Gutierrez, 2015). The observed r between monitoring feedback here was low and nonsignificant with a sample of 49.
Specifically, students are better at monitoring unknown information from practice-test
feedback. Previous research has demonstrated that feedback helps students correct errors (Butler
& Roediger, 2008). My findings suggest that students are better at using feedback to correct errors rather than to identify well-learned information. These findings may be explained by prior
research on JOLs and the under-confidence-with-practice effect (Finn & Metcalfe, 2007; Koriat,
Sheffer, & Ma’ayan, 2002). After taking a practice-test, students may become under-confident
because they are unable to correctly identify what is well-learned, in addition to what is yet-tobe-well-learned. Based on these findings, I will evaluate well-learned and yet-to-be-learned monitoring of feedback as separate skills.
In addition, my findings suggest that retrieval practice metacognitive training for monitoring feedback accuracy of metacognitive knowledge and metacognitive regulation increases
final examination performance. In addition, I found that monitoring accuracy of feedback for
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both well-learned and yet-to-be-learned topics was more beneficial for non-quizzed items on the
examination. Last, the effect of training on final exam performance of non-quizzed items was
mediated by monitoring accuracy of both well-known and yet-to-be-learned topics. More finegrained behavioral analyses of practice-test use (i.e., weekly) will be analyzed in my dissertation.
Students’ abilities to monitor feedback from practice-tests accurately are critical for strategy selection for yet-to-be-learned topics. In addition, monitoring accuracy in the full model did
not predict or mediate the effects on monitoring strategy use. In addition, frequency of practicetest use and effective strategy control decisions were not enhanced as a result of training.
My dissertation research will focus on training both monitoring feedback of well-learned
and yet-to-be-learned information and whether students can identify retrieval practice as an effective learning strategy after training. The training of specific study control decisions may provide added benefits to training of retrieval practice. Therefore, my intervention will be modified
to assist students in monitoring feedback accurately for both well-learned and yet-to-be-learned
information and to provide further training on the frequency of practice-testing, evaluating
whether their current strategies are effective for future performance, and how to implement practice-testing as an effective strategy following external evaluations of practice-test performance.
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APPENDIX J
EXAM OBJECTIVES

Exam 1 Objectives
Based on information from the PowerPoint’s and textbook, you should be able to:
Chapter 1 and 2
• Distinguish examples of the various types of research (i.e. experimental, descriptive, correlational)
• Select various ideas and examples within Piaget’s Theory of Cognitive Development (including but not limited to critical/sensitive period, schema, assimilation, and accommodation)
• Distinguish between the stages in Piaget’s Theory of Cognitive Development
• Distinguish between theories and principles
• Recognize an example of teaching self-efficacy
• Demonstrate the current perspectives (research findings) concerning Piaget’s Theory of Cognitive Development
• Interpret ideas from Vygotsky’s Sociocultural Theory of Cognitive Development (including
but not limited to implications of how cognitive development occurs, self-talk and inner
speech, cognitive tools, the zone of proximal development, scaffolding, and cognitive apprenticeships)
• Understand language development (i.e. semantics, syntax, and pragmatics)
• Choose from examples related to the instructional implications for teaching English as a Second Language learners.
Chapter 3
• Apply knowledge based on examples of social and personal development: personality, temperament, socialization, parenting styles, attachment, social cognition, imaginary audience,
personal fable.
• Compare sense of self and the differences between self-efficacy, self-concept, and self-esteem,
• Distinguish and recognize examples of Erikson's stages of psychosocial development, including Marcia's contribution.
• Distinguish and recognize examples of Kohlberg's stages of moral development.
Chapter 4
• Illistrate knowledge of cultural differences and stereotypes and research findings on cultural
differences, cultural mismatch, acculturation, world views, and cultural lens.
• Compare research findings on gender differences, gender stereotypes, and gender schemas.
• Distinguish between examples of socioeconomic status and research findings on low SES families/students, at risk students and research findings about these types of students.
Chapter 5 Test
• Explain the differences between Spearman, Cattell, and Gardner's Theories of Intelligence
• Understand how students distribute their intelligence (distributed intelligence)
• Illustrate knowledge of how intelligence is measured, limitations of intelligence tests, research
underlying intelligence, and its implications for teachers
• Describe cultural and ethnic diversity of intelligence
• Understand the differences between cognitive styles and dispositions.
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•
•
•

•
•
•
•
•
•

•
•
•
•
•
•
•
•
•

Exam 2 Objectives
Based on information from the PowerPoint’s and textbook, you should be able to:
Chapter 6
Understand the assumptions of cognitive views of learning and how we construct knowledge
Illustrate the information processing model and the functions of each of the information stores
(including duration, capacity, and how the information gets into the stores and out),
Understand declarative and procedural knowledge (and recognize examples of each), rote learning, rehearsal, meaningful learning (forms of meaningful learning), mnemonics, and factors affecting retrieval.
Chapter 7
Understand metacognition, comprehension monitoring, illusion of knowing
Distinguish between various learning strategies
Identify effective learning strategies in the classroom and factors affecting strategy use
Define epistemological beliefs (know the definition),
Distinguish between different types of transfer (examples of positive/negative/specific/general)
and factors affecting transfer
Distinguish and recognize examples of various problem solving strategies for encoding (algorithms and heuristics).
Chapter 9
Interpet examples of classical Conditioning of Involuntary Emotional Responses
Be able to distinguish between the NS, UCS, UCR, CS, and CR
Differentiate the stimulus and response relationships and when they occur in classical versus instrumental conditioning
Discriminate between Classical and Instrumental Conditioning
Identify the Various Forms That Reinforcement Can Take
Identify the Various Forms That Punishment Can Take
Interpret how to use Reinforcement Effectively
Evaluate when to use Punishment
Identify schedules of Reinforcement
Final Exam Objectives (cumulative)
Based on information from the PowerPoint’s and textbook, you should be able to:
Cumulative: Objectives from previous chapters exam objectives (Information previously
covered in class SEE EXAM OBJECIVES 1 and 2) and:

•
•
•
•
•

Chapter 10
Understand the Social Cognitive Theory's basic assumptions
Identify reciprocal determinism
Distinguish and recognize examples of vicarious reinforcement and punishment and their affects
on learning (i.e. expectations, etc.)
Modeling and types of behaviors modeled, how modeling affects behavior, characteristics of
models
Apply knowledge to examples of self-efficacy and teaching self-efficacy
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•
•

Chapter 11
Differentiate between the various theories and perspectives on motivation (i.e. trait, cognitive,
etc.)
Distinguish and recognize examples of extrinsic and intrinsic motivation, attributions, self-worth,
competence, self-determination, self-handicapping, need for relatedness, need for affiliation, affect, hot cognition, and anxiety: state and trait.

•
•
o
o
o
o
o
o
o
o
o
•

Chapter 13
Distinguish between the various ways of creating a setting conducive to learning, including
but not limited to:
Arranging the Classroom
Establishing and Maintaining Productive Teacher-Student Relationships
Creating an Effective Psychological Climate
Setting Limits
Planning Activities That Keep Students on Task
Monitoring What Students Are Doing
Modifying Instructional Strategies
Taking Developmental Differences into Account
Taking Individual and Group Differences into Account
Understand the importance of expanding the sense of community beyond the classroom by working with others
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APPENDIX K
TABLE 18
Standardized estimates for direct and indirect effects in full hypothesized mediation model.
Independent variable

Dependent variable

Treatment
Treatment
Treatment
Treatment
Treatment
Treatment
Treatment
Treatment
Monitoring Strategy
Control Strategy
Well-Learned
Yet-to-be-Learned
Targeted Strategy
Practice-Test
Pretest
Monitoring Strategy
Monitoring Strategy
Monitoring Strategy
Control Strategy
Control Strategy
Well-Learned
Well-Learned
Well-Learned
Yet-to-be-Learned
Yet-to-be-Learned
Yet-to-be-Learned
Targeted

®Monitoring Strategy
®Control Strategy
®Well-Learned
®Yet-to-be-Learned
®Targeted
®Course Objectives
®My Grades
®Practice-Test
®Final Exam (NQ)
®Final Exam (NQ)
®Final Exam (NQ)
®Final Exam (NQ)
®Final Exam (NQ)
®Final Exam (NQ)
®Final Exam (NQ)
®Control Strategy
®Targeted Strategy
®Practice-Test
®Targeted
®Practice-Test
®Targeted Strategy
®Course Objectives
®Practice-Test
®Targeted
®Course Objectives
®Practice-Test
®Practice-Test
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b

Direct effect
SE

-.507**
.852**
.231*
.252*
.228*
.557**
-.782**
.235
-.048
-.09
.053
.817**
.04
-.05
.128
.100
.104
-.155
.122
-.245
.066
.025
.011
-.178
.029
.349**
.149

.10
.08
.11
.11
.10
.07
.04
.18
.09
.10
.09
.08
.06
.07
.10
.09
.10
.14
.11
.14
.14
.12
.13
.14
.11
.12
.09

95% CI

Course Objectives
My Grades

®Monitoring Strategy
®Monitoring Strategy
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.052
.349**

.07
.10

Indirect effect
Independent variable

Mediating variables

Treatment

®Well-Learned

Treatment

®Yet-to-be-Learned

Treatment

®Practice-Test

Treatment

®Targeted

Treatment

®Monitoring Strategy

Treatment

®Control Strategy

Treatment

®Course Objectives

®Well-Learned

Treatment

®Course Objectives

®Yet-to-be-Learned

Treatment

®Well-Learned

®Practice-Test

Treatment

®Yet-to-be-Learned

®Practice-Test.

Treatment

®Targeted

®Practice-Test

Treatment

®Monitoring Strategy

®Practice-Test

Treatment

®Control Strategy

®Practice-Test

Treatment

®Well-Learned

®Targeted Strategy

Treatment

®Yet-to-be-Learned

®Targeted Strategy

Treatment

®Course Objectives

®Monitoring Strategy

Treatment

®My Grades

®Monitoring Strategy
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Dependent variable
®Final Exam
(NQ)
®Final Exam
(NQ)
®Final Exam
(NQ)
®Final Exam
(NQ)
®Final Exam
(NQ)
®Final Exam
(NQ)
®Final Exam
(NQ)
®Final Exam
(NQ)
®Final Exam
(NQ)
®Final Exam
(NQ)
®Final Exam
(NQ)
®Final Exam
(NQ)
®Final Exam
(NQ)
®Final Exam
(NQ)
®Final Exam
(NQ)
®Final Exam
(NQ)
®Final Exam
(NQ)

b

SE

95% CI

.012

.02

[-.022. .047]

.206*

.09

[.052, .360]

-.012

.02

[-.042, .017]

.008

.01

[-.014, .030]

.024

.05

[-.052, .101]

-.074

.08

[-.211, .063]

.001

.00

[-.005, .007]

.013

.05

[-.072, .099]

.00

.00

[-.003, .002]

-.005

.01

[-.015, .006]

-.002

.00

[-.006, .003]

-.004

.01

[-.015, .007]

.011

.02

[-.014, .036]

.001

.00

[-.002, .003]

-.002

.00

[-.006, .003]

-.001

.00

[-.007, .004]

.013

.03

[-.028, .055]

Treatment

®Monitoring Strategy

®Control Strategy

Treatment

®Course Objectives

®Well-Learned

®Practice-Test

Treatment

®Course Objectives

®Yet-to-be--Learned

®Practice-Test

Treatment

®Well-Learned

®Targeted

®Practice-Test

Treatment

®Yet-to-be-Learned

®Targeted

®Practice-Test

Treatment

®Course Objectives

®Monitoring Strategy

®Practice-Test

Treatment

®My Grades

®Monitoring Strategy

®Practice-Test

Treatment

®Monitoring Strategy

®Control Strategy

®Practice-Test

Treatment

®Course Objectives

®Well-Learned

®Targeted

Treatment

®Course Objectives

®Yet-to-be-Learned

®Targeted

Treatment

®Course Objectives

®Monitoring Strategy

®Control Strategy

Treatment

®My Grades

®Monitoring Strategy

®Control Strategy

Treatment

®Course Objectives

®Well-Learned

®Targeted

Treatment

®Course Objectives

®Yet-to-be-Learned

®Targeted

Treatment

®Course Objectives

®Monitoring Strategy

®Control Strategy

Treatment

®My Grades

®Monitoring Strategy

®Control Strategy

Total Direct
Total Indirect
Total Effects
p < .01** p < .05*
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®PracticeTest
®PracticeTest
®PracticeTest
®PracticeTest

®Final Exam
(NQ)
®Final Exam
(NQ)
®Final Exam
(NQ)
®Final Exam
(NQ)
®Final Exam
(NQ)
®Final Exam
(NQ)
®Final Exam
(NQ)
®Final Exam
(NQ)
®Final Exam
(NQ)
®Final Exam
(NQ)
®Final Exam
(NQ)
®Final Exam
(NQ)
®Final Exam
(NQ)
®Final Exam
(NQ)
®Final Exam
(NQ)
®Final Exam
(NQ)

.004

.00

[-.006, .015]

.000

.00

[.000, .000]

.000

.00

[-.002, .002]

.000

.00

[-.001, .000]

.000

.00

[-.001, .001]

.000

.00

[-.008, .004]

-.002

.00

[-.002, 001]

-.001

.00

[.000, .000]

.000

.00

[-.001, .001]

.000

.00

[-.001, .001]

.000

.00

[-.003, .008]

.002

.00

[.000, .000]

.000

.00

[.000, .000]

.000

.00

[.000, .000]

.000

.00

[.000, .000]

.000

.00

[-.001, .001]

.082
.193

.13
.14

[-.13, .30]
[-.03, .42]

.275**

.09

[.12, .43]
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