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Abstract
In recent years, the surge in wearable devices amplified the need for advanced computer
vision techniques to analyse video gathered by cameras efficiently. This thesis investigates
machine learning methods to extract information from video data acquired by wearable
cameras. More specifically, we leverage contextual information from egocentric video
data that can be used to support language prediction. Our motivating application is a voice
output communication aid that provides speech predictions for users with communication
disabilities when supplied with relevant contextual information.
Thesis considers two sources of contextual information: (1) face recognition for
identification that can provide information on conversational partners, and (2) personal
map building that supports localisation. We define a deterministic modification on the
softmax calculation, cam-softmax, that alters the target neuron’s activation when the model
is trained for classification. We confirm the motivation for the change in the calculation by
carefully analysing the problem and highlighting a potential flaw in the current training
pipeline’s component for face recognition. As a second source of contextual information,
we consider map building and localisation. While a similar problem is well researched in
robotics, person-specific semantic localisation and mapping have not been considered as
an online unsupervised clustering problem in the computer vision community.
Unlike traditional classification challenges, face recognition anticipates unseen subjects
during test time in accordance with the open-set protocol, yet this assumption is not upheld
during training time. We present a geometric interpretation of cam-softmax and show that
it incorporates the open set assumption during training leading to face representations
better suited for the task. The solution we present can be viewed as part of a family of
methods between which we make the relationship clear by defining a generic framework.
vi
We show that our method’s performance is comparable to state-of-the-art solutions on pair
matching benchmarks and report performance gain when tested on an open-set setting.
Furthermore, we discuss the method’s ability to counter the presence of label noise in the
training set and test this capability through a toy example. We conclude that our solution
works well in the presence of high labelling noise compared to existing modifications of
the softmax’s activation.
We consider unsupervised learning of semantic, user-specific maps from first-person
video. We address the task as a semantic, non-geometric form of simultaneous localisation
and mapping, differing in significant ways from formulations typical in robotics. We create
a generic and abstract framework, egomap, in which locations are termed places. Our maps
are modelled as a hierarchy of probabilistic place graphs and view graphs. View graphs
capture an aspect of user behaviour within places. We present a practical instantiation of
the framework that supports our motivating application. We divide the notion of place
into stations and routes. Stations typically correspond to rooms or areas where a user
spends time, places to which they might refer in spoken conversation, while routes refer
to physical links between stations. Visits are temporally segmented based on qualitative
visual motion and used to update the map, either updating an existing map station or
adding a new map station. We contribute a labelled dataset suitable for the evaluation of
this novel simultaneous localization and mapping (SLAM) task. Quantitative experiments
compare mapping performance with and without view graphs and demonstrate better
online mapping than when using offline baseline clustering. Besides, qualitative results
help the reader to arrive at a visual conclusion by intuitively overlaying the learned map
and its components on a manually created metric map.
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Chapter 1
Introduction
This thesis’s particular focus is to investigate contextual information extracted from video
data to aid assistive technology. Our motivating application is a language prediction system
to which we aim to supply identity and location-related information. For identification,
we build a deep learning-based face recognition system enhanced by a novel modification.
Localization is achieved through our framework that is specifically tailored to conduct
personalized map generation and localization. Given our motivating application, we
imagine the solutions provided in this thesis to be incorporated as part of a larger system
with the specific aim to assist the user through the day. Given the task’s personal nature,
we ultimately expect the visual data to come from a user-related source such as a body-
mounted camera. We conducted experiments to provide insight on how it would work
under real life scenarios motivated by certain projects. Our mapping and localization
solution is directly evaluated on two egocentric datasets to estimate its performance.
This chapter begins with a particular focus on egocentric vision, its development and
applications, and a short description of the motivating application. We also introduce
our face recognition and localization solutions closing with the contributions and thesis
structure.
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1.1 Wearable Technology and Its Applications
Wearable technology refers to electronic devices that are compact enough to be worn
comfortably on the body. These devices aim to seamlessly collect data without obstructively
interfering with the user’s activity. The collected data is then used in applications that are
beneficial for the user. Applications in health care, the military, law enforcement, gaming
and the fashion industry all profited from the emerging wearable trend.
Smartwatches, tech togs, smartphones, augmented reality glasses and action cameras
are among those that motivate users to incorporate such technology into their everyday
lives. These devices mounted somewhere on the body (wrist, head, chest, neck etc..) with
the purpose of domain-specific data collection. For example, a wrist mounted smartwatch
or tech tog can monitor various elements of the users’ health, including heart rate and blood
pressure while also tracking elements related to the user’s lifestyle, including the number
of calories burned, steps walked or minutes spent exercising. Health care applications
can then evaluate the collected data and assess the users’ well-being, leading to increased
life quality [67]. Augmented Reality glasses can be worn as conventional glasses but
provides extra visual content for the user. The extra visual content is often computer-
generated with the intention to augment the real world scenery offering an interactive
experience for the user. One implicit application of such technology is in the gaming
industry, but construction and medical applications are also rising. With the improvement
of sensory technology, image capturing devices become ever smaller, while retaining high
quality, paving the way for inventive utilization. Extreme sporters were quick to adopt
action cameras to capture their best performance. Recently innovative application of small
cameras has been considered in the military, law enforcement and health care [42, 58].
In this section, we communicated the rising trend in wearable devices that is confirmed
by a steady increase in number of related publications based on Google Scholar data 1.1.
We showed the diverse potential of such technology. We also implied that the demand for
small cameras has increased due to wide applicability [1]. In this thesis, we focus on video
data collected from a first-person perspective and its analysis. In the next section, we will
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Fig. 1.1 Number of publications returned by Google Scholar per year using the search
term: wearable technology.
expand on small wearable cameras and the content captured by them from an egocentric
perspective.
1.2 Egocentric Videos and Their Use
Traditional cameras were hard to handle due to their size and complexity, hence their
usability barrier limited their application. Nonetheless, the idea of egocentric videos
captured from a first-person perspective started around the 70s [99] with the development
of WearComp2, an early ancestor of modern smart glasses. The rapid technological
advancements in the last couple of decades assisted the development of modern smart
glasses and action cameras that are no longer unpleasant to wear. The continuously
shrinking price of the technology has motivated users from different domains to record
large amount of video data from first-person perspective.
Modern smart glasses (e.g Google Glass) and action cameras (e.g GoPro) facilitated a
surge in egocentric data uploaded to the World Wide Web. Sports fans often share their
experience from their personal perspective with their audience, although life-logging has
also become popular with social media diffusion. To maximize such videos’ information
content, often, a head-mounted option is preferred that estimates the wearers view, however,
chest and shoulder mount options are also popular.
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The acquired visual data has many applications. For example, the police [58] record
their patrolling duty providing extra security for themselves and civilians. However, drifting
away from the sport, law enforcement, and the leisure industry, we encounter applications
that focus on improving users well-beings by assisting those in need. A Microsoft Research
team behind the SenseCam [67] device experimented with egocentric images recorded
with low temporal resolution, that documents the participant’s life for a long period of
time. Their user group is those with memory impairment to whom they facilitate content
reviewing, thereby helping them remember forgotten aspects of their lives. Retrospective
memory aid is also considered in [120], in fact it has been shown in [77] that exploitation of
memory pieces is one of the most effective way to recover lost memory. In relation, Sivla
et al. [151] concluded a detailed neuropsychological assessment after using memory aid
based on SenseCam. They found that it might stimulate memory function more generally
beyond the captured images. Lifestyle behaviour analysis is also an intriguing application
of wearable cameras; the measurement errors experienced with conventional self-reported
data are eased by introducing a more objective data collection form [42]. For instance,
O’Loughlin et al. [117] experimented with dietary analysis to evaluate participants’
food intake, thereby helping them control and adjust their calorie intake to sustain a
healthy body. Sedentary behaviour detection and classification [80] is another example
application that provides valuable feedback for the user, helping to prevent unhealthy
behaviour. Likitlersuang et al. [90] experimented with hand usage analysis for those with
spinal cord injury. Additionally, the ACE-LP Project (Augmenting Communication using
Environmental data to drive Language Prediction) leverages contextual information to
assist a language prediction targeted for specifically those who are unable to speak or
experience difficulties during spoken conversation.
This section highlighted various applications that can benefit from egocentric vision; a
complete survey on the topic is authored by Molino et al. [38]. However, the vast majority
of these applications fail to employ advanced machine learning techniques to automate
analysis. We particularly focus on developing computer vision methods that can extract
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environment-related contextual data with a loose connection to a health care project; we
give more detail about the motivation project in the next section.
1.3 Motivating Application: ACE-LP
The ACE-LP 1 Project (Augmenting Communication using Environmental data to drive
Language Prediction) was an EPSRC funded project that aims to leverage environment-
related contextual information (e.g. information about location, conversational partners
and past conversations) to support language prediction. The project’s target user group is
those with communication difficulties. People who rely on Speech-Generating Devices
(SGDs) typically average 8 to 12 spoken words per minute significantly falling behind a
typical person whose speech rates are 150 to 190 words per minute.
Having the ability to chat with others is core to have a healthy social life. That
includes sharing stories with others which is evidently hard with low speech rates. To
provide help, the project uses a combination of different contextual information to retrieve
text that is relevant to the current situation. The project hypothesized that the context
of the conversation is dependent on specific contextual information such as location
and conversational partner and argued for a system that can collect such data without
disturbing the user’s social life. Such system would accept a video source that is analysed
by a computer vision system to extract contextual information that is then used to drive
language prediction. The prediction is then presented to the user through a unique user
interface. The overall structure of the developed system is shown in Fig 1.2. In this
thesis we investigate computer vision techniques to extract identity and locations based
information that can be integrated into such system. Initially, the work of Bano et al. [12]
investigated social interaction detection in order to detect moments when prediction is
needed potentially to serve as a trigger for more complex analysis
The next section is a brief introduction into identification and localization performed
on visual data using machine learning techniques.
1ACE-LP: Augmenting Communication using Environmental Data to drive Language Prediction (UKRI
EPSRC EP/N014278/1). Website: https://aac.dundee.ac.uk/ace-lp/ accessed on 18/03/2021







Fig. 1.2 Overview of the components of the ACE-LP system.
1.4 Machine Learning
In general Artificial Intelligence (AI) refers to the concept of utilizing machines to mimic
specific perceptual and cognitive skills (intelligence) of the human brain. Early, rule-
based systems, relied on extensive expert human knowledge to manually define a set
of behavioural rules. Rule-based systems require large amount of human resources and
domain specific expertise which is often unfeasible for complex tasks. Machine Learning
(ML) encapsulates the idea that machines should acquire their knowledge on a domain
through experience.
Unsupervised learning: Unsupervised learning refers to a subset of ML techniques which
infers underlying structure from raw input data without supervisory signal. Discovering
inherent grouping of the data without prior knowledge is key to many clustering tasks.
Rules allow to establish associations amongst data objects inside large databases [36].
Supervised learning: The availability of annotated training data can reduce the complexity
of the challenge by providing supervisory signal. Supervised learning leverages the
annotated training data to perform classification or regression. The internal state of the
model is updated during the training phase guided by the correctness of the output. The
model learns a mapping function between the input raw data and the output so that it well
approximates the output even with never seen input data. Such function maps the input
data into a discrete or continuous space to perform either classification or regression [36].
1.5 Person Recognition
Biometric systems for identification and verification have received enhanced attention
through the years due to their wide applicability. The analysis of fingerprints, iris, palm
prints, voice and faces are the most popular [159], but active researches also consider be-
havioural landmarks such as hand movement [167, 166] and speech patterns. A discussion
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on the full spectrum of features used for such purposes is omitted in this thesis as the focus
is shifted towards facial attributes in the following sections; however the interested reader
is referred to the survey of Shaveta and Munish [159].
Based on the cardinality of the association, we differentiate verification and identifi-
cation. While the former refers to a pairwise check between the probe identity and the
claimed identity (which is often used for access control), the later pinpoints the closest
match from a predefined set of subjects. Identification can further be divided into closed
and open-set based on prerequisites. Closed-set identification assumes that all the probe
example are in the set of known identities, while open-set identification retains the possi-
bility of previously unseen identities. The latter is considered to be the more demanding
but a more realistic scenario.
1.5.1 Face Recognition
Generally, face recognition denotes the comparison process between two identity models
that are derived from facial images. Kelly [79] and Kanade [162] undertook pioneering
work in the late 60s and the early 70s that triggered the computer vision community’s
interest, which has not faded ever since; however, Woody Bledsoe and Helen Chan Wolf
in 1964 [20] and 1966[21] were the first to address the automatic facial recognition
challenge. Since then, a large body of work [101] has addressed the challenge that has led
to today’s deep learning based state-of-the-art systems that are claimed to match or even
supersede human capabilities in certain settings. The task of face detection often precedes
face recognition and it dates back to the 70s [200]; it remains an active area even today
[194, 187].
Automatically analyzing facial images for identity recognition is a rather involved
process. Such biometric is useful because the visual characteristic can be acquired unobtru-
sively often even without consent, making it a promising candidate for access control and
surveillance. Other biometric modalities often require consent or some level of cooperation
to conduct identity check. For example, fingerprint scanners require the user to physically
touch the scanning device and one must directly stare into an iris scanner with opened
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Fig. 1.3 A typical face recognition pipeline.
eye to gain access. Early face recognition systems also required data to be captured in a
controlled environment to ensure visual facial coherence by removing unnecessary shape
and lighting variations. Nevertheless, through the years, improvements in ML allowed
recognition on facial images that were acquired in an uncontrolled environment effectively
removing the need for user cooperation; faces that are acquired in uncontrolled environ-
ments are widely referred as faces in-the-wild in the literature. It is also the non-intrusive
nature, that made face recognition an easy to be deployed biometric modality through a
range of applications and that was also the motivation behind deploying such system to
perform identification in the ACE-LP project.
Generally, face recognition is conducted through a multi-step process; each step is fun-
damental for good quality face recognition. Predominantly, face detection is the first step
that is performed, followed by feature extraction and identification or verification. Often
an optional, preprocessing, step is inserted into the pipeline to reduce complexity of the
task. Facial landmark detection and alignment is often exploited [187] as a preprocessing
step to boost performance, but other techniques such as colour correction are also common.
Fig 1.3 shows a typical face recognition pipeline.
Traditional hand-crafted features were largely replaced with deep representation learn-
ing following the publication of DeepFace [160] in 2014. Deep Convolutional Neural
Networks (DCNNs), that learn to map images to abstract representations using local com-
positional structure in their many layers of neurons, have dominated advances in image
classification tasks in recent years. Deep representation learning can yield feature spaces
useful for discriminating between classes not directly represented in the training data. Ide-
ally, a deep feature space should exhibit high intra-class compactness and high inter-class
separability. In this thesis we propose a modification to the final layer activations and
softmax function that encourages such feature spaces to be learned.
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There are many applications for which acquiring reliably labelled data sets for deep
learning is challenging or prohibitively expensive; the scale of the datasets used for deep
learning makes quality control challenging, resulting in datasets with large numbers of
incorrectly labelled examples. Face recognition is a worthy example where public datasets
suffers from high level of label noise [178]. The method we propose exhibits robustness
to such labelling errors, facilitating learning from large unreliably labelled datasets. It does
so by automatically adapting a parameter that controls attenuation of learning gradients for
examples likely to be mislabelled, and amplification of gradients for examples likely to be
correctly labelled.
1.6 User Localization
User localization from visual data is a relatively new area, especially when compared to
face recognition. Perhaps, not the absence of a will, but the immature hardware in the 70s
and 80s was the reason for the lack of research in the area. An algorithm that relies on
visual cues could only fully benefit from video recorded from a first-person perspective.
Still, the first useful wearable camera prototype was only proposed in 1998 [99]. One
pioneering work in personal localization was Hisashi et al. [10] work from 1998, where
image sequences matched against a database to localize the user in his environment.
This thesis explores the use of first-person video to automatically construct a repre-
sentation of a user’s everyday environment in terms of locations that they frequent and
their patterns of transition between, and their behaviours within, those locations. The
locations in our model are conceived of as places where the user stays for some time, often
to perform a specific activity or task. They tend to correspond to places to which people
might refer in narrative, e.g., my desk, the school kitchen, the meeting room. The amount
of work conducted on semantic localization from egocentric video is limited. In this thesis
we offer a novel perspective for the community, where the aim is to dynamically learn a
semantic map that can be used to localise the user and provide contextual information from
previous visits to those stations.
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The task that we address can be thought of as a semantic, non-geometric, human-
centred form of SLAM. This is done without recourse to metric map building which is not
necessary to address this task. At first we propose an abstract and modular hierarchical
probabilistic model, incorporating a place graph and view graphs, and hypothesise that it
can be used to perform the unsupervised mapping and localisation that we require. Each
view graph captures aspects of the user’s head movements while at a place. Later we
progress towards an interpretation of our framework that is more specific in terms of
the ACE-LP project. We identify stations and routes that relate to specific movement
patterns yielding a bipartite graph with stations and routes. A characteristic of our map
representation is that two stations can be reached through a single route even if one is
physically only indirectly reachable from the other; map adjacency does not imply spatial
adjacency of stations. This is because the user can transition through intervening space
without stopping. We identify transitions between stations based on qualitative visual
motion analysis. Maps are dynamically updated, and new stations and routes are added as
they are visited for the first time.
In common with many SLAM systems, we adopt a visual bag of words feature repre-
sentation with traditional features. Deep convolutional neural network representations have
been used in SLAM but can perform poorly if not configured carefully for the task [69].
1.7 Goals and Contributions
This thesis’s motivation is to investigate and implement useful machine learning techniques
that can be used to provide complementary information to aid situational awareness from a
person specific prospective. Situation aware algorithms can be put in service of the user
to provide support through the day by feeding context-related information to a relevant
assistive mechanism. In this thesis, we consider contextual information to drive a language
prediction module for those in need of communication aid. This thesis’s contribution is
two-fold: (1) we investigate state-of-the-art facial recognition systems where we identify
common characteristics in a set of recent publications that are focused on modifying the
softmax’s activation; we follow the trend and define our own novel softmax modification
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and (2) we investigate an unresearched area in computer vision in terms of personalized
simultaneous localization and mapping that enables the creation of a user-specific map;
hence providing useful information about the user’s location.
We assume that the content of one’s communication depends on the participants’
identity; hence we argue that taking identity-related information into account in a language
prediction system can be useful. This thesis extracts identity information through computer
vision techniques that analyze faces in an image. Since the 70s there has been a great
amount of work dedicated to face recognition that led to today’s deep learning-based
system. A recent trend experimented with unique modifications of the softmax activation
function. We point out that those modifications can be generalized and in this thesis, we
present a novel modification which we call cam-softmax. Our cam-softmax have similar
properties to the existing formulation. Still, its derivative better supports backpropagation.
We conducted our experiments with both comparison and our motivating application in
mind. We compare to Sphereface [93] and AM-softmax[179] because of their competitive
performance and similarities in approach. Firstly, we evaluate performance on two pairwise
face matching benchmarks, Labeled Faces in the Wild (LFW) and YouTube Faces Database
(YTF), and obtain a substantial performance boost over the standard softmax activation.
Secondly, given that performance on the LFW pairwise matching benchmark is becoming
saturated, we follow the more challenging open-set protocol described in [60] and obtain
performance gains compared to standard softmax, AM-softmax [179], and sphereface [93].
Thirdly, we demonstrate cam-softmax’s robustness to labelling errors using the CIFAR
datasets and Fashion-MNIST [188] dataset with deliberately corrupted class labels. We
investigate its ability to attenuate learning gradients for mislabelled examples preferentially.
The users’ location at the time of the interaction can also be an influential factor
in communication and content. We design a personalized mapping system that can be
used for localization. Our framework resembles those used in robotics for simultaneous
localization and mapping but differs significantly in its purpose and world representation.
We formulate the problem as an unsupervised clustering algorithm and design a generic and
abstract framework to tackle the challenge which we call Egomap. Egomap is a modular
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framework that operates on data observed from a first-person perspective to discover a
hierarchical interconnected graph of places of interest. A place is conceived as a set of
views that are also structured as a graph. Egomap is the first generic framework designed
specifically for personalized simultaneous localization and mapping to the best of our
knowledge. As a further contribution, we instantiate the framework by providing a strict
definition of its abstract notions. For example, we imagine places in the user’s personal
world as a set of stations and routes where stations coincide with locations referred to in
spoken communication (e.g. kitchen) and routes are passageways (e.g. corridor) between
stations. We also contribute a specific implementation based on motion analysis to conduct
experiments. To report on performance, we record a new, 4-hour long egocentric detest
that we made publicly available. To measure performance, we suggest three different
metrics that assess the result from different perspectives. While the adjusted mutual
information score measures mapping performance, the adjusted Rand index assess the
systems localization ability. Furthermore, in alignment with our motivating application,
we suggest a specific way to construct a confusion matrix that can be used to estimate the
expected performance of Egomap in the ACE-LP project. We also report interesting and
intuitive visualizations of the learned map to help the reader draw qualitative conclusions.
The major contributions are as follows:
1. A heuristic modification to the final layer activations and softmax function that (i)
leads to learned deep feature spaces exhibiting high intra-class compactness and
inter-class separability, and (ii) facilitates learning from noisily labelled training data
(Chapter 3).
2. Face recognition experiments on the LFW and YTF pairwise benchmarks as well
as on the LFW open-set benchmark, with a direct comparison of cam-softmax,
Sphereface [93], AMSoftmax [179], and the baseline standard activations with
softmax. We find that cam softmax leads to a performance increase under certain
settings. (Chapter 4).
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3. Formulation of a novel first-person mapping and localisation task which requires
unsupervised, sequential learning of a user-centred map in terms of semantic stations
(Chapter 6).
4. Design of a generic framework to perform this task based on a hierarchical, proba-
bilistic model and we report results comparing learned maps with ground-truth maps
(Chapter 6).
The minor contributions are as follows:
1. A method to automatically tune the main hyperparameter of the method described
in Point 1, major contributions; avoiding the need for time-consuming parameter
search (Chapter 3).
2. Experiments, using face matching, CIFAR-10 and Fashion-MNIST datasets, investi-
gating the effect of training set label noise on cam-softmax and those other methods
(Chapter 4).
3. A specific motion field based video segmentation technique that aids the novel
first-person mapping and localisation task set out in this thesis (Chapter 6).
4. Suggestions for relevant metrics to assess our mapping and localisation framework’s
performance (Chapter 8).
Additionally, the following resource has been made available to the research community
as part of this PhD project.
1. QMB Morning Dataset: An almost 4-hour long egocentric video collection recording
5 mornings of a user on the university campus accompanied with the annotation
used in this thesis.
1.8 Thesis Structure
Chapter 2 reviews relevant literature on face recognition and the pipeline generally used
to tackle the task.
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Chapter 3 outlines a generic framework that groups popular softmax modifications that are
specifically tailored to improve face recognition. The framework is then used to extend the
existing collection of softmax modifications by introducing our version, the cam-softmax.
This chapter details cam-softmax and offers insight into its construction.
Chapter 4 details common face recognition protocols together with popular publicly
available data sets. The chapter reports our method’s evaluation on some of these datasets
and contrasts its performance with state-of-the-art.
Chapter 5 reviews relevant literature on localization and mapping from both egocentric
and robotics standpoint.
Chapter 6 presents our novel framework (Egomap) for user-specific simultaneous local-
ization and mapping in detail through a three-level abstraction. We begin with a generic
modular framework and progress to a specific implementation towards the end.
Chapter 7 lists relevant egocentric datasets with their characteristics and reasons for their
exclusion from the evaluation process. It also discusses our QMB Morning dataset and
reports its characteristic concerning the mapping and localization task we address.
Chapter 8 discusses metrics for evaluation and reports on the performance of our frame-
work on two datests accompanied with detailed visualization of the maps.
Chapter 9 summarizes the contributions of this thesis and discusses future works.
Chapter 2
Related Work: Face Recognition
As a result of years of intense research, face recognition has become a well-understood
topic in the ML community, although it is far from being solved. In this chapter, we briefly
review the early history, followed by an introduction to recent trends in deep learning and
face recognition. In our final section, we discuss popular pre-processing techniques.
2.1 Brief History
Since the 70s there has been a surge in facial recognition methods that can be categorized
into geometry-based, holistic and local feature-based methods. Geometry-based methods
preceded both holistic and feature-based methods in time with some overlap. The work of
Trigueros et al [169] inspired the taxonomy outlined in this chapter.
2.1.1 Geometry-based
Geometry-based approaches infer shape-related information to describe an identity uniquely.
Commonly, a face is represented by a set of key facial landmarks. The geometric rela-
tionship between these landmarks, e.g. distance and angle, is used to characterize an
identity. One key drawback of such a method is that for reliable recognition, one has to
employ a reliable landmark detector. For the same reason, often only frontal or profile
face images are used considerably restricting the systems deployability under unrestricted
circumstances [24]. Kelly [79], and Kanade [162] first demonstrated that the collection
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of distance measures between facial landmarks could serve as a unique representation of
a face. Specifically, Kanade [162] employed a Laplacian operator based line extraction
approach to obtain a binary edge image on which key facial landmarks were detected
using integral projection as illustrated in Fig 2.1. Recently, Shi et al. [147] investigated
the feasibility of using a Procrustes distance. To generate a face representation and face
geometry, distances between the detected landmarks were documented. A correlation-
based landmark detection was suggested in [24] where grey level templates were matched
against image parts. However, some solutions opted for manual detection [56, 174]. The
employability of the geometry-based method has been studied in [24, 148] and found to
be less effective than holistic techniques. The main drawback of such a method is that it
requires strong domain knowledge in landmark selection and representation. Interestingly,
recently geometry-based methods enjoyed renewed interest due to their good performance
in the three-dimensional domain [35, 62].
2.1.2 Holistic
Holistic approaches use the face image in its entirety and extract global descriptors that
encode identity-related information. The second wave of face recognition started with
holistic methods that map the high dimensional image data into a low dimensional rep-
resentation. The desired consequence of projecting the input into a lower-dimensional
subspace is removing unwanted variations and preserving only those unique to the identity.
PCA Based Methods
Principal Component Analysis (PCA) in machine learning is widely used as an unsuper-
vised dimensionality reduction technique. It was first introduced by Karl Pearson [126]
and later formally given the naming by [68]. The mathematical process involves obtaining
an ordered set of eigenvectors and eigenvalues. Eigenvectors are unit vector matching
the dimensionality of the original space. Large Eigenvalues indicate significant variance
toward the direction defined by the belonging eigenvectors. A subset of eigenvectors
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Fig. 2.1 An integral projection on a binary image. Spike on the vertical integral projection
detecting the eye regions has been highlighted.
with the largest eigenvalues are referred to as principal components. It is noteworthy that
mean-centring is a necessary step to ensure such property.
In the context of face recognition, principal components are often referred to as
eigenfaces. Examples of eigenfaces are shown in Fig. 2.2. [152, 82] were among the
first to use PCA to capture common characteristic of face images. They assumed that all
face images lie on a low-dimensional subspace that is marked by the top directions of
maximum variance. A set of face images can then be represented as a weighted linear
combination of the top eigenfaces. Turk et al. [170] assumed that the weights of the
eigenfaces contain identity-related information, hence can be used for recognition. To
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Fig. 2.2 The first 20 eigenfaces obtained by performing PCA on a subset of images from
the LFW[70] dataset.
represent an identity, the average weights were calculated on 4 face images of the subject.
The distance between such representation was thresholded to conduct recognition. The
popularity of eigenfaces quickly gained pace, and many variations have been proposed
to enhance its performance. A probabilistic approach was presented in [109] that models
intra-personal and extra-personal variations using multivariate Gaussian distributions. The
probability of a match between two face representation is then obtained using the Bayes
rule. Other versions of PCA were proposed to increase recognition reliability, such as
2DPCA [190] that generalized PCA to two dimensions. However, the largest variance
in a face data set can often be attributed to illumination and pose variation, leading to
eigenvectors encoding information unrelated to identity leading to limitations.
LDA Based Methods
The linear discriminant analysis addresses some of the concerns of PCA by including
supervision. The algorithm was initially proposed by Ronald Fisher in 1936 [48]. Similarly
to PCA, the goal of LDA is to project data points into lower-dimensional subspace with
the added supervision to preserve class-specific information. Consider a set of points, each
assigned with a class label. LDA finds a projection that minimizes intra-class variation and
maximizes inter-class distance, effectively removing variations unrelated to class labels.
Fisherfaces [14] shows that LDA applied on face images is less prone to variations
unrelated to identity, e.g. facial expression, eyewear and lightning. However, despite its
advantages, LDA is shown to be prone to overfitting [202, 199]. The problem of overfitting
is reported under certain circumstances, such as large data dimensionality. Numerical
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stability problems can also be experienced when limited data is available per class. [203]
suggested using PCA before LDA to counter some of these limitations. A more advanced
probabilistic approach was suggested in [72] that fits normal distributions on the training
classes using maximum likelihood estimation to model an identity. The probability of a
query image belonging to a specific class can be expressed as the marginalized likelihood.
Despite attempts, these methods still failed to address the complex non-linear variations
experienced in uncontrolled environments. For instance, change in age, pose, and facial
expression are among those that can lead to failures.
SVM Based Methods
Support Vector Machines (SVM) [31] is a supervised algorithm developed to perform
classification and regression. SVM is generally viewed as a linear binary classifier. Given
a training datest with binary class labels, SVM constructs a hyperplane in the feature space
to discriminate between the classes. To ensure good separation, a hyperplane is chosen so
its distance from the nearest training-data point of any class is maximized.
Phillips [128] first considered the problem of face verification that is a binary and,
as such, a natural problem to be solved for an SVM. Classification during training was
performed on a set of distance measures between facial images. Distances arising from a
face pair that belonged to the same identity were labelled the ’same’, and accordingly, those
generated by pairs of different identities were labelled ’different’. By performing multiple
verifications, the problem can be extended to perform multi-class classification. An extra
parameter was also introduced that allowed precise calibration of the operating point. In
[76] the authors considered authentication and trained a separate SVM for all the enrolled
gallery identities. A probe image is then fed to each classifier for authentication. Often,
face representations were obtained using PCA. It was shown that SVM could outperform
simple Euclidean distance-based threshing techniques on such representations.
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LPP Based Methods
Locality Preserving Projections (LPP) [64] is an alternative dimension reduction method
to PCA that preserves the neighbourhood structure of the data. Unlike LCA, LPP is
unsupervised; hence no labelling is needed. The objective is that data pairs close to each
other in their original space should also be close once mapped into the lower-dimensional
subspace, preserving the image space’s local structure. Unlike PCA, the bases obtained
through LPP are not necessarily orthogonal.
In terms of face representation, the inferred eigenvectors are referred to as Laplacian-
faces [65]. LPP was proved to be superior to both PCA and LDA in certain datasets. The
intuition is that LPP maps facial images belonging to the same identity close in the features
space even when they contain variations from sources other than identity present. PCA
or LDA does not guarantee such behaviour. In [65], the nearest neighbour approach was
used on the inferred subspace for identification; however, it is highlighted that any general
classifier can be used. The face recognition performance of LPP was further improved in
[26] by enforcing orthogonality on the basis, similarly to PCA.
Sparse representation
Sparse Representation-based Classification (SRC) was introduced in [186]; they proposed
that a novel face image of a person can be sufficiently well approximated by the linear
combination of the known examples of the same identity. At test time, the reconstruction of
the probe image is attempted using images of the known subjects; the lowest reconstruction
error is considered a match. However, another work argues [195] that for SRC to work well,
one must use a large dataset that is detrimental in terms of computational cost. Instead,
[195] proposes to shrink the dataset in a way that it only keeps representative examples
that describes an identity sufficiently well for the task of recognition using the K-SVD
algorithm [3]. Jia et al. addressed the problem of occluded facial areas enrolled into the
training set. Skin pixels were modelled by colour using a mixture of Gaussians preceded
by PCA dimensionality reduction. During reconstruction, pixels belonging to occluded
areas were down-weighted compared to those belonging to non-occluded areas. These
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holistic methods were milestones in the history of automatic face recognition; however,
their performance has proved insufficient to address the variations present in real-world
applications.
2.1.3 Local feature-based
Local feature-based approaches recover texture information from key facial patches that
lead to more robust representations than those extracted with holistic approaches. Here we
describe key feature-based methods.
PCA based features
[127] used Distance From Face Space (DFFS), their specialized facial landmark detector, to
find image areas corresponding to both eyes, the nose and the mouth. It must be noted that
DFFS is not exclusive to Local feature-based face recognition as it is also used in holistic
approaches. Representations obtained through PCA are named eigeneyes, eigennose and
eigenmouth and the collection of these is regarded as a modular face representation by the
author. Furthermore, it is argued that such representation greatly reduces the computational
cost as opposed to PCA that is calculated on the image as a whole and hence applicable on
large face datasets.
Binary Edge Features
Formally, Hausdorff distance measures the distance between two subsets. Formally, it
is the greatest of all distances between point pairs such that each point pair contains an
example from both subsets. In computer vision, the property of Hausdorff distance makes
it a great candidate to measure shape similarities.
The use of Hausdorff distance was considered for face recognition in [161]. The face
image is transformed into a binary image to obtain a set of points on which the distance
measure can be computed. First, self-organizing feature maps were used to detect critical
facial landmarks. Once a face is detected, it is normalized with respect to geometry. A
single anchor point was used in the process of normalization and alignment. The resulting
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Face Database
Fig. 2.3 Example face recognition pipeline proposed in [161].
normalized image was convolved with a Sobel operator and subsequently thresholded to
obtain the binary image. A modified Hausdorff distance was then used to compare these
binary images. This system is ilustrated in Fig 2.3. The close proximity assumption was
integrated into the formula, which required that all matching pairs fall within a given radius
of each other; when violated, an extra penalty term is added. Face recognition is achieved
through thresholding the modified Hausdorff distance. A variant based on line edge maps
was proposed in [52] that fitted lines onto the binary images, further reducing the size of the
representation. The distance measure was modified to work on pair of lines that integrated
extra penalty for dissimilar orientation. The rationale behind Hausdorff distance-based
approaches is that it makes the method more resilient to minor local distortions such as
open mouth [169].
Elastic Graph Matching
Elastic Graph Matching (EGM) is a well-recognized approach for object detection based
on the work of Lades et al. [84]. A model graph is generated during object enrolment on
the example image that is later fitted on a query image. A 2 dimensional Gabor wavelet
transform [86] is used to encode information on local texture. More precisely, Gabor
wavelet transform yields a representation, a jet, for each image pixel by performing local
Fourier transform on the surrounding image patch. Typically, only a subset of these
representations is considered; for example, a simple approach uses a rectangular matrix
with fixed spacing. A more general approach defines a fixed set of nodes and edges to
form a graph. In such a graph, each node contains Gabor wavelet coefficients computed
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on salient image regions. The weighted edges between nodes encode the nodes’ relative
geometry. However, EGM is restricted to find a known object in an image.
In face recognition, one must manually define a face model in terms of a graph where
nodes represent key facial landmarks. Manual detection of facial landmarks is required to
enrol an identity to the gallery set. To automatize the enrollment process [184] extended
the idea on EGM and argued for a more general Elastic Bunch Graph Matching (EBGM).
A weighted graph of jet sets is learned during the training process from manually detected
facial landmarks. A query image is then approximated by selecting a set of local expert jits
that best fits. One advantage of this approach is that it enables automatic enrolment of a
new identity into the gallery set using only a single face example. Other versions of the
algorithm replaced Gabor filters with Histograms of Oriented Gradients (HOG) [49] that is
reported to be more resilient to variations unrelated to the identity in [6].
Local Binary Patterns
Local Binary Patterns (LBP) [115] is a generic visual descriptor that holds texture related
information. First, the example image is divided into sub-regions with desired resolution
without overlap. In a sub-region, the centre pixel is compared against the neighbouring
pixels in a specific order. For example, pixels with greater intensity than the centre pixel
yield the value 1 and those that are lower than or equal to the centre pixel yield 0. An
enhanced image descriptor is then assembled by concatenating the binary values. Example
patterns encoded by LBP are shown in Fig 2.4.
Ahonen et al. [4] used a histogram of LBP descriptors for face recognition. The
distance between two LBP histogram was calculated using Chi-square distance. The
approach has a shown improvement on some face recognition task when compared to
preceding methods [4]. The LBP descriptor inspired several other face recognition methods.
For example, a rotation-invariant version was proposed in [5] that applied Fourier transform
on LBP histograms, but a complete list of LBP discriptor based face recognition method
can be found in [116].
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Fig. 2.4 Example patterns encoded by the LBP descriptor.
Scale-invariant feature transform
Scale-Invariant Feature Transform (SIFT) was invented by David Lowe [96] as a generic
feature detection algorithm for object recognition. As the first step, SIFT considers scale-
space extrema detection using Gaussian blurring. A pixel is the local extrema if it has
the largest intensity value compared to the 8 neighbouring pixels in multiple scales; these
pixels are potential key points. A key point accepted when its value is larger than a
predefined threshold. An orientation histogram is created based on the 4 by 4 block centred
at each key points. To create a full descriptor, a further 8 blocks considered around the key
point to construct a 128 dimensional descriptor.
In [18], 3 different matching strategies were proposed based on SIFT descriptor tailored
specifically for authentication, among which the regular grid-based approach proved to be
the best. Matching on a regular grid involves dividing the image into a certain number of
overlapping sub-regions. The distances between matching SIFT descriptors were averaged
through all the sub-regions.
A concurrent approach, the Speeded Up Robust Features (SURF) [13] along with many
others, have attempted to solve the problem of face recognition that is not detailed in this
thesis. Despite our effort, the literature covering this era is huge, and there exist surveys
that provide fuller coverage on the topic [73, 201, 102, 165]. In this section, we briefly
reviewed the key approaches that shaped the face recognition community through the years
until the rise of deep learning. These approaches were instrumental since although they
failed to address various unconstrained scenarios reliably, they served as a baseline for the
community and proved that good face recognition is possible via ML. In the next section,
we discuss deep learning and its application to face recognition.
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Fig. 2.5 SIFT features detected on an example face image.
2.2 Facial Recognition and Deep Learning
2.2.1 Deep learning
Deep learning (DL) is a sub-field of Machine Learning (ML) that pioneered automatic
representation learning utilizing a neural network architecture. Cchapter 3 presents a novel
modification of a key computational operation performed in deep learning that induces
better representation learning. This section’s primary goal is to provide the reader with
a broad overview of the field by discussing deep learning in general, along with brief
references to improvements and changes during recent years.
Pre-DL ML techniques commonly require feature extraction before training on complex
data as shown in the previous section. Feature extraction has long been viewed as a
manually defined process designed to reduce data complexity while retaining domain-
related information. Visual and audio data is a worthy example for complex data and often
requires the feature extraction step. By nature, information is discarded during feature
extraction; hence, designing a good method is important. Consider object detection, a
long-standing problem in computer vision. Corners are an expressive feature of the object’s
shape and widely used in early systems. However, colour or texture dependent tasks can
make little use of shape information. Missing information on the domain can have drastic
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effect regardless of the advancement of the ML technique being used. Manually designed
features required strong domain knowledge, often not available for specific tasks.
The concept of Artificial Neural Network (ANN) was first defined by Warren Mc-
Culloch and Walter Pitts in 1943; an interconnected structure which vaguely resembled
a real brain. However, early ANN-s did not learn; in fact, the percepton algorithm was
invented in 1958 [138] that performed supervised classification. Shallow ANNs appeared
in the 1960s and 1970s; however, the real advancement came with the back-propagation
algorithm that was popularized in 1985 [122] by David Parker and Yann LeCun [85].
Back propagation-based training incorporated a supervisory signal into the training pro-
cess, thereby facilitating gradient-based learning. However, due to hardware limitations,
back-propagation was considered inefficient in its early days and only gained considerable
momentum in the 1990s. It was only by the new millennium that the training of ANNs
with many consecutive layers become feasible. Since then to our days, there has been an
apparent race for increasing the depth of such architectures to beat SOTA benchmarks.
Models using many layers to build their structure are widely referred to as Deep Neural
Networks (DNN). Nevertheless, beyond our summary, the history of ANNs is extensive
with many pioneering works marking important stages about which the reader can learn
more in [57, 143].
The rapid improvements in hardware capabilities, the appearance of powerful Graphical
Processing Units ( GPU), the publication of large labelled datasets [39] and techniques
that addressed the vanishing gradient problems (e.g. ReLU [111]) all contributed to the
spread of DNNs through many domains. The popularity of DNNs can largely be attributed
to its capability to automatically learn representations taking the burden off the researchers,
essentially rendering handcrafted features redundant in many computer vision tasks. With
the AlexNet triumph in the ImageNet competition, the convolutional deep neural networks
(CNN) attracted attention exponentially in the computer vision community. CNNs are
frequently applied to analyze images and include many convolutional layers as their
building block. Convolutional layers are translation equivariant, and due to shared weights,
have relatively low computational and space complexity. In computer vision, the input is a
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pixel matrix, and the intermittent features are learned using two-dimensional convolutional
layers. CNN accumulates features with increasing complexity through its many layers;
early layers learn low-level features, e.g. corners and edges, while layers deeper in the
hierarchy learn high-level concept-related features.
Modern CNN architectures insert intermittent layers to the convolutional structure
to enhance performance. For example, pooling layers are widely used to improve the
local translation equivariant property of the model. Many activation functions have
been proposed to advocate non-linear combinations of features among which rectified
linear unit (ReLU [111]) and its variations tend to receive the most attention due to their
ability to counter the vanishing gradient problem. The change in the distribution of the
internal variables, known as internal covariance shift, tends to slow down convergence
and is countered by batch normalization, which re-normalizes and scales the input for
the upcoming layer. Dropout layers improve the model’s regularization capability by
randomly disabling (dropping out) connections with a certain probability during training.
The success of deep learning also drove the increase in demand for improvements in
structure. The rapid development in hardware allowed researchers to experiment with
increased depth and width and novel structural changes. For example, AlexNet [140]
introduced in 2012 had 8 layers to train while the more recently introduced ResNet-152 is
considerably deeper with its 152 layers. ResNet architecture, along with its many layers,
also argued for revolutionary multi-pass regulatory connections. Kawaguchi et al. [78]
in 2019 showed the relevance of the network’s width. The full review on deep structures
and their evolution is out of the scope of this thesis, but for a complete survey the reader is
directed to Khan et al. work [81]
The criterion used for optimization is always designed with a specific problem in mind.
To measure loss and hence train the model, there must be a process to compare the output
of the CNN and the target. Often, CNN’s output differs in its format from the target
and transformation is needed to facilitate comparison. Such transformation is managed
by an extra computational block, the complexity of which is dependent on the required
output. Frequently, the block that handles the transformation requires parameter update. If
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(a)
Fig. 2.6 Multiple loss functions and their development in relation to face recognition.
Metric learning approaches are all coloured green, and the remaining colours were used to
denote different softmax versions.
differentiable, such a block can be trained with the CNN itself, allowing joint optimization.
In the next section, we discuss two criteria that require different output transformation,
both popularly used for face recognition.
2.2.2 Deep Learning for Face Recognition
Following AlexNet’s [140] historic victory in the 2012 ImageNet competition, researchers
were keen to experiment with deep learning architectures in different domains. In 2014,
DeepFace [160] drew the attention of the community with its human-like performance on
facial recognition benchmarks. Since then, the vast majority of approaches that superseded
DeepFace tweaked the loss in some way to induce better representation learning. We can
vaguely divide recent approaches into two categories: metric learning and classification.
Metric learning methods introduce a custom loss function where the loss is based on
a distance measure between face representations. For example, contrastive loss [29, 63]
operates in a pairwise manner and aims to reduce distance between pairs of the same
identity. Facenet [144] adopts a similar approach but instead of example pairs, the loss
function is defined on example triplets. However, the exponential relationship between
dataset size and the number of possible triplets necessitates a carefully defined policy for
triplet selection that is often not straight-forward.
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Some effort is also devoted to hybrid methods such as centre loss [183] and contrastive
loss [63] that augment cross-entropy loss with terms computed directly on feature space.
However, this requires a mechanism to track every class centre in feature space as the
model is trained.
Most recent approaches modify the calculation of the softmax activation function in
order to learn more discriminative representations. Early research focused on introducing
L2 constraint on both the deep features [180] and on the weight vectors [179, 135] to
encourage similarity measures that are based on radial displacement. Later, L-Softmax [94]
showed that incorporating a margin parameter can lead to further improvements on face
recognition benchmarks by encouraging lower intra-class variance. Since then, there has
been a large body of work devoted to find the best margin based function that leads to good
performance. Given the similarities between these methods and the cam-softmax method
that is proposed in this thesis, we discuss these methods in detail in the next Chapter.
Automatic parameter selection and tuning are among the most recent trends that
emerged around the topic. AdaptiveFace [92] highlighted that various subjects often
have different number of facial images causing class imbalance; hence, classes might
benefit from individually learned margin. Fair Loss [91] is another recent publication that
acknowledges the class imbalance problem in face recognition datasets. Fair Loss suggests
a rather intriguing approach to tune a margin parameter based on reinforcement learning; a
policy learning method often used to train gaming agents. The margin parameter depends
on the intra-class variation of individual classes. Another interesting softmax variation,
AdaCos [197], argues that a simple scale parameter, if adjusted carefully, can have a similar
effect on face representation learning to a margin parameter. Generally, marginal softmax
variations [94, 93, 181] tend to focus exclusively on reducing intra-class variation but Kai
et al. [198] introduces extra penalty to increase inter-class distance. However, it has been
shown that the distance between class centres tend to converge to a constant value over
time [197] in certain settings and large inter-class distance is already encouraged by the
standard softmax function. We highlight that these proposals could easily be used along
with the softmax variation, cam-softmax, proposed in this thesis.
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2.3 Pre-processing
So far, we assumed that facial images are ready for training and testing. However, this
assumption often does not hold in the real world and a preliminary step is required. The
preprocessing pipeline commonly involves face detection and alignment. Although, the
latter is not a core requirement it is widely used to remove unnecessary pose variations.
Additionally, color adjustment is frequently employed to counter variations in lighting.
An intermediate pre-processing step is often inserted between image acquisition and
processing. Although this step is not essential, it is widely employed to remove unnecessary
variations from the data greatly easing the complexity of the main challenge. The default
approach in face recognition is to transform the face into canonical form. This process
involves the detection of a series of facial landmarks followed by an affine transformation.
2.3.1 Face detection
Visual data often captures the environment without primary focus on faces. Video data are
frequently processed frame-wise where the presence of a face is not guaranteed. Hence, a
reliable method is required for detecting and extracting facial images for further processing.
Differentiating facial image portions from the background is a long standing challenge
in computer vision. Superseding many early attempts, Viola and Jones [176] pioneering
cascaded object detection system in 2001 has become the gold standard for face detection.
Its efficiency allowed it to run real-time on the hardware available at the time, making it
the first of that kind. More recently, Xiang and Zhu [187] demonstrated a deep learning
based approach, MTCNN, that is less efficient in terms of computational complexity but
achieves state-of-the art accuracy. Given that the field of face detection has been heavily
dominated by these two methods we propose to discuss these in detail and direct the reader
to more complete surveys on face detection [194, 66].
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Viola-Jones face detector
The Viola-Jones object detector was proposed in 2001 [176] as a generic object detector
framework, yet its application is heavily biased towards face detection. The intuition behind
the framework is that a set of simple features can be selected such that their collective
output can be used reliably to detect an object.
The features proposed by the authors are simple rectangular shaped binary image masks
of three kinds: two, three and four-rectangle based features as illustrated in Fig 2.7. These
binary images masks are referred to as Haar-like feature and considered in all possible
locations and resolutions inside an initial 24 by 24 window. A single window is slid over
the query image such that at each position the output is generated by the sum of the pixel
intensity values weighted by −1 and 1 based on the black and white partitions of a feature
correspondingly. When many features are in use this process must be repeated multiple
times which is inefficient in terms of computational complexity. As a solution, the use of
integral image was proposed that greatly reduced the computational time needed. The task
is then to select a subset of features that can reliably be used to detect a face. It is possible
to use any classification function, but given the exhaustive number of possible feature
an efficient AdaBoost is commonly used. As the name suggests AdaBoost makes use of
the popular boosting methodology that is used in essemble learning. Boosting, combines
a set of week classifiers, that are not expected to reach good accuracy on their own but
collectively. During training, a set of Haar-like feature are selected and weighted according
their performance. At test time, these features are processed in a cascaded manner, such
that every feature must pass for a positive outcome. When early feature rejects a proposal,
the subsequent features are ignored making the algorithm efficient. The main drawback of
the Viola-Jones face detector is that it only works reliably with frontal upright face images.
Nevertheless, given is outstanding efficiency and its performance it is still widely used in




Fig. 2.7 Example rectangle features shown inside the detection window. Pixels in the
white area are subtracted from pixels in the gray area and then summed. (a) and (b) are
Two-rectangle (c) is a three-rectangle and (d) is a four-rectangle feature.
MTCNN
Recently, Xiang and Zhu [187] demonstrated a CNN based approach, MTCNN, which
continues the cascaded tradition. MTCNN operates in a three stage manner. First a proposal
network generates candidate bounding boxes followed by a refinement step. Finally it
outputs a set of bounding boxes with high confidence. To detect faces with different size,
an image pyramid is built and the operation is repeated on multiple scales. Face detection
has been studied deeply through the years yielding a large quantity of research papers that
are summarized with great detail in [194].
2.3.2 Face alignment
While face detection is frequently considered as a necessary initial step, face alignment
is widely perceived as an auxiliary task for face recognition. Generally, face alignment
aims to remove unnecessary shape variations through geometrical transformation, thereby
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reducing the complexity of the challenge. Any shape variation removal tool, must in
some level infer the shape of the face and transform it to a canonical position through
affine or projective transformation. Shape inference can be divided into generative and
discriminative approaches [75]. Generative algorithms build parametric facial models
that are fit to the query image; the inferred parameters encode shape and appearance
characteristic. Active appearance model (AAM) [44] is a generic approach that contains a
statistical model of an object that is matched to a query image. Once matched, coordinates
of landmarks can be obtained and potentially transformed to their canonical positions.
Although, AMM is a generic approach that works well for many shape and object, it was
particularly designed with faces in mind [45, 44]. Further approaches use gradient descent
based fitting to find the best matching set of parameters [104, 59, 171, 100]. In contrast,
discriminative methods refrain from statistical model definition and instead perform facial
landmark discovery; facial landmarks are detected with independent local detectors. To
ensure quality, shape related constraints are often applied on the result to counter noisy
detection. Constrained local regressions [173], deformable part models [205] and ensemble
regression-voting [15] are good examples for discriminative facial landmark detection.
The literature on the topic is large and we refer to the work of Jin et al. [75] and Gogić
et al. [55] on the topic.
2.4 Face Recognition and Ethical Questions
Face recognition is one of the most widely used biometric modalities in use today. The
fact that such biometric can be acquired unobtrusively and without consent makes it a
great candidate for today’s application that require easy to use robust and fast solutions.
However, with advantages there comes an ethical responsibility that must be raised.
2.4.1 Data without consent
In the 1980s and 1990s, there were significant computational limits due to the available
hardware at the time. Researchers generally worked with low image count data sets; photos
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of volunteers were taken in controlled settings. Consent was given by the participants so
their image can be used for the exact purpose indicated in the relevant form. For example,
the CVL Face Database published in 1999 contained images from only 114 participants.
The appearance of high performance graphical processing units and deep learning made it
possible to process large volume of data quickly. Deep learning generally benefits from
large datasets, and hence, perhaps not surprisingly, competition started for increasingly
large data sets to be the most recent face recognition benchmarks. The widely used LFW
dataset was released in 2007 containing 13,233 that today serves as a well established
benchmark data set. In 2014 CASIA-WebFace scraped the Internet Movie Database for
celeb images and collected close to half a million images. The race for large facial datasets
rapidly escalated and large firms and researchers started to push certain ethical boundaries
to their limits. For example in 2015 researchers at Stanford University in California
recorded, online-streamed and published a dataset recorded from a webcam in a caffe
without consent [156]. Another widely cited dataset, the Megaface [108] collected about
a million facial images using images from Flicker, a popular photo sharing website. Its
subsequent version in 2017 contained more then 4 million facial images by 2018 using
the same data acquisition protocol. Following the Financial Times’s article regarding this
story many of these datasets including MagaFace has been removed [175]. Despite effort,
the removed datasets or their subsets can still be part of other public datasets. However,
steps were taken to limit unethical data collection such as conference being actively urged
to avoid sponsors with questionable history.
2.4.2 Unethical application
Besides data collection without consent, their applications must be closely monitored
to ensure ethical usage. Wang et al. [177] collected images of people predominantly
from minority ethnic groups. The aim was to automatically distinguish Uighur (a Muslim
minority ethnic group) people from other ethnicity. Later, the authors declared that all
participants consented yet it only resolves a small set of ethical concerns [175]. Following
the incident, many of the large publishers including Springer updated its guidance to
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editors and authors. Nevertheless, there are many legitimate, ethical and lawful use of face
recognition in modern society including fast access control, finding lost children or even
assisting those in need. In this section we mentioned various ethical concerns related to
automatic face recognition but for a more complete article the reader is directed to the
recent work by Richard Van Noorden [175].
2.5 Summary
In this chapter we discussed the history of face recognition, early methods, and deep
learning that revolutionized the field. We also highlighted important pre-processing steps
and briefly introduced their operation. Additionally, we address the potential ethical issues
arising from face recognition and highlight some recent efforts to mitigate those. In the
next chapter we present our novel modification on existing deep learning pipelines that
leads to more accurate performance on face recognition benchmarks.
Chapter 3
cam-softmax for Face Recognition
In parallel with many ML challenges, face recognition benchmarks are mainly dominated
by deep learning. In the last decade, the release of large public facial detests, and powerful
GPUs’ appearance facilitated such dominance. Recent trends in the community are to
experiment with modified softmax functions in the deep learning pipeline so the model can
learn improved generic face representations. This chapter covers existing modifications
and proposes our own modification that leads to a performance increase.
We start this chapter with a brief background section on deep learning, followed by
a more specific introduction of its application to face recognition. A short mathematical
introduction on training deep networks for classification precedes our framework covering
a collection of existing softmax versions extended by our novel cam-softmax. Later, we
give details on our cam-softmax, performance of which is evaluated in the upcoming
chapter.
3.1 Deep Learning for Face Recognition
The face recognition field was quick to adopt the new CNN approach to assess its perfor-
mance in the domain. DeepFace [160] is believed to be the first that achieved human-level
performance in an unconstrained face verification task which attracted attention in the
community. When trained for face recognition, commonly, a CNN during its forward pass
is expected to map input facial images to a feature space, where inverse distance reflects
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on the subjects’ semantic similarity. Measurements are carried out on such feature space
to make task-specific decisions.
Deep models require extensive datasets for training. Furthermore, examples must
be carefully selected to exhibit variations the model is expected to be invariant to. For
example, if the model is trained exclusively on frontal face images, it will not perform well
in scenarios where pose variation is expected. Ideally, every possible face image with every
possible variation would be present in the dataset. In reality, this requirement cannot be
fulfilled, and only a subset is used. The task is further complicated by the unavailability of
faces to be processed in the target live system during training time. Given the limitations,
the revised challenge is to use a limited set of face images to learn a generic mapping
function from image space to a feature space applicable even for faces that have not been
observed before.
Training approaches that are frequently used jointly with deep learning can be divided
into metric learning and classification. In common, during forward passes, face images
x are mapped into a d-dimensional feature z ∈ Rd through the deep architecture (In this
thesis, we refrain from discussing such mapping process in detail). Once observed, the
shared objective of classification and metric learning is to induce the model to encode
identity-related information in its features. For example, metric learning often considers
a pairwise comparison of such features and enforces those to obey certain proximity
constraints. In contrast, classification divides the feature space into regions representing
their assigned identity; the predicted identity of input is then dependent on its position in
the feature space. In turn, the model is then encouraged to map input face images into the
correct regions. Fig. 3.1 depicts both approaches.
This thesis considers training the model using classification exclusively. However given
the shared domain, we briefly overview popular metric learning approaches in Sec. 3.8. In
the next section we give more details on classification in the context of deep learning.
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(a)
(b)
Fig. 3.1 Deep neural networks trained to map input images to class labels via a hidden
representation, z. (a) Training via classification using a fully connected layer and softmax
activation. (b) Training via metric learning.
3.2 Deep Learning and Classification
Deep learning is applied to various challenges and can be trained in both supervised
and unsupervised manner. When trained for classification, the final classifier learns the
posterior over the participating classes given the deep representation to and yields a valid
probability distribution. There is a wide variety of classifiers available in ML. The most
common actively applied in conjunction with deep architectures is a single layer inner
product layer followed by the logistic function in a binary case and the softmax function
in a multi-class scenario. In both cases, the core computation follows that of the logistic
regression in statistics. The logistic function and its generalization for the multi-class
scenario, softmax function, are both differentiable, hence allows for end-to-end training.
End-to-end training eliminates the need for any intermediate hand-crafted algorithm and
allows the deep architecture to be trained jointly with the classifier using backpropagation.
This technique is widely preferred because joint optimization indirectly forces the deep
model to learn representations for classes that are separable in the feature space. In this
section, we discuss the theory of training such a setup as it provides the basis of the
proposed modification presented later in this chapter.
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We consider a dataset that contains N images from K different classes. The true
association between the nth image x(n) in the dataset and its corresponding class is encoded
in the target variable t(n). For now, assume that our deep model yields a probability
distribution over the K independent classes for any input images. We can optimize the





where w denotes the trainable parameters in the model. Notice that the independence
assumption holds because the identity of two separate examples are not related. In practice,
the logarithm of the likelihood is optimized instead for numerical stability; the logarithmic
function is monotonically decreasing maximizing the log likelihood is equivalent to
maximizing the likelihood. Historically, problems are defined as a minimization challenge
rather than a maximization; therefore, the negative logarithm is taken instead. The complete















1(t(n) = k)log(y(n)k ) (3.3)
where y(n)k is the output probability distribution.
From this point onward, we drop the superscript n for convenience so that t and w
denote the target and weights for the current example unless otherwise specified. To obtain
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(a) (b)
Fig. 3.2 A geometric interpretation of softmax in (a) two-dimensional and (b) three-
dimensional feature space. Colours mark the decision regions for the classes.
Here, y is the normalized exponential of the dot products yielding a valid probability
distribution. In the next section, we demonstrate a geometric interpretation of the process
of computing yk. We highlight that, generally, a bias parameter is also present in the
softmax activation, that we omit in this thesis.
3.3 Softmax: The Geometric Interpretation
The terminating inner product layer defines K sets of vectors wk in a d dimensional vector
space. The output is generated by taking the dot product between every weight vector w j
and the input vector z as previously shown in Equation (3.4). The dot product operation is
interpretable from a geometric perspective as:
wTj z = cos(θ j)|w j||z| (3.5)
where θ j is the angle between vectors w j and z. We conclude that the output for a certain
class j depends on the angle between w j and z and their norm. To facilitate visualization,
a two-class example is shown in Fig. 3.2 with two and three-dimensional feature spaces.
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3.4 The Importance of L2 Normalization
In Section 3.3 we deserved that the output is dependent on the norm of w j and z. Such
dependency can be removed by performing L2 normalization. In this section, we discuss
the importance of such simplification.
One drawback of using softmax as activation is its poor performance on modelling
difficult examples. For example, in the presence of an imbalance in image quality in
the training set softmax tends to learn the relation between the L2 norm of the features
and the underlying image’s quality. To confirm the statement, Ranjan et al. [135] per-
formed an experiment where they divided the training set into subgroups based on the
magnitude of their feature’s L2 norm. The experiment concluded that those with lower
L2 norm perform the worst during pair matching. Visual inspection provided evidence on
the relationship between the feature’s L2 norm and image quality which is undesirable
for identity comparison. For example, images with lower L2 norm tend to correspond
to low-resolution blurry images. During recognition, features are expected to encode
identity-related information exclusively. To prevent dependency on quality, features are
L2-normalized. After normalization, the softmax activation simplifies to:
yk =
ecos(θk)|wk|
∑ j ecos(θ j)|w j|
(3.6)
Once normalized, z is projected onto the surface of a hypersphere where Euclidean
distance and cosine similarity are inversely correlated. As a result, a comparison in the
feature space becomes dependent only on angular distance. However, in Equation (3.6),
we showed that the L2-norm of the weight vectors w j remains to be a dominant factor




∑ j ecos(θ j)
(3.7)
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The output yk remains dependent exclusively on the angular distance between w j and z.
During training, the model is optimized to reduce the angular distance between positive
examples leading to a feature space where angular proximity represents similarity.
However, both the features and the weight vectors’ normalisation enforce a new lower
and upper bound on yk . Ideally, we want our model to yield yk = 1 in case of absolute
certainty, but such an assumption is violated after normalisation. Consider a scenario with
K = 4 in a two-dimensional feature space where the class centres, denoted by their weight
vectors w j, are all separated 90◦from each other. Then the lower and upper bound of yk







It is clear that the upper bound of yk is inversely proportional to the number of classes. a
scaling factor is often incorporated into the activation to counter this effect and elevate the
lower bound for yk.
yk =
es cos(θk)
∑ j es cos(θ j)
(3.9)
The scaling factor’s value depends on the number of classes in the classification problem
and has to be carefully chosen with specific problems in mind. However, for face recogni-
tion, its value has already been extensively studied in the relevant literature [180, 135] with
particular focus on the CASIA-WebFace [191]. Further research considered automatic
parameter choices based on the size of K and even automatic parameter tuning based on
convergence [198].
3.5 A Generic Softmax Framework
Although softmax activation preceded by a fully connected layer is a popular choice
to achieve classification, there remains room for improvement. This section defines a
framework that facilitates a change in the calculation of the softmax’s activation in a
well-defined manner to encourage more efficient representation learning. The framework
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offers the option to tweak the softmax’ activation arbitrarily opening the possibility for a
diverse range of modifications. Modifications that fit in our framework have already been
proposed, and we discuss these in the next section.
Generally, the combination of a fully connected layer and a softmax function is de-
ployed to facilitate classification. It effectively utilizes the feature space to learn well
separable representation for classes in the training set referred to as closed-set classification.
On the other hand, real world deployment often expect face recognition systems to be
generic and work on identities not present during training that is referred to as an open-set
challenge. Traditionally, the model is believed to learn good enough features to address the
open-set challenge when trained for classification if a large training dataset is used. The
motivation is that large class number can regularize the model during training and prevent
over-fitting, essentially forcing the network to generalize well. In reality, modern CNNs
have many millions of parameters capable of over-fitting even hard datasets. Here, we
explore the inclusion of a regularization technique into the existing classification pipeline,
specifically tailored for open-set problems.
Open-set problems invalidate the assumption made by standard classifiers, that the
representation space is occupied solely by examples belonging to classes in the training set.
Our framework discourages this assumption and instead suggests to reduce the volume
of the available subspace in the feature space for each participating class during training.
For example, Fig 3.2 presents a binary classification problem utilizing two and three-
dimensional feature spaces. Features on the vertical axis are allowed to be spaced out
without endangering the classification performance. With the introduction of new classes,
such scatter is mitigated, but its effectiveness is limited in a high-dimensional feature
space.
The framework we propose has the target class neuron compute its activation differently
from other output neurons during training. A softmax activation function Equation (3.10)
is applied to activations computed according to Equation (3.11) where the neuron for the
target class computes its activation using a custom function f (·). Here t denotes the target
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(a)
(b)
Fig. 3.3 An illustrative example showing the difference between softmax (a) and the custom
function f (·) (b).




∑ j ea j
(3.10)
ak = 1(k ̸= t)(wTk z)+1(k = t)( f (z,wk; ·)) (3.11)
We envision f (·) to obey the following rule:
f (z,wk; ·)≤ cos(θ j)|w j||z| (3.12)
in which equality is achieved by returning to the original activation. Once defined, f (·)
can reduce the activation for the target class. For examples in the training set, directly
encouraging the model only to use a sub-portion of the available space to describe the
training domain. The effect of such reduction is visualized in Fig. 3.4. Consequently, we
expect to learn deep feature representations, z, that exhibit better intra-class compactness
and inter-class separability. To facilitate end-to-end training f (·) must be differentiable.
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(a) (b)
Fig. 3.4 A geometric interpretation of f (·) in (a) two-dimensional and (b) three-dimensional
feature space. Colours mark the decision region for the target classes.
It is important to highlight that the output yk remains a valid probability distribution for
custom f (·), and as such, it is suitable for classification. However, the use of f (·) is
advised exclusively during training time, and for testing, return to the original activation is
suggested. In the following section, we propose existing formulations of f (·) that conform
to the objectives set out.
3.6 Discussion on Relationship to Existing Methods
This section gives an overview of works that fit in the framework we defined in Section 3.5.
Here we denote the modified softmax versions’ margin parameters as m to avoid confusion
but it must be noted that it operation is strongly related to our parameter c. Similarly to
c, m controls the regularisation level applied on the feature space. On the other hand,
parameter m can also be interpreted as a margin enforced on feature space between decision
boundaries. Based on its operation, the margin parameter is additive or multiplicative. It
is generally applied directly on the angle or on the cosine of the angle which we refer to
as angular and cosine margin respectively. We give a brief list of unique formulations of
function f (·;m) along with a short motivation. Onward, we use m as a generic margin
parameter, although its interpretation might differ.
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Additive cosine margin: Additive cosine margin is applied on the cosine value of θ ,
forcing the target neuron’s activation to be lower. The additive nature avoids modifying the
derivative effectively leaving the backpropagation unchanged. SM-Softmax. [89] defines
the function f (·) as:
fsm−so f tmax(z,wk;m) = |wk|(cos(θk)−m) (3.13)
Note that the approach only normalizes the features as it was discussed in Sec 3.4 but
refrains from normalizing the weight vectors. Am-Softmax and Cosface [179, 181]
proposes an identical approach in which they normalize the weight vectors wk along
with the feature vectors. After performing normalization, the formulation can further be
simplified:
fam−so f tmax(z,wk;m) = s(cosθk −m) (3.14)
where s is the scaling factor discussed in Sec 3.4.
Multiplicative cosine margin: The work of Chen et al. [28] defines a non-deterministic
version of f (·) where noise is incorporated in the computation. Noise injection in softmax
is expected to prevent early saturation which is claimed to hurt the learning by [28]. The
proposed approach is:
fNoisySo f tmax(z,wk;m) = |z||wk|(cos(θk)−m(1− cos(θk)|ξ |)) (3.15)
where ξ is drawn from a zero centered normal distribution with unit variance ξ ∼ N(0,1).
cos(θk) is expected to increase and approach the value 1 as the model converges during
training. The second cos(θk) term is increases the noise at the beginning and gradually
eases during training.
Additive angular margin: To our best knowledge, ArcFace [40] is the only work experi-
menting with additive angular margin. The margin parameter m is used to operate on the
angular domain directly; hence it non-linearly affects the angle’s cosine value.
fArcFace(z,wk;m) = s(cos(θk −m)) (3.16)
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The advantage of the approach is that its operation is easily interpretable from a geometric
perspective.
Multiplicative angular margin: LM-Softmax and Sphereface are among the first tech-
niques experimenting with reduced target activation to induce better feature learning. Simi-
larly to Am-Softmax and Sm-Softmax, these techniques only differ in the L2-normalization
of the feature and weight vectors:
fLM−So f tmax(z,wk;m) = |z||wk|(cos(mθk)) (3.17)
fSphere f ace(z,wk;m) = |z|(cos(mθk)) (3.18)
Here m operates directly on the angle θ in a multiplicative manner, which changes the
derivative’s computation. In the next section, we argue that the convergence difficulty
reported for these approaches is due to their derivatives’ unusual shape and offer our novel
formulation, which overcomes this problem.
3.7 cam-softmax: A Generalized Softmax
3.7.1 Attenuating the Target Neuron’s Activation
In this section we provide a novel definition of f (·) along with an intuition for our margin
parameter c. We introduce an exponential cosine margin along with a theoretical argument
that our f (·) can lead to learning better representations by utilizing the feature space more
effectively. Below, we formulate f (·) so that it encourages reduced angles between z and





The parameter c ∈ [0,π] can be considered to be a free parameter. For convenience we
parameterise c such that f (z,wk;c) = 0 when θk = c,
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g(c) = − 1
log2(cosc + 1)−1
(3.20)
In particular, setting c = π2 recovers the standard activations normally used with softmax
(Equation (3.4)). Setting c < π2 reduces the target neuron’s activation and therefore
encourages the network to reduce the angle between the feature vector and the neuron’s
weight vector. Fig. 3.5(a) plots the activation as a function of θk for three different values
of c. Note that these activations are always bounded by 1 and −1.




















Fig. 3.5(b) plots the relationship between the partial derivative ∂at
∂wt
and the angle θt for
three different values of the parameter c. The derivative has a simple graph form compared
to Sphereface [93] where the second derivative has multiple zero crossings.
Finally, a scale parameter, s, and an offset parameter, m, can be added in a similar
manner to the angular margin proposed in [179]. Equation (3.23) shows the resulting
activation for k = t. We refer to the use of softmax with this activation as cam-softmax.
The use of scale and offset is discussed in other works [180, 95, 135, 179] that uses the
same training data and the same model for face recognition. Accordingly we fix their
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m=4,  = 5 (SphereFace)
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m=4,  = 5 (SphereFace)
(b)
Fig. 3.5 (a) Target activation ak versus θk and (b) derivative of ak with respect to θk, for
three different values of c. (The activation and its derivative from [93, 94] are also shown
for m = 4, λ = 5).
3.7.2 Discussion of cam-softmax
cam-softmax can be used to obtain deep feature space representations with improved intra-
class compactness and inter-class separation (see Chapter 4). When trained on a sufficiently
large dataset, the feature space provides a good representation for discriminating between
previously unseen classes from the same domain. As can be seen in Fig. 3.5(a), reducing c
below π/2 reduces the activation of the target neuron, decreasing the probability computed
by softmax for the target class. Achieving a low loss then requires the use a feature space













































Fig. 3.6 The effect of c in the case of two classes and two-dimensional feature space. A
function computed by a neuron with (a) a standard softmax activation (c = π2 ), (b) and (c)
a modified softmax (c = π3 and c =
π
4 ).
in which feature vectors for the target class are concentrated closer to the target neuron’s
weight vector.
Consider a toy setting in which z is two-dimensional (d = 2) and there are just two
output neurons corresponding to two classes. Fig. 3.6(a) shows a function that could be
computed by one of these output neurons with standard softmax activations. Notice that the
decision boundary is wT1 z−wT2 z = 0. The loss function encourages feature vectors for class
k to have larger signed distances from their corresponding discriminant (orthogonal to wk)
than from other discriminants, since larger distance results in larger posterior probability.
Spreading out the features computed for a class in directions orthogonal to wk will not alter
the neuron’s output and thus will not affect this neuron’s contribution to the loss. However,
the contribution of other output neurons to the loss is likely to be affected by such a change.
Rather than relying on other class distributions to prevent a class’s feature vectors from
being unnecessarily spread out, our modification encourages this behaviour more directly.
Returning to our two-dimensional example, Figs. 3.6(b) and 3.6(c) show functions that
could be computed by an output neuron by setting f as suggested in (3.19) or (3.23).
Furthermore, cam-softmax exhibits robustness to training set label noise. It can be
used to learn a classifier from training data in which some of the training examples
have incorrect class labels. Assuming that the model learns increasingly class-compact
features during training, training examples with high angular distance between their feature
vector z and target weight vector w are likely to be incorrectly labelled (or very hard)
examples, especially towards the end of training. These are the examples with large loss.
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By decreasing c, back-propagation gradients close to correct predictions will tend to be
amplified whereas for badly incorrect predictions they will tend to be attenuated. This can
be seen in Fig. 3.5(b) and by examining the derivatives in (3.22) and (3.21). Attenuating
gradients belonging to hard or mislabelled examples enables the model to converge further
on the other examples. Therefore, in order to encourage robustness to mislabelled data, c
can by decreased during training.
3.7.3 Reducing c During Training
We propose a method to automatically reduce the value of parameter c during training that
avoids the need to specify its final value. Decreasing c encourages intra-class compactness
and inter-class separation in the learned deep feature space. We use the ratio of within-class
to between-class distance to decide when to decrease c. We use temporal averages to
estimate the within-class and between-class distances during training. Their ratio, Rn, is
calculated at time-step n for a window of size N using (3.24). The parameter c is decreased
by λ at time-step n if Rn = min{Ri}i=ni=0. (In all our experiments, λ = 0.0002 and N = 100).
Note that our experiment involves different datasets for training from different domains
with varying number of classes; the fact that λ can be kept the same shows the approach’s













Fair loss, a similar reinforcement learning based class-aware automatic margin selection
has been proposed recently [91] that discovers suitable margin separately for each class.
The margin parameter is allowed to increase or decease based on the intra-class variation
in each class, that is updated online during training similarly to our approach. We highlight
that our implementation can be replaced by Fair loss without modification on the cam-
softmax.
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3.8 Relation to Metric Learning
As outlined in Sec 3.1 metric learning is a different approach to accomplish similar results
to cam-softmax. Given its soft link to this thesis, we provide a short review of the most
well used metric learning solutions for completeness.
Contrastive loss [29] defines a pairwise loss such that positive pairs are close together,
and negative pairs are far apart. Indirectly, the loss is expected to encourage the model to
map input images to a feature space where proximity represents the semantic similarity
between the input pair. The pairwise operation can also be interpreted as a binary classifi-
cation where a pair is either the same or different. We can extend our notation and interpret






(1− t(n))||z(n1)− z(n2)||− t(n)||z(n1)− z(n2)||+m
]
(3.25)
where n1 and n2 indexes individual pair members in the nth pair. The idea reflects the setup
of the Siamese network pioneered by Bromley et al. [23]. Parameter m, acts as a margin
parameter. A similarly defined loss function, the triplet loss, was put forward by Schroff et
al. [144]. The loss is calculated on triplets of examples referred to as anchor, negative and
positive. The representation of the anchor z(na) is expected to have a lower distance to that
of the negative z(nn) than to the positive z(np) in the feature space. During the optimization






||z(na)− z(np)||− ||z(na)− z(nn)||+m
]
(3.26)
In Eq. 3.26 z(na) z(np) and z(nz) refers to the deep representation of the anchor the positive
and the negative images respectively and m is a free margin parameter. Both contrastive
loss and triplet loss exhibit the exponential relationship between dataset size and the
number of possible pairs or triplets which necessitates a carefully defined pair selection
policy.
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Centre loss [183] experiments with an additional loss function on top of the cross-
entropy loss. Although the paper considers a classification problem, the extra added loss
operates directly on the feature space similar to contrastive loss and triplet loss. The
approach is somewhat more involved as an extra mechanism has to be in place to track










Notice, that centre loss no longer operates in a pairwise manner, thereby, every nth example
in the detest is indexed by a simple superscript. Centre loss is used in cooperation with the
cross-entropy loss, and a free parameter balances the effect of those on the total loss.
3.9 Summary
In the last decade, the large improvement in face recognition performance can be put down
to deep learning. A generic model is often inferred to map face images into an identity
preserving representation through its architecture. As a complication, the mapping process
is desired not to be limited to identities of faces enrolled in the training set but also for
faces yet to be seen. We concentrated on researches achieving such property with models
trained for classification on large datasets. We identified a subset of methods that suggest
modifications on the softmax activation function; we discovered a shared characteristic
among these and suggested a generic framework.
We presented a readily implemented modification to the final softmax layer activations
and demonstrated its potential benefits. It induces deep feature spaces in which classes
are more concentrated. It automatically attenuates gradients of badly incorrect, or hard,
examples and tends to amplify those belonging to clean examples, allowing convergence to
good solutions even when many training examples are mislabelled. In the next chapter, we
report results for cam-softmax and compare its performance to other well-known methods.
Chapter 4
Evaluation and Results: cam-softmax
So far, we analyzed the process of training a model for classification through deep learning,
and we presented our novel modification that gradually encourages small intra-class
variation in the feature space. To properly estimate the models’ performance on various
real-world scenarios, there has to be a series of protocols in place for evaluation. We begin
this chapter by iterating through such protocols followed by a listing of available datasets
for training and testing. We also justify our protocol and dataset choice before reporting
on our results.
4.1 Protocols
In this section, we discuss commonly used protocols to test facial recognition systems
and assess their performance. To facilitate safe deployment in real life application such as
surveillance, it is crucial to estimate the system’s expected performance. Such estimation
is often obstructed by a lack of data or the use of protocols that are unfit for a specific
purpose. To avoid misinterpretation, we dedicate this section of the thesis to provide a
detailed explanation of the commonly used protocols.
4.1.1 Identity Verification
Identity Verification is a process of confirming that the query identity matches with the
claimed identity. Evaluating each face recognition system’s verification capabilities is vital,
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especially for those planning to be used in safety-critical applications. To approximate the
expected real-world performance, pairwise verification performance is often reported on a
large number of identity model pairs. This approach is not only standard in face recognition
[129, 144], but the entire field of biometrics also relies on it to evaluate their systems
[146, 7]. Let X = {x1,x2, ...,xN} be a set of N facial images. We define P+ to represent a
set of positive face pairs, i.e. those belonging to the same identity. Similarly, P− represents
those pairs that belong to different identities. The formula to measure accuracy is written
as
T P = |s(p1, p2)> θ ;(p1, p2) ∈ P+| (4.1)





where s(·) is a similarity function between two facial images and θ is a threshold controlling
the decision boundary. Notice that in Equation (4.3) the terms of the summation in the
numerator represent the number of true positive (TP) and true negative cases (TN) from
which one could construct the full confusion matrix. For example, the false acceptance
rate (FAR) or the false match rate (FMR) is used as a measure to estimate the likelihood
of a biometric system incorrectly accepting an impostor’s claim. Similarly, the false
rejection rate (FRR) and false non-match rate (FNMR) are used interchangeably to denote
a biometric system’s likelihood of rejecting a valid identity claim. The true positive
rate (TPR) and the true negative rate (TNR) are frequently plotted together in a receiver
operating characteristic (ROC) curve to study the effect of the threshold parameter θ .
However, the accuracy measure in Equation (4.3) and consequently the quality of the
confusion matrix elements are largely dependent on the dataset used during the testing
process. Intuitively, it can be seen that increasing the number of subjects enrolled could
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lead to elevated FAR. Likewise, a higher example count per subject could unfavourably
affect FRR.
Although verification can be formulated, and thereby evaluated, as a binary classifi-
cation problem, it is only a special case of multi-class classification covered in the next
section; hence we omit the definition of verification here. Nevertheless, relying solely
on pair-matching accuracy can be misleading, and results often exaggerated. To obtain
reliable results, |P+| and |P−| have to be extremely large with many different identities.
4.1.2 Closed-set Recognition
Closed-set recognition refers to an identification challenge where a probe facial image is
searched against a gallery. Before system deployment, a set of identities to be recognised
are enrolled to the gallery. Given a probe image, the task is to recognise which identity it
represents in the gallery. By definition, the identity represented by probe image must be
part of the gallery.
Formally, let I be the set of identities. We use a superscript to denote an identity e.g: xij
represents the jth image of the ith identity. We extract two subsets G and T from X such
that both hold different facial images of the same identities IT = IG and T∩G = {}. For
each t ij in T we calculate a ranking measure as
Rank(t ij) = |s(t ij,Gi)≤ s(t ij,Gk);k ∈ IG| (4.4)
where Gk refer to all the images in G of identity k. Given a query image t j, the ranking
measure returns the number of identities k that are more similar to the query image then
it’s true identity i. Note that Rank(t ij) = 1 if the query image is most similar to its true
identity. Identification rate can then be calculated as follows:
IR =
|Rank(t ij)≤ r; t ij ∈ T |
|T |
(4.5)
where r is a ranking threshold. Note that setting r = 1 the formula becomes the identifica-
tion accuracy. Increasing r would relax this criterion by counting predictions as correct
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if they are predicted in the top r. Identification rate (IR) is a typical measure used to
evaluate closed-set identification performance in biometric [146], but cumulative match
characteristic (CMC) is also a common measure.
4.1.3 Closed-set Recognition With Distractors
Distractors are examples the true identity of which label is not available and extend
the gallery the gallery G with the intention to make the recognition more challenging
[108, 112]. The notion of distractor images mildly alters the closed-set recognition task.
To facilitate closed-set recognition, considerable effort has to be put into data collection
and annotation. Preferably, each identity in the dataset should have two or more images
but this is often not feasible. On the other hand, for results that reflect on real-world
performance, large datasets are essential. The idea of distractor examples allows for a
single image per identity which greatly eases the data collection and annotation process.
Let us define the set of distractor images D ∈ G as a subset of G. D must not hold any
identity that is in the rest of G, i.e., ID ∩ IG−D = {}. Furthermore, the identities in D are
not in T . Note that when ID = IT we recover the original closed-set setup. In some cases
an extra threshold parameter is incorporated into Equation (4.5) as:
IR =
|Rank(t ij)≤ r∧ s(t ij,G
i)≥ τ; t ij ∈ T |
|s(t ij,G
i)> τ; t ij ∈ T |
(4.6)
Here, the similarity threshold τ allows for rejection. Note that from here onward τ is used
as a generic threshold for similarity. Assuming that s(·) is larger or equal to zero, setting
τ = 0 will force the system not to reject any examples. Given that IT ∈ IG , τ ignores hard
examples that are not penalized in the denominator potentially leading to better results. To
counter this, coverage is reported along with the identification rate.
CR =




Although, identities in the distractor set D are not used for probing during the test,
the number of negative examples in Equation (4.4) is large when |D| is large, making the
classification problem significantly harder.
4.1.4 Open-set Recognition
Open-set recognition considers the existence of unknown identities. The notion of the
unknown is somewhat similar to the distractor except that unknowns are not enrolled in
the gallery. The unknown set U contains a set of facial images with unknown identities.
The lack of requirement to assign identity can potentially allow |U | to be huge. This is
often considered more challenging then closed-set recognition, given that there has to be
an extra mechanism in place to reject unknowns.
The ranking measure and the identification rate match those in Equation (4.4) and
Equation (4.6), and are mot included.
DR =
|s(t ij,G
i)≥ τ; t ij ∈ T |
|T |
(4.8)
Equation (4.8) measures the detection rate, the rate with which identities in G are recog-
nised, which is analogous to the coverage in Equation (4.7). False Alarm Rates (FAR)
measures the rate with which unknown identities are accepted.
FAR =
|maxk s(u j,Gk)≥ τ;u j ∈U |
|U |
(4.9)
Notice that τ no longer rejects hard examples, but those that are unknowns, i.e., not
enrolled in G. Ultimately, it is difficult to interpret τ across diverse methods which make
comparison complicated. Intuitively, FAR is used as a proxy parameter for τ . First, we
calculate similarity scores between known gallery identities I and unknown examples U
and sort those in descending order according to (4.10). The threshold τ for a specific FAR
is computed as in [60]:
scores = sort(max
k
s(u j,Gi);u j ∈U ) (4.10)
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τ = scores[FAR|U |] (4.11)
4.2 Datasets and Benchmarks
With the rise of DL, there emerged the need for very large public datasets. Early face
datasets were acquired in a controlled environment with a limited scale. For example, the
CVL Face Database contains about 800 facial images with controlled pose and facial ex-
pression. Face Recognition Grand Challenge (FRGC), although consisting of 50 thousand
images, it captures only two images per identity with balanced facial expressions. Modern
applications require robust methods applicable in real-life situations, hence the need for a
datasets that closely resemble real-life conditions.
4.2.1 Labelled Faces In The Wild
Labelled Faces In The Wild (LFW) is one of the most well-known face datasets in the
community. The dataset was released in 2007 and since then numerous studies relied
on it as a baseline benchmark. The authors aimed to publish a dataset that sampled the
population more uniformly than previous works while unconstrained in preserving realistic
variations. The raw image data in LFW was collected from the news by Berg et al. [17].
Facial images were cropped using the Viola-Jones detector and were annotated manually.
However, these images are taken in uncontrolled environments and contain large amounts
of variation. Additionally, the original cropping process does not remove background and
does not guarantee a single face per image. Generally, a more advanced face detectors
are employed followed by a more conservative cropping ensuring that only relevant face
attributes are kept. The database contains 5,749 identities and 13,233 facial images.
The LFW dataset’s benchmark suggests a verification protocol where pairs of images
are compared as described in Section 4.1.1. This protocol randomly selects pairs and
defines a 10-fold cross-validation, equally balancing the same and different samples in
each fold. The aim is to maximise pair matching accuracy over the 10 folds. The pair
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matching task is to decide if a previously unseen face pair is of the same person. The
average accuracy obtained over the 10-fold is then reported.
Furthermore, LFW defines two training protocols, namely the image-restricted and the
unrestricted protocols. Under the former, only weak pairwise annotation is available during
training time, while the latter allows using the identity. Although the dataset facilitates
training, due to its limited size, it is often only used for benchmarking while the model
is trained on a large third party dataset. This setup is referred to as unrestricted, labelled
outside data protocol in the literature.
Wang et al. [60] offer an open-set protocol extension for the LFW benchmark that
divides the LFW into knowns and unknowns. The set of known identities, K , consists of
those with three or more images. The set of unknowns, U , consists of those with only a
single image. Identities with two or three images are not considered. The known identities
are then further divided into the gallery set G, and the probe set P. G consists of the first
three images of an identity in K while the rest are placed into P. As a result, the new
open-set benchmark includes |U | = 4,069 unknown identities in total, with |K | = 610
known identities. Furthermore, the probe set and the gallery have 6,123 and 1,830 images,
respectively.
4.2.2 MegaFace
MegaFace [108] gathered a large number of distractor facial images to study the effect of
many distractor faces on the recognition rate using the protocol defined in Section 4.1.3.
MegaFace diverged from preceding datasets in two key areas. While existing datasets
merely focused on celebrities due to ethical and privacy constraints, MegaFace succeeded
in enrolling images of less known individuals. Also, the number of identities is usually
traded for the number of facial images available per person; however, MegaFace promotes
the reverse. In 2015 Yahoo released an extensive Flickr creative commons dataset [168]
that contained 100 million multimedia objects of which over 90 million were photos. Each
item in the dataset is assigned with a user ID. Only one image (one that contains faces)
per user was considered from the dataset. Faces are detected and cropped from the images
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assuming that identities appearing in a single image are different. The resulting dataset
claims to have a million facial images among which at least 690,572 are believed to belong
to unique but unknown identity.
MegaFace suggests both closed-set recognition with distractors and verification proto-
col to assess facial recognition systems. Both of these protocols were described in detail in
Section 4.1. During closed-set recognition, images in MegaFace populates the distractor
set D while the gallery G and the test-set T are borrowed from the FaceScrub [113] dataset.
Together the gallery and the test set contain 4,000 facial images for 80 different identities,
i.e., |G∪T |= 4000 and |IG∪T |= 80.
In 2017, an accompanying training set was released [112] with 4.7 million images of
672,057 unique identities. Facial images were collected from the Flickr creative commons
dataset with sufficient safeguard against overlap with the test set. Flickr images are not
focused on facial recognition and as such lack identity-related labelling. An automated
process was employed to cluster faces to form collections for subjects. Given the extensive
scale of the data, label-based constraints (user ID) were considered to relax the challenge
of labeling. A pre-trained facial recognition system was used in combination with a
clustering algorithm to discover identities appearing on images tagged with the same user
ID. However, it is close to impossible to assess the validity of the assumption that there is
no overlap in identities across user IDs. Furthermore, despite existing facial recognition
systems’ efficiency on a small scale, the resulting clusters might still exhibit hidden biases
caused by the particular algorithm used to generate them.
4.2.3 VGG Face
VGG Face [123] is another widely used facial dataset. First, images were acquired in a
multi-stage manner to maintain high purity level. Search engines such as Google and Bing
were searched against a list of celebrity actor names taken from the IMDB website. Images
of overlapping subjects with popular benchmarks such as LFW and YTF were removed. A
linear classifier was trained on the top 50 images for each identity; however, such a process
might remove hard examples resulting in a less diverse dataset.
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4.2.4 MS-Celeb-1M
Diverging from other datasets, MS-Celeb-1M [61] does not promote the idea of learning
generic face features; instead, it concentrates on recognizing a large number of enrolled
celebrities. MS-Celeb-1M advocates closed-set recognition, and they refer to it as possibly
the largest classification problem in the era. To increase difficulty, they also support the
idea of distractor images similarly to Maga-face.
MS-Celeb-1M considers the Freebase knowledge base; a large set of tagged data
collection that is now superseded by Wikidata 1. First, an extensive list of celebrities is
considered from the detest from which a training set and a measurement set is assembled.
The training set samples 100K person from the celebrity list each then represented by
approximately 100 images resulting in around 10M training samples. Images for each
identity were obtained using a popular search engine, but quality control was skipped,
given the extent of the data. On the other hand, the measurement set was designed to be
much smaller containing 1000 subject each with a single example image of which the
quality was guaranteed through a manual verification process.
4.2.5 CASIA-WebFace
In 2007, the CASIA-WebFace [191] dataset was released with close to half a million facial
images. During data acquisition, the internet movie database (IMDB) website was used as
a source. IMDB mainly contains celebrities, and its structure and tagging system assisted
the data collection process. First, a set of names was extracted from the website against
which a search was performed. Each celebrity is expected to have their own page with
an image gallery. A set of faces is detected for each identity using the associated gallery.
Images that might not belong to the queried identity are filtered using IMDBs tagging
system and a preliminary facial recognition technique. After removing duplicates with the
LFW dataset, there remains about 10,000 subjects and a total of half a million images.
1Wikidata website: https://www.wikidata.org accessed on 18/03/2021
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4.2.6 Summary and Outlook
Typically adopted metrics to evaluate biometric systems along with publicly released
datasets and benchmarks specifically tailored to face recognition. We opted for a dataset
combination widely used in computer vision to judge face recognition algorithms to facili-
tate comparison. Specifically, we use CASIA-WebFace for training, and LFW and YTF
for evaluation in common with many works in the field [89, 94, 40, 181, 93]. Furthermore,
bearing in mind our application, we also evaluate the open-set scenario considering its
characteristic similarities to that expected in egocentric videos and the ACE-LP project. In
the next section, we present our results.
4.3 Experiments and Results
4.4 Pre-processing
In order to facilitate good quality training, we perform preprocessing steps to remove
unnecessary variations from facial images,as done in many other papers in the field
[182, 93, 135]. We make use of the work of Xiang and Zhu [187], a CNN based approach
to locate faces and find facial key points. Once a face is detected, we crop the face and
obtain 5 facial landmarks: left eye, right eye, nose, left mouth corner, and right mouth
corner. In the case of multiple detected faces, we crop only the one closest to the image
centre. This approach is standard in the literature as the same preprocessing pipeline is
also employed in [182, 93, 135, 179, 40]. An example of face detection is presented in
Fig 4.1.
4.4.1 Training on CASIA-WebFace
CASIA-WebFace is commonly used as a training set for the Labeled Faces in the Wild
(LFW) benchmark due to its availability and size. We used the CASIA-Webface dataset to
train our networks so that our experiments can be repeated by other researchers. We used
the network architecture and training protocol presented in [93], implemented in the Torch
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Fig. 4.1 Two examples for face detection using MTCNN [187]. Images where taken from
a real egocentric dataset published in [12].
Fig. 4.2 Two examples of facial landmark detection using MTCNN [187] and alignment
using affine transformation. Images where taken from a real egocentric dataset published
in [12].
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Fig. 4.3 Change in parameter c during training on CASIA-Webface.
framework and running with an NVIDIA GeForce GTX 1080 Graphics Card. We reduced
the learning rate from 0.1 to 0.0001 over 18 epochs on a logarithmic schedule. We trained
for 20 epochs. When we run comparisons with AM-softmax and Sphereface methods, we
trained them using our implementation set-up (“our settings”) to enable a fair and direct
comparison.
Fig. 4.3 (a) shows the value of parameter c changing automatically during training.
Fig. 4.4 uses the t-SNE visualization algorithm to illustrate the ability of cam-softmax to
increase intra-class compactness. Plotted are eight sampled classes from the training set
and eight face classes not present at all in the training set. In both cases, examples of the
same class forms tighter clusters when using cam-softmax. Using a toy example Fig. 4.5
gives further insight into the relationship between the feature space and the evolution of
parameter c during training. The model is trained on the LFW datasets, and 8 random
identity were selected for visualization. It is clear that as parameter c evolved during
training, it forces face features belonging to the same identity to be close as opposed to
when standard softmax is used.
4.4.2 Face Pair Matching
We followed the unrestricted with labelled outside data protocol suggested by [70] to
evaluate face pair matching performance. Furthermore, we evaluated pair matching on the




Fig. 4.4 t-SNE feature space visualisations using standard activations and softmax (c= π/2)
and cam-softmax (c = π/2−0.26). Visualisations in feature space of (a) images of 8 faces
sampled from the training set, and (b) images of 8 faces not present in the training set
(from the LFW dataset).
all face images pairs in two videos and take an average score. There are 6,000 LFW pairs
and 10,000 YTF test pairs; in each set half are of the same face and half are of different
faces. 0 Table 4.1 gives the average accuracies achieved over 10 folds. We include LFW
results reported in the literature but note that these might not be directly comparable due to
various different factors at training and test time. cam-softmax was more accurate than
using standard activations and softmax (equivalent to cam-softmax with c fixed at π/2).
cam-softmax and AM-softmax had similar accuracies on LFW. cam-softmax was more




Fig. 4.5 (a),(b) and (c) shows the feature space (reduced to 2 dimensions using tsn-e) as
parameter c evolved during training until convergence and (d) shows the feature space of a
model trained with softmax once converged. We trained both models on the LFW dataset
and the illustrated images face images of 8 randomly selected identity. Note that while
randomly selected, identities are the same across all 4 subplots.




Softmax 97.08% 96.50% 86.84% 95.35% 85.66%
AM-
Softmax
99.17% 98.90% 90.46% 98.53% 90.12%
Sphereface 99.42% 98.30% 89.80% 97.93% 88.70%
cam-
softmax
98.89% 98.89% 90.57% 98.71% 90.12%
Table 4.1 Accuracy on LFW and YTF pair matching. Column 2: accuracies reported
in literature. Columns 3 and 4: accuracies under our settings (for direct comparisons).
Columns 5 and 6: accuracies when half the training data are incorrectly labelled.
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4.4.3 Open-set Face Recognition
Real-life applications often require discrimination between known and unknown people
as well as identification of known identities. To estimate cam-softmax performance and
facilitate comparison in such a scenario, we use the open-set protocol defined on the LFW
dataset in [60]. We evaluate detection rate and identification rate at different False Alarm
Rates (FAR) where FAR is a proxy parameter for a similarity threshold θ ; the metrics we
use here are defined in Section 4.1.
Fig. 4.6 (a) shows the detection rate reflecting on the models’ capability to differentiate
between known and unknown samples. For example, 0.8 detection rate tells us that under a
given FAR and hence a similarity threshold θ the model would recognize known identities
with 0.8 ratio. Concretely, considering the LFW open-set benchmark, 4,898 out of the
6123 images in the probe set T would correctly be detected as known identities while the
rest would be incorrectly rejected. Similarly, a 10−2 FAR would suggest that the ratio of
10−2 images of the unknown subjects would incorrectly be classified as known. Given that
the total number of unknowns in the case of LFW is 4,069, a 10−2 FAR means that around
40 of those would incorrectly be matched with an identity in the gallery. We conclude that,
among the reported methods, cam-softmax performed best.
In Fig. 4.6 (b) we evaluate identification performance at different ranks. At rank r = 1,
identification rate calculates the classification accuracy given that the probe images belong
to known identities. Increasing r would require at least one of the top r r prediction to be
correct, hence relaxing the requirement inevitably leading to increased identification rate.
These metrics are crucial for us because they reflect on characteristics that are particu-
larly important in a real-life application such as the ACE-LP project.
4.5 Robustness to Labelling Errors
We built a toy example to confirm that gradients are indeed preferentially reduced for
mislabelled training examples. First, we trained a network with standard final layer
activations to convergence on the (correctly labelled) CIFAR10 dataset. The resulting






Fig. 4.6 (a) Detection rates and (b) identification rates on LFW following the open set
recognition protocol.
model represents an ideal scenario since the loss is minimised for the correctly labelled
examples. We expect the trained model to yield a large error once a mislabelled example is
presented. We then mislabelled half of the dataset uniformly at random and ran one last
epoch on the trained model without weight update. We ran this last epoch independently
using the standard activations and softmax, and then using cam-softmax instead. During
this epoch we recorded layer-wise gradients for the correctly labelled examples and the
incorrectly labelled examples. Fig. 4.7 shows, as expected, that lowering the parameter c
decreased the gradients for mislabelled examples and amplified those for correct examples.
We deliberately mislabelled examples in the Fashion-MNIST training set [188]. This
dataset contains 10 classes of clothing. In real world scenarios classes with similar visual
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Fig. 4.7 Average gradient magnitudes of a trained model on correct and mislabelled
examples using (a) standard activations and softmax, and (b) cam-softmax with c = 0.3.
properties are confused more often, e.g., it is more likely that a pullover gets confused
with a coat rather then with a bag. To mimic this behaviour we first trained a linear kernel
SVM to obtain a confusion matrix M. For each class ci we calculated the misclassification
probability by summing relevant entries: ∑ j ̸=i Mi, j. Classes were then randomly selected
proportional to their misclassification probability. Once a class was selected, an example
of that class was selected for mislabelling uniformly at random without replacement. To
generate a new incorrect label for an example in ci we use the relevant row of the confusion
matrix, Mi as a probability distribution to sample the new label while guaranteeing that the
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cam-softmax
Mislabelling rate
Fig. 4.8 Accuracy versus mislabelling rate on the Fashion-MNIST dataset.
correct label is not assigned. The mislabelling rate is denoted r. For example, exactly 50%
of examples are mislabelled when r = 0.5 (assuming the data are perfectly labelled to start
with). Note that when r = 1.0 (i.e., every label is incorrect) the model might learn not to
assign the right label, and perform worse than chance at test time. For Fashion-MNIST
we used a network with two convolutional layers with kernel size (2∗2), and 16 and 32
filters, respectively, trained for 40 epochs. Fig 4.8 reports accuracies obtained for different
mislabelling rates, r. Cam-softmax was the most robust to mislabelling, especially for high
r.
Finally, we randomly mislabelled half of the examples in the CASIA face dataset
by selecting new labels uniformly at random from the incorrect labels. We trained the
networks on it and tested on the face benchmarks. The last two columns of Table 4.1 report
the accuracies obtained. cam-softmax achieved the best pair matching performance on
LFW, and equal best on YTF. Figs. 4.9 (a) and (b) show that cam-softmax obtained better
detection rates and identification rates on the open-set recognition task.
4.6 Live Deployment
In the context of the ACE-LP project, we designed a system in which contextual tags are
extracted from video data and used to suggest more relevant text predictions. The system
builds up from four components: wearable camera, vision system, sentence retrieval and






Fig. 4.9 (a) Detection rates and (b) identification rates for LFW open set recognition when
models were trained on CASIA-Webface with 50% mislabelled examples.
user interface. Each of these components has different transportability and hardware
requirements E.g. The wearable camera must be small and compact for the user to carry it
during use. On the other hand, the vision system requires extensive computational power
and therefore, it is convenient to use a less transportable but more powerful device. The
separation of these components necessitated designing a specific communication protocol
between each but the description of the specific protocol is not included in this thesis.
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4.6.1 Device Setup
We use a smartphone camera to capture the user’s environment. To increase the field of
view, we applied a particular lens on the smartphone camera. Our phone outputs HD video
stream with one frame per second rate. A smartphone was a convenient choice due to its
lightweight and has enough power to transfer video over a network connection.
4.6.2 Generate Gallery
Here we use the notation we introduced in Section 4.1. In order to perform prediction, first
we need to enroll people the user wish to be recognize into the gallery set G. We request
the user for a collection of videos containing people desired to be recognized (we do not
release such data publicly). For each video, we detect faces and extract deep features for
each using the system trained with our cam-softmax as described in the leading section
of this chapter. To semi-automatically generate the gallery we perform clustering in the
feature space using a modified version of k-means referred to as PQk-means [103]. Once
clustering is performed, we manually check for errors. K-means require the cluster number
to be defined before the clustering. We can confidently estimate the number of subject
in the videos by manually examining them. It is also necessary to collect samples from
unknown subjects into U . We use the Live faces in the wild (LFW) as a collection of
unknown subjects. An example of G and U is illustrated in Fig. 4.10
4.6.3 Deployment
During deployment, our face recognition system must solve an open-set recognition
problem. After facial image acquisition the system measures similarity between the probe
image and rejects if similarity is less then a threshold based on Section 4.1.4. Such
threshold can be chosen by selecting the desired operating point based on G and U . In







Fig. 4.10 Example face images from the gallery set G and the unknown set U .
Fig. 4.11 Shows the deployed ACE-LP system used by Prof. Annalu Waller during her
conversation with the BBC Click host. The image of the chest mounted camera camera was
streamed to the server as shown in the background. The area enlarged and highlighted with
green border shows the detected face and the output of the system that is highly certain
that the query images belongs to an unknown identity. The image was taken during the
preparation for the live BBC Click event in 2019 Nov. by Rolf Black in the V&A museum,
Dundee.
4.7 Summary
We trained models on CASIA-Webface [191] and tested on LFW [70] and YTF [185].
cam-softmax performed well in comparison experiments on open-set recognition and pair
4.7 Summary 75
matching tasks. We corrupted Fashion-MNIST and Casia-WebFace training datasets by
mislabelling examples and showed that cam-softmax exhibits robustness to labelling errors.
This thesis aims to extract contextual information from video and image data to support
our motivating application. So far, we presented a robust method to extract identity-related
details and tested its performance in benchmarks, including an open-set setting that is more
reflective of the real-world performance than standard pair matching benchmarks. We
showed that a cam-softmax driven deep learning system was integrated into the software
developed in the ACE-LP project and was demonstrated live at BBC Click. However, this
thesis also considers localization as another potential source for contextual information.
From this point onwards, the thesis shifts focus and discuss localization. The next chapter
reviews the relevant literature and highlights the lack of solutions that tackle semantic user
localization. Further, it introduces and discusses in detail our novel framework to tackle
the novel challenge of semantic user localization and mapping online.
Chapter 5
Egomap: Egocentric Mapping for User
Localization
We introduce our novel approach to tackle personalized user-centric simultaneous localiza-
tion and mapping challenge. First, we present the intuition behind our solution along with
our terminology after which the reader is guided through a series of sections that gradually
shift from a generic abstract interpretation towards a specific implementation. Specifically,
we design a generic framework with the potential to be applied to different scenarios for
personal localization and mapping. We then specify our own definition of the abstract
terms in our framework driven by our motivating application. Finally, we give details of
the particular implementation that we used during our experiments.
5.1 Background
5.1.1 Scope
There is a large body of work that relates to egocentric vision covering different aspects
of human behaviour. Localization has also been extensively studied mainly in robotics to
aid navigation. We consider a unique combination of localization and egocentric video
analysis that leads to a semantic representation of the environment. The task we address
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can be thought of as a semantic, non-geometric form of simultaneous localisation and
mapping (SLAM), differing in significant ways from formulations typical in robotics.
SLAM is an umbrella term for algorithms that perform map building and localization
concurrently. Despite similarities, our problem formulation significantly differs to that in
robotics. We consider a semantic conceptualized model of the world as opposed to the
strict metric approach.
In the following sections, we scrutinize publications related to the mapping and local-
ization challenges and demonstrate that the problem formulation we set out in this thesis
is unique. We start with a brief overview of those researches that specifically relate to
robotics, highlighting key differences from our proposal. We transition the emphasis onto
those that attempt a similar fusion between conventional SLAM techniques and egocentric
vision. We also cover the unique aspects of our novel framework (EgoMap) and discuss
the importance of selecting the right performance measure for our new challenge.
5.1.2 SLAM in Robotics
SLAM has been extensively studied, especially in the field of robotics. Many SLAM
techniques attempt to learn metric maps for the purpose of aiding a robot to navigate its
environment [16, 19, 164].
Systems With Extra Modalities
Systems often use depth cameras [142, 158] and other sensing modalities in addition
to vision to boost performance. For example, depth imaging has been used for three-
dimensional object reconstruction allowing systems to generate more detailed descriptions
of the environment [25, 110]. Odometry is another popular choice to improve mapping
when available [206]. Andrew et al. [54] built a SLAM system for augmented reality
application that relied on several modalities including GPS and ultra-wide band technology.
A topometric is then used to relocate the user in his environment that has the potential to
be extended with artificial information. In this thesis, we rely solely on egocentric video
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sensing from a single head-mounted camera, and we focus on semantic (non-geometric)
visual mapping and localisation.
Omnidirectional Cameras Systems
Appearance-based SLAM methods use visual data to construct topological maps, often
employing omnidirectional cameras to image the environment. For example, a modified
incremental spectral clustering method was proposed to cluster visually similar places based
on SIFT features [172]. The performance of different image descriptors has been assessed
in such a setting using manually taken omnidirectional images [125]. Omnidirectional
cameras ease the problem of dealing with different views of the same place. In contrast,
first-person video is usually acquired using a monocular camera with relatively limited
field of view.
Probabilistic approaches
FabMap implements a probabilistic framework for SLAM using Bayesian filtering [32].
When a loop closure is detected, FabMap updates the appearance model of a given place.
This method can work well when the environment is captured at low frame-rate from a
moving robot such that consecutive images are visually dissimilar enough. (Consecutive
images in the dataset used in [32] were acquired at positions separated by 1.5m). Otherwise,
the visual smoothness of the environment over time can cause FabMap to update a single
appearance model continuously, necessitating the use of keyframe extraction in practice.
Furthermore, FabMap, similarly to many other SLAM approaches, does not represent
the hierarchical structure of the images in relation to the environment, instead defining a
location as a single image. The probabilistic framework we propose uses Bayesian filtering
for map inference and learning similarly to FabMap [32] but offers a more informative,
hierarchical representation of the environment.
Stumm et al. [157] suggested modelling an image with a graph of local-feature based
visual visual landmarks; the graph records the co-visibility of these landmarks in an image
which is then used to compare images with a graph kernel. Such models can be incorporated
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in a mapping framework such as FabMap [32] and used to improve loop closure detection.
These studies do not address the key problem of updating a representation once a loop
closure is detected. Furthermore, they define an image as an atomic part of the map and
do not attempt to conceptualise groups of images to represent semantic locations. We
present a novel framework to map and localise users in their environment where location
is a conceptualized place in the user’s world.
5.1.3 SLAM from Egocentric Perspective
Robotics SLAM For Egocentric Videos
SLAM has been well studied in robotics and due to similarities, ideas are often shared
across domains. For example, few have attempted the application of existing SLAM
solutions designed for robot mounted vision systems on egocentric videos; often with
domain specific modifications. Many well-known SLAM systems estimate camera motion
from measurements of a continuously expanding set of self-mapped visual features to
support precise robot navigation. A similar system has been proposed in [37, 105] where
online 3D camera position is inferred from an egocentric video source.
Ego-Slam addresses challenges arising from 3-D rotation and low parallax in ego-
centric videos [124]. It estimates the 3D structure of the environment to estimate global
loop closure accurately similar to those systems in robotics. Its authors highlight the
importance of local loop closures in egocentric video to handle significant rotation, e.g.,
head movements. The detected local loop closures are then used to improve the accuracy
of the estimated camera poses, resulting in more accurate 3D reconstruction. In contrast,
we use such information to build a graph representation of a location in which edges and
nodes store information on head movement and visual appearance, respectively. Ego-Slam
tackles some of the challenges arising from first-person video input while following a
traditional approach developed for robotics.
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Omnidirectional systems
In [8, 9] the visual appearance of certain location is captured with multiple images (8)
covering the complete field of view. A location is then represented as a node in a graph that
records topological connection between physical locations. Before graph inference, the
map is populated with nodes each captured every 2 meters manually. The proposed task
is to infer topological relationship between map nodes using video data on environment
traversal. The task and the representation significantly differs to the one addressed by
Egomap. The nodes in Egomap’s graph are automatically generated and their scatter is not
determined by strict metric rules.
Garcia-Fidalgo and Ortiz [53] used a hierarchical decomposition of the environment to
ease the computational cost arising form high numbers of nodes in a generated topological
map. Their experiments used an omnidirectional camera. Images with similar visual
appearance were grouped together to form nodes. For each node, a cluster centre was
computed to allow fast inference. Observations were first compared to cluster centres to
find the best match after which image-level comparisons were carried out. New locations
were initialised based on a similarity threshold. In contrast, our method can group visually
dissimilar images (from different views) into the same location.
Image Sequence Matching
An early work from the 90s [10] considers image sequence matching to recognize previ-
ously visited places. Video sequences are matched against a database of visual sequences to
localize the user in their environment. The trajectories towards a place are represented with
a sequence of 16-bin chromatic histograms. Examples of these trajectories are manually
enrolled and labelled during training. The sequence matching algorithm used non-linear
time wrapping to account for the change in speed. Despite some similarities, such an
approach formulates the localization problem as a classification problem compared to
which our online clustering formulation is significantly more challenging. Furthermore, the
approach needs samples of trajectories from different angles to work well (the paper states
using 4), necessitating an artificially engineered dataset. Such limitation poses a great
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burden when deployed because the user is required to collect multiple trajectories leading
in to and out of places desired to be recognized later. In comparison, our implementation
does not suffer from such a limitation as it does not require a preliminary setup phase. In
addition, our system builds the map, updates representations and detects new places online.
Similarly, Clarkson et al.[30] attempted classification on a set of manually enrolled
locations. The 24 dimensional feature vector used for frame representation was constructed
from both visual and audio sources. The system relies on the user to manually annotate
location in the setup phase as he experiences them using an additional device. It is argued
that a place can be sufficiently well represented by video sequences accounting for entering
and leaving a place; hence the video must be labelled accordingly. Similarly to our work,
each place is modelled as a hidden Markov model, but on the contrary, nodes relate to
frames rather than a collection of frames. Furthermore, to be sufficiently recognized, the
user must systematically use every possible path leading into and out from a place. The
authors acknowledge that the device used for labelling can potentially be destructive to
the user’s activities. Our system does not require an extra labelling device or initial data
collection for training. Additionally, we also support online representation update; such an
addition would require the use of the labelling device post-training.
Similarily SeqSLAM considers observation sequences in the context of SLAM to
detect loop closures [107]. This method relies on long sequences to escape visual aliasing,
and requires the system to store all previous observations. First-person videos are, by their
nature, generally long, so storing them and performing SeqSLAM on them in their entirety
is impractical, especially as computation time exponentially increases with the length of
visits. Furthermore, the method does not provide a mechanism for updating an observation
sequence once a loop closure is detected and therefore fails to deal with the environment
changing over time.
Supervised Classification
In common with this thesis, the work by Furnari et al. [51, 131] and Ortis et al. [119]
aims to recognise personal locations. However, they formulate the problem as supervised
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classification rather than unsupervied SLAM. Classifiers were trained to recognise known
locations at the frame level with locations defined by the user. An entropy-based rejection
algorithm handled unknown locations. In contrast to these supervised, off-line solutions,
we address the more challenging problem of developing an unsupervised method that can
operate on-line.
5.1.4 EgoMap
This thesis proposes a novel framework, EgoMap, that recognises the human nature of first-
person videos and moves away from traditional mapping paradigms applied in robotics.
We conceptualise a location as a place where the user spends time. Each location is then
described as a graph of interconnected views between which the edge weights represent
the probability of transition from one view to another. Hence, EgoMap distances itself
from existing SLAM techniques by conceptualising locations resulting in a human-centric
representation. Furthermore, EgoMap offers a hierarchical and topological representation
of the user’s world that allows the framework to detect loop closures at a higher, hence
more general, level. A vast majority of SLAM techniques only allow image-level loop
closure detection which is useful in robotics but misses the semantic interpretation of a
location.
Approaches that formulates user localization as simple classification often require extra
steps such as initial data collection [10] and the use of an additional device [30]. Our target
users are those that already use additional devices to help them communicate. For example,
SGDs (Speech-generating devices) require full attention from the user who often have
coordination difficulties. Especially in the initial setup phase, but even post-setup, many
existing system require the user’s attention to signal the appearance of a new location of
interest. We design EgoMap so that it operates fully without user interaction providing
help for our users.
Existing SLAM approaches [158] evaluate the resulting metric map based on geometric
measures. Those avoiding to build metric map cannot follow and tend to omit map
evaluation [32, 107]. It is common practice instead to report localization performance only,
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based on loop closures. Generally, precision-recall curves, based on pair-counting, are
reported. In clustering, measures not adjusted for chance, such as precision and recall,
show a dependency between the number of clusters and the number of samples [137]
making the comparison between solutions with varying number of clusters unreliable. We
borrow two well understood chance-adjusted measures from clustering to reliably evaluate
both mapping and localization performance. We also give clear interpretation of those
metrics in our application.
We discussed related work in this section in detail, but the analysis of related datasets
has been omitted as included in Chapter 6, where we justify the need for our custom
dataset.
5.2 Motivation
As a motivating example application, consider a voice output communication aids for
non-speaking users. Such users often average 8-12 spoken words per minute; typical adult
speech rates are 150-190 words per minute. One approach to offer better predictive text
for a user, and thus improve communication speed, is to leverage information about the
context. A user-specific topological map would enable that user’s communication to be
contextualised in terms of the locations they visited. Other applications could involve
aid for memory loss as well as automatic visual personal history generation potentially
combined with activity recognition.
Our aim is to define a topological map representation that reflects human intuition,
which can be learned online from an egocentric video source. A user to travels through
their environment during the day, performing tasks visiting different locations. Fig 5.1
contains an illustrative example of an imaginary semantic map that provides insight into
the overall idea that we outline in this chapter.
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Fig. 5.1 Imaginary semantic map with multiple locations.
5.3 Terminology
In this section we enforce a general structure on videos on which we construct our frame-
work. Along with our structure, we also describe the terminology we will use in this
section and onwards.
We represent the user’s visual experience in a viewer-centric, image-centric represen-
tation without any explicit 3D representation or reconstruction. Video data are modelled
using place graphs; places, in turn, are modelled as view graphs. A place is not a rep-
resentation of a 3D location; it represents the user’s visual experience of a 3D location.
One might intuitively imagine a place to represent a closed area such as room or kitchen;
however, we would like to highlight that at this stage we do not give a strict definition
and instead proceed with an abstract notion. By emphasizing its abstract nature, we affirm
that our framework is generic and the strict definition of a place is up to challenges to
be addressed. However, we imagine a place not to be atomic, e.g. a place can further
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be divided into views. In our terminology views are the atomic representation of the
environment.
During a session a user is expected to travel through the environment visiting different
places. Progressing thorough a visit the user experiences different views that define a
visit. We also hypothesise that there exists a pattern according to which places are visited
and views experienced that is specific to a user. The pattern enables us the capture for
user-specific representation which can be used during inference.
5.4 Egomap: A Probabilistic Framework
In this sections, we design a weighted directed hierarchical graph (a topological map) in
which nodes represent places and views, and edges capture the behaviour pattern for a
specific user. Furthermore, we give a detailed explanation of learning and inference. Our
hierarchical representation of the environment is novel. The inference and learning process
of our representation somewhat resembles that introduced in FAB-MAP [32].
5.4.1 Hierarchical Map
Our objective is to represent the user’s environment as a set of places; that can be fur-
ther decomposed into joint sets of views. We also aim to incorporate the hierarchical
relationship between places and views into our topological map model.
We introduce a hierarchical and topological map structure in which places in a map are
represented in terms of view graphs. Our map can be written as a weighted directed graph
M = ({P1, ...,PM},E) where M is the number of places in the map and E is an M×M
stochastic transition matrix with Ei, j = P(pt+1 = j, |pt = i) denoting the probability of
transitioning from place i at time t to place j at time t + 1 similarly to FAB-MAP [32].
Each place is in turn represented as a directed graph Pm = ({v1, ...,vN(m)},P) where v is a
view model, N(m) is the number of views at that place and P is an N(m)×N(m) stochastic
transition matrix with Pi, j = P(vt+1 = j|vt = i) denoting the probability of transitioning
from the jth view to the ith view at that location. Transition matrix E encapsulates















































Fig. 5.2 Illustrates an example map with 5 places and an example place with 4 views.
information about the user’s movement around the map whereas each P matrix captures
information about user behaviour at a map place. This structure, illustrated in Fig. 5.2,
allows us to build a personalized ego-centric map for a specific user where behavioral
information can be used to aid localization.
5.4.2 View Inference
At time t, given an observation sequence zτ:t for the current visit to the mth map place we
can recursively infer the discrete random variable vt over the N(m) views,
P(vt |zτ:t) =







where the visit started at time τ < t, P(zt |vt) is the current view likelihood, P(vt |vt−1) is
the transition probability from matrix P, and P(zt |zτ:t−1) is the normalizing term. The
term vt−1 is the discrete random variable inferred over the N(m) views in the preceding
time step using Equation (5.1). At the start of a visit, at time τ , a prior distribution is
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required over the views at a place. It would be possible to obtain this prior using weighted
connections between views from different places. However, for simplicity, we assume
independence between views from different places and use a flat prior that assigns equal
probability to each view in a place at the start of a visit:





During a visit, we can localise the user by estimating a probability distribution over map
places. At time t, given a map M , an observation sequence zτ:t for the current visit, and
the observation sequences, Z, from all preceding visits, we can infer a discrete random
variable, pt , over places,
P(pt |zτ:t ,Z) =







where P(zτ:t |pt) is the place likelihood, P(pt |pt−1) is the transition probability from matrix
E and P(zt |z1:t−1) is the normalising term. Notice that the summation is constant during
a visit so need only be computed once per visit. The term pt−1 is the discrete random
variable inferred map places in the preceding time step using Equation (5.4). During the
first visit in a video we use a flat prior over map places:




The likelihood of a place, P(zτ:t |pt = m), can be computed using the forward algorithm.
Let us define a forward variable α initialized as:
ατ(vτ) = P(zτ |vτ)P(vτ) (5.7)
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Similarly to Equation (5.1) we get the induction step:
αt+1(vt) = P(zt |vt) ∑
vt−1
P(vt |vt−1)αt(vt−1) (5.8)
The likelihood at any time t ′ during a visit is given by the termination step:
P(zτ:t ′|pt = m) = ∑
vt′
αt ′(vt ′) (5.9)
5.4.4 View Update
At each time step t, an association decision is made based on Equation (5.1) as to which
view’s appearance model, v, to update. We consider a view model as a vector that has the
same dimensionality as each observation z. A view model is then calculated as the mean
of all observations associated with it up until the current time, t. The model is sequentially
updated as a moving average using Equation (5.10) where γ is inversely proportional
to number of updates already performed on the view. When a new view is created, its
appearance model is initialized so that all words exist with marginal probability P(ed = 1)
derived from the training data.
vd = γP(ed = 1|zt)+(1− γ)vd (5.10)
5.4.5 View Creation
In Section 5.4.3, we described how to compute a probability distribution over views
(Equation (5.1)). Now we wish to dynamically add new views to the model as appropriate.
Therefore, we adjust the denominator in Equation (5.1) so that the probabilities of the
known views sum to less than one, leaving some probability mass assigned elsewhere.




P(vt |vt−1)P(vt−1|zτ:t−1)+Tnew view (5.11)
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Here, Tnew view can be interpreted as a likelihood threshold that controls the insertion
of new views. Conceptually, we would like Tnew view to be a sum over all the yet-to-be-
modelled views, vt , at the place:






To update a place, we first make a decision about the place of the user on the map, M . To
do so we calculate a MAP estimate, p∗t :
p∗t = argmaxP(p|zτ:t ,Z,M ) (5.13)
We use zτ:t to iteratively update the place. At each timestep t ′, we infer P(vt |zτ:t ′) and
make a decision on the user’s view in the place using Equation (5.1) after which we either
update the place in accordance with Sections 5.4.7 or create a new place as described in
the following section.
5.4.7 Place Creation
Similarly to the mechanism for handling new views, we would ideally adjust the denomi-
nator of Equation (5.4) to be




P(pt |pt−1)P(pt−1|Z)+Tnew place (5.14)
Similarly, to Section 5.4.5, here Tnew place controls the creation of a new place node in our
map. Ideally, Tnew place is derived from all yet to be seem places:





where pt indexes over the yet to be modelled stations.
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5.4.8 Transition Matrix Updates
Transition matrices E and P are updated using MAP estimation with a uniform prior
over transitions. This avoids transition probabilities of zero. Note that the posteriors in
Equations (5.1) and (5.4) are transformed through the transition matrices to obtain priors
for the next time step and allowing zero probability for a never seen transition would
prohibit learning. We implement this by initialising all transitions with a count of 5 in
our experiments. Each time a transition is observed its count is incremented. Matrices E
and P are obtained from these count matrices by normalisation. The effect of the prior
diminishes over time.
5.4.9 Summary
In this section we presented a generic framework that can be used in egocentric application
to simultaneously perform mapping and localization. The abstract nature allows different
use cases to be addressed within the framework. Our framework can be used with any
sequential egocentric data that relates to physical appearance. For use, two key issues
have to be addressed: segmentation, and representation. A potential application requires
an implementation of a mechanism that segments the input video stream into visits to
places. Furthermore, our framework, allows for custom calculation of the observation
likelihood P(zt |vt) which is highly dependent on the representation that is used to define a
view. Once resolved, our framework performs online unsupervised clustering that leads to
personalized egocentric representation of the environment. In the next section we present
an application of our framework for a specific use-case.
5.5 World Representation
In the previous section, we outlined a generic framework to address the semantic mapping
and localization challenge. For generality, some aspect of the framework where left
undefined. In this section, we define our framework’s abstract notions and detail a unique
5.5 World Representation 91
world representation that is in line with the ACE-LP project 1; our motivating application
detailed in Section 5.2. To address personalized mapping and localization challenge, we
identify two types of places: stations and routes.
5.5.1 Station and Route
So far, we referred to physical regions in the user’s environment with the abstract term
’place’. To incorporate the framework to our application there has to be a segmentation
algorithm, applied on the input data, that returns place segments. In our application, we
make a loose connection between the definition of a place and user actions. We define an
action as an accomplishment of a target intention over a period of time. An action can be
carried out either in one stage or multi-stage, possibly with repetition. We hypothesize
that the user visits a specific place to complete an action; for example, one might imagine
that users would visit a specific area to complete dish-washing that they might refer to in
spoken conversation as "kitchen". A more conservative approach would relate a place to
physically separated (e.g. with a door) areas. We choose to loosely relate the definition of
a place with user actions to remove such hard constraint; however, that does not exclude
the possibility that some of the place discovered in our application does actually coincides
with those perceived in robotics.
Based on the nature of the action performed by the user we differentiate two types of
places, stations and routes. Stations correspond to rooms or areas in which a user spends
time, places to which they might refer in spoken conversation. During a visit to a station,
the camera is not expected to experience significant transitional motion. In contrast, routes
are places where significant transitional motion occurs. We interpret routes as a special
case of a place where the action is a movement performed with the intention of reaching a
station from another. We can intuitively imagine that stations and routes are arranged in an
interchanging pattern in our map graph.
1ACE-LP: Augmenting Communication using Environmental Data to drive Language Prediction (UKRI
EPSRC EP/N014278/1). Website: https://aac.dundee.ac.uk/ace-lp/ accessed on 18/03/2021
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S R
Fig. 5.3 A set of station and route nodes arranged as a bipartite graph.
Formally, we re-define our map graph M to be a directed bipartite graph where nodes
(places) are divided into two disjoint sets of station S and route R nodes. Figure 5.3
illustrates an example bipartite graph.
View
Each view has an associated appearance model for which in our experiments we use a
binary vector representation. Each view is represented by a D-dimensional binary vector
in which each bit of information indicates the presence or absence of a discriminative, task
specific, attribute. Let zt = [z1, ...,zD]T denote an observation at time t where each zd is a
binary variable marking the existence of an attribute. Rather than model a view directly in
terms of which attributes are likely to be observed, we introduce hidden variables similarly
to [32]. A detector model relates attribute existence ed to feature zd . The detector is
specified by

P(zd = 1|ed = 0), false positive probability.
P(zd = 0|ed = 1), false negative probability.
(5.16)
Variable ed can be thought of as encoding whether or not an attribute that generates obser-
vations of type zd exists. We model the dth view as a D-vector, v, the dth element of which
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records P(ed = 1) for that view. Each of the feature generating objects, ed , is generated
independently by the view. Due to the intractability of the high-order conditional depen-
dencies we will proceed with a naive Bayes approximation that assumes independence
between words similarly to [32]:
P(zt |vt)≈ P(zd|vt)P(zd−1|vt)...P(z2|vt)P(z1|vt) (5.17)
For completeness we provide the expansion of P(zk|vt):
P(zk|vt) = ∑
s∈{0,1}
P(zk|ek = s,vt)P(ek = s|vt) (5.18)
We assume that the detector error is uniform i.e. the same detector performance can




P(zk|ek = s)P(ek = s|vt) (5.19)
5.5.2 View Creation
Our framework describes a way to decide on new view creation using Equation (5.11).
However the term Tnew view defined in Equation (5.12) cannot be evaluated in our application
because it is impossible to model every view unseen by the system. Instead we propose a
mean field approximation that modifies the calculation of the likelihood threshed to:
Tnew view ≈ P(zt |v′t) ∑
vt−1
P(v′t |vt−1)P(vt−1|zτ:t−1) (5.20)
Here v′t is the average view defined as a mean of the observations associated with the place
until time t . We adopt a uniform prior in the second term, with P(v′t |vt−1) the same for all
views.
A mean field is unique to a place and managed independently. After localization, we
update a place’s mean field v′ as:







P(ed = 1|zt ′)+(1− γ)v′d (5.21)
where v′ is the view model of the new mean-field estimate, and γ is the weighting term
inversly proportional to the number of examples already used to estimate the mean-field.
Once the new mean-field is computed, we use zτ:t to iteratively update the station. At
each timestep t ′, we infer P(vt |zτ:t ′) and make a decision on the user’s view in the station
using Equation (5.1) after which we update the station in accordance with Sections 5.4.7
and 5.4.6.
5.5.3 Station/Route Creation
Similarly to view creation examined in the previous section, the term Tnew place introduced
in Equation (5.15) is impossible to evaluate directly. Although a mean-field estimation
is possible, it is not straightforward to estimate it. We instead estimate the likelihood









P(zτ:t |pt) is computed using a recursive forward algorithm; its value is exponentially
dependent on the number of observations. Tnew place can be interpreted as the average
observation likelihood yielded by all the unknown stations for a single observation zt .
5.6 An Implementation
5.6.1 Motion Analysis for Transition Detection
We aim to represent the user’s world as a set of joined stations and routes. Routes represent
places where the user, and therefore the camera, experience significant translational motion.
One option to detect segments that relate to routes is to analyse camera motion. Recovering
camera motion parameters from video has been well studied [155, 121, 189, 41, 106], and
our brief introduction in this section serves the purpose of completeness. We highlight that
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we only intend to recover the forward motion parameter for segmentation. Other options
could involve GPS localization or data from an odometer, however such modalities are not
considered in this thesis.
Camera Motion and Image Point Correspondence
In this section, we discuss image point correspondence that provides the basis for camera
motion parameter inference. Imagine a three-dimensional orthogonal coordinate system
representing the user’s environment with origin O. We adopt the idea of a pinhole camera
setup as a simplification. The camera exists at the origin of the coordinate system where
the z-axis is the optical axis. The two-dimensional image plane is parallel to axis x and
y onto which the three-dimensional point p = (x,y,z)T is projected through the camera
aperture. We denote the projected point as p′ = (x′,y′)T . The image plane is centred at its
intersection with the z-axis and have distance f from the camera’s aperture. The image
point correspondence is calculated in Equation (5.23):
x′ = f (
x
z




This setup is well understood in the computer vision community, and it is illustrated in
Figure 5.4. Note that we disregarded pixel to metric unit conversation as it is unnecessary
for our approach to work.
The set of possible camera motions can be categorized either as rotational or transitional
motions. Motions that avoid altering the camera position are considered rotations, as
opposed to transitions, that affect the camera position. Horizontal rotation (panning),
vertical rotation (tilting), rotation around the optical axis (rolling) and modification of the
focal distance (zooming) are rotational motions. In contrast, horizontal lateral movement
(tracking), vertical transverse movement (booming), horizontal transverse movement
(dolling) are transitional motions Figure 5.5. is provided as a descriptive illustration of
these motions.
Rp+ t ≈ (I+S)p+ t (5.24)
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Fig. 5.4 Imaginary semantic map with multiple locations.
Fig. 5.5 Rotational or transitional motions.
The left side of Equation (5.24) includes a rotational matrix R. Here R is parameterized
with rotation angles around axes as done by other works in the field [155, 121, 189, 41, 106].
We refrain from the full definition of R, but it is well-known that its elements are non-
linear functions. We assume that the rotation is small around all axes, which leads to the
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approximation on the right of Equation (5.24). The small-angle assumption allows for the
following simplifications in R
cosα ≈ 1, sinα ≈ α sinαsinβ ≈ 0 (5.25)
where α and β are sufficiently small angles. Once simplified, the rotation matrix R
becomes the sum of the identity I and a skew symmetric matrix S as in Equation (5.24).
The rotation components in S can be written as a vector ω = (ωx,ωy,ωz) where each
element denotes the rotational velocity around the corresponding axis. Similarly, the vector
t = (tx, ty, tz) represents the transitional components. Given these components we aim to
calculate the displacement of the point p′ on the image plane. The displacement vector is











































where the last term estimates the camera zoom with parameter r; the zoom operation is
approximated by a simple magnification in the angular domain as in [155, 121].
Detecting Forward Motion
The previous section provided detailed insight into image point correspondence, given
the motion parameters of the camera. In this section, we attempt the reverse; we aim to
estimate the camera’s forward motion from a set of displacement vectors. Estimating the
inherent camera motion is an arduous process given its temporal and complex nature. We
detect forward motion (dollying) using Equations (5.26),(5.27). When rotational and other
translational components are disregarded the displacement computation simplifies to:









However, tz depend on the object distance in z, which is impossible to recover when a
conventional camera is used; hence, we retreat to an approximation. Both dollying and
zooming produce similar radially oriented vector fields; in case of forward motion and
zooming, such vector field points outwards from the image center. Given their similarity, it
is hard to correctly estimate both of these parameters from a set of displacement vectors
[189]. Instead, as a simplification, one of the term is often omitted [155, 121, 41]. Those
cases that attempt the discrimination uses the mean and the variance of the displacement
magnitudes to assess the contribution of each term [189]. We hypothesize, given the
similarities, that a simple zoom can sufficiently estimate z-transition














We note that we assume a static environment with a fixed focal length that excludes the
zoom parameter. While the fixed focal length assumption generally holds for egocentric
videos, the static environment assumption is often violated; however, we find that such a
violation does not harm performance through qualitative analysis during our evaluation.
Optical Flow
We aim to represent the user’s world as a set of joined locations. Each location is a place
in the world that the user spends time visiting. Such visits are interspersed with periods
of transition characterised by, for example sustained walking. We propose to detect when
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such periods of transition between visits are occurring based on qualitative visual motion
analysis.
Generally, displacement vectors between consecutive video frames are computed to
acquire an optical flow estimation. We compute frame-to-frame displacement vectors using
a Lucas-Kanade feature tracker [98] on a 10×5 grid similarly to [131]. Global optical
flow estimation is then achieved through averaging displacement vectors in each grid cell.
We substitute the coordinates of the grid cell centres and find the zoom parameter value,
r, in Equations (5.30) and (5.31) through a non-linear least squares fit to the estimated
optical flow. Once estimated, r∗ is temporally smoothed to give r̂t = sr̂t−1 +(1− s)r∗t .
This smoothed value is then thresholded to segment the video, detecting transition when
r̂ > Ttransition. We set s = 0.99 in all our experiments. The value of s was determined
manually after visually examining its behaviour on the first video in the QMB Morning
dataset. The larger the s the better the system is at filtering out short temporary movements.
Such an approach ignores transitional motion in the image plane but we find it works
well; egocentric video tends to be dominated by forward motion [124]. In Fig 5.6 we
show an example optical flow observed under transitional motion and stationary activity
respectively.
5.6.2 Bag of Visual Words
To re-identify previously seen places reliably, a representation is needed that is invariant to
scale, rotation and affine transformation to some extent. Given the unconstrained nature of
egocentric video such in-variance property is particularly important. The same requirement
arises in robotics, which is often satisfied by features that encode descriptive image patches.
Those patches are then used to compare images for a conclusion. Scale-invariant feature
transform (SIFT) [96] features are popularly used that describe a key image patch as a
128-dimensional vector. As a result, an image is represented by a collection of these high
dimensional vectors.
Bag of Visual Words (BOVW) [153] is a popular technique in computer vision for
image matching. The method has extensive history in text processing from which the
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Fig. 5.6 (a) An example optical flow observed during sustained walking and (b) during
stationary activity.
computer vision concept evolved. In the context of text based search, a document is
represented by a set of keywords of which the order and locality is disregarded. Documents
that have more matching keywords are more likely be retrieved as a result. Similarly,
computer vision considers a set of visual words for image representation. Visual words
are local image patches; the collection of which describes the image. Intersecting visual
words between two images are then used to measure similarity.
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Following the naming terminology, inherited from text processing, the collection of
visual words are referred to as a dictionary. A dictionary can be learned via a quantization
of the feature space which is often achieved using a clustering algorithm. A simple K-
means clustering is often sufficient; at convergence, the clusters become the visual words.
The classification is performed on a large set of training features with a pre-defined number
of classes. During application, a set of extracted local image features is transformed to a
histogram of visual words using the learned dictionary. Hence, the process can be regarded
as a mapping from a continuous feature space to a discrete representation that allows for
easy computations.
In the context of Section 5.5.1 we apply the BOVW on view representation. In our
detector model in Equation (5.16) an intuitive association can be made between zd and
the concept of visual words. Our implementation defines zd such that it represents the
existence of a visual word. Thus we convert a histogram representation into a binary form
that is compatible with our framework.
5.7 Summary
We designed a generic framework that facilitates unsupervised learning of semantic, user-
specific topological maps from egocentric data streams. Our representation describes the
environment so that it resembles human intuition rather than those popular in robotics. In
contrast with robotics, our framework does not build a metric map to facilitate precise
navigation. We consider a hierarchical model in which different levels describe the
environment in different granularity.
We built a system on top of our framework that accepts egocentric video stream and
automatically generates a personalized representation of the environment in which the user
can be localized. This system learns independently without any human interaction and
operates in an online fashion. Locations are referred to as stations or routes discerned by
their utilization. Stations correspond to rooms or areas in which a user spends time, places
to which they might refer in spoken conversation. Routes are physical routes that are used
for transitioning between stations. View graphs capture an aspect of user behaviour within
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stations and routes. Visits are temporally segmented based on qualitative visual motion
and used to update the map. We contribute a labelled dataset suitable for evaluation of this




Although a significant share of egocentric datasets is purposely acquired for activity recog-
nition, several other tasks such as video summarization, object detection and behavioural
understanding are also relatively common. Only in recent years, the analysis of egocentric
videos has gained importance, and as a consequence, this relatively new field lacks exten-
sive datasets. Furthermore, ethical and privacy challenges that arise during a recording also
contribute to the egocentric dataset deficit, making the analysis even more challenging.
We address a novel SLAM challenge and its associated empirical evaluation that
requires an appropriate first-person video dataset. The dataset needed to capture the
repetitive and somewhat habitual nature of everyday behaviour, where repeated visits
are often made to certain stations to perform specific actions. Visits to specific stations
have associated user-specific visual behaviours depending on the purpose of the visit.
Consequently, we desire a dataset that captures the user’s daily living in an interesting
environment without interruption and consists of relatively high frame rate videos so that
the temporal constraint remains valid in our framework.
Over the past few years, the proliferation of wearable cameras accelerated and facil-
itated a surge in related research. First-person (egocentric) videos recorded with these
wearable cameras provide not only data streams that lend themselves to inference but
also learning about everyday activities from a human-centred perspective. Among others,
such videos have been previously used to analyse various social interactions, the focus
of attention and numerous different lifestyle behaviours as well as they are proven to be
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useful in several areas such as assistive technology, health, and human-robot interaction.
However, we argue that we consider an untouched aspect of egocentric video analysis
that differs from existing proposals described in detail in Section 5.2, and so the available
datasets are generally unfit for our challenge.
As a part of this project, we recorded a suitable dataset that was also made publicly
available for evaluation along with suitable annotations 1. Our datasets capture the user’s
everyday morning in the Queen Mother Building (The Computing department’s main
building in the University of Dundee campus) hence we name it the QMB Morning dataset.
In the following, we discuss a few existing datasets and give detailed descriptions of their
individual limitations when applying them to the challenge addressed in the thesis.
6.1 Existing Public Datasets
6.1.1 SLAM Datasets
SLAM datasets such as KITTI 06, City Center and KAIST [74] are recorded from road
vehicles often moving at relatively constant speeds. These datasets were created for a
different purpose and fail to capture repetitive human behaviour in a personal environment.
Similarly, those captured by robots such as NewCollege and Robot@Home [139] focus on
uniformly capturing the environment while continuously moving through it, and so they
also fail to record everyday activities where a person transitions between different locations
in a relatively habitual manner. Hence, one of the major issues with SLAM datasets is that
they do not capture vital elements of human behaviour, making them unsuitable for our
purposes [145, 149, 88, 27]. Another common problem with these SLAM datasets is that
they typically capture an environment only once, creating an absence of loop-closures that
play an essential role in evaluating unsupervised semantic mapping. On the other hand,
datasets like [149, 88, 27] have another type of problem, namely that they consist of short
video segments where the transitional sections between stations are completely omitted,
making them inadequate for our problem as well.
1QMB Morging Dataset is available at: https://doi.org/10.15132/10000162
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6.1.2 Egocentric Datasets
Despite the lack of extensive dataset collection, there are still numerous published work
with impressive datasets that must be considered. Particular applications and challenges
require different dataset designs which can lead to biases. We consider an application
based categorization, that allows us to propagate through different options, highlighting
potential deficiencies that renders each unfit for our purpose.
Activity detection and recognition is by far the most active area in egocentric video
analysis. Although such tasks have been tackled from many angles, cooking-related
activities seem to dominate the field. GTEA Gaze, GTEA Gaze+ [47] and EPIC-KITCHEN-
100 [33] are among the ones that choose a kitchen as their main scene and instruct the
camera wearer to cook and perform various elementary activities (for instance take milk,
open peanut and slice cucumber) which they detect and classify. Clearly, these datasets are
not applicable in our settings since only a single station is being observed. Furthermore,
Ryoo and Matthies [141] plot a unique activity recognition and detection challenge where
they recognize different acts performed on an observer. In these published datasets, they
choose a toy Teddy bear as the observer, onto which they attach the camera. Then multiple
acts such as a hug, wave, point and throw are performed on the toy that they detect and
recognize within the competition framework. Unfortunately, the camera’s position is set
to be constant most of the time, preventing the mapping process and making the usage of
these datasets infeasible.
Lifelogging is another intense area in ubiquitous computing that is considered for action
recognition where a typical setup involves a chest or head-mounted camera to capture
everyday actions that the users perform. These videos are generally loosely scripted,
and participants are free to perform specific actions arbitrarily. The extensive video file
collection included in the Chardes dataset [150] is also inadequate for our problem since it
records a single action at a unique place. Those that record longer video sequences such as
[130] are randomly interrupted, resulting in sequences with variable length. Recovering
details of human interaction based on appearing faces and direction of attention has been
researched in [46]; however, such setup leads to privacy concerns. Specifically, given the
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nature of egocentric media, people appear in the field of view during the recording sessions
whose recorded with or without consent. Preliminary research was conducted by [192] to
overcome the privacy issues by mutual recognition of the "self" in the participant’s own
video stream. Their datests includes video segments of social interaction mainly featuring
a single station. Furthermore, limited instances of the same station prevent the evaluation
of localization performance.
Another interesting area where egocentric vision is employed is behavioural under-
standing which gained popularity due to its commercial applicability. For example,
EgoCart [154] is a widespread dataset for online customer localization in the store. Such
application is arguably beneficial for large corporations because it allows insight into
customer interests. However, EgoCart features 9 videos, each of which captures the entire
store with continuous motion. Since we base our framework on the assumption that re-
alistic human motion can be observed within the recorded data, that ultimately enables
person-specific mapping, this database is also inapplicable to our challenge. Talavera et al.
[163] contemplate the interesting idea of routine discovery; routine is defined as activities
repeated daily by the user, and the routine patterns are used to assess the user’s lifestyle.
Moreover, social pattern recognition has also been proved to be possible in [12]; repeated
sequences of categorized social interactions characterize social patterns. Although both of
these studies [163, 12] contribute interesting datasets to the literature, they consist of image
sequences characterized by high temporal resolution which violates many of our assump-
tions in Chapter 5, hence we do not use those in this thesis. EGO-CH [133] provides an
extensive egocentric video dataset for cultural heritage visitor behavioural understanding
recorded by 70 different people who where given the task to study the museum. Since this
dataset features both visually and semantically almost identical locations, it is not a good
match for our purposes. We aim to map the user in their everyday environment where
stations differ in their utilization and create a more interesting map.
Many attempts to summarize egocentric videos use temporal video segmentation as
a central element. For instance, Poleg et al. [132] segment videos, based on motion
cues that belong to different motions. Here they characterize motion by using cumulative
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displacement curves derived from the optical flow computed between consecutive frames.
Ultimately, these displacement curves are used to recognize different types of motion,
giving rise to their accompanying dataset (HUJI). However, given its particular focus,
HUJI exhibits an extensive amount of movement as well as it produces a deficient amount
of station level loop closures, both of which are vital for us. In [120], egocentric video
organization is examined in two folds: temporal segmentation and segment clustering.
While temporal segmentation is based on the visual content, and so the observed clusters
might correlate with places that we refer to as stations, this approach is not online and does
not record chronological dependency. This dataset contains three distinct environments
where the user is familiar and where the user’s movement and actions are recorded in
10 minute-long video sections. Furnari et al. [50] takes the idea further and attempt to
segment the location of interest. Even though such notation of video segments is highly
correlated with our notion of a view, each of these videos (included in the associated
dataset) capture the visited locations only once as the user travels across them.
Other applications employ video summarization [22, 87, 97] for story retrieval. In
[22], the input image sequence is turned into a text description achieving remarkable
outcomes, resulting in the escorting dataset (EDUB-SegDesc) where images are taken
with 2 minutes intervals. On the other hand, Lee et al. [87] take a different approach and
generate a storyboard based on images that contain important people or objects. In spite of
the fact that their dataset (UTE) consists of 4 long videos, each covering approximately
3− 5 minutes, users do not tend to revisit places, leading to inadequate loop closure
count. Furthermore, visual motif discovery has been proposed in [193] where motifs are
considered to be images of important visual experience shared across many people. To
achieve motif discovery, spectral clustering algorithm was used, and the testing was carried
out on a dataset with several seconds long videos captured with a stationary camera.
Table 6.1 provides a comprehensive list of publicly available egocentric datasets along
with their characteristics. We conclude that those that record daily living activities fit
our purpose the best among the available egocentric datasets. The ADL, 10-context and
DLM are among those that can potentially be considered interesting for personal map















UT Egocentric [87] 4 4h 15FPS No No
EgoHands [11] 48 90s 30FPS Many No
EPIC-KITCHENS [34] >100 10m 30FPS No No
Intel Egocentric [136] 10 11m 15FPS Many No
Geta gaze+* [47] 30 - 24FPS Many No
JPL First-Person [141] 45 20s 30FPS Some No
Egorutine[163] 104 1d 2FPM Many Yes
EgoSocialStyle*[2] 800 20m 2FPM Many No
EDUB-SegDesc[22] 4 5h 2FPM Some Yes
UTokyo Navigation*[193] - - - - -
UTokyo Ego-Surf [192] 20 30s 25FPS Some No
Charades Challenge[150] 10000 35s 20-30FPS Some No
HUJI EgoSeg[132] 44 15m 30FPS Some Yes
Disney*[46] - - - - Yes
EGO-GROUP 18 15s 24FPS Some No
Interactive Museum 5 10s 20FPS Many No
EGO-CH[133] >100 23m 30FPS Many Yes
EgoCart[154] 2 4m 30FPS Many Yes
UNICT-VEDI 100 1m 24FPS Many No
ADL-dataset[130] 20 26m 30 Many Partially
10contexts[50] 10 5m 24FPS Some Yes
RECfusion[118] 3 40m 27FPS Many Partially
DLM [120] 14 10m 27FPS Many Yes
Table 6.1 Table of existing relevant egocentric video datasets along with their characteristics.
The * mark indicates that the dataset is no longer available from its published source.
building. In the following section, we will discuss those datasets in detail, followed by an
introduction to our dataset.
6.2 Daily Living Monitoring Dataset
In the previous section, we identified three potential candidate dataset that meets our
requirement approximately. First, ADL (Activity of Daily Living) mobilized 20 subjects
to record their everyday activity in their own home. After visual examination, we conclude
that the users were allowed, but not specifically instructed, to occasionally terminate the
recording and continue it later. Due to these inconsistent terminations, video segments
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often capture a short period of time in a single station which is undesirable in our setting. In
contrast, DLM (Daily Living Monitoring) has recordings of three different environments:
home, office, campus. The included videos were borrowed from the 10-context [50] dataset,
all being equally long. Not having constrains to model private apartments, we are given a
chance to test our framework across multiple environments with diverse visual appearance.
Following the authors we will refer to the three environments included in the dataset as
Home Day, Working Day and Office Day. Furthermore, videos with equal lengths can be
interpreted as different user days, which provides a realistic scenario. In the followings,
we will provide details of the DLM dataset to report results in the upcoming Chapter.
The DLM dataset captures the repetitive and relatively habitual nature of a person’s
everyday behaviour. The 13 video files provided in the datasets cover three environments
recorded by three users. All of them are approximately 10 minutes long and captured
from a low resolution (640x480) head-mounted Looxcie LX2 camera with a large field
of view (100◦). This relatively wide field of view is justified by the ability to cover large
areas that ease localization complexity. Figure 6.1 shows images of location from all three
environments. In the next chapter, we test our framework on all three environments and
provide a comprehensive evaluation of Egomap’s performance. In Figure 6.2, we show
how much time the user spends at each station along with the number of visits made to
each station per session.
6.3 QMB Morning Dataset
We record our QMB Morning Dataset in a fairly large indoor environment in which the user
performs every day activity. In contrast with exsisting datasests detailed in the previous
section, we record our videos in long sequences without interruption.
6.3.1 Setup
Our challenge requires a compact camera which has the potential to be mounted securely
onto the body during a recording session. In recent years, action cameras gained massive
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Home Day
(a) Kitchen (b) Living room
Office Day
(c) Caffe machine (d) Car
(e) Office (f) Office 2
Fig. 6.1 Figure continued on the next page.
popularity among which the GoPro camera seems to have the edge over the rest of such
cameras. GoPro is widely available with a body mount capability through its many
accessories, making it perfect for our aims. Specifically, we used the GoPro Hero 4,
which is widely used in the extreme sports community. Since our personalized mapping
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(g) Workshop (h)
Work Day
(i) Canteen (j) Office
(k) Office 2 (l) Workshop
Fig. 6.1 Example images of stations from the DLM data set.
framework allows for capturing aspects of the user’s behaviour in a station based on the
video stream, we opted for an accessory that enabled head mounting. The head strap that
we used securely attaches the GoPro to the user’s head in order to limit the visual noise.
Such setup both yields egocentric videos and records the user’s current vision in its focus.





Fig. 6.2 Visit statistics of the DLM dataset. (a) Time spent at each station (b) Number of
visits to stations.
We hypothesize that our framework captures and models the shift in the user’s viewpoint
at a particular station in its view graph, which is used to aid inference.
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6.3.2 Video Data
Our dataset contains 5 sessions in total that are disjoint in time. Each session is around
45 minutes long totalling 4 hours of recording. We collected our dataset in the university
campus documenting a user’s typical morning. The recording is always initiated at the
building entrance, at which point the user enters and triggers the session. The dataset was
collected in the early hours to ensure no person is mistakenly captured to avoid potential
privacy challenges. To further guard ourselves, we recorded the dataset exclusively in an
indoor environment to limit strangers’ appearance in the field of view. The 5 session cover
a one-month period. During recording, the user’s operation was in line with a loosely
worded script to ensure that multiple visits were made to a range of stations.
In total, we captured 9 distinct stations: Entrance, 3d-lab, Kitchen 1, Kitchen 2, Cafe-
area, Lab, Printer 1, Printer 2 and Office, for which we provide sample images in Figure 6.3.
In Figure 6.4, we show how much time the user spends at each station along with the
number of visits made to each station.
6.3.3 Capturing Equipment and Experimental Conditions
All five videos were recorded using a head-mounted GoPro Hero 4 at 1080p resolution
and 25fps. We also set the field-of-view relatively high (130◦). Generally, the campus
building is well populated with people and recording videos and, under such circumstances,
would have required us to gather consent forms from those that are captured.Had users
not consented, we would have had to perform the recording all over again. Besides, given
a large number of people, gathering consents might have been proved difficult because
those may already have left the building by the end of the video capture making it likely
impossible to trace them for permission. We accessed the campus building in the early
morning hours when no people were present to avoid such data protection issue.
In the course of data collection, the user was given the freedom to stay at a station as
much time as needed within sensible limits. A university student was invited to undertake
the task of video capturing who had no initial idea about our system’s internal operation to
avoid bias.
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6.3.4 Scripts and Annotation
Our scripts consist of lists of stations coupled with suggestions for activities during station
visits such as make a drink, read something and collect an item from the printer. These
scripts are provided in the Appendix and where largely authored by the user who recorded
the dataset.
A ground-truth temporal segmentation of each video into visit and transition segments
was manually annotated with reference to the scripts. For the annotation task, the annotator
was provided the ELON 2 software. The annotator was instructed to mark the start of
a transition at the frame when the user appears to intentionally start moving away from
the current place and mark the start of the next visit at the frame when such transitional
movement ends. The dataset was annotated by a single external annotator without insight
knowledge on our system’s operation. Table 6.2 shows the script for the first video in our
dataset.
6.4 Summary and Outlook
In this chapter, we showed that the vast majority of publicly available datasets are unfit
for personalized mapping and localization. The lack of station level loop closures, low
frame rate and limited station count were the most common issues that led to exclusion.
After careful examination, we identified datasets that can be used in Egomap, albeit
with limitations. Finally, we recorded a novel dataset, the QMB Morning Dataset, that
is different from existing ones. Specifically, our dataset records long videos, capturing
multiple visits to stations that allow stable map inference and localization as well as a
ground truth annotation that enables the benchmarking of other feature solutions.
In the next chapter we present both quantitative and qualitative evaluation of Egomap
on the QMB Morning Dataset and on the DLM dataset. Using ablation experiments we
show the impact of the hierarchical design and transition modelling on the performance.
We also present visualization of the learned map and descuss our findungs.
2https://www.mpi.nl/corpus/html/elan/index.html
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Location Activity
A Enter at front of building
B Start printing 3D object
C Boil water
B Check printing progress
C Make coffee
B Check printing progress
C Collect coffee
D Read magazine
B Check printing progress
D Read magazine
B Check printing progress
D Read magazine
C Wash mug
B Check printing progress
D Read magazine
B Check printing progress
E Login to computer
C Get water
E Start a word document
B Check object
E Check object
B Check printing process
E Save file and print
F Collect printed document




B Check printing progress
D Admire printed object
A Exit at front of building
31 Visits
Table 6.2 Script for video 1
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(a) 3D lab (b) Caffe-area
(c) Entrance (d) Kitchen1
(e) Kitchen2 (f) Lab
(g) Office (h) Printer1
(i) Printer2
Fig. 6.3 Nine locations from the QMB Morning dataset.
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(a)
(b)
Fig. 6.4 Visit statistics of the QMB Morning dataset. (a) Time spent at each station (b)
Number of visits to stations.
Chapter 7
Experiments and Performance Metrics
for Egomap
In this chapter, we suggest metrics to measure our SLAM framework’s performance
quantitative along with justifications. We introduce our baseline methods and report an
ablation study followed by quantitative and qualitative evaluations and discuss our findings.
7.1 Metrics
The framework outlined in the previous chapter enables online semantic map generation
that resembles human intuition along with a localization functionality. Given the unique
nature of the problem this thesis investigates, there has to be a carefully selected set of
metrics to evaluate performance. Such metrics should reflect map quality, localization
performance and preferably examine operation in the context of a real world application.
In this section, we choose three metrics each with particular focus on one of those aspects.
7.1.1 Mapping Performance
To evaluate mapping performance, we aim to measure how well the predicted map ap-
proximates the ground truth map. First, predicted visit segments are matched with all
ground-truth segments with which they overlap (in time). A contingency matrix is then
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constructed by recording the co-occurrence frequencies between the set of ground-truth
visit labels and the set of learned visit labels. Once normalised this can be considered
as a joint probability distribution P(g, l) where g and l are random variables over the
ground-truth and the learned stations, respectively.
A measure of map quality can be obtained by computing the uncertainty of a one-to-
one matching between the possible values in g and l would involve. In a perfect system,
nodes co-occur exclusively, and the matching process involves no uncertainty. In other
words, knowledge of one random variable provides maximum information on the other.
Drifting away from the ideal case, the exclusivity disappears, and the matching process
becomes difficult. To evaluate performance, we measure the mutual information (MI) as in
Equation (7.1) where H is the entropy. Mutual information can be interpreted as a measure
of how well a one-to-one mapping could be established between values in g and l.
MI(l,g) = H(l)−H(l|g) (7.1)
However, MI, along with other non-adjusted metrics, tends to be higher when the node
count is higher. This is undesirable since it prevents comparing graphs with a different
number of nodes. Therefore, we use an adjusted version of MI (AMI) [114] that has been




Here, E denotes the expected value. AMI is centred around the expected value and therefore
ensured to have value close to zero for random labelling independently of the number of
classes and clusters. AMI takes the value of 1 when one-to-one correspondence can be
established between the predicted map and the ground-truth map without uncertainty. On
the other hand, the value is inevitably zero when the number of nodes in the predicted map
is one, or equal to the number of visits.
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7.1.2 Localization Performance
We define localisation as the ability to detect loop closures, i.e. re-identify previously
visited stations. As per the previous section, we consider the set of matched segments
between the learned map and the ground truth map; segments from a station are clustered
together in the ground truth map. We would like to see identical clusters in the learned
map; however, it often deviates from the ground-truth solution. We desire to measure how
far the learned map is from the ground truth map regarding re-identification capability. Let
L denote the clusters generated by the learned map and G denote the clusters generated
by the ground-truth map. One well-known approach is to relax the clustering problem
to a binary classification problem by considering all possible pairs of segments. Pairs
clustered together in both L and G are deemed to be true positives (TP). Similarly, those
separated in both L and G are considered true negatives (TN). False positives (FP) and false
negative (FN) cases can also be defined following the same principle. From the proposed
system aspect, these measures reflect on the system’s capability to localise the user in the
learned map. Fig. 7.1 illustrates the process with a toy example. For completeness, we
report precision-recall curves in accordance with other SLAM papers, however we argue a
measure, better fit for the purpose.
The Rand index (RI) [134] is well-known in the field of statistic and is used to measure
correspondence between two partitions of an object set. RI is calculated from the binary
confusion matrix, and its formal definition is equivalent to that of the accuracy:
RI =
T P+T N
T P+FP+T N +FN
(7.3)
The definition of RI is the proportion between the number of agreements. Some argue
that true negatives should rather be considered neutrals [134] hence their implementations
omit the term from the formula. Using similar arguments detailed in Sec. 7.1.1 we use an






Fig. 7.1 (a) is the ground truth partitioning of a set of datapoints and (b) is the predicted
partitioning. Pairs of datapoints were selected to illustrate all the possible cases in the
confusion matrix.
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In order to adjust RI, we have to compute its expected value under the hypothesis of
independent random partitions L and G . We follow the assumption of randomness used to
adjust RI by Hubert and Arabie [71]. The maximum end expected values in Equation. 7.4
can be computed numerically through combinatorics as described in [71].
7.1.3 Retrieval Performance
An initial motivation for this work was to retrieve information associated with all previous
visits to a user’s current location; we designed an evaluation metric with this in mind.
During operation, the system collects information objects, e.g. conversation text, and
associates those with stations. More precisely, we imagine the system to make data
association at the end of each visit. In the context of the ACE-LP system, the user
engages in social interaction during a visit; hence the retrieval of information objects must
be conducted at frame level, contrary to the data association process. We update both
partitioning L and G online after every visit such that each visit is represented by a set of
objects each acquired at a specific frame. At every frame we count instances of each of the
following.
TP : an object clustered together with the current frame in both G and L.
FP : an object separated from the current frame in G but not in L.
FN : an object clustered together with the current frame in G but not in L.
TN : an object separated from the current frame in both G and L.
From the resulting sequence of confusion matrices we can derive sequences of standard
metrics such as recall and precision. Note that, although the proposed metric strongly
resembles the one used for localization in Sec. 5.5.1, here we work with finer granularity
using frames not visits and we account for variation in prediction during a visit.
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7.2 Dictionary Learning and Parameter Tuning
We used the first 10,000 place images from the Places dataset to train our dictionary [204].
We extracted 128-dimensional SURF descriptors from each image and trained k-means on
the extracted features (k = 10,000 as in [32]). To describe an image, we first extract SURF
features, quantise using the k clusters, and construct a histogram. The final descriptor is
then a binary quantized version of the obtained histogram where each bin implies presence
or absence of a feature (see Chapter 6).
We use the first video in our dataset (video 1) to tune the threshold parameter for the
transitional motion detector which is then fixed for all experiments (Ttransition = 1.008).
7.3 Baseline and Ablation
To obtain our baseline result, first we calculate a representation for each station by taking
the mean feature vector on which we run k-means. Notice that we introduce the same time
constraint used during inference in our system, i.e., we enforce the must-link constraint
on frames from the same visit. We emphasise that the offline nature of our baseline
algorithm means it can access all visits during clustering, greatly easing the difficulty of
the task. We believe that such a general and well-used approach provides a good baseline
for comparison.
Additionally, we perform an ablation experiment in which we remove the view-graphs
to evaluate their effect. We introduce a constraint such that the system is only allowed to
create one view per station. Note that such a system is equivalent to FabMap [32] with the
added time-constraint and hence can also be seen as a strong baseline for our approach.
7.4 Quantitative Evaluation
Tnew station is an important free parameter in our system which indirectly controls the final
station count. We report performance for different values allowing us to compare predicted
maps with varying numbers of stations. In the case of k-means, the number of clusters
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is directly controllable, hence we baseline results for possible values of k ranging from
1 to the total visit count. We report AMI and ARI scores of four methods on our dataset
in Fig. 7.2. Our partial system (without view graphs) has similar performance to the
baseline k-means. However, it is important to highlight that while k-means operates in
an offline manner, our partial system is still online. Furthermore, we conclude that the
view-graph does have a positive effect on the performance. Interestingly, we see that
the best performing maps are over-segmented. One could argue that over-segmentation
helps overall because ambiguous visits are not mistakenly forced into one of the known
stations which would impact the system negatively in the long run given its online nature.
In our graph visualization in the subsequent section we show that the learned map with
highest AMI and ARI tend to have many small stations that this assumption. To ascertain
whether the qualitative motion analysis was adversely affecting these results, we re-ran
the experiment using manually segmented visits. Fig. 7.2(b)(d) shows the result. There is
little noticeable difference from Fig. 7.2(a)(c), suggesting that the motion analysis used to
detect transitions between visits performs sufficiently well to support map building and
semantic localisation.
We also report results from experiments in Fig 7.3 on the DLM dataset where results
were acquired by running our algorithm on all three sessions. Although these results
suggest that the hierarchical representation of the environment may be fairly advantageous,
given both the low visit and station counts, they also tend to be noisy.
Fig. 7.4 plots the P-R curve for different thresholds Tnew station . At each time step rates
were calculated from TP, TN, FP, and FN counts observed up to and including that time
step. Each data point in the P-R curve is calculated from the confusion matrix at the last
time step. The recall rates indicate that the majority of matching previous visits were
retrieved. The precision rates indicate that most retrieved visits were retrieved correctly.
7.5 Qualitative Evaluation
This section demonstrates two intuitive visualization techniques that offer insight into
the learned map and enable comparison with the ground truth map. First, we propose an
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(a) (b)
(c) (d)
Fig. 7.2 AMI (a)(b) and ARI (c)(d) scores achieved on the QMB Morning dataset (a)(c)
using manual segmentation and (b)(d) using the automatic segmentation.
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(a) Home Day (b) Home Day
(c) Office Day (d) Office Day
(e) Working Day (f) Working Day
Fig. 7.3 AMI and ARI scores for the Home Day, Office Day and Working Day sessions in
the DLM dataset.
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(a) QMB Morning
Fig. 7.4 P-R curves achieved on the QMB Morning dataset.
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abstract graph-based illustration followed by a human-centred approach that associates
stations with their location in a floor plan. To understand the learned map’s relationship
with the ground truth map, we are often compelled to make a one-to-one association
between the learned stations and the ground truth stations. We use the Hungarian algorithm
[83] to achieve one-to-one matching based on the contingency matrix constructed in
Sec. 7.1.1.
7.5.1 Graph Representation
To visualize the relationship between stations and the ground truth map, we choose to use
a Chord diagram which is ideal for highlighting connections between entities. We use the
same approach to plot the relationship between the learned map and the ground truth map.
In Figs. 7.5-7.8, we present these diagrams for the QMB Morning datasets as well as for
all the three sessions recorded in the DLM [120] dataset. To facilitate comparison between
the ground truth map and the learned map, we choose the learned map with the highest
AMI score.
First, the ground-truth map for the QMB Moring dataset is shown in Fig. 7.5a, where
all nine stations are represented around the perimeter; the internal connections represent
transitions between them. Then in Fig. 7.5b we show a learned map together with the
ground-truth map where we note that stations in the learned map appear around the bottom
half of the circle. Connections represent the matching of visits to stations on the learned
map with ground-truth stations. The size of each station’s representation in the learned
map correlates with the number of visits to the station. In this example, some ground-truth
stations connect with multiple nodes in the learned map. For instance, 3D-lab is matched
with four distinct nodes. This suggests that the threshold Tnew station was too high, causing
the model to generate too many stations. On the other hand, one of the learned nodes is
well-connected with both Lab and 3D-lab. These two stations have strong visual aliasing
due to a computer monitor being in the centre of attention that potentially led to the merger.
Following the same approach, we also report such visualization for all three sessions
in the DLM [120] dataset. Specifically, Fig. 7.6a shows the learned map along with the
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(a)
(b)
Fig. 7.5 Visualisations of (a) a ground-truth map, (b) visit matching between learned and
ground-truth locations on the QMB Morning dataset. The grey nodes represent the learned
stations.
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(a)
Fig. 7.6 Visualisations of visit matching between learned and ground-truth locations on the
DLM dataset’s Home Day session. Note that the ground-truth map is absent due to only
two station being present. The grey nodes represent the learned stations.
true map during the Home Day session. Interestingly the Kitchen station was quite often
confused with the Living Room. We believe this can be attributed to the algorithm’s online
nature because an early mistake can have a similar effect on the result. The learned map
with the best AMI for the Office Day session has only one station less then the belonging
ground truth map. However, we can see that three major stations are collapsed to a single
station. Given that Office 1 and Office 2 exhibits a very similar visual characteristic, it is
somewhat an expected error. On the other hand, in the Work Day session, we observe that
the two offices have enough visual difference to discriminate between them.
In reality, the user might have the freedom to use multiple routes to reach one station
from another. The QMB Morning dataset does not label routes, infect it would be an
ambiguous process. In contrast with stations, routes can easily have overlapping segments
that would confuse an annotator during the labelling process. Due to the missing label
it is hard to evaluate transitions using quantitative metrics. Nevertheless, we plot the
learned map for the QMB Morning dataset as a bipartite graph in Fig. 7.9 to facilitate
visual inspection. Fig. 7.9 (a) implies that the learned map with a correct number of station
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(a)
(b)
Fig. 7.7 Visualisations of (a) a ground-truth map, (b) visit matching between learned and
ground-truth locations on the DLM dataset’s Office Day session. The grey nodes represent
the learned stations.
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(a)
(b)
Fig. 7.8 Visualisations of (a) a ground-truth map, (b) visit matching between learned
and ground-truth locations on the DLM dataset’s Working Day session. The grey nodes
represent the learned stations.
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(a)
(b)
Fig. 7.9 Full map with transitions visualized as a bipartite graph. (a) Learned map with
correct station count and (b) with best AMI on the QMB Morning dataset. Labels S and R
refers to stations and routes respectively.
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under segments in terms of routes. Although we do not know the correct number of routes,
two routes for nine stations seems unreasonable. Furthermore, examining Fig. 7.9 (b) the
route nodes seem less over segmented then the station nodes. This imbalance might be
attributed to the different visual characteristic of stations and routes. So far we used the
same Tnew place threshold for stations and routes, however the using separate values e.g.,
Tnew station and Tnew route could potentially address the problem.
7.5.2 Map Representation
We manually generated metric maps of the environments solely for visualization purposes,
but we highlight that such a structure is not inferred from the data. We choose to represent
a station by its views; for each view model in the learned map, we pick a video frame
where the feature vector is the closest to the view model. We iterate through the frames
in a second-pass using the learned map and measure the L2 distance between the frame’s
feature vector and each view model. As a result, we observe an image representation of
each view model in every station on the map.
Unsupervised online clustering is a challenging task, and achieving a good result is
difficult. Besides, detecting erroneous clusters is not always straightforward. Therefore,
we choose to perform one-to-one matching with the Hungarian algorithm to facilitate
visualization which simultaneously highlights nodes that cannot be matched. Let us denote
the set of ground truth stations by g and the set of learned stations by l. Then stations that
could not be matched in L are referred to as insertion errors and those that could not be
matched in G are mapping errors.
While we represent mapping errors with empty boxes with the relevant station name,
we do not give from giving names to insertion errors. Although physical locations cannot
be linked to insertion errors, we mark the human assignment by dashed lines based on
manual examination. Erroneous views that are considered not to be in the assigned station
after careful human examination are labelled as incorrect. Given that insertion errors are
not assigned with a ground station, views can be labelled neither as correct nor incorrect,
instead visual inspection is encouraged to discover inconsistencies. For stations with a
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large number of views number, we manually sampled a subset of views such that it best
covers the whole spectrum of views.
In Figs. 7.10 and 7.11 we show the maps obtained by using the maximum AMI score
and the correct number of stations, respectively. Examining Figs. 7.10(a) might give
the impression of a perfect solution. However, Figs. 7.10(b) shows that the algorithm
oversegmented the map. Nevertheless, the QMB Morning dataset has 106 visits in total,
and the map with maximum AMI score has 22 stations that make the over-segmentation
seem less severe. Furthermore, in Fig. 7.2 we can also see that many of the clusters are
visited only a limited amount of times, and the majority of these visits are assigned to
a small number of learned stations. This is in harmony with our assumption that over-
segmentation helps because it allows the model to generate new clusters for hard examples,
potentially leaving the good quality clusters unharmed. Figs. 7.11 show the learned map
with the correct amount of stations. The reduction in insertion errors is visible; the mapping
error increases in parallel with the number of erroneous views. The Lab station seems
to contain many alien views from different stations. Fig 7.11 illustrates example routes
learned on the OMB Morning dataset. It is important to emphasize that the example routes
where selected from a set of learned routes and their location on the metric map was
manually estimated. Due to the lack of route labels, it is not possible to assess the quality
of these.
We also build similar representations for all the three sessions from the DLM dataset.
Fig. 7.12 maps the Home Day session that only has two stations where despite the limited
station count, we can observe an interesting outcome that is open to discussion. Given
that in this case, the maximum AMI score is in line with the correct number of stations,
we make an exception and report a map with maximum AMI score beside a map with a
manually chosen station number. Fig. 7.12(a) shows the inferred map with 3 stations, and
interestingly, it seems to divide the Living room station into two stations that contain views
of the TV and the Piano, respectively. Since the TV and Piano are nearby, and one can be
reached from the other without significant transitional motion, our annotator merged those
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into a single station. However, it is hard to reject the Egomap solution with 3 stations as it
is indeed a sensible representation of the environment.
Figs. 7.13 and 7.14 show the learned map with the best AMI score and the correct
station number for the Office Day and the Working Day sessions in the DLM dataset
respectively. Similarily to the QMB Morning dataset, we can observe elevated insertion
error in the maps with the best AMI score and increased mapping error in maps with the
correct station number.
7.6 Discussion
Despite our best efforts, EgoMap has limitations. EgoMap is designed to be a non-
distractive and fully automatic SLAM solution that accompanies a user in his everyday life.
It is because of this non-distractive nature that it introduces extra complexity other methods
might not have to address. For example, as seen in Fig. 7.12(a), semantic ambiguity can
arise from the intentionally vague definition of a place. We note that such ambiguity can
be attributed to (1) the inaccuracy of detecting translational motion in arbitrary directions,
(2) the lack of a clear threshold on the amount of movement needed to end a visit and (3)
the lack of well-defined policy to choose our free parameter Tnew place that controls the
creation of new map nodes.
7.6.1 Translational Motion Detection
Our first problem could be easily solved by using a different modality, an odometer. Simi-
larly to [206] where an odometer was used to do importance sampling, an odometer could
provide measures for reliable thresholding and visit segmentation. However, we retain
from using such a modality in this thesis and rely entirely on visual cues. Nevertheless,









Fig. 7.10 Map generated on (a)(b) the first and (c) (d) the second floor of the building from
the QMB Morning dataset with the highest AMI score. (a)(c) show the matched stations








Fig. 7.11 Map generated on (a)(b) the first and (c) (d) the second floor of the building from
the QMB Morning dataset with the correct number of learned stations. (a)(c) show the
matched stations and mapping errors and (b)(d) show insertion errors.
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Fig. 7.11 Example routes generated on the QMB Morning dataset.
7.6.2 Thresholding Movement
The threshold on the user’s movement determines when a visit starts and ends, essentially




Fig. 7.12 Map generated from the DLM dataset using the Home Day session (a) with the





Fig. 7.13 Map generated from the DLM dataset using the Office Day session (a) with the





Fig. 7.14 Map generated from the DLM dataset using the Working Day session (a) with
the highest AMI score (b) with the correct number of stations.
metric constraints on the environment. For example, Luis et al. [125] considered a 40cm
by 40cm grid system with fixed centres and Fabmap [32] took images in 1.5 apart. On the
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contrary, we propose thresholding the user’s speed rather than the amount travelled so far.
The lower this threshold, the more stations are created and physical areas that one would
intuitively consider as a single station get split. It must be noted that such ambiguity is not
necessarily harmful as it does not affect EgoMap’s core functionality that is generating a
meaningful and sensible representation of the user’s world.
7.6.3 Selection Free Parameter: Tnew place
Given the limited number of dataset fit for our purpose, we were unable to comprehensively
validate our method proposed for selecting the right threshold Tnew place. However, having
other datasets available, one could select such a threshold based on the maximum AMI
score or on the correct station count. The chosen threshold can then be used to test
performance on other datasets.
7.7 Summary
This chapter evaluated Egomap on two different datasets and the results were analyzed
in detail using both quantitative metrics and qualitative visualisations. We concluded that
modelling transition did not have a measurable effect on the performance; meanwhile,
the hierarchical representation incorporating view graphs provided a notable performance
boost. We also evaluated our automatic segmentation algorithm through qualitative motion
analysis and concluded that its performance is sufficient for our application.
We noticed that over-segmentation tends to help in terms of the AMI score and argued
that it could be attributed to Egomap being able to separate hard examples preventing early
errors, leading to fatal consequences due to the online nature. We strengthened this belief
by comparing maps with best AMI score and correct station numbers.
We also highlighted the ambiguous nature of the problem we address in this thesis by
highlighting a controversial example in the Home Day of the DLM dataset. We argued




8.1 Summary of Contributions
We used the ACE-LP project as a motivating example through out of the thesis but we
highlight that our research is more general, and its application is not limited to supporting
communication. This thesis makes contributions in two areas:(1) we consider identification
from the perspective of face recognition that is tackled through deep learning, and (2) we
address localization by proposing a novel mapping and localization framework that models
the world from a human-centred perspective.
8.1.1 Identification
cam-softmax
Our incentive was to create a face recognition system for identification that can detect
and recognize a group of enrolled individuals while rejecting others. We argue that the
open-set assumption differentiates face recognition from other well-known classification
tasks in their requirement, for instance-level recognition; hence the relevant component
of the conventional deep learning pipeline must be altered accordingly. We introduced a
heuristic modification, cam-softmax, to the final layer activation’s that (i) leads to deep
feature spaces exhibiting high intra-class compactness and inter-class separability, and
(ii) facilitates learning from noisily labelled training data in Chapter 3. Furthermore,
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we presented a method to automatically tune the main hyperparameter of the method in
avoiding the need for time-consuming parameter search.
Face Recognition and cam-softmax
We carried out pair matching experiments on LFW [70] and the YTF [185] but recognize
that pair matching performance is essential but often exaggerated; it is vital to report
measures specific to real-world problems. To reflect on expected performance as part
of the ACE-LP prediction system, we report open-set performance on LFW following a
well-defined protocol. To study our softmax modification performance in the presence of
labelling noise, we corrupted Fashion-MNIST and Casia-WebFace training datasets by
mislabelling examples and showed that cam-softmax exhibits robustness.
8.1.2 Egocentric Localization and Mapping
Novel SLAM Challenge
We formulated a new person-centric SLAM challenge and described a modular, hierarchi-
cal, probabilistic framework to tackle it. Unsupervised, sequential learning of semantic,
user-specific maps from first-person video enabled the user to be localized in terms of
locations that they frequent. These maps represent a network of visited locations and
model each location as a network of views. We contributed a dataset and described suit-
able metrics for evaluating performance on this problem regarding map correctness and
localization-based retrieval.
We discussed existing datasets in detail, including SLAM and egocentric datasets, and
few fit our challenge. As a contribution of this thesis, we recorded a 4 hours long dataset,
the QMB Morning dataset, that documents scripted sessions over five mornings on the
university campus and contains substantial stations and loop-closures. We report results on
our data set and on the DLM [120] dataset.
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EgoMap
We designed Egomap, an abstract SMAL framewrok that supports personalized mapping
a localization, of which we show a specific implementation. Our EgoMap implemen-
tation differentiates between stationary and translational places termed as stations and
routes, respectively. Transitions between station visits were detected using a qualitative
motion analysis method, and localization-based retrieval results suggest that this worked
sufficiently well.
EgoMap Evaluation
To evaluate Egomap, and systems attempt to address similar challenges we suggested three
metrics: AMI, ARI and a custom confusion matrix. Mapping performance is expressed
with AMI as it tends to measure how well the predicted map approximates the ground
truth map. ARI reflects on the ability to re-identify previously visited stations; hence
we associate such measure with localization performance. We also introduced a custom
approach to calculate a confusion matrix that indicates the system’s expected capability to
retrieve relevant data; this is particularly important in our motivation application.
8.2 Recommendations: cam-softmax
8.2.1 Training and Testing on Different Data Sets
We trained our face recognition system on the CASIA-Webface datasets and tested on both
LFW and YTF using different protocols to cover different real-world scenarios. However,
other datasets could be used either for training or testing.
MegaFace [112] released a dataset designed to support training with 4.7 million
labelled identities. Despite the labelling process lacking sufficient quality control, it is
widely used in the community. Furthermore, given the presumably substantial labelling
error, it would be interesting to study cam-softmax’s performance. MS Celeb 1M [61] also
has an extensive training dataset with 10M training images.
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We reported pair matching and open-set recognition results of cam-softmax to compare
to existing methods and to estimate its real-life performance in the context of ACE-LP.
However, we omitted closed-set recognition performance, which could provide further
insight into our novel modification’s performance. For example the MS-Celeb-1M [61]
sets out a challenge to recognize 1000 subjects from a single image each. MegaFace
[108] introduces the idea of distractors and promotes selective classification that allows
the model to reject hard examples. Although selective classification differs from open-set
classification, the results could still provide value.
8.2.2 Different Domains
We trained and tested our deep network’s face recognition performance, but further experi-
ments on different domains could consolidate our results. However, one might proceed
with caution applying cam-softmax on an arbitrary classification task. Face recognition is
somewhat unique in terms of its requirement to discriminate specific objects at an instance
level. Furthermore, cam-softmax takes into consideration that never seen instances might
appear during test time; hence it encourages features that are generic in terms of identity.
Other classification problems often lack these characteristics. Place recognition is another
real-world problem that involves an extensive amount of exemplar images. For example,
the widely used Places [204] dataset has more than 400 scene categories with 10M images.
However, category-level recognition is often required as opposed to instance level discrim-
ination. Furthermore, the problem suffers from a large overlap between categories that
might cause convergence difficulties when cam-softmax margin is enforced on the feature
space.
8.2.3 Automatic Parameter Tuning
Although we briefly discussed (see Chapter 3) reducing automatically our free parameter
c during training, there is space for improvements. Furthermore, we considered c to be
the same for all the classes; however, some argue that class imbalance in the training set
demands the margin parameter to be selected class-wise. The findings of AdaptiveFace
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[92] suggest that classes with low sample count might need a larger margin than those with
many samples. AdaptiveFace’s margin parameters are updated during backpropagation
in contrast with Fair loss [91] that relies on a separate mechanism to update the margin
parameter. Both of these methods can be incorporated into cam-softmax without the need
for extensive modification. We leave the adaption of AdaptiveFace’s and Fair loss’s method
to tune our free parameter c to future work.
8.3 Recommendations: Egomap
8.3.1 Use of Different Features
The Egomap framework is designed to support any features as long as two requirements
are fulfilled. First, there must be a well-defined way to represent a view model and perform
the update in the light of new features. Specifically, in Sec. 5.4.4 we use the mean of all
features observed at the same view to generate a view model. The second requirement is
to define the view likelihood P(zt |vt) that yields the probability of an observation given
a particular view model. We assume that each feature in our binary representation is
generated by a specific object appearing in the query image. The view likelihood is
then given by the joint probability of feature presence and absence with independence
assumption.
In the view representation and likelihood function, we used a quantized binary bag-
of-visual-words descriptor. Although such feature descriptors enjoy success in various
SLAM systems, they have limitations. Due to the large dimensionality of the binary
feature vector, we find that matching likelihoods for two similar and two dissimilar images
are too far apart in the log space, often resulting in saturated probabilities. Future work
could focus on finding representations where the computed likelihoods result in ‘softer’
probabilities. Furthermore, we note that using a mean-field approximation for views can
result in representations at different locations that are inconsistent at a semantic level.
Future work could further explore dynamic creation and merging of view nodes and of
location nodes. The use of a more extensive dataset is also part of our plan.
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Stepping away from a binary descriptor, the calculation of the likelihood becomes less
evident. One might assume that a straight forward upgrade might be using CNN features
given the method’s dominance in machine learning for computer vision. Dongdong et al.
and Zhang et al. [43, 196] showed that deep features are satisfactory to conduct the SLAM
challenge. Although a similar approach could be taken in Egomap, it must be noted that
our framework requires the likelihood function to be specified. Inferring P(zt |vt) when
zt is a non-binary feature vector yielded by a deep CNN model is not straight forward.
One technique could be fitting a model to data points that are acquired from labelled
examples in practice. Such an approach would require a large amount of image data that
are labelled as the same or different. Besides the fact that the collection of such a dataset
would be time-consuming, the labelling process would also demand a precise definition
of a view that we intentionally avoided. The use of particular features directly affects
view interpretation, e.g. views discovered by the use of rotation invariant features might
be substantially different from those by using a feature that is sensitive to such change.
Nevertheless, it is still an interesting proposal to use a CNN for feature extraction and
worthy of exploration.
8.3.2 Correction Mechanism
We acknowledge that there are specific real-life scenarios where Egomap could potentially
fail. Imagine a multi-purpose room with different facilities such as the 3D lab station in the
QMB Morning dataset used for 3D printing and electronics. It is conceivable that the user
visits such a station multiple times, each with different purposes. There is a chance that
different locations exhibit different visual characteristics, and the lack of overlap between
these could lead to the creation of separate nodes in our map. When the user inevitably
visits the station with multiple purposes, the system will be uncertain. The opposite could
also happen when, due to visual aliasing and system imperfections, different stations are
clustered together. Due to the system’s online nature, an error is propagated forward in
time, from which the system will never recover. Note that whether the extreme scenarios
mentioned above are considered erroneous or not depends on the application.
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We conclude that to use the system effectively for extended periods, there should be a
correction mechanism. A potential correction mechanism could operate offline and merge
clusters with a sufficient amount of overlapping views. The merger of two stations could be
decided after conducting hierarchical clustering. Such clustering would operate on a set of
observation likelihoods, and that it would use a cutoff threshold similarly to Egomap. The
value of the threshold could be matched with the new view threshold Tnew view; however,
the amount of overlap required for station merger is open for discussion.
8.3.3 Definition of Places and Views
In this thesis we intentionally avoided binding the concept of views to a concrete definition.
Similarly we did not give a well constrained definition of places, instead we tied its concept
to user actions. Alternative definition of these concepts can be argued for and here we give
examples of those.
Crowdsourcing
So far, we defined places as areas in the user’s world where he travels to accomplish
a specific task. For example, we labelled the ’Kitchen’ area as a place because the
user walked there to make breakfast or drink tea. A different approach would be to use
crowdsourcing platforms and let people annotate the data with their own understanding
of a place. Clearly, one might face a challenge in the wording of the instructions that the
crowd workers receive. Another approach could be to label physically separated (e.g. with
a wall) as different places. However, such clear separation not always exists and the notion
of such separation is closely tied with the geometry of the surrounding that we intentionally
avoided reconstructing.
Extra Constraint
One might intuitively imagine that two consecutive frames could belong to the same
view if there is no substantial camera motion. This could indeed be a fair assumption
especially considering the BOVW features we used in this thesis; however, it would make
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an explicit assumption about what a view is and remove the freedom of changing the
features arbitrarily. Consider a hypothetical feature that is highly sensitive to light change;
such a feature would immediately generate a separate view when light intensity suddenly
changes (e.g., switch off the light). However, the new view constraint would prevent such
behaviour, effectively overriding the interpretation of a view that so far determined by the
chosen feature. Such constraint is possible and could lead to performance improvements;
however, it must be used cautiously.
8.3.4 Further Dataset
The number of available egocentric datasets that fit our novel personal semantic mapping
and localization challenge is limited. We iterated through most of the available egocentric
datasets in Chapter 6. We noted key deficiencies that make them unfit for our purpose—the
difficulty of recording these datasets that contributes the most to the deficit. For example,
consent must be taken from those that participate in the recording, making it especially
difficult to capture public places. Datasets captured in public places seems to be systemati-
cally disappearing from their official websites, e.g., [46]. In Chapter 2 Section 2.4 we give
more detail on ethical issues related to capturing faces.
Given the shortage of good quality datasets, we planned to extend our QMB Morning
dataset by recording at least another 5 sessions on the university campus. However, due to
the unfortunate circumstances caused by the COVID-19 pandemic, access to the university
campus has been restricted, and recording videos have become problematic. We postponed
the video capture until the end of the pandemic.
8.4 Discussion
8.4.1 EgoMap in The World Of SLAM
We presented a unique personal localization and mapping system that can build a semanti-
cally meaningful topological representation of the user’s world. Our system offers superior
automation capability when compared with certain systems [10, 30] as it requires no
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human intervention. System with similar level of independence either use extra modalities
[8, 9, 25, 110] , or computationally expensive 3 dimensional reconstruction [37, 105] while
fail to capture the environment from a semantic perspective.
On the other hand, SLAMs that offer higher-level user control can function well in
some situations. For instance, Aoki et al. [10] require the user to signal the system when
the user enters or leaves a place of interest. Such supervisory signal is necessary to enrol
new places, and its use can slowly be negligible but can never be fully omitted. Such a
system does not suffer from ambiguities since the notion of a place is directly controlled
by the user.
Importantly, as we discussed in the previous section, EgoMap in its presented form has
the potential to fail during real-life deployment, mainly when used for an extensive duration.
Its online nature can exaggerate a mistake that can become exponentially harmful as the
system is operated from which the system has no opportunity to recover. We highlighted
the need for a correction mechanism that is run periodically correct such mistakes and
mitigate their effect. Methods that formulates the localization as a supervised classification
task [51, 131, 119] have a fixed number of places enrolled before deployment do not suffer
such problem but offer a significantly less flexible solution.
8.4.2 Achievements and Future Work
So far, especially for mapping, we considered a sizeable head-mounted camera that is
highly distractive when the user is engaged in social interaction. Devices advancing in
the market such as Google Glass and Tobii Glasses show massive potential with their
compactness and unobtrusive design. The early success of 5G technology allows fast
data transfer, potentially paving the way for a new era where lifelogging is done through
good quality live streaming. Future work could exploit these technologies to perform
real-time assessment hence real-time assistance for a user. A prototype has been designed
and deployed as part of the ACE-LP project where chest-worn mobile phone ensured
uninterrupted video streaming to a vision server. The vision server analysed the incoming
video stream in terms of conversational partner identification, and the conclusion was used
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to drive more accurate language prediction. The system used a face recognition module
based on the method presented in this thesis. The prototype was live demoed on BBC Click
(the session was recorded live at the V&A Dundee) and its success shows the enormous
potential lying ahead.
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Appendix A
QMB Morning Dataset Scripts
We recorded our dataset following loosely defined scripts. We share these scripts in Tables
A.1-A.6. Table 6 provides a mapping between location labels and location names.
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Location Activity
A Enter at front of building
B Start printing 3D object
C Boil water
B Check printing progress
C Make coffee
B Check printing progress
C Collect coffee
D Read magazine
B Check printing progress
D Read magazine
B Check printing progress
D Read magazine
C Wash mug
B Check printing progress
D Read magazine
B Check printing progress
E Login to computer
C Get water
E Start a word document
B Check object
E Check object
B Check printing process
E Save file and print
F Collect printed document




B Check printing progress
D Admire printed object
A Exit at front of building
31 Visits
Table A.1 Script for video 1.
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Location Activity
A Enter at front of building
B Start printing object
C Boil water
B Check object progress
C Make coffee
B Check printing progress
D Read magazine
B Check printing progress
D Read magazine




B Check printing progress
E Do some computer work
C Get water
E Do more computer work
C Get more water
E Do more computer work
C Wash glass
E Do more computer work and print it out
F Collect printed document
E Adjust document and print again
F Collect printout
E Log off
B Check printing progress
D Read printout
A Exit at front of building
28 Visits
Table A.2 Script for video 2.
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Location Activity
A Enter at front of building
C Open breakfast
I Get bowl and spoon








C Collect coffee and breakfast
D Drink coffee, eat breakfast
C Wash up
E Do some computer work and print it out
F Collect printout
E Do more computer work and print it out
F Collect printout
E Log out
A Exit at front of building
20 Visits
Table A.3 Script for video 3.
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Location Activity
A Enter at front of building









B Finish preparing tools for soldering
E Print out a guideline for soldering
F Collect printed document
E Print it again due to failed printing
B Put tea down
G Collect printed document
I Realize you did not want to go here
H Get a pen
E Log off
B Practice soldering
C Wash up and get some water
B Continue soldering
E Do some handwriting
H Get cutting nippers
B Finish soldering
E Do more handwriting
H Return cutting nippers and pen




A Exit at front of building
32 Visits
Table A.4 Script for video 4.
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Location Activity
A Enter at front of building
B Search for an object to be printed in 3D
C Make coffee
D Read magazine
B Find an object and start 3D printing
E Do some computer work
B Check object progress
E Do more computer work
B Check object progress
E Do more computer work and print it out
B Check object progress
G Collect printed document
B Get mug
E Print it out again
G Collect printed document
H Get a pen
E Do more computer work
C Wash up
B Check object progress
E Do more computer work and print it out
G Collect printed document
E Do more computer work
B Check object progress
C Get water
E Do some handwriting
H Return pen
E Do more computer work and print it out
G Collect printed document
B Check object progress
E Browse the internet
C Wash up
E Log off
B Wait for the object to be printed
D Read magazine
B Collect and admire the printed object
A Exit at front of building
36 Visits












Table A.6 Location label mapping.
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