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Abstract—The problem of blind separation of statistically inde-
pendent sources from instantaneous mixtures, using the efficient
framework of independent component analysis (ICA), has been
widely addressed in the literature. In this letter, the authors pro-
pose a sequential blind signal extraction algorithm that attempts to
identify smooth sources in instantaneous mixtures. The approach
incorporates smoothness constraints in the traditional negentropy
cost function to extract smooth components, using an approximate
second-order optimization method.
Index Terms—Constrained ICA, fastICA, independent compo-
nent analysis (ICA), smoothness constraint.
I. INTRODUCTION
LET model obser-vation signals that monitor a phenomenon and also
model factors that influence the
monitored phenomenon. In this study, each factor influences the
observing signals instantaneously, and possible corruption by
additive noise is considered insignificant. The following model
connects the observed with the source signals:
(1)
where is a full-rank mixing matrix denoting instantaneous
transmission. The mixing matrix will be considered square (i.e.,
) in our analysis.
The source separation problem is to estimate the underlying
factors , given the observation signals and some general
statistical priors for these factors. Introducing the assumption
of statistical independence between the source signals led to
the development of independent component analysis (ICA) [4].
One can separate non-Gaussian sources, using different inter-
pretations of statistical independence. Some methods interpret
statistical independence as maxima of non-Gaussianity and per-
form separation by estimating the directions of the most non-
Gaussian components using kurtosis or negentropy.
In several applications, it is essential to identify signals with
specific temporal properties along with independence. Smooth-
ness can be imposed as a desired signal property, especially
when identifying components in an environment with interfer-
ence. In electrocardiogram (ECG) and EEG signals, the elec-
trodes pick up several interfering signals that might satisfy the
non-Gaussianity criteria of ICA algorithms; however, they may
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not convey useful information. Instead, components that have
some “smooth” temporal structure (slowly varying profile) may
need to be identified in the mixture.
The identification of signals with special properties can al-
ways be performed as a postprocessing step after a conventional
source separation algorithm. However, adding a constraint to
the estimation criterion can identify the desired components
with some additional computational overhead but without sep-
arating and testing all present independent components, espe-
cially when is large. The concept of constrained ICA has been
previously introduced in [6], however, in the concept of global
search for independent components that resemble several refer-
ence signals. In [1], the extraction of components with temporal
periodic structure is introduced assuming a priori knowledge of
the sources’ autocorrelation function.
In this letter, we derive a negentropy-based deflation signal
extraction algorithm [5] with smoothness constraints. The extra
smoothness constraint is incorporated in the original negentropy
cost function, using Lagrange multipliers, in order to identify
smooth components. The proposed approach derives an approx-
imate Newton-step algorithm, following the approximation and
derivation of FastICA [5].
II. SOURCE SEPARATION OF SMOOTH SIGNALS
A. Definition of Smoothness
In mathematics, a function is defined as smooth when it is
infinitely (indefinitely) differentiable, i.e., has derivatives of all
finite orders. Here, the definition of smoothness is extended to
describe signals that feature a slowly varying temporal structure.
This can also be described by absence of high-frequency content
in the Fourier transform domain. In order to avoid possible pro-
cessing of complex numbers and the additional computational
complexity of a transformation, temporal criteria are defined to
describe smoothness.
The consecutive samples of a slowly varying (“smooth”)
signal should not be much different on average. Equivalently,
the rate of change (usually described by the first derivative)
should be relatively small. Consequently, a signal can be
considered smooth, if the following condition holds:
(2)
where is empirically set. This definition simply
states that the squared difference between two successive sam-
ples cannot exceed a portion of the average squared amplitude
of the signal. Similarly, the average rate of change (first deriva-
tive) in square should not exceed a percentage of the signal’s
energy (variance, in the case of zero-mean signals).
However, this definition may not necessarily be an adequate
criterion to identify smooth components in a linear mixture. If
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there are many smooth components, any linear combination of
them may also satisfy the smoothness condition, as well as the
individual components. Therefore, the extra assumption of in-
dependence is needed, so as to identify only the original smooth
components.
B. Principal Component Analysis
A principal component analysis (PCA) step will orthogo-
nalize (decorrelate) and normalize the data to unit variance
[4]. Assuming zero-mean signals, the prewhitening matrix
is formed by the eigenvectors of the covariance matrix
and scaled by the inverse square root of their
corresponding eigenvalues. The “whitened” data are given by
(3)
where . Decorrelation is not sufficient to separate
independent signals [4]. In order to extract smooth
components from the mixture, we need to estimate projec-
tion operators
(4)
C. Smooth Signal Extraction
The next step is to formulate a cost function that will
be able to identify smooth orthogonal projections. The main cri-
terion for the separation will be non-Gaussianity, expressed in
terms of negentropy. The smoothness criterion will be added as
a constraint to the optimization problem. The non-Gaussianity
cost function is defined [5]
(5)
where is a non-quadratic function, and is a zero-mean unit-
norm Gaussian variable. The smoothness criterion is defined by
the following cost function:
(6)
Defining , the above equation is written
as follows:
(7)
In addition, we have to ensure that we are only performing rota-
tion and not any scaling deformation. Therefore, we impose the
following unit-norm constraint to the estimated components :
(8)
Consequently, the inequality constrained optimization problem
is the following:
(9)
subject to (10)
(11)
The inequality constraint in (10) can be replaced with the
equality constraint , as introduced for
solving zero tolerance problems (ZTPs) [2]. To solve this
equality constrained optimization problem, the method of
Lagrange multipliers is employed. The objective is to formulate
an approximate Newton-type method, following a derivation
similar to the original FastICA algorithm [5], [6]. As tradition-
ally performed by these methods, the unit-norm constraint (11)
is enforced by projection of the estimated on the unit-sphere
in each iteration (12); therefore, it is not considered in the
optimization cost function
(12)
The constrained optimization problem is transformed to an un-
constrained maximization problem, using the Lagrangian func-
tion
(13)
The above optimization problem is addressed using alternate
optimization. Hence, estimates for and are updated in an
alternating manner. That is, given the current estimate for , a
new estimate for is calculated, and given the estimate for ,
we update . Following the strategy proposed in [8], we perform
gradient ascent to update and gradient descent to estimate
(14)
(15)
where are the corresponding learning rates, and de-
notes the new estimate of . To accelerate the estimation of ,
we can use an approximate Newton step to replace the gradient
ascent optimization method. A Newton-step is given by the fol-
lowing update:
(16)
where, in this case, the gradient vector and the Hessian matrix
are estimated, using the following updates (see the Appendix):
(17)
(18)
where . After calculating the es-
timate for , we calculate estimates for the Lagrange multiplier
via (15) and then normalize the unmixing vector to unit-norm
via (12).
The same procedure can be used to extract other smooth com-
ponents that exist in the linear mixture. The above rule is ran-
domly re-initialized but should not converge to the same com-
ponent. As all solutions lie in an orthonormal structure, due to
prewhitening, the new components should always be orthogonal
to the already estimated components [5]. Hence, the update for
the th component should always be orthogonal to the space
spanned by the vectors
(19)
where .
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Fig. 1. (Left) Four artificial input sources. (Middle) Four mixed signals mixed
using the matrix in (20). (Right) Two “smooth” sources (sine-wave and expo-
nential sawtooth) identified by the proposed algorithm.
The proposed method resembles constrained ICA, proposed
in [6]. The difference is that the inequality constraint is treated
as a ZTP problem that results in a simpler approach and
seems to be stable. In addition, the proposed constraint aims
at separating “smooth” components, instead of components
that follow some reference signals. Moreover, the proposed
smoothness constraint can also be formulated as one-lag au-
tocorrelation, and therefore, one can find connections with
second-order methods that exploit time-structure, such as
AMUSE [7]. Nonetheless, the proposed combination of negen-
tropy and second-order information generally avoids several
shortcomings of second-order methods, such as susceptibility
to Gaussian noise and non-distinct eigenvectors of the lag-co-
variance matrix for certain time-lags [4].
III. EXPERIMENTS
To evaluate the performance of the proposed algorithm, we
create an artificial mixture of four signals, using the following
random mixing matrix . We used two Laplacian noise signals
and two “smooth” signals, a sinusoidal signal of normalized fre-
quency rad/sample, and an exponentially decaying saw-
tooth signal (see Fig. 1), providing a valid example of slowly
varying temporal profile, compared to the Laplacian noise sig-
nals. The exponential saw-tooth signal demonstrates that the
source signals may not necessarily be periodic. The dataset con-
sisted of 2000 samples of each source
(20)
The proposed algorithm is used to identify and separate the
two “smooth” signals from the mixture. We used a random ini-
tialization of , a learning rate for sub-
Gaussian sources, , and an initial value for
the Lagrange multiplier. In addition, the non-quadratic function
was used in the adaptation of . The algo-
Fig. 2. (Top) Convergence of the estimated unmixing vectors w and (bottom)
the Lagrange multiplier  for the two sources.
rithm managed to isolate the two desired signals (see Fig. 1) with
signal-to-noise ratio of 36.08 and 35.3 dB, respectively. The
convergence performance of the algorithm is depicted in Fig. 2
(top), in terms of . The algorithm features similar per-
formance with random selection of the mixing matrix and sev-
eral smooth synthetic signals. The performance is similar to the
FastICA algorithm, despite the addition of another constraint.
The estimation of the Lagrange multiplier is slower, due to
the gradient update. The algorithm converges even for random
initializations of ; however, different choices for will influ-
ence the speed of convergence. The algorithm also converges,
in the case that is estimated during the adaptation; however,
the convergence seems to be less smooth and fast, compared to
the previous case.
The choice of can also influence the selection of different
smooth components. Some values of may not fulfill the
smoothness constraint for several desired components. In the
previous synthetic example, we estimated the “smoothness”
of the two smooth components . We
measured for the sine wave and
for the exponential saw-tooth. Using the same initial values for
and as previously, a choice for will extract both
smooth components. A choice for will extract only the
exponential saw-tooth, as the sine-wave does not approximately
fulfill the smoothness constraint. This shows that selectivity of
smooth components is possible, using different values for .
The algorithm is also applied on some real biomedical data.
The ECG of a pregnant woman, used in [1] and initially dis-
tributed by De Moor [3], is processed by the proposed algorithm.
The source separation problem is to separate smooth ECG com-
ponents, belonging to the mother or the fetus, because they are
mixed in the observation signals. The eight input signals are de-
picted in Fig. 3. The same initial values for and were used;
however, was set to 0.4, due to previous smoothness measure-
ments of the independent components. The algorithm managed
to identify two components, describing the ventricular activity
of the mother and a third component capturing both the ventric-
ular and the atrial activity of the fetus (see Fig. 4).
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Fig. 3. ECG signals taken by abdominal (x   x ) and thoracic (x   x )
measurements from a pregnant woman [1], [3].
Fig. 4. Three smooth components extracted. The first two describe mainly the
ventricular activity of the mother, and the third describes the heart activity of
the fetus.
Finally, in the case that the number of requested “smooth”
components is greater than their actual number, the algorithm
tended to identify as extra “smooth” components either the
Laplacian noise sources in the synthetic example (as the ne-
gentropy term dominated the constraint) or synthetic mixture
components that were not independent in the biomedical
example. For more accurate results, the actual number of
“smooth” sources should be known.
IV. CONCLUSION
In this letter, the authors have extended current work in ICA.
A novel constraint was imposed on the negentropy cost function,
employed in the original FastICA algorithm, in order to identify
“smooth” components (components of slowly varying temporal
profile) in instantaneous mixtures. The proposed algorithm im-
poses the constraint using Lagrange multipliers, leading to an
approximate Newton method that features the stability and per-
formance of the original FastICA algorithm, with a small delay
in convergence due to the adaptation of the Lagrange multiplier.
APPENDIX
The first- and second-order derivatives of and
are calculated, as follows:
(21)
(22)
where is the sign of the expression ,
which can be either manually set or estimated during the adapta-
tion. The above approximation is viable, due to the prewhitened
solution space [5]. The function can be expressed, as
follows:
if
if (23)
Therefore, one can derive the following derivatives:
(24)
(25)
where
(26)
(27)
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