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Abstract. In this paper, we develop an iteration free backward semi-Lagrangian method for
nonlinear guiding center models. We apply the fourth-order central diﬀerence scheme for the Poisson
equation and employ the local cubic interpolation for the spatial discretization. A key problem
in the time discretization is to ﬁnd the characteristic curve arriving at each grid point which is
the solution of a system of highly nonlinear ODEs with a self-consistency imposed by the Poisson
equation. The proposed method is based on the error correction method recently developed by the
authors. For the error correction method, we introduce a modiﬁed Euler’s polygon and solve the
induced asymptotically linear diﬀerential equation with the midpoint quadrature rule to get the error
correction term. We prove that the proposed iteration free method has convergence order at least 3 in
space and 2 in time in the sense of the L2-norm. In particular, it is shown that the proposed method
has a good performance in computational cost together with better conservation properties in mass,
the total kinetic energy, and the enstrophy compared to the conventional second-order methods.
Numerical test results are presented to support the theoretical analysis and discuss the properties of
the newly proposed scheme.
Key words. error correction method, backward semi-Lagrangian method, temporal discretiza-
tion, self-consistency, guiding center problem
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1. Introduction. The model problem we are concerned with is the guiding cen-
ter model, which was developed for an eﬃcient description of low-frequency turbulence
and resulting transport phenomena in strongly magnetized plasmas. Instead of trac-
ing the fast gyro-motions of charged particles under strong external magnetic ﬁelds,
the guiding center model follows the evolution of the center of the fast gyro-motions,
which allows an eﬃcient description of charged particle dynamics under relatively slow
electrostatic ﬂuctuations ωe  ω. Here, ω denotes the gyro-frequency of a charged
particle. If we suppose a uniform external magnetic ﬁeld and the plane perpendicular
to the magnetic ﬁeld, the density of the guiding centers of charged particles, which
are interacting with each other through self-consistent electrostatic potential, satis-
ﬁes the following form of nonlinear hyperbolic equation in the plane with a proper
normalization:
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620 X. PIAO, S. KIM, P. KIM, J.-M. KWON, AND D. YI
(1.1)
⎧⎨⎩
∂
∂t
ρ(t,x) +U(t,x) · ∇ρ(t,x) = 0, (t,x) ∈ [0, T ]× Ω,
ρ(0,x) = ρ0(x),
where x := (x1, x2), Ω = [x1,min, x1,max]× [x2,min, x2,max]. Here, ρ(t,x) denotes the
density of the guiding centers with a given initial function ρ0. The nonlinear advection
ﬁeld U(t,x) is deﬁned as
(1.2) U(t,x) =
[
U1(t,x), U2(t,x)
]T
:=
[
− ∂
∂x2
ϕ(t,x),
∂
∂x1
ϕ(t,x)
]T
for the self-consistent electrostatic potential function ϕ(t,x) satisfying the Poisson
equation with periodic boundary conditions in both directions x1 and x2:
(1.3) −
(
∂2
∂x21
+
∂2
∂x22
)
ϕ(t,x) = ρ(t,x).
Here, ρ, ϕ, and U are assumed to be suﬃciently smooth for the analysis. The three
equations (1.1)–(1.3) are coupled to each other and hence the problem is highly non-
linear with a self-consistency arising from the Poisson equation.
We note that the structure of the nonlinearity is generic for many hyperbolic
PDEs describing the dynamics of neutral ﬂuid and plasma. For example, Hasegawa–
Mima, Hasegawa–Wakatani, reduced MHD, and gyrokinetic equations for strongly
magnetized plasma have such nonlinearity emerging from various drift motions of
charged particles. Also, the two-dimensional incompressible Navier–Stokes equation
with the stream function ϕ possesses such nonlinearity, which has a wide application
in geophysical problems. Therefore, the model problem merits an eﬀort to develop a
numerical scheme for a broad application and also serves as an ideal test problem for
newly developed scheme.
There are a lot of numerical methods for hyperbolic PDEs; we mention the papers
[2, 7, 8, 10, 11, 12, 15, 16, 18, 20, 22, 23], which are not exhaustive. Numerical
methods for the simulation of hyperbolic PDEs range from Lagrangian type such as
the particle in cell (PIC) method to an Eulerian type based on a ﬁxed grid system
such as the ﬁnite volume method, the ﬁnite diﬀerence method, etc. Regarding the
issues of stable long time simulation of PDEs, these methods have their own merits
and weaknesses. For example, PIC methods show better conservation of key physical
quantities compared to the Eulerian schemes. Also, they are relatively free from
the CFL condition, which allows a larger size of time step with good advantages
for long time simulation. However, PIC methods suﬀer from small-scale noise which
accumulates and contaminates long time simulation result. Eulerian approaches such
as ﬁnite diﬀerence and ﬁnite volume methods resolve these short-scale noise issues
with grid-scale smoothing and dissipation. However, their CFL condition dictates a
very small size of time step for explicit schemes, which makes long time simulation
very costly. A semi-Lagrangian method tries to combine the advantages of both
approaches, i.e., control of small-scale noise with better conservation property and
larger time step size compared to the conventional Eulerian approaches.
For hyperbolic PDEs possessing time reversal symmetry, the so-called backward
semi-Lagrangian method (BSLM) is proved to be very powerful for low-noise ro-
bust simulation [7, 24]. For the BSLM, let us review the following relations. Let
π(s,x; t) := [π1(t), π2(t)]
T be the characteristic curve satisfying the ordinary diﬀer-
ential equation (ODE) given by
(1.4)
dπ(s,x; t)
dt
= U(t,π(s,x; t)), π(s,x; s) = x,
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where U is governed by the potential function ϕ. We introduce the Jacobian J(s,x; t)
between Lagrangian and Eulerian coordinates as
J(s,x; t) = det
(
∂π(s,x; t)
∂x
)
.
Then, it can be seen that
∂
∂t
J(s,x; t) = J(s,x; t)∇ ·U(t,π(s,x; t))
and the solution of (1.1) satisﬁes the equation ρ(t,π(s,x; t)) = ρ(s,x)J(s,x; t). Since
∇·U(t,π(s,x; t)) ≡ 0, the Jacobian is constant. Also, the mass conservation property∫
Ω
ρ(s,x)dx ≡
∫
Ω
ρ(t,π(s,x; t))dπ(s,x; t) =
∫
Ω
ρ(s,x)J(s,x; t)dx
gives that J(s,x; t) ≡ 1 and
(1.5) ρ(s,x) = ρ(t,π(s,x; t)).
Two essential structures of the BSLM can be explained with (1.4) and (1.5). One
is used to evolve the values of the density ρ along the characteristic curve using the
property (1.5). The other is used to ﬁnd the characteristic curve satisfying (1.4) with
a given initial value as the ﬁxed grid points. The former problem can be solved with a
technique of interpolation for the distribution function as well as a Poisson solver for
(1.3). One may use standard interpolation techniques such as cubic spline and Hermite
interpolations[3]. Also, there have been eﬀorts to develop nonoscillatory interpolation
method such as the piecewise weighted essentially nonoscillatory (WENO) method
[1, 21] and the semi-Lagrangian WENO method [19]. Compared to these eﬀorts to
improve the techniques of spatial-discretization and interpolation, little attention was
given to the temporal discretization and integration in BSLM. We note that for prob-
lems with explicitly known advection ﬁeld U, the implementations of various explicit
time integration schemes are relatively straightforward without any complexity from
iteration procedures to solve nonlinear equations [17]. However, the existence of a
self-consistency and resulting advection ﬁeld changes the situation signiﬁcantly.
A self-consistent electrostatic potential ϕ satisfying the Poisson equation (1.3)
determines the advection ﬁeld for the evolution of the density ρ. For BSLM, the
initial conditions for the time integration of the characteristic curves are given as
grid points at a future time step, while the density ρ for the evaluation of ϕ and
the advection ﬁeld is known at the present time step. Therefore, the application
of conventional time integration methods results in highly nonlinear self-consistency
relations, which require numerical procedures to solve nonlinear self-consistent initial
value problems. One popular method to solve the problems is an iterative scheme such
as the ﬁxed-point or Newton method. However, these iteration methods are prone to
error accumulation and, also without a proper initial guess, the spatial interpolations
of the potential and density increase computational costs for every additional iteration
step, which can be a serious issue for long time simulations.
This paper aims to develop a BSLM which is iteration free. We apply the fourth-
order central ﬁnite diﬀerence scheme for the Poisson problem (1.3) and use the local
cubic interpolation polynomial for the spatial discretization on each time integration
step. For an iteration free time discretization, we apply the error correction method
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622 X. PIAO, S. KIM, P. KIM, J.-M. KWON, AND D. YI
(ECM) recently developed by the authors (see [13, 14]) for solving the initial value
problem (1.4). The ECM is based on the Euler’s polygon on each time integration
step and the induced asymptotically linear ODE of ﬁrst order. To maintain the es-
sential properties of ECM, we introduce a modiﬁed Euler’s polygon and solve the
asymptotic ODE with the midpoint quadrature rule. This leads to an iteration free
method and overcomes the self-consistency. It is proved that the proposed method
has the convergence property O(h2 +Δx3 + Δx4h ) in the sense of the L2-norm, where
h is the uniform time step size and Δx is the maximum spatial grid size. In partic-
ular, it is shown that the proposed scheme has not only a good performance in the
computational cost but also better conservation properties in mass, the total kinetic
energy and the enstrophy compared with the existing second-order methods.
This paper is organized as follows. In section 2, we discuss the local cubic interpo-
lation technique and also a fast two-dimensional Poisson solver for solving (1.3) with
periodic boundary condition. Section 3 is devoted to the derivation of the ECM for
the time discretization. In section 4, we give a concrete analysis of the convergence
for the proposed scheme. Numerical simulations are performed in section 5 to give
evidence for the theoretical analysis in section 4. Finally, we provide some comments
and conclusions in section 6.
2. Local cubic polynomial and fast Poisson solver. This section aims to
give a brief review of the local cubic polynomial interpolation and discuss a fast two-
dimensional Poisson solver with fourth-order accuracy. The time and spatial domains
are assumed to be uniformly divided as follows:
(2.1)
0 = t0 < t1 < · · · < tM = T, tm = mh,
xk,min = xk,0 < xk,1 < · · · < xk,Nk = xk,max, xk,i = xk,0 + iΔxk,
where h := T/M is the uniform time step size, and Δxk := (xk,max−xk,min)/Nk (k =
1, 2) are the uniform spatial mesh sizes in xk directions, respectively. Let (x −
xi,j)
k,l := (x1 − x1,i)k(x2 − x2,j)l for grid points xi,j := (x1,i, x2,j) and Ci,j :=
[x1,i−1, x1,i]× [x2,j−1, x2,j ] be (i, j)th local cells. Also, let Γ1,i,j and Γ2,i,j be parts of
the boundary of the cells Ci,j deﬁned by Γ1,i,j := {x ∈ Ci,j |x1 = x1,i, x2,j−1 < x2 < x2,j}
and Γ2,i,j := {x ∈ Ci,j |x2 = x2,j , x1,i−1 < x1 < x1,i}, respectively. For a given func-
tion f(x) and the grid point xi,j , let Pi,jf(x) be a (i, j)th local bi-cubic interpolation
polynomial deﬁned by
Pi,jf(x) =
3∑
k=0
3∑
l=0
ck,l(x− xi,j)k,l, x ∈ Ci,j ,
which solves the interpolation conditions
Pi,jf(xk,l) = f(xk,l) := fk,l, i− 2 ≤ k ≤ i+ 1, j − 2 ≤ l ≤ j + 1.
Then, the explicit form of Pi,jf(x) is given by
(2.2) Pi,jf(x) = L(μ1,i)Mi,j(f)L(μ2,j)T ,
where L(μk,l) := 12
[
μk,l−μ3k,l
3 , μ
3
k,l + μ
2
k,l − 2μk,l, 2 + μk,l − 2μ2k,l − μ3k,l,
μ3k,l+3μ
2
k,l+2μk,l
3
]
,
μk,l :=
xk−xk,l
Δxk
, and
Mi,j(f) :=
⎡⎢⎢⎣
fi−2,j−2 fi−2,j−1 fi−2,j fi−2,j+1
fi−1,j−2 fi−1,j−1 fi−1,j fi−1,j+1
fi,j−2 fi,j−1 fi,j fi,j+1
fi+1,j−2 fi+1,j−1 fi+1,j fi+1,j+1
⎤⎥⎥⎦.D
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Using Pi,jf(x), the function f(x) deﬁned on Ω can be approximated by
f(x) ≈ Pf(x) :=
N1,N2∑
i=1,j=1
1Cij (x)Pi,jf(x), f := [f(x0,0), f(x1,0), . . . , f(xN1,N2)]T ,
whose truncation error has the magnitude O(Δx4), where Δx := max(Δx1,Δx2) and
1Cij denotes the indicator function. Note that the introduced local cubic polynomial
Pf(x) is continuous in Ω but not diﬀerentiable on the edge of the cells Ci,j . As the
approximation of the derivatives of f , we use the following approximations to avoid
nondiﬀerentiability of Pf(x) on edges:
(2.3)
Dβf(x) ≈ D˜βPf(x) :=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1
2
1∑
l=0
DβPi+l,jf(x) if β1 = 0, x ∈ Γ1,i,j ,
1
2
1∑
l=0
DβPi,j+lf(x) if β2 = 0, x ∈ Γ2,i,j ,
1
4
1∑
l=0
1∑
k=0
DβPi+l,j+kf(x) if β1 = β2 = 1, x = xi,j ,
1
2
1∑
l=0
DβPi+l,jf(x) if β1 = 0, β2 = 0, x = xi,j
1
2
1∑
l=0
DβPi,j+lf(x) if β1 = 0, β2 = 0, x = xi,j ,
DβPi,jf(x) otherwise,
where β = (β1, β2), βi = integer ≥ 0, with |β| = β1 + β2 ≤ 2, is a multi-index and
Dβu := ∂
|β|u
∂x
β1
1 ∂x
β2
2
. Here, we regard DβPi,jf(x) on the edge of the cell Ci,j deﬁned on
(2.3) as either the left derivative or the right derivative.
We now discuss a fast solver for the Poisson equation (1.3) with periodic boundary
conditions. In particular, for given approximations ρmi,j of the analytic solutions of
the density ρ at time tm and at the grid point xi,j , we are going to describe a fourth-
order central diﬀerence method to solve (1.3) at time tm. Also, we will describe an
approximation scheme of the advection ﬁeldU(t,x) based on the interpolation scheme
discussed above.
For convenience, let us denote ϕi,j(t) := ϕ(t,xi,j) and ρi,j(t) := ρ(t,xi,j) for each
grid point xi,j (0 ≤ i ≤ N1 − 1, 0 ≤ j ≤ N2 − 1). Then, employing the fourth-order
central ﬁnite diﬀerence for the second derivatives (for example, see [5]) given by
∂2
∂x21
ϕi,j(t) =
−ϕi−2,j(t) + 16ϕi−1,j(t)− 30ϕi,j(t) + 16ϕi+1,j(t)− ϕi+2,j(t)
12Δx21
+O
(
Δx41
)
,
∂2
∂x22
ϕi,j(t) =
−ϕi,j−2(t) + 16ϕi,j−1(t)− 30ϕi,j(t) + 16ϕi,j+1(t)− ϕi,j+2(t)
12Δx22
+O
(
Δx42
)
,
one may discretize the Poisson equation (1.3) as follows:
(2.4)
ϕi−2,j(tm)− 16ϕi−1,j(tm) + 30ϕi,j(tm)− 16ϕi+1,j(tm) + ϕi+2,j(tm)
12Δx21
+
ϕi,j−2(tm)− 16ϕi,j−1(tm) + 30ϕi,j(tm)− 16ϕi,j+1(tm) + ϕi,j+2(tm)
12Δx22
= ρi,j(tm) +O(Δx4).
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For convenience, let us deﬁne vectors φ̂
m
and ρ̂
m
by
(2.5)
φ̂
m
:=
[
ϕ0,0(tm), ϕ1,0(tm), . . . , ϕN1−1,0(tm), ϕ0,1(tm), . . . , ϕN1−1,N2−1(tm)
]T
,
ρ̂
m
:=
[
ρ0,0(tm), ρ1,0(tm), . . . , ρN1−1,0(tm), ρ0,1(tm), . . . , ρN1−1,N2−1(tm)
]T
and a matrix S by
(2.6) S := I2 ⊗R1 +R2 ⊗ I1,
where Ik is the Nk×Nk identity matrix and Rk is a sparse matrix whose (i, j) entries
are given by
(2.7)
Rk :=
(
Rk(i, j)
)
Nk×Nk
, Rk(i, j) = 1
12Δx2k
⎧⎪⎪⎪⎨⎪⎪⎪⎩
30 if i = j,
−16 if |i− j| = Nk − 1 or |i− j| = 1,
1 if |i− j| = Nk − 2 or |i− j| = 2,
0 otherwise.
The notation ⊗ denotes the tensor product. Then, one may get a system of equations
for (2.4) given by
(2.8) Sφ̂m = ρ̂m +O(Δx4).
Now, we deﬁne vectors φm and ρm by
(2.9)
φm :=
[
ϕm0,0, ϕ
m
1,0, . . . , ϕ
m
N1−1,0, ϕ
m
0,1, . . . , ϕ
m
N1−1,N2−1
]T
,
ρm :=
[
ρm0,0, ρ
m
1,0, . . . , ρ
m
N1−1,0, ρ
m
0,1, . . . , ρ
m
N1−1,N2−1
]T
.
Then, instead of solving (2.8) for ϕi,j(tm), we will approximate the solution ϕi,j(tm)
by ϕmi,j , which solves the system
(2.10) Sφm = ρm.
Notice that the matrix Rk is a symmetric circulant matrix and its eigenvalue
decomposition (see [4]) is given by
(2.11) Rk = QkΛkQTk ,
where Λk and Qk (k = 1, 2) are deﬁned by
(2.12)
Λk = diag(λk,1, . . . , λk,Nk), λk,j =
1
6Δx2k
(
cos
(4jπ
Nk
)
− 16 cos
(2jπ
Nk
)
+ 15
)
,
Qk =
(
q
(1)
k , . . . ,q
(Nk)
k
)
, q
(j)
k,l :=
1√
Nk
⎧⎪⎨⎪⎩
cos(2πjlNk ), 2j < Nk,√
2 cos(2πjlNk ), 2j = Nk or j = Nk,
sin(2π(Nk−j)lNk ) otherwise.
Recalling the property of tensor operator [9] and combining (2.6), (2.11), and (2.12),
we get
(2.13) Λφ˜ :=
(
I2 ⊗ Λ1 + Λ2 ⊗ I1
)
φ˜ = ρ˜,
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where
(2.14) φ˜ =
(
QT2 ⊗QT1
)
φm, ρ˜ =
(
QT2 ⊗QT1
)
ρm.
To speed up the computational time in solving the system (2.13) (or (2.10)), we
use the following property of the tensor product:
A⊗ Bu = BUAT ,
where A and B are any square matrices and U is a matrix constructed by reshaping
the vector u. For a detailed property and the computational eﬃciency of it, we refer
to [9].
Lemma 2.1. All eigenvalues λk,i deﬁned in (2.12) are nonnegative and the zero
eigenvalue occurs only when i = Nk. Furthermore, the positive eigenvalues can be
estimated by
(2.15)
16
3Δx2k
≥ λk,j ≥
( 2π
Lk
)2
− 1
90
( 2π
Lk
)6
Δx4,
where Lk = xk,max − xk,min and k = 1, 2.
Proof. The eigenvalue λk,j in (2.12) can be factorized by
(2.16) λk,j =
1
3Δx2k
(
cos(jα) − 1
)(
cos(jα)− 7
)
≥ 0, α = 2π
Nk
.
It implies that λk,j = 0 if and only if j = Nk. Further, when cos(jα) = −1, λk,j
has the maximum value 16
3Δx2
k
. To get a lower bound of λk,j , we ﬁrst note that
λk,j , as a function of jα, is increasing in (0, π) and decreasing in (π, 2π), which
can be easily seen from the derivative of the function. Also, λk,j = λk,Nk−j due to
cos(jα) = cos((Nk − j)α). Therefore, the minimum of positive eigenvalues are λk,1
and λk,Nk−1. Thus, λk,1 can be estimated with the Taylor series with Nk large enough
as follows:
λk,j ≥ λk,1 = α
2
Δx2k
− 1
90
α6
Δx2k
+
1
1008
α8
Δx2k
+O(Δx8k)
>
α2
Δx2k
− 1
90
α6
Δx2k
=
(2π
Lk
)2
− 1
90
(2π
Lk
)6
Δx4.
This completes the proof.
Remark 2.2. All diagonal elements of the matrix Λ deﬁned in (2.12) are of the
form λ1,i + λ2,j . Hence, Lemma 2.1 shows that only one of the elements of the
diagonal matrix Λ is zero, which implies the Poisson equation and the system (2.10)
has a unique solution up to a constant. To solve (2.13), we simply take the value 0
for the solution and ρ˜ of the corresponding position where the eigenvalue of Λ is zero
and replace the corresponding eigenvalue with nonzero data (for example, we take 1);
then the invertibility of matrix Λ will give a unique solution. The matrix obtained by
modifying the zero eigenvalue of S in the above sense is invertible, and let S† be the
inverse of the matrix. For simplicity, we call S† a pseudoinverse of S.
In this paper, we will study the convergence for the scheme we develop in the
sense of the L2-norm. To do this, we introduce the following convectional L2 and
discrete l2-norms as
(2.17) ‖f‖2 :=
√∫
Ω
f(x)2dx, ‖f‖l2,Δx := Δx
√√√√ N1∑
i=0
N2∑
j=0
f2i,j = Δx‖f‖2,D
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where ‖f‖2 is given by
(2.18) ‖f‖2 :=
√√√√ N1∑
i=0
N2∑
j=0
f2i,j
with f := [f0,0, f1,0, . . . , fN1,0, f0,1, . . . , fN1,N2 ]
T . Using the fact ‖f‖l2,Δx = ‖Pf‖l2,Δx
and the same technique used in Lemma 2.1 of [6], one can get the following equivalent
relation between the L2-norm ‖ · ‖2 and the discrete l2-norm ‖ · ‖l2,Δx:
(2.19) C1‖f‖l2,Δx ≤ ‖Pf‖2 ≤ C2‖f‖l2,Δx
for positive constants C1 and C2.
The following lemma gives approximation properties for the derivatives D˜βPf(x)
deﬁned by (2.3).
Lemma 2.3. For a given suﬃciently smooth function f(x), the approximate
polynomial D˜βPf(x) deﬁned by (2.3) has the approximation properties
‖Dβf(·)− D˜βPf(·)‖2 = O
(
Δx4−|β|
)
,
where 0 ≤ |β| ≤ 2.
Proof. It is easy to see that the approximations D˜βPf(x) deﬁned by (2.3) are
piecewise polynomials and bounded in whole cells of the computational domain.
Hence, D˜βPf(x) belong to the L2 space. Using (2.2) and ddxkμk,l = 1Δxk , it can
be easily shown that the relation
(2.20) Dβf(x) = D˜βPf(x) +O(Δx4−|β|)
is valid for the cases x in the interior of Ci,j or x ∈ Γ1,i,j , β1 = 0 or x ∈ Γ2,i,j , β2 = 0.
For the case x ∈ Γ1,i,j, the Taylor series expansion gives
(2.21)
D˜(1,0)Pf(x) = 1
12Δx1
([
1,−6, 3, 2]Mi,j + [−2,−3, 6,−1]Mi+1,j)L(μ2,j)T
=
1
12Δx1
2∑
l=−2
w1,l
[
fi−l,j−2, fi−l,j−1, fi−l,j , fi−l,j+1
]L(μ2,j)T
=
[
D(1,0)f(xi,j−2), D(1,0)f(xi,j−1), D(1,0)f(xi,j),
D(1,0)f(xi,j+1)
]L(μ2,j)T +O(Δx41)
= D(1,0)f(x) +O(Δx41)
and
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(2.22)
D˜(2,0)Pf(x) = 1
4Δx21
([
0, 2,−4, 2]Mi,j + [2,−4, 2, 0]Mi+1,j)L(μ2,j)T
=
1
Δx21
1∑
l=−1
w2,l
[
fi−l,j−1, fi−l,j , fi−l,j+1
]L(μ2,j)T
=
[
D(2,0)f(xi,j−2), D(2,0)f(xi,j−1), D(2,0)f(xi,j),
D(2,0)f(xi,j+1)
]L(μ2,j)T +O(Δx21)
= D(2,0)f(x) +O(Δx21),
where w1,l and w2,l are deﬁned by
w1,−2=1, w1,−1=−8, w1,0 = 0, w1,1 = 8, w1,2=−1, w2,−1 = 1, w2,0 = −2, w2,1 = 1.
In a similar way, we can show that
(2.23)
D˜(1,1)Pf(x) = D(1,1)f(x) +O(Δx3) if x = xi,j or x ∈ Γ1,i,j or x ∈ Γ2,i,j ,
D˜(0,1)Pf(x) = D(0,1)f(x) +O(Δx42) if x ∈ Γ2,i,j ,
D˜(0,2)Pf(x) = D(0,2)f(x) +O(Δx22) if x ∈ Γ2,i,j .
Summarizing (2.20), (2.21), (2.22), and (2.23), one can complete the proof.
From Lemma 2.1, it can be shown that the pseudoinverse S† of S is uniformly
bounded in the L2-norm as follows.
Lemma 2.4. The upper bound of ‖S†‖2 is estimated by
(2.24) ‖S†‖2 ≤ C1 := max
k
((2π
Lk
)2
− 1
90
(2π
Lk
)6
Δx4
)−1
.
Proof. Since S is symmetric, S† is symmetric. Hence, by the well-known fact
‖A‖2 =
√
λmax(A∗A) and Lemma 2.1, the matrix norm ‖S†‖2 can be estimated by
‖S†‖2 = max
k
( 1
λk,1
)
≤ max
((2π
Lk
)2
− 1
90
(2π
Lk
)6
Δx4
)−1
which completes the proof.
For the approximate solutions φm and ρm, let us assume that the cubic interpo-
lation polynomials Pφm(x) and Pρm(x) which solve
(2.25) Pφm(xi,j) = ϕmi,j , Pρm(xi,j) = ρmi,j , 0 ≤ i ≤ N1 − 1, 0 ≤ j ≤ N2 − 1,
are constructed. Then, we deﬁne the errors em and Em for potential ϕ(t,x) and
density ρ(t,x) at time t = tm, respectively, by
(2.26) em := ‖ϕ(tm, ·)− Pφm‖2, Em := ‖ρ(tm, ·)− Pρm‖2.
Then, we have the following lemmas.
Lemma 2.5. The errors em and Em deﬁned by (2.26) satisﬁes the inequality
(2.27) em ≤ C
(
Em +Δx4
)
for some constant C only depending on Lk.
D
ow
nl
oa
de
d 
03
/3
1/
15
 to
 1
14
.7
0.
7.
20
3.
 R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
628 X. PIAO, S. KIM, P. KIM, J.-M. KWON, AND D. YI
Proof. Using (2.17) and (2.19), one may have
(2.28) em ≤ ‖ϕ(tm, ·)−Pφ̂
m‖2+‖P(φ̂
m−φm)‖2 ≤ C
(
Δx4+Δx‖φ̂m−φm‖2
)
.
Combining (2.8), (2.10), and Lemma 2.4, one can prove that
(2.29) ‖φ̂m −φm‖2 = ‖S†(ρ̂m − ρm)‖2 +O(Δx4) ≤ C‖ρ̂m − ρm‖2 +O(Δx4).
From (2.17) and (2.19), substituting (2.29) into (2.28) gives the desired
inequality.
Lemma 2.6. For the solution ϕ(t,x) of (1.3), the cubic interpolation polynomial
Pφm(x) satisﬁes
‖Dβϕ(tm, ·)− D˜βPφm(·)‖2 = O
( Em
Δx|β|
+Δx4−|β|
)
,
where β = (β1, β2), βi = integer ≥ 0, with |β| = β1 + β2 ≤ 2, is a multi-index, and
Dβu := ∂
|β|u
∂x
β1
1 ∂x
β2
2
.
Proof. From (2.2),
dμk,l
dxk
= 1Δxk . Hence, combining Lemmas 2.3 and 2.5 directly
leads to the required result.
If we deﬁne
(2.30) Um(x) :=
[
−D˜(0,1)Pφm(x), D˜(1,0)Pφm(x)
]T
,
then Lemma 2.6 and (1.2) give
(2.31) ‖U(tm, ·)−Um‖2 = O
(
Em
Δx
+Δx3
)
.
Also, if we deﬁne
(2.32)
Uπ(tm,x) :=
(− ∂2∂x1∂x2 − ∂2∂x22
∂2
∂x21
∂2
∂x1∂x2
)
ϕ(tm,x), Jm(x) :=
(
−D˜(1,1) −D˜(0,2)
D˜(2,0) D˜(1,1)
)
Pφm(x),
then one can see that
(2.33) ‖Uπ(tm, ·)− Jm‖2 = O
(
Em
Δx2
+Δx2
)
.
Further, the following relation between Um and Jm is valid.
Lemma 2.7. For ﬁxed indices i and j, we assume that y is in a neighborhood of
x ∈ Ci,j, in particular y ∈
⋃
k=0,1
l=0,1
Ci+k,j+l. Then, it is valid that
(2.34) Um(y)−Um(x) = Jm(x)(y − x) +O
(
Δx3 +
(
y − x)2).
Proof. It is enough to prove the assertion for three cases: (i) y ∈ Ci,j , (ii)
y ∈ Ci,j+1, and (iii) y ∈ Γ2,i,j. A similar method can be applied to prove the assertion
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for the other cases. For the ﬁrst case y ∈ Ci,j , it is easy to see that the deﬁnition of
the piecewise cubic interpolation and the derivative D˜β yield
D˜(0,1)Pφm(y) − D˜(0,1)Pφm(x)(2.35)
=
[
D˜(1,1)Pi,jφm(x), D˜(0,2)Pi,jφm(x)
]
(y − x)T +O((y − x)2).
For the second case y ∈ Ci,j+1, one can also get that
(2.36)
D˜(0,1)Pφm(y) − D˜(0,1)Pφm(x) = D(0,1)Pi,j+1φm(y) −D(0,1)Pi,jφm(x)
=
(
D(0,1)Pi,j+1φm(y)−D(0,1)Pi,jφm(y)
)
+
(
D(0,1)Pi,jφm(y) −D(0,1)Pi,jφm(x)
)
=
[
D˜(1,1)Pi,jφm(x), D˜(0,2)Pi,jφm(x)
]
(y − x)T +O
(
Δx3 + (y − x)2
)
.
Finally, for the case y ∈ Γ2,i,j , combining (2.35), (2.36), and (2.3) leads to
(2.37)
D˜(0,1)Pφm(y) − D˜(0,1)Pφm(x)
=
1
2
(
lim
z→y
z∈Ci,j
D(0,1)Pφm(z) + lim
z→y
z∈Ci,j+1
D(0,1)Pφm(z)
)
−D(0,1)Pi,jφm(x)
= lim
z→y
z∈Ci,j
1
2
(
D(0,1)Pφm(z)−D(0,1)Pφm(x)
)
+ lim
z→y
z∈Ci,j+1
1
2
(
D(0,1)Pφm(z)−D(0,1)Pφm(x)
)
=
[
D˜(1,1)Pi,jφ
m(x), D˜(0,2)Pi,jφ
m(x)
]
(y − x)T +O
(
Δx3 + (y − x)2
)
.
In a similar way, one can show that
D˜(1,0)Pφm(y) − D˜(1,0)Pφm(x)(2.38)
=
[
D˜(2,0)Pi,jφm(x), D˜(1,1)Pi,jφm(x)
]
(y − x)T +O
(
Δx3 + (y − x)2
)
.
Combining (2.30), (2.32), and (2.35)–(2.38), one can get the identity (2.34).
3. Error correction method. The target of this section is to solve the nonlin-
ear self-consistent initial value problem described by
(3.1)
⎧⎨⎩
dπ(tm+1,x; t)
dt
= U(t,π(tm+1,x; t)), t < tm+1,
π(tm+1,x; tm+1) = x,
where π(tm+1,x; t) := [π1(t), π2(t)]
T is the characteristic curve andU is the advection
ﬁeld constrained by (1.2) and (1.3). In particular, we focus on ﬁnding the starting
position π(tm+1,x; tm−1) at time tm−1 for the BSLM. The section consists of two
parts. The ﬁrst part reviews the existing second-order iteration methods. Then we
introduce our method in the second part.
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3.1. Second-order iteration method. The second-order iteration method for
solving (3.1) ﬁrst integrates (3.1) over [tm−1, tm+1] and then applies the midpoint
rule. Then, one may get
(3.2) x− π(tm+1,x; tm−1) = 2hU(tm,π(tm+1,x; tm)) +O(h3).
Replacing the unknown value π(tm+1,x; tm) in (3.2) with the mean value of π(tm+1,
x; t) at time tm−1 and tm+1 yields
(3.3) x− π(tm+1,x; tm−1) = 2hU
(
tm,
1
2
(π(tm+1,x; tm−1) + x)
)
+O(h3),
which is a nonlinear equation for π(tm+1,x; tm−1). To simplify the nonlinear equation,
let
(3.4) α :=
1
2
(
x− π(tm+1,x; tm−1)
)
.
Then, (3.3) can be written by
(3.5) α = hU(tm,x−α) +O(h3).
Once one ﬁnds the solution α for (3.5), one may get a seconds order discretization
scheme to get π(tm+1,x; tm−1) with (3.4). As a numerical scheme for the nonlinear
equation (3.5), one may apply an iteration method such as the ﬁxed-point method or
the Newton’s method.
Remark 3.1. If one applies the ﬁxed-point iteration method to ﬁnd the solution
α of (3.5), then the evaluation of the advection ﬁeld deﬁned in (2.30) is required at
each iteration procedure. On the other hand, the Newton’s method for (3.5) requires
the evaluations of (2.30) and (2.32) at each iteration scheme.
3.2. Iteration free second-order method. We begin this subsection with
the discussion of an Euler’s polygon to modify the error correction strategy recently
developed by the authors [13, 14]. First, we consider the nonlinear ODE (3.1) with
x = xi,j . For simplicity, let us deﬁne πi,j(t) := π(tm+1,xi,j ; t). Applying the Taylor’s
expansion for πi,j(t) about tm+1 and for U(tm+1,πi,j(tm+1)) about tm leads to
(3.6)
πi,j(t) = xi,j + (t− tm+1)U(tm+1,πi,j(tm+1)) +O(h2)
= xi,j + (t− tm+1)U(tm,πi,j(tm)) +O(h2).
Since πi,j(tm) is unknown, some modiﬁcations are required to get a known Euler’s
polygon. Let us assume that xmi,j is an approximation of πi,j(tm) satisfying
(3.7) πi,j(tm)− xmi,j = O(h2).
Then, from (3.6) and (3.7), one may deﬁne the modiﬁed Euler’s polygon yi,j(t) by
(3.8) yi,j(t) := xi,j + (t− tm+1)U(tm,xmi,j).
Combining (3.6), (3.7), and (3.8) yields
(3.9) ψi,j(t) := πi,j(t)− yi,j(t) = O(h2).
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By diﬀerentiating both sides of (3.9) and applying the Taylor’s expansion into the
result together with (3.1), one gets an asymptotically ﬁrst-order ODE given by
(3.10)
ψ′i,j(t) = U(t,ψi,j(t) + yi,j(t))− y′i,j(t)
= Uπ(tm,yi,j(tm))ψi,j(t) +U(t,yi,j(t))−U(tm,xmi,j) +O(h3), t ≤ tm+1,
where Uπ(t,yi,j(t)) denotes the Jacobian matrix deﬁned in (2.32). For detailed
derivation, we refer to the papers [13, 14].
Notice that the ﬁrst equation of (3.10) is known as the defect diﬀerential equation
and one may use this equation to get the error correction term together with (3.9).
But, it may give highly nonlinear diﬃculty from the self-consistent constraint for
the advection ﬁeld. Whereas, the reduced asymptotic equation (3.10) is a linear one
together with the unknown function Uπ(tm,yi,j(tm)). Since the solution of (3.10)
is corresponding to the error of the Euler’s method, an approximation for πi,j(t)
obtained by (3.9) can be regarded as an error correction. In this sense, we would like
to call the proposed method an ECM rather than the defect correction method. Note
that if the problem (3.1) is stiﬀ, then so is the problem (3.10). Hence, as a numerical
scheme of (3.10), we apply the midpoint rule, which is known as an A-stable method.
The fact yi,j(tm+1) = πi,j(tm+1) implies ψi,j(tm+1) = 0. Thus, by integrating
(3.10) over the interval [tm−1, tm+1] and then applying the midpoint integration rule,
one may have an asymptotic formula such that
(3.11)
−ψi,j(tm−1) = 2h
(
Uπ(tm,yi,j(tm))ψi,j(tm)
+U(tm,yi,j(tm))−U(tm,xmi,j)
)
+O(h3)
= hUπ(tm,yi,j(tm))ψi,j(tm−1)
+ 2h
(
U(tm,yi,j(tm))−U(tm,xmi,j)
)
+O(h3).
From (2.30) and (3.8), we approximate yij(tm) with y
m
i,j := xi,j − hUm(xmi,j) and
substitute it into (3.11). Then, (3.11) can be rewritten by
(3.12)
(
I + hJm(ymi,j)
)
ψi,j(tm−1) = 2h
(
Um(xmi,j)−Um(ymi,j)
)
+ 
i,j,
where Um(ymi,j) and Jm(ymi,j) are deﬁned by (2.30) and (2.32), respectively, and the
truncation term 
i,j is given by
(3.13)

i,j = h
(
Jm(ymi,j)−Uπ(tm,yi,j(tm))
)
ψi,j(tm−1)
+ 2h
(
Um(ymi,j)−U(tm,yi,j(tm))−Um(xmi,j) +U(tm,xmi,j)
)
+O(h3).
Thus, by combining (3.12) with (3.8) and (3.9), one may get an asymptotic formula
for πi,j(tm−1) given by
(3.14)
πi,j(tm−1) = πm−1i,j +O(
i,j),
πm−1i,j := xi,j − 2hUm(xmi,j) + 2h
(
I + hJm(ymi,j)
)−1(
Um(xmi,j)−Um(ymi,j)
)
.
Remark 3.2. For the calculation of πm−1i,j deﬁned by (3.14), we remark that the
associated two approximated advection ﬁelds and one Jacobian matrix for two cubic
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interpolations at diﬀerent positions deﬁned by (2.30) and (2.32) are required. It is
comparable to the second-order iteration method discussed in the previous subsection
in the sense of computational cost.
Combining the approximations πm−1i,j deﬁned by (3.14) with the formula (1.5)
yields an asymptotic formula for ρ(tm+1,xi,j), which is given by
(3.15)
ρ(tm+1,xi,j) = ρ(tm−1,πi,j(tm−1)) = ρ(tm−1,πm−1i,j +O(
i,j))
= ρm+1i,j + ρ(tm−1,π
m−1
i,j )− Pρm−1(πm−1i,j ) +O(
i,j),
where ρm+1i,j is deﬁned by
(3.16) ρm+1i,j := Pρm−1(πm−1i,j ).
We close the section by summarizing and presenting the pseudocode for the pro-
posed BSLM based on ECM as follows:
Algorithm ECM-BSL (ρ0(x1, x2),t0, T, x1,min, x1,max, x2,min, x2,max, h,Δx1,
Δx2). The algorithm is capable of solving nonlinear advection equation (1.1)–(1.3).
The approximate values are saved at each time level.
1. Discretize the time and spatial domain as (2.1) and evaluate the initial solu-
tion ρ0i,j at time t0 on the grid point xi,j = (x1,min + iΔx1, x2,min + jΔx2).
2. Let t1 := t0 + h.
3. The approximate solution ρ1i,j at time t1 on the grid point xi,j is computed
with the backward Euler scheme instead of the midpoint rule.
4. Let t2 := t1 + h.
5. If t2 > T , then exit.
6. Solve the linear system (2.10) to approximate the potential for the given
values ρ1i,j of ρ(t1,xi,j) and then approximate the advection ﬁeld U(t1,xi,j)
at time t = t1 at grid point xi,j with the formula (2.30).
7. Calculate π0i,j from the formula (3.14) with the advection U(t1,xi,j).
8. Calculate the approximations ρ2i,j with the formula (3.16) for ρ(t2,xi,j) and
save these values.
9. Set t1 := t2, ρ
0
i,j := ρ
1
i,j , ρ
1
i,j := ρ
2
i,j and go to step 4.
4. Error analysis. This section aims to analyze the convergence for the pro-
posed approximation scheme. To do this, consider the nonlinear ODE (3.1) with an
arbitrary arriving point x ∈ Ω (therefore, we do not specify (i, j) indices hereafter)
and let us deﬁne π(t) := π(tm+1,x; t). Analogous to the scheme discussed in the
previous section, one may deﬁne the modiﬁed Euler’s polygon y(t) as follows:
(4.1) y(t) = x+ (t− tm+1)U(tm,xm),
where xm := xm(x) is an approximation to π(tm) satisfying
(4.2) xm = π(tm) +O(h2).
For the function Um(x) deﬁned by (2.30), we deﬁne ym := ym(x) := x− hUm(xm).
Then, (4.1) and Lemma 2.6 give
(4.3) ‖y(tm)− ym‖2 = O
( h
Δx
Em + hΔx3
)
.
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Combining (4.1), (4.2), and π(tm+1) = x with the Taylor’s expansion of π(tm+1)
about tm, one can see
y(tm)− xm = x−
(
xm + hU(tm,x
m)
)
(4.4)
= π(tm+1)−
(
π(tm) + hU(tm,π(tm))
)
+O(h2) = O(h2).
Hence, the Taylor’s series expansion gives
(4.5) U(tm,y(tm))−U(tm,xm) = O(h2)Uπ(tm,xm) +O(h4).
As in the case x = xi,j discussed in the previous section, one may get the approximate
value πm−1 for the departure point π(tm−1) together with the truncation error 
(x)
generally deﬁned by
(4.6) 
(x) := hAm(x)ψ(tm−1) + 2hBm(x) +O(h3),
where ψ(t) := π(t)− y(t), which has the asymptotic behavior
(4.7) ψ(t) = O(h2),
and Am(x) and Bm(x) are deﬁned by
(4.8)
Am(x) := Jm(ym)−Uπ(tm,y(tm)),
Bm(x) := Um(ym)−U(tm,y(tm))−Um(xm) +U(tm,xm).
Combining (2.33), (4.3), and Taylor’s series expansion, one can estimate Am(x) de-
ﬁned in (4.8) as
(4.9)
‖Am(·)‖2 ≤ ‖Uπ(tm,ym)− Jm(ym)‖2 + ‖Uπ(tm,y(tm))−Uπ(tm,ym)‖2
≤ C
( Em
Δx2
+Δx2
)
,
where C is a constant independent of h and Δx. In order to estimate the term Bm(x),
it is observed that three values y(tm), y
m, and xm are suﬃciently close from (4.3)
and (4.4). In particular, we can assume that these three values are in a neighborhood
of a ﬁxed cell. Hence, by Taylor’s series expansion and (2.34), the term Bm(x) can
be written by
Bm(x) = Um(ym)−Um(y(tm)) +Um(y(tm))−Um(xm)
−
(
U(tm,y(tm))−U(tm,xm)
)
=
(
ym − y(tm)
)
Jm(ym) + (xm − y(tm))(Uπ(tm,xm)− Jm(xm))
+O
(
Δx3 +
(
ym − y(tm)
)2
+
(
xm − y(tm)
)2)
.
Thus, using (2.33) and (4.3), Bm(x) can be estimated by
(4.10)
‖Bm(·)‖2 ≤ C
(
h
Δx
Em + hΔx3 + ‖y(tm)− xm‖2‖Uπ(xm)− Jm(xm)‖2
)
≤ C
((
h
Δx
+
h2
Δx2
)
Em +Δx3 + h2Δx2
)
.
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Summarizing (4.6), (4.7), (4.9), and (4.10) leads to the following lemma.
Lemma 4.1. The truncation term 
(x) deﬁned by (4.6) satisﬁes
‖
‖2 = O
(
hEm + hΔx3 + h3
)
provided hΔx = O(1).
For the approximate value πm−1, let ρm+1(x) be the approximate value of
ρ(tm+1,x) deﬁned by
(4.11) ρm+1(x) := Pρm+1(x) = Pρm−1(πm−1).
By combining (1.5) with Lemma 4.1 and using Taylor’s expansion, the error Em+1
deﬁned by (2.26) can be estimated by
Em+1 =
√∫
Ω
(
ρ(tm+1,x)− Pρm+1(x)
)2
dx
=
√√√√ ∫Ω(ρ(tm+1,π(tm+1,x; tm+1)) − Pρm+1(π(tm+1,x; tm+1)))2
×dπ(tm+1,x; tm+1)
=
√√√√ ∫Ω(ρ(tm−1,π(tm+1,x; tm−1))− Pρm−1(π(tm+1,x; tm−1)−O(
(x))))2
×J(tm+1,x; tm−1)dπ(tm+1,x; tm−1)
≤
√√√√ ∫Ω(ρ(tm−1,π(tm+1,x; tm−1))− Pρm−1(π(tm+1,x; tm−1)))2
×dπ(tm+1,x; tm−1)
+
√√√√∫Ω(Pρm−1(π(tm+1,x; tm−1))− Pρm−1(π(tm+1,x; tm−1)−O(
(x))))2
×dπ(tm+1,x; tm−1)
≤ Em−1 +O(γ1Em + γ2),
where γ1 = O(h) and γ2 = O(h3+hΔx3+Δx4). Here, the term Δx4 in γ2 is included
to consider the truncation error from the interpolation. That is, we have
(4.12) Em+1 ≤ Em−1 + γ1Em + γ2.
The diﬀerence relation (4.12) can be solved as follows.
Theorem 4.2. Assume E0 := O(Δx4) and E1 = O(h2 + hΔx3 + Δx4). Then,
the error Em := ‖ρ(tm,x)− Pρm(x)‖2 satisﬁes
(4.13) Em = O
(
h2 +Δx3 +
Δx4
h
)
.
Proof. At ﬁrst, we note that the inequality (4.12) can be written by a homogeneous
form
(4.14)
(
Em+1 + γ3
)
≤
(
Em−1 + γ3
)
+ γ1
(
Em + γ3
)
,
where γ3 is given by
(4.15) γ3 =
γ2
γ1
= O
(
h2 +Δx3 +
Δx4
h
)
.
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From the characteristic equation of (4.14), one can compute its roots as follows:
(4.16) r1 :=
γ1 −
√
γ21 + 4
2
, r2 :=
γ1 +
√
γ21 + 4
2
.
Hence, one may see that
(4.17) Em + γ3 ≤ Arm1 +Brm2 ,
where the constants A and B satisfy
(4.18)
A =
γ3√
γ21 + 4
(√
γ21 + 4− γ1
2
− 1
)
B =
γ3√
γ21 + 4
(√
γ21 + 4 + γ1
2
+ 1
)
= O(γ3), = O(γ3).
Due to |r1| < 1, the ﬁrst part of the right-hand side of inequality in (4.17) is O(γ3). So
we now need to claim that there is a constant C independent of h such that rm2 ≤ C
for suﬃciently large m. Indeed, one can see that the deﬁnition of r2 deﬁned by (4.16)
gives (
γ1 +
√
γ21 + 4
2
)m
=
(
1 +
2γ1
2− γ1 +
√
γ21 + 4
)m
≤ (1 + γ1)m ≤
(
1 + C1
T
m
)m
≤ exp(C1T ) := C
for suﬃciently large m and a constant C1 independent of h. Therefore, combining
(4.18) with (4.15) and (4.17) gives
Em = O(γ3).
Thus, from the asymptotic behaviors of γ3, one may complete the proof.
Let ρ˜
m
be an analytic solution vector deﬁned by
ρ˜
m
:=
[
ρ(tm,x0,0), ρ(tm,x1,0), . . . , ρ(tm,x ˜N1−1,0), . . . , ρ(tm,x ˜N1−1, ˜N2−1)
]T
and E˜m be the error deﬁned by
(4.19) E˜m := ‖Pρ˜m(x) − Pρm(x)‖l2,˜Δx,
where N˜ ≥ N and Δ˜x := maxk(Lk
˜Nk
). Then, by using the triangle inequality, (2.19),
and Theorem 4.2, one may have
(4.20) E˜m = O
(
h2 +Δx3 +
Δx4
h
)
.
5. Numerical tests. In this section, we simulate the guiding center problem
deﬁned on the computational domain (0, 4π) × (0, 2π) with the periodic boundary
condition on both x1 and x2 directions. The initial condition is assumed to be
ρ(t = 0,x) = sin(x2) + 0.015 cos(kx1),
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Table 1
The error Err(t, h,N) and convergence rates at time t = 5, t = 10, and t = 20 obtained by
employing the proposed method with local cubic interpolation.
Method h Err(5, h, 512) Rate Err(10, h, 512) Rate Err(20, h, 512) Rate
ECM-1
1
2
4.59e-2 - 2.45e-1 - 1.48e-0 -
1
4
1.08e-2 2.09 5.73e-2 2.09 4.13e-1 1.85
1
8
2.63e-3 2.04 1.39e-2 2.04 1.03e-1 2.0
1
16
6.25e-4 2.08 3.31e-3 2.08 2.56e-2 2.01
1
32
1.25e-4 2.32 6.61e-4 2.32 1.23e-2 1.06
ECM-2
1
2
4.59e-2 - 2.45e-1 - 1.48e-0 -
1
4
1.08e-2 2.09 5.73e-2 2.09 4.13e-1 1.85
1
8
2.63e-3 2.04 1.39e-2 2.04 1.03e-1 2.0
1
16
6.25e-4 2.08 3.31e-3 2.08 2.56e-2 2.01
1
32
1.25e-4 2.32 6.61e-4 2.32 1.23e-2 1.06
where k = 2πL1 and L1 = x1,max − x1,min is the domain size in x1-direction.
In order to support the theoretical analysis, we evaluate the error Err(t, h,N)
deﬁned as
(5.1) Err(tm, h,N) := E˜
m = ‖Pρ˜m(x)− Pρm(x)‖l2,˜Δx,
where Pρm is the interpolation operator constructed with approximation solutions
{ρm(xi,j)}N,Ni=0,j=0 and Pρ˜m(x) is a reference solution obtained with the ﬁnest grid
resolution N˜ = N˜1 = N˜2 = 1024 and smallest time step h =
1
64 . Here, we use
N = N1 = N2. The approximations of x
m
i,j in (3.7) can be done in many diﬀerent
ways. In this paper, we consider the following two choices. The ﬁrst one is to construct
xmi,j as follows:
(5.2) xmi,j :=
{
x0,0, i = j = 0,
yi−1,j(tm)
(
or yi,j−1(tm)
)
otherwise,
where yi,j(t) is a modiﬁed Euler’s polygon deﬁned in (3.8). The other one is to set
xmi,j as
(5.3) xmi,j := xi,j − hU(tm,xi,j).
The proposed schemes corresponding to the choice of (5.2) and (5.3) are denoted as
ECM-1 and ECM-2, respectively. For a numerical comparison, we adopt the iteration
free method proposed by McGregor [17], which can be stated as follows:
π(tm+1,x; tm) = x− hU(tm+1,x) + h
2
2
Uπ(tm+1,x)U(tm+1,x) +O(h3),
where
U(tm+1,x) =
3
2
U(tm,x)− 1
2
U(tm−1,x) +O(h2).
In Table 1, we numerically estimate the temporal convergence of the proposed
schemes at time t = 5, 10, 20 by varying the time step sizes h = 2−k, k = 1, 2, . . . , 5,
with the ﬁxed spatial grid resolution N1 = N2 = 512. From the ﬁgures of Table 1,
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Table 2
The error Err(t, h,N) and convergence rates at time t = 5, t = 10, and t = 20 obtained by
employing the proposed method with local cubic polynomial interpolation.
Method N Err(5, 1
64
, N) Rate Err(10, 1
64
, N) Rate Err(20, 1
64
, N) Rate
ECM-1
32 8.47e-4 - 7.06e-3 - 8.26e-1 -
64 1.06e-4 3 9.28e-4 2.93 3.43e-1 1.27
128 1.23e-5 3.1 1.09e-4 3.09 1.41e-1 1.29
256 1.23e-6 3.32 1.13e-5 3.27 5.17e-2 1.45
512 9.31e-8 3.72 7.86e-7 3.85 1.34e-2 1.95
ECM-2
32 8.70e-4 - 7.22e-3 - 8.31e-1 -
64 1.06e-4 3.03 9.33e-4 2.95 3.44e-1 1.27
128 1.23e-5 3.11 1.09e-4 3.09 1.41e-1 1.29
256 1.23e-6 3.33 1.13e-5 3.28 5.17e-2 1.45
512 9.30e-8 3.72 7.84e-7 3.85 1.34e-2 1.95
one can readily conﬁrm that the proposed schemes have the second-order numerical
convergence in time, which guarantees the theoretical convergence analysis. In order
to check the convergence order in space, Table 2 lists the numerical results which are
obtained with the spatial resolutions N1 = N2 = 2
4+k, k = 1, 2, . . . , 5, and ﬁxed time
step size h = 164 . As shown in the ﬁgures, the proposed schemes have the numerical
order of convergence at least 3 in space. However, the numerical results failed to
support the theoretical analysis of the proposed schemes when t = 20. In Figure 1,
we can see that the reference solution develops steep gradients with increasing time
(t ≥ 20), which can cause spurious spatial oscillations and therefore deviations from
the theoretical analysis.
t=5
0 5 100
1
2
3
4
5
6
t=10
0 5 100
1
2
3
4
5
6
t=20
 
 
0 5 100
1
2
3
4
5
6
−1
−0.5
0
0.5
1
Fig. 1. Reference solution plots of the guiding center problem at time t = 5, 10, and 20.
Next, we compare the numerical results obtained by applying the conventional
second-order leap-frog method, the iteration free method proposed by McGregor
(McG-BSL), and the proposed methods (ECM-1 and ECM-2). For the nonlinear
equations arising from the leap-frog method, we employ the ﬁxed point iteration (Mid-
Fixed) and Newton iteration (Mid-Newton) techniques. To ensure the convergence
of the iterations, we perform two sets of simulations with diﬀerent tolerance levels,
tol = 10−6 and tol = 10−8, and compare the results. We examine the conservation
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Fig. 2. Comparisons of the conservation of mass, total kinetic energy, and enstrophy among
two iteration free methods when N1 = N2 = 512.
properties of the total mass, kinetic energy, and enstrophy deﬁned as
d
dt
Mass(t) =
d
dt
(∫
Ω
ρ(t, x, y)dxdy
)
= 0,
d
dt
TKE(t) =
d
dt
(∫
Ω
(
U21 (t, x, y) + U
2
2 (t, x, y)
)
dxdy
)
= 0,
d
dt
Enstrophy(t) =
d
dt
(∫
Ω
ρ(t, x, y)2dxdy
)
= 0,
which are very useful tools for testing and comparison of the performance of numerical
algorithms.
Figure 2 shows the time variations of the three quantities obtained by the two
iteration free methods (McG-BSL and ECM-1) during the simulations with large time
step h = 12 and small time step h =
1
16 . As observed in the ﬁgure, the proposed scheme
has better conservation properties than McG-BSL [17]. To investigate the conserva-
tion properties among the proposed method and two iteration methods, Figures 3
and 4 show the time variations of the three quantities during the simulations with
diﬀerent time step sizes h = 2−k, k = 1, 2, 3, 4, when the tolerances are 10−6 and
10−8, respectively.
As observed in the ﬁgures, the simulation results with diﬀerent tolerance levels
agree very well and suggest that the iterations are well converged. The three methods
show similar level of conservation properties for the total kinetic energy and the
enstrophy. Since the total kinetic energy depends on the spatial derivatives of the
potential and the enstropy is mainly controlled by the spatial grid resolution and
interpolation method, it is not surprising to see the similar results regarding the
conservation of the two quantities. On the other hand, ECM-2 shows similar mass
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Fig. 3. Comparisons of the conservation of mass, total kinetic energy, and enstrophy among
the proposed schemes, ﬁxed-point and Newton iteration methods, when N1 = N2 = 512, tol = 10−6.
conservation with iteration methods, while ECM-1 shows superior mass conservation
compared to the other methods as the step size h becomes smaller. It is noteworthy
that the conservation of the total mass is improved with the ratio h2 for all three
schemes, which suggests the accuracy of the time integration scheme is crucial for the
conservation and the proposed scheme is more accurate compared to the conventional
second schemes.
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Fig. 4. Comparisons of the conservation of mass, total kinetic energy, and enstrophy among
the proposed schemes, ﬁxed-point and Newton iteration methods, when N1 = N2 = 512, tol = 10−8.
In Figure 5, we also list and compare the computational costs of four diﬀerent
methods. One may see that the proposed iteration free methods are more eﬃcient
compared to the other two iteration methods. In particular, the iteration methods
require more computational costs as the tolerance level becomes smaller.
To investigate further details of the simulation results, we compare the contour
plots of ρ(t,x). In Figures 6 and 7, the contour plots at time t = 60,200 slices are
presented for the cases with diﬀerence choices of simulation methods and time step
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Fig. 5. Comparisons of the required time costs among four scheme when N1 = N2 = 512, tol =
10−6, 10−8, and T = 1000.
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Fig. 6. Phase space plots of the guiding center problem at time t = 60 when h = 1
8
, N1 = N2 =
512.
size h = 1/8. As a reference, we put contour plots obtained by applying the proposed
scheme (ECM-1) with h = 1/16 in the upper left of the ﬁgures. The spatial size and
location of major vortices are very similar for diﬀerent schemes at each time slice.
In an early stage of the simulations, small-scale ﬁlamentary structures are developed
around the major vortices, as we can see in Figure 6. As time goes on, these small-
scale structures are subject to the rapid mixing driven by the self-consistent ﬂows and
smoothed out eventually (see Figure 7). We note that the active development and
smoothing of the small-scale structures mainly occur during t ≤ 150, which coincides
with the time interval for the rapid accumulation of errors in the total kinetic energy
conservation. This suggests that the total kinetic energy conservation is strongly
linked to the spatial grid and interpolation method aﬀecting the resolution of the
small-scale structures as we discussed before.
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Fig. 7. Phase space plots of the guiding center problem at time t = 200 when h = 1
8
, N1 =
N2 = 512.
6. Conclusion. We have developed an iteration free backward semi-Lagrangian
method with the order of temporal convergence 2. The proposed method allowed us
to perform faster simulations compared to the conventional second-order methods.
We want to emphasize that the new method does not require the iteration proce-
dures which are computationally costly and prone to error accumulation in long time
simulation. As we conﬁrmed in the previous section, the new methods show better
conservation properties. This is signiﬁcant to the prospect of long time simulation,
which requires robust conservation of key physical quantities such as total mass, en-
ergy, and enstrophy, etc.
In future works, we plan to develop a higher-order (i.e., n > 2) time integra-
tion scheme based on the proposed second-order scheme. Like the construction of
higher-order Runge–Kutta schemes based on the second order, the proposed scheme
is expected to play a central role in the development. In this work, we primarily
focused on the time discretization scheme and paid relatively little attention to the
spatial discretization. However, as discussed in the previous section, there is evidence
showing the importance of the spatial discretization and interpolation scheme to cap-
ture ﬁne-scale spatial structures and minimize spatial oscillations. We will revisit the
simulations with various interpolation techniques for better performance and opti-
mization of simulation results in future.
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