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This Letter shows that a large class of fading memory state-space systems driven by discrete-
time observations of dynamical systems defined on compact manifolds always yields continuously
differentiable synchronizations. This general result provides a powerful tool for the representation,
reconstruction, and forecasting of chaotic attractors. It also adds to the literature on differentiable
generalized synchronizations, whose existence was so far guaranteed for a restricted family of systems
and was detected using Ho¨lder exponent-based criteria.
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I. INTRODUCTION
Synchronization phenomena between chaotic systems
have deserved much attention for decades (see [1, 2] for
self-contained presentations and many references). This
topic has obvious intrinsic theoretical interest as well as
much relevance in a variety of applications (encryption
and communication schemes, for instance). The notion
of generalized synchronization (GS) was introduced in [3]
to characterize the situations in which a system driven by
the observations of a chaotic dynamical system (asymp-
totically) yields a master-slave configuration in which the
master is the full dynamical system (not its observations)
and the slave are the system states. Any map that im-
plements this configuration is called a GS.
Given a system driven by the observations of an in-
vertible dynamical system, the main theorem in [4] shows
that the asymptotic stability of the system response is a
sufficient condition for the existence of a GS. Neverthe-
less, it was quickly noticed in [5] that the GS guaranteed
by this theorem may have poor regularity properties, ren-
dering it useless as an attractor representation and recon-
struction tool. This fact motivated the introduction in
that paper of the notion of differentiable GS and of a cri-
terion to characterize it based on the Ho¨lder exponent of
the response and mostly for invertible driving dynamical
systems whose attractors have only one negative Lya-
punov exponent. It is also in [5] that differentiability is
identified as a crucial property that determines how use-
ful a GS may be in important tasks such as the estimation
of attractor dimensions or Lyapunov exponents.
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This Letter extends those results and shows that when-
ever the invertible dynamical system has a compact man-
ifold as phase space and its observations drive a fad-
ing memory system with state-contracting map, then the
generalized synchronization introduced in [4] always ex-
ists and it is automatically continuously differentiable.
We carefully define these terms later on in the Letter.
Dynamical systems with compact phase spaces have
been extensively studied and powerful tools coming from
chaos, bifurcation, or ergodic theory have been developed
to describe their behavior. Famous results in those fields
are important indications of the availability of differen-
tiable GS in the compact case. We recall, for example,
the celebrated Takens Embedding Theorem [6, 7] that
proves that sufficiently high-dimensional time-delayed
versions of one-dimensional observations of invertible and
differentiable dynamical systems on compact manifolds
are generically embeddings. This time-delay embedding
provides a dynamical differential conjugacy of the origi-
nal system with another one defined on a Euclidean space
that, as we see later on, is an example of a differentiable
GS.
More recently, the remarkable success of recurrent neu-
ral networks and reservoir computing [8, 9] in the learn-
ing of the chaotic attractors of complex nonlinear infinite
dimensional dynamical systems [10–13], strongly sug-
gested that these machine learning paradigms have Tak-
ens embedding-type properties. This fact has been rigor-
ously established in [14] where the so called Echo State
Networks (ESNs) [10, 15–18] driven by one-dimensional
observations of a given dynamical system on a compact
manifold have been shown to produce dynamics that are
topologically conjugate to that of the original system.
This result is actually proved by, among other things,
showing that a natural map that arises in that context
(called Echo State Map) is a differentiable generalized
synchronization.
2The main result Theorem III.1 in this Letter is an ex-
tensive generalization of these statements, that are shown
to be valid not only for ESNs, but for any fading memory
system generated by a state-contracting system.
II. DEFINITIONS AND PRELIMINARY
DISCUSSION
Let M be a compact finite-dimensional differentiable
manifold and let φ ∈ Diff1(M) be an invertible discrete-
time differentiable dynamical system with differentiable
inverse that, for any initial condition m0 ∈M , produces
the trajectories {φt(m0)}t∈Z. Let ω ∈ C
1(M,Rd), d ∈
N, be a map that encodes d-dimensional observations of
the dynamical system and define the (φ, ω)-delay map
S(φ,ω) :M −→ ℓ
∞(Rd) as S(φ,ω)(m) := {ω(φ
t(m))}t∈Z.
Consider now a continuously differentiable state map
F : RN × Rd −→ RN with states in RN , N ∈ N, as
well as the drive-response system associated to the ω-
observations of φ and determined by the recursions:
xt = F (xt−1, S(φ,ω)(m)t), t ∈ Z, m ∈M. (1)
We say that a generalized synchronization (GS) occurs in
this configuration when there exists a map f :M −→ RN
such that for any xt, t ∈ Z, as in (1) it holds that
xt = f(φ
t(m)), for any m ∈M, (2)
that is, the time evolution of the dynamical system in
phase space drives the response in (1). Any map f that
satisfies (2) is called a state synchronization map (SSM).
All these concepts can be easily extended to the more
general situation in which M is just a compact topologi-
cal space, φ ∈ Hom(M) is a homeomorphism (that is, φ
is continuous, invertible, and the inverse is also continu-
ous), and ω and F are just continuous.
The definition (2) presupposes that for each m ∈ M
and the corresponding orbit of observations S(φ,ω)(m)
there exists a sequence x := {xt}t∈Z such that (1) is
satisfied. When that existence property holds and, ad-
ditionally, the solution sequence x is unique, we say
that F has the (φ, ω)-Echo State Property (ESP) (see
[19, 20] for in-depth descriptions of this property). More-
over, in the presence of the (φ, ω)-ESP, the state map
F determines a unique causal and time-invariant filter
UF : S(φ,ω)(M) −→ (R
N )Z that associates to each orbit
S(φ,ω)(m) the unique solution sequence x ∈ (R
N )Z of (1).
It can be checked (see Lemma B.1 in [21]) that the
map f(φ,ω,F ) :M −→ R
N defined by
f(φ,ω,F )(m) := p0
(
UF (S(φ,ω)(m))
)
, (3)
with p0 : (R
N )Z → RN the projection onto the zero entry
of the sequence, is a GS between the original dynamical
system φ and the response of the system F driven by
its ω-observations. Moreover, it can also be proved (see
Lemma B.4 in [21]) that the SSM f(φ,ω,F ) satisifies the
recursion
f(φ,ω,F )(m) = F
(
f(φ,ω,F )(φ
−1(m)), ω(m)
)
, (4)
for allm ∈M . In the next section, the main result, Theo-
rem III.1, characterizes a large family of state maps F for
which the SSM f(φ,ω,F ) is continuously differentiable and,
additionally, it is the unique generalized synchronization
that satisfies the recursion (4). More specifically, the cru-
cial condition on the state map F that makes GS of the
type (3) available is its contractivity in the state variable,
that is, there exists a constant 0 < c < 1 such that for
all x1,x2 ∈ R
N , and z ∈ Rd,
‖F (x1, z)− F (x2, z)‖ ≤ c‖x1 − x2‖. (5)
This condition ensures (see Proposition A.1 in [21]) that,
in the presence of bounded inputs, the ESP always holds.
Additionally, contractivity implies the so called fading
memory property (FMP) (see (A.3) and part (iii) in
Proposition A.1 in [21]), a dynamic continuity feature
that, roughly speaking, makes the influence of the in-
puts on the outputs of the system determined by F less
important as they become more distant in the past.
The FMP implies the so called unique steady-state
property, also referred to as input-forgetting property
[19, 22]. All these properties are relevant in our context
as they all coincide with the asymptotic stability that
has been identified in the foundational paper [23] as the
characterizing property for the existence of generalized
synchronizations.
III. THE MAIN RESULT
The next theorem shows that for invertible dynamical
systems φ defined on compact topological spacesM , sys-
tems determined by contracting state maps F always de-
termine a generalized synchronization that has the same
degree of regularity as the dynamical system φ, the sys-
tem F , and the observations ω that drive it.
Theorem III.1 Let φ ∈ Hom(M) be an invertible
discrete-time dynamical system on a compact topological
space M , ω ∈ C0(M,Rd) a continuous observation map,
and F : RN ×Rd −→ RN is a continuous state map that
is contracting in the state variable. Then:
(i) The corresponding system has the (φ, ω)-ESP and
hence the generalized synchronization f(φ,ω,F ) is well-
defined. In this case, the GS f(φ,ω,F ) is continuous and
it is the only one that satisfies the identity (4).
(ii) The same conclusion holds when M is a compact dif-
ferentiable manifold, φ ∈ Diff1(M) is an invertible dif-
ferentiable dynamical system, ω is of class C1, and F is
of class C2. In this case, if
LFx < min
{
1, 1/
∥∥Tφ−1∥∥
∞
}
, (6)
3then the associated GS f(φ,ω,F ) is continuously differ-
entiable. In (6) LFx := sup(x,z)∈RN×Rd {‖DxF (x, z)‖}
and ‖Tφ‖∞ := supm∈M {‖Tmφ‖}, with Tmφ : TmM −→
Tφ(m)M the tangent map of φ at m ∈M .
This theorem is proved in detail in the technical ap-
pendices [21] (see Proposition B.3 and Theorem C.3).
The strategy for obtaining both parts of this statement
consists in using the natural Banach space structures
of the spaces C0(M,RN ) and C1(M,RN ) of continu-
ous and differentiable functions respectively, to apply the
Banach Contraction-Mapping Principle to an automor-
phism Ψ : C0(M,RN ) −→ C0(M,RN ) of C0(M,RN )
(respectively of C1(M,RN )) defined using the right hand
side of (4), namely,
Ψ(f)(m) := F
(
f
(
φ−1(m)
)
, ω(m)
)
, for all m ∈M.
The compactness ofM is a crucial hypothesis in all these
constructions. Using this approach, the contractivity hy-
potheses on F (as well as condition (6) in the differen-
tiable case) imply that Ψ is also contracting. The gener-
alized synchronization f(φ,ω,F ) hence arises as its unique
fixed point, a condition that amounts to the identity (4).
The strategy followed in the theorem guarantees that
f(φ,ω,F ) can be obtained by iterating the map Ψ using
any continuous or differentiable function f0 (for instance
a constant function) as initial condition. In other words,
f(φ,ω,F ) is the uniform limit of the sequence determined
by the iterations:
fn+1 = Ψ(fn), with f0 := constant. (7)
There is a fundamental practical difference between the
construction of the generalized synchronization using the
recursion (7) or via the definition f(φ,ω,F ) := p0 ◦ U
F ◦
S(φ,ω) in (3). The former requires full knowledge about
the dynamical system φ while the latter only uses its ω-
observations. This difference is of much relevance when
a synchronization has to be constructed or learned us-
ing only temporal traces of observations of a given data
generating dynamical system.
As we already mentioned in the introduction, the ex-
istence of differentiable synchronizations for invertible
chaotic systems on compact manifolds is not a new
fact as it follows from Takens’ Theorem [6, 7]. Indeed,
this result shows that in the presence of certain non-
resonance conditions and for generic scalar observations
ω ∈ C2(M,R) of a dynamical system φ ∈ Diff1(M),
with M compact and q-dimensional, a (2q+1)-truncated
version S2q+1(φ,ω) of the the (φ, ω)-delay map given by
S2q+1(φ,ω)(m) :=
(
ω(m), ω(φ−1(m)), . . . , ω(φ−2q(m))
)
is a
continuously differentiable embedding. This map is in
turn the SSM corresponding to the linear state map
F (x, z) := Ax + Cz, with A the lower shift matrix in
dimension 2q + 1 and C = (1, 0, . . . , 0) ∈ R2q+1 which,
by Takens’ Theorem, constitutes a differentiable GS for
the scalar observations of φ. Theorem III.1 allows us
to generalize a part of this statement. Indeed, con-
sider an arbitrary linear state map F (x, z) := Ax +Cz,
A ∈ MN,N , C ∈ MN,d, whose connectivity matrix A has
singular values bounded by one, that is σmax(A) < 1, and
that is driven by continuous d-dimensional observations
ω ∈ C0(M,Rd) of φ. Theorem III.1 guarantees that the
system associated to F yields a continuous synchroniza-
tion f(φ,ω,F ). Additionally, if ω is of class C
1 (not C2 as in
Takens’ Theorem) and σmax(A) < min
{
1, 1/
∥∥Tφ−1∥∥
∞
}
then f(φ,ω,F ) is necessarily differentiable.
More recently a similar fact has been proved in [14,
Theorem 2.2.2] for systems defined by Echo State Net-
works, that is, recurrent neural network-like state sys-
tems of the form F (x, z) := σ (Ax+Cz+ ζ), where
A ∈ MN,N , C ∈ MN,d, ζ ∈ R
N , and the function
σ : RN −→ RN is constructed by componentwise ap-
plication of a continuous squashing function σ : R −→ R.
Theorem III.1 guarantees that when F is contracting
in the state variable then it yields a continuous syn-
chronization f(φ,ω,F ). Additionally, if ω ∈ C
1(M,Rd),
σ ∈ C2(R), and σmax(A)Lσ < min
{
1, 1/
∥∥Tφ−1∥∥
∞
}
with Lσ := supz∈R {|σ
′(z)|}, then f(φ,ω,F ) is necessar-
ily continuously differentiable. This condition coincides
with the one in [14, Theorem 2.2.2].
We conclude by emphasizing that the differentiability
results that we have established in this Letter obviously
do not imply that the generalized synchronizations that
we introduced are diffeormorphisms onto their images.
Such feature is very important at the time of using these
results to, for instance, reconstruct attractors from time
series. It seems clear to us that additional conditions
(among others dimensional) need to be required for this
to hold. Even though conjectures in this direction have
already been formulated (see the last paragraphs in [4])
this question remains open to our knowledge and it will
be the subject of a forthcoming publication that is now
in preparation [24].
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Technical appendices to the letter
“Chaos on compact manifolds: Differentiable
synchronizations beyond Takens”
Lyudmila Grigoryeva1, Allen Hart2, and Juan-Pablo Ortega3
This document contains technical appendices to the letter [Grig 20] that are meant for online pub-
lication, as a companion to the letter.
A Details on the setup and the notation
The dynamical system. All along the Letter we consider an invertible and discrete-time dynamical
system determined by a map φ that belongs either to the set Hom(M) of homeomorphisms (continuous
invertible maps with continuous inverse) of a compact topological space M or to the set of diffeomor-
phisms Diff1(M) of a finite-dimensional compact manifold M . Later on, in the differentiable case,
we need to ensure that M can be endowed with a Riemannian metric and that is why we addition-
ally assume that M is connected, Hausdorff, and second-countable (see [Carm 92, Proposition 2.10]).
The d-dimensional observations of the dynamical system are realized by maps ω that belong either to
C0(M,Rd) or to C1(M,Rd) depending on the nature of φ (Hom(M) or Diff1(M), respectively). When
M is a manifold, the symbol TM denotes the tangent bundle of M , Tφ : TM −→ TM the tangent map
of φ, and Dω : TM −→ Rd the differential of the observation map ω.
Sequences. The symbol (ℓ∞(Rd), ‖·‖∞) denotes the Banach space of R
d-valued two-sided infinite
sequences that have a finite supremum. For any t ∈ Z we define the projection pt : ℓ
∞(Rd) −→ Rd such
that pt(z) := zt and the time delay operator Tt : ℓ
∞(Rd) −→ ℓ∞(Rd) given by Tt(z)τ := zτ−t, τ ∈ Z. It
is easy to see that both pt and Tt are bounded linear operators and that for any t1, t2 ∈ Z we have (see
[Grig 19, Lemma 1])
pt1+t2 = pt1 ◦ T−t2 = pt2 ◦ T−t1 . (A.1)
The delay map. Consider now the (φ, ω)-delay map S(φ,ω) : M −→ ℓ
∞(Rd) defined in Section II as
S(φ,ω)(m) := {ω(φ
t(m))}t∈Z. Note that the Abelian group (Z,+) acts both on the phase space M via
φ and on the space ℓ∞(Rd) via the time delay operators. The map S(φ,ω) is equivariant with respect to
those two actions, that is,
T−t(S(φ,ω)(m)) = S(φ,ω)(φ
t(m)), for all t ∈ Z, m ∈M. (A.2)
1Department of Mathematics and Statistics. Universita¨t Konstanz. Box 146. D-78457 Konstanz. Germany.
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State maps, the echo state property (ESP), and the fading memory property (FMP). Let
F : RN ×Rd −→ RN be a continuous state map with states in RN , N ∈ N as well as the drive-response
system associated to the ω-observations of φ and determined by the recursions (1) in [Grig 20]. The
next result shows that when the state map is contracting in the state variable then it automatically has
the (φ, ω)-ESP, as well as some additional important properties like the fading memory property (FMP)
that we now introduce.
We recall first that given a causal and time-invariant filter U : ℓ∞(Rd) −→ ℓ∞(RN ), its dynamics is
fully determined by its restriction to semi-infinite sequences labeled by the negative integers (including
zero) Z−. We denote those spaces by ℓ
∞
− (R
d) and ℓ∞− (R
N ), respectively, and the restricted filter U :
ℓ∞− (R
d) −→ ℓ∞− (R
N ) by the same symbol. Consider now a weighting sequence w, that is, a strictly
decreasing sequence with zero limit w : N −→ (0, 1] such that w0 = 1, and define w-norm by
‖z‖w := sup
t∈Z−
{‖zt‖w−t}, for any z ∈ (R
d)Z− .
We say that U has the fading memory property (FMP) with respect to the sequence w if U : (ℓ∞− (R
d), ‖.‖w) −→
(ℓ∞− (R
N ), ‖.‖w) is continuous, that is for any z ∈ ℓ
∞
− (R
d) and any ǫ > 0 there exists a δ(ǫ, z) > 0 such
that for any z¯ ∈ ℓ∞− (R
d) it holds that
‖z¯− z‖w < δ(ǫ, z) =⇒ ‖U(z¯)− U(z)‖w < ǫ. (A.3)
We shall use the following notation: in Euclidean spaces Rd and for any L > 0, the symbol BL ⊂ R
d
denotes the closed 2-ball centered at zero. We also denote KL :=
(
BL
)Z
⊂ ℓ∞(Rd).
Proposition A.1 Let F : RN ×Rd −→ RN be a continuous state map and let L1 > 0. Suppose that the
restriction (denoted with the same symbol) F : RN ×BL1 −→ R
N is a contraction in the state variable,
that is, there exists a constant 0 < c < 1 such that for all x1,x2 ∈ R
N and z ∈ BL1
‖F (x1, z)− F (x2, z)‖ ≤ c‖x1 − x2‖.
Then:
(i) There exists a constant L2 > 0 such that F (BL2 × BL1) ⊂ BL2 and hence F can be restricted
accordingly to a map F : BL2 × BL1 −→ BL2 (denoted with the same symbol).
(ii) The system determined by F : BL2×BL1 −→ BL2 with inputs in KL1 ⊂ ℓ
∞(Rd) has the (KL1 ,KL2)-
ESP. This means that for any z ∈ KL1 there exists a unique x ∈ KL2 such that
xt = F (xt−1, zt), for all t ∈ Z. (A.4)
(iii) The recursions (A.4) determine uniquely a state filter UF : KL1 −→ KL2 that satisfies
UF (z)t = F
(
UF (z)t−1, zt
)
, for all t ∈ Z. (A.5)
The filter UF is continuous when KL1 and KL2 are endowed with the product topology. Moreover,
UF has the fading memory property with respect to any weighting sequence.
Proof. The proof of all these claims hinges on various results that are already available in the
literature.
(i) Given that {0} × BL1 is a compact subset of R
N × Rd and F is continuous, then (see [Munk 14,
Theorem 26.5]) F ({0} ×BL1) is a compact subset of R
N and hence bounded (see [Munk 14, Theorem
27.3]). This implies the existence of a constant r > 0 such that F ({0} × BL1) ⊂ Br ⊂ R
N . Now,
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using an argument similar to [Gono 19, Remark 2], we see that for any L2 > r/(1 − c) > 0 and any
x ∈ BL2 , z ∈ BL1 , we have that
‖F (x, z)‖ ≤ ‖F (x, z) − F (0, z)‖+ ‖F (0, z)‖ ≤ c ‖x‖+ r ≤ cL2 + r < L2,
as required.
(ii) and (iii) These claims can be obtained out of (i) and the second part in Theorem 3.1 in [Grig 18].
The statement on the continuity with respect to the product topology and the FMP with respect to
any weighting sequence is a consequence of Corollary 2.7 in the same reference. Similar results under
more or less general hypotheses can also be found in Theorem 7 and Theorem 12 of [Grig 19]. 
Remark A.2 The fading memory property that is obtained in the previous proposition out of the
contractive character of the state map implies the so called unique steady-state property [Boyd 85], also
referred to as input forgetting property [Jaeg 10]. Moreover, in the particular case of state space maps
that, like in Proposition A.1, restrict to compacta, it has been shown [Grig 19, Theorem 6] that the
fading memory property implies a stronger uniform version of the input forgetting property. All these
properties are very relevant in our context as they all coincide with the asymptotic stability that has
been identified in the foundational paper [Koca 96] as the characterizing property for the existence of
generalized synchronizations (in continuous time and under hypotheses different from ours).
B Existence and uniqueness of continuous synchronizations
We start by verifying that when the map f(φ,ω,F ) is well-defined then it is a generalized synchronization
between the dynamical system φ and the response of the system F driven by its ω-observations. Next,
we show in Proposition B.3 in a continuous setup, that is, when φ ∈ Hom(M), ω ∈ C0(M,Rd), and
F is continuous and contracting on the state variable, that the state synchronization map f(φ,ω,F ) is
necessarily continuous and has a uniqueness feature with respect to a property that we introduce in
Lemma B.2.
Lemma B.1 Let φ ∈ Hom(M) be an invertible dynamical system on a compact topological space M ,
ω ∈ C0(M,Rd) an observation map, and F : RN × Rd −→ RN a continuous state map. If the system
determined by F and driven by the ω-observations of φ has the (φ, ω)-ESP, then the map f(φ,ω,F ) :
M −→ RN defined by f(φ,ω,F )(m) := p0
(
UF (S(φ,ω)(m))
)
is a generalized synchronization, that is, it
satisfies the defining relation (2) in [Grig 20].
Proof. We first recall that, by definition, as F has the (φ, ω)-ESP, there exists a unique fil-
ter UF : S(φ,ω)(M) −→ (R
N )Z that associates to each orbit S(φ,ω)(m) the unique solution sequence
UF (S(φ,ω)(m)) ∈ (R
N )Z that satisfies
UF (S(φ,ω)(m))t = F
(
UF (S(φ,ω)(m))t−1, S(φ,ω)(m)t
)
, for all t ∈ Z. (B.1)
The (φ, ω)-ESP automatically ensures that UF is causal and time-invariant (see [Grig 18, Proposition
2.1] for a detailed proof) and hence
UF ◦ Tt = Tt ◦ U
F , for all t ∈ Z, (B.2)
with Tt the time delay operator introduced in Section A. With these elements it is easy to prove that
f(φ,ω,F ) is a generalized synchronization. Indeed, note that the GS defining relation (2) in [Grig 20] can
be rewritten as
UF (S(φ,ω)(m))t = f(φ,ω,F )
(
φt(m)
)
, for any t ∈ Z, m ∈M ,
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that we now set to prove. Note that
UF (S(φ,ω)(m))t = pt
(
UF (S(φ,ω)(m))
)
= p0 ◦ T−t
(
UF (S(φ,ω)(m))
)
= p0
(
UF
(
T−t
(
S(φ,ω)(m)
)))
= p0
(
UF
(
S(φ,ω)(φ
t(m))
))
= f(φ,ω,F )
(
φt(m)
)
, (B.3)
as required. In this chain of equalities, we have used (A.1) in the second equality, the time invariance
(B.2) of UF in the third one, and the time equivariance (A.2) of S(φ,ω) in the fourth one. 
Lemma B.2 In the same setup as Lemma B.1, the state synchronization map f(φ,ω,F ) satisfies the
identity:
f(φ,ω,F )(m) = F
(
f(φ,ω,F )(φ
−1(m)), ω(m)
)
, for all m ∈M. (B.4)
Proof. By the definition of the GS f(φ,ω,F ) and the recursion (B.1) satisfied by U
F ,
f(φ,ω,F )(m) = p0
(
UF (S(φ,ω)(m))
)
= UF (S(φ,ω)(m))0
= F
(
UF (S(φ,ω)(m))−1, S(φ,ω)(m)0
)
= F
(
UF (S(φ,ω)(m))−1, ω(m)
)
.
We now show that this expression coincides with the right hand side of (B.4). Notice first that by the
equivariance property (A.2) of the delay map S(φ,ω) we have that S(φ,ω)
(
φ−1(m)
)
= T1
(
S(φ,ω)(m)
)
and
hence using the time invariance of UF :
F
(
f(φ,ω,F )(φ
−1(m)), ω(m)
)
= F
(
UF (S(φ,ω)(φ
−1(m)))0, ω(m)
)
= F
(
UF (T1
(
S(φ,ω)(m)
)
0
, ω(m)
)
= F
((
T1
(
UF (S(φ,ω)(m)
))
0
, ω(m)
)
= F
(
UF
(
S(φ,ω)(m)
)
−1
, ω(m)
)
,
as required. 
Proposition B.3 (Existence and uniqueness of continuous generalized synchronizations) Let
φ ∈ Hom(M) be an invertible dynamical system on a compact topological space M , ω ∈ C0(M,Rd) an
observation map, and F : RN × Rd −→ RN a continuous state map that is a contraction on the state
variable. Then:
(i) The system determined by F and driven by the ω-observations of φ has the (φ, ω)-ESP and hence
the generalized synchronization f(φ,ω,F ) is well-defined.
(ii) The map f(φ,ω,F ) is continuous and it is the only one that satisfies the identity (B.4).
Proof. (i) This claim is a consequence of Proposition A.1. Indeed, when we consider the continuous
observations ω of a dynamical system φ ∈ Hom(M) on a compact phase space M , it is clear that there
exists a constant L1 > 0 such that ω(φ
t(m)) ∈ BL1 , for all m ∈M and t ∈ Z, and hence
S(φ,ω)(M) ⊂ KL1 ,
necessarily. This implies by Proposition A.1 that the system determined by F has the (KL1 ,KL2)-ESP
for some L2 > 0, as well as the FMP, which obviously implies the (φ, ω)-ESP when the system is driven
by the ω-observations of φ. This shows in particular that the generalized synchronization f(φ,ω,F ) is
well-defined.
(ii) We first show the continuity of f(φ,ω,F ) := p0 ◦ U
F ◦ S(φ,ω) : M −→ R by noticing that it is a
composition of continuous functions. Indeed, using the notation introduced in the previous point, if we
endow the sets KL1 and KL2 with the product topology, the map p0 : KL2 −→ R is clearly continuous,
UF : KL1 −→ KL2 is continuous by Proposition A.1, and S(φ,ω) :M −→ KL1 is also continuous because
it is a Cartesian product of continuous maps (see [Munk 14, Theorem 19.6]).
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In order to prove the uniqueness statement, we first endow the set of continuous functions C0(M,RN )
with the Banach space structure induced by the norm
‖f‖∞ := sup
m∈M
{‖f(m)‖} , f ∈ C0(M,RN ). (B.5)
We emphasize that this norm is always finite due to the compactness ofM . We shall prove the statement
by showing that the map Ψ : C0(M,RN ) −→ C0(M,RN ) defined by
Ψ(f)(m) := F
(
f
(
φ−1(m)
)
, ω(m)
)
, for all m ∈M, f ∈ C0(M,RN ), (B.6)
is well-defined and a contraction with respect to the norm introduced in (B.5). The result follows then
from the Banach Contraction-Mapping Principle (see [Shap 16, Theorem 3.2]).
First, the continuity hypotheses on φ, ω, and F imply that Ψ(f) ∈ C0(M,RN ) whenever f ∈
C0(M,RN ). Now, let f, g ∈ C0(M,RN ). Then, since we assume that F is a construction in the state
variable with constant 0 < c < 1, we have that,
‖Ψ(f)−Ψ(g)‖∞ = sup
m∈M
{∥∥F (f (φ−1(m)) , ω(m))− F (g (φ−1(m)) , ω(m))∥∥}
≤ c sup
m∈M
{∥∥f (φ−1(m))− g (φ−1(m))∥∥} = c ‖f − g‖∞ , (B.7)
which shows that Ψ is a contraction with respect to the norm in (B.5) and hence there exists a unique
element in C0(M,RN ) that satisfies the identity (B.4). As we just proved that f(φ,ω,F ) ∈ C
0(M,RN )
and by Lemma B.2 the state synchronization map f(φ,ω,F ) satisfies (B.4), that unique element is f(φ,ω,F )
necessarily. 
Remark B.4 Having obtained in the proof the state synchronization map f(φ,ω,F ) as the unique fixed
point of a contracting map, a standard result about maps of this type on metric spaces (see [Shap 16,
Proposition 3.4]), guarantees that f(φ,ω,F ) can be obtained by iterating the map Ψ defined in (B.6) using
any function f0 ∈ C
0(M,RN ) (for instance a constant function) as initial condition. In other words,
f(φ,ω,F ) is the uniform limit of the sequence determined by the iterations:
fn+1 = Ψ(fn), with f0 := constant. (B.8)
Remark B.5 There is a fundamental difference of much practical importance between the construction
of the generalized synchronization f(φ,ω,F ) via the iteration of the map Ψ as in (B.8) and using the
definition f(φ,ω,F ) := p0 ◦U
F ◦S(φ,ω). The former requires full knowledge about the dynamical system φ
while the latter only uses its ω-observations. This difference is of much relevance when a synchronization
has to be constructed or learned using only observations of a given data generating dynamical system.
C Existence and uniqueness of differentiable synchronizations
In this section we extend the result in Proposition B.3 and we show that when the dynamical system
φ ∈ Diff1(M) and the maps ω and F are differentiable then the state synchronization map f(φ,ω,F ) is
necessarily differentiable. The strategy that we follow also consists in proving that the map Ψ introduced
in (B.6) is a contraction but, this time around, on a well-chosen closed subset of C1(M,RN ). We start
with some preliminaries.
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Banach space structures in C1(M,RN ). All along this section we assume that M is a compact,
connected, Hausdorff, and second-countable manifold and hence it can be endowed with a Riemannian
metric g (see [Carm 92, Proposition 2.10]). Now, for any f ∈ C1(M,RN ), define
‖Df‖∞ = sup
m∈M
{‖Df(m)‖} with ‖Df(m)‖ = sup
v∈TmM
v 6=0
{
‖Df(m) · v‖
(g(m)(v,v))
1/2
}
.
Analogously, if φ :M →M is a C1 map, we can define:
‖Tφ‖∞ = sup
m∈M
{‖Tmφ‖} with ‖Tmφ‖ = sup
v∈TmM
v 6=0
{
(g(φ(m))(Tmφ · v, Tmφ · v))
1/2
(g(m)(v,v))1/2
}
.
It can be proved by using the results in Chapter 2 of [Abra 67] that, for any δ > 0, the norms ‖·‖C1(δ)
defined by
‖f‖C1(δ) := ‖f‖∞ + δ ‖Df‖∞ (C.1)
endow C1(M,RN ) with a Banach space structure. It can also be shown (see [Abra 67, Theorem 11.2
(ii)]) that all these norms generate the same topology in C1(M,RN ) that is also independent of the
choice of Riemannian metric g and coincides with the weak and strong topologies introduced in Chapter 2
of [Hirs 76].
We introduce two technical lemmas that are needed later on.
Lemma C.1 In the setup that we just described, let R > 0 and define:
Ω(R) :=
{
f ∈ C1(M,RN ) | ‖Df‖∞ ≤ R
}
.
The set Ω(R) is closed in
(
C1(M,RN ), ‖·‖C1(δ)
)
for any δ > 0.
Proof. We proceed by showing that the complementary set Ω(R)c is open in
(
C1(M,RN ), ‖·‖C1(δ)
)
.
Let f ∈ Ω(R)c such that ‖Df‖∞ = K > R. Given ǫ := δ(K −R) we will show that the ball BC1(δ)(f, ǫ)
is a subset of Ω(R)c. Indeed, for any g ∈ BC1(δ)(f, ǫ):
K = ‖Df‖∞ = ‖Df +Dg −Dg‖∞ ≤ ‖Df −Dg‖∞ + ‖Dg‖∞
≤
1
δ
‖f − g‖∞+‖Df −Dg‖∞+‖Dg‖∞ =
1
δ
‖f − g‖C1(δ)+‖Dg‖∞ <
ǫ
δ
+‖Dg‖∞ = K−R+‖Dg‖∞ ,
which implies that ‖Dg‖∞ > R and hence that BC1(δ)(f, ǫ) ⊂ Ω(R)
c. 
Let F ∈ C1(RN × Rd,RN ). The following notation will be used in the sequel:
LFx := sup(x,z)∈RN×Rd {‖DxF (x, z)‖} , LFz := sup(x,z)∈RN×Rd {‖DzF (x, z)‖} ,
LFxx := sup(x,z)∈RN×Rd {‖DxxF (x, z)‖} , LFxz := sup(x,z)∈RN×Rd {‖DxzF (x, z)‖} ,
(C.2)
where the symbols DxF (x, z), DzF (x, z), DxxF (x, z), and DxzF (x, z) denote the partial derivatives of
F with respect to the variables indicated in the subindices.
Lemma C.2 Let φ ∈ Diff1(M) be a dynamical system on the compact differentiable manifold M and
consider the observation ω ∈ C1(M,Rd) and state F ∈ C1(RN × Rd,RN ) maps. Suppose that the
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constants LFx and LFz defined in (C.2) are finite and that LFx
∥∥Tφ−1∥∥
∞
< 1. Choose a constant R > 0
such that
R >
LFz ‖Dω‖∞
1− LFx ‖Tφ
−1‖∞
. (C.3)
Then, the map Ψ introduced in (B.6) maps the space C1(M,RN ) into itself and, additionally, it restricts
to Ω(R), that is, Ψ(Ω(R)) ⊂ Ω(R).
Proof. We first note that, for any f ∈ C1(M,RN ), its image Ψ(f) belongs necessarily to C1(M,RN )
as it is a composition of C1 maps.
We now prove the inclusion Ψ(Ω(R)) ⊂ Ω(R). Let f ∈ Ω(R). By the chain rule, for any m ∈M and
v ∈ TmM :
‖DΨ(f)(m) · v‖ = ‖DxF (f(φ
−1(m)), ω(m)) ·Df(φ−1(m)) · Tmφ
−1 · v
+DzF (f(φ
−1(m)), ω(m)) ·Dω(m) · v‖ ≤
(
LFx ‖Df‖∞
∥∥Tφ−1∥∥
∞
+ LFz ‖Dω‖∞
)
‖v‖
≤
(
LFxR
∥∥Tφ−1∥∥
∞
+ LFz ‖Dω‖∞
)
‖v‖ ,
which, using the hypothesis (C.3), implies that
‖DΨ(f)‖∞ ≤ LFxR
∥∥Tφ−1∥∥
∞
+ LFz ‖Dω‖∞ < R,
and guarantees that Ψ(f) ∈ Ω(R), as required. 
The main theorem. The following result extends Proposition B.3 to the differentiable case.
Theorem C.3 (Existence and uniqueness of differentiable generalized synchronizations) Let
φ ∈ Diff1(M) be a dynamical system on the compact manifold M and consider the observation ω ∈
C1(M,Rd) and state F ∈ C2(RN × Rd,RN ) maps. Suppose that the bounds for the partial derivatives
of F introduced in (C.2) are all finite and that, additionally,
LFx < min
{
1, 1/
∥∥Tφ−1∥∥
∞
}
. (C.4)
Then:
(i) The system determined by F and driven by the ω-observations of φ has the (φ, ω)-ESP and hence
the generalized synchronization f(φ,ω,F ) is well-defined.
(ii) The map f(φ,ω,F ) belongs to C
1(M,RN ) and it is the only one that satisfies the identity (B.4).
Remark C.4 As we showed in the proof of the Proposition B.3 and in Proposition A.1, in the hy-
potheses of the theorem there exist constants L1, L2 > 0 such that the state map F restricts to a map
F : BL2 × BL1 −→ BL2 . This implies that the statement of the theorem can be reformulated so that
its hypotheses involve a version of the constants introduced in (C.2) where the suprema are taken only
over BL2 ×BL1 .
Proof of the theorem. (i) First of all, since by hypothesis 0 < LFx < 1, then F is a contraction in
the state variable. Indeed, by the Mean Value Theorem, for any x1,x2 ∈ R
N , z ∈ Rd:
‖F (x1, z)− F (x2, z)‖ ≤ sup
x∈RN
{‖DxF (x, z)‖} ‖x1 − x2‖ ≤ LFx ‖x1 − x2‖ . (C.5)
The claim then follows from part (i) in Proposition B.3.
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(ii) The strategy of the proof consists in showing that, in the hypotheses of the statement, the map
Ψ : Ω(R) −→ Ω(R) introduced in (B.6) and with R > 0 satisfying the condition (C.3) is a contraction
for some norm ‖·‖C1(δ0) of the type defined in (C.1) and where the value δ0 > 0 will be specified later
on.
This construction is feasible because the hypothesis (C.4) implies that LFx
∥∥Tφ−1∥∥
∞
< 1 and hence,
by Lemma C.2, a constant R > 0 can be chosen so that the map Ψ : Ω(R) −→ Ω(R) is well-defined.
Moreover, since by Lemma C.1 the set Ω(R) is closed in
(
C1(M,RN ), ‖·‖C1(δ)
)
for any δ > 0, it is hence
a complete metric space to which the Banach Contraction-Mapping Principle [Shap 16, Theorem 3.2]
can be applied. Consequently, if we are able to prove that Ψ : Ω(R) −→ Ω(R) is a contraction with
respect to the metric inherited from
(
C1(M,RN ), ‖·‖C1(δ0)
)
, for some δ0 > 0, we can then conclude
the existence of a unique element f0 ∈ Ω(R) such that Ψ(f0) = f0. Now, as we already saw in the
proof of part (i), the condition (C.4) implies that LFx < 1 and hence Proposition B.3 guarantees that
f(φ,ω,F ) is the unique continuous map that satisfies the identity Ψ(f(φ,ω,F )) = f(φ,ω,F ). Since the element
f0 ∈ Ω(R) whose existence we just proved is obviously continuous, we can immediately conclude that
f(φ,ω,F ) = f0 and hence that f(φ,ω,F ) ∈ Ω(R) ⊂ C
1(M,RN ), necessarily.
We hence conclude the proof by showing the existence of a constant δ0 > 0 for which Ψ : Ω(R) −→
Ω(R) is a contraction in the norm ‖·‖C1(δ0). Let f1, f2 ∈ Ω(R), and δ > 0 arbitrary. By definition,
‖Ψ(f1)−Ψ(f2)‖C1(δ) = ‖Ψ(f1)−Ψ(f2)‖∞ + δ ‖D(Ψ(f1))−D(Ψ(f2))‖∞ . (C.6)
Since in (C.5) we showed that F is a contraction in the state variable with constant 0 < LFx < 1, we
can conclude using (B.7) that
‖Ψ(f1)−Ψ(f2)‖∞ < LFx ‖f1 − f2‖∞ . (C.7)
Let now m ∈ M and v ∈ TmM arbitrary. By the chain rule, the Mean Value Theorem, and the
definitions in (C.2)
‖DΨ(f1)(m) · v −DΨ(f2)(m) · v‖
= ‖DF (f1(φ
−1
(m)), ω(m))
(
Df1(φ
−1
(m)) · Tmφ
−1
· v,Dω(m) · v
)
−DF (f2(φ
−1
(m)), ω(m))
(
Df2(φ
−1
(m)) · Tmφ
−1
· v,Dω(m) · v
)
‖
≤ ‖DF (f1(φ
−1(m)), ω(m))
(
Df1(φ
−1(m)) · Tmφ
−1 · v,Dω(m) · v
)
−DF (f1(φ
−1(m)), ω(m))
(
Df2(φ
−1(m)) · Tmφ
−1 · v,Dω(m) · v
)
‖
+‖DF (f1(φ
−1(m)), ω(m))
(
Df2(φ
−1(m)) · Tmφ
−1 · v, Dω(m) · v
)
−DF (f2(φ
−1(m)), ω(m))
(
Df2(φ
−1(m)) · Tmφ
−1 · v, Dω(m) · v
)
‖
≤ LFx
∥∥∥
(
Df1(φ
−1(m))−Df2(φ
−1(m))
)
· Tmφ
−1 · v
∥∥∥
+
∥∥∥(DxF (f1(φ−1(m)), ω(m))−DxF (f2(φ−1(m)), ω(m))) ·
(
Df2(φ
−1(m)) · Tmφ
−1 · v
)∥∥∥
+
∥∥∥(DzF (f1(φ−1(m)), ω(m))−DzF (f2(φ−1(m)), ω(m))) ·Dω(m) · v
∥∥∥
≤ LFx ‖Df1 −Df2‖∞
∥∥∥Tφ−1
∥∥∥
∞
‖v‖+ LFxx ‖f1 − f2‖∞ ‖Df2‖∞
∥∥∥Tφ−1
∥∥∥
∞
‖v‖+ LFxz ‖f1 − f2‖∞ ‖Dω‖∞ ‖v‖ .
If we now use that, by hypothesis, f2 ∈ Ω(R), the last inequality implies that:
‖DΨ(f1)(m) · v −DΨ(f2)(m) · v‖
≤
(
LFx ‖Df1 −Df2‖∞
∥∥Tφ−1∥∥
∞
+ LFxx ‖f1 − f2‖∞R
∥∥Tφ−1∥∥
∞
+ LFxz ‖f1 − f2‖∞ ‖Dω‖∞
)
‖v‖ ,
which ensures that
‖DΨ(f1)(m) · v −DΨ(f2)(m) · v‖
≤
(
LFxx
∥∥Tφ−1∥∥
∞
R+ LFxz ‖Dω‖∞
)
‖f1 − f2‖∞ + LFx
∥∥Tφ−1∥∥
∞
‖Df1 −Df2‖∞ .
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Together with (C.1) and (C.7), this inequality implies that:
‖Ψ(f1)−Ψ(f2)‖C1(δ)
≤
(
LFx + δ
(
LFxx
∥∥Tφ−1∥∥
∞
R+ LFxz ‖Dω‖∞
))
‖f1 − f2‖∞ + δLFx
∥∥Tφ−1∥∥
∞
‖Df1 −Df2‖∞ . (C.8)
Choose now δ0 > 0 small enough so that
LFx + δ0
(
LFxx
∥∥Tφ−1∥∥
∞
R + LFxz ‖Dω‖∞
)
< 1, (C.9)
which is always possible due to the hypothesis LFx < 1. Additionally, the hypothesis LFx
∥∥Tφ−1∥∥
∞
< 1
together with (C.9) and (C.8) imply that
‖Ψ(f1)−Ψ(f2)‖C1(δ0) ≤ c0 ‖f1 − f2‖C1(δ0) ,
for any 0 < c0 < 1 such that c0 < min
{
LFx
∥∥Tφ−1∥∥
∞
, LFx + δ0
(
LFxx
∥∥Tφ−1∥∥
∞
R+ LFxz ‖Dω‖∞
)}
,
which guarantees the contractivity of Ψ : Ω(R) −→ Ω(R), as required. 
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