Abstract-Dense deployment of small base stations (SBSs) will play a crucial role in 5G cellular networks for satisfying the expected huge traffic demand. Dynamic ON/OFF switching of SBSs and the use of renewable energies have recently attracted increasing attention to limit the energy consumption of such a network. In this paper, we present a Layered Learning solution for the radio resource management of dense cellular networks with SBSs powered solely by renewable energy. In the first layer, reinforcement learning agents locally select switch ON/OFF policies of the SBSs according to the energy income and the traffic demand. The second layer relies on an Artificial Neural Network that estimates the network load conditions to implement a centralized controller enforcing local agent decisions. Simulation results prove that the proposed layered framework outperforms both a greedy and a completely distributed solution both in terms of throughput and energy efficiency.
I. INTRODUCTION
The trend for the next generation of cellular network, the Fifth Generation (5G), predicts a 1000x increase in the capacity demand with respect to 4G, which leads to new infrastructure deployments. To this respect, it is estimated that the energy consumption of ICT might reach the 51% of global electricity production by 2030, mainly due to mobile networks and services [1] . Consequently, the cost of energy may also become predominant in the operative expenses of a mobile network operator [2] . Therefore, an efficient control of the energy consumption in 5G networks is not only desirable but essential. Self-Organized Network (SON) functionalities are expected to be a key enabler in 5G to provide intelligence and autonomous adaptability to network elements for improving the system efficiency and simplifying the management of such a complex architecture. Software Defined Networking (SDN) and Artificial Intelligence (AI) constitute the main technologies for implementing the SON paradigm. On the one hand, SDN provides a flexible infrastructure for collecting the necessary system information and reconfiguring the network elements [3] . On the other hand, AI gives the tools for automatic and intelligent system (re-)configuration [4] .
The research community has been paying close attention to the energy efficiency (EE) of the radio communication networks, with particular emphasis on the dynamic switch ON/OFF of the base stations (BSs) [5] . Recently, the introduction of energy harvesting (EH) capabilities is also considered to enable higher energy savings [6] , especially in scenario with small BSs (SBSs). Up to now, the efforts have concentrated in providing guidelines for dimensioning the network and the energy harvesting systems [7] , while on-line approaches to control network elements have appeared only recently. In [8] the ski rental problem has been adapted to optimize the switch ON/OFF problem for ultra-dense EH SBS networks. The analysis is carried out considering Poisson arrivals for energy and traffic, which may provide a non-realistic approximation to these processes. Reinforcement Learning (RL) has been used in [9] for optimizing the control of a single EH SBS as a function of the local harvesting process and storage conditions. However, the effect of the simultaneous switching OFFs by multiple SBSs on the overall network performance is not studied. In [10] we have considered a scenario where grid powered macro BSs (MBSs) are supported by SBSs equipped with solar energy and batteries. The network is modeled as a Multi-Agent RL (MARL) system. Each agent (a SBS) implements a distributed Q-learning (QL) algorithm [11] and takes autonomous decisions to independently learn EE radio resource management (RRM) policies according to the energy income and the traffic demand. This solution, despite showing encouraging results, presents some performance still not suitable for a real deployment (e.g., high traffic drop rate).
The main limitation of the distributed QL is represented by the lack of coordination among the agents, which may incur conflicting behaviors. In this paper we propose a Layered Learning (LL) approach to facilitate the agent learning process [12] . In particular, we envisage a hierarchical framework based on a two-layered optimization, where a bottom layer with local learning is enhanced by the above layer through its network-wide view. The first layer (Layer 1) is in charge of the local optimization at each SBS. It is composed of a set of distributed agents implementing Heuristically Accelerated RL (HARL) [13] . HARL extends the distributed QL of [10] by introducing additional knowledge to influence the local actions to be taken. The second layer (Layer 2) is in charge of the network-wide optimization. It is composed of a Multilayer Feedforward Neural Networks (MFNN) [14] , [15] for MBS load estimation and a SBS Centralized Controller, which decides the local agent(s) to be influenced. Layer 2 is a specific application of the Energy Management and Monitoring (EMMA) SDN framework, designed in the 5G-Crosshaul project [16] , for dense networks with energy harvesting capabilities and called EMMA-EH. The results demonstrate that the proposed LL framework outperforms both a greedy and a distributed solution in terms of throughput and EE. Therefore, LL represents a promising RRM approach in 5G scenarios for enabling energy savings with the SON paradigm.
The remainder of the paper is organized as follows. In Section II we present the system model. Section III gives an overview on the LL architecture, while Section IV and Section V detail the two layers of the optimization. In Section VI we discuss some performance results and in Section VII we draw our conclusions.
II. SYSTEM MODEL We consider a two-tier network composed of M MBSs and N SBSs. The MBSs provide baseline connectivity and are powered by the grid. The SBSs are deployed for increasing the capacity in a hot-spot manner (e.g., shopping hall, city center, etc.). SBSs are solely powered through the energy harvested by a solar panel and are equipped with rechargeable batteries. SBSs can be switched OFF to save energy in the battery. During the OFF period of a SBS, the parent MBS is in charge of serving the relevant users. However, in case of simultaneous OFF periods by several SBSs, the traffic of the handed over users might be dropped due to the limited capacity of the parent MBSs. We define this situation as system outage.
The BS power consumption model adopted is P = P 0 +βρ, where ρ ∈ [0, 1] is the BS traffic load, normalized with respect to its maximum capacity, and P 0 is its baseline power consumption. This model is supported by real measurements [17] and closely matches the real power profile of LTE BSs.
The energy harvesting process is based on a Markov model that provides accurate statistics per month basis by processing the hourly solar energy arrival data over 20 years [18] The user equipment (UE) resource allocation scheme uses the methodology defined in [19] . This includes a detailed wireless channel model and the dynamic selection of the modulation and coding scheme (MCS) for each user as function of its channel state. The traffic load experienced at time t by each SBS due to the traffic of the UEs is defined as
The system evolves in cycles, based on the variation of the traffic demand and the energy arrivals in time. At each cycle t, the LL framework decides the configuration of the cluster of SBSs in terms of ON/OFF states.
III. LAYERED LEARNING RRM ARCHITECTURE
The proposed LL solution is based on two layers in charge of local and network-wide EE RRM, respectively. Fig. 1 shows the interconnection between the two layers, which relies on the framework called EMMA introduced in the H2020 5G-Crosshaul project. EMMA is an infrastructure-related application based on the SDN paradigm aimed at monitoring the status of the RAN, fronthaul and backhaul elements and triggering reactions to minimize the energy footprint. It collects both energy-specific parameters and information about several network aspects, e.g., traffic routing paths, traffic load levels, user throughput, radio coverage. The first layer is composed of the set of local agents in the SBSs, each of those in charge of learning switching ON/OFF policies according to the harvested energy arrivals, the available energy budget, the user traffic demand and the energy consumption of the SBSs. To address this objective, agents are implementing a HARL algorithm based on our proposal in [10] .
Layer 2 is a central manager in charge of collecting local agent state information and assisting Layer 1 in learning intelligent switch ON/OFF policies according to a network global perspective. The second layer is designed to be an extension of the EMMA framework, called EMMA-EH. This application implements a MFNN to forecast the MBS load based on the environmental variables of each SBS and a SBS Centralized Controller that decides whether to enforce the local policies of a specific set of SBSs.
IV. LAYER 1: HARL
The first layer is composed of a set of distributed agents implementing HARL. Each agent i maintains a local policy and a local Q-function Q(x is the security threshold of the battery state of charge (SOC). The constant κ is used to balance the impact of the throughput and energy saving rewards. The rationale behind this state/action model is borrowed from our previous work [10] , which the reader may want to refer to for a more detailed description. Finally, the optimal actionâ to be taken by the SBS i at time t in a certain state x t i is defined as:
where H(x 
where w i are the weights associated to each input and f (·) is a non-linear activation function, typically the sigmoid function f (x) = 1/(1 + e −x ). A MFNN is composed by a series of neurons organized in L layers in a way that the input information moves only in one direction (i.e., there are no cycle in the networks like in a recurrent neural network). Let define I as the number of neurons in layer l. The bottom layer, L 0 , is the input layer and it contains N +1 neurons, which are the inputs plus the constant neuron always at 1. The last layer is composed by only one neuron and represents the output of the neural network. Each neuron in a layer l = 2, . . . , L has I l = I l−1 inputs, each of which is connected to the output of a neuron in the previous layer. Layers 2, . . . , L − 1 are called hidden layers. A MFNN can approximate arbitrary continuous functions defined over compact subsets of R N by using a sufficient number of neurons at the hidden layers. In order to achieve this, it is necessary to determine the values of the weights correspondent to the function to be approximated (also known as training phase). A supervised approach has been adopted, i.e., a training set of input-output is used to train the neural network according to the gradient descent optimization using backpropagation algorithm [14] . We consider two hidden layers and analyze configurations with different number of neurons per layer to obtain the best estimation performance. Further details will be provided in Section VI-B.
B. SBS Centralized Controller
We identify two different critical operational cases based on the MFNN estimation outputL 
In fact, the heuristic must assume the lowest value that can influence the choice of action in order to minimize the loss in the Q-functions due to the use of HARL [13] . Alternatively,
VI. VALIDATION AND EVALUATION

A. Simulation Scenario
The scenario considered in this analysis is composed of 1 MBS placed in the middle of a 1 × 1 m 2 area with a varying number of SBSs randomly placed and with non-overlapping coverage. We consider medium scale factor "metro cells" as SBSs, featuring a maximum transmission power of 38 dBm, which corresponds approximately to a coverage range of 50 m. Therefore, according to the BS power consumption model presented in Section II, the values of β and P 0 for the MBS (SBS) are 600 (39)W and 750 (105.6), respectively. Each SBS is supplied by an array of 16 × 16 solar cells of Panasonic N235B solar modules (area 4.48 m 2 ), which have single cell efficiencies of about 21% and a lithium ion battery of 2 KWh. The solar energy statistics are generated with the SolarStat tool [18] for the city of Los Angeles. The size of the energy supplier/storage has been dimensioned considering end if 23: end procedure a simple and cost effective design of the system which aims at guaranteeing that a SBS can be fully recharged in a typical winter day. The traffic demand is modeled as an urban business district and it is based on the model proposed in [17] , with higher intensity during the day-time hours (11 am to 6 pm). For doing this, the coverage area of each SBS is populated with 120 uniformly placed UEs, where the 20% of the UEs are considered as heavy users which request 900 MB/h while the remaining are ordinary UEs and need 112.5 MB/h.
B. MFNN Behavior
We tested different number of neurons in each hidden layer and we found that the best approximation is for I 1 = ⌈3/2N ⌉ and I 2 = ⌈2/3N ⌉. Fig. 2 presents the overall mean squared error of this configuration for different number of SBSs as a function of system evolution epochs. After a preliminary phase of 500 hours, all the cases reach a stable behavior. However, the three cases differ in terms of their asymptotic error values: from the 10% for 3 SBSs up to the 15% for 9 SBSs. The reason behind this difference is that the MBS load estimation becomes more complex since the approximated function increases its domain R N in dimension, when the number of SBSs grows. As an additional illustrative result, we evaluate the potential impact of the mean squared error on the SBS Centralized Controller algorithm. For doing this, we test two different operational cases that can generate an error in the EMMA-EH decision making process: the false negatives and false positives occurrences. We define the false negatives as the cases when the MFNN does not estimate that the system is under-dimensioned (i.e.,L outage. Fig. 3 provides the number of false negatives in a day as a function of the system evolution epochs. From Fig. 3 , we can observe that the MFNN takes approximately 500 hours for reaching a stable behavior and reduces the number of false negatives to less than 1 per day. On the other hand, the false positives have been defined as the cases when the MFNN expects that the system in under-dimensioned (i.e., L t
MBS > L thrHigh MBS
) but it is not in outage. Fig. 4 provides the number of false positives per day as function of the system evolution epochs. In this case, the MFNN reaches a stable behavior at 1500 hours; after that point the number of false positives is in a range of 1 or 2 per day. The asymptotic behavior of the false positives is higher than the false negatives. This is due to the fact that we have adopted a guard margin to guarantee the MBS to be not overloaded (i.e., L thrHigh MBS = 0.85). Therefore, some false positives are MFNN estimations that fall between L thrHigh MBS and 1, which do not represent a system outage.
C. Network Performance
In this section the LL framework is compared with a distributed QL solution and a greedy (GR) algorithm. The GR switches off the SBS when its battery is below a security is set to 20% for maintaining the batteries in the correct SOC operative range and avoid to rapidly jeopardize the battery performance [20] . Results are obtained averaging simulations spanning over different months, for an overall duration of 365 simulated days after the whole framework has converged (i.e., the algorithms at both layers). The convergence behavior is dominated by the MFNN, which takes 1500 hours, as presented in Section VI-B. In layer 2, both QL and HAQL take at most 40 days (i.e., 1000 hours) for converging [10] . Considering the harvesting process difference among the seasons, two representative periods are considered for presenting the results: winter and summer, respectively termed "Win" and "Sum". January, February, October, November and December are considered as winter months. Fig. 5 presents the system average percentage gain in throughput of the LL and QL schemes with respect to the GR. The LL framework presents higher throughput than QL and GR. Moreover, the LL has better scalability than QL, which shows a degradation starting from 7 SBSs. This is a typical problem of the distributed QL solutions, since the lack of coordination may generate conflicting behaviors among the agents. This issue may occur with higher probability for a higher number of agents. Fig. 6 reports the traffic drop rate of the three schemes and confirms the analysis in the above. The QL solution halves the drop error rate of the GR, which reaches 25% in winter and 15% in summer. However, LL is able to further reduce the traffic drop rate of QL by reaching the 5% in winter and the 1% in summer. It is to be noted that, during summer the drop rate is lower since the renewable source system has been dimensioned to provide the necessary energy in a winter day. This implies that during summer the energy reserves are abundant and both LL and QL have fewer margins for policy optimization.
Regarding the energy performance, Fig. 7 reports the average EE percentage improvement of LL and QL with respect to a baseline solution where both the MBS and the SBSs are powered with the grid. We define the EE metric as EE = T S /E S , where T S is the system throughput and E S is the total energy drained from the power grid. Fig. 7 shows that LL outperforms QL starting from 5 SBSs and reaches an energy saving of up to 55%. This confirms the effectiveness of the layered learning in improving the coordination by serving more traffic with higher energy efficiency.
Finally, we look at the excess energy that is to be discarded by the SBSs, since it can neither be used for transmitting nor stored in the battery. To this respect, Fig. 8 reports the excess energy of the three schemes. As expected, the amount of the exceeding energy during the day is higher in summer for all the three solutions, since the EH system has been dimensioned for the winter season. More in detail, (i) GR always presents less excess energy than the other solutions since it takes instantaneous decisions; (ii) in the LL framework the excess energy is lower than QL. This behavior confirms that LL is able to use more efficiently the available energy reserves, i.e., it utilizes more the solar energy than the grid and delivers more traffic. 
VII. CONCLUSIONS
In this paper we have presented a Layered Learning solution for dense cellular network, in which local and network-wide layers interact for providing EE RRM policies for SBSs with energy harvesting capabilities. In the first layer a HARL algorithm placed at each SBS locally learns switch ON/OFF policies according to energy income and traffic demand. The second layer implements a centralized controller based on a MFNN for estimating the MBS load aimed at guiding the local optimization toward a more energy-efficient overall system solution. Simulation results demonstrate that the proposed layered framework meets the design goals of increasing both the throughput and the energy efficiency of the system compared to a greedy and a completely distributed approach.
