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1. Introduction
Let G = (V, E) be a simple undirected graphwith vertex set V and edge set E.We assume that each
edge e ∈ E has a positive weight w(e). Let V = {1, 2, . . . , n}. The Laplacian matrix L(G) = (li,j), the
signless Laplacian matrix Q(G) = (qi,j) and the adjacency matrix A(G) = (ai,j) of the graph G, are the
n × nmatrices deﬁned by
li,j =
⎧⎪⎪⎨
⎪⎪⎩
−w (e) if i /= j and e is the edge joining i and j,
0 if i /= j and i is not adjacent to j,
−∑k /=i li,k if i = j,
qi,j =
⎧⎪⎪⎨
⎪⎪⎩
w (e) if i /= j and e is the edge joining i and j,
0 if i /= j and i is not adjacent to j,∑
k /=i li,k if i = j,
ai,j =
⎧⎪⎪⎨
⎪⎪⎩
w (e) if i /= j and e is the edge joining i and j,
0 if i /= j and i is not adjacent to j,
0 if i = j.
L(G), Q(G) and A(G) are real symmetric matrices. From Geršgorin’s Theorem, it follows that the
eigenvalues of L(G) and Q(G) are nonnegative real numbers. Since the rows of L(G) sum to 0, (0, e) is
an eigenpair for L(G)where e is the all ones vector. Fiedler [8] proved that G is a connected graph if and
only if the second smallest eigenvalue of L(G) is positive. This eigenvalue, denoted by a(G), is called
the algebraic connectivity of G. The signless Laplacian matrix has recently attracted the attention of
some researchers. Recent papers on this matrix are [1–5].
If w(e) = 1 for all e ∈ E then G is an unweighted graph. In [11], some of the many results known
for the Laplacian matrix of an unweighted graph are given.
We recall that for a rooted graph the level of a vertex is one more than its distance from the root
vertex. A generalized Bethe tree is a rooted tree in which vertices at the same level have the same
degree.
Throughout this paper, let B be a weighted generalized Bethe tree of k levels in which the vertices
at the level j have a degree equal to dk−j+1(1 j k) and the edges joining the vertices at the level j
with the vertices at the level (j + 1) have a weight equal to wk−j(1 j k − 1).
In [12], we characterize completely the eigenvalues of the Laplacian and adjacency matrices of
B. In [7], the authors characterize the eigenvalues of the Laplacian and adjacency matrices of a graph
obtained from B and equally weighted edges, in one or more levels, joining pairs of
children.
Let φ /= Δ ⊆ {1, 2, . . . , k − 1}. Our purpose is to search for the eigenvalues of the Laplacian, sign-
less Laplacian and adjacency matrices of a weighted rooted graph G obtained from B and weighted
cliques such that, for each j ∈ Δ, the vertices of G at the level k − j + 1 connected with a ver-
tex at the level k − j deﬁne a clique in which the edges have a weight uk−j+1. That is, for each
j ∈ Δ, the children of any vertex at the level k − j deﬁne a clique in which the edges have weight
uk−j+1.
We assume dk > 1 and Kp denotes the complete graph of p vertices with p 2.
Observe that B and G have the same set of vertices and that the edges of G joining the vertices at
the level j with the vertices at the level (j + 1) have a weight wk−j(1 j k − 1).
We label the vertices of G with 1, 2, . . . , n from the level k to the root vertex and, in each level,
from the left to the right, and in each clique in a counterwise sense. Below is an example of our
labelling.
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Example 1. Let G be the graph
In this graph, B is the tree
There are k = 4 levels of vertices. We see that in G the vertices at the level 4 connected with a
vertex at the level 3 deﬁne the cliqueK3 and the vertices at the levels 3 connected with a vertex at the
level 2 deﬁne the clique K2.
We have already observed that B and G have the same set of vertices. We now observe that the
degree of the vertices of B at the level k − j + 1 is dj and the degree of these vertices as vertices of G is
dj + dj+1 − 2 whenever j ∈ Δ. For instance, at the level 3, the degree of the vertices of B in Example
1 have degree d2 = 4 while the vertices of G have degree d2 + d3 − 2 = 4 + 3 − 2 = 5. Clearly, for
j /∈ Δ the vertices of B and G at the level j have the same degree.
We introduce the following additional notation.
|A| is the determinant of A.
For j /∈ Δ, uk−j+1 = 0.
For j = 1, 2, . . . , k, let nk−j+1 be the number of vertices at the level j of B. Observe that nk = 1.
Let
Ω = {j : 1 j k − 1, nj > nj+1} .
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For j = 1, 2, . . . , k − 1, letmj = njnj+1 . Clearly
nj = (dj+1 − 1) nj+1, mj − 1 = dj+1 − 2 (1 j k − 2) ,
nk−1 = dk = mk−1.
Let 0 and I be the all zeros matrix and the identity of the appropriate order, respectively.
Let Im be the identity matrix of order m × m and let em be the m−dimensional column vector of
ones.
Let
δ1 = w1 + (d2 − 2) u1,
δj = (dj − 1)wj−1 + wj + (dj+1 − 2) uj (2 j k − 2) ,
δk−1 = (dk−1 − 1)wk−2 + wk−1 + (dk − 1) uk−1,
δk = dkwk−1.
Observe thatδj is the sumof theweightsof theedges incidentwith theverticesat the levelk − j + 1.
For the graph G in Example 1, we have k = 4, Δ = {1, 2},
d1 = 1, d2 = 4, d3 = 3, d4 = 2,
n1 = 12, n2 = 4, n3 = 2, n4 = 1,
δ1 = w1 + 2u1, δ2 = 3w1 + w2 + u2,
δ3 = 2w2 + w3, δ4 = 2w3.
At this point, we recall that the Kronecker product [14] of two matrices A = (ai,j) and B = (bi,j) of
sizes m × m and n × n, respectively, is deﬁned to be the (mn) × (mn) matrix A ⊗ B = (ai,jB). Some
basic properties are
(A ⊗ B)T = AT ⊗ BT
and
(A ⊗ B) (C ⊗ D) = (AC ⊗ BD)
for matrices of appropriate sizes. In particular, if A and B are invertible matrices then
(A ⊗ B)−1 = A−1 ⊗ B−1.
The Laplacian, signless Laplacian and adjacency matrices of the graph G in Example 1 are, respec-
tively:
L (G) =
⎡
⎢⎢⎢⎣
I4 ⊗ (δ1I3 − u1A (K3)) −w1I4 ⊗ e3 0 0
−w1I4 ⊗ eT3 I2 ⊗ (δ2I2 − u2A (K2)) −w2I2 ⊗ e2 0
0 −w2I2 ⊗ eT2 δ3I2 −w3e2
0 0 −w3eT2 δ4
⎤
⎥⎥⎥⎦ ,
Q (G) =
⎡
⎢⎢⎢⎣
I4 ⊗ (δ1I3 + u1A (K3)) w1I4 ⊗ e3 0 0
w1I4 ⊗ eT3 I2 ⊗ (δ2I2 + u2A (K2)) w2I2 ⊗ e2 0
0 w2I2 ⊗ eT2 δ3I2 w3e2
0 0 w3e
T
2 δ4
⎤
⎥⎥⎥⎦
and
A (G) =
⎡
⎢⎢⎢⎣
I4 ⊗ u1A (K3) w1I4 ⊗ e3 0 0
w1I4 ⊗ eT3 I2 ⊗ u2A (K2) w2I2 ⊗ e2 0
0 w2I2 ⊗ eT2 0 w3e2
0 0 w3e
T
2 0
⎤
⎥⎥⎥⎦ .
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In general
L (G)
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
In2 ⊗ L1 −w1In2 ⊗ em1
−w1In2 ⊗ eTm1
. . .
. . .
. . . Ink−1 ⊗ Lk−2 −wk−2Ink−1 ⊗ emk−2−wk−2Ink−1 ⊗ eTmk−2 Lk−1 −wk−1emk−1−wk−1eTmk−1 δk
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
where
Lj = δjImj − ujA
(
Kmj
)
(1 j k − 1) ,
Q (G)
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
In2 ⊗ Q1 w1In2 ⊗ em1
w1In2 ⊗ eTm1
. . .
. . .
. . . Ink−1 ⊗ Qk−2 wk−2Ink−1 ⊗ emk−2
wk−2Ink−1 ⊗ eTmk−2 Qk−1 wk−1emk−1
wk−1eTmk−1 δk
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where
Qj = δjImj + ujA
(
Kmj
)
(1 j k − 1) ,
and
A (G)
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
In2 ⊗ u1A
(
Km1
)
w1In2 ⊗ em1
w1In2 ⊗ eTm1
. . .
. . .
. . . Ink−1 ⊗ uk−2A
(
Kmk−2
)
wk−2Ink−1 ⊗ emk−2
wk−2Ink−1 ⊗ eTmk−2 uk−1A
(
Kmk−1
)
wk−1emk−1
wk−1eTmk−1 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Denote by
λ1 (M) λ2 (M) · · · λn (M)
the eigenvalues of an n × nmatrixMwith only real eigenvalues,σ(M) the set of eigenvalues andρ(M)
the spectral radius of a matrixM, respectively.
We ﬁnish this section collecting some well known facts in the following lemma.
Lemma 1
(a) The eigenvalues of a Hermitian matrix do not decrease if a positive semideﬁnite matrix is added to it
[10, Corollary 4.3.3].
(b) If A is an m × m symmetric tridiagonal matrix with nonzero codiagonal entries then the eigenvalues
of any (m − 1) × (m − 1) principal submatrix strictly interlace the eigenvalues of A [9].
(c) A graph is bipartite if and only if it contains no odd cycle [6, Proposition 1.6.1] and that the smallest
signless Laplacian eigenvalue of a connected graph is equal to 0 if and only if the graph is bipartite;
in this case 0 is a simple eigenvalue [2, Proposition 2.1].
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(d) If M is an irreducible nonnegative matrix then ρ(M) strictly increases when any entry of M strictly
increases [13, Theorem 2.1].
2. The spectrum of L(G)
Lemma 2. Let
B = βIm + uA (Km) .
Then
|B| = (β − u)m−1 (β + (m − 1) u) . (1)
and if β − u /= 0 and β + (m − 1)u /= 0,
eTmB
−1em = m
β + (m − 1) u .
Proof. The eigenvalues of B are β − u with multiplicity m − 1 and β + u(m − 1). Thus (1) follows
easily. If β − u /= 0 and β + (m − 1)u /= 0 then B is invertible. One can verify that
B−1 = xIm + yA (Km)
where
x = β + (m − 2) u
(β − u) (β + (m − 1) u) , y =
−u
(β − u) (β + (m − 1) u) .
Hence
eTmB
−1em = mx + (m − 1)my
= m
β + (m − 1) u . 
Lemma 3. Let
Aj = αjImj + ujA
(
Kmj
)
(1 j k − 1) .
Let M be the block tridiagonal matrix
M =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
In2 ⊗ A1 w1In2 ⊗ em1
w1In2 ⊗ eTm1 In3 ⊗ A2 w2In3 ⊗ em2
w2In3 ⊗ eTm2
. . .
. . .
. . . Ink−1 ⊗ Ak−2 wk−2Ink−1 ⊗ emk−2
wk−2Ink−1 ⊗ eTmk−2 Ak−1 wk−1emk−1
wk−1eTmk−1 αk
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Let
β1 = α1
and, for j = 1, 2, . . . , k − 1, if βj − uj /= 0 and βj + uj(mj − 1) /= 0, let
βj+1 = αj+1 −
mjw
2
j
βj + uj (mj − 1) .
Then
|M| = βk
k−1∏
j=1
(
βj − uj)nj−nj+1 (βj + (mj − 1) uj)nj+1 . (2)
1394 O. Rojo, L. Medina / Linear Algebra and its Applications 433 (2010) 1388–1409
Proof. In order to prove (2),we reduceM to a block upper triangular matrix. We have A1 = α1Im1 +
u1A(Km1) = β1Im1 + u1A(Km1) ≡ B1. Since β1 − u1 /= 0 and β1 + u1(m1 − 1) /= 0, from Lemma 2,
the matrix B1 is invertible. Multiplying the ﬁrst row of blocks by w1In2 ⊗ eTm1B−11 and subtracting the
products from the second row of blocks, we obtain
M2 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
In2 ⊗ B1 w1In2 ⊗ em1
In3 ⊗ A2 − w21 In2 ⊗ eTm1B
−1
1 em1 w2In3 ⊗ em2
w2In3 ⊗ eTm2
. . .
. . .
. . .
. . .
. . . Ak−1 wk−1emk−1
wk−1eTmk−1 αk
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
From Lemma 2, eTm1B
−1
1 em1 = m1β1+u1(m1−1) . Then
In3 ⊗ A2 − w21In2 ⊗ eTm1B−11 em1
= In3 ⊗ A2 − w21In2 ⊗
m1
β1 + u1 (m1 − 1)
= In3 ⊗ A2 −
m1w
2
1
β1 + u1 (m1 − 1) In2
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A2 − m1w
2
1
β1+u1(m1−1) Im2
. . .
. . .
. . .
A2 − m1w
2
1
β1+u1(m1−1) Im2
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= In3 ⊗
(
A2 − m1w
2
1
β1 + u1 (m1 − 1) Im2
)
= In3 ⊗
((
α2 − m1w
2
1
β1 + u1 (m1 − 1)
)
Im2 + u2A
(
Km2
))
= In3 ⊗
(
β2Im2 + u2A
(
Km2
))
.
Let B2 = β2Im2 + u2A(Km2). Thus
|M| = |M2|
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
In2 ⊗ B1 w1In2 ⊗ em1
0 In3 ⊗ B2 w2In3 ⊗ em2
w2In3 ⊗ eTm2
. . .
. . .
. . . Ink−1 ⊗ Ak−2 wk−2Ink−1 ⊗ emk−2
wk−2Ink−1 ⊗ eTmk−2 Ak−1 wk−1emk−1
wk−1eTmk−1 αk
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Since β2 − u2 /= 0 and β2 + u2(m2 − 1) /= 0, from Lemma 2, the matrix B2 is invertible and we can
continue with our procedure. Just before the last step, we obtain
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|M| = ∣∣Mk−1∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
In2 ⊗ B1 w1In2 ⊗ em1
0 In3 ⊗ B2 w2In3 ⊗ em2
0
. . .
. . .
. . . Ink−1 ⊗ Bk−2 wk−2Ink−1 ⊗ emk−2
0 Bk−1 wk−1emk−1
wk−1eTmk−1 αk
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
where Bj = βjImj + umjA(Kmj) for j = 1, 2, . . . , k − 1. Finally, the procedure gives
|M| =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
In2 ⊗ B1 w1In2 ⊗ em1
0 In3 ⊗ B2 w2In3 ⊗ em2
0
. . .
. . .
. . . Ink−1 ⊗ Bk−2 wk−2Ink−1 ⊗ emk−2
0 Bk−1 wk−1emk−1
0 βk
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
with βk = αk − mk−1w
2
k−1
βk−1+uk−1(mk−1−1) . Hence
|M| = βk
k−1∏
j=1
∣∣Bj∣∣nj+1 .
From Lemma 2∣∣Bj∣∣ = (βj − uj)mj−1 (βj + (mj − 1) uj) .
Therefore
|M| = βk
k−1∏
j=1
(
βj − uj)nj−nj+1 (βj + (mj − 1) uj)nj+1 .
This completes the proof. 
Deﬁnition 1. Let
C0 (λ) = 1, C1 (λ) = λ − w1,
Cj (λ) = (λ − (dj − 1)wj−1 − wj) Cj−1 (λ) − mj−1w2j−1Cj−2 (λ)
for j = 2, 3, . . . , k − 1, and
Ck (λ) = (λ − dkwk−1) Ck−1 (λ) − mk−1w2k−1Ck−2 (λ) .
Theorem 1. The characteristic polynomial of L(G) is
|λI − L (G)| = Ck (λ)
∏
j∈Ω
(
Cj (λ) − mjujCj−1 (λ))nj−nj+1 . (3)
Then
|λI − L (G)| = Ck (λ)
∏
j∈Ω−Δ
C
nj−nj+1
j (λ)
∏
j∈Δ
(
Cj (λ) − mjujCj−1 (λ))nj−nj+1 . (4)
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Proof. For brevity, we write sometimes Cj instead of Cj(λ). Let λ ∈ R such that Cj(λ) /= 0 for j =
1, 2, . . . , k − 1. Applying Lemma 3 to λI − L(G),we have
β1 = α1 = λ − δ1 = λ − w1 − (d2 − 2) u1
= λ − w1 − (m1 − 1) u1 = C1 − (m1 − 1) u1.
Then
β1 − u1 = C1 − m1u1 = C1
C0
− m1u1,
β1 + (m1 − 1) u1 = C1
C0
/= 0
and thus
β2 = α2 − m1w
2
1
β1 + (m1 − 1) u1
= λ − δ2 − m1w
2
1
β1 + (m1 − 1) u1
= λ − (d2 − 1)w1 − w2 − (d3 − 2) u2 − m1w
2
1C0
C1
= (λ − (d2 − 1)w1 − w2) C1 − m1w
2
1C0
C1
− (m2 − 1) u2
= C2
C1
− (m2 − 1) u2.
Then
β2 − u2 = C2
C1
− m2u2
β2 + (m2 − 1) u2 = C2
C1
/= 0.
Similarly, for j = 3, 4, . . . , k − 1
βj − uj= Cj
Cj−1
− mjuj
βj + (mj − 1) uj= Cj
Cj−1
/= 0.
In addition
βk = αk − mk−1w
2
k−1
βk−1 + (mk−1 − 1) uk−1
= λ − dkwk−1 − mk−1w
2
k−1Ck−2
Ck−1
= (λ − dkwk−1) Ck−1 − mk−1w
2
k−1Ck−2
Ck−1
= Ck
Ck−1
.
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Replacing these results in (2),we obtain
|λI − L (G)|
= Ck
Ck−1
k−1∏
j=1
(
Cj
Cj−1
− mjuj
)nj−nj+1 ( Cj
Cj−1
)nj+1
= Ck
Ck−1
k−1∏
j=1
(
Cj − mjujCj−1
Cj−1
)nj−nj+1 ( Cj
Cj−1
)nj+1
= Ck
Ck−1
k−1∏
j=1
(
Cj − mjujCj−1)nj−nj+1 k−1∏
j=1
C
nj+1
j
C
nj
j−1
= Ck
k−1∏
j=1
(
Cj − mjujCj−1)nj−nj+1
= Ck
∏
j∈Ω
(
Cj − mjujCj−1)nj−nj+1 .
Thus (3) is proved for all λ ∈ R such that Cj(λ) /= 0 for j = 1, 2, . . . , k − 1. Now, we consider λ0 ∈ R
such that Cs(λ0) = 0 for some 1 s k − 1. Since the zeros of any nonzero polynomial are isolated,
there exists a neighborhood N(λ0) of λ0 such that Cj(λ) /= 0 for all λ ∈ N(λ0) − {λ0} and for all
j = 1, 2, . . . , k − 1. Hence
|λI − L (G)| = Ck (λ)
∏
j∈Ω
(
Cj (λ) − mjujCj−1 (λ))nj−nj+1
for all λ ∈ N(λ0) − {λ0}. By continuity, taking the limit as λ tends to λ0, we obtain
|λ0I − L (G)| = Ck (λ0)
∏
j∈Ω
(
Cj (λ0) − mjujCj−1 (λ0))nj−nj+1 .
Therefore (3) holds for all λ ∈ R. We observe that if j ∈ Δ then nj > nj+1, that is, Δ ⊆ Ω. Thus
Ω ∩ Δ = Δ and since uj = 0 for all j /∈ Δ, (4) follows from (3). 
Deﬁnition 2. For j = 1, 2, 3, . . . , k − 1, let Uj be the j × j leading principal submatrix of the k × k
matrix
Uk =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
w1
√
m1w1
√
m1w1 (d2 − 1)w1 + w2 . . .
. . .
. . .
√
mk−2wk−2√
mk−2wk−2 (dk−1 − 1)wk−2 + wk−1 √mk−1wk−1√
mk−1wk−1 dkwk−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
One can easily prove that |Uj| = w1w2 · · ·wj for j = 1, 2, . . . , k − 1 and |Uk| = 0. Then Uj is a
positive deﬁnite matrix for j = 1, 2, . . . , k − 1.
The next Lemma gives the relationship between the polynomials Cj and the matrices Uj.
Lemma 4. For j = 1, 2, . . . , k,∣∣λI − Uj∣∣ = Cj. (5)
Proof. Clearly
|λI − U1| = λ − w1 = C1.
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and
|λI − U2| =
∣∣∣∣ λ − w1 −
√
m1w1−√m1w1 λ − (d2 − 1)w1 − w2
∣∣∣∣
= (λ − w1) (λ − (d2 − 1)w1 − w2) − m1w21
= (λ − (d2 − 1)w1 − w2) C1 − m1w21C0 = C2.
Let 3 j k − 1. Suppose that (5) holds for all j < 3. We have∣∣λI − Uj∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
λ − w1 −√m1w1
−√m1w1 . . . . . .
. . .
. . . −√mj−2wj−2
−√mj−2wj−2 . . . −√mj−1wj−1
−√mj−1wj−1 λ − (dj − 1)wj−1 − wj
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
We expand about the last row. Clearly the cofactor for λ − (dj − 1)wj−1 − wj is |λI − Uj−1|. The
cofactor for the entry −√mj−1wj−1 is
−
∣∣∣∣∣∣∣∣∣∣∣
λ − w1 −√m1w1
−√m1w1 λ − (d2 − 1)w1 − w2 . . .
. . .
. . . 0
−√mj−2wj−2 −√mj−1wj−1
∣∣∣∣∣∣∣∣∣∣∣
= −√mj−1wj−1 ∣∣λI − Uj−2∣∣ .
Therefore∣∣λI − Uj∣∣ = (λ − (dj − 1)wj−1 − wj) ∣∣λI − Uj−1∣∣− mj−1w2j−1 ∣∣λI − Uj−2∣∣ .
We use the induction hypothesis to obtain∣∣λI − Uj∣∣ = (λ − (dj − 1)wj−1 − wj) Cj−1 − mj−1w2j−1Cj−2 = Cj.
Finally, expanding about the last row of |λI − Uk| and using the facts |λI − Uk−2| = Ck−2 and |λI −
Uk−1| = Ck−1,we get |λI − Uk| = Ck. Thus the proof is complete. 
We now study the polynomials
Dj = Cj − mjujCj−1
which appear in (4). We have
D1 = λ − w1 − m1u1,
Dj = (λ − (dj − 1)wj−1 − wj − mjuj) Cj−1 − mj−1w2j−1Cj−2
for j = 2, 3, . . . , k − 1.
Deﬁnition 3. Let
V1 = w1 + (d2 − 1) u1
Vj =
[
Uj−1 vj−1
vTj−1
(
dj − 1)wj−1 + wj + mjuj
]
= Uj +
[
0 0
0T mjuj
]
(2 j k − 1) ,
where vj−1 is the (j − 1)-dimensional vector vj−1 = [0 · · · 0 √mj−1wj−1]T .
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From Lemma 1, part (a),we have
λi
(
Uj
)
 λi
(
Vj
)
(6)
for j = 1, 2, . . . , k − 1 and i = 1, 2, . . . , j. Observe that Vj = Uj for j /∈ Δ.
Lemma 5. For j = 1, 2, . . . , k − 1∣∣λI − Vj∣∣ = Dj.
Proof. Similar to the proof of Lemma 4. 
An immediate consequence of Theorem 1, Lemmas 4 and 5 is the next theorem which gives a
complete characterization of the eigenvalues of L(G) togetherwith some results on theirmultiplicities.
Theorem 2
(a) σ (L (G)) = (∪j∈Ω−Δσ (Uj)) ∪ σ (Uk) ∪ (∪j∈ΔVj) .
(b) For each j ∈ Ω − Δ, the multiplicity of the eigenvalues of Uj and, for each j ∈ Δ, the multiplicity of
the eigenvalues of Vj, as eigenvalues of L(G), is at least (nj − nj+1). Themultiplicity of the eigenvalues
of Uk is at least 1.
Corollary 1
(a) 0 is an eigenvalue of Uk.
(b) ρ (L (G)) = max {ρ (Uk) ,max j∈Δ {ρ (Vj)}} . (7)
(c) If k − 1 ∈ Ω − Δ then the algebraic connectivity of G, a(G), is the smallest eigenvalue of Uk−1.
Proof
(a) From Lemma 1, part (b), λ1(Uk) < λ1(Uj) for j = 1, 2, . . . , k − 1. From (6), λ1(Uj) λ1(Vj).
Then λ1(Uk) is the smallest Laplacian eigenvalue. Therefore λ1(Uk) = 0.
(b) From Lemma 1, part (b), ρ(Uj) < ρ(Uk) for j = 1, 2, . . . , k − 1. Thus (7) follows.
(c) Suppose k − 1 ∈ Ω − Δ. Then λ1(Uk−1) is a Laplacian eigenvalue. From Lemma 1, part (b), and
(6),
λ1 (Uk−1) < λ1
(
Uj
)
 λ1
(
Vj
)
for j = 1, 2, . . . , k − 2, and
0 = λ1 (Uk) < λ1 (Uk−1) < λ2 (Uk) .
Therefore λ1(Uk−1) = a(G) if k − 1 ∈ Ω − Δ. 
Example 2. For the graph G in Example 1, k = 4,Δ = {1, 2}, d1 = 1, d2 = 4, d3 = 3, d4 = 2, n1 =
12, n2 = 4, n3 = 2, n4 = 1 and Ω = {1, 2, 3}. Then
σ (L (G)) = σ (U3) ∪ σ (U4) ∪ σ (V1) ∪ σ (V2)
where
U3 =
⎡
⎢⎣ w1
√
3w1√
3w1 3w1 + w2
√
2w2√
2w2 2w2 + w3
⎤
⎥⎦ ,
U4 =
⎡
⎢⎢⎢⎣
w1
√
3w1√
3w1 3w1 + w2
√
2w2√
2w2 2w2 + w3
√
2w3√
2w3 2w3
⎤
⎥⎥⎥⎦ ,
V1 = [w1 + 3u1] , V2 =
[
w1
√
3w1√
3w1 3w1 + w2 + 2u2
]
.
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For w1 = 2, w2 = 2.5, w3 = 3, u1 = 1.5 and u2 = 2, the eigenvalues of L(G) are
multiplicity
U3 : 0.2063 5.8395 12.4542 n3 − n4 = 1
U4 : 0 2.4811 8.4917 13.5272 1
V1 : 6.5 n1 − n2 = 8
V2 : 0.9601 13.5399 n2 − n3 = 2
3. The spectra of Q (G) and A(G)
Deﬁnition 4. Let
E0 (λ) = 1, E1 (λ) = λ − w1 − 2 (m1 − 1) u1,
Ej (λ) = (λ − (dj − 1)wj−1 − wj − 2 (mj − 1) uj) Ej−1 (λ) − mj−1w2j−1Ej−2 (λ)
for j = 2, 3, . . . , k − 1, and
Ek = (λ − dkwk−1) Ek−1 − mk−1w2k−1Ek−2.
Lemma 6. Let
B = βIm − uA (Km) .
Then
|B| = (β + u)m−1 (β − (m − 1) u) .
and if β + u /= 0 and β − (m − 1)u /= 0,
eTmB
−1em = m
β − (m − 1) u .
Proof. Similar to the proof of Lemma 2. 
Lemma 7. Let
Aj = αjImj − ujA
(
Kmj
)
(1 j k − 1) .
Let M be the block tridiagonal matrix
M =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
In2 ⊗ A1 −w1In2 ⊗ em1
−w1In2 ⊗ eTm1
. . .
. . .
. . .
. . .
. . .
. . . Ink−1 ⊗ Ak−2 −wk−2Ink−1 ⊗ emk−2
−wk−2Ink−1 ⊗ eTmk−2 Ak−1 −wk−1emk−1
−wk−1eTmk−1 αk
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Let
β1 = α1
and, for j = 1, 2, . . . , k − 1, βj + uj /= 0 and βj − uj(mj − 1) /= 0, let
βj+1 = αj+1 −
mjw
2
j
βj − uj (mj − 1) .
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Then
|M| = βk
k−1∏
j=1
(
βj + uj)nj−nj+1 (βj − (mj − 1) uj)nj+1 . (8)
Proof. Similar to the proof of Lemma 3. 
Theorem 3. The characteristic polynomial of Q(G) is
|λI − Q (G)| = Ek (λ)
∏
j∈Ω
(
Ej (λ) + mjujEj−1 (λ))nj−nj+1 .
Then
|λI − Q (G)| = Ek (λ)
∏
j∈Ω−Δ
E
nj−nj+1
j (λ)
∏
j∈Δ
(
Ej (λ) + mjujEj−1 (λ))nj−nj+1 . (9)
Proof. Similar to the proof of Theorem 1. 
Deﬁnition 5. For j = 1, 2, 3, . . . , k − 1, let Wj be the j × j leading principal submatrix of the k × k
matrix
Wk =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
w1 + 2 (m1 − 1) u1 √m1w1
√
m1w1 Wk (2, 2)
. . .
. . .
. . .
√
mk−2wk−2√
mk−2wk−2 Wk (k − 1, k − 1) √mk−1wk−1√
mk−1wk−1 dkwk−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where
Wk (j, j) = (dj − 1)wj−1 + wj + 2 (mj − 1) uj (2 j k − 1) .
Lemma 8. For j = 1, 2, . . . , k,∣∣λI − Wj∣∣ = Ej.
Proof. Similar to the proof of Lemma 4. 
We now study the polynomials
Fj = Ej + mjujEj−1
which appear in (9). We have
F1=λ − w1 − 2 (d2 − 2) u1 + (d2 − 1) u1
=λ − w1 − (d2 − 3) u1.
Fj=(λ − (dj − 1)wj−1 − wj − 2 (mj − 1) uj) Ej−1 − mj−1w2j−1Ej−2 + mjujEj−1
=(λ − (dj − 1)wj−1 − wj − (mj − 2) uj) Ej−1 − mj−1w2j−1Ej−2
for j = 2, 3, . . . , k − 1.
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Deﬁnition 6. Let
X1 = w1 + (d2 − 3) u1
Xj =
[
Wj−1 vj−1
vTj−1
(
dj − 1)wj−1 + wj + (mj − 2) uj
]
= Wj −
[
0 0
0T mjuj
]
(2 j k − 1)
where vj−1 is the (j − 1)-dimensional vector vj−1 = [0 · · · 0 √mj−1wj−1]T .
Lemma 9. For j = 1, 2, . . . , k − 1∣∣λI − Xj∣∣ = Fj.
Proof. Similar to the proof of Lemma 4. 
Theorem 4
(a) σ (Q (G)) = (∪j∈Ω−Δσ (Wj)) ∪ σ (Wk) ∪ (∪j∈ΔXj) .
(b) For each j ∈ Ω − Δ, the multiplicity of the eigenvalues of Wj and, for each j ∈ Δ, the multiplicity of
the eigenvalues of Xj, as eigenvalues ofQ(G), is at least (nj − nj+1).Themultiplicity of the eigenvalues
of Wk is at least 1.
Corollary 2
(a) The smallest signless Laplacian eigenvalue of G is
λ1 (Q (G)) = min
{
λ1 (Wk) ,min
j∈Δ
{
λ1
(
Xj
)}}
.
(b) The spectral radius of Q(G) is
ρ (Q (G)) = ρ (Wk) .
Proof
(a) Clearly our graph G is connected and contains odd cycles. Then, from Lemma 1, part (c),
λ1(Q(G)) > 0. Moreover, from Lemma 1, part (b), λ1(Wk) < λ1(Wj) for all j. Thus the result
follows.
(b) We have W1 = w1 + 2(m1 − 1)u1 = X1 + m1u1 and, for j = 2, 3, . . . , k − 1, Wj = Xj +[
0 0
0T mjuj
]
. Then, from Lemma 1, part (b) and part (d), ρ(Xj) < ρ(Wj) < sρ(Wk) for j =
1, 2, . . . , k − 1. Thus the result follows. 
Example 3. For the graph G in Example 1, k = 4,Δ = {1, 2}, d1 = 1, d2 = 4, d3 = 3, d4 = 2, n1 =
12, n2 = 4, n3 = 2, n4 = 1. In addition, Ω = {1, 2, 3}. Then
σ (Q (G)) = σ (W3) ∪ σ (W4) ∪ σ (X1) ∪ σ (X2) ,
where
W3 =
⎡
⎢⎣w1 + 4u1
√
3w1√
3w1 3w1 + w2 + 2u2
√
2w2√
2w2 2w2 + w3
⎤
⎥⎦ ,
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W4 =
⎡
⎢⎢⎢⎣
w1 + 4u1
√
3w1√
3w1 3w1 + w2 + 2u2
√
2w2√
2w2 2w2 + w3
√
2w3√
2w3 2w3
⎤
⎥⎥⎥⎦ ,
X1 = [w1 + u1] , X2 =
[
w1 + 4u1
√
3w1√
3w1 3w1 + w2
]
.
For w1 = 2, w2 = 2.5, w3 = 3, u1 = 1.5 and u2 = 2, the eigenvalues of Q(G) are
multiplicity
W3 : 4.8129 8 15.6871 n3 − n4 = 1
W4 : 2.0125 6.1031 10.3742 16.0103 1
X1 : 3.5 n1 − n2 = 8
X2 : 4.7769 11.7231 n2 − n3 = 2
We now search for the spectrum of the adjacency matrix of G.
Deﬁnition 7. Let
G0 (λ) = 1, G1 (λ) = λ − (m1 − 1) u1,
Gj (λ) = (λ − (mj − 1) uj) Gj−1 (λ) − mj−1w2j−1Gj−2 (λ)
for j = 2, 3, . . . , k − 1, and
Gk (λ) = λGk−1 (λ) − mk−1w2k−1Gk−2 (λ) .
Theorem 5. The characteristic polynomial of A(G) is
|λI − A (G)| = Gk (λ)
∏
j∈Ω
(
Gj (λ) + mjujGj−1 (λ))nj−nj+1 .
Then
|λI − A (G)| = Gk (λ)
∏
j∈Ω−Δ
G
nj−nj+1
j (λ)
∏
j∈Δ
(
Gj (λ) + mjujGj−1 (λ))nj−nj+1 . (10)
Proof. Applying Lemma 7 to the matrix λI − A(G),we obtain
β1 − (m1 − 1) u1 = G1
G0
/= 0
β1 + u1 = G1
G0
+ m1u1,
βj − (mj − 1) uj = Gj
Gj−1
/= 0
βj + uj = Gj
Gj−1
+ mjuj,
for j = 2, 3, . . . , k − 1, and
βk = Gk
Gk−1
.
Then, replacing these equalities in (8), the theorem follows. 
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Deﬁnition 8. For j = 1, 2, 3, . . . , k − 1, let Yj be the j × j leading principal submatrix of the k × k
symmetric tridiagonal matrix
Yk =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
(m1 − 1) u1 √m1w1
√
m1w1 (m2 − 1) u2 . . .
. . .
. . .
√
mk−2wk−2√
mk−2wk−2 (mk−1 − 1) uk−1 √mk−1wk−1√
mk−1wk−1 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.
Lemma 10. For j = 1, 2, . . . , k,
det
(
λI − Yj) = Gj.
Proof. Similar to the proof of Lemma 4. 
The polynomials
Hj = Gj + mjujGj−1
appear in (10). We have
Gj (λ) = (λ − (mj − 1) uj) Gj−1 (λ) − mj−1w2j−1Gj−2 (λ) ,
H1 = λ − (m1 − 1) u1 + m1u1 = λ + u1
and
Hj = (λ − (mj − 1) uj) Gj−1 − mj−1w2j−1Gj−2 + mjujGj−1
= (λ + uj) Gj−1 − mj−1w2j−1Gj−2
for j = 2, 3, . . . , k − 1.
Deﬁnition 9. Let
Z1 = [−u1]
Zj =
[
Yj−1 vj−1
vTj−1 −uj
]
= Yj −
[
0 0
0T mjuj
]
(2 j k − 1) .
where vj−1 is the (j − 1)-dimensional vector vj−1 = [0 · · · 0 √mj−1wj−1]T .
Lemma 11. For j = 1, 2, . . . , k − 1∣∣λI − Zj∣∣ = Hj.
Proof. Similar to the proof of Lemma 4. 
Theorem 6
(a) σ (A (G)) = σ (Yk) ∪ (∪j∈Ω−Δσ (Yj)) ∪ (∪j∈ΔZj) .
(b) For each j ∈ Ω − Δ, the multiplicity of the eigenvalues of Yj and, for each j ∈ Δ, the multiplicity of
the eigenvalues of Zj, as eigenvalues of A(G), is at least (nj − nj+1). Themultiplicity of the eigenvalues
of Yk is at least 1.
O. Rojo, L. Medina / Linear Algebra and its Applications 433 (2010) 1388–1409 1405
Corollary 3
ρ (A (G)) = ρ (Yk) .
Proof. We have Y1 = (m1 − 1)u1 = Z1 + m1u1 and, for j = 2, 3, . . . , k − 1, Yj = Zj +
[
0 0
0T mjuj
]
.
Then, from Lemma 1, part (a) and part (b), ρ(Zj) ρ(Yj) < ρ(Yk) for j = 1, 2, . . . , k − 1. Thus the
result follows. 
Example 4. For the graph G in Example 1, k = 4,Δ = {1, 2}, d1 = 1, d2 = 4, d3 = 3, d4 = 2, n1 =
12, n2 = 4, n3 = 2, n4 = 1. and Ω = {1, 2, 3}. Then
σ (A (G)) = σ (Y3) ∪ σ (Y4) ∪ σ (Z1) ∪ σ (Z2)
where
Y3 =
⎡
⎢⎣ 2u1
√
3w1√
3w1 u2
√
2w2√
2w2 0
⎤
⎥⎦
Y4 =
⎡
⎢⎢⎢⎣
2u1
√
3w1√
3w1 u2
√
2w2√
2w2 0
√
2wk−1√
2wk−1 0
⎤
⎥⎥⎥⎦
Z1 = [−u1] , Z2 =
[
2u1
√
3w1√
3w1 −u2
]
.
For w1 = 2, w2 = 2.5, w3 = 3, u1 = 1.5 and u2 = 2, the eigenvalues of A(G) are
multiplicity
Y3 : −3.4644 1.5700 6.8944 n3 − n4 = 1
Y4 : −5.4132 −0.7166 3.7972 7.3325 1
Z1 : −1.5 n1 − n2 = 8
Z2 : −3.7720 4.7720 n2 − n3 = 2
4. The unweighted case and some particular graphs
From Theorem 2, 4 and 6, we obtain
Corollary 4. If w1 = w2 = . . . = wk−1 = 1 and uj = 1 for all j ∈ Δ then
(a) σ (L (G)) = σ (Uk) ∪ (∪j∈Ω−Δσ (Uj)) ∪ (∪j∈ΔVj) ,
where Uj is the j × j leading principal submatrix of the k × k matrix
Uk =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
√
d2 − 1√
d2 − 1 d2 . . .
. . .
. . .
√
dk−1 − 1√
dk−1 − 1 dk−1 √dk√
dk dk
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
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and
V1 = [d2] , Vj =
[
Uj−1 vj−1
vTj−1 dj + dj+1 − 1
]
(2 j k − 2) ,
Vk−1 =
[
Uk−2 vk−2
vTk−2 dk−1 + dk
]
.
(b) σ (Q (G)) = σ (Wk) ∪ (∪j∈Ω−Δσ (Wj)) ∪ (∪j∈ΔXj) ,
where Wj is the j × j leading principal submatrix of the k × k matrix
Wk =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
2d2 − 3 √d2 − 1√
d2 − 1 d2 + 2 (d3 − 2)
. . .
dk−2 + 2 (dk−1 − 2) √dk−1 − 1√
dk−1 − 1 dk−1 + 2 (dk − 1) √dk√
dk dk
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and
X1 = d2 − 2, Xj =
[
Wj−1 vj−1
vT dj + dj+1 − 3
]
(2 j k − 2) ,
Xk−1 =
[
Wk−2 vk−2
vTk−2 dk−1 + dk − 2
]
.
(c) σ (A (G)) = σ (Yk) ∪ (∪j∈Ω−Δσ (Yj)) ∪ (∪j∈ΔZj)
where Yj is the j × j leading principal submatrix of the k × k matrix
Yk =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
d2 − 2 √d2 − 1
√
d2 − 1 d3 − 2 . . .
. . .
. . .
. . .
. . . dk−1 − 2 √dk−1 − 1√
dk−1 − 1 dk − 1 √dk√
dk 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and
Z1 = [−u1] , Zj =
[
Yj−1 vj−1
vTj−1 −1
]
(2 j k − 1) .
The multiplicities of the eigenvalues of L(G), Q(G) and A(G) are given in Theorem 2, 4 and 6,
respectively.
Example 5. Suppose that G in Example 1 is an unweighted graph. We have k = 4,Δ = {1, 2}, d1 =
1, d2 = 4, d3 = 3, d4 = 2, n1 = 12, n2 = 4, n3 = 2, n4 = 1 and Ω = {1, 2, 3}.
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From Corollary 4, part (a)
σ (L (G)) = σ (U3) ∪ σ (U4) ∪ σ (V1) ∪ σ (V2) ,
U3 =
⎡
⎢⎣ 1
√
3√
3 4
√
2√
2 3
⎤
⎥⎦ , U4 =
⎡
⎢⎢⎢⎣
1
√
3√
3 4
√
2√
2 3
√
2√
2 2
⎤
⎥⎥⎥⎦ ,
V1 = [4] , V2 =
[
1
√
3√
3 6
]
.
The eigenvalues of L(G) are
multiplicity
U3 : 0.0746 2.4481 5.4774 n3 − n4 = 1
U4 : 0 1 3.3820 5.6180 1
V1 : 4 n1 − n2 = 8
V2 : 0.4586 6.5414 n2 − n3 = 2
From Corollary 4, part (b)
σ (Q (G)) = σ (W3) ∪ σ (W4) ∪ σ (X1) ∪ σ (X2)
W3 =
⎡
⎢⎣ 5
√
3√
3 6
√
2√
2 3
⎤
⎥⎦ , W4 =
⎡
⎢⎢⎢⎣
5
√
3√
3 6
√
2√
2 3
√
2√
2 2
⎤
⎥⎥⎥⎦
X1 = [2] , X2 =
[
5
√
3√
3 4
]
.
The eigenvalues of Q(G) are
multiplicity
W3 : 2.2485 4.1589 n3 − n4 = 1
W4 : 0.8343 3.1422 4.4073 7.6162 1
X1 : 2 n1 − n2 = 8
X2 : 2.6972 6.3028 n2 − n3 = 2
From Corollary 4, part (c)
σ (A (G)) = σ (Y3) ∪ σ (Y4) ∪ σ (Z1) ∪ σ (Z2)
Y3 =
⎡
⎢⎣ 2
√
3√
3 1
√
2√
2 0
⎤
⎥⎦ , Y4 =
⎡
⎢⎢⎢⎣
2
√
3√
3 1
√
2√
2 0
√
2√
2 0
⎤
⎥⎥⎥⎦
Z1 = [−1] , Z2 =
[
2
√
3√
3 −1
]
.
The eigenvalues of A(G) are
multiplicity
Y3 : −1.3615 0.8326 3.5289 n3 − n4 = 1
Y4 : −1.9444 −0.1849 1.5572 3.5722 1
Z1 : −1 n1 − n2 = 8
Z2 : −1.7913 2.7913 n2 − n3 = 2
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Finally we study some particular cases. From Theorem 2, 4 and 6, we have
Corollary 5
(a) If Δ = Ω then
σ (L (G)) = σ (Uk) ∪ (∪j∈ΩVj) ,
σ (Q (G)) = σ (Wk) ∪ (∪j∈ΩXj) ,
σ (A (G)) = σ (Yk) ∪ (∪j∈ΩZj) .
(b) If Δ = {1} then
σ (L (G)) = σ (Uk) ∪ (∪j∈Ω−{1}σ (Uj)) ∪ V1,
σ (Q (G)) = σ (Wk) ∪ (∪j∈Ω−{1}σ (Wj)) ∪ X1,
σ (A (G)) = σ (Yk) ∪ (∪j∈Ω−{1}σ (Yj)) ∪ Z1.
(c) If Δ = {k − 1} then
σ (L (G)) = σ (Uk) ∪ (∪j∈Ω−{k−1}σ (Uj)) ∪ Vk−1,
σ (Q (G)) = σ (Wk) ∪ (∪j∈Ω−{k−1}σ (Wj)) ∪ Xk−1,
σ (A (G)) = σ (Yk) ∪ (∪j∈Ω−{k−1}σ (Yj)) ∪ Zk−1.
Finally, we illustrate Corollary 5, part (a),with an example.
Example 6. Consider the unweighted graph G
For this graph, Δ = {1, 2, 3}. From Corollary 5
σ (L (G)) = σ (U4) ∪ σ (V1) ∪ σ (V2) ∪ σ (V3) ,
U4 =
⎡
⎢⎢⎢⎣
1
√
3√
3 4
√
2√
2 3
√
2√
2 2
⎤
⎥⎥⎥⎦ ,
V1 = [4] , V2 =
[
1
√
3√
3 6
]
, V3 =
⎡
⎢⎣ 1
√
3√
3 4
√
2√
2 5
⎤
⎥⎦ ,
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σ (Q (G)) = σ (W4) ∪ σ (X1) ∪ σ (X2) ∪ σ (X3) ,
W4 =
⎡
⎢⎢⎢⎣
5
√
3√
3 6
√
2√
2 5
√
2√
2 2
⎤
⎥⎥⎥⎦
X1 = [2] , X2 =
[
5
√
3√
3 4
]
, V3 =
⎡
⎢⎣ 5
√
3√
3 6
√
2√
2 3
⎤
⎥⎦ ,
σ (A (G)) = σ (Y4) ∪ σ (Z1) ∪ σ (Z2) ∪ σ (Z3) ,
Y4 =
⎡
⎢⎢⎢⎣
2
√
3√
3 1
√
2√
2 1
√
2√
2 0
⎤
⎥⎥⎥⎦ ,
Z1 = [−1] , Z2 =
[
2
√
3√
3 −1
]
, V3 =
⎡
⎢⎣ 2
√
3√
3 1
√
2√
2 −1
⎤
⎥⎦ .
For instance, the eigenvalues of L(G) are
multiplicity
U4 : 0 1 3.3820 5.6180 1
V1 : 4 n1 − n2 = 8
V2 : 0.4586 6.5414 n2 − n3 = 2
V3 : 0.1322 3.6502 6.2176 n3 − n4 = 1
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