Cloud Computing refers to a paradigm whereby services are offered via internet using pay as you go model. Services are deployed in data centers and the pool of data centers is collectively referred to as "Cloud". Data centers make use of scheduling techniques to optimally allocate resources to various jobs. Different scenarios require different scheduling algorithms. The selection of a particular scheduling algorithm depends upon various factors like the parameter to be optimized (cost or time), quality of service to be provided and information available regarding various aspects of job. Workflow applications are the applications which require various sub-tasks to be executed in a particular fashion in order to complete the whole task. These tasks have parent child relationship. The parent task needs to be executed before its child task. Workflow scheduling algorithms are supposed to preserve dependency constraints implied by their nature and structure. Resources are allocated to various sub-tasks of the original task by keeping into account these constraints. In this paper, various workflow scheduling algorithms have been surveyed. Some algorithms have been found to optimize cost, some have been found to optimize time, some focuses on reliability, some focuses on availability, some focuses on energy efficiency, some focuses on load balancing or some focuses on a combination of these parameters. A lot of work has already been done in the area of workflow scheduling but still, we feel that there is a need and lot of scope in applying other optimization techniques, like intelligent water drops, to schedule workflow applications.
INTRODUCTION
Cloud Computing enables the procurement of large amount of computational resources on demand by employing pay-peruse model. It delivers computational resources with the help virtualization technology. It shows new way to store data and run applications. Instead of storing data and running application on an individual desktop computer, everything is hosted on the Cloud. It allows us to access all the documents and run applications from anywhere in the world via the Internet.
In a Cloud, there are four main entities viz. Cloud User, Broker, Virtual Machines and Physical Machines [1] . The cloud users are the actual consumers of services and can submit their service requests from anywhere in the world. A cloud data center consists of physical machines. Using virtualization technology, virtual machines are created on the top of physical machines. Broker acts as an intermediator between cloud users and cloud datacenters. It is responsible for allocating cloud resources to user's workflow applications. It assigns virtual machines to user's workflow applications by making use a scheduling algorithm and SLA (Service Level Agreements) which is a written and agreed document between service provider and cloud user. Figure 1 represents the role of a cloud broker in a cloud environment.
Fig. 1 Role of Broker in Cloud Scheduling
The scheduling algorithms provide benefit to both, the cloud user as well as the service provider. At one hand, scheduling algorithms can be designed in such a way that they satisfies the QoS (Quality of Service) constraints imposed by cloud users and on the other hand, they can be designed to perform load balancing among virtual machines which results into improvement of resource utilization at service provider's end.
The rest of the paper is structured as follow: The workflow scheduling is presented in section 2. The survey of important workflow scheduling algorithms is presented in section 3. Research issues in the area of workflow scheduling are presented in section 4 and section 5 concludes the work carried out.
WORKFLOW SCHEDULING
In workflow scheduling, different sub tasks of a bigger task are allocated resources in such a way that some pre-defined objective criteria is met. There are various problems in bioinformatics, astronomy and business enterprise [2] in which a set of sub tasks is executed in a particular sequence in order to carry out a bigger task. In general, a workflow application requires series of steps to be executed in a particular fashion. These steps have parent child relationship. The parent task should be executed before its child task. The parent task is linked to child task according to set of rules [3] .
A workflow application is generally represented as a Directed Acyclic Graph (DAG) such as G (V, E) where V is the number of tasks and E is the information regarding data dependencies among tasks. A task which does not have any parent task is called entry task and a task which does not have any child task is called an exit task. Figure 2 shows the dependencies among different tasks in a workflow graph G. The parent task 0 is executed before child tasks 1, 2, 3 and 4.The output of parent node acts as an input to child node. The task 0 acts as entry node and task 9 act as an exit node. Task 9 is execute after the completion of tasks 5, 6, 7and 8.
In workflow scheduling, the different tasks are allocated resources (e.g. virtual machines). The workflow scheduling decisions are taken by cloud broker, which works as an intermediator between the cloud user's workflow application and cloud provider's datacenters, as shown in Fig. 1 . The scheduling algorithms are used by broker to find optimal map of workflow tasks and cloud resources (virtual machines). The role of workflow scheduling algorithm is to find the schedule which satisfies user's objectives. Users define their objectives in SLA (Service Level Agreement) document which is written between a cloud user and a cloud service provider. The user may require multiple objectives to be satisfied such as cost optimization, makespan optimization, reliability, deadline constrained, budget constrained etc. and it is the role of scheduling algorithm to find the optimal schedule which satisfies user's objectives.
SURVEY OF WORKFLOW SCHEDULING ALGORITHMS
Numbers of authors have done work in the area of workflow scheduling algorithms. Table 1 represents the description of work done in terms of type of scheduling algorithm, nature of scheduling algorithm, objective criteria i.e. the parameters which have been focused for optimization and the environment in which the scheduling algorithms were applied. The workflow scheduling algorithms can be heuristic or metaheuristic in nature [4] . The heuristic algorithms are priority based and mainly problem centric. The developer can use his own experience to assign priority to workflow applications and cloud resources. Meta-heuristic scheduling algorithms are the ones which do not need human interaction and provide general solution to workflow applications. These algorithms are applicable to wider range of workflow applications but the heuristic scheduling algorithms are fit for only specific applications [4] . Genetic, Ant Colony Optimization and particle swarm Optimization
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Makespan, Cost and Resource Utilization GA, ACO and PSO were implemented to solve the issue of market-oriented hierarchical scheduling strategy in Cloud workflow systems. ACO perform better than other scheduling strategies Cloud S. Kaur and S. Singh [33] PSO and others MetaHeuristic and others
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Grouping the jobs according to processing capabilities of available resources results in better throughput, resource utilization and low communication time. Very less work has been done in exploring intelligent water drops based algorithm for scheduling workflow applications. Table 2 shows the work which require further attention as well as the work which has already been attempted by different researchers in the area of workflow scheduling. Two signs have been used in Table 2 . Following is a brief description of these signs:
Grid
 : Tick sign means that work has already been done in that area and there is a workflow scheduling algorithm for solving that type of problem.
? : Question mark sign means that there is a need to explore workflow scheduling algorithm for that particular domain focusing on different aspects like cost optimization, deadline constrained, budget constrained, reliability, load balance, availability and energy efficient.
For example, tick signs exits under makespan in intelligent water drop algorithm row shows that there is an IWD based algorithm that optimizes makespan for workflow applications. Question mark sign under other columns of IWD row means that there is a need to explore those aspects i.e. cost, deadline and budget constrained, reliability, load balance, availability and energy efficient using IWD to schedule workflow applications. 
CONCLUSIONS
In this paper, we surveyed various existing workflow scheduling algorithms and tabulated them on the basis of nature of scheduling algorithm, type of algorithm, objective criteria and the environment to which the workflow scheduling algorithm was applied. From the literature reviewed, it is clear that lot of work has already been in the area of workflow scheduling but still there are many areas which require further attention e.g. there is a need to explore energy efficient genetic algorithm for workflow application whereas cost and deadline constraints have already been addressed using genetic algorithms. These areas have been marked in Table 2 . We also conclude that there is a need to explore intelligent water drops based algorithm for workflow scheduling applications.
