Using the monotone iterative technique, we investigate the existence of iterative positive solutions to a coupled system of fractional differential equations supplemented with multistrip and multipoint mixed boundary conditions. It is worth mentioning that the nonlinear terms of the system depend on the lower fractional-order derivatives of the unknown functions and the boundary conditions involve the combination of the multistrip fractional integral and the multipoint value of the unknown functions in [0, 1].
Introduction
Fractional differential equations have attracted more and more scholars' attention since they are more widely used and realistic than integer-order differential equations. In the past few years the fractional boundary value problems are found to be popular in the research community because of their numerous applications in many disciplinary areas, such as optics, thermal, mechanics, control theory, nuclear physics, economics, signal and image processing, medicine, and so on [1] [2] [3] [4] . To meet the practical application needs, many different theoretical approaches have been taken to study the existence, uniqueness, and multiplicity of solutions to fractional-order boundary value problems, for instance, the method of upper and lower solutions [5] [6] [7] [8] [9] , the fixed point theory [10] [11] [12] [13] , the monotone iterative technique [14] [15] [16] [17] [18] [19] , the coincidence degree theory [20] [21] [22] , etc. In comparison, the monotone iterative technique has more advantages, such as it not only proves the existence of positive solutions but also can obtain approximate solutions that can meet different accuracy requirements.
Meanwhile, recently, coupled fractional differential systems have also aroused great interest and developed rapidly. Many researchers established the existence of solutions by the class methods [22] [23] [24] [25] . However, to the best of our knowledge, only few papers applied the monotone iterative technique to discuss the boundary value problem of coupled fractional differential systems [26] [27] [28] . To get more extensive results, different from the existing literature, we consider a generalized model that includes the nonlinear terms of the system depending on the lower fractional-order derivatives of the unknown functions and the boundary conditions involving a combination of the multistrip fractional integral and linear multipoint values of the unknown functions in [0, 1] .
Based on these considerations, we investigate the existence of iterative positive solutions to the following fractional differential systems:
t v(t)) = 0, t ∈ (0, 1),
with the coupled fractional-order integral and discrete mixed boundary conditions
t are the standard Riemann-Liouville fractional derivatives of orders α k and γ k for k = 1, 2.
The coupled multistrip and multipoint mixed boundary conditions in (1.2) represent the value of unknown function u(t) at the right end point t = 1, which is equal to the sum of the values of the Riemann-Liouville fractional integral of the unknown function v(t) on the subinterval [0, ξ i ] (i = 1, 2, . . . , m) and the linear combination of discrete values of the unknown function v(t) at η j (j = 1, 2, . . . , n).
To apply the monotone iterative technique, we construct a concrete form of initial iterative function vector, which is a fractional power function vector satisfying the multiconstraints from the cone, the monotonicity of the complete continuous operator T, and the monotonicity of the lower fractional-order derivatives of T. The initial function vector of concise form could make the iteration process concise and effective.
Preliminaries
In this section, we present here the definitions, some lemmas from the theory of fractional calculus, and some auxiliary results for the proof of our main results.
Definition 2.1 ([1])
The Riemann-Liouville fractional integral of order α > 0 of a function y : (0, ∞) → R is given by
for some m i ∈ R, i = 1, 2, . . . , n, where n is the smallest integer greater than or equal to γ .
For convenience, we denote
In the forthcoming analysis, we always need the following assumptions: (F 1 ) 2 < α k < 3, 1 < β k ≤ 2, and 0 < γ k < α k -2 for k = 1, 2; (F 2 ) 0 < η j , ξ i < 1, b j ≥ 0, and λ 1i , λ 2i > 0 for i = 1, 2, . . . , m, j = 1, 2, . . . , n; 
Lemma 2.3
Assume that (F 1 )-(F 3 ) hold. For h 1 , h 2 ∈ L 1 (0, 1), the fractional differential system
with boundary conditions (1.2) has the integral representation
5)
and for k = 1, 2,
(2.6)
Proof From Lemma 2.2 we can reduce (2.2) and (1.2) to the following equivalent integral equations:
where c 12 , c 13 , c 22 , c 23 are constants.
From u(0) = u (0) = v(0) = v (0) = 0 we have c 12 = c 13 = c 22 = c 23 = 0. Further, we use the right-hand side boundary conditions of (1.2) to reduce (2.7) to
(2.8)
Then we can get
(2.10)
Combining (2.1), (2.9), and (2.10), we can see that
where l k (k = 1, 2) are defined by (2.1). From (2.9) and (2.11) we have
where K 2 (t, s) and H 2 (t, s) are given by (2.5) .
This completes the proof of the lemma.
Moreover, according to (2.3) and Remark 2.1, the fractional-order derivative of the solution (2.3) can be expressed as
(2.14)
Lemma 2.4 Assume that (F 1 ) holds. Then the functions g k (t, s) and D r j t g k (t, s), k, j = 1, 2, defined by (2.6) and (2.14) have the following properties:
(2.17)
( 
Proof (1) According to (F 3 ), Lemma 2.4, and the definition of K i (t, s), we obtain
where 1 is defined by (2.15) . Similarly, we get
where 2 is defined by (2.16).
(2) According to (F 3 ), Lemma 2.4, and the definition of H k (t, s) (k = 1, 2, 3, 4), we infer that
where ρ 1 is defined by (2.17). Analogously, we get
where ρ 2 is defined by (2.18). This completes the proof of the lemma.
We introduce the product space (X ×Y , (u, v) ) endowed with the norm (u, v) = max{ u , v } and define a partial order over the product space: 
In view of the convergence of {u n } ∞ n=1 , we obtain that lim n→∞ I
These two facts imply that
Combining this with lim n→∞ u n (t) = u(t) for t ∈ [0, 1], we have
Taking the γ 1 th-order derivatives of both sides of equation (2.19) , in consequence, we have
By Remark 2.1 this leads to
which proves that (X, · ) is a Banach space.
In the same way, we can prove that (Y , · ) is a Banach space. Moreover, the product space (X × Y , (u, v) ) is also a Banach space with the norm (u, v) = max{ u , v }.
The proof of the lemma is completed. 
where (2.21) and for convenience, we set
Also, from (2.12) we have
The operator T : P → P is completely continuous.
Proof By the continuity of the functions K 1 (t, s)-K 4 (t, s), H 1 (t, s)-H 4 (t, s), and f 1 and f 2 the operator T is continuous. Then we show T is uniformly bounded. Let Ω ⊂ P be bounded. There exists a positive constant M satisfying the inequality
(2.24)
For any (u, v) ∈ Ω, combining Lemma 2.5 with (2.20), (2.22), and (2.24), we get
which implies that T 1 (u, v) is uniformly bounded. Further, we get that T 2 (u, v) is also uniformly bounded. Thus it follows from the above inequalities that the operator T is uniformly bounded.
Next, we show that T is equicontinuous. For any (u, v) ∈ Ω and t 1 , t 2 ∈ [0, 1], in view of Lemma 2.5, (2.20), (2.22) , and (2.24), we infer that
Applying the mean value theorem, we have the inequality
This implies that
Besides, we find
Therefore T 1 is equicontinuous for all (u, v) ∈ Ω, and thus T 2 is equicontinuous for all
As a consequence, the operator T(u, v) is equicontinuous for all (u, v) ∈ Ω. By the Arzelà-Ascoli theorem the operator T(u, v) is completely continuous.
Existence of monotone iterative positive solutions
Now, based on Lemmas 2.5-2.7, we will show that there exist positive extremal solutions for BVP (1.1)-(1.2) by the monotone iterative method.
Theorem 3.1 Assume that (F 1 )-(F 4 ) hold. Let A 1 , A 2 , and l be three positive constants satisfying
(w n , z n ) = T(w n-1 , z n-1 ) = T 1 (w n-1 , z n-1 ) T 2 (w n-1 , z n-1 ) , n = 1, 2, . . . ,
where l is introduced by (3.1). In the following, we first prove that T : P l → P l . Let (u, v) ∈ P l . Then for t ∈ [0, 1], we have
So, for 0 ≤ t ≤ 1, i = 1, 2, by (S1) and (S2) we get
Consequently, for t ∈ [0, 1], in view of Lemma 2.5 and (3.4), we have
t v(s) ds
and, further, (1s) α 2 -1 + 1 2 ds
As a result, we obtain
and thus T : P l → P l . According to (3.2) and (3.3), it is obvious that (u 0 , v 0 ), (w 0 , z 0 ) ∈ P l . Using the completely continuous operator T, we define the sequences {(u n , v n )} and {(w n , z n )} as (u n , v n ) = T(u n-1 , v n-1 ), (w n , z n ) = T(w n-1 , z n-1 ) for n = 1, 2, . . . . Since T : P l → P l , we get that (u n , v n ), (w n , z n ) ∈ P l for n = 1, 2, . . . .
Hence we prove that there exist (u * , v * ) and (w * , z * ) satisfying lim n→∞ (u n , v n ) = (u * , v * ) and lim n→∞ (w n , z n ) = (w * , z * ), which are monotone positive solutions of problem (1.1)-(1.2).
For t ∈ [0, 1], by the definition of the iterative scheme we have
and
From (3.5) and (3.6) we get
Next, we discuss the monotonicity of the fractional derivative of (u, v). From (3.2) we obtain
Hence we have Γ (α 2 )t α 2 -γ 2 -1 Γ (α 2γ 2 ) (1s) α 2 -1 + 1 2 ds
t v 0 (t) .
(3.9)
Combining (3.8) and (3.9), we easily to see that
(3.10)
Thus, for 0 ≤ t ≤ 1, from (3.7), (3.10), and (S1) we do the second iteration
By induction, for n = 0, 1, 2, . . . , we have
t v n (t)| for 0 ≤ t ≤ 1.
So we assert that (u n , v n ) → (u * , v * ) and T(u * , v * ) = (u * , v * ), since T is completely continuous and (u n+1 , v n+1 ) = T(u n , v n ).
For the sequence {(w n , z n )} ∞ n=1 , we apply a similar argument. For t ∈ [0, 1], we have w 1 (t) z 1 (t) = T 1 (w 0 , z 0 )(t) T 2 (w 0 , z 0 )(t) = 1 0 K 1 (t, s)f 1(w 0 ,z 0 ) (s) ds + 
