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Abstract
Let n  3 and 
 be a C2-bounded domain in Rn with 0 2 @
. We consider{
u+ u p + u
2 1
jxjs = 0 in 
;
u = 0 on @
;
(0.1)
where 0 < s < 2, 2 = 2(n s)
n 2 , {
 > 0 if 1 < p  n+2
n 2 ;
0 <  < 1(
) if p = 1;
and 1(
) is the rst eigenvalue of   with the Dirichlet boundary condition.
In this paper, we shall prove the equation (0.1) has a positive solution provided that n
n 2 <
p < n+2
n 2 . If the mean curvature H at 0 is negative, then for each of the following cases, the
equation (0.1) has a positive solution.
1. 1  p < n+2
n 2 .
2. p = n+2
n 2 and {
0 < s < 1 if n = 3;
0 < s < 2 if n  4:
If H(0) < 0, then we also prove the existence of a positive solution for the following equation:{
u  u p + u2
 1
jxjs = 0 in 
;
u = 0 on @
;
where
 > 0 and 1  p < min
{
n
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1
1 Introduction
In this paper, we consider the existence of positive solutions of the following nonlinear elliptic
equations: (
u+ u p + u
2 1
jxjs = 0 in 
;




 is a bounded domain in Rn with n  3, 0 2 @
, 0 < s < 2, 2 = 2(s) = 2(n s)n 2 , 1  p  n+2n 2
and  is a real parameter. For the case p = 1, this problem was considered by Ghoussoub-Robert
[3, 4], and they proved the following result.
Theorem A. Suppose that 
 is a bounded smooth domain in Rn with 0 2 @
 and  < 1(
), where
1(
) > 0 is the rst eigenvalue of   with the Dirichlet boundary condition. Then the equation(
u+ u+ u
2 1
jxjs = 0 in 
;
u = 0 on @

has a positive solution provided that the mean curvature H of @
 at 0 is negative.
In an earlier paper by Brezis-Nirenberg [1], among other results, they showed:
Theorem B. Suppose that 
 is a bounded smooth domain in Rn with n  4. Then for every
 2 (0; 1(
)), there exists a positive solution for the equation(
u+ u+ u
n+2
n 2 = 0 in 
;
u = 0 on @
:
In this article, we study more general cases. Namely, we obtain the following theorems.
Theorem 1.1. Suppose that 
 is a bounded domain in Rn with 0 2 @
. Then the equation(
u+ u p + u
2 1
jxjs = 0 in 
;
u = 0 on @

(1.2)
has a positive solution if one of the following conditions holds:
(i) @
 is C3 at 0, H(0) < 0 and (
 > 0 if 1 < p < n+2n 2 ;
0 <  < 1(
) if p = 1:
(ii) @
 is C3 at 0, H(0) = 0,  > 0 and 1 < p < n+2n 2 .
(iii) @




 is C3 at 0, H(0) < 0,  > 0, p = n+2n 2 and(
0 < s < 1 if n = 3;
0 < s < 2 if n  4:
Our proof for Theorem 1.1 is inspired by the idea in Brezis-Nirenberg [1]. However, there is a major
dierence between our work and [1]. As it is well-known, the Sobolev best constant Sn is actually
independent of 
. This important fact was used in [1] implicitly. For our problem, s(
) dened in
2
Lemma 2.1 below does depend on the domain 
. For the proof of the assertion (iv), besides using the
fact that the Sobolev best constant Sn is independent of 
, we also take advantage of that the energy
level c in the mountain pass lemma (see the remark of Theorem C) is independent of the choice of v.
Furthermore, we prove the existence theorem of the following:
Theorem 1.2. Suppose that 
 is a bounded domain in Rn with 0 2 @
,  > 0, @
 2 C3 at 0,
H(0) < 0 and 1  p < minf nn 2 ; 2   1g. Then the equation(
u  u p + u2
 1
jxjs = 0 in 
;
u = 0 on @

(1.3)
has a positive solution.
For 
 = Rn+, we prove the following theorem by the Pohozaev identity together with the blow-up
argument used in the proof of Theorem 1.1.





jxjs = 0 in R
n
+;
u = 0 on @Rn+
(1.4)
provided that (
0 < s < 1 if n = 3;
0 < s < 2 if n  4:
This paper is organized as follows. Couples of auxiliary lemmas are collected in Section 2. The
proof of theorems occupies Section 3-Section 5.
2 Preliminaries
In this section, we prove two lemmas for the proof of main theorems.
Lemma 2.1. Suppose that 
 is a bounded domain with 0 2 @
,  > 0 and assume one of the
followings:
(i) @
 is C3 at 0, H(0) < 0 and 1  p < n+2n 2 .
(ii) @
 is C3 at 0, H(0) = 0 and 1 < p < n+2n 2 .
(iii) @
 is C2 at 0 (no restriction for the mean curvature) and nn 2 < p <
n+2
n 2 .
Then there exists a nonnegative function v0 2 H10 (

















































For the proof of Lemma 2.1, we apply the following lemma:
Lemma 2.2. Let u 2 H10 (Rn+) be an entire positive solution of8<: u+ s(Rn+)
u2
 1
jyjs = 0 in R
n
+;












jyjs = 0 in R
n
+;
u = 0 on @Rn+:
(2.3)
Then the followings hold:
(i) 8><>:
u 2 C2(Rn+) if s < 1 + 2n ;
u 2 C1;(Rn+) for all 0 <  < 1 if s = 1 + 2n ;
u 2 C1;(Rn+) for all 0 <  < n(2 s)n 2 if s > 1 + 2n :
(ii) There is a constant C such that ju(y)j  C(1 + jyj)1 n and jru(y)j  C(1 + jyj) n.
(iii) u(y0; yn) is axially symmetric with respect to the yn-axis, i.e., u(y0; yn) = u(jy0j; yn).
Concerning the proof of the existence of a solution, assertions (i) and (ii) for the equation (2.2), see
Egnell [2] and Ghoussoub-Robert [3, 4]. The existence of a solution for the equation (2.3) is obtained
in Theorem 1.3. For the rest part of the proof for Lemma 2.2, we refer to Lin-Wadade [5].
Proof of Lemma 2.1. We rst show (i). Ghoussoub-Robert [3, 4] proved that if H(0) < 0, then
s(











jxjs dx = 1:





































































Thus (i) is proved.
Next, we shall prove assertions (ii) and (iii). Since s(
)  s(Rn+), we consider two cases. First,
if s(
) < s(Rn+), then s(
) can be achieved by some function in H10 (
), see [3, 4] and [5]. In this
case, (1.2) can be proved by the same fashion used in the proof of the assertion (i). Hereafter, we only
need to deal with the remaining case that s(
) = s(Rn+).
Without loss of generality, we may assume that in a neighborhood of 0, @
 can be represented by
xn = '(x0), x0 = (x1;    ; xn 1), where '(0) = 0, r0'(0) = 0, r0 = (@1;    ; @n 1), and the outer
normal of @
 is  en.
Let u 2 H10 (Rn+) be an entire positive solution of (2.2), and take U and ~U to be neighborhoods of








for x 2 
 \ U; and v^" := v" in 
; (2.4)
4
where  2 C1c (U) is a positive cut-o function with   1 in ~U , and
	(x) := (x0; xn   '(x0)) for x 2 
 \ U:
























In what follows, we investigate each integral in (2.5) precisely. By a change of the variable 	(x)" = y

























































@nu(y)r0u(y)  (r0')("y0)dy +O("2):









































































































































'("y0)dSy +O("n) =: J1 + J2 +O("n):
If @




















































jyj2(1 n)+1 sdy = O("n(n s)n 2 ):













 jyj2 sdy = O("2); (2.7)
which is integrable because 2(1  n) + 2  s+ n < 0, i.e., n2   (2 + s)n+ 4 > 0. Thus by using (2.6)





























































































Moreover, note that j(@nu)(y0; 0)j2jy0j3 = O(jy0j 2n+3) for large jy0j and 2n   3 > n   1 for n  3.
Hence, it is integrable and(
"
R
fj"y0j> r02 g j(@nu)(y
0; 0)j2jy0j2dy0 = O("n);
"2
R
fj"y0j r02 g j(@nu)(y
0; 0)j2jy0j3dy0 = O("2): (2.9)

























After all, we get Z


jrv^"j2dx  s(Rn+) K1H(0)"+K2H(0)"+O("2): (2.11)
Next, by changing the variable 	(x)" = y, we haveZ

















jxjs dx can be estimated as follows. By a change of the variable
	(x)












	 1("y)" s dy: (2.13)
















































































where K1 is the same positive constant as in (2.8).













































































2   (n 2)p2 +O("2) +O("
n+2





2 2 +A(") with A(")! 0 (2.18)



































































































































































































2   (n 2)p2 +O("
n+2
2   (n 2)p2 +1) +O("n+2 (n 2)p): (2.20)




































2   (n 2)p2 +1)+O("n+2 (n 2)p)
#












































































































2   (n 2)p2 +1) +O("n+2 (n 2)p): (2.21)




























2   (n 2)p2 +O("2) + o("
n+2











Thus (ii) is proved.
Next, if  > 0 and nn 2 < p <
n+2



























2   (n 2)p2 +O(") + o("
n+2











Thus (iii) is proved. 
10
In the proof of the assertion (iv) of Theorem 1.1, we use the information derived from the positive
solution of the equation (




jxjs = 0 in R
n
+;
v = 0 on @Rn+:
(2.22)
If the equation (2.22) has no positive solution, the proof of Theorem 1.1 is valid. In case (2.22) has a
positive solution, we use the following lemma in our proof.
Lemma 2.3. Suppose that 
 is a bounded domain in Rn with 0 2 @
,  > 0, @
 2 C3 at 0 and
H(0) < 0. Then there exists a nonnegative function v0 2 H10 (






















dx for u 2 H10 (
);
c := s;(v), and v 2 H10 (Rn+) is the positive solution of the equation (2.22).
Proof. Considering the proof of Lemma 2.1, we take u = v 2 H10 (Rn+) and dene v^" 2 H10 (
) by


























































































































< 1 if K 02 < K
0
1:
Hence, in case H(0) < 0 and " small, we conclude
s;(tv^") < f1(1) = c:
Finally, we take v0 = t0v^" where t0 is large enough so that s;(v0) < 0. The lemma is proved.
Lemma 2.4. Suppose that 
 is a bounded domain in Rn with 0 2 @
. If (i) n = 3 and 0 < s < 1 or
(ii) n  4 and 0 < s < 2, there exists a nonnegative function v0 2 H10 (











































juj 2nn 2 dx = 1
o
:
Remark. It is well-known that when 
 = Rn, Sn is achieved by the function
g(x) = C(1 + jxj2) n 22 ;
where C is a normalization constant.
Proof of Lemma 2.4. Let x0 be an interior point of 
 such that B(x0; 3r)  
. Take (x) 2 C1c (
)
be a cut o function with jB(x0;r) = 1 and (x)j








(x) 2 H10 (
):














































jrg(y)j2(x0 + "y)dy   "2
Z
B(0; 2r" )nB(0; r" )
g(y)2(x0 + "y)()(x0 + "y)dy:
Direct calculation gives 8>>>><>>>>:
R
B(0; 2r" )
jrg(y)j2dy = RRn jrg(y)j2dy +O("n 2);R








if n = 3;
O(log( 1" )) if n = 4;










O(") if n = 3;
O("2 log( 1" )) if n = 4;
O("n 2) if n  5:










































jx0 + "yjs (x0 + "y)
2dy +
8><>:
O(") if n = 3;
O("2 log( 1" )) if n = 4;








































if either (i) n = 3 and 0 < s < 1 or (ii) n  4 and 0 < s < 2. This completes the proof. 
We need the following lemma in the proof of Theorem 1.2.
Lemma 2.5. Suppose that 
 is a bounded domain in Rn with 0 2 @
,  > 0, @
 2 C3 at 0, H(0) < 0
and 1  p < nn 2 . Then there exists a nonnegative function v0 2 H10 (






























dx for u 2 H10 (
):
Proof. As in the proof of Lemma 2.1, we use the entire solution u 2 H10 (Rn+) of the equation (2.2),
and dene v^" 2 H10 (






















































It is easy to see that for each small " > 0, there exists t0 > 0 such that 	s;p(t0v^") < 0. Moreover, let
tm be the maximum point of the right-hand side of (2.25) in (0; t0). Then as in the same way to the























2   (n 2)p2 +O("
n+2














2   (n 2)p2 ); (2.26)
where note that 1  p < nn 2 implies n+22   (n 2)p2  2 < minfn+22   (n 2)p2 + 1; n + 2   (n   2)pg.






























which is possible since H(0) < 0 and n+22   (n 2)p2   1 > 0, i.e., p < nn 2 . Thus Lemma 2.5 is
proved.
3 Proof of Theorem 1.1
In this section, we shall prove Theorem 1.1 by applying Lemma 2.1 and the mountain pass lemma
of the following type:
Theorem C. Let  be a C1-function on a Banach space E. Assume that there exist an open set
0 2 U  E and  2 R such that(
(u)   for all u 2 @U;







where P denotes the class of continuous paths joining 0 to v. Then there exists a sequence fujg  E
such that (
(uj)! c;
0(uj)! 0 in E:
Remark. Suppose vi 2 H10 (
) with s;(vi) < 0 for i = 1; 2, where s; is as dened in Lemma 2.3.
Then s;(tvi) < 0 for t > 1, and s;(tvi) !  1 as t ! 1. Hence, there exists a continuous path
v() 2 H10 (





s;(w) > 0; (3.2)
then c is independent of the choice of v as long as s;(v) < 0.
14
Proof of the Subcritical Case for Theorem 1.1. In what follows, take E = H10 (
) in Theorem C










) if p = 1;
Ckrukp+1L2(















































if p > 1:
Noting that 1   1(
) > 0, i.e.,  < 1(
) in the case p = 1, and taking U := Br0(0) with small
r0 > 0, we have
























if p > 1:
By Lemma 2.1, there exists a nonnegative function v0 2 H10 (














and set v =: t0v0, where t0 > 0 is chosen large enough so that v 62 U and s;p(v)  0. Here, note that

















Since s;p(0) = 0, by applying Theorem C, there exists a sequence fujg  H10 (
) such that
















dx = c+ o(1); (3.4)
and
 uj   (u+j )p  
(u+j )
2 1
jxjs =: j with j ! 0 in H
 1(
): (3.5)









dx =< j ; uj >; (3.6)





















dx = c+ o(1)  1
2
< j ; uj >
15


















which implies kujkH10 (
)  C. Then extracting a subsequence, still denoted by uj , we see8>><>>:
uj * u weakly in H10 (
);





jxj s2 weakly in L
2(
):
Thus passing to the limit in (3.5) yields that




and then from the maximum principle, we obtain u  0 in 
.
Finally, we shall prove u 6= 0 in H10 (

























jxjs dx =: C2:





= c and C1   C2 = 0;










































































which is a contradiction. Thus v 6= 0 in H10 (
). 
16
Proof of the Critical Case for Theorem 1.1. We now consider the case that p = n+2n 2 . We divide
the proof into two steps.
Step 1. By Lemma 2.4, there exists a nonnegative function v0 2 H10 (
















































Note that 0s; = s;.











































=: "  0 > 0
for any u 2 @Br0(0), where Br0(0) = fu 2 H10 (
)jkrukL2(
) < r0g. It is obvious that v0 =2 Br0(0).
Hence, we obtain















where P denotes the class of continuous paths in H10 (
) joining 0 to v0.
Since "s;(0) = 0, by applying Theorem C, there exists a double sequence fu";jg  H10 (
) such
that
















dx = c" + o(1); (3.11)
and
 u";j   (u+";j)p" 1  
(u+";j)
2 1 "
jxjs =: ";j with ";j ! 0 in H
 1(
) as j !1: (3.12)
17









dx =< ";j ; u";j > : (3.13)
Similar to the subcritical case, for 0  "  "0 with "0 small, we get the uniform boundedness of fu";jg,
ku";jkH10 (
)  C: (3.14)
Hereafter, we assume " > 0. Then, up to a subsequence, there exists a function u" 2 H10 (
) such that
as j !1, 8>><>>:
u";j * u" weakly in H10 (
);













We claim that u+" 6= 0 in H10 (
). Suppose, on the contrary, u+" = 0 in H10 (
). Then passing to the








which contradicts to c"  0 > 0. Thus, u+" 6= 0 in H10 (
). Hence, taking the limit j !1 in (3.12),
we see that




jxjs = 0 in 
: (3.15)
By the maximum principle, we nd that u"  0 in 
. Inferring from (3.11) and (3.15), this positive




























jxjs dx = 0:
(3.16)
Note that by (3.14), we have
ku"kH10 (
)  C:
Thus, by extracting a subsequence fuj := u"jgj2N with "j ! 0 as j ! 1, there exists a function
u 2 H10 (
) such that 8>><>>:
uj * u weakly in H10 (
);
u+j * u







jxj s2 weakly in L
2(
):






jxjs = 0 in 
:
By the maximum principle, we see that u  0 in 






jxjs = 0 in 
:
18
The rest part of the proof is to show u 6= 0 in H10 (
). Assume u = 0 in H10 (
). Then the blow-up
occurs, i.e.,
mj := uj(xj) = max


uj(x)!1 as j !1:








jruj j2dx = c0;
which contradicts to c0 > 0.
We consider the scaling




xj + kjz 2 
o;
where kj = m
  pj 22
j and pj =
2n





j∣∣∣ xjkj +y∣∣∣s = 0 in 
j ;







j . We distinguish into the following cases.
Case 1. If, up to a subsequence, jxj jkj ! 1, then vj(y) converges to some v(y) uniformly in every
compact subset of 
1, where v(y) 2 H10 (
1) with v(0) = 1 is the solution of the equation(
v + v
n+2
n 2 = 0 in 
1;
v = 0 on @
1:
It is well-known that the above equation is only solvable for 




































































C2   C32 = c0; C1   C2   C3 = 0; and A1 = A2: (3.19)



































































Case 2. If, up to a subsequence, xjkj ! y0 2 Rn, then 
1 is a half space. Therefore, up to a linear
transformation, vj converges to some v uniformly in any compact set of Rn+, where v is a positive
solution of the equation (




jyjs = 0 in R
n
+;
v = 0 on @Rn+
(3.20)
with v(y0) = 1 for some y0 2 Rn+. If the equation (3.20) has no positive solution, this leads to a
contradiction. Hence, the sequence uj(x) does not blow-up.
Step 2. However, if the equation (3.20) admits a positive solution, by Lemma 2.3 and Lemma 2.4,
there exists a nonnegative function v0 2 H10 (
















Redoing Step 1, since the min-max value c0 is independent of the choice of v0, we only need to deal
















C1  B1; C2  B2; C3  B3;
































B2   12B3 = c
:
This contradicts to c0  max
0t1
s;(tv0) < c. Hence, we have proved u 6= 0 in H10 (
). The positivity
of u is achieved by the strong maximum principle. The proof is complete. 
4 Proof of Theorem 1.2
In this section, we shall prove Theorem 1.2. However, since H(0) < 0 implies s(
) < s(Rn+),
we cannot apply Lemma 2.5 according to the argument of Theorem 1.1 to show the existence of a
solution for the equation (1.3).
20
















dx for u 2 H10 (
);

















where C > 0 is independent of "  0. Then there exist positive constants r and  such that






=: "   > 0 (4.1)
for all u 2 @Br(0). On the other hand, by Lemma 2.5, there exists a nonnegative function v0 2
H10 (













By (4.1), (4.2) and the continuity of 	"s;p at " = 0, we see that 	"s;p(v0) < 0 and
















for any small "  0. Since 	 "s;p(0) = 0, by applying Theorem C, there exists a sequence fu";jg  H10 (
)
such that
	 "s;p(u";j)! c" and (	 "s;p)0(u";j)! 0 in H 1(















dx = c" + o(1) as j !1; (4.4)
and
 u";j +  (u+";j) p  
(u+";j)
2 1 "
jxjs =: ";j with ";j ! 0 in H
 1(
) as j !1: (4.5)









dx =< ";j ; u";j > : (4.6)
We show the boundedness of fu";jg in H10 (





















dx = c" + o(1)  12 < "; k; u";j >
 C(1 + ku";jkH10 (
));






(p  1)(2   ")





p+1dx+ C(1 + ku";jkH10 (
)); (4.7)
21














p+1dx+ C(1 + ku";jkH10 (
))
 C(1 + ku";jkH10 (
)); (4.8)
where we used that 1   p 12 2 " > 0 for any small "  0 by virtue of 1   p 12 2 > 0, i.e., p < 2   1.
(4.8) implies
ku";jkH10 (
)  C; (4.9)
where C > 0 is independent of j 2 N and also "  0.
Hereafter, we take " > 0. Extracting a subsequence, still denoted by u";j , we see that8>><>>:
u";j * u" weakly in H10 (
);














as j !1. Then by passing to the limit j !1 in (4.5), we get
 u" +  (u+" ) p  
(u+" )
2 1 "
jxjs = 0 in 
;
and then by the maximum principle, we obtain u"  0 in 
.
It is easy to see that u" 6= 0 in H10 (
). As a consequence, for any small " > 0, we get a positive
solution u" 2 H10 (
) satisfying




jxjs = 0: (4.11)





























jxjs dx = 0:
(4.12)
Moreover, by taking a limit j !1 in (4.9), we have
ku"kH10 (
)  C;
where C > 0 is independent of " > 0. Thus by extracting a subsequence fuj := u"jg with "j ! 0 as
j !1, we get 8><>:
uj * u weakly in H10 (
);





jxj s2 weakly in L
2(
):
Thus passing to the limit j !1 in (4.11) yields that




We shall prove u 6= 0 in H10 (
). Suppose u = 0 in H10 (



























C1 = c0: (4.13)
We easily see that uj(xj) = max


uj ! 1 as j ! 1. In what follows, we divide the proof into





Step 1. We claim jxj j = O(j) as j !1.




=1. By scaling, set
vj(y) :=
uj(xj + j y)
uj(xj)




j := fy 2 Rn jxj + jy 2 
g: (4.16)







s v2 1 "jj∣∣∣ xjjxj j+ jjxj jy∣∣∣s = 0 in 
j ;






j ! 0 as j !1;
where note that j ! 0 and 2  (n 2)(p 1)2 > 0, i.e., p < n+2n 2 . Thus vj converges to some v smoothly
in any compact set, and v satises v(0) = 1 and
v = 0 in Rn (4.17)
provided that 
j ! Rn, or (
v = 0 in some half space H;
v = 0 on @H
(4.18)
provided that up to a linear transformation 
j ! H := fy 2 Rn j yn >  ag for some a > 0. On the





















n 2 dy is nite. This contradicts to v(0) = 1. The proof of Step 1 is complete.
Note that Step 1 implies that the origin is the only blow-up point.
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Step 2. We claim that up to a subsequence, xjj ! y0 6= 0 as j !1.
Suppose that xjj ! 0 as j ! 1. As in the proof of Step 1, we dene vj and 
j in (4.15) and






j∣∣∣ xjj +y∣∣∣s = 0 in 
j ;
vj = 0 on @
j :
Since we already proved that 2j uj(xj)
p 1 ! 0, vj converges to some v smoothly in any compact set
in Rn+, and v satises (
v + v
2 1
jyjs = 0 in R
n
+;
v = 0 on @Rn+;
which is a contradiction to v(0) = 1. Thus Step 2 is proved.
Step 3. We complete the proof of Theorem 1.2 in this step. We note after a linear transformation,
vj converges to some v smoothly in any compact set in Rn+, and v satises8<:v +
v2
 1
jyjs = 0 in R
n
+;
v = 0 on @Rn+ and v(y0) = maxRn+
v = 1 for some y0 2 Rn+: (4.19)






































































which yields a contradiction to (4.3). Thus u 6= 0 in H10 (
), and Theorem 1.2 is proved. 
5 Proof of Theorem 1.3
In order to prove Theorem 1.3, we rst prove the following lemma.
Lemma 5.1. Let 
 be a bounded domain in Rn with n  3, 0 2 @
 and 0 < s < 2. Then for p = n+2n 2 ,
the equation (1.2) has no positive solution provided that 
 is star-shaped with respect to the origin.
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where  denotes the outward normal to @





























which implies u  0 in 
.
Next, we take 
 = B1(en), the unit ball centered at en = (0;    ; 1). It is obvious that 
 is
star-shaped about the origin. Proceeding the same variational method as that in the proof for the
assertion (iv) of Theorem 1.1, due to the nonexistence of a positive solution for the equation (1.2),
Case 2 holds. Therefore, we get a positive solution of the equation (1.4). This proves Theorem 1.3.
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