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Abstract
We study the existence of densities for distributions of piecewise deterministic Markov processes. We
also obtain relationships between invariant densities of the continuous time process and that of the process
observed at jump times. In our approach we use functional-analytic methods and the theory of linear
operator semigroups. By imposing general conditions on the characteristics of a given Markov process, we
show the existence of a substochastic semigroup describing the evolution of densities for the process and we
identify its generator. Our main tool is a new perturbation theorem for substochastic semigroups, where we
perturb both the action of the generator and of its domain, allowing to treat general transport-type equations
with non-local boundary conditions. A couple of particular examples illustrate our general results.
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1. Introduction
Piecewise deterministic Markov processes (PDMPs) were introduced by Davis [16] as stochastic models
involving deterministic motions and random jumps. The sample paths of a PDMP {X(t)}t≥0 depend on three
local characteristics, which are a flow φ = {φt}t∈R, a nonnegative jump rate function q, and a stochastic
transition kernel P, specifying the post-jump distribution. Starting from x the process X(t) follows the
trajectory φt(x) until the first jump time τ1. Two types of jumps are possible. Either the flow φt(x) hits the
(active) boundary of the state space E in which case there is a forced jump from the boundary back to the
set E or a jump to a point in E occurs at a rate q depending on the current position of the process. The value
X(τ1) of the process at the jump time τ1 is selected according to the distribution P(φτ1 (x), ·) and the process
restarts afresh. For general background on PDMPs we refer the reader to [17]. A variety of applications has
generated a renewed interest in PDMPs, see [9, 12, 13, 27, 30, 34] and the references therein.
Let the state space be a σ-finite measure space (E,E,m). Suppose that the distribution of X(0) is abso-
lutely continuous with respect to the measure m with density f . Our main objectives are to find conditions
that ensure that the distribution of X(t) is absolutely continuous with respect to m for all t > 0, and charac-
terize an evolution equation for its density. We use the theory of substochastic semigroups on L1 spaces, as
in the case of PDMPs with empty active boundary in [34, 35]. Recall that a family of linear operators on
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L1 = L1(E,m) is called a substochastic semigroup if it is a C0-semigroup of positive contractions on L
1, see
[7, 34].
The aim of the present paper is to build a general theory of substochastic semigroups describing the
evolution of densities for piecewise deterministic Markov processes. Our approach treats in a unified way
a wide class of PDMPs as described in Sections 2.1 and 2.2. We introduce assumptions on the flow φ,
the jump rate function q and the jump distribution P (Assumptions 2.1–2.4) that allow us to show that a
given process with such characteristics induces a substochastic semigroup on the space L1 (see equation
(2.6) and Theorem 2.5). To identify the generator of this semigroup we need to rewrite the action of the
process in the space L1 (see Section 2.3). We do not assume in advance that the process is nonexplosive,
but if that is the case then automatically the semigroup will be stochastic ([25]), i.e. preserving the norm
of nonnegative elements from L1. Although stability and ergodicity of PDMPs are developed in great
generality in [15], the general problem of existence of absolutely continuous invariant measures has not
been treated at all except for specific examples, see [30] for a recent account of different models where the
existence is known. If we know already that the process induces a substochastic semigroup then we can use
the methods presented in [32, 34] to get existence of invariant densities. To complete our general approach
we also study in Section 2.4 relationships between invariant densities of the continuous time process and
of the process observed at jump times; our results correspond to the results from [14, 17], but we do not
assume that the process is non-explosive and we look for absolutely continuous invariant measures.
Section 3 contains our new abstract results about substochastic semigroups. Our main tool is a new
perturbation result for substochastic semigroups presented in Section 3.1. We show in Theorem 3.1 that
given the generator of a substochastic semigroup defined on a domain containing a zero-boundary condi-
tion we can perturb both the action of the generator and its domain to obtain a substochastic semigroup
generated by an extension of the perturbed operator. Our generation result is of Kato-type [24, 40] allowing
also perturbation of boundary conditions as in Greiner [21], but with unbounded positive operators. In Sec-
tion 3.2 we also provide sufficient conditions for the perturbed operator to be the generator, as well as for
the perturbed semigroup to be stochastic. In Section 3.3 we study relationships between invariant densities
of the perturbed semigroup and invariant densities of a positive contraction operator that will correspond to
the process observed at jump times.
The proofs of our results from Section 2 are given in Section 4. First, we show in Section 4.1 that
Theorem 3.1 can be applied in the functional setting described in Section 2.3. Next, in Section 4.2, we prove
that the constructed substochastic semigroup actually corresponds to the given Markov process. Section 4.3
contains proofs of results from Section 2.4. In Section 5 applications of our results are presented. The
general setting of Davis [16, 17] is treated in Section 5.1. As a class of particular examples we treat kinetic
equations with conservative boundary conditions in Section 5.2 providing probabilistic interpretation of
these equations. Finally, Section 5.3 contains an application to a two-phase cell cycle model [33]. Some
auxiliary results concerning substochastic semigroups induced by flows are given in Appendix A.
2. Main results
Let us now specify our general setting and state our main results.
2.1. Preliminaries
We consider a separable metric space E˜ and a flow φ = {φt}t≥0 on E˜, i.e. a continuous mapping φ : R ×
E˜ → E˜, (t, x) 7→ φt(x), such that
φ0(x) = x, φs(φt(x)) = φt+s(x) (2.1)
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for all t, s ∈ R and all x ∈ E˜. Let E0 ⊂ E˜ be a Borel set. We introduce the outgoing boundary Γ+ and the
incoming boundary Γ− which are points through which the flow can leave the set E0 and enter the set E0,
respectively, given by
Γ+ = {z ∈ E
0
\ E0 : z = φt(x) for some x ∈ E
0, t > 0, and φs(x) ∈ E
0, s ∈ [0, t)} (2.2)
and
Γ− = {z ∈ E
0
\ E0 : z = φ−t(x) for some x ∈ E
0, t > 0, and φ−s(x) ∈ E
0, s ∈ [0, t)}. (2.3)
We define the hitting time of the boundaries Γ± by
t+(x) = inf{t > 0 : φt(x) ∈ Γ
+} and t−(x) = inf{t > 0 : φ−t(x) ∈ Γ
−}, x ∈ E0, (2.4)
with the convention that inf ∅ = ∞. We set t±(x) = 0 for x ∈ Γ
± and we extend formula (2.4) to points from
the boundaries Γ∓.
The state space of a PDMP X = {X(t)}t≥0 is taken to be the set E = E
0 ∪ Γ− \ (Γ− ∩ Γ+). We consider
E with its Borel σ-algebra E = B(E). We assume that there is a jump rate function q : E → R+ which is a
measurable function such that for each x ∈ E the function r 7→ q(φr(x)) is integrable on [0, ε(x)) for some
ε(x) > 0. We consider also a jump distribution P : (E∪Γ+)×B(E) → [0, 1] which is a transition probability,
i.e. for each set B ∈ B(E) the function x 7→ P(x, B) is measurable and for each x ∈ E ∪ Γ+ the function
B 7→ P(x, B) is a probability measure. We call the triplet (φ, q,P) the characteristics of the process.
We briefly recall from [16, 34] the construction of the PDMP with characteristics (φ, q,P). For each
x ∈ E we define
Fx(t) = 1[0,t+(x))(t) exp
{
−
∫ t
0
q(φr(x))dr
}
, t ≥ 0. (2.5)
Note that the function t 7→ 1 − Fx(t) is the distribution function of a non-negative finite random variable,
provided that Fx(∞
−) := limt→∞ Fx(t) = 0. Otherwise, we extend Fx to [0,∞] by setting Fx(∞) = 1 −
Fx(∞
−). We also extend the state space E to E∆ = E ∪ {∆} where ∆ is a fixed state outside E representing
a ’dead’ state for the process and being an isolated point. For each x ∈ E, let P(x, {∆}) = 0 and φt(x) = ∆ if
t = ∞. We also set φt(∆) = ∆ for all t ≥ 0, P(∆, {∆}) = 1, and F∆(t) = 1 for all t ≥ 0.
Let τ0 = σ0 = 0 and let X(0) = X0 be an E∆-valued random variable on a probability space (Ω,F ,P).
For each n ≥ 1 we can choose a [0,∞]-valued random variable σn satisfying
P(σn > t|Xn−1 = x) = Fx(t), t ≥ 0.
We define the nth jump time by
τn = τn−1 + σn
and we set
X(t) =
{
φt−τn−1 (Xn−1) for τn−1 ≤ t < τn,
Xn for t = τn,
where the nth post-jump location Xn is a random variable such that
P(Xn ∈ B|X(τ
−
n ) = x) = P(x, B), x ∈ E∆ ∪ Γ
+,
and X(τ−n ) = limt↑τn X(t). Thus, the trajectory of the process is defined for all t < τ∞ := limn→∞ τn and
τ∞ is called the explosion time. To define the process for all times, we set X(t) = ∆ for t ≥ τ∞. The
process X = {X(t)}t≥0 is called the minimal PDMP corresponding to (φ, q,P). It has right continuous
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sample paths, by construction, and it is a strong Markov process. The process X is said to be non-explosive
if Px(τ∞ = ∞) = 1 for every x ∈ E.
We denote by Px the distribution of the process {X(t)}t≥0 starting at X(0) = x and by Ex the expectation
operator with respect to Px. The probability transition function of the process X is given by
P(t, x, B) = Px(X(t) ∈ B) = Px(X(t) ∈ B, t < τ∞) + Px(X(t) ∈ B, t ≥ τ∞),
where τ∞ is the explosion time. Thus, we have P(t, x, B) = Px(X(t) ∈ B, t < τ∞) for all x ∈ E and B ∈ B(E).
Given aσ-finite measurem on the measurable space (E,B(E)) we denote by L1(E,m) the space of integrable
functions on (E,B(E),m). We say that the minimal process X = {X(t)}t≥0 induces a substochastic semigroup
{P(t)}t≥0 on L
1(E,m) if ∫
B
P(t) f (x)m(dx) =
∫
E
Px(X(t) ∈ B, t < τ∞) f (x)m(dx) (2.6)
for all f ∈ L1(E,m), B ∈ B(E), t > 0. Suppose that the process induces a substochastic semigroup. Then
if the distribution of X(0) is absolutely continuous with respect to m with a Radon-Nikodym derivative f ,
called the density of X(0), then the distribution of X(t) in E is absolutely continuous with respect to m and
its Radon-Nikodym derivative is P(t) f . Since X(t) ∈ E for t < τ∞, it follows from (2.6) that∫
E
P(t) f (x)m(dx) =
∫
E
Px(t < τ∞) f (x)m(dx)
for all f ∈ L1(E,m), t > 0. Thus we see that ‖P(t) f ‖ = ‖ f ‖ for f ≥ 0, t > 0, if and only if∫
E
(1 − Px(t < τ∞)) f (x)m(dx) = 0.
This implies that the induced semigroup is stochastic if and only if the minimal process is m-a.e. non-
explosive, i.e. Px(τ∞ = ∞) = 1 for m almost every x ∈ E. Hence, if the process induces a stochastic
semigroup and if f is the density of X(0), then P(t) f is the density of X(t), by (2.6).
We conclude this section by recalling some notions from the theory of operators and semigroups on
L1 spaces for readers convenience. Let (E,E,m) be a σ-finite measure space and L1 = L1(E,m). A linear
operator P : L1 → L1 is called substochastic (stochastic) if P is a positive contraction, i.e., P f ≥ 0 and
‖P f ‖ ≤ ‖ f ‖ (‖P f ‖ = ‖ f ‖) for all nonnegative f ∈ L1. A family of substochastic (stochastic) operators
{P(t)}t≥0 on L
1 which is a C0-semigroup, i.e.,
(1) P(0) = I (the identity operator) and P(t + s) = P(t)P(s) for every s, t ≥ 0,
(2) for each f ∈ L1 the mapping t 7→ P(t) f is continuous,
is called a substochastic (stochastic) semigroup. The infinitesimal generator of a substochastic semigroup
{P(t)}t≥0 is by definition the operator G with domain D(G) ⊂ L
1 defined as
D(G) = { f ∈ L1 : lim
t↓0
1
t
(P(t) f − f ) exists},
G f = lim
t↓0
1
t
(S (t) f − f ), f ∈ D(G).
A nonnegative f∗ with norm 1 is said to be an invariant density for the semigroup {P(t)}t≥0 if for each t > 0
it is invariant for the operator P(t), i.e. P(t) f∗ = f∗.
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Given a linear operator (G,D(G)) on L1 we recall that if for some real λ the operator λ−G := λI −G is
one-to-one, onto, and (λ−G)−1 is a bounded linear operator, then λ is said to belong to the resolvent set ρ(G)
and R(λ,G) := (λ −G)−1 is called the resolvent of G at λ. Following [3] the operator G is called resolvent
positive if there exists ω ∈ R such that (ω,∞) ⊆ ρ(G) and the operator R(λ,G) is positive for all λ > ω.
In particular, generators of substochastic semigroups are resolvent positive and the Hille-Yosida theorem
implies the following result (see e.g. [34, Theorem 4.4]): A linear operator (G,D(G)) is the generator of a
substochastic semigroup on L1 if and only ifD(G) is dense in L1, the operator G is resolvent positive, and∫
E
G f dm ≤ 0 for all f ∈ D(G), f ≥ 0. (2.7)
Moreover, equality holds in (2.7) if and only if (G,D(G)) generates a stochastic semigroup.
We provide sufficient conditions for the existence of a substochastic semigroup on L1(E,m) induced by
the given PDMP in Section 2.2 and we identify its infinitesimal generator in Section 2.3, where we are also
interested in whether the induced semigroup is stochastic.
2.2. Existence of induced substochastic semigroups
In this section we impose general assumptions on the characteristics (φ, q,P) of the minimal process
X = {X(t)}t≥0 with values in E as described in Section 2.1 so that X induces a substochastic semigroup.
We start with the properties of the flow φ = {φt}t∈R. We will require that the flow itself induces a
stochastic semigroup by assuming that we can choose a measure m on (E˜,B(E˜)) in such a way that if the
distribution of X0 is absolutely continuous with respect to m, then the distribution of φt(X0) is absolutely
continuous with respect to m for all t. Thus, we impose the following general assumption on the flow.
Assumption 2.1. There exists a measurable cocycle {Jt}t∈R of φ on E˜, i.e. a family of Borel measurable
nonnegative functions satisfying the following conditions
J0(x) = 1, Jt+s(x) = Jt(φs(x))Js(x), s, t ∈ R, x ∈ E˜, (2.8)
and there exists a σ-finite Radon measure m on the Borel σ-algebra B(E˜) with m(∂E) = 0 such that
(m ◦ φ−1t )(B) = m(φ
−1
t (B)) =
∫
B
J−t(x)m(dx), t ∈ R, B ∈ B(E˜). (2.9)
Remark 2.1. Condition (2.9) implies that for each t the transformation φt : E˜ → E˜ is non-singular with
respect to the measure m ([25]), i.e. m ◦ φ−1t is absolutely continuous with respect to m. Then J−t is the
Radon-Nikodym derivative
dm◦φ−1t
dm
. Note also that condition (2.9) together with (2.1) implies that (2.8) holds
for m-a.e. x. We assume in (2.8) that it actually holds for all x.
Remark 2.2. Consider E˜ = Rd and a mapping b : Rd → Rd that is continuously differentiable with a
bounded derivative. Then the ordinary differential equation x′(t) = b(x(t)) generates a flow φ : R×Rd → Rd
satisfying
d
dt
φt(x) = b(φt(x)), x ∈ R
d, t ∈ R.
If we take as m the Lebesgue measure on Rd then Jt(x) is the absolute value of the determinant of the
derivative of the mapping x 7→ φt(x), by the change of variables formula. By Liouville’s theorem, it is also
given by
Jt(x) = exp
{∫ t
0
a(φr(x))dr
}
, t ∈ R, (2.10)
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where a is the divergence of b. In a general situation, the measure m might be a product of a Lebesgue
measure and a counting measure and it is hard to formulate general condition under which Assumption 2.1
holds.
As concern the jump rate function q we require that the first jump time τ1 has a distribution that is abso-
lutely continuous with respect to the Lebesgue measure on R+. Thus, we assume the following condition.
Assumption 2.2. For each x the function R ∋ t 7→
∫ t
0
q(φr(x))dr is absolutely continuous, where we extend
q form E to E˜ by setting q(x) = 0 for x < E.
Next, we describe integration along the flow {φt}t∈R. We need to consider “natural” measures on the
incoming Γ− and the outgoing Γ+ parts of the boundary of E that will allow us to transfer integrals over E
into integrals over the boundaries Γ±. Suppose that Assumption 2.1 holds. Following [4] let
E± = {x ∈ E : 0 < t±(x) < ∞}, (2.11)
where t+(x) and t−(x) are as in (2.4). The properties of the flow imply that the functions t+ and t− are Borel
measurable and the sets
W± = {(s, z) : 0 < s < t∓(z), z ∈ Γ
±}
are Borel subsets of R × E˜. It is easily seen that the functions w± : E± → W± defined by
w+(x) = (t+(x), φt+(x)(x)) and w−(x) = (t−(x), φ−t−(x)(x)) (2.12)
are Borel measurable and invertible. Now, if f is nonnegative and Borel measurable, then making the
change of variables leads to ∫
E±
f (x)m(dx) =
∫
W±
f (φ∓s(z))m ◦ w
−1
± (ds, dz), (2.13)
where m ◦ w−1± (B) = m(w
−1
± (B)) for all Borel subsets B of W±. We impose the following.
Assumption 2.3. There exist finite Borel measures m± on Γ± such that the measures m ◦ w−1± can be repre-
sented by
m ◦ w−1± (B) =
∫
B
J∓s(z) dsm
±(dz), B ∈ B(W±), (2.14)
where w± are as in (2.12) and J∓s satisfy (2.8).
Remark 2.3. Note that if Assumption 2.3 holds true then it follows from (2.13) and (2.14) that, for any
nonnegative and Borel measurable f , we have∫
E+
f (x)m(dx) =
∫
Γ+
∫ t−(z)
0
f (φ−s(z))J−s(z) dsm
+(dz) (2.15)
and ∫
E−
f (x)m(dx) =
∫
Γ−
∫ t+(z)
0
f (φs(z))Js(z) dsm
−(dz), (2.16)
where E± are as in (2.11). Thus Assumption 2.3 allows us to compute integrals over E via integration along
the flow coming from the boundary. Formula (2.15) serves here as the change of variables formula in which
each point x ∈ E with t+(x) < ∞ can be represented by x = φ−s(z) for some z ∈ Γ
+ and s < t−(z). Similarly
in (2.16), each point x ∈ E with t−(x) < ∞ is given by x = φs(z) for some z ∈ Γ
− and s < t+(z).
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Remark 2.4. Note that if there exists a bounded Borel measurable function a such that Jt is given by (2.10),
then Assumption 2.3 holds true, see e.g. [4, Proposition 3.11]. In particular, if E0 is an open subset of Rd
with a sufficiently regular boundary, m is the Lebesgue measure and the flow is generated by x′(t) = b(x(t))
as in Remark 2.2, then Γ± = {z ∈ ∂E0 : ±〈b(z), n(z)〉 > 0} and the measures m± are given by
dm±(z) = ±〈b(z), n(z)〉dσ(z),
where n(z) is the outward normal at z ∈ ∂E0 and σ is the surface Lebesgue measure on ∂E0.
Finally, given the measures m± on B(Γ±) as in Assumption 2.3 the jump distribution P is assumed to be
non-singular in the following sense. .
Assumption 2.4. There exist two positive linear operators P0 : L
1(E,m) × L1(Γ+,m+) → L1(E,m) and
P∂ : L
1(E,m) × L1(Γ+,m+)→ L1(Γ−,m−) such that, for every B ∈ B(E),
∫
E
P(x, B) f (x)m(dx) +
∫
Γ+
P(x, B) f∂+(x)m
+(dx)
=
∫
B∩E0
P0( f , f∂+)(x)m(dx) +
∫
B∩Γ−
P∂( f , f∂+)(x)m
−(dx), (2.17)
for all nonnegative f ∈ L1(E,m) and f∂+ ∈ L
1(Γ+,m+).
Note that in equation (2.17) the action of the transition kernel P is divided into separate parts: random
jumps from E ⊆ E0 ∪ Γ− and forced jumps from the boundary Γ+. This post-jump locations in the set E0
and in the boundary Γ− are assumed to be absolutely continuous with respect to m and m−. The operator P0
is connected with jumps from the set E ∪ Γ+ to the inside E0 of E, while the operator P∂ is connected with
jumps from the set E ∪ Γ+ to the boundary Γ−.
With these notations and assumptions we obtain one of the main results of the paper.
Theorem 2.5. Suppose that Assumptions 2.1–2.4 hold true. Then the minimal process {X(t)}t≥0 with char-
acteristics (φ, q,P) induces a substochastic semigroup {P(t)}t≥0 on L
1(E,m).
The proof of Theorem 2.5 will be given in Section 4.2. The semigroup {P(t)}t≥0 from Theorem 2.5 will
be referred to as the substochastic semigroup corresponding to (φ, q,P).
2.3. Generator of the induced semigroup
Let (φ, q,P) be the characteristics of the minimal process {X(t)}t≥0 such that Assumptions 2.1–2.4 hold
true. In this section we turn to the characterization of the generator of the substochastic semigroup corre-
sponding to (φ, q,P). To identify the generator we need to introduce some additional notations.
In the study of the deterministic part of the process we use the approach of [4, 5]. As in [5] we define the
space of test functions N as follows. Let N be the set of all measurable and bounded functions ψ : E → R
with compact support in E0 and such that for any x ∈ E the function
(−t−(x), t+(x)) ∋ t 7→ ψ(φt(x))
is continuously differentiable with bounded and measurable derivative at t = 0, i.e. the mapping
x 7→
d(ψ ◦ φt)
dt
∣∣∣∣
t=0
(x)
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is bounded and measurable. We define the maximal transport operator Tmax on a set Dmax ⊆ L
1(E,m) as
follows. We say that f ∈ Dmax if there exists g ∈ L
1(E,m) such that∫
E
g(x)ψ(x)m(dx) =
∫
E
f (x)
d(ψ ◦ φt)
dt
∣∣∣∣
t=0
(x)m(dx) (2.18)
for all ψ ∈ N and we set Tmax f := g.
Let m± be the measures on B(Γ±) as in Assumption 2.3. Given f ∈ L1(E,m) we define its traces Tr± f
on the boundaries Γ± by the the pointwise limits
Tr± f (z) = lim
s→0+
f (φ∓s(z))J∓s(z) (2.19)
provided that the limits exist for m±-a.e. z ∈ Γ±. If Γ± = ∅ then we set Tr± = 0. It can be shown that Tr± f
exist for f ∈ Dmax (see Appendix A and [5, Section 3]). We write
D(Tr±) = { f ∈ L1(E,m) : Tr± f ∈ L1(Γ±,m±)}.
Note that the traces Tr± : D(Tr±) → L1(Γ±,m±) are linear positive operators. The following result corre-
sponds to Green’s identity as in [4, Proposition 4.6] and its proof is given in Appendix A. Formula (2.20)
explains the interplay between the transport operator, the boundary measures and the traces, giving conser-
vation of mass.
Theorem 2.6. Suppose that Assumptions 2.1 and 2.3 hold. Let (Tmax,Dmax) be the maximal transport
operator as in (2.18). If f ∈ Dmax is such that Tr
− f ∈ L1(Γ−,m−) then Tr+ f ∈ L1(Γ+,m+) and∫
E
Tmax f (x)m(dx) =
∫
Γ−
Tr− f (x)m−(dx) −
∫
Γ+
Tr+ f (x)m+(dx). (2.20)
We now define the operator A : D → L1(E,m) by
A f = Tmax f − q f , f ∈ D, (2.21)
where the transport operator Tmax is as in (2.18) and
D = { f ∈ Dmax : Tr
− f ∈ L1(Γ−,m−), q f ∈ L1(E,m)}. (2.22)
Note that D ⊂ D(Tr+), by Theorem 2.6. The next result implies that a restriction of the operator A is the
generator of a substochastic semigroup. It extends the result of [4] and its proof is given in Appendix A.
Theorem 2.7. Suppose that Assumptions 2.1–2.3 hold. Let (A,D) be as in (2.21)–(2.22). Then the operator
(A0,D(A0)), defined as the restriction of the operator (A,D)
A0 f = A f , f ∈ D(A0) = { f ∈ D : Tr
− f = 0},
is the generator of a substochastic semigroup {S (t)}t≥0 on L
1(E,m) given by
S (t) f (x) = 1E(φ−t(x)) f (φ−t(x))J−t(x)e
−
∫ t
0
q(φ−r(x))dr (2.23)
for t > 0, x ∈ E, f ∈ L1(E,m). Moreover,∫
E
ψ(x)S (t) f (x)m(dx) =
∫
E
e−
∫ t
0
q(φr(x))dr1[0,t+(x))(t)ψ(φt(x)) f (x)m(dx) (2.24)
for all t ≥ 0, f ∈ L1(E,m), f ≥ 0, and all nonnegative Borel measurable ψ.
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Our second main result provides a functional-analytic description of the minimal process.
Theorem 2.8. Suppose that (φ, q,P) satisfy Assumptions 2.1–2.4. Let (A,D) be defined by (2.21)–(2.22)
and let B : D→ L1(E,m), Ψ : D→ L1(Γ−,m−) be given by
B f = P0(q f ,Tr
+ f ), Ψ f = P∂(q f ,Tr
+ f ), f ∈ D, (2.25)
where P0, P∂ satisfy (2.17). Then the generator (G,D(G)) of the semigroup {P(t)}t≥0 corresponding to
(φ, q,P) is an extension of the operator (AΨ + B,D(AΨ)), i.e.
G f = AΨ f + B f , AΨ f = A f , f ∈ D(AΨ) = { f ∈ D : Tr
− f = Ψ f }.
Moreover, ifD(G) = D(AΨ) then {P(t)}t≥0 is stochastic.
The proof of Theorem 2.8 will be given in Section 4.2. The idea of the proofs of Theorems 2.5 and
2.8 is the following. We see that AΨ + B is a perturbation of the generator (A0,D(A0)) of a substochastic
semigroup from Theorem 2.7 with B changing the action of the operator A0 and Ψ changing its domain. In
particular, if Ψ were a bounded operator then AΨ is the generator of a C0-semigroup by Greiner’s perturba-
tion theorem [21] and the existence of the semigroup {P(t)}t≥0 with generator as described in Theorem 2.8
could be deduced form Kato–Voigt perturbation theorem [7, 40] by showing that AΨ generates a substochas-
tic semigroup. However, in general, the operator Ψ might be unbounded or AΨ might not the generator. To
take these into account we provide a new perturbation theorem for substochastic semigroups in Section 3
and we show in Section 4 that it can be applied in the setting of Theorem 2.8 implying the existence of the
induced semigroup {P(t)}t≥0.
Finally, consider the initial-boundary value problem
∂u
∂t
= Tmaxu − qu + P0(qu,Tr
+u), (2.26)
Tr−u = P∂(qu,Tr
+u), u(0) = f , (2.27)
where Tmax is the transport operator and P0, P∂ satisfy (2.17). Recall that the Cauchy problem (2.26)–(2.27)
is well posed if and only if the operator (AΨ + B,D(AΨ)) is the generator of a C0-semigroup. Theorem 2.8
shows only that an extensionG of the operator (AΨ+B,D(AΨ)) is the generator. However, ifD(G) = D(AΨ)
and f is a density of X(0), then u(t) = P(t) f is the density of X(t), t > 0, and u satisfies (2.26)–(2.27), so that
this equation can be called the Fokker–Planck equation for our Markov process. Thus, we need to impose
additional constraints to conclude thatD(G) = D(AΨ). One set of such conditions is given in the next result,
yet another is provided in Section 3.2.
Corollary 2.9. In addition to Assumptions 2.1–2.4 suppose that q is bounded and that either Γ+ = ∅ or
P(z, Γ−) = 1, z ∈ Γ+, with inf{t+(z) : z ∈ Γ
−} > 0. Then the semigroup {P(t)}t≥0 corresponding to (φ, q,P) is
stochastic and its generator is the operator (AΨ + B,D(AΨ)).
The proof of Corollary 2.9 will be given in Section 4.2. Note that the condition Γ+ = ∅ implies that the
operators P0 : L
1(E,m) × L1(Γ+,m+) → L1(E,m) and P∂ : L
1(E,m)× L1(Γ+,m+) → L1(Γ−,m−) are defined
on L1(E,m), while P(z, Γ−) = 1, z ∈ Γ+, implies that the operator P0 has to be defined only on L
1(E,m) and
the operator P∂ on L
1(Γ+,m+).
Remark 2.10. Note that one of the standard assumptions in [16, 17] about the process X = {X(t)}t≥0 is the
following condition
Ex(Nt) < ∞, x ∈ E, t > 0, where Nt = sup{n : τn ≤ t}. (2.28)
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It implies that in every finite time interval there is a finite number of jump times τn and that Px(τn →∞) = 1
for all x ∈ E. In particular, the process X is then non-explosive and if Assumptions 2.1–2.4 hold true then
the induced semigroup {P(t)}t≥0 is stochastic.
Assuming (2.28) it follows from [16, 17] that if we define
v(t, x) = Ex(ψ(X(t))), x ∈ E, t ≥ 0,
then, for any sufficiently smooth bounded function ψ : E → R, the function v satisfies the following Kol-
mogorov equation
∂v
∂t
= Xv − qv + qPv, Tr+v = Pv, (2.29)
with initial condition v(0, x) = ψ(x), x ∈ E, where the operators X,P,Tr+ are given by
Xψ(x) =
d(ψ ◦ φt)
dt
∣∣∣∣
t=0
(x), x ∈ E, Pψ(x) =
∫
E
ψ(y)P(x, dy), x ∈ E ∪ Γ+,
and Tr+ψ(x) = limt→0 ψ(φ−t(x)), x ∈ Γ
+. It follows from (2.6) that∫
E
ψ(x)P(t) f (x)m(dx) =
∫
E
v(t, x) f (x)m(dx), f ∈ L1(E,m).
However, this duality does not show directly the differences in the boundary conditions in equation (2.29)
and in the Cauchy problem (2.26)–(2.27).
2.4. Invariant densities for induced semigroups
Let (φ, q,P) be the characteristics of the minimal process X = {X(t)}t≥0 such that Assumptions 2.1–
2.4 hold true. In this section we study the relationships between invariant densities of the substochastic
semigroup {P(t)}t≥0 corresponding to (φ, q,P) and invariant densities for the process observed at jump times
τn, n ≥ 0. First, we define a linear operator K : L
1(E,m) × L1(Γ−,m−) → L1(E,m) × L1(Γ−,m−) by
K( f , f∂) =
(
P0(qR0( f , f∂),R0( f , f∂)), P∂(qR0( f , f∂),R0( f , f∂))
)
, (2.30)
where P0, P∂ satisfy (2.17) and
R0( f , f∂)(x) =
∫ t−(x)
0
e−
∫ t
0
q(φ−r(x))dr f (φ−t(x))J−t(x)dt
+ 1{t−(x)<∞}e
−
∫ t−(x)
0
q(φ−r(x))dr f∂(φ−t−(x)(x))J−t−(x)(x), x ∈ E ∪ Γ
+, (2.31)
for nonnegative ( f , f∂) ∈ L
1(E,m) × L1(Γ−,m−). The proof of our next result will be given in Section 4.3.
Theorem 2.11. The transition kernel K(x, ·) of the discrete-time Markov process (X(τn))n≥0 is given by
K(x, B) =
∫ t+(x)
0
e−
∫ s
0
q(φr(x))drq(φs(x))P(φs(x), B)ds + 1{t+(x)<∞}e
−
∫ t+(x)
0
q(φr(x))drP(φt+(x)(x), B)
for x ∈ E, B ∈ B(E). The operator K = (K0,K∂) as defined in (2.30) is substochastic on L
1(E,m) ×
L1(Γ−,m−) and satisfies∫
E
K(x, B) f (x)m(dx) +
∫
Γ−
K(x, B) f∂(x)m
−(dx) =
∫
B∩E0
K0( f , f∂)m(dx) +
∫
B∩Γ−
K∂( f , f∂)(x)m
−(dx)
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for all B ∈ B(E), ( f , f∂) ∈ L
1(E,m) × L1(Γ−,m−). Moreover, K is stochastic, if for every x with t+(x) = ∞
we have
lim
t→t+(x)
∫ t
0
q(φr(x))dr = ∞. (2.32)
If ( f , f∂) ∈ L
1(E,m)×L1(Γ−,m−) is nonnegative with norm 1 and K( f , f∂) = ( f , f∂), then ( f , f∂) is called
an invariant density for the operator K. We have the following result, corresponding to [14, Theorem 2]
and [17, Theorem 34.31].
Theorem 2.12. Suppose that ( f, f∂) is an invariant density for the operator K such that
c :=
∫
E
∫ t+(x)
0
e−
∫ t
0
q(φr(x))drdt f (x)m(dx) +
∫
Γ−
∫ t+(x)
0
e−
∫ t
0
q(φr(x))drdt f∂(x)m
−(dx) < ∞. (2.33)
Let
f (x) =
∫ t−(x)
0
e−
∫ t
0
q(φ−r(x))dr f (φ−t(x))J−t(x)dt + 1{t−(x)<∞}e
−
∫ t−(x)
0
q(φ−r(x))dr f∂(φ−t−(x)(x))J−t−(x)(x). (2.34)
Then f∗ = c
−1 f is an invariant density for the semigroup {P(t)}t≥0.
The proof of Theorem 2.12 will be given in Section 4.3. To relate our result to [14, Theorem 2] and [17,
Theorem 34.31] observe that if ( f, f∂) is an invariant density for the operator K then the probability measure
π defined by
π(B) =
∫
B∩E0
f (x)m(dx) +
∫
B∩Γ−
f∂(x)m
−(dx), B ∈ B(E), (2.35)
is invariant for the discrete-time process (X(τn))n≥0, since it satisfies∫
E
K(x, B)π(dx) = π(B), B ∈ B(E),
by Theorem 2.11. In the proof of Theorem 2.12 we show in fact that∫
B
f dm =
∫
E
∫ t+(x)
0
e−
∫ t
0
q(φr(x))dr1B(φt(x))dt π(dx), B ∈ B(E). (2.36)
Thus assumption (2.33) is as in [14, Theorem 2] and [17, Theorem 34.31], as well as the invariant measure
for the process {X(t)}t≥0 being of the form
µ(B) =
∫
E
∫ t+(x)
0
e−
∫ t
0
q(φr(x))dr1B(φt(x))dt π(dx)∫
E
∫ t+(x)
0
e−
∫ t
0
q(φr(x))drdt π(dx)
=
∫
B
f∗(x)m(dx), B ∈ B(E).
However, we additionally obtained that the measure µ is absolutely continuous with respect to m.
We have also the following converse result. It corresponds to [14, Theorem 1] and [17, Theorem 34.21]
and its proof will be given in Section 4.3.
Theorem 2.13. Suppose that f∗ is an invariant density for the semigroup {P(t)}t≥0 and that K is stochastic.
Then
0 < c∗ :=
∫
E
q(x) f∗(x)m(dx) +
∫
Γ+
Tr+ f∗(x)m
+(dx) < ∞
and the operator K has an invariant density ( f, f∂) given by
f = c−1∗ P0(q f∗,Tr
+ f∗), f∂ = c
−1
∗ P∂(q f∗,Tr
+ f∗). (2.37)
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In particular, in the setting of Theorem 2.13, the invariant measure π as defined in (2.35) with f and f∂
given by (2.37) now satisfies
π(B) =
∫
E
P(x, B)q(x) f∗(x)m(dx) +
∫
Γ+
P(x, B)Tr+ f∗(x)m
+(dx)∫
E
q(x) f∗(x)m(dx) +
∫
Γ+
Tr+ f∗(x)m+(dx)
, B ∈ B(E).
This formula agrees with the one in [17, Theorem 34.21] where in equation (34.23) the boundary measure
σ is given by σ(dx) = Tr+ f∗(x)m
+(dx).
3. Perturbation theorem for substochastic semigroups
In this section we combine the perturbation methods of Kato [24] and Greiner [21] to obtain substochas-
tic semigroups by perturbing both the generator of a substochastic semigroup as well as boundary condi-
tions. For the perturbation theory of operator semigroups we refer the reader to [18, Chapter III] and [7].
A number of perturbation results with unbounded perturbations of boundary conditions has been obtained
recently in [1, 2, 23]. Our generation theorem is stated in Section 3.1 and it gives sufficient conditions for
the existence of a substochastic semigroup with generator being an extension of the given operator. The
proof is given by adapting the ideas of Kato [24] to our setting. Since our generation theorem does not give
the full characterization of the generator, we present sufficient conditions for the given operator to be the
generator in Section 3.2. Finally, in Section 3.3 we extend results from [10, Section 3] that will be used in
the sequel to prove Theorems 2.11–2.13.
3.1. Inner and boundary perturbations
Let (E,E,m) be a σ-finite measure space and L1 = L1(E,m). We assume that there is a second L1
space denoted by L1
∂
= L1(E∂,m∂), where (E∂,E∂,m∂) is a σ-finite measure space; it will serve here as the
boundary space. Let D be a linear subspace of L1. We consider a linear operator A : D → L1, called the
maximal operator in the sense that it has a sufficiently big domain, a positive operator B : D→ L1 and two
linear positive operators Ψ0,Ψ : D → L
1
∂
, called boundary operators.
We assume throughout this section that
(i) the operator (A0,D(A0)) defined by
A0 f = A f , f ∈ D(A0) = { f ∈ D : Ψ0 f = 0},
is the generator of a substochastic semigroup on L1;
(ii) if Ψ0 . 0 then for each λ > 0 the operator Ψ0 restricted to the nullspace Ker(λ − A) = { f ∈ D :
λ f − A f = 0} has a positive right inverse, i.e. there exists a positive operator Ψ(λ) : L1
∂
→ Ker(λ − A)
such that Ψ0Ψ(λ) f∂ = f∂ for f∂ ∈ L
1
∂
;
(iii) for each nonnegative f ∈ D the following holds∫
E
(A f + B f ) dm +
∫
E∂
(Ψ f − Ψ0 f ) dm∂ ≤ 0. (3.1)
We can now formulate our generalization of Kato’s and Greiner’s results.
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Theorem 3.1. Assume conditions (i)–(iii). Let the operator (AΨ,D(AΨ)) be defined by
AΨ f = A f , f ∈ D(AΨ) = { f ∈ D : Ψ0 f = Ψ f }. (3.2)
Then there exists a substochastic semigroup {P(t)}t≥0 on L
1 with generator (G,D(G)) being an extension of
(AΨ + B,D(AΨ)). The resolvent operator of G at λ > 0 is given by
R(λ,G) f = lim
N→∞
N∑
n=0
(R(λ, A0)B + Ψ(λ)Ψ)
nR(λ, A0) f , f ∈ L
1. (3.3)
Remark 3.2. (a) If the boundary operators are zero, i.e. Ψ0 = Ψ ≡ 0, then A0 = A, Ψ(λ)Ψ = 0 and
Theorem 3.1 goes back to the work of Kato [24], as formulated and extended in [7, 40].
(b) If, on the other hand, B = 0 then Theorem 3.1 is a particular extension of Greiner’s theorem [21],
where it was assumed that the boundary perturbation Ψ is bounded; it can also be compared with the
generation result from [22].
(c) Note that it follows from [21, Lemma 1.2] that condition (ii) holds, if (A,D) is closed, Ψ0 is onto and
continuous with respect to the graph norm ‖ f ‖A = ‖ f ‖+ ‖A f ‖. The operators Ψ(λ) are so called abstract
Dirichlet operators [1, 2].
(d) Finally, since for f ∈ D(AΨ) we have Ψ f − Ψ0 f = 0, condition (iii) implies that condition (2.7) holds
at least for nonnegative f ∈ D(AΨ).
Before we give the proof of Theorem 3.1 we need to introduce some preliminary notations. We consider
the space X = L1 × L1
∂
with norm
‖( f , f∂)‖ =
∫
E
| f (x)|m(dx) +
∫
E∂
| f∂(x)|m∂(dx), ( f , f∂) ∈ L
1 × L1∂,
and we define the operators A,B : D(A) → L1 × L1
∂
with D(A) = D× {0} by
A( f , 0) = (A f ,−Ψ0 f ) and B( f , 0) = (B f ,Ψ f ) for f ∈ D. (3.4)
The resolvent of the operator A at λ > 0 is given by (see e.g. [34, Section 3.3.4])
R(λ,A)( f , f∂) = (R(λ, A0) f + Ψ(λ) f∂, 0), ( f , f∂) ∈ L
1 × L1∂. (3.5)
By assumption, the operators R(λ,A), B andΨ are positive. Thus the operators B andBR(λ,A) are positive.
We have
BR(λ,A) + λR(λ,A) = I + (A + B)R(λ,A), (3.6)
where I is the identity operator on L1 × L1
∂
. Since R(λ,A)( f , f∂) ∈ D × {0}, we use condition (3.1) to
conclude that
‖BR(λ,A)( f , f∂)‖ + ‖λR(λ,A)( f , f∂)‖ ≤ ‖( f , f∂)‖
for nonnegative f and f∂. This implies that the operators BR(λ,A) and λR(λ,A) are positive contractions
on X = L1 × L1
∂
. We have
BR(λ,A)( f , f∂) = (BR(λ, A0) f + BΨ(λ) f∂,ΨR(λ, A0) f + ΨΨ(λ) f∂) (3.7)
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for λ > 0, ( f , f∂) ∈ L
1 × L1
∂
.
In the proof of Theorem 3.1 we apply the argument of Kato [24] to the operator (A + B,D(A)) in
the space L1 × L1
∂
. However, the main difficulty now is that D(A) is not dense in L1 × L1
∂
. We have
D(A) = L1×{0}, sinceD(A0)×{0} ⊂ D(A) ⊂ L
1×{0} and the domain of the generator A0 of a substochastic
semigroup is dense in L1. The part of (A + B,D(A)) in X0 = D(A) = L
1 × {0}, denoted by (A + B)| and
being the restriction ofA + B to the domain
D((A + B)|) = {( f , f∂) ∈ D(A) ∩ X0 : (A + B)( f , f∂) ∈ X0},
can be identified with (AΨ + B,D(AΨ)), since D((A + B)|) = D(AΨ) × {0} and
(A + B)|( f , 0) = (AΨ f + B f , 0), f ∈ D(AΨ).
We make use of the following result that easily follows from [18, Corollary II.3.21].
Lemma 3.3. Assume conditions (i)–(iii). If, for each λ > 0, the operator I − BR(λ,A) is invertible with
positive inverse, then the resolvent ofA + B at λ > 0 is given by
R(λ,A + B) = R(λ,A)(I − BR(λ,A))−1 (3.8)
and λ‖R(λ,A + B)‖ ≤ 1 for all λ > 0. Moreover, the part (A + B)| of the operator (A + B,D(A)) in
X0 = D(A) is densely defined in X0 and generates a C0-semigroup of positive contractions on X0.
Remark 3.4. (a) It follows from [21, Lemma 1.3] that given any λ, µ ∈ ρ(A0) we have
Ψ(λ) = Ψ(µ) + (µ − λ)R(λ, A0)Ψ(µ). (3.9)
Since R(λ, A0)Ψ(µ) ≥ 0, we see that Ψ(µ) ≤ Ψ(λ) for µ > λ.
(b) Since BR(λ,A) is a positive operator, the operator I − BR(λ,A) is invertible with positive inverse if
and only if the spectral radius of the operator BR(λ,A) is strictly smaller than 1, or equivalently,
lim
n→∞
‖(BR(λ,A))n‖ = 0. (3.10)
We have BR(µ,A) ≤ BR(λ,A) for µ > λ and we see that condition (3.10) holds for all λ sufficiently
large, if it holds for one λ > 0.
(c) In Lemma 3.3 it is enough to assume that the operator (A + B,D(A)) is resolvent positive, or equiva-
lently, by [41, Theorem 1.1], that condition (3.10) holds for one λ > 0.
With these preparations we can now turn to the
Proof of Theorem 3.1. For each r ∈ [0, 1) consider the operator Gr = A+ rB with domainD(A) = D×{0}.
Since B and Ψ are positive operators, we see that condition (3.1) still holds for the positive operators rB and
rΨ, r ∈ [0, 1). We have ‖rBR(λ,A)‖ ≤ r < 1 for r ∈ [0, 1). Thus, for each λ > 0 and r ∈ [0, 1), the operator
I − rBR(λ,A) is invertible with positive inverse. From Lemma 3.3 it follows that
R(λ,Gr) = R(λ,A)
∞∑
n=0
rn(BR(λ,A))n,
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‖R(λ,Gr)‖ ≤ λ
−1 and that the part Gr | of the operator (Gr,D(A)) inD(A) is the generator of aC0-semigroup
{Pr(t)}t≥0 of positive contractions on D(A). Arguing as in [24] we conclude that the family of operators
{P(t)}t≥0 defined by
P(t)( f , f∂) = lim
r→1
Pr(t)( f , f∂), ( f , f∂) ∈ D(A) = L
1 × {0},
is aC0-semigroup of positive contractions onD(A). Let (G,D(G)) be the generator of {P(t)}t≥0 and R(λ,G)
be its resolvent at λ > 0. We take
R(λ,G) f = Π1R(λ,G)( f , 0) and P(t) f = Π1P(t)( f , 0),
where Π1( f , f∂) = f .
Since 0 ≤ R(λ,Gr) ≤ R(λ,Gr′) for r < r
′ and ‖R(λ,Gr)‖ ≤ λ
−1, we see that the limit
Rλ( f , f∂) = lim
r↑1
R(λ,Gr)( f , f∂)
exists for all ( f , f∂) ∈ L
1 × L1
∂
and that
Rλ = lim
N→∞
R(λ,A)
N∑
n=0
(BR(λ,A))n =
∞∑
n=0
R(λ,A)(BR(λ,A))n. (3.11)
We also have
lim
r↑1
R(λ,Gr |)( f , 0) = R(λ,G)( f , 0), f ∈ L
1.
Thus R(λ,G) is given by the part Rλ| of the operator Rλ in L
1 × {0}, where Rλ is defined by (3.11). Since
R(λ,A)
N∑
n=0
(BR(λ,A))n(λI −A)( f , 0) = I( f , 0) + R(λ,A)
N−1∑
n=0
(BR(λ,A))nB( f , 0)
for all N, we see that
Rλ(λI −A − B)( f , 0) = ( f , 0)
for f ∈ D, by (3.11). Now if f ∈ D(AΨ) then (λI−A−B)( f , 0) ∈ L
1 × {0}, implying that G is an extension
of the operator (A + B)|. Thus (G,D(G)) is an extension of the operator (AΨ + B,D(AΨ)). Finally, using
the formula for Rλ and noting that
R(λ,A)B( f , 0) = (R(λ, A0)B f + Ψ(λ)Ψ f , 0), f ∈ D,
we conclude that (3.3) holds true.
3.2. Characterization of the generator of the perturbed semigroup
We use the notation from Section 3.1. The operatorsA and B are as in (3.4) and (AΨ,D(AΨ)) is defined
by (3.2). We begin by noting that Theorem 3.1 together with Remark 3.4 and Lemma 3.3 implies the
following characterization.
Corollary 3.5. Assume conditions (i)–(iii). If the operator (A + B,D(A)) is resolvent positive on L1 × L1
∂
then (AΨ + B,D(AΨ)) is the generator of a substochastic semigroup on L
1.
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We need the following lemma giving conditions for the operator (AΨ,D(AΨ)) to be resolvent positive.
Lemma 3.6. Assume conditions (i)–(iii). Let λ > 0. Then λ ∈ ρ(AΨ) if and only if the operator I∂ − ΨΨ(λ)
is invertible, where I∂ is the identity operator on L
1
∂
. In that case, the resolvent operator of (AΨ,D(AΨ)) at
λ is given by
R(λ, AΨ) f = (I + Ψ(λ)(I∂ − ΨΨ(λ))
−1Ψ)R(λ, A0) f , f ∈ L
1. (3.12)
Moreover,
‖λR(λ, AΨ)‖ ≤ 1 and ‖BR(λ, AΨ)‖ ≤ 1.
Remark 3.7. Since the operator ΨΨ(λ) is a positive contraction for λ > 0, the operator I∂ − ΨΨ(λ) is
invertible with positive inverse if and only if
lim
n→∞
‖(ΨΨ(λ))n‖ = 0. (3.13)
This together with Remark 3.4(a) implies that the operator AΨ is resolvent positive.
Proof. For the proof of the first part see [34, Section 3.3.4]. Since R(λ, AΨ) f ∈ D(AΨ) for f ∈ L
1, we have
AR(λ, AΨ) f = AΨR(λ, AΨ) f = λR(λ, AΨ) f − f
and Ψ(R(λ, AΨ) f ) = Ψ0(R(λ, AΨ) f ). Hence, if f is nonnegative, then R(λ, AΨ) f is a nonnegative element of
D. It follows from (3.1) that ∫
E
(
AR(λ, AΨ) f + BR(λ, AΨ) f
)
dm ≤ 0.
Thus, we get ∫
E
λR(λ, AΨ) f dm −
∫
E
f dm +
∫
E
BR(λ, AΨ) f dm ≤ 0.
This shows that both operators λR(λ, AΨ) and BR(λ, AΨ), being positive operators, have norm smaller or
equal to 1.
It is easily seen that the following holds.
Lemma 3.8. Assume conditions (i)–(iii). Suppose that λ > 0 is such that the operators I∂ − ΨΨ(λ) and
I − BR(λ, AΨ) are invertible. Then I − BR(λ,A) is invertible and
R(λ,A + B)( f , f∂) = (R(λ, AΨ)(I − BR(λ, AΨ))
−1 f
+ (I + R(λ, AΨ)(I − BR(λ, AΨ))
−1B)Ψ(λ)(I∂ − ΨΨ(λ))
−1 f∂, 0). (3.14)
We now give one more criterion for AΨ + B to be the generator. It is a consequence of Lemma 3.8,
Remark 3.4 and Corollary 3.5.
Corollary 3.9. Assume conditions (i)–(iii). Suppose that there is λ > 0 such that (3.13) holds and
lim
n→∞
‖(BR(λ, AΨ))
n‖ = 0. (3.15)
Then (AΨ + B,D(AΨ)) is the generator of a substochastic semigroup.
Our next goal is to obtain sufficient conditions for the substochastic semigroup from Theorem 3.1 to be
stochastic.
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Corollary 3.10. Assume conditions (i)–(ii) hold true. If∫
E
(A f + B f ) dm +
∫
E∂
(Ψ f − Ψ0 f ) dm∂ = 0, f ∈ D, f ≥ 0, (3.16)
then the substochastic semigroup {P(t)}t≥0 from Theorem 3.1 is stochastic if and only if there is λ > 0 such
that
lim
n→∞
‖(BR(λ,A))n( f , 0)‖ = 0, f ∈ L1, f ≥ 0. (3.17)
In particular, if conditions (3.13) and (3.15) hold for some λ > 0, then {P(t)}t≥0 is a stochastic semigroup
and (AΨ + B,D(AΨ)) is its generator.
Remark 3.11. Note that condition (3.16) is necessary for (AΨ+B,D(AΨ)) to be the generator of a stochastic
semigroup. In the setting of Section 2.3 condition (3.17) is equivalent to
lim
n→∞
∫
E
Ex(e
−λτn ) f (x)m(dx) = 0, f ∈ L1, f ≥ 0,
by Lemma 4.5. Thus, in particular (2.28) implies (3.17).
In applications, to check condition (3.15) we show that some power of the operator BR(λ, AΨ) has the
norm strictly smaller than 1, see Section 5.3. Similarly, one can check condition (3.13).
Proof. Recall that a substochastic semigroup with generator G is stochastic if and only if there is ω ∈ R0
such that the operator λR(λ,G) is stochastic for all λ > ω. Since BR(λ,A) is a contraction, condition (3.17)
holds for all sufficiently large λ. ThusG is the generator of a stochastic semigroup if and only if the operator
λR(λ,G) is stochastic for all λ satisfying (3.17). Observe that combining (3.6) with (3.16) leads to
‖λR(λ,A)(g, g∂)‖ = ‖(g, g∂)‖ − ‖BR(λ,A)(g, g∂)‖ (3.18)
for all nonnegative (g, g∂) ∈ L
1 × L1
∂
. Hence, for nonnegative f ∈ L1 and for
(g, g∂) =
N∑
n=0
(BR(λ,A))n( f , 0)
we obtain
λ
∫
E
fNdm =
∫
E
f dm − ‖(BR(λ,A))N+1( f , 0)‖,
where
fN =
N∑
n=0
(R(λ, A0)B + Ψ(λ)Ψ)
nR(λ, A0) f , N ≥ 0.
By taking the limit as N → ∞, we see that
λ
∫
E
R(λ,G) f dm =
∫
E
f dm − lim
N→∞
‖(BR(λ,A))N( f , 0)‖,
since fN ↑ R(λ,G) f and BR(λ,A) is a contraction. This completes the proof.
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3.3. Invariant densities for perturbed semigroups
In this section we define a linear operator K on the space L1 × L1
∂
that will correspond to (2.30) in
the setting of Section 2. We also give relationships between invariant densities of the operator K and
invariant densities of the substochastic semigroup {P(t)}t≥0 from Theorem 3.1; see [10, Section 3] for the
case Ψ0 = Ψ = 0. Our next result extends [35, Theorem 3.6] to the situation studied in this paper.
Theorem 3.12. Assume conditions (i)–(iii). Define the operator K : L1 × L1
∂
→ L1 × L1
∂
by
K( f , f∂) = lim
λ↓0
BR(λ,A)( f , f∂). (3.19)
Then K is a substochastic on L1×L1
∂
. If, additionally, condition (3.16) holds then K is stochastic if and only
if the semigroup {S (t)}t≥0 generated by (A0,D(A0)) is strongly stable, i.e.
lim
t→∞
S (t) f = 0, f ∈ L1.
Proof. The proof of the first part is as in [35]. From (3.18) it follows that
‖K( f , f∂)‖ = ‖( f , f∂)‖ − lim
λ↓0
λ‖R(λ,A)( f , f∂)‖
for nonnegative f and f∂. To complete the proof, we use the fact that the mean ergodic theorem for semi-
groups [42, Chapter VIII.4] and additivity of the norm imply that {S (t)}t≥0 is strongly stable on L
1 if and
only if
lim
λ↓0
λR(λ, A0) f = 0, f ∈ L
1.
Observe that (3.9) implies that limλ↓0 λΨ(λ) f∂ = 0 for f∂ ∈ L
1
∂
, if {S (t)}t≥0 is strongly stable, completing the
proof.
We have the following extension of [10, Theorem 3.3].
Theorem 3.13. Suppose that conditions (i)–(iii) hold true. Let ( f , f∂) ∈ L
1 × L1
∂
be an invariant density for
the operator K and let
f = sup
λ>0
(R(λ, A0) f + Ψ(λ) f∂). (3.20)
If f ∈ L1 then f /‖ f ‖ is an invariant density for the semigroup {P(t)}t≥0.
Proof. Theorem 3.1 implies that the generator (G,D(G)) of the semigroup {P(t)}t≥0 in an extension of the
operator (AΨ + B,D(AΨ)). We first show that f as in (3.20) satisfies f ∈ D(AΨ) and G f ≥ 0. Let
fλ = R(λ, A0) f + Ψ(λ) f∂, λ > 0.
We have fλ ≥ 0, fλ ↑ f , and f is nontrivial. Since the operator (A,D × {0}) is closed and A( fλ, 0) =
(A fλ,−Ψ0 fλ) = (λ fλ − f ,− f∂), we see that f ∈ D, A f = − f and Ψ0 f = f∂. From formula (3.19) it follows
that B fλ ↑ f and Ψ fλ ↑ f∂ implying that B f ≥ f and Ψ f ≥ f∂. Therefore, A f + B f ≥ 0 and Ψ f − Ψ0 f ≥ 0.
This together with (3.1) gives ∫
E∂
(Ψ f − Ψ0 f )dm∂ = 0.
Hence, Ψ f = Ψ0 f and G f = A f + B f ≥ 0. Next, we see that
P(t) f − f =
∫ t
0
P(s)G f ds ≥ 0
implying that P(t) f ≥ f for all t > 0. Since the operator P(t) is a contraction, the result follows.
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We also have the following converse of Theorem 3.13 extending [10, Corollary 3.11].
Theorem 3.14. Assume conditions (i)–(iii). Suppose that the semigroup {P(t)}t≥0 has an invariant density
f∗ and that the operator K is stochastic. If (B f∗,Ψ f∗) ∈ L
1 × L1
∂
then f∗ ∈ D, ‖(B f∗,Ψ f∗)‖ > 0, and
(B f∗,Ψ f∗)/‖(B f∗,Ψ f∗)‖ is an invariant density for the operator K.
Proof. Let f0 = λ f∗, where λ > 0 is fixed. We define
( fN , f∂,N) =
N∑
n=0
(BR(λ,A)))n( f0, 0) and ( f˜N , 0) = R(λ,A)( fN , f∂,N) N ≥ 0.
We have f˜N ↑ λR(λ,G) f∗ = f∗ and B( f˜N , 0) ≤ B( f˜N+1, 0) ≤ B( f∗, 0) for all N. Since B( f∗, 0) ∈ L
1 × L1
∂
, we
see that there exists nonnegative ( f , f∂) ∈ L
1 × L1
∂
such that B( f˜N , 0) → ( f , f∂) as N →∞. We have
B( f˜N , 0) = BR(λ,A)( fN , f∂,N) = ( fN+1 − f0, f∂,N+1)
for all N. Thus, ( fN , f∂,N) → ( f + f0, f∂),
( f∗, 0) = R(λ,A)( f , f∂) + R(λ,A)( f0, 0),
and f∗ ∈ D. Next, we show that ‖( f , f∂)‖ > 0. Suppose, contrary to our claim that ‖( f , f∂)‖ = 0. Then f∗ =
λR(λ, A0) f∗, implying that f∗ is an invariant density for the semigroup {S (t)}t≥0 generated by the operator
(A0,D(A0)). By Theorem 3.12, {S (t)}t≥0 is strongly stable, giving f∗ = 0 and leading to a contradiction.
Finally, since ( f , f∂) ≤ B( f∗, 0) = (B f∗,Ψ f∗), we see that ‖B( f∗, 0)‖ > 0 andB( f∗, 0) ≤ KB( f∗, 0)+λK( f∗, 0),
where letting λ ↓ 0 completes the proof.
4. Proofs of main results
We consider the minimal process X = {X(t)}t≥0 with characteristics (φ, q,P) as described in Section 2.1
and such that Assumptions 2.1–2.4 from Sections 2.2 hold true. To use results from Section 3 we take
L1 = L1(E,m), L1
∂
= L1(Γ−,m−), Ψ0 = Tr
−, and the operators A, B, Ψ as described in Theorem 2.8 in
Section 2.3. We check that Theorem 3.1 applies and provides the existence of a substochastic semigroup
that will be the semigroup induced by the minimal process X implying Theorems 2.5 and 2.8. In Section 4.3
we use the results from Section 3.3 to prove Theorems 2.11–2.13 from Section 2.4.
4.1. Existence of a substochastic semigroup
In this section we check that assumptions of Theorem 2.8 imply conditions (i)–(iii) of Theorem 3.1
leading to the following result.
Theorem 4.1. Suppose that Assumptions 2.1–2.4 hold. Let B and Ψ be as in (2.25) and (A,D) be defined
by (2.21)–(2.22). Then there exists a substochastic semigroup {P(t)}t≥0 with generator (G,D(G)) being an
extension of the operator (AΨ + B,D(AΨ)) where D(AΨ) = { f ∈ D : Tr
− f = Ψ f }. The resolvent operator
of G at λ > 0 is given by (3.3). Moreover, condition (3.16) holds.
Before we give the proof of Theorem 4.1, we first provide a general formula for the right inverse Ψ(λ)
introduced in condition (ii) in Section 3.1. Suppose that Assumptions 2.1–2.3 hold and, for each λ > 0,
define
Ψ(λ) f∂(x) = e
−λt−(x)−
∫ t−(x)
0
q(φ−r(x))dr f∂(φ−t−(x)(x))J−t−(x)(x), x ∈ E, f∂ ∈ L
1(Γ−,m−), (4.1)
where the right-hand side of (4.1) is equal to zero if t−(x) = ∞.
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Lemma 4.2. Let f∂ ∈ L
1(Γ−,m−) and λ > 0. If Ψ(λ) f∂ is as in (4.1) then Tr
−Ψ(λ) f∂ = f∂ and
Tr+Ψ(λ) f∂(z) = e
−λt−(z)−
∫ t−(z)
0
q(φ−r(z))dr f∂(φ−t−(z)(z))J−t−(z)(z), z ∈ Γ
+. (4.2)
Moreover, Tr+Ψ(λ) f∂ ∈ L
1(Γ+,m+),∫
Γ+
Tr+Ψ(λ) f∂(z)m
+(dz) =
∫
Γ−
e−
∫ t+(z)
0
(λ+q(φr(z)))dr f∂(z)m
−(dz) (4.3)
and ∫
Γ+
Tr+Ψ(λ) f∂(z)m
+(dz) +
∫
E
(λ + q(x))Ψ(λ) f∂(x)m(dx) =
∫
Γ−
f∂(z)m
−(dz). (4.4)
Proof. Let f = Ψ(λ) f∂. Since t−(φs(z)) = s for s < t+(z) and z ∈ Γ
−, we get, by (4.1) and (2.8),
f (φs(z))Js(z) = e
−λs−
∫ s
0
q(φr(z))dr f∂(z). (4.5)
Thus Tr− f (z) = f∂(z) for z ∈ Γ
−, by letting s → 0 in (4.5). Similarly, since t−(φ−s(z)) = t−(z) − s for z ∈ Γ
+
and s < t−(z) < ∞, we obtain
f (φ−s(z))J−s(z) = e
−
∫ t−(z)
s
(λ+q(φ−r(z)))dr f∂(φ−t−(z)(z))J−t−(z)(z),
showing that (4.2) holds.
Assume now that f∂ ≥ 0. Then f ≥ 0. Recall from (2.11) that E \ E− ⊂ Γ
− ∪ {x : t−(x) = ∞}. We have
m(Γ−) = 0 and f (x) = 0 if t−(x) = ∞. Thus, by (2.16) and (4.5), we obtain∫
E
(λ + q(x)) f (x)m(dx) =
∫
Γ−
∫ t+(z)
0
(λ + q(φs(z)))e
−λs−
∫ s
0
q(φr(z))dr f∂(z)dsm
−(dz).
It follows from Assumption 2.2 that
(λ + q(φs(x)))e
−
∫ s
0
(λ+q(φr(x)))dr = −
d
ds
e−
∫ s
0
(λ+q(φr(x)))dr
for Lebesgue almost every s and for all x. Hence, for all x we have∫ t+(x)
0
(λ + q(φs(x)))e
−
∫ s
0
(λ+q(φr(x)))drds = 1 − e−
∫ t+(x)
0
(λ+q(φr(x)))dr . (4.6)
Therefore ∫
E
(λ + q(x)) f (x)m(dx) =
∫
Γ−
(
1 − e−λt+(z)−
∫ t+(z)
0
q(φr(z))dr
)
f∂(z)m
−(dz) ≤ ‖ f∂‖.
Observe that for any λ > 0 and nonnegative measurable g we have ([4, Proposition 3.12])∫
Γ+
e−λt−(z)g(φ−t−(z)(z))J−t−(z)(z)m
+(dz) =
∫
Γ−
e−λt+(z)g(z)m−(dz). (4.7)
By applying (4.7) to g(z) = e−
∫ t+(z)
0
q(φr(z))dr f∂(z) we see that (4.3) holds, implying (4.4). Now decomposing
f∂ as the difference of a positive and a negative part, completes the proof.
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Our next result shows that condition (ii) from Section 3.1 holds.
Lemma 4.3. Let (A,D) be given by (2.21)–(2.22) and let Ψ0( f ) = Tr
− f for f ∈ D. Then for any λ > 0,
Ψ(λ) given by (4.1) is the right-inverse of the operator Ψ0 restricted to the nullspace of λ − A.
Proof. Let f∂ ∈ L
1(Γ−,m−) and f = Ψ(λ) f∂ with λ > 0. Lemma 4.2 implies that f ∈ L
1(E,m), q f ∈
L1(E,m) and f ∈ D(Tr±). It remains to show that f ∈ Ker(λ − A), or, equivalently, that f ∈ Dmax and
Tmax f = (λ + q) f . To this end, it is enough to prove that for any test function ψ ∈ N we have∫
E−
(λ + q(x)) f (x)ψ(x)m(dx) =
∫
E−
f (x)
d(ψ ◦ φt)
dt
∣∣∣∣
t=0
(x)m(dx),
where we use the fact that f (x) = 0 for m-a.e. x ∈ E \ E−. By the change of variables (2.16)∫
E−
(λ + q(x)) f (x)ψ(x)m(dx) =
∫
Γ−
∫ t+(z)
0
−
d
ds
(
e−
∫ s
0
(λ+q(φr(z)))dr
)
ψ(φs(z))ds f∂(z)m
−(dz).
Integration by parts leads to∫ t+(z)
0
−
d
ds
(
e−
∫ s
0
(λ+q(φr(z)))dr
)
ψ(φs(z)) ds =
∫ t+(z)
0
e−
∫ s
0
(λ+q(φr(z)))dr
d
ds
(ψ(φs(z))) ds,
since e−λt+(z)ψ(φs(z)) → 0 as s→ t+(z) and ψ(z) = 0 for z ∈ Γ
−. This together with (4.5) gives∫
E−
(λ + q(x)) f (x)ψ(x)m(dx) =
∫
Γ−
∫ t+(z)
0
Js(z) f (φs(z))
d(ψ ◦ φt)
dt
∣∣∣∣
t=0
(φs(z)) ds.
Using again the change of variables (2.16), completes the proof.
Proof of Theorem 4.1. It follows from Theorem 2.6 that for f ∈ D we have Tr+ f ∈ L1(Γ+,m+) and∫
E
A f (x)m(dx) =
∫
Γ−
Tr− f (x)m−(dx) −
∫
Γ+
Tr+ f (x)m+(dx) −
∫
E
q(x) f (x)m(dx). (4.8)
If f is nonnegative then it follows from (2.17) that∫
E
B f (x)m(dx) +
∫
Γ−
Ψ f (x)m−(dx) =
∫
E
P(x, E)q(x) f (x)m(dx) +
∫
Γ+
P(x, E)Tr+ f (x)m+(dx)
≤
∫
E
q(x) f (x)m(dx) +
∫
Γ+
Tr+ f (x)m+(dx),
where equality holds if P(x, E) = 1 for all x ∈ E ∪ Γ+. This together with Theorem 2.7 and Lemma 4.3
shows that conditions (i)–(iii) in Section 3.1 are satisfied. Theorem 3.1 now completes the proof.
We conclude this section with the following result that will be needed in the next sections.
Lemma 4.4. Suppose that Assumptions 2.1–2.3 hold. Let (A0,D(A0)) be the generator of the substochastic
semigroup in (2.23). For any nonnegative f ∈ L1(E,m) and λ > 0 we have
R(λ, A0) f (x) =
∫ t−(x)
0
e−λt−
∫ t
0
q(φ−r(x))dr f (φ−t(x))J−t(x)dt, x ∈ E,
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and
Tr+R(λ, A0) f (z) =
∫ t−(z)
0
e−λt−
∫ t
0
q(φ−r(z))dr f (φ−t(z))J−t(z)dt, z ∈ Γ
+.
Moreover, ∫
Γ+
Tr+R(λ, A0) f (z)m
+(dz) =
∫
E
e−λt+(x)−
∫ t+(x)
0
q(φr(x))dr f (x)m(dx)
and ∫
Γ+
Tr+R(λ, A0) f (z)m
+(dz) +
∫
E
(λ + q(x))R(λ, A0) f (x)m(dx) =
∫
E
f (x)m(dx).
Proof. Since
R(λ, A0) f (x) =
∫ ∞
0
e−λtS (t) f (x)dt,
the first formula follows from (2.23). This together with (2.8) and the monotone convergence theorem
implies that the second formula is valid. Fubini’s theorem together with conditions (2.24) and (4.6) gives∫
E
(λ + q(x))R(λ, A0) f (x)m(dx) =
∫ ∞
0
e−λt
∫
E
1[0,t+(x))(t)e
−
∫ t
0
q(φr(x))dr(λ + q(φt(x))) f (x)m(dx)dt
=
∫
E
(
1 − e−
∫ t+(x)
0
(λ+q(φr(x)))dr
)
f (x)m(dx).
It follows from (2.15) that∫
Γ+
Tr+R(λ, A0) f (z)m
+(dz) =
∫
E+
e−λt+(x)−
∫ t+(x)
0
q(φr(x))dr f (x)m(dx).
Finally, we have e−λt+(x) = 0 for x ∈ E+∞ = {x ∈ E : t+(x) = +∞} and E = E+ ∪ E+∞, which completes the
proof.
4.2. Proofs of Theorems 2.5 and 2.8
In the proof of Theorem 2.5 we will show that the semigroup {P(t)}t≥0 from Theorem 4.1 is the semi-
group induced by the process X = {X(t)}t≥0 with characteristics (φ, q,P). Recall that for any x ∈ E and
B ∈ B(E) the transition function is P(t, x, B) = Px(X(t) ∈ B, t < τ∞), where Px is the distribution of the
process X starting at x and τ∞ is the explosion time. Thus
P(t, x, B) =
∞∑
n=0
Px(X(t) ∈ B, τn ≤ t < τn+1), x ∈ E, B ∈ B(E),
where τn are the consecutive jump times of the process. First, for λ > 0, x ∈ E and ψ ∈ B(E) we define
Uλψ(x) =
∫ ∞
0
e−λt
∫
E
ψ(y)P(t, x, dy)dt
and we rewrite it with the help of the embedded discrete time Markov chain describing consecutive jump
times and post-jump positions. We define the transition kernel as in [15, Equation (4.3)]
N(x, B × J) = Ex[1B(X(τ1))1J(τ1)], x ∈ E,
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for B ∈ B(E), J ∈ B(R+). The strong Markov property of the process {X(t)}t≥0 at τn implies that the
sequence (X(τn), τn), n ≥ 0, is a (sub)Markov chain on E × R+ satisfying the iterative formula
Nn(x, B × J) = Px(X(τn) ∈ B, τn ∈ J) =
∫
E×R+
Nn−1(y, B × (J − s))N(x, dy, ds)
for n ≥ 1, N1 = N, and N0(x, B × J) = 1B(x)δ0(J) for B ∈ B(E), J ∈ B(R+). Let ψ ∈ B(E). We define
T0(t)ψ(x) = Ex[ψ(X(t))1{t<τ1 }] = ψ(φt(x))e
−
∫ t
0
q(φr(x))dr1[0,t+(x))(t)
and its Laplace transform
U0λψ(x) =
∫ ∞
0
e−λtT0(t)ψ(x)dt =
∫ t+(x)
0
ψ(φt(x))e
−
∫ t
0
(λ+q(φr(x)))drdt, x ∈ E, λ > 0. (4.9)
For each n, by the strong Markov property at τn, we obtain
Ex[ψ(X(t))1{τn≤t<τn+1}] = Ex[ψ(φt−τn (X(τn)))1{τn≤t<τn+1}] =
∫
E×[0,t]
T0(t − s)ψ(y)N
n(x, dy, ds).
Consequently, for λ > 0, x ∈ E and ψ ∈ B(E) we have
Uλψ(x) =
∞∑
n=0
∫ ∞
0
∫
E
e−λsU0λψ(y)N
n(x, dy, ds) =
∞∑
n=0
KnλU
0
λψ(x), (4.10)
where
Knλψ(x) =
∫
E
∫ ∞
0
e−λsψ(y)Nn(x, dy, ds) = Ex(e
−λτnψ(X(τn))), n ≥ 0.
Note that Knλ is the nth iterate of the operator
Kλψ(x) =
∫
E
ψ(y)Kλ(x, dy), x ∈ E, ψ ∈ B(E), (4.11)
where the transition kernel Kλ is given by
Kλ(x, B) =
∫ t+(x)
0
e−λs−
∫ s
0
q(φr(x))drq(φs(x))P(φs(x), B)ds + e
−λt+(x)−
∫ t+(x)
0
q(φr(x))drP(φt+(x)(x), B) (4.12)
for all x ∈ E and B ∈ B(E). Note that K1 corresponds to R in [15, Equation (2.5)].
In what follows we use the following duality notation
〈( f , f∂), ψ〉 =
∫
E
f (x)ψ(x)m(dx) +
∫
Γ−
f∂(x)ψ(x)m
−(dx)
for f ∈ L1(E,m), f∂ ∈ L
1(Γ−,m−), and bounded measurable functions ψ : E → R. We let A and B be
defined as in (3.4) where the operators A, B, Ψ are as described in Theorem 2.8 and Ψ0 = Tr
−.
Lemma 4.5. Let BR(λ,A) be as in (3.7) andKλ as in (4.11). Then for any nonnegative ( f , f∂) ∈ L
1(E,m)×
L1(Γ−,m−) and any nonnegative measurable ψ we have
〈BR(λ,A)( f , f∂), ψ〉 = 〈( f , f∂),Kλψ〉, λ > 0.
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Proof. Let Fx be as in (2.5). From (4.12) it follows that∫
E
f (x)Kλ(x, dy) =
∫ ∞
0
∫
E
f (x)e−λsFx(s)q(φs(x))P(φs(x), dy)m(dx) ds (4.13)
+
∫
E+
f (x)e−λt+(x)Fx(t+(x)
−)P(φt+(x)(x), dy)m(dx).
We begin by rewriting the first integral in the right-hand side of (4.13). For each s > 0, using (2.24), we get∫
E
f (x)Fx(s)q(φs(x))P(φs(x), dy)m(dx) =
∫
E
S (s) f (x)q(x)P(x, dy)m(dx).
Hence, ∫ ∞
0
∫
E
e−λs f (x)Fx(s)q(φs(x))P(φs(x), dy)m(dx) ds =
∫
E
R(λ, A0) f (x)q(x)P(x, dy)m(dx).
To rewrite the second integral in (4.13), we make use of (2.15) to get∫
E
f (x)e−λt+(x)Fx(t+(x)
−)P(φt+(x)(x), dy)m(dx) =
∫
Γ+
f∂+(z)P(z, dy)m
+(dz),
where
f∂+(z) =
∫ t−(z)
0
e−λse−
∫ s
0
q(φr(φ−s(z)))dr f (φ−s(z))J−s(z)ds.
This together with (2.17) leads to∫
E
R(λ, A0) f (x)q(x)
∫
E
ψ(y)P(x, dy)m(dx) +
∫
Γ+
f∂+(z)
∫
E
ψ(y)P(z, dy)m+(dz)
=
〈(
P0(qR(λ, A0) f , f∂+ )), P∂(qR(λ, A0) f , f∂+))
)
, ψ
〉
.
Since f∂+ = Tr
+R(λ, A0) f , by Lemma 4.4, we obtain∫
E
f (x)
∫
E
ψ(y)Kλ(x, dy)m(dx) = 〈(B(R(λ, A0) f ),Ψ(R(λ, A0) f ), ψ〉. (4.14)
Similarly, we have∫
Γ−
f∂(x)Kλ(x, dy)m
−(dx) =
∫
Γ−
∫ t+(x)
0
f∂(x)e
−λse−
∫ s
0
q(φr(x))drq(φs(x))P(φs(x), dy) dsm
−(dx)
+
∫
Γ−
f∂(x)e
−λt+(x)Fx(t+(x)
−)P(φt+(x)(x), dy)m
−(dx)
=
∫
E
Ψ(λ) f∂(x)q(x)P(x, dy)m(dx) +
∫
Γ+
Tr+Ψ(λ) f∂(x)P(x, dy)m
+(dx),
where we used (2.16) and (4.7). Finally, we conclude from (2.17) that∫
Γ−
f∂(x)
∫
E
ψ(y)Kλ(x, dy)m(dx) =
〈
(BΨ(λ) f∂,ΨΨ(λ) f∂), ψ
〉
.
This together with (4.14) completes the proof.
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Now we are prepared to give the
Proof of Theorem 2.5. Assume that f , f∂, ψ are measurable and nonnegative. Observe that we have
〈R(λ,A)( f , f∂), ψ〉 = 〈( f , f∂),U
0
λψ〉 (4.15)
where U0λ is as in (4.9). It follows from Lemma 4.5 that
〈R(λ,A)BR(λ,A)( f , f∂), ψ〉 = 〈( f , f∂),KλU
0
λψ〉.
Consequently, for any n ≥ 1 we obtain
〈R(λ,A)(BR(λ,A))n( f , f∂), ψ〉 = 〈( f , f∂),K
n
λU
0
λψ〉.
By the Lebesgue monotone convergence theorem,
lim
N→∞
〈
N∑
n=0
R(λ,A)(BR(λ,A))n( f , f∂), ψ〉 = 〈Rλ( f , f∂), ψ〉
and
lim
N→∞
〈( f , f∂),
N∑
n=0
KnλU
0
λψ〉 = 〈( f , f∂),Uλψ〉,
where Rλ is as in (3.11) and Uλψ is as in (4.10). This shows that∫
E
R(λ,G) f (x)ψ(x)m(dx) =
∫
E
f (x)Uλψ(x)m(dx),
since Rλ( f , 0) = (R(λ,G) f , 0) for f ∈ L
1(E,m). The process {X(t)}t≥0 has right-continuous sample paths by
construction. Let ψ ∈ Lip(E), where Lip(E) is the set of bounded globally Lipschitz functions ψ : E → R.
Thus, we get
lim
s→t+
Ex(ψ(X(s))) = Ex(ψ(X(t))), x ∈ E, t ≥ 0, ψ ∈ Lip(E),
and we conclude that the function
t 7→
∫
E
f (x)
∫
E
ψ(y)P(t, x, dy)m(dx)
is right-continuous for any ψ ∈ Lip(E) and any nonnegative f ∈ L1. We also have∫
E
R(λ,G) f (x)ψ(x)m(dx) =
∫ ∞
0
e−λt
∫
E
P(t) f (x)ψ(x)m(dx)dt
and the function
t 7→
∫
E
P(t) f (x)ψ(x)m(dx)
is continuous. Hence, by the uniqueness of the Laplace tranform, we obtain∫
E
P(t) f (x)ψ(x)m(dx) =
∫
E
∫
E
ψ(y)P(t, x, dy) f (x)m(dx) (4.16)
for all t > 0, nonnegative f ∈ L1 and ψ ∈ Lip(E). Finally, we can approximate indicator functions of closed
sets by functions from Lip(E). Thus equality (4.16) holds for all ψ being indicator functions of closed
subsets of E. Since two finite Borel measures are uniquely defined through their values on closed sets, we
conclude that (4.16) holds for ψ = 1B, B ∈ B(E). This completes the proof of Theorem 2.5.
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Finally, we prove our results from Section 2.3.
Proof of Theorem 2.8. Theorem 4.1 together with Theorem 2.5 implies that the generator (G,D(G)) of the
induced semigroup {P(t)}t≥0 is an extension of the operator (AΨ + B,D(AΨ)). Now, if D(G) = D(AΨ) then
G = AΨ + B is the generator of a substochastic semigroup satisfying∫
E
G fdm = 0 for f ∈ D(G), f ≥ 0
by Theorem 4.1 and (3.16). Hence, the induced semigroup is stochastic.
Proof of Corollary 2.9. Let q be the upper bound for q and let c be the lower bound for t+ on Γ
−. Observe
that for nonnegative ( f , f∂) ∈ L
1(E,m) × L1(Γ−,m−) and λ > 0 we have
‖BR(λ,A)( f , f∂)‖ ≤
(
q
λ
+ e−λc
)
‖( f , f∂)‖.
This shows that (3.10) holds and Corollaries 3.10 and 3.5 imply that {P(t)}t≥0 is stochastic and its generator
is (AΨ + B,D(AΨ)).
4.3. Proofs of Theorems 2.11–2.13
Proof of Theorem 2.11. First, we look more closely at the defining formula of the operator K in (3.19) when
the operators B and Ψ are as given in (2.25). Suppose that ( f , f∂) ∈ L
1(E,m) × L1(Γ−,m−) are nonnegative.
Using monotonicity of λ 7→ R(λ, A0) f and λ 7→ Ψ(λ) f∂ we infer that the pointwise limits
R(0) f = lim
λ→0+
R(λ, A0) f and Ψ(0) f∂ = lim
λ→0+
Ψ(λ) f∂
exist and that R(0) f ,Ψ(0) f∂ are nonnegative, but need not be integrable. Since ‖qR(λ, A0) f ‖ ≤ ‖ f ‖ and
‖qΨ(λ) f∂‖ ≤ ‖ f∂‖ for each λ > 0, by Lemmas 4.2 and 4.4, we see that
R(0) f (x) =
∫ t−(x)
0
e−
∫ t
0
q(φ−r(x))dr f (φ−t(x))J−t(x)dt, x ∈ E,
and
Ψ(0) f∂(x) = 1{t−(x)<∞}e
−
∫ t−(x)
0
q(φ−r(x))dr f∂(φ−t−(x)(x))J−t−(x)(x), x ∈ E,
together with qR(0) f , qΨ(0) f∂ ∈ L
1(E,m). Similarly, ‖Tr+R(λ, A0) f ‖ ≤ ‖ f ‖ and ‖Tr
+Ψ(λ) f∂‖ ≤ ‖ f∂‖ for all
λ > 0, and we have Tr+R(0) f ,Tr+Ψ(0) f∂ ∈ L
1(Γ+,m+), where
Tr+R(0) f (z) =
∫ t−(z)
0
e−
∫ t
0
q(φ−r(z))dr f (φ−t(z))J−t(z)dt, z ∈ Γ
+,
and
Tr+Ψ(0) f∂(z) = 1{t−(z)<∞}e
−
∫ t−(z)
0
q(φ−r(z))dr f∂(φ−t−(z)(z))J−t−(z)(z), z ∈ Γ
+.
Consequently, for R0 as in (2.31) we obtain
R0( f , f∂)(x) = R(0) f (x) + Ψ(0) f∂(x), x ∈ E,
and
R0( f , f∂)(z) = Tr
+R0( f , f∂)(z) = Tr
+R(0) f (z) + Tr+Ψ(0) f∂(z), z ∈ Γ
+.
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Thus, the operator K as defined in (3.19) is given by (2.30). Note that if condition (2.32) holds for all xwith
t+(x) = +∞ then, by (2.24) and the dominated convergence theorem, the semigroup {S (t)}t≥0 satisfies
lim
t→∞
‖S (t) f ‖ = lim
t→∞
∫
E
e−
∫ t
0
q(φr(x))dr1[0,t+(x))(t)| f (x)|m(dx) = 0, f ∈ L
1(E,m),
and it is thus strongly stable. Now Theorem 3.12, Lemma 4.5 and the monotone convergence theorem imply
the result.
Proof of Theorem 2.12. Let ( f , f∂) be an invariant density for the operator K. For f as in (3.20) and B ∈
B(E) we have ∫
B
f dm =
∫
E
lim
λ→0+
(R(λ, A0) f + Ψ(λ) f∂)1Bdm = lim
λ→0
〈R(λ,A)( f , f∂), 1B〉
by (3.5) and the monotone convergence theorem. It follows from (4.15) and (4.9) that∫
B
f dm =
∫
E
∫ t+(x)
0
1B(φt(x))e
−
∫ t
0
q(φr(x))drdt f (x)m(dx) +
∫
Γ−
∫ t+(x)
0
1B(φt(x))e
−
∫ t
0
q(φr(x))drdt f∂(x)m
−(dx).
Since f = R0( f , f∂), we see that assumption (2.33) gives f ∈ L
1(E,m). Consequently, the result follows
from Theorem 3.13. Observe that condition (2.36) holds as well.
Proof of Theorem 2.13. We show that Theorem 3.14 applies. Let f0 = λ f∗ and
fN = R(λ, A0)B fN−1 + Ψ(λ)Ψ fN−1, N ≥ 1.
Then fN ∈ D for N ≥ 1 and fN ↑ f∗. By Lemmas 4.2 and 4.4, we see that∫
Γ+
Tr+ fNdm
+ +
∫
E
(λ + q) fNdm =
∫
Γ−
Ψ fN−1dm
− +
∫
E
B fN−1dm.
This together with Assumption 2.4 implies that∫
Γ+
Tr+ fNdm
+ +
∫
E
q fNdm ≤
∫
Γ+
Tr+ fN−1dm
+ +
∫
E
q fN−1dm
for all N. Since f1 ∈ D, we see that B f∗ ∈ L
1(E,m), Ψ f∗ ∈ L
1(Γ−,m−) and
‖(B f∗,Ψ f∗)‖ =
∫
Γ+
Tr+ f∗dm
+ +
∫
E
q f∗dm ≤
∫
Γ+
Tr+ f1dm
+ +
∫
E
q f1dm < ∞.
Theorem 3.14 completes the proof.
5. Examples
5.1. Several flows
In this section we look at the general setting considered by Davis [16, 17]. Let E˜i ⊂ R
di , i ∈ I, be
a collection of open sets, where I is a finite or a countable set, such that on each set E˜i there is a flow
φit : E˜i → E˜i, t ∈ R, i ∈ I, defined by solutions of the differential equation
d
dt
x(t) = bi(x(t)), x(0) = x
0, (5.1)
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where bi is locally Lipschitz continuous. For each i let E
0
i
∈ B(Rdi) be such that its closure E
0
i is contained
in E˜i. We define two subsets of the boundary of the set E
0
i
: the outgoing boundary
Γ+i = {z
0 ∈ E
0
i \ E
0
i : z
0 = φit(x
0) for some x0 ∈ E0i , t > 0, and φ
i
s(x
0) ∈ E0i for s ∈ [0, t)}
which are points which can be reached by the flow φit from E
0
i
in a finite positive time and the incoming
boundary
Γ−i = {z
0 ∈ E
0
i \ E
0
i : z
0 = φi−t(x
0) for some x0 ∈ E0i , t > 0, and φ
i
−s(x
0) ∈ E0i for s ∈ [0, t)}.
We define Ei = E
0
i
∪ Γ−
i
\ (Γ−
i
∩ Γ+
i
), i ∈ I, E0 = {(x0, i) : x0 ∈ E0
i
, i ∈ I}, and the state space of the process
by
E = {(x0, i) : x0 ∈ Ei, i ∈ I}.
The points from the sets
Γ± =
⋃
i∈I
Γ±i × {i}
can be reached by the flow from E0 in a finite positive/negative time. For each i we also consider a Borel
measurable nonnegative function qi : Ei → [0,∞).
Let E˜ =
⋃
i∈I E˜i × {i} and let E˜ be the σ-algebra which is the union of Borel σ-algebras of subsets of
E˜i. The space E˜ can be endowed with a metric in such a way that E˜ is a separable metric space. We define
φt : E˜ → E˜ by
φt(x) = (φ
i
t(x
0), i), x = (x0, i), x0 ∈ E˜i, i ∈ I.
The mapping R × E˜ ∋ (t, x) 7→ φt(x) ∈ E˜ is continuous and (2.1) holds. Thus φ is a flow on E˜. We consider
the σ-finite measure m on E˜ given by
m(B) =
∑
i∈I
(mi × δi)(B), B ∈ E˜,
where mi is the Lebesgue measure on R
di , i ∈ I, and the jump rate function given by q(x) = qi(x
0) for
x = (x0, i) with x0 ∈ Ei, i ∈ I. We assume that the interior of each set E
0
i
is non-empty and that the boundary
of the set E0
i
is of Lebesgue measure mi zero.
Corollary 5.1. Suppose that for each i ∈ I the vector field bi : E˜i → R
di in (5.1) is continuously dif-
ferentiable with bounded derivative and that qi is continuous. Then Assumptions 2.1–2.3 hold true. If,
additionally, a jump distribution P is such that Assumption 2.4 holds then the process with characteristics
(φ, q,P) induces a substochastic semigroup on L1(E,m).
Proof. From the theory of differential equations it follows that for each i there is a flow on the set E˜i defined
by solutions of the initial value problem (5.1). If mi is the Lebesgue measure on R
di then the Jacobian Jit of
the flow φi is given by
Jit(x
0) = exp
{∫ t
0
div(bi(φ
i
r(x
0)))dr
}
, x0 ∈ E˜i,
where div(bi(x
0)) is the divergence of the vector field bi. We define Jt(x) = J
i
t(x
0) for x = (x0, i) with
x0 ∈ E˜i, i ∈ I, and we note that Assumption 2.1 holds. Given i the function x
0 7→ div(bi(x
0)) is bounded
and there exist unique Borel measures m±
i
such that condition (2.14) holds for the flow φi on Ei with the
corresponding boundaries Γ±
i
, by [4]. Therefore, Assumption 2.3 is satisfied if we consider the measures
m± =
∑
i∈I m
±
i
×δi. Since for each i the function qi is continuous we see that Assumption 2.2 also holds.
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5.2. Kinetic equations with conservative boundary conditions
In this section we provide the link between PDMPs and transport equations with boundary conditions;
for the general treatment of the latter see [8, 11, 20, 28, 38, 39] and the references therein. We consider here
a general time dependent linear kinetic problem for a density u depending on time t, position x ∈ Ω and
velocity v ∈ V , where Ω×V ⊆ R2d. The movement is defined by the flow given by the differential equation
x′(t) = v(t), v′(t) = 0. (5.2)
The solution of (5.2) with initial condition (x(0), v(0)) = (x, v) is of the form
φt(x, v) = (x + tv, v), x ∈ R
d, v ∈ V, t ∈ R.
We take E˜ = R2d, E0 = Ω × V , and m = Leb × ν, where ν is a Radon measure on Rd with support V . We
have
Γ± = {(x, v) ∈ ∂Ω × V : ±v · n(x) > 0}, m±(dx, dv) = ±v · n(x)σ(dx)ν(dv),
where n(x) is the outward normal at x ∈ ∂Ω, and σ is the surface Lebesgue measure on the boundary
∂Ω. Supplementary conditions must be specified on the boundary of the phase space. We assume that
they are modeled by a positive boundary operator H relating the incoming and outgoing boundary fluxes
of particles. There is also given a collision frequency q(x, v) and a collision kernel k(x, v, v′), which are
nonnegative measurable functions such that∫
V
k(x, v′, v)ν(dv′) = q(x, v), (x, v) ∈ Ω × V.
Thus the equation for u is of the form
∂u(t, x, v)
∂t
+ v · ∇xu(t, x, v) =
∫
V
k(x, v, v′)u(t, x, v′)ν(dv′) − q(x, v)u(t, x, v)
with boundary and initial conditions
Tr−u = H(Tr+u), u(0, x, v) = f (x, v).
The boundary operator H is assumed to have norm equal to 1. Let the jump distribution P be such that
q(x, v)P((x, v), B) =
∫
V
1B(x, v
′)k(x, v′, v)ν(dv′), (x, v) ∈ E0, B ∈ B(E),
and ∫
Γ+
P(z, B) f∂+(z)m
+(dz) =
∫
Γ−∩B
H( f∂+)(z)m
−(dz), f∂+ ∈ L
1(Γ+,m+), B ∈ B(Γ−).
Thus, we have P0( f , f∂+) = P0( f ) and P∂( f , f∂+ ) = H( f∂+) for f ∈ L
1(E,m), f∂+ ∈ L
1(Γ+,m+), where
P0(q f )(x, v) =
∫
V
k(x, v, v′) f (x, v′)ν(dv′)
for f ∈ L1(E,m) such that q f ∈ L1(E,m). If for each v ∈ V the function x 7→ q(x, v) is locally integrable on
Ω, then the process with characteristics (φ, q,P) induces a substochastic semigroup on L1(E,m). Moreover,
if q is bounded and inf{t+(x, v) : (x, v) ∈ Γ
−} > 0 then the semigroup corresponding to (φ, q,P) is stochastic
and the kinetic equation is well posed on L1(E,m), by Corollary 2.9.
A particular example is the collisionless transport equation, where k ≡ 0 or, equivalently, q ≡ 0, see
[6, 29, 31, 39] and the references therein. Consider now the operator K as in (2.30). We have K( f , f∂) =
(0,H(R0( f , f∂))) for ( f , f∂) ∈ L
1(E,m) × L1(Γ−,m−). Observe that the operator K has an invariant density
( f , f∂) if and only if f = 0 and f∂ is the solution of H(R0(0, f∂)) = f∂; in that case, the induced substochastic
semigroup has an invariant density if R0(0, f∂) ∈ L
1(E,m), by Theorem 2.12.
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5.3. Application to a two phase cell cycle model
In this section we give an example of a PDMP where the induced semigroup is stochastic as in Corol-
lary 2.9 and its generator is the operator AΨ + B but the jump rate function q need not be bounded and
inf{t+(z) : z ∈ Γ
−} = 0. Consider a continuous time version of the two-phase cell cycle model from
[26, 36, 37] as presented in [33]. We assume that the cell cycle consists of two phases: I and II. The phase
I begins at birth and lasts until a critical event occurs which is necessary for mitosis and cell division. Then
the cell enters the phase II which lasts for a finite time TII . We assume that a cell of size x > 0 grows with
rate g(x), it enters the phase II with rate ϕ(x), and at the end of the phase II it splits into two daughter cells
with sizes x/2.
The model can be described as a piecewise deterministic Markov process. We consider three variables
(x, y, i), where x describes the cell size, y describes the time which elapsed since the moment the cell
entered the phase II, i = 1 if a cell is in the phase I, and i = 2 if it is in the phase II. Between jump points
the coordinates of the process X(t) = (x(t), y(t), i(t)) satisfy the following system of ordinary differential
equations
x′(t) = g(x(t)), y′(t) = i(t) − 1, i′(t) = 0. (5.3)
The generation time of a cell, i.e. the time from birth to division, is equal to TI+TII , where TI is the random
length of the phase I with distribution
P(TI > t|x(0) = x) = e
−
∫ t
0
ϕ(x(r))dr , t ≥ 0. (5.4)
Let t0 = 0. If consecutive descendants of a given cell are observed and the nth generation time is denoted
by tn, then tn+1 = sn + TII where sn is the time when the cell from the nth generation enters the phase II,
n ≥ 0. A newborn cell at time tn has an initial size equal to x(t
−
n )/2, where x(t
−
n ) is the size of its mother
cell. Thus
x(sn) = x(s
−
n ), i(sn) = 2,
and the cell divides into two cells at the end of the phase II, so that we have
x(tn+1) =
1
2
x(t−n+1), i(tn+1) = 1.
We assume that g : (0,∞) → (0,∞) is a continuous function such that g(x) > 0 for x > 0 and
G(∞) = |G(0)| = ∞, where G(x) =
∫ x
x¯
1
g(y)
dy
with x¯ > 0. Observe that φ1t (x0) = G
−1(G(x0) + t) is the solution of x
′(t) = g(x(t)) with x(0) = x0. The
solution of (5.3) with initial condition (x, y, i) is given by
φt(x, y, i) = (φ
1
t (x), y + (i − 1)t, i), x ∈ (0,∞), y, t ∈ R, i ∈ {1, 2}.
We take E˜ = (0,∞) × {0} × {1} ∪ (0,∞) × R × {2} and E0 = (0,∞) × {0} × {1} ∪ (0,∞) × (0, TII) × {2}. We
have
Γ− = (0,∞) × {0} × {2} and Γ+ = (0,∞) × {TII} × {2}.
We introduce the measure
m(B) = (Leb × δ0 × δ1)(B) + (Leb × Leb × δ2)(B), B ∈ B(E˜),
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where Leb is the one dimensional Lebesgue measure. Observe that
Jt(x, y, i) =
g(φ1t (x))
g(x)
, (x, y, i) ∈ E˜, t ∈ R.
The measures at boundaries are taken to be
m− = Leb × δ0 × δ2 and m
+ = Leb × δTII × δ2.
The jump rate function q is given by q(x, 0, 1) = ϕ(x) and q(x, y, 2) = 0, (x, y, i) ∈ E. We assume that the
function ϕ : (0,∞)→ [0,∞) is locally integrable on (0,∞). Finally, two types of jumps are possible: if i = 1
then there is a jump from (x, 0, 1) to (x, 0, 2) with rate ϕ(x), while if i = 2 then the boundary Γ+ is reached
in a finite time and there is a forced jump from the point (x, TII , 2) to the point (
1
2
x, 0, 1). Observe that we
have
P0( f , f∂+ )(x, 0, 1) = 2 f∂+(2x, TII , 2), P0( f , f∂+)(x, y, 2) = 0, x > 0, y ∈ (0, TII),
and
P∂( f , f∂+)(x, 0, 2) = f (x, 0, 1), x > 0, f ∈ L
1(E,m), f∂+ ∈ L
1(Γ+,m+).
The operator A can be interpreted as
A f (x, 0, 1) = −
∂
∂x
(g(x) f (x, 0, 1)) − ϕ(x) f (x, 0, 1), A f (x, y, 2) = −
∂
∂x
(g(x) f (x, y, 2)) −
∂
∂y
( f (x, y, 2)),
where the derivatives are understood in the sense of distributions. The operator B : D → L1(E,m) and the
boundary operator Ψ : D → L1(Γ−,m−) are given by
B f (x, 0, 1) = 2Tr+ f (2x, TII , 2), B f (x, y, 2) = 0, Ψ f (x, 0, 2) = ϕ(x) f (x, 0, 1), x > 0. (5.5)
Corollary 5.2. The induced semigroup {P(t)}t≥0 corresponding to (φ, q,P) is stochastic and its generator
is the operator (AΨ + B,D(AΨ)), whereD(AΨ) = { f ∈ D : Tr
− f (x, 0, 2) = ϕ(x) f (x, 0, 1), x > 0}.
Proof. First we make use of Lemma 3.6 to show that AΨ is resolvent positive. Since t−(x, 0, 1) = ∞ for
x > 0, we have Ψ(λ) f∂(x, 0, 1) = 0 by (4.1). Hence, ΨΨ(λ) f∂ = 0 and the operator I∂−ΨΨ(λ) is the identity.
Lemma 3.6 now implies that AΨ is resolvent positive and that
R(λ, AΨ) f = R(λ, A0) f + Ψ(λ)ΨR(λ, A0) f , f ∈ L
1(E,m). (5.6)
For any nonnegative f ∈ L1(E,m), we have
‖BR(λ, AΨ)B f ‖ =
∫ ∞
0
Tr+R(λ, AΨ)B f (x, TII , 2)dx.
This together with (5.6) gives
‖BR(λ, AΨ)B f ‖ =
∫
Γ+
Tr+R(λ, A0)B fdm
+ +
∫
Γ+
Tr+Ψ(λ)ΨR(λ, A0)B fdm
+.
Since t+(x, 0, 1) = +∞ and B f (x, y, 2) = 0 for x > 0, y ∈ (0, TII), it follows from Lemma 4.4 that the integral
of Tr+R(λ, A0)B f is zero. Lemma 4.2 now implies that
‖BR(λ, AΨ)B f ‖ =
∫
Γ−
e−λTIIΨR(λ, A0)B fdm
− = e−λTII
∫ ∞
0
ϕ(x)R(λ, A0)B f (x, 0, 1)dx.
Observe that the last integral is smaller than ‖B f ‖, by Remark 4.4. Consequently, we obtain
‖(BR(λ, AΨ))
2 f ‖ ≤ e−λTII‖BR(λ, AΨ) f ‖ ≤ e
−λTII‖ f ‖.
Corollary 3.9 implies that the induced semigroup is stochastic and that its generator is (AΨ+B,D(AΨ)).
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We close this section by looking at invariant densities for the corresponding operator K as in (2.30) and
for the induced semigroup. We see that ( f , f∂) is invariant for the operator K if and only if
f (x, 0, 1) = 2R0( f , f∂)(2x, TII , 2), f (x, y, 2) = 0,
f∂(x, 0, 2) = ϕ(x)R0( f , f∂)(x, 0, 1), x > 0, y ∈ (0, TII),
where R0 as defined in (2.31) is given by
R0( f , f∂)(x, 0, 1) =
1
g(x)
∫ x
0
eQ(z)−Q(x) f (z, 0, 1)dz with Q(x) =
∫ x
x
ϕ(y)
g(y)
dy, x > 0,
and
R0( f , f∂)(x, y, 2) =
∫ y
0
f (φ1−t(x), y − t, 2)
g(φ1−t(x))
g(x)
dt + f∂(φ
1
−y(x), 0, 2)
g(φ1−y(x))
g(x)
, x > 0, y ∈ [0, TII].
Hence,
f (x, 0, 1) = 2 f∂(φ
1
−TII
(2x), 0, 2)
g(φ1
−TII
(2x))
g(2x)
and f∂(x, 0, 2) =
ϕ(x)
g(x)
∫ x
0
eQ(z)−Q(x) f (z, 0, 1)dz.
Observe that ∫ ∞
0
f∂(x, 0, 2)dx =
∫ ∞
0
f (z, 0, 1)dz.
Thus, ( f , f∂) is an invariant density for the operator K if and only if f (x, y, 2) = 0 and f1(x) = f (x, 0, 1) is
an invariant density for the operator P1 on L
1(0,∞) given by
P1 f1(x) = −
∫ λ(x)
0
∂
∂x
(
eQ(z)−Q(λ(x))
)
f1(z) dz, f1 ∈ L
1(0,∞), where λ(x) = φ1−TII (2x). (5.7)
Consequently, for f = R0( f , f∂) as in (2.34), we obtain
f (x, 0, 1) =
1
g(x)
∫ x
0
eQ(z)−Q(x) f1(z)dz and f (x, y, 2) =
ϕ(φ1−y(x))
g(φ1−y(x))
∫ φ1−y(x)
0
eQ(z)−Q(φ
1
−y(x)) f1(z)dz,
and if f is integrable, then the semigroup {P(t)}t≥0 has an invariant density, by Theorem 2.12.
It follows from [19] that if
lim inf
x→∞
(
Q(λ(x)) −Q(x)
)
> 1
then P1 as defined in (5.7) has a unique invariant density and we denote it by f1. We have
‖ f ‖ =
∫ ∞
0
(∫ ∞
z
1
g(x)
eQ(z)−Q(x)dx + TII
)
f1(z)dz
and ∫ ∞
z
1
g(x)
eQ(z)−Q(x)dx =
∫ ∞
0
P(TI > t|x(0) = z)dt = Ez(TI).
Hence, f is integrable if and only if ∫ ∞
0
Ez(TI) f1(z)dz < ∞.
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Appendix A. Substochastic semigroups for flows and the transport operator
In this appendix we prove Theorems 2.6 and 2.7. We need some auxiliary results concerning the set
Dmax and the transport operator Tmax defined in (2.18). We consider a flow {φt}t∈R on E˜ satisfying Assump-
tion 2.1 and a set E = E0 ∪ Γ− \ Γ− ∩ Γ+ with E0 ∈ B(E˜) and Γ± defined as in (2.2), (2.3). Since the cocycle
{Jt}t∈R satisfies (2.9), the change of variables leads to∫
E˜
1B(φt(x)) f (x)m(dx) =
∫
E˜
1B(x) f (φ−t(x))J−t(x)m(dx), B ∈ B(E˜), f ∈ L
1(E˜,m). (A.1)
We note that if we define
φ̂(t) f (x) = f (φ−t(x))J−t(x), x ∈ E˜, t ∈ R,
for any Borel measurable function f : E˜ → R, then {φ̂(t)}t≥0 is a stochastic semigroup on L
1(E˜,m), by [34,
Theorem 4.12], and we obtain the following result.
Theorem A.1. Let
S 0(t) f (x) = 1E(φ−t(x)) f (φ−t(x))J−t(x), x ∈ E, t > 0, f ∈ L
1(E,m). (A.2)
Then {S 0(t)}t≥0 is a substochastic semigroup on L
1(E,m) and∫
E
1[0,t+(x))(t)ψ(φt(x)) f (x)m(dx) =
∫
E
ψ(x)S 0(t) f (x)m(dx) (A.3)
for all nonnegative Borel measurable ψ : E → R and nonnegative f ∈ L1(E,m).
Given ̺ ∈ L1(0,∞) we define
[̺ ⋄ f ](x) =
∫ ∞
0
̺(s)S 0(s) f (x) ds, x ∈ E, f ∈ L
1(E,m), (A.4)
where {S 0(t)}t≥0 is as in (A.2). Since {S 0(t)}t≥0 is a substochastic semigroup, we see that for any f ∈
L1(E,m) we have
‖̺ ⋄ f ‖ ≤
∫ ∞
0
|̺(s)|‖S 0(s) f ‖ ds ≤ ‖ f ‖
∫ ∞
0
|̺(s)| ds,
showing that ̺ ⋄ f ∈ L1(E,m).
Lemma A.2. Suppose that ̺ is continuously differentiable with ̺, ̺′ ∈ L1(0,∞) and that f ∈ L1(E,m).
Then ̺ ⋄ f ∈ Dmax,∫
E
[̺ ⋄ f ](x)
d(ψ ◦ φt)
dt
∣∣∣∣
t=0
(x)m(dx) = −
∫
E
(
[̺′ ⋄ f ](x) + ̺(0) f (x)
)
ψ(x)m(dx) (A.5)
for all ψ ∈ N and
Tmax[̺ ⋄ f ] = −̺
′ ⋄ f − ̺(0) f . (A.6)
Moreover, if f ∈ Dmax then
̺ ⋄ Tmax f = Tmax[̺ ⋄ f ]. (A.7)
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Proof. First observe that if η is a bounded measurable function and f ∈ L1(E,m), then∫
E
[̺ ⋄ f ](x)η(x)m(dx) =
∫
E
f (x)
∫ t+(x)
0
̺(s)η(φs(x)) dsm(dx), (A.8)
since ∫
E
∫ ∞
0
̺(s)S 0(s) f (x) ds η(x)m(dx) =
∫ ∞
0
̺(s)
∫
E
f (x)1[0,t+(x))(s)η(φs(x))m(dx) ds
=
∫
E
f (x)
∫ t+(x)
0
̺(s)η(φs(x)) dsm(dx),
where we used (A.4), (A.3) and Fubini’s theorem.
Now fix ψ ∈ N and take
η(x) =
d(ψ ◦ φt)
dt
∣∣∣∣
t=0
(x), x ∈ E.
We have η(φs(x)) =
d
ds
(ψ(φs(x))) for 0 < s < t+(x). Hence, integration by parts leads to∫ t+(x)
0
̺(s)
d
ds
(ψ(φs(x))) ds = lim
s→t+(x)
̺(s)ψ(φs(x)) − ̺(0)ψ(x) −
∫ t+(x)
0
̺′(s)ψ(φs(x)) ds.
If t+(x) < ∞ then the limit in the last equation is equal to zero, since ψ has a compact support in E
0. If
t+(x) = ∞, then the limit is also zero, since ψ is bounded and ̺(s) → 0 as s → ∞. This together with (A.8)
gives ∫
E
[̺ ⋄ f ](x)η(x)m(dx) =
∫
E
f (x)
(
−
∫ t+(x)
0
̺′(s)ψ(φs(x)) ds − ̺(0)ψ(x)
)
m(dx).
Using again Fubini’s theorem and condition (A.3), we see that∫
E
f (x)
∫ t+(x)
0
̺′(s)ψ(φs(x)) dsm(dx) =
∫ ∞
0
̺′(s)
∫
E
f (x)1[0,t+(x))(s)ψ(φs(x))m(dx) ds
=
∫ ∞
0
̺′(s)
∫
E
S 0(s) f (x)ψ(x)m(dx) ds
=
∫
E
∫ ∞
0
̺′(s)S 0(s) f (x) dsψ(x)m(dx).
Therefore (2.18) holds true, implying (A.6).
Since Tmax f ∈ L
1(E,m) for f ∈ Dmax, it follows from (A.8) that∫
E
[̺ ⋄ Tmax f ](x)ψ(x)m(dx) =
∫
E
Tmax f (x)
∫ t+(x)
0
̺(s)ψ(φs(x)) dsm(dx)
for all ψ ∈ N. Observe that the function
ψ1(x) =
∫ t+(x)
0
̺(s)ψ(φs(x)) ds, x ∈ E,
belongs to N and that
d
dt
(ψ1(φt(x)))
∣∣∣∣
t=0
= −
∫ t+(x)
0
̺′(s)ψ(φs(x)) ds − ̺(0)ψ(x), x ∈ E.
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Making use of (A.6) for ψ1, we see that∫
E
[̺ ⋄ Tmax f ](x)ψ(x)m(dx) =
∫
E
f (x)
(
−
∫ t+(x)
0
̺′(s)ψ(φs(x)) ds − ̺(0)ψ(x)
)
dsm(dx),
which completes the proof.
We use the approach of [5] to get the characterization of elements from Dmax. We recall that two
elements f1, f2 of the space L
1(E,m) are equal if they are equal m-almost everywhere, i.e. m{x ∈ E :
f1(x) , f2(x)} = 0, and we say that f2 is a representative of f1. The following extends the divergence-free
case [5, Theorem 3.6].
Theorem A.3. Suppose that Assumptions 2.1 and 2.3 hold. If f ∈ Dmax then there exists a representative
f ♯ of f such that for m-a.e. x ∈ E and any −t−(x) < t1 ≤ t2 < t+(x) we have
f ♯(φt1 (x))Jt1 (x) − f
♯(φt2 (x))Jt2 (x) =
∫ t2
t1
Tmax f (φs(x))Js(x) ds. (A.9)
Proof. We use a similar type of argument to the one in the proof of [5, Theorem 3.6]. Consider, as in [5], a
sequence (̺n)n≥1 of one dimensional mollifiers supported on [0, 1]: for each n the function ̺n : R → [0,∞)
is of class C∞, ̺n(s) = 0 if s < [0, 1/n], and
∫ 1/n
0
̺n(s)ds = 1. Continuity of the function s 7→ S 0(s) f
implies that for each ε > 0 we can find an s0 > 0 such that
‖S 0(s) f − f ‖ ≤ ε
for all s ≤ s0, hence that
‖̺n ⋄ f − f ‖ ≤
∫ 1/n
0
̺n(s)‖S 0(s) f − f ‖ ds ≤ ε
for all n ≥ 1/s0. This shows that
lim
n→∞
‖̺n ⋄ f − f ‖ = 0, f ∈ L
1(E,m). (A.10)
Lemma A.2 with ̺ = ̺n now gives
Tmax(̺n ⋄ f ) = ̺n ⋄ Tmax f , f ∈ Dmax, n ≥ 1. (A.11)
The rest of the argument is similar to [5].
Next, we can identify the generator of the semigroup {S 0(t)}t≥0.
Theorem A.4. Suppose that Assumptions 2.1 and 2.3 hold. Let {S 0(t)}t≥0 be the substochastic semigroup
from Theorem A.1. Then its generator (T0,D(T0)) is given by
T0 f = Tmax f , f ∈ D(T0) = { f ∈ Dmax : Tr
− f = 0}.
Proof. First, we show that the operator (Tmax,Dmax) is an extension of the generator (T0,D(T0)) of the
semigroup {S 0(t)}t≥0. To this end let f ∈ D(T0), λ > 0, and g = λ f − T0 f . Since
f (x) =
∫ ∞
0
e−λtS 0(t)g(x)dt
35
for m-a.e. x ∈ E, we have f = ̺ ⋄ g with ̺(s) = e−λs, s ∈ R+. Lemma A.2 now implies that f ∈ Dmax and
Tmax f = −̺
′ ⋄ g − ̺(0)g = λ f − g = T0 f .
To show that Tr− f = 0 observe that for z ∈ Γ− and 0 < s < t+(z) we have
f (φs(z))Js(z) =
∫ s
0
e−
∫ s
τ
λdrg(φτ(z))Jτ(z)dτ
and the limit of the right hand side is zero as s → 0. To prove that Dmax ∩ Ker(Tr
−) ⊂ D(T0) we apply
Theorem A.3 and we argue as in Step 3 of the proof of [5, Theorem 4.1].
Proof of Theorem 2.6. Let f ∈ D and g = (λ − Tmax) f . We define f1 = R(λ,T0)g and f2 = f − f1. We
see that Tmax f2 = λ f2 and Tr
− f = Tr− f2. It follows from Lemma 4.2 with q ≡ 0 and equation (4.4) that
f2 = Ψ(λ)Tr
− f ∈ D(Tr±) and∫
E
λ f2(x)m(dx) =
∫
Γ−
Tr− f2(z)m
−(dz) −
∫
Γ+
Tr+ f2(z)m
+(dz)
We have Tr− f1 = 0, g = (λ − T0) f1, and Lemma 4.4 with q ≡ 0 implies∫
E
λ f1(x)m(dx) =
∫
E
g(x)m(dx) −
∫
Γ+
Tr+ f1(z)m
+(dz).
Thus Tr+ f1 ∈ L
1(Γ+,m+). Since g = λ f − Tmax f , equality (2.20) holds, by linearity.
Proof of Theorem 2.7. Theorem A.1 and Assumption 2.2 imply that {S (t)}t≥0 is a substochastic semigroup
on L1(E,m) and that (2.24) holds. First we show that the operator (A,D) is an extension of the generator
(A0,D(A0)) of the semigroup {S (t)}t≥0. Let f ∈ D(A0), λ > 0 and g = λ f − A0 f . We have f = R(λ, A0)g
and q f ∈ L1(E,m), by Lemma 4.4. Arguing as in the proof of Lemmas 4.4 and A.2 it is easily seen that for
each ψ ∈ N we have∫
E
(λ f (x) + q(x) f (x) − g(x))ψ(x)m(dx) =
∫
E
f (x)
d(ψ ◦ φt)
dt
∣∣∣∣
t=0
(x)m(dx).
Thus we get f ∈ Dmax and Tmax f = λ f + q f − g showing that A0 f = Tmax f − q f . Finally note that for
z ∈ Γ− and s < t+(z) we have
f (φs(z))Js(z) =
∫ s
0
e−
∫ s
τ
(λ+q(φr(z)))drg(φτ(z))Jτ(z)dτ,
implying that Tr− f = 0. Consequently, we obtain
A0 f = A f = T0 f − q f , f ∈ D(T0) ∩ L
1
q,
where L1q = { f ∈ L
1(E,m) : q f ∈ L1(E,m)}. The operator (A,D(T0) ∩ L
1
q) is dissipative as a sum of two
dissipative operators. Since (A0,D(A0)) is the generator of a substochastic semigroup, we conclude that
(A0,D(A0)) = (A,D(T0) ∩ L
1
q).
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