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Ce mémoire d’habilitation est pour moi l’occasion de faire le point sur six années de
recherche après ma thèse. J’ai eﬀectué ce travail en partie à l’étranger, durant mes années
de post-doctorat, et depuis 2006 au sein de l’équipe ATI à l’Institut de Mathématiques
de Luminy, à Marseille. J’ai choisi de présenter dans ce mémoire mes travaux arithmé-
tiques sur les courbes de genre 1, 2 et 3. Les quatre chapitres contenant ces résultats
sont globalement indépendants. Ils peuvent ainsi être abordés dans l’ordre de préférence
du lecteur. Par souci de cohérence, j’ai écarté de cette présentation les quatre articles
[1], [5], [9] et [15].
Dans le premier chapitre, je développe divers aspects des quartiques planes en caractéris-
tique 2. Les techniques utilisées sont souvent élémentaires car on manipule directement
les objets. On peut ainsi se familiariser, de manière concrète, avec certaines méthodes et
concepts (descentes, classes d’isogénie, invariants,. . . ) qui seront réutilisées par la suite.
Les deux chapitres suivants forment le cœur du mémoire et demandent plus de pré-
requis. Ils traitent respectivement de la caractérisation des classes d’isogénie de surfaces
abéliennes sur un corps ﬁni qui contiennent une jacobienne et des courbes maximales
en genre 3. Enﬁn, le dernier chapitre, plus appliqué, concerne des problèmes d’origine
cryptographique sur les courbes de genre 1, 2 et 3. En tête de chaque chapitre, le lecteur
trouvera une introduction au sujet concerné.
Nous avons souhaité rappeler un grand nombre de résultats, aﬁn que le mémoire
puisse se lire sans trop de références aux articles. Nous espérons que ceci en facilitera
la lecture. S’il serait présomptueux d’écrire sur tant de sujets divers un état de l’art,
j’espère que le lecteur y trouvera un outil de références. Les questions et les projets de
recherche qui émaillent le mémoire sont autant d’invitations à prolonger l’ouvrage.
Notations et conventions pour l’ensemble de l’ouvrage. Chaque chapitre com-
porte plusieurs parties, elles-mêmes contenant des sections, divisées en paragraphes. On
a harmonisé, autant que faire se peut, les notations. Celles-ci ne correspondent donc plus
nécessairement à celles de l’article rapporté.
Les numéros [1],. . . (resp. [1’],. . . ) correspondent aux articles et comptes-rendus publiés
(resp. prépublications et travaux en cours) auquels j’ai pris part. Ils sont regroupés dans
la partie 1.3. Les autres articles et préprints [Lan02],. . . sont regroupés en ﬁn d’ouvrage.
L’entier q sera toujours la puissance n > 0 d’un premier p et k un corps ﬁni de car-
v
dinal q. La lettre K désignera un corps quelconque. On notera Zp l’anneau des entiers
p-adiques, Qp son corps des fractions, et vp la valuation p-adique. Pour un entier m > 0,
on notera également µm le groupe des racines de l’unité (pour un corps donné), Sm le
groupe symétrique sur m éléments et D2m le groupe diédral à 2m éléments.
On dira d’une propriété qu’elle est géométrique (ou parfois absolue) lorsqu’elle est
vraie sur la clôture algébrique du corps. Sans précision supplémentaire, tout isomor-
phisme, automorphisme, etc. s’entendra déﬁni sur le corps de base. On précisera par
exemple K¯-automorphisme, etc. si l’on veut parler géométriquement. Par abus, on dira




L’habilitation est un point culminant de plusieurs années de recherche. Ces remer-
ciements vont tout naturellement à ceux, compagnons de cordées, guides, entraîneurs ou
proches qui ont contribué directement ou indirectement à cette "ascension".
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2 Chapitre 1. CV et bibliographie personnelle
Sept. 1996 Entrée à l’École Normale Supérieure de Cachan.
1996-1997 Licence de Mathématiques à l’ENS de Cachan (mention AB).
1997-1998 Maîtrise de Mathématiques de l’Université Paris VII (mention TB).
DEA Méthodes Algébriques de l’Université Paris VI (mention B).
1998-1999 Agrégation de Mathématiques (rang 20).
Magistère de Mathématiques et d’Informatique de l’ENS Cachan et de l’uni-
versité Paris 7 (mention Très honorable avec les Félicitations du jury).
1999-2003 Thèse sous la direction du Professeur Jean-François Mestre, soutenue le
25 juin 2003 à l’Université Paris VII.
Titre : Problèmes relatifs à certaines familles de courbes sur
les corps ﬁnis.
Mention : Très honorable.
Président : Pr. Loïc Merel Université Paris VII.
Rapporteurs : Pr. Henri Cohen Université Bordeaux I.
Pr. René Schoof Université Roma Tor Vergata.
Examinateurs : Pr. Jean-Marc Couveignes Université Toulouse II.
Pr. François Morain École Polytechnique, Palaiseau.
Sep. 2003 -
Feb. 2004
Post-doctorat à l’IEM (Institut für Experimentelle Mathematik), Essen,
Allemagne (Invité par Gerhard Frey, réseau GTEM).
Mars 2004
- Sep. 2004
Post-doctorat à l’institut de mathématiques de Leiden, Pays-Bas (Invité par
Bas Edixhoven et Bart de Smit, réseau GTEM).
Octobre
2004
Invitation à l’université de Sydney, Australie (Invité par David Kohel).
Nov. 2004 -
Aug. 2005
Post-doctorat à l’Universitat Autònoma de Barcelone, Espagne (invité par
Enric Nart et Xavier Xarles, réseau AAG).




Invitation à l’université de Princeton, États-Unis (Invité par Manjul Bhar-
gava).
Jan. 2006 - Maître de conférences à l’université de la Méditerranée.
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1.3 Références bibliographiques personnelles
Ces publications peuvent être trouvées à l’adresse suivante :
http://www.iml.univ-mrs.fr/~ritzenth/research.html
1.3.1 Articles et comptes-rendus
[1] Stéphane Ballet, Christophe Ritzenthaler et Robert Rolland : On the
existence of dimension zero divisors for function ﬁelds over Fq. À paraître dans
Acta Arithmetica.
[2] Stéphane Flon, Roger Oyono et Christophe Ritzenthaler : Fast addition
on non-hyperelliptic genus 3 curves. In Algebraic geometry and its applications,
volume 5 de Ser. Number Theory Appl., pages 1–28. World Sci. Publ., Hackensack,
NJ, 2008.
[3] Steven D. Galbraith, Jordi Pujolàs, Christophe Ritzenthaler et Benjamin
Smith : Distortion maps for supersingular genus two curves. J. Math. Cryptol.,
3(1):1–18, 2009.
[4] P. Gaudry, T. Houtmann, D. Kohel, C. Ritzenthaler et A. Weng :
The 2-adic CM method for genus 2 curves with application to cryptogra-
phy. In Advances in cryptology—ASIACRYPT 2006, volume 4284 de Lecture
Notes in Comput. Sci., pages 114–129. Springer, Berlin, 2006. version Arxiv :
http://arxiv.org/abs/math/0503148.
[5] M. Girard, D. Kohel et C. Ritzenthaler : The Weierstrass subgroup of a
curve has maximal rank. Bull. of London Math. Soc., 38:925–931, 2006.
[6] E. Howe, D. Maisner, E. Nart et C. Ritzenthaler : Principally polarizable
isogeny classes of abelian surfaces over ﬁnite ﬁelds. Math. Research Lett., 15:121–
127, 2008.
[7] E. Howe, E. Nart et C. Ritzenthaler : Jacobians in isogeny classes of abelian
surfaces over ﬁnite ﬁelds. Annales de l’institut Fourier, 59:239–289, 2009.
[8] Gilles Lachaud et Christophe Ritzenthaler : On some questions of Serre on
abelian threefolds. In Algebraic geometry and its applications, volume 5 de Ser.
Number Theory Appl., pages 88–115. World Sci. Publ., Hackensack, NJ, 2008.
[9] D. Lehavi et C. Ritzenthaler : An explicit formula for the arithmetic geometric
mean in genus 3. Experimental Math., 16:421–440, 2007.
[10] J. Müller et C. Ritzenthaler : On the ring of invariants of ordinary quartic
curves in characteristic 2. J. of Algebra, 303:530–542, 2006.
[11] E. Nart et C. Ritzenthaler : Non hyperelliptic curves of genus three over ﬁnite
ﬁelds of characteristic two. J. of Number Theory, 116:443–473, 2006.
[12] E. Nart et C. Ritzenthaler : Jacobians in isogeny classes of supersingular
abelian threefolds in characteristic 2. Finite fields and their applications, 14:676–
702, 2008.
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[13] E. Nart et C. Ritzenthaler : Genus three curves with many involutions and
application to maximal curves in characteristic 2, 2010. à paraître dans les comptes-
rendus de AGCT-12, http://arxiv.org/abs/0905.0546.
[14] Christophe Ritzenthaler : Automorphismes des courbes modulaires X(n) en
caractéristique p. Manuscripta Math., 109(1):49–62, 2002.
[15] Christophe Ritzenthaler : Automorphism group of C : y3 + x4 + 1 = 0 in
characteristic p. JP J. Algebra Number Theory Appl., 4(3):621–623, 2004.
[16] Christophe Ritzenthaler : Point counting on genus 3 non hyperelliptic curves.
In Algorithmic number theory, volume 3076 de Lecture Notes in Comput. Sci.,
pages 379–394. Springer, Berlin, 2004.
1.3.2 Prépublications et travaux en cours
[1’] C. Arène, T. Lange, M. Naehrig et C. Ritzenthaler : Faster computation
of Tate pairings, 2009. http://arxiv.org/abs/0904.0854.
[2’] Noam Elkies, Everett Howe et Christophe Ritzenthaler : Finiteness of the
number of isogeny classes of Jacobians with factors in a ﬁnite set over ﬁnite ﬁelds.
[3’] Gilles Lachaud, Christophe Ritzenthaler et Alexey Zykin : Jacobians
among abelian threefolds : a formula of Klein and a question of Serre, 2009.
http://arxiv.org/abs/0802.4017.
[4’] Enric Nart et Christophe Ritzenthaler : A new proof of Weber’s formula.
[5’] Christophe Ritzenthaler : A geometric approach of Serre’s obstruction for genus
3 curve.
[6’] Christophe Ritzenthaler : Problèmes arithmétiques relatifs à certaines familles
de courbes sur les corps finis. Thèse de doctorat, Université Paris VII, 2003.
[7’] Christophe Ritzenthaler : Explicit computations of Serre’s obs-
truction for genus 3 curves and application to optimal curves, 2009.
http://arxiv.org/abs/0901.2920.
1.3.3 Autres
Juil. 09. En collaboration avec G. Lachaud et M.A. Tsfasman, édition de Arithmetic,
Geometry, Cryptography and Coding Theory, proceedings of AGC2T-11, CIRM (centre
international de rencontres mathématiques), Marseille (France), November 5-9, 2007,
Contemporary Math. 487, (2009).
Sept. 08 - En collaboration avec E. Howe, K. Lauter and G. van der Geer, nous éla-
borons un site web dédié aux courbes optimales pour remplacer et compléter les tables
disponibles sur http://www.science.uva.nl/~geer/. Ce site est disponible à l’adresse
http://www.manypoints.org/
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Mai 08. En collaboration avec R. Lercier, nous avons implémenté des algorithmes d’énu-
mération des courbes de genre 2 sur les corps ﬁnis en MAGMA. En sous-routines, nous
avons généralisé le calcul d’un modèle à partir des invariants en caractéristiques 2 et 3 et
le calcul de toutes les tordues (pas uniquement quadratiques) en toute caractéristique.
Ces programmes sont disponibles dans la version MAGMA 2.15, voir
http://magma.maths.usyd.edu.au/magma/htmlhelp/MAGMA.htm
1.4 Activités d’encadrement et de formation à la recherche
Jan.08- Juin 09 Encadrement du mémoire de Master 2 de Marc Munsch sur les classes
d’isogénie des variétés abéliennes en dimension 3.
Sept. 08 - Co-encadrement avec David Kohel de la thèse de Christophe Arène. Son sujet
de thèse est décrit dans la section 5.2.3.
Jan 08 - Juin 08. Encadrement du mémoire de Master 2 de Christophe Arène sur les
courbes d’Edwards. Ce mémoire a débouché sur l’écriture de l’article [1’].
Je co-anime également le groupe de travail pour les étudiants de thèse de l’équipe :
Sept. 2009 - Juin 2010 Géométrie algébrique et arithmétique, IML, Marseille.
Sept. 2008 - Juin 2009 Géométrie algébrique et arithmétique, IML, Marseille.
Dec. 2007 - Juin 2008 Multiplication complexe, IML, Marseille.
Sep. 2006 - Juin 2007 Surfaces algébriques, IML, Marseille.
J’ai donné des cours à l’étranger pour des étudiants de M2 et post-doctorants. Ces cours
sont disponibles à l’adresse
http://iml.univ-mrs.fr/~ritzenth/enseignement.html
Mai 2009. Cours de cryptographie de M2 sur les méthodes de comptages de points pour
les courbes elliptiques (invitation de E. Gonzalez-Jimenez).
Septembre 2005. Sur l’invitation de T. Lange, j’ai eﬀectué un cours introductif sur les
méthodes p-adiques en cryptographie durant la semaine précédant la conférence E.C.C.
à Copenhague.
Janvier 2005. Sur l’invitation de V. Rotger, j’ai eﬀectué un cours de 20 heures à l’Uni-
versitat Politècnica de Barcelone. Ce cours constituait une introduction aux courbes
sur les corps ﬁnis pour des étudiants en MASTER et comportait quatre parties : fonc-
tions zêta (conjectures de Weil, théorie d’Honda-Tate), p-rang et applications ; automor-
phismes ; courbes maximales ; cryptographie. Il était accompagné de TD sur le logiciel
MAGMA pour illustrer les diﬀérentes notions.
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2 Quartique plane en
caractéristique 2
Pourquoi étudier les quartiques planes en caractéristique 2 ? C’est d’abord le résul-
tat d’une rencontre : d’un côté, l’étude par Enric Nart de certaines questions sur les
courbes hyperelliptiques de genre 3 en caractéristique 2 ; de l’autre, la dernière partie
de mon sujet de thèse, dédié au comptage des points sur les quartiques planes lisses en
caractéristique 2. Depuis, les courbes de genre 3 en caractéristique 2 sont devenues le
terrain de jeu qu’Enric et moi explorons au ﬁl de nos rencontres. D’un point de vue plus
mathématique, l’arithmétique et l’algorithmique des courbes de genre 3 sont la "nouvelle
frontière" et constitue un challenge fascinant. En particulier, leur géométrie est distri-
buée dans le plan et non plus concentrée sur la droite, ce qui rend leur combinatoire très
riche.
En genre 1 et 2, la caractéristique 2 est un cas particulier. Les quartiques ne dérogent pas
à la règle et il est donc indispensable de leur réserver un traitement à part. Cependant,
contrairement au cas des genres 1 et 2, la caractéristique 2 est relativement plus facile
que les autres et ceci en raison de l’existence de bons modèles géométriques découverts
par Wall. Ainsi, la description des isomorphismes étant simple sur ces modèles, nous
avons pu mener à bien un procédé classique de descente. Il en a résulté la description
de modèles arithmétiques, des groupes d’automorphismes, le dénombrement des classes
d’isomorphismes sur F2n et le calcul du nombre de points de l’espace des modules asso-
cié. Ceci est exposé dans la partie 2.1. Par la suite avec Müller, nous avons réalisé dans
le cas ordinaire (qui est le cas générique) le calcul d’un système complet d’invariants.
À cette époque, un tel système pour les quartiques n’était même pas connu sur C et
seul un système d’invariants primaires, dû à Dixmier, était explicite (depuis, les travaux
de Ohno ont permis d’exhiber un tel système). Les résultats principaux de nos travaux
sont rappelés dans la partie 2.2. Des applications arithmétiques sont également issues
du travail sur les modèles. En connection avec le problème de Serre (voir le chapitre
4), Nart et moi avons utilisé plusieurs familles de modèles pour construire des courbes
optimales de genre 3 sur k = F2n (rappelons qu’une courbe est dite optimale lorsque son
nombre de points atteint la borne de Serre-Weil). Pour n pair, en utilisant les modèles
supersinguliers, on montre que des courbes optimales existent dès que n ≥ 6 et peuvent
être construites explicitement. En fait, on répond plus généralement au problème de la
caractérisation des classes d’isogénie des variétés abéliennes supersingulières de dimen-
sion 3 sur k qui contiennent une jacobienne. Ceci fait l’objet de la partie 2.3. Dans le cas
où n est impair, des courbes optimales sont obtenues pour une inﬁnité de valeurs de n.
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On travaille pour cela avec des quartiques ayant beaucoup d’involutions. C’est le sujet
de la partie 2.4.
Enﬁn, on pourra se reporter à la partie 2.5 pour les nombreuses questions qui restent
ouvertes en caractéristique quelconque et quelques pistes pour les étudier.
Notations et conventions pour le chapitre. On notera k = F2n = Fq un corps
ﬁni de caractéristique 2 et de cardinal q, km l’extension (dans une clôture algébrique
donnée) de k de degré m, AS(k) = {x + x2, x ∈ k} et r0 ∈ k \ AS(k) un élément ﬁxe.
On prendra r0 = 1 si n est impair. Par "quartique" on entendra "quartique plane".
2.1 Modèles des quartiques en caractéristique 2
Cette partie se rapporte à l’article [11] avec Enric Nart.
Toute courbe (lisse, projective, absolument irréductible) non hyperelliptique de genre
3 se plonge canoniquement dans P2 comme une quartique (plane) lisse. Inversement
toute quartique lisse est une courbe de genre 3 non hyperelliptique. Or, la description
d’une quartique requiert 15 coeﬃcients (en projectif) alors que l’espace des modules des
courbes de genre 3, noté M3, est de dimension 6. Peut-on atteindre ce nombre minimal
de paramètres ? La rationalité de M3(C) démontrée par [Kat96] montre qu’un tel modèle
existe mais on n’en connaît pas explicitement. Pourtant, la description de telles courbes
est importante autant du point de vue théorique que calculatoire. Nous reviendrons sur
cette question dans la partie 2.5 en général. Mais pour l’instant, en caractéristique 2, la
question est résolue de manière satisfaisante par le résultat suivant, puisqu’un polynôme
homogène de degré 2 est décrit par 6 paramètres.
Théorème 2.1.1 ([Wal95, Prop.1]). Soit K un corps algébriquement clos de caractéris-
tique 2. Toute quartique sur K est isomorphe à une quartique de la forme Q2 = r où
Q(x, y, z) ∈ K[x, y, z] est un polynôme homogène de degré 2 et r(x, y, z) est de la forme
xyz(x+ y + z), xyz(y + z), xy(y2 + xz), x(y3 + x2z)
ou
x2yz, x3y, 0.
Les trois derniers cas ne nous intéressent pas car ils ne donnent que des quartiques
singulières. Chacun des quatre premiers cas, lorsque la courbe est lisse, a un nombre
bien déﬁni de bitangentes (c’est-à-dire de droites tangentes à la quartique en deux points
(distincts ou non)) :
1. 7 dans le premier cas : {x, y, z, x+ y, x+ z, y + z, x+ y + z} ;
2. 4 dans le deuxième : {x, y, z, y + z} ;
3. 2 dans le troisième : {x, y} ;
4. et une seule dans le quatrième cas : {x}.
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Par [SV87, p.60], nous savons que ceci reﬂète le 2-rang de la jacobienne de la courbe
lorsque celle-ci est lisse, c.-à-d. 3 dans le premier cas (cas ordinaire), 2 dans le deuxième
cas, 1 dans le troisième et 0 dans le quatrième. Dans cette partie, motivés par des
applications arithmétiques, on donne des familles de modèles sur un corps ﬁni k de ca-
ractéristique 2. Les résultats de l’article [11] étant assez dispersés, nous allons rappeler
ici, de manière synthétique, les principaux résultats. Nous mettrons en particulier en
avant la présentation des modèles rationnels et des groupes d’automorphismes. On a
parfois reformulé certains des résultats de loc. cit. dans cette optique. Remarquons que
les applications étant pour les corps ﬁnis, nous nous limitons à ce cas, même si certains
résultats sont vrais plus généralement.
Notations et conventions pour la partie. Pour alléger les notations, on notera par
′ la conjugaison x 7→ xq, qu’on étendra aux polynômes par action sur leurs coeﬃcients.
Pour un corps K, on note Q(K) l’ensemble des formes quadratiques ternaires
Q(x, y, z) = ax2 + by2 + cz2 + dxy + eyz + fzx,
à coeﬃcients dans K.
2.1.1 Idées générales des démonstrations
On utilise la théorie de la descente, comme énoncée dans [Ser68, §4.20] dans le cas
particulier des variétés projectives. Rappelons-en le principe car celui-ci est utilisé à
maintes reprises dans diﬀérents chapitres. Soient donc V ′/K ′ une variété projective sur
un corps K ′ et K un sous-corps de K ′ tel que K ′/K soit une extension galoisienne ﬁnie.
"Descendre V ′ de K ′ à K" signiﬁe qu’il existe une variété V/K et un K ′-isomorphisme
f : V → V ′. Si tel est le cas, pour tout σ ∈ Gal(K ′/K), on déﬁnit le K ′-isomorphisme
hσ = f
σ ◦ f−1 : V ′ → V ′σ. Ces K ′-isomorphismes satisfont à la relation de cocycle
hστ = h
τ
σhτ , ∀σ, τ ∈ Gal(K ′/K). (2.1)
Inversement supposons que pour tout σ ∈ Gal(K ′/K) il existe des K ′-isomorphismes de
V ′ dans V ′σ satisfaisant (2.1). [Ser68, §4.Prop.12] montre alors que la descente de V ′ de
K ′ à K est possible et qu’elle est unique à K-isomorphisme près.
Dans ce chapitre, nous aurons besoin de cette proposition dans le cas d’une courbe sur K¯
qu’on souhaite descendre sur un corps ﬁni K = Fq. On peut alors reformuler la condition
comme suit. Étant donnée une courbe C ′ sur K¯, une donnée de descente surK est fournie
par un isomorphisme γ : C ′ → C ′σ tel que
γσ
m−1 ◦ · · · ◦ γσ ◦ γ = 1 (2.2)
pour un certain m ≥ 1 et σ : x 7→ xq l’automorphisme de Frobenius de Gal(K¯/K).
A (C ′, γ) on peut associer une unique courbe C/K à K-isomorphisme près et un K¯-
isomorphisme φ : C → C ′ tel que γ = φσ ◦ φ−1.
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Une notion proche est la notion de tordue (ou forme) comme énoncée dans [Ser94,
Chap.3.1.3] (voir aussi [Sil92, X.§.2] dans le cas des courbes). Soit V une variété sur
un corps K et K ′/K une extension galoisienne. On dit qu’un variété V ′/K est une
K ′/K-tordue de V (ou simplement une tordue de V si K ′ = Ksep) si V et V ′ sont
K ′-isomorphes. On montre alors classiquement qu’on peut déﬁnir une injection de l’en-
semble des K ′/K-tordues de V dans H1(Gal(K ′/K),AutK ′(V )). Si de plus V est pro-
jective, cette application est une bijection. Ainsi, seules les variétés qui possèdent des
K¯-automorphismes ont des tordues.
Remarque 2.1.2. Dans le cas d’une courbe C sur un corps ﬁni, [vdGvdV92b, Cor.5.2]
montre que si Aut(C) = {1} alors la courbe n’a pas de tordue.
Pour les quartiques sur k, nous pouvons appliquer la théorie de la descente de manière
systématique car les isomorphismes entre deux modèles des familles du théorème 2.1.1
sont particulièrement simples. Dans le cas ordinaire par exemple, les isomorphismes entre
les modèles
Q2 = xyz(x+ y + z), Q ∈ Q(k¯)
doivent préserver l’ensemble des 7 bitangentes. Ils sont donc tous donnés projectivement
par des éléments de Γ = PGL3(F2) (et pas seulement de PGL3(F¯2)). La relation (2.2)
devient ainsi une condition d’ordre sur γ et les données de descente ne dépendent que des
classes de conjugaison des éléments. Des résultats similaires sont exploités dans les autres
cas. Il "suﬃt" alors de deviner pour chaque donnée de descente un bon modèle sur k, le
plus souvent en ﬁxant une action galoisienne transitive sur l’ensemble des bitangentes.
Les groupes d’automorphismes sont quant à eux décrits comme l’ensemble des éléments
stabilisateurs [11, Lem.1.6]. La connaissance de ces derniers et l’utilisation de la formule
dite des orbites permettent alors de calculer le nombre de classes d’isomorphisme de
quartiques sur k.
2.1.2 Le cas ordinaire
Proposition 2.1.3 ([11, Th.1.8]). L’ensemble Ck des classes d’isomorphisme des quar-
tiques lisses ordinaires sur k se scinde en six familles correspondant aux classes de conju-
gaison des éléments de Γ
Ck = C1 ∐ C2 ∐ C3 ∐ C4 ∐ C7,0 ∐ C7,1,
où le premier indice indique le degré minimal de l’extension sur laquelle sont définies les
bitangentes.
Par des arguments combinatoires, on obtient le résultat suivant.
Théorème 2.1.4 ([11, Th.1.9]). Il y a q6 − q5 + q4 − 3q3 + 5q2 − 6q + 7 classes d’iso-
morphisme de quartiques lisses ordinaires sur Fq. Plus précisément, elles se répartissent




q6 − 7q5 + 42q4 − 140q3 + 343q2 − 462q + 328)
C2 18
(
q6 − 3q5 + 6q4 − 12q3 + 15q2 − 6q)
C3 13
(
q6 − q5 − 2q3 + 4q2 − 6q + 7)
C4 14
(
q6 − q5 − q2 − 2q + 4)
C7,0 ∪ C7,1 17(q6 + 6) + 17(q6 + 6)
Pour chacune des familles nous allons donner des modèles ainsi que les possibles
groupes d’automorphismes sur k.
Famille C1
Tout élément de la famille est isomorphe à une courbe CQ de la forme
CQ : Q
2 = xyz(x+ y + z), Q ∈ Q(k),
avec les conditions de lissité
abc 6= 0, a+ b+ d 6= 0, b+ c+ e 6= 0, a+ c+ f 6= 0 et a+ b+ c+ d+ e+ f 6= 1. (2.3)
Pour toute courbe CQ dans cette famille, on a Aut(CQ) = Autk¯(CQ). Les groupes
d’automorphismes sont donnés dans [Wal95, p.411] (on note Dim. la dimension du lieu
dans l’espace des modules des courbes de genre 3, noté M3) :
Groupe Générateurs Conditions Dim.
{1} 6
Z/2Z (x : z : y) d = f , b = c 4
Z/2Z (x : y : x+ z) c = f , e = 1 4
(Z/2Z)2 (x : x+ y : z) et (x : y : x+ z) b = d, c = f , e = 1, d 6= f 3
H8 (x : z : y) et (x : y : x+ z) b = c = d = f , e = 1, (a, d) 6= (0, 0) 2
S3 (x : y : y + z) et (x : z : y) d = f = 1, b = c = e, a 6= 1, b 6= 1 2
S4
stabilisateur de (1 : 0 : 0)
dans PGL3(F2)
a = d = f = 1, b = c = e, a 6= b 1
S4
stabilisateur de x = 0
dans PGL3(F2)
b = c = d = e = f = 1 et a 6= 1 1
PGL3(F2) a = b = c = d = e = f = 1 0
On a noté H8 le groupe des quaternions d’ordre 8, Sn le groupe symétrique sur n
éléments et (l1 : l2 : l3) l’automorphisme (x : y : z) 7→ (l1 : l2 : l3).
Famille C2
Soit u ∈ k2 \ k une solution de u2+ u = r0. Tout élément de la famille est isomorphe
à une courbe CQ de la forme
CQ : Q
2 = (r0x
2 + ry2 + xy)z(x+ y + z), Q ∈ Q(k)
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avec les conditions de lissité
c 6= 0, a+ b+ d 6= 0, a+ b+ c+ d+ e+ f 6= 1, Q(u, u′, 0) 6= 0 et Q(u, u′, 1) 6= 0.
Les groupes d’automorphismes non triviaux de CQ sont donnés dans [11, p.458].
Groupe Générateurs Conditions
Z/2Z (y : x : z) a = b, e = f , f 6= c, d 6= 1
Z/2Z (y : x : x+ y + z) e = f = a+ b+ c, a 6= b
Z/2Z (x : y : x+ y + z) c = e = f , a 6= b
Z/2Z (y + z : x+ z : z) a = b, d+ e+ f = 1, e 6= f
Z/2Z (x+ z : y + z : z) a = b+ e+ f , d = 1, e 6= f
(Z/2Z)2 (y : x : z) et (x : y : x+ y + z) a = b, c = e = f , d 6= 1
(Z/2Z)2 (y : x : z) et (x+ z : y + z : z) a = b, d = 1, e = f 6= c
D8
(y : x : z), (x : y : x+ y + z),
(x+ z : y + z : x+ y + z)
a = b, d = 1, c = e = f
On a noté D8 le groupe diédral à 8 éléments.
Famille C3
Soient s ∈ k tel que f(x) = x3+ x2+ s soit irréductible et v ∈ k3 \ k une solution de
f(x) = 0. Tout élément de la famille est isomorphe à une courbe CQ de la forme
CQ : Q
2 = ℓℓ′ℓ′′(x+ y + z), Q ∈ Q(k) et ℓ = vx+ v′y + v′′z,
avec les conditions de lissité
Q(v, v′, v′′) 6= 0, Q(v + 1, v′ + 1, v′′ + 1) 6= 0, Q(1, 1, 1) 6= 1.
Le groupe des automorphismes de CQ est trivial sauf si a = b = c et d = e = f , où il est
isomorphe à Z/3Z et engendré par (y : z : x) (cf. [11, p.458]).
Famille C4
Soient t ∈ k tel que t−1 /∈ AS(k) et w ∈ k4 \ k2 une solution de
w4 + (t+ t2)w2 + t2w = 1.
Tout élément de la famille est isomorphe à une courbe CQ de la forme
CQ : Q
2 = ℓℓ′ℓ′′ℓ′′′, Q ∈ Q(k) et ℓ = wx+w′y + w′′z,
avec les conditions de lissité
Q(w + t+ 1, w + w′, w′ + 1) 6= 0, Q(w + w′, t, w′ + w′′) 6= 0 et Q(1, 0, 1) 6= t2.
D’après [11, p.459], le groupe des automorphismes de CQ est trivial sauf si
1. a = c et d + e + f = 0 (f 6= 0 ou b 6= c), auquel cas il est isomorphe à Z/2Z et
engendré par (y + z : x+ y + z : x+ z) ;
2. a = b = c, f = 0 et d = e, auquel cas il est isomorphe à Z/4Z et engendré par
(z : x+ z : y + z).
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Familles C7,0 et C7,1
D’après le lemme [11, Lem.1.11], tout polynôme irréductible P sur k divisant le
polynôme (xq
3−1+xq−1+1) (cas 0) ou le polynôme xq
3−1+xq
2−1+1 (cas 1) est de degré
7. Par exemple, on peut prendre pour P le polynôme x7+x+1 pour le cas 0 (resp. le cas
1) si n ≡ 1, 2, 4 (mod 7) (resp. n ≡ 3, 5, 6 (mod 7)) (N.B. : la remarque correspondante
dans notre article est incorrecte). Soit i = 0, 1 et ζ ∈ k7 \ k une racine de P dans le cas
i. Tout élément de la famille C7,i est k-isomorphe à une courbe CQ de la forme
CQ : Q
2 = ℓℓ′ℓ′′(ℓ+ ℓ′ + ℓ′′), Q ∈ Q(k7) et ℓ = (ζx+ ζ ′y + ζ ′′z)
avec la condition de rationalité Q + Q′ = ℓ · ℓ′ et la condition de lissité Q(p) 6= 0 où p
est le point d’intersection de ℓ = 0 et ℓ′ = 0.
Le groupe des automorphismes de CQ est trivial sauf si C est une tordue de la courbe
de Klein [11, p.461] :
C : x2y2 + y2z2 + x3z + xy3 + xz3 + yz3 = 0 (cas 0),
ou
C : x4 + y4 + z4 + x3z + xy3 + xyz2 + yz3 = 0 (cas 1).
Dans ces cas, le groupe des automorphismes est isomorphe à Z/7Z et il est engendré par
(z : x+ z : y) dans le cas 0 et (z : x : y + z) dans le cas 1.
2.1.3 Le cas de 2-rang 2
Théorème 2.1.5. Il y a q5− q4+ q3−2q2+2q−1 classes d’isomorphisme de quartiques
lisses de 2-rang 2 sur Fq. Elles se répartissent en les trois classes Ci suivantes selon le
degré i minimal de l’extension sur laquelle sont définies leurs quatre bitangentes
C1 16
(
q5 − 3q4 + 6q3 − 7q2 + 5q − 2)
C2 12
(
q5 − q4 − q2 + q)
C3 13
(
q5 − q2 + 2q − 2)
Famille C1
Tout élément de la famille est isomorphe à une courbe CQ de la forme
CQ : Q
2 = xyz(y + z), Q ∈ Q(k)
avec b = 1 et les conditions de lissité ac 6= 0 et c+ e 6= 1. Pour toute courbe CQ dans la
famille, on a Aut(CQ) = Autk¯(CQ). Ils sont donnés dans [11, p.464] et ci-dessous.
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Groupe Générateurs Condition Dim.
{1} b = 1 5
Z/2Z (x : y + z : z) b = e = 1, d = 0, f 6= 0 ou c 6= 1 3
Z/2Z (x : z : y) b = c = 1, d = f , f 6= 0 ou e 6= 1 3
Z/2Z (x : y : y + z) b = 1, c = e, f = 0, d 6= 0 ou c 6= 1 3
S3 (x : y + z : z), (x : z : y) b = c = e = 1, d = f = 0 1
Remarque 2.1.6. Le cas C3 de [Wal95, p.411] n’existe pas. Les conditions données dans
notre article pour les cas Z/2Z sont légèrement erronées.
Famille C2
Tout élément de la famille est isomorphe à une courbe CQ de la forme
CQ : Q
2 = xy(r0y
2 + yz + z2), Q ∈ Q(k)
avec b = 1 et les conditions de lissité a 6= 0 et (1, e) 6= (cr, c).
Le groupe d’automorphismes de CQ est trivial sauf si c = e et f = 0, auquel cas il est
isomorphe à Z/2Z et engendré par (x : y : y + z).
Famille C3
Soit s ∈ k∗ tel que le polynôme x3 + x + s soit irréductible. Soit alors t ∈ k une
solution de l’équation t2 + t+ 1 = s−1. Tout élément de la famille est isomorphe à une
courbe CQ de la forme
CQ : Q
2 = x(y3 + ty2z + (t+ 1)yz2 + z3), Q ∈ Q(k)
avec b = 1 et les conditions de lissité a 6= 0 et (c, e) 6= (0, 0).
Le groupe d’automorphismes de CQ est trivial sauf si c = e = 1 et d = f = 0 auquel cas
il est isomorphe à Z/3Z et engendré par (x : z : y + z).
2.1.4 Le cas de 2-rang 1
D’après le théorème 2.1.1, toute quartique lisse de 2-rang 1 est k¯-isomorphe à une
quartique de la famille
Q2 = xy(y2 + xz), Q ∈ Q(k¯)
avec a = 1, d = 0 et la condition de lissité c 6= 0. Il s’agit d’une famille de dimension 4.
Les groupes de k¯-automorphismes sont tous triviaux sauf si f 6= 0 et e = cf−2 (dimension
3) pour lequel il est isomorphe à Z/2Z et engendré par (x : y : z + f−2y).
Remarque 2.1.7. Dans [Wal95, p.412], il y a une coquille pour le cas C2 : l’automorphisme
est (x : y : z + f−2y). De plus le cas C3 est toujours singulier.
On montre ensuite [11, Prop.2.3] que toute quartique lisse de 2-rang 1 a ses deux
bitangentes déﬁnies sur le corps k et que la descente est triviale. Néanmoins, l’action
des isomorphismes est plus complexe ce qui amène à considérer deux familles de même
modèle mais dont les paramètres décrivent des ensembles distincts.
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Théorème 2.1.8. Il y a q4 − 2q2 + q classes d’isomorphismes de quartiques lisses de
2-rang 1 sur Fq. Elles se répartissent en deux familles : C1 avec (q − 1)2q(q + 1) classes
et C2 avec (q − 1)q2 classes.
Famille C1
Tout élément de la famille est isomorphe à une courbe CQ de la forme
Q2 = xy(y2 + xz), Q ∈ Q(k)
avec a ∈ k∗/(k∗)3, f 6= 0, d ∈ {0, f−1r0} et la condition de lissité c 6= 0.
Remarque 2.1.9. Dans notre article, la condition f 6= 0 n’est pas signalée.
Tous les groupes d’automorphismes sont triviaux sauf si e = cf−2 pour lequel le
groupe est isomorphe à Z/2Z et engendré par (x : y : z + f−2y).
Famille C2
Tout élément de la famille est isomorphe à une courbe CQ de la forme
Q2 = xy(y2 + xz), Q ∈ Q(k)
avec a ∈ k∗/(k∗)3, d = f = 0 et la condition de lissité c 6= 0. Tous les groupes d’auto-
morphismes sont triviaux.
2.1.5 Le cas de 2-rang 0
Ces quartiques lisses admettant une unique bitangente, celle-ci est déﬁnie sur le corps
de base. On montre à nouveau [11, Prop.2.4] que la descente est triviale. Dans les cas
précédents, le polygone de Newton de la jacobienne était entièrement déterminé par le
2-rang (c’est vrai aussi en caractéristique diﬀérente de 2). Cependant et contrairement
au cas de genre 1 et 2, une courbe de 2-rang 0 n’est pas nécessairement supersingulière.




3 . On appellera ce dernier cas type
1
3 . Puisque la pente des polygones de Newton
des courbes elliptiques et des surfaces abéliennes de p-rang 0 est 12 , la jacobienne d’une
courbe de type 13 est absolument simple.
Théorème 2.1.10 ([11, Prop.2.5]). Toute quartique lisse C sur k est isomorphe à une
courbe d’une des deux familles suivantes
N : Q2 = x(y3 + x2z), Q = (a, b, c, 0, e, 0), c ∈ k∗/(k∗)9, a, b ∈ k, e ∈ k∗,
ou
S : Q2 = x(y3 + x2z), Q = (a, 0, c, d, 0, f), c ∈ k∗/(k∗)9, a, d, f ∈ k.
De plus C est supersingulière (resp. de type 13) si et seulement si C appartient à la famille




(resp. (q − 1)q2) classes
d’isomorphisme dans la famille S (resp. N ). La notation [a]
condition
signifie que a doit
être ajouté si la condition est satisfaite.
16 Chapitre 2. Quartiques en car. 2
Il est de plus remarquable que le groupe des k¯-automorphismes des éléments de la
famille N sont tous triviaux alors que ceux de la famille S ne le sont jamais (ce fait
est essentiel dans la démonstration du théorème précédent). Plus précisément, on note
Ec,f : k → k l’homorphisme F2-linéaire Ec,f (x) = cx2 + fx+
√
x et
γt,v(x : y : z) = (t
3x : t−1y : t−9(z + vx)).
Les automorphismes sont de la forme γt,v où les paramètres t, v sont donnés dans le
tableau ci-dessous.
(t, v) Condition Dim.
t = 1, v ∈ ker(Ec,f ) d 6= 0 3
t ∈ µ3(k) v ∈ ker(Ec,f ) d = 0, f 6= 0 2
{t ∈ µ3(k), v ∈ ker(Ec,f )}
∐ {t ∈ µ9(k) \ µ3(k), v ∈ {E−1c,0 (t3a) ∩ k}}
d = f = 0 1
Remarque 2.1.11. Dans le cas d = f = 0, Nart m’a indiqué que
Autk¯(C) ≃ µ9(k¯)⋊ (Z/2Z× Z/2Z).
2.1.6 Résultats globaux
En utilisant les résultats obtenus dans [NS04] pour le cas hyperelliptique et le ré-
sultat de [Oor91a] démontrant qu’il n’existe pas de courbes hyperelliptiques de genre 3
supersingulières en caractéristique 2, on obtient le résultat suivant.
Proposition 2.1.12 ([11, Cor.3.2]). Il y a






classes d’isomorphisme de courbes de genre 3 définies sur Fq. En fonction du polygone
de Newton de leur jacobienne, elles sont réparties ainsi :
ordinaire q6 + q5 − q4 − q3 + q2 − 4q + 7
2-rang 2 q5 + q4 − 3q3 + q2 + q − 1
2-rang 1 q4 + 4q3 − 4q2 + q − 2
type 1/3 q3 + q2 + [12]
q≡1 (mod 7)




On souhaite calculer le nombre de classes de k¯-isomorphismes de certaines courbes de
genre 3 sur k, c.-à-d. le nombre de points k-rationnels sur l’espace des modules grossier
associé M. D’après [vdGvdV92b, Prop.5.1], pour toute courbe C/k, on a∑
C′
#Aut(C ′)−1 = 1,
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la somme étant prise sur un ensemble de représentants C ′ des classes d’isomorphismes


















D’autre part si C est une famille de courbes et que les classes d’isomorphisme sont données
par l’action d’un groupe ﬁni G sur C, la formule des orbites donne∑
C∈classes d’iso.







La connaissance des familles décrites dans cette partie et de leur groupe d’automorphisme
fournit ainsi le résultat suivant.
Théorème 2.1.13 ([11, Th.3.4]). On note Mnh3 (resp. M
h
3) le lieu non hyperelliptique
(resp. hyperelliptique) de l’espace des modules des courbes de genre 3, M3. Le nombre de
points Fq-rationnels sur les différents lieux de Mnh3 , M
h
3 et M3 pour le polygone de Newton
est donné par
ordinaire 2-rang 2 2-rang 1 type 1/3 supersingulière
Mnh3 q
6 − q5 + 1 q5 − q4 q4 − q3 q3 − q2 q2
Mh3 q
5 − q4 q4 − 2q3 + q2 2(q3 − q2) q2 0
M3 q
6 − q4 + 1 q5 − 2q3 + q2 q4 + q3 − 2q2 q3 q2
En particulier #M3(Fq) = q6+ q5+1. Ce résultat, conjecturé par Brock et Granville
en toute caractéristique [BG01], a été démontré par Bergström [Ber01].
2.2 Invariants des quartiques lisses ordinaires en caractéris-
tique 2
Cette partie est basée sur l’article [10] avec Jürgen Müller.
2.2.1 Quelques notions sur les invariants
Soit R =
⊕
d≥0Rd une algèbre commutative N-graduée de type ﬁni sur un corps K,
telle que dimK(Rd) <∞ pour d > 0 et R0 ∼= K. On note R+ :=
⊕
d>0Rd ⊳R.
Définition 2.2.1. Un ensemble F = {f1, . . . , fm} ⊂ R+ d’éléments homogènes avec
m = dim(R), la dimension de Krull de R, est appelé un système homogène de paramètres
si F est algébriquement indépendant et si R est un K[F ]-module de type ﬁni.
Avec nos hypothèses sur R, un système homogène de paramètres existe toujours. On
déﬁnit les invariants dans le contexte suivant.
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Soit V un K-espace vectoriel de dimension ﬁnie et G un groupe réductif agissant sur
V par une représentation linéaire rationnelle. On note K[V ] l’anneau des polynômes vu
comme anneau des fonctions régulières de la variété aﬃne V et
R = K[V ]G = {f ∈ K[V ] | f(σ−1 · x) = f(x) pour tout σ ∈ G,x ∈ V },
l’anneau des G-invariants de V . Puisque G est supposé réductif, R est de type ﬁni. De
plus si G est ﬁni, dim(R) = dimK(V ).
Définition 2.2.2. Un système homogène de paramètres F de R est appelé un ensemble
(ou système) d’invariants primaires. Un ensemble minimal de générateurs homogènes du
K[F ]-module R est appelé un ensemble (ou système) d’invariants secondaires. On dira
d’un système d’invariants qu’il est complet s’il engendre la K-algèbre R.
La connaissance d’un système d’invariants est d’une grande utilité, aussi bien théo-
rique que pratique, en géométrie algébrique. On pourra consulter [Dix87] pour une jolie
introduction sur le sujet. Illustrons simplement notre propos avec le cas des courbes hy-
perelliptiques car ceci nous sera utile pour la partie 5.4.
Soit K un corps algébriquement clos. Pour r ≥ 1 et m ≥ 1, notons R(r,m) l’anneau des
invariants pour l’action naturelle du groupe réductif SLr(K) sur le K-espace vectoriel
des r-formes de degré m. Par l’action des racines r-ièmes de l’unité, on voit facilement
que R(r,m)s = {0} si sm 6≡ 0 (mod r). Ainsi si I est un invariant homogène de degré s
non nul, on déﬁnit son poids ω par sm/r.
Considérons des courbes hyperelliptiques C1, C2 sur K de caractéristique diﬀérente de
2, d’équation Ci : zm−2y2 = fi(x, z) avec les fi des formes binaires homogènes de même
degré m. Ces courbes sont isomorphes si et seulement si





∈ SL2(K) et λ ∈ K.
Si I ∈ R(2,m)s est un invariant homogène de degré s, alors I(f1) = λsI(f2) = I(λf2).
Inversement, supposons qu’il existe un λ ∈ K tel que l’égalité précédente soit satisfaite
pour un système complet d’invariants de R(2,m). Si on note X l’ouvert des formes binaires
de degré m sans racines multiples alors X 7→ X/ SL2(K) est un quotient géométrique,
c.-à-d. deux éléments de X sont dans la même SL2(K)-orbite si et seulement si tous leurs
invariants sont égaux. Comme les fi sont sans racines multiples, cela implique l’égalité
f1 = λf2 ◦M avec M ∈ SL2(K) et donc les courbes Ci sont isomorphes. Si m = 4, cela
correspond au cas des courbes de genre 1. Lorsque K = C, l’anneau R(2,4) est un anneau
de polynômes à deux indéterminées I, J explicites de degré 2 et 3 [Aro50]. En particulier
I3/(I3 − 27J2) est le j-invariant de la courbe elliptique associée. Plus généralement,
on appelle invariant absolu le quotient de deux invariants homogènes de même degré.
Cette notion est importante puisque les invariants absolus sont des fonctions sur l’espace
des modules associé et donnent des informations sur un corps de déﬁnition minimal de
l’objet. Pour m = 6, c.-à-d. en genre 2, plusieurs systèmes co-existent pour des raisons
historiques et pratiques (pire, les notations ne sont jamais vraiment ﬁxes) :
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– Les invariants de Clebsch A,B,C,D de degré 2, 4, 6, 10 et R de degré 15 [Mes91a,
p.317] tel que R2 est un polynôme en A,B,C,D. Ces invariants sont complets en
caractéristique diﬀérente de 2 ;
– Les invariants absolus
i1 = A
5/D, i2 = A
3B/D et i3 = A
2C/D.
Clebsch et Bolza ont montré que lorsque A 6= 0, les courbes Ci sont isomorphes sur
C si et seulement si leurs invariants i1, i2, i3 sont égaux. L’implication directe est
évidente. Considérons la réciproque. Posons A(f1)/A(f2) = λ2 ∈ C. Alors puisque
im(f1) = im(f2) on a
D(f1) = λ
10D(f2), B(f1) = λ
4B(f2), C(f1) = λ
6B(f2).
Comme R2 est un polynômes de degré 15 en A,B,C,D, on a R(f1)2 = λ30R(f2)2.
Ceci implique que R(f1) = (±λ)15R(f2). Les autres invariants sont de degré pair,
on peut remplacer λ par ±λ et on a l’égalité souhaitée pour tous les invariants.
Ceci montre également que M2 ⊗ C est rationnel puisque son corps des fonctions
est C(i1, i2, i3) ;
– Les invariants d’Igusa–Clebsch A′, B′, C ′,D′, R de même degré que les précédents
[Mes91a, p.319] ;
– Les invariants d’Igusa J2, J4, J6, J8, J10 [Mes91a, p.324]. Ceux-ci forment ce qu’on
appelle un système d’invariants entiers au sens de [Igu60]. En particuliers ils
forment un système complet d’invariants en toute caractéristique. Ceci permet
à Igusa de donner une description explicite de l’anneau N tel que SpecN soit le
schéma des modules des courbes de genre 2 [Mes91a, p.325]. On notera également
j1, j2, j3 les invariants absolus d’Igusa déﬁnis en caractéristique 0 par
j1 = J4J6/J10, j2 = J
3
2J4/J10 et j3 = J
2
2J6/J10.
– Les invariants absolus de Cardona-Quer-Nart-Pujolàs g1, g2, g3 dont la déﬁnition
est diﬀérente en caractéristique 2 [CNP05, Sec.2.1] et diﬀérente de 2 [CQ05]. Nous
les avons introduits avec Reynald Lercier pour notre programme de reconstruction
des courbes de genre 2 et de leurs tordues (voir la section 2.5.2). Leur déﬁnition, qui
se décline en plusieurs cas, est motivée par le souci de couvrir toutes les éventualités
(caractéristique ou annulation de certains invariants). Ils sont déﬁnis comme suit
en fonction des invariants d’Igusa.
1. Si la caractéristique du corps est 2 et J2 6= 0 alors









Si J2 = 0 et J6 6= 0 alors
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2. Si la caractéristique du corps est diﬀérente de 2 et si J2 6= 0 alors







Si J2 = 0 et J4 6= 0 alors (g1, g2, g3) = (0, J54 /J210, J4J6/J10).
Enﬁn, si J2 = J4 = 0 alors (g1, g2, g3) = (0, 0, J56 /J
3
10).
Ainsi, sans aucune restriction, deux courbes de genre 2 sur un corps K sont K¯-
isomorphes si et seulement si leurs invariants absolus (g1, g2, g3) sont égaux.
En genre 3 on rencontre deux cas : le cas hyperelliptique et le cas des quartiques
lisses. Pour le premier, Shioda [Shi67] a déterminé explicitement sur C un système de 9
invariants soumis à 5 relations pour R(2,8). Tout récemment le cas de R(2,7) a lui aussi
été résolu [Bed07]. On reviendra sur des questions liées au cas hyperelliptique dans la
partie 2.5.
Passons au cas non hyperelliptique. Dans loc. cit., Shioda calcule également la série





d de R(3,4) sur C
HR(3,4)(t) =
D(t)
(1− z3)(1 − z6)(1− z9)(1− z12)(1 − z15)(1− z18)(1− z27)
avec
D(t) = 1 + z9+z12 + 2z18 + 3z21 + 2z24 + 3z27 + 4z30 + 3z33 + 4z36 + 4z39
+ 3z42 + 4z45 + 3z48 + 2z51 + 3z54 + 2z57 + z60 + z63 + z66 + z75.
Les algèbres R(r,m) étant Cohen-Macaulay par le théorème de Hochster-Roberts [DK02,
Th.2.5.5], R(3,4) peut être engendrée par au plus D(1) + 3 = 56 éléments de degré au
plus 75 (le "3" prevenant de la contribution des invariants primaires de degré 3, 6, 15).
Shioda conjecturait que R(3,4) pouvait être engendrée par 13 éléments seulement. Par la
suite, Dixmier [Dix87] a exhibé sur C un ensemble de 7 invariants primaires de degré
{3, 6, 9, 12, 15, 18, 27}. Les invariants secondaires étaient quant à eux inconnus. Dans ce
contexte, Jürgen Müller et moi-même avons considéré le problème de la détermination
d’un système complet d’invariants en caractéristique 2 pour les quartiques lisses ordi-
naires (celles-ci forment un ouvert dans l’espace des modules M3). Une des motivations
étaient de tester la conjecture grâce aux résultats obtenus.
Remarque 2.2.3. Depuis notre travail, la conjecture de Shioda est acquise par les calculs
de Ohno (voir [GK06]). Ce dernier a explicité six invariants secondaires qui engendrent
avec ceux de Dixmier l’anneau R(3,4).
Dans le chapitre 4, nous aurons besoin de l’invariant primaire de degré 27 qui n’est
autre que le discriminant de la quartique. Plus généralement, lorsque r,m sont quel-
conques, rappelons la déﬁnition du discriminant sur un corps K algébriquement clos de
caractéristique première à m (voir [Lan02, p.397], [GKZ94, Chap.9]). Soit F la r-forme
de degré m générique et q1, . . . , qr ses dérivées partielles. Le discriminant de F est
DiscF = c−1r,m ·Res(q1, . . . , qn), cr,m = m((m−1)
r−(−1)r)/m
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où Res(q1, . . . , qn) est le discriminant multivarié uniformisé comme dans [GKZ94, p.426].
Si r = 3 et K est de caractéristique 0, cet invariant est un polynôme irréductible sur Z
de degré 3(m − 1)2 et de poids m(m − 1)2. Il est nul si et seulement si la courbe plane
déﬁnie par F = 0 est singulière. Si r = 2 et K de caractéristique 0, il coïncide avec le
discriminant univarié usuel au signe près, c.-à-d. si
F (x, z) =
∑
aix
izn−i = zn · f(x/z)
alors Disc(F ) = Resx(f(x), f ′(x))/an.
Exemple 2.2.4. Dans le cas r = 3 et m = 4, le discriminant est un invariant de degré 27
et de poids 36. Il existe une jolie formule due à Sylvester pour le calculer (voir [GKZ94,
p.118] pour une présentation moderne). De plus dans le cas particulier où












a1 b3 b2b3 a2 b1
b2 b1 a3
 ∈ Sym3(k),
et pour 1 ≤ i ≤ 3, les ci = ajak − b2i sont les cofacteurs des ai. On renvoie à [8, Sec.2.2]
pour une démonstration de cette formule. Notons cependant que la constante diﬀère
légèrement car l’uniformisation par c3,4 = 214 n’est pas utilisée dans cet article.
Après cette longue disgression, nous allons maintenant passer aux résultats de l’ar-
ticle.
2.2.2 Résultats
Comme nous l’avons vu dans la section 2.1.1, l’étude des classes de k¯-isomorphismes
des quartiques lisses ordinaires est simpliﬁée par le fait qu’elles peuvent être décrite par
l’action du groupe fini Γ = PGL3(F2) sur la famille Q2 = xyz(x + y + z). Pour rendre
l’action linéaire et plus simple, on change le modèle en Q2 = C où
C = x4 + y4 + z4 + (xy)2 + (yz)2 + (zx)2 + x2yz + xy2z + xyz2
est l’équation d’une tordue de la quartique de Klein x3y+ y3z + z3x = 0. En particulier
C est invariante par l’action de Γ (c’est en fait l’invariant de Dickson de degré 4 sous
l’action de Γ). Notons W ′ (noté W ′∗ dans l’article) le Γ-module F2[a, b, c, d, e, f ] avec
l’action naturelle de Γ sur les coniques
Q = ax2 + by2 + cz2 + dxy + eyz + fzx
de P2. On pose R = F2[a, b, c, d, e, f ]Γ = W ′
Γ, l’anneau des invariants. Comme Γ est
un groupe ﬁni, les invariants séparent les orbites [DK02, p.53], et on obtient le résultat
suivant.
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Théorème 2.2.5 ([11, Prop.1.4],[10, Prop.2.5]). Le lieu des quartiques lisses ordinaires
dans M3⊗ k¯ est isomorphe à l’ouvert explicite (donné par les conditions de lissité (2.3))
de la variété affine Spec(R)⊗ k¯.
Avec l’action très naturelle de Γ, il est surprenant que le calcul des invariants résiste
(ait résisté ?) aux algorithmes généralistes de logiciels tels que MAGMA ou GAP. Plus
précisément, si le calcul des invariants primaires est relativement rapide, celui des inva-
riants secondaires semblait hors de portée. Ceci est dû principalement au fait que nous
sommes dans le cas modulaire, c.-à-d. la caractéristique du corps divise l’ordre du groupe.
La seconde partie de l’article [10] consiste alors à trouver des techniques spéciﬁques pour
le calcul des invariants. Décrivons brièvement les diﬀérentes étapes du raisonnement.
On calcule tout d’abord la série de Hilbert de R. On ne peut utiliser directement les
résultats standards car nous sommes dans le cas modulaire. On procède donc comme
suit. W ′ est un facteur direct d’un Γ-module de permutation explicite W (noté W ∗ dans
l’article). Rappelons qu’un module de permutation est un module qui admet une base
permutée par l’action du groupe. D’après [Ben98, Cor.3.11.4] on peut releverW ′ etW sur
Z2 en des Z2[Γ]-modules W˜ ′ et W˜ et on a la relation HR(t) = HQ2[W˜ ′⊗Q2]Γ(t) [DK02,
Prop.3.10.15]. Le calcul de cette série de Hilbert s’eﬀectue alors de manière classique
grâce au théorème de Molien [Ben93, Th.2.5.2] et on trouve [10, Prop.4.2]
HR(t) =
1+t4+2t5+t6+t7+t8+2t9+2t10+t11+t12+t13+2t14+t15+t19
(1− t2) · (1− t3)2 · (1− t4) · (1− t6) · (1− t7) .
On montre ensuite que R est Cohen-Macaulay (ceci n’est pas automatique dans le cas
modulaire). Soit D ⊂ Γ un sous-groupe de 2-Sylow d’ordre 8. En utilisant les techniques
standards implantées dans MAGMA on calcule R′ = F2[W ′]D. R′ est Cohen-Macaulay,
il est facile d’en déduire [10, Prop.4.3] que R l’est aussi. Grâce à cette propriété et à la
connaissance de la série de Hilbert, on sait combien d’invariants chercher et leur degré.
La décomposition W =W ′⊕F2 permet de trouver très aisément les invariants primaires
en utilisant le fait que W est un module de permutation [10, Sec.4.4]. On obtient même
un ensemble dit optimal d’invariants primaires (c.-à-d. dont le produit des degrés est
minimal parmi les systèmes d’invariants primaires) de degré {2, 3, 3, 4, 6, 7}. Pour les
invariants secondaires, on met en place une méthode itérative, en générant une liste d’in-
variants de bon degré. On s’assure que le système devient complet grâce à une condition
d’indépendance linéaire dans le F2-espace vectoriel R′/F ′R′+ où F ′ est un ensemble d’in-
variants primaires de R′ [10, Sec.4.4]. Les calculs sont menés grâce à un programme spéci-
ﬁque en MAGMA (http://iml.univ-mrs.fr/~ritzenth/programme/invariant.mag).
On trouve 18 invariants secondaires dont les 6 premiers (de degré {0, 4, 5, 5, 6, 7}) ajoutés
aux invariants primaires engendrent l’algèbre R. Ce calcul prend moins d’une minute.
2.3 Variétés abéliennes supersingulières de dimension 3 sur
F2n
Dans cette partie, on décrit les résultats de [12] avec Enric Nart.
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Étant donnés un entier g ≥ 0 et un corps ﬁni quelconque K = Fℓ un problème fameux
et très étudié consiste à trouver quel est le nombre maximal de points des courbes (lisses,
absolument irréductibles, projectives) de genre g sur K. Nous renvoyons le lecteur au
chapitre 4 pour un aperçu du problème. Rappelons simplement qu’on note Nℓ(g) le
nombre maximal de points d’une telle courbe et que la borne de Serre-Weil montre que
Nℓ(g) ≤ 1 + ℓ + gm où m = ⌊2
√
ℓ⌋. On dira qu’une courbe est maximale lorsque son
nombre de points rationnels estNℓ(g) et optimale lorsque son nombre de points rationnels
atteint la borne de Serre-Weil. On considère aussi parfois des courbes minimales, c.-à-d.
celles dont le nombre de points rationnels atteint la borne inférieure 1 + ℓ− gm.
Remarque 2.3.1. Les déﬁnitions ne sont pas "symétriques" : à l’opposée d’optimal, on
pourrait introduire infimal. Cependant l’intérêt pour les courbes minimales étant moindre
et comme nous n’aurons pas besoin de cette distinction ici, nous conservons la dénomi-
nation classique de minimal.
On se restreint maintenant au cas ℓ = q = 2n et g = 3. Après l’étude dans [11] des
modèles (Sec. 2.1) et les résultats en genre 2 de [MN07] (voir Chap. 3), il nous a paru
naturel d’étudier les classes d’isogénie des variétés abéliennes de dimension 3 supersin-
gulières sur k et plus précisément de répondre à la question analogue au genre 2, c.-à-d.
la caractérisation des classes contenant une jacobienne. De plus, lorsque q est un carré, il
est facile de voir que les courbes optimales et minimales sont supersingulières. Ainsi, une
des conséquences de notre étude est la démonstration de l’existence de courbes optimales
et minimales sur F2n pour tous les n > 6 pairs (les cas n = 2, 4, 6 sont également réso-
lus). Les résultats sont explicites comme nous le verrons brièvement dans la section 2.3.3.
L’étude se déroule en trois temps. Grâce aux automorphismes des courbes supersin-
gulières, on trouve explicitement la décomposition à isogénie près de la jacobienne de ces
courbes en produit de courbes elliptiques. Ceci permet d’exprimer la classe d’isogénie de
la jacobienne comme un produit de restrictions de Weil de courbes elliptiques supersin-
gulières. Dans un second temps, on écrit les classes possibles pour les variétés abéliennes
supersingulières de dimension 3 sur k et on les compare à celles ci-dessus. Finalement,
on montre que pour q assez grand, ces dernières contiennent toujours une jacobienne.
Pour cela, on démontre qu’à partir des coeﬃcients des diﬀérentes courbes elliptiques, on
peut reconstruire une courbe de genre 3.
2.3.1 "Démontage" des courbes de genre 3 supersingulières
L’article [Oor91a] démontrant qu’il n’existe pas de courbe hyperelliptique de genre
3 supersingulière en caractéristique 2, on se concentre sur les quartiques (planes) lisses
supersingulières, ce qui correspond à la famille S du théorème 2.1.10. Un changement
de variables (on pose z =
√
cY , x = 1, y = X) et de notations pour les paramètres
permettent de se ramener aux notations de l’article [12], c.-à-d.
C : Y 4 + fY 2 + gY = X3 + dX2 + e, g ∈ k∗, d, e, f ∈ k. (2.4)
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Avec cette écriture, le groupe des k¯-automorphismes de C admet un sous-groupe de la
forme (Z/2Z)2 engendré par les involutions
iθ(X,Y ) = (X,Y + ν)
où θ parcourt les trois racines non nulles θ1, θ2, θ3 de Y 4 + fY 2 + gY = 0 dans k¯. Les
quotients de C par ces trois involutions s’écrivent
C/〈iθ〉 ≃ Eθ : y2 + y = aθx3 + aθdx2 + aθe, aθ = (g−1θ)2. (2.5)
On dira que C est de type réductible, (resp. type quadratique, type cubique) suivant que
le nombre des racines θ rationnelles est 3, (resp. 1, 0). Si E/km, on notera Reskm/k(E)
la restriction de Weil de E à k. C’est une variété abélienne de dimension m.
Lemme 2.3.2 ([12, Lem.3.2]). Si C est de type cubique alors sa jacobienne J est isogène
à Resk3/k(Eθi) pour un i ∈ {1, 2, 3} quelconque. Si C est de type quadratique avec θ1 ∈ k
alors J est isogène à Eθ1 × Resk2/k(Eθ2). Si C est de type réductible alors J est isogène
à Eθ1 × Eθ2 × Eθ3 .
Dans un second temps, il s’agit d’écrire quelles sont les classes d’isogénie des variétés
abéliennes de dimension 3 supersingulières et de les comparer avec les classes du lemme
2.3.2.
2.3.2 Classes d’isogénie sur k = F2n
Pour les variétés abéliennes de dimension 3 supersingulières
Une variété abélienne de dimension 3 supersingulière sur k est soit simple, soit le
produit d’une courbe elliptique supersingulière et d’une surface abélienne supersingulière
simple, soit le produit de trois courbes elliptiques supersingulières. On rappelle les classes
d’isogénie possibles pour ces objets.
Soient les courbes elliptiques supersingulières suivantes :
Ea : y
2 + y = ax3, a ∈ k∗,
H : y2 + y = x3 + x2,
E0 : y
2 + y = c−30 x
3 + x2, c0 ∈ k \ AS(k).
On note E′ la tordue quadratique d’une courbe elliptique E et (E, t) le couple formée de
la courbe et de sa trace. On couvre les classes d’isogénie de polynôme de Weil x2− tx+ q
de la manière suivante
– si n est pair,
(E1, (−1)n/22√q), (E′1,−(−1)n/22
√
q), (Ea,−(−1)n/2√q), (E′a, (−1)n/2
√
q),
et (E0, 0) avec a ∈ k∗ qui n’est pas un cube dans k.
– si n est impair,
(E1, 0), (H,−(−1)(n2−1)/8
√
2q) et (H ′, (−1)(n2−1)/8
√
2q).
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Pour les classes d’isogénie des surfaces abéliennes supersingulières simples, on note
Aa,b une surface abélienne dans la classe d’isogénie de polynôme de Weil
x4 + ax3 + bx2aqx+ q2.
D’après la référence [MN02, Th.2.9] (voir aussi Th.3.1.2)
– si n est pair,
A(0,0), A(0,−q), A(√q,q) et A(−√q,q);
– si n est impair,
A(0,−2q), A(0,q), A(0,−q), A(√2q,q) et A(−√2q,q).
Enﬁn, une application directe de la théorie de Honda-Tate nous donne les variétés de
dimension 3 supersingulières simples [12, Prop.2.1] : si n est impair, il n’en existe pas ;
si n est pair, leur polynôme de Weil est x6 ± q3/2x3 + q3.
Remarque 2.3.3. Dans l’article, il est écrit (de manière erronée) x6 ±√qx3 + q3.
Classes obtenues par restriction de Weil
Rappelons simplement les résultats de l’article [12, Sec.3].
– Lorsque n est pair, on note ǫ = (−1)n/2 et Enc une courbe Ea avec a qui n’est pas
un cube.
E/k3 Polynôme de Weil de Resk3/k E classe d’isogénie de
E0 x














q3x3 + q3 simple
E/k2 Polynôme de Weil de Resk2/k E classe d’isogénie de
E0 x
4 + q2 A(0,0)
E1 x
4 − 2qx2 + q2 E1 × E′1
E′1 x
4 + 2qx2 + q2 E0 × E0
Enc x
4 + qx2 + q2 Enc × E′nc
E′nc x4 − qx2 + q2 A(0,−q)
– Lorsque n est impair, on note ǫ = (−1)(n2−1)/8.
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E/k3 Polynôme de Weil de Resk3/k E classe d’isogénie de
E1 x
6 + q3 E1 ×A(0,−q)
H x6 − ǫ
√
2q3x3 + q3 H ×A(−ǫ√2q,q)
H ′ x6 + ǫ
√
2q3x3 + q3 H ′ ×A(ǫ√2q,q)
E/k2 Polynôme de Weil de Resk2/k E classe d’isogénie de
E0 x
4 + q2 H ×H ′
E1 x
4 + 2qx2 + q2 E1 × E1
E′1 x
4 − 2qx2 + q2 A(0,−2q)
Enc x
4 − qx2 + q2 A(0,−q)
E′nc x4 + qx2 + q2 A(0,q)
2.3.3 Jacobiennes et courbes optimales
En observant les tableaux de la section 2.3.2, on voit que certaines classes sont exclues.
Proposition 2.3.4 ([12, Prop.3.3]). Soit A une variété abélienne supersingulière sur k
de dimension 3. Il n’y a pas de jacobienne isogène à A dans les cas suivants
– pour n pair : A est isogène à E ×A(±√q,q) pour toute courbe elliptique supersingu-
lière E sur k.
– pour n impair : A est isogène à E1×A(±√2q,q) ou H×A(ǫ√2q,q) ou H ′×A(−ǫ√2q,q),
avec ǫ = (−1)(n2−1)/8.
Plus étonnant, lorsque n > 6, cette condition nécessaire est également suﬃsante
comme le montre le résultat principal de l’article.
Théorème 2.3.5 ([12, Th.3.6,3.7,3.8]). On note f le polynôme de Weil d’une courbe
elliptique supersingulière sur k, g celui d’une surface abélienne supersingulière sur k et
h le produit de trois polynômes de Weil de courbes elliptiques supersingulières sur k. Les
entiers ǫ prennent ici toutes les valeurs ±1.
– Toute les classes d’isogénie de variétés abéliennes supersingulières simples de di-
mension 3 contiennent une jacobienne.
– Les classes d’isogénie de polynôme de Weil fg contiennent une jacobienne à l’ex-
ception des cas suivants :
• Si q = 2, g(x) = x4 − 4x2 + 4 ou
f(x)g(x) = (x2+ǫ2x+2)(x4−ǫ2x2+4), (x2+2x+2)(x4−2x3+2x2−2x+4);
• Si q = 4,
f(x)g(x) = (x2+4)(x4+16), (x2±4x+4)(x4+16), (x2+4x+4)(x4−4x2+16);
• q = 8 et f(x)g(x) = (x2 + 4x+ 8)(x4 − 16x2 + 64) ;
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• n est pair et g(x) = x4 + ǫ√qx3 + qx2 + ǫq√qx+ q2 ;
• n est impair et fg est l’un des cas suivants
(x2 + q)(x4 + ǫ
√
2qx3 + qx2 + ǫq
√
2qx+ q2),
(x2 ± ǫ√2qx+ q)(x4 ± ǫ√2qx3 + qx2 +±ǫq√2qx+ q2).
– Les classes d’isogénie de polynôme de Weil h pour q 6= 4 contiennent une jacobienne
à l’exception des cas suivants :
• q = 2 ;
• q = 8 et h(x) = (x2 − 4x+ 8)3 ;
• q = 16 et h est l’un des polynômes suivants :
(x2 + 16)2(x2 − 8x+ 16), (x2 + 16)(x2 ± 8x+ 16)2, (x2 ± 8x+ 16)3,
(x2 − 8x+ 16)(x2 + 8x+ 16)2, (x2 − 4x+ 16)(x2 ± 8x+ 16)2;
• q = 64 et h(x) = (x2 − 16x+ 64)3.
De plus pour q = 4 les classes d’isogénie qui contiennent une jacobienne sont celles
pour lesquelles h est divisible par (x2+2x+4)(x2− 2x+4) ou l’un des polynômes
suivants
(x2 + 4)(x2 ± 2x+ 4)2, (x2 + 4x+ 4)(x2 ± 2x+ 4)2, (x2 + 4)2(x2 + 2x+ 4),
(x2 − 4x+ 4)(x2 + 4x+ 4)(x2 − 2x+ 4).
Corollaire 2.3.6. Si q > 64 est un carré, il y a toujours une courbe optimale et une
courbe minimale de genre 3 sur Fq. Il y a une courbe optimale mais pas de courbe mini-
male de genre 3 sur F64.
Remarque 2.3.7. Dans [Oor91a, Prop.5.9], Serre donne ce résultat pour les cas n = 2n′
avec n′ impair.
Le procédé est constructif. Illustrons cela pour les cas du corollaire 2.3.6. On souhaite




le lemme élémentaire suivant.
Lemme 2.3.8 ([12, Prop.1.4]). Soit E : y2 + y = ax3 + bx2 + c avec a = u3, u ∈ k et b,
tel qu’il existe v ∈ k avec va + v4a2 = b. Alors E ≃ E1 si TrF2(c + v3a) = 0 et E ≃ E′1
sinon.
Pour E31 , prenons d = e = 0 dans (2.4) de telle sorte que les courbes elliptiques
quotients de (2.5) s’écrivent Eθi : y
2+y = aix
3 avec ai = (g−1θi)2. Elles sont isomorphes
à E1 si et seulement si ai = x3i est un cube dans k
∗. La somme des racines θi devant être
nulle, on doit donc trouver x1, x2, x3 ∈ k∗ tel que x31 + x32 + x33 = 0. Il est facile de voir
que cette équation admet toujours de telles solutions si q > 16. Puisque x3i = (g
−1θi)2
et θ1θ2θ3 = g, on prend g = ( 4
√
x1x2x3)
−3 et on a également f = θ1θ2 + θ1θ3 + θ2θ3.
Dans un second temps, on conserve les valeurs, de g, f, e et des ai ci-dessus mais on fait
varier d. On cherche vi ∈ k tel que{
d = vi + v
4
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En eﬀet, par le lemme 2.3.8, cela nous assure que pour les valeurs bi = aid, soit une des
courbes elliptiques y2 = aix3 + bix2 soit les trois sont isogènes à E′1.
En posant a1 = r8, a2 = s8 et a3 = t8, le système d’équations précédent se traduit par
l’équation hyperelliptique de genre 4 [12, Lem.5.22]
y2 + y = Ax9 +Bx3 avec A = (rst)−1 et B = A(r7s+ s7t+ t7r)1/4
pour laquelle on doit montrer que le nombre de points rationnels est inférieur strictement
à 2q + 1 [12, Lem.4.1]. Pour cela, on utilise des résultats de [vdGvdV92a, Sections 3,5]
qui assure que tel est le cas dès que q > 64. Il existe donc un λ ∈ k tel que la trace
TrF2(Aλ
9 +Bλ3) = 1. Par [12, Lem.4.1], on a les solutions
v1 = (rst)
−2(rstλ+ (r−2t4 + rs)λ4 + r−2λ16),
v2 = (rst)
−2(rstλ+ (s−2r4 + st)λ4 + s−2λ16),
v3 = (rst)
−2(rstλ+ (t−2s4 + tr)λ4 + t−2λ16).
On prend d = vi+v4i ai pour un i quelconque et on obtient une courbe dont la jacobienne
est soit isogène à E′31 , soit à E1 × E1 × E′1. Supposons que l’on soit dans le dernier cas.
Par dualité, on peut trouver un e0 ∈ k tel que [12, Lem.5.1.9]
TrF2(a1e0) = TrF2(a2e0) = 1 (et nécessairement TrF2(a3e0) = 0).
En remplaçant e = 0 par e = e0 dans l’équation de la quartique, on obtient ainsi une
courbe dont la jacobienne est isogène à E′1
3.
2.4 Courbes de genre 3 avec beaucoup d’involutions sur F2n
Cette partie se rapporte à l’article [13] avec Enric Nart.
Au vu de la partie 2.3, il était tentant d’appliquer les mêmes idées à d’autres familles
de courbes de genre 3.
Définition 2.4.1. Une courbe C de genre 3 sur un corps K a beaucoup d’involutions si
le groupe des automorphismes de C (sur K) a un sous-groupe de la forme (Z/2Z)2 et
qui ne contient pas l’involution hyperelliptique si C est hyperelliptique.
Comme dans la partie précédente, on peut facilement décomposer à isogénie près la
jacobienne de ces courbes de manière explicite en produit de courbes elliptiques. Ceci
permet de donner des conditions suﬃsantes pour "recoller" un triplet de courbes ellip-
tiques et ainsi obtenir des courbes de genre 3 avec de bonnes propriétés arithmétiques.
Ces familles sont considérées dans [HLP00] en caractéristique diﬀérente de 2 (nous y
reviendrons dans la section 4.2.2). Cependant, et contrairement au cas de loc. cit., la
conditions de "recollement" est plus simple à exprimer ici. Ceci nous permet d’obtenir
l’existence de courbes optimales pour une inﬁnité de k = F2n avec n impair.
Par souci d’exhaustivité, nous traitons dans cet article des cas hyperelliptiques et
non hyperelliptiques. Il est toutefois évident par des considérations de dimension des
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espaces de modules que le recollement de trois courbes elliptiques a une obstruction
géométrique dans le cas hyperelliptique (Prop. 2.4.2). Le cas le plus intéressant pour
obtenir des courbes optimales est donc le cas non hyperelliptique pour lequel l’obstruction
est uniquement de nature arithmétique (Prop. 2.4.3).
2.4.1 Cas hyperelliptique
D’après [NS04, Sec.3], une courbe hyperelliptique de genre 3 a beaucoup d’involutions
sur k si et seulement si elle est isomorphe à
















avec a, t ∈ k∗, t 6= 1 et r ∈ {0, r0} ou (exclusif) à




x2 + x+ s
+
1
x2 + x+ t
)
+r,
avec b, s, t ∈ k, b 6= 0, s, t 6∈ AS(k), s 6= t, et r ∈ {0, r0}.
En eﬀectuant le quotient par les involutions, on montre que la jacobienne d’une
courbe de la famille (Hypa) est isogène à E1 × E2 × E3 avec
E1 : y
2 + xy = x3 + (r + a(t+ 1))x2 + (a(t+ 1))4
E2 : y
2 + xy = x3 + (r + a(t+ 1))x2 + (at)4
E3 : y
2 + xy = x3 + (r + a(t+ 1))x2 + a4.
On obtient un résultat similaire dans le cas de la famille (Hypb) avec les courbes
E1 : y
2 + xy = x3 + r x2 + b4u−4(u+ 1)−4
E2 : y
2 + xy = x3 + (r + r0)x
2 + b4u4(u+ 1)−4
E3 : y
2 + xy = x3 + (r + r0)x
2 + b4u−4(u+ 1)4,
où u ∈ k est solution de u(u+ 1) = s+ t.
Inversement, étant données trois courbes elliptiques Ei/k (ordinaires) de j-invariants
ji, on a le résultat de reconstruction suivant.
Proposition 2.4.2 ([13, Prop.1.4.2]). Il existe une courbe hyperelliptique avec beaucoup










2.4.2 Cas non hyperelliptique
On utilise ici les modèles de la partie 2.1. Si on ne tient pas compte du cas supersin-
gulier (abordé dans la partie 2.3), une telle courbe est ordinaire. Ainsi une courbe non
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hyperelliptique de genre 3 (ordinaire) a beaucoup d’involutions si et seulement si elle est
isomorphe à
(NHypa) Ca,c,e,r : (a(x
2+y2)+cz2+xy+ez(x+y))2 = (r(x2+y2)+xy)z(x+y+z),
avec a, c, e ∈ k, r ∈ {0, r0}, c 6= 0 et a 6= r, r + a+ e+ c 6= 0 ou
(NHypb) Ca,c,d,r : (a(x
2+y2)+cz(x+y+z)+dxy)2 = (r(x2+y2)+xy)z(x+y+z),
avec a, c, d ∈ k, r ∈ {0, r0}, cd 6= 0, c + d 6= 1 et a + dr 6= 0. Les deux cas ne sont
plus mutuellement exclusifs mais ils le deviennent si on ne considère plus seulement des
classes d’isomorphisme de la courbe mais de la courbe et d’un couple d’involutions. En
eﬀectuant le quotient par les involutions, on montre que la jacobienne d’une courbe de
la famille (NHypa) est isogène à E1 × E2 × E3 avec
E1 : y
2 + xy = x3 + ex2 + (a+ r)2(a+ c+ e+ r)2
E2 : y
2 + xy = x3 + (e+ r)x2 + c2(a+ c+ e+ r)2
E3 : y
2 + xy = x3 + (e+ r)x2 + c2(a+ r)2.
Pour la seconde famille, le résultat est similaire avec
E1 : y
2 + xy = x3 + c2d2x2 + d4(a+ dr)4
E2 : y
2 + xy = x3 + (c2d2 + r)x2 + c4(a+ dr)4
E3 : y
2 + xy = x3 + (c2d2 + r)x2 + (c+ d+ 1)4(a+ dr)4.
La reconstruction d’une courbe avec beaucoup d’involutions ne fait plus apparaître
d’obstruction géométrique mais il y a maintenant une obstruction de nature arithmétique.
Celle-ci correspond à l’obstruction de Serre dont nous reparlerons au chapitre 4. Étant




0, si Tr(E) ≡ 1 (mod 4),
r0, si Tr(E) ≡ −1 (mod 4).
Ainsi sgn(E) = 0 si et seulement si E a un point de 4-torsion rationnel. La courbe E
est isomorphe à y2 + xy = x3 + sgn(E)x2 + j−1. Étant données trois courbes elliptiques
ordinaires Ei/k d’invariants ji on note
sgn(E1, E2, E3) = sgn(E1) + sgn(E2) + sgn(E3) ∈ {0, r0}.
On pose
Ta =




j1j2j3(j1 + j2 + j3)
(j1j2 + j1j3 + j2j3)2
.
Théorème 2.4.3 ([13, Th.1.4.3]). Il existe une courbe non hyperelliptique de genre 3
(ordinaire) avec beaucoup d’involutions sur k de quotients elliptiques Ei si et seulement
si
Ta + sgn(E2, E2, E3) ∈ AS(k) ou Tb + sgn(E1, E2, E3) ∈ AS(k).
Le premier cas correspond à la famille (NHypa) et le second à la famille (NHypb).
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2.4.3 Courbes optimales pour n impair
Supposons que q > 2 n’est pas un carré. On a noté m = ⌊2√q⌋.
Théorème 2.4.4 ([13, Th.4.1]). Si m ≡ 1, 5, 7 (mod 8) il existe une courbe optimale de
genre 3 sur Fq.
Remarque 2.4.5. Pour m ≡ 0, 2, 6 (mod 8), on obtient des courbes C de genre 3 avec
un défaut 3 sur Fq, c.-à-d. #C(Fq) = q + 1 + 3m− 3. Ce sont des courbes maximales si
{2√q} < 1− 4 cos2(3π/7) ≈ 0.8019 (où on a noté {a} la partie fractionnaire de a).
Illustrons la méthode de démonstration dans le cas le plus simple, m ≡ 1 (mod 4) et
q 6= 2. On sait qu’il existe une courbe elliptique ordinaire E avec q + 1 +m points. De
plus sgn(E) = 1 = sgn(E,E,E) et Tb = 1. Ainsi Tb + sgn(E,E,E) = 0 ∈ AS(k) et il
existe une courbe C dans la famille (NHypb) telle que JacC ∼ E3. En particulier C est
optimale. Le procédé est explicite dès que le j-invariant j de E est connu puisque l’on
peut prendre
C : (j−1/4(x2 + y2) + z2 + xy + xz + yz)2 = xyz(x+ y + z).
Un jeu sur les parties entières et fractionnaires de la suite (2i
√
2)i∈N permet d’obtenir
l’existence d’une courbe optimale de genre 3 pour une inﬁnité de valeurs de q qui ne sont
pas des carrés [13, Cor.4.2]. À notre connaissance, il s’agit du premier résultat de ce type
pour des courbes de genre strictement supérieur à 2 et des extensions de degré impair
d’un corps ﬁni.
Remarque 2.4.6. Sim ≡ 3 (mod 8), il existe encore une courbe elliptique ordinaire E/F2n
de trace −m et de j-invariant j. En prenant pour j1, j2, j3 des conjugués de j dans le
théorème 2.4.3, il est souvent possible de satisfaire à l’une des conditions et d’obtenir
ainsi une courbe optimale. Malheureusement, nous ne savons pas démontrer que cette
procédure aboutit toujours.
Question : Peut-on démontrer que cette stratégie fonctionne toujours ?
2.5 Projet de recherche
Comme l’illustre ce chapitre, trouver de bons modèles est le point de départ de
recherches aussi bien géométriques (calcul des invariants, groupe d’automorphismes)
qu’arithmétiques. Leurs résultats servent ensuite de base à des applications en cryptogra-
phie (voir le chapitre 5) ou en théorie des codes. On propose ici un projet de recherche sur
ces thèmes pour les courbes de genre 3 sur un corps K de caractéristique p quelconque.
Certaines questions sont d’un abord assez simples et pourraient constituer ainsi une
bonne introduction à la recherche pour un étudiant de Master ou un doctorant. On trou-
vera dans l’exposé http://iml.univ-mrs.fr/~ritzenth/slides/expo_ESF.pdf une pré-
sentation de certains de ces problèmes sous forme de transparents.
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2.5.1 À propos des modèles
Tout d’abord, qu’entendons nous par "bons modèles", ou plus précisément une fa-
mille de bons modèles sur un corps K ? Intuitivement, cette famille doit cerner au plus
près les classes d’isomorphismes sur K ou de K¯-automorphismes sur K. Par exemple
lorsque K est algébriquement clos, on cherche une famille universelle au dessus de Mg
(ou d’un lieu particulier), ou de l’espace des modules avec une donnée additionnelle.
L’ajout d’une structure permet en eﬀet de rendre les expressions des paramètres de la
famille plus petites. Ceci peut être nécessaire car l’expression des paramètres en fonction
des invariants absolus, si elle est faisable, n’est pas toujours utilisable.
Lorsque le corpsK est quelconque, pour chaque modèle dont le groupe des K¯-automorphismes
est non trivial, il faut alors déterminer les tordues (ou eﬀectuer de la descente). C’est la
ligne directrice des sections 2.5.2 et 2.5.3.
Quels sont les bons modèles connus pour les classes de K-isomorphismes en genre 3 ?
– Dans le cas d’un corps ﬁni de caractéristique 2, on a obtenu dans la partie 2.1 des
familles de bons modèles pour le cas non hyperelliptique. Le cas hyperelliptique
est traité dans [NS04].
– Si K est un corps algébriquement clos de caractéristique diﬀérente de 2 et la
courbe hyperelliptique de genre g, on peut considérer les modèles habituels pour
ces courbes, c.-à-d. y2 = x(x− 1)P (x) avec deg(P ) = 2g− 1. Si K est ﬁni, on peut
considérer les orbites galoisiennes des abscisses des points de Weierstrass comme
dans [NS04] et [MN02, Sec.3.3]. De plus, les méthodes très générales de [LMNX02]
et [MN08] sur les orbites de points sous l’action des groupes linéaires permettent
d’obtenir directement certaines informations globales (voir [Nar09] pour le nombre
de classes d’isomorphismes de courbes hyperelliptiques).
Reste donc le cas des quartiques lisses en caractéristique diﬀérente de 2. On a vu
que celles-ci requièrent 15 coeﬃcients alors que l’espace des modules est de dimension
6. La rationnalité de M3 [Kat96] nous indique qu’il doit même exister une famille géné-
rique universelle paramétrée par 6 coeﬃcients mais celle-ci n’est pas connue. De plus, il
est très probable que l’expression de ses coeﬃcients soient trop volumineuses pour être
exploitable. C’est encore une fois les bitangentes qui semblent oﬀrir l’approche la plus
prometteuse. Elles sont au nombre de 28. Récemment, [CS03] et [Leh05] ont montré
qu’une courbe de genre 3 était uniquement déﬁnie par l’ensemble de ses bitangentes car
cet ensemble admet une unique structure symplectique. La reconstruction explicite est
connue depuis longtemps ([Rie76] et [16]) lorsque le corps est algébriquement clos et très
récemment sur un corps quelconque [Guà09]. On peut montrer que l’ensemble des bitan-
gentes est déterminé par un sous-ensemble particulier de 7 bitangentes appelé ensemble
d’Aronhold. Il y a 288 tels sous-ensembles. En passant dans le plan dual, un ensemble
d’Aronhold peut être vu comme 7 points en position typique (c.-à-d. 3 points ne sont pas
alignés et 6 points ne sont pas sur une conique). Lorsque K est algébriquement clos, on
peut ﬁxer 4 points par une transformation projective et la courbe ne dépend alors que
de 6 paramètres (les coordonnées aﬃnes des 3 derniers points). On retrouve le modèle
2.5. Projet de recherche 33
dit de Riemann [16]. Si K n’est pas algébriquement clos, on pourra essayer de jouer sur
les orbites galoisiennes de ces points, comme on l’a fait dans la partie 2.1, aﬁn d’obtenir
des modèles pour les classes d’isomorphisme.
Lorsque l’ensemble d’Aronhold est ordonné, il paramétrise en fait les points de Mnh3,2,
l’espace des module des courbes non hyperelliptiques de genre 3 avec une structure sym-
plectique de niveau 2 ([GH04, p.309],[DO88, IX]). À titre d’exemple, en utilisant cette
description et ses méthodes de comptage, Nart a obtenu le résultat (non-publié)
#Mnh3,2(Fq) = q
6 − 35q5 + 490q4 − 3485q3 + 13174q2 − 24920q + 18375
pour q > 5.
Pour aller plus loin, même dans le cas de la caractéristique 2, et obtenir des mo-
dèles "sur" M3, il nous semble essentiel de considérer la question des invariants et de la
reconstruction à partir de ces derniers.
2.5.2 Invariants, reconstruction et corps de définition
Considérons tout d’abord la question des invariants.
Pour les courbes hyperelliptiques de genre 3 en caractéristique 0, les invariants sont
donnés par Shioda [Shi67]. Il est peu probable que ces invariants soient entiers (au sens
d’Igusa) et il serait intéressant de trouver un système d’invariants absolus en toute ca-
ractéristique, comme en genre 2 (voir section 2.2.1).
Pour les courbes non hyperelliptiques de genre 3, les invariants séparent les orbites
et permettent donc à nouveau de classer les quartiques lisses à K¯-isomorphisme près.
En caractéristique 0, les invariants de Dixmier-Ohno ont été implantés en MAGMA par
Girard et Kohel qui les ont utilisés pour caractériser certaines strates pour les points de
Weierstrass [GK06]. Comme le remarquent ces auteurs il est également peu probable que
ces invariants soient entiers. À ce titre, il serait intéressant de comparer la réduction de
ces invariants modulo 2 à ceux que nous obtenons en caractéristique 2 dans [10]. Peut-on,
dans ce cas, trouver 6 générateurs explicites de F¯2(M3) ?
Pour toutes les applications eﬀectives que nous allons évoquer dans cette section, les
invariants de Dixmier-Ohno (ainsi que les nôtres en caractéristique 2) sont trop peu mal-
léables. La section précédente permet d’envisager une autre approche des invariants, en
deux étapes successives : la partie M3,2 où l’on regarde l’invariance de 7 points (ordon-
nés) du plan sous l’action de PGL2(K¯), puis la partie ﬁnie correspondant au revêtement
galoisien M3,2 → M3 de groupe Sp6(F2).
Considérons maintenant le problème de la reconstruction d’une courbe à partir de
ses invariants absolus.
Rappelons la situation en genre 2. En caractéristique 0, Mestre [Mes91a] a montré
qu’une obstruction arithmétique à la reconstruction d’une courbe à partir de ses in-
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variants absolus peut exister et que les corps de déﬁnition minimaux d’une courbe C
pouvaient être une extension quadratique du corps des modules (qui est ici aussi le corps
de déﬁnition des invariants absolus et le corps résiduel de M2 en le point C [Sek85]).
Il a aussi donné un algorithme pour reconstruire la courbe lorsque la caractéristique
du corps est diﬀérente de 2, 3 et 5 et le groupe des automorphismes réduit au groupe
engendré par l’involution hyperelliptique ι. La reconstruction dans les cas des groupes
d’automorphismes non triviaux en caractéristique 6= 3, 5 se trouve intégralement traitée
dans les travaux de [SV04] et [CQ05] et [CNP05]. Avec Reynald Lercier, nous avons
complété les cas manquants en caractéristique 3 et 5. Le cas le plus délicat fut le cas
générique (de groupe d’automorphismes 〈ι〉) pour lequel il nous a fallu construire de
nouveaux covariants pour remplacer ceux de [Mes91a] qui étaient soit nuls soit liés. Le
programme correspondant est disponible dans la version 2.15 de MAGMA (voir aussi
http://iml.univ-mrs.fr/~ritzenth/programming.html).
En genre 3 hyperelliptique, nous comptons appliquer des idées similaires au cas du
genre 2. La possibilité d’utiliser un raisonnement similaire est suggéré dans [Mes91a,
Rem.p.321]). Lorsque le groupe des automorphismes n’est pas réduit à 〈ι〉, de nombreux
cas sont traités de manière plus simple par la théorie des invariants diédraux [GSS05].
Le cas du genre 3 non hyperelliptique générique est quant à lui totalement ouvert :
il faudra attendre d’avoir de meilleurs invariants ou d’autres idées pour s’attaquer à ce
problème (peut-être l’approche en deux temps suggérée plus haut ?). En attendant, David
Kohel, Enric Nart et moi-même avons abordé les cas des groupes d’automorphismes non
trivaux sur les mêmes principes que loc. cit.. Ce faisant, nous étudions aussi le problème
des corps de déﬁnition. Certains cas découlent de propriétés générales :
– les corps de déﬁnition minimaux sont égaux au corps des modules lorsque le groupe
d’automorphismes est réduit à l’identité ou que le corps est ﬁni.
– En caractéristique 0 et pour une courbe C hyperelliptique de genre quelconque,
Shaska [Sha03] a montré qu’il n’y a pas d’obstruction si Aut(C)/〈ι〉 contient au
moins deux involutions. Il conjecturait que c’était aussi le cas si |Aut(C)| > 2.
Huggins [Hug07] montre que ceci n’est pas le cas pour une inﬁnité de genres mais
le cas du genre 3 reste vrai [GSS05].
– Huggins [Hug05] a aussi des résultats partiels dans les cas non hyperelliptiques.
À l’heure actuelle, il ne nous reste qu’un seul cas à traiter, celui où le groupe d’automor-
phisme est isomorphe à Z/2Z.
2.5.3 Automorphismes et tordues
Étant donnée une courbe C de genre g sur un corps K, nous souhaitons calculer ex-
plicitement un ensemble de représentants des classes de K-isomorphismes de ses tordues
(voir section 2.1.1 pour la déﬁnition des tordues). En genre 2, pour un corps ﬁni, nous
avons résolu cette question avec Lercier et implémenté ce calcul en MAGMA. Nous avons
utilisé pour cela les nombreux résultats disponibles ([CNP05], [CQ05], [CN07] et [SV04]).
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La mise en place d’un programme similaire en genre 3 demande au préalable la
connaissance des groupes d’automorphismes sur K¯.
– Dans le cas hyperelliptique, [NS04] traite de la caractéristique 2 et [GSS05] la carac-
téristique 0 (en fait diﬀérente de 2, 3 et 7 par les arguments classiques de [Roq70] et
[Gro71, XIII.2.12]). Il est facile de voir qu’en caractéristique 7, il existe une unique
exception (la courbe y2 = x7 − x) dont on connaît le groupe d’automorphismes.
– Dans le cas non hyperelliptique le résultat est connu en caractéristique 2 grâce
aux travaux de [Wal95] et en caractéristique 0 (en fait diﬀérente de 2 et 3) grâce
à ceux de nombreux auteurs : [Hen76], [Ver83], [MSSV02] et [Bar06]. À nouveau,
pour la caractéristique 3, une étude devra être entreprise. Remarquons que ce cas
n’est pas trivial puisque par exemple la quartique de Klein sur F¯3 admet comme
groupe d’automorphismes le groupe PSU3(F9) dont l’ordre dépasse la borne de
Riemann-Hurwitz. La question est de savoir si cette courbe est la seule exception.
Dans le cas des corps ﬁnis, une approche plus algorithmique peut être envisagée et ceci
en genre quelconque. Supposons pour simpliﬁer que C est une courbe non hyperelliptique
de genre g sur un corps ﬁni K, plongée canoniquement dans Pg−1. Soient K ′/K une
extension de degré m et σ ∈ Gal(K ′/K) l’automorphisme de Frobenius. Soit enﬁn un
K ′-automorphisme (nécessairement linéaire) A ∈ Mg(K ′) de C tel que
Aσ
m−1
. . . Aσ . . . A = Ig.
La détermination de la tordue de C relativement à A revient alors à chercher une solution
à l’équation matricielle Mσ = AM . Ceci peut s’eﬀectuer très eﬃcacement grâce à un
algorithme probabiliste [GH97]. Le problème se réduit donc à la détermination rapide
de générateurs du groupe des K¯-automorphismes pour le plongement canonique. Nous
travaillons sur cette question avec Heß.
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3 Classes d’isogénie des
jacobiennes des courbes de
genre 2
Dans ce chapitre, on s’intéresse à la question suivante : étant donnée une classe d’iso-
génie A de variétés abéliennes de dimension g sur un corps ﬁni k, A contient-elle la
jacobienne d’une courbe (absolument irréductible, lisse, projective) de genre g ? Depuis
Tate, on sait que la classe d’isogénie est déterminée par son polynôme de Weil f . On
souhaite donc, plus précisément, une caractérisation de ces classes en termes de proprié-
tés arithmétiques vérifées par les coeﬃcients de f . De tels résultats sont très fructueux :
ils permettent en particulier de répondre aux questions sur les courbes maximales (voir
Chap. 4) ou sur l’existence de diﬀérentes jacobiennes utiles en cryptographie (voir Sec.
5.3.2). Cependant, à notre connaissance, cette question n’est apparue pour la première
fois dans la littérature qu’en 1990 dans un article de Rück pour la dimension g = 2.
Si la dimension g = 1 est triviale, puisque toute courbe abélienne est une jacobienne,
le genre 2 promettait d’être moins facile : Serre avait trouvé pour une inﬁnité de corps
ﬁnis des obstructions à l’existence de jacobienne dans certaines classes d’isogénie. Nous
allons voir dans ce chapitre que la résolution complète de cette question pour g = 2 a
pris presque 20 ans et a requis l’utilisation de techniques très diverses. C’est pourquoi,
dans la partie 3.1, nous donnons un aperçu des diﬀérents arguments qui ont été mis en
œuvre dans la résolution du problème. Puis, dans la partie 3.2, nous caractérisons les
classes d’isogénie qui contiennent une variété abélienne principalement polarisée, ce qui
est une condition nécessaire à l’existence d’une jacobienne. Enﬁn dans la partie 3.3, nous
donnons la solution complète à la question, en étudiant les cas résiduels que sont les cas
non-simples et les cas simples supersinguliers.
Les genres 1 et 2 constituent les seuls cas où une réponse complète est connue. On ren-
voie à la partie 2.3 et au chapitre 4 pour les quelques informations disponibles pour
g = 3. Signalons, dans une autre direction, une question de Oort tout aussi fascinante,
et cependant encore ouverte : toutes les classes de k¯-isogénie de variétés abéliennes sur
un corps ﬁni k contiennent-elles une jacobienne ?
Notations et conventions pour le chapitre. Soit A une classe d’isogénie de
variétés abéliennes sur k. Par extension, on dit que A est simple, supersingulière, etc.
si un (tous les) élément de A a cette propriété. On note également End0(A) l’algèbre
End0(A) = End(A) ⊗ Q pour un élement A ∈ A quelconque. Dans le cas des surfaces
37
38 Chapitre 3. Classes d’isogénie en genre 2
abéliennes, on note Aa,b la classe d’isogénie sur k de polynôme de Weil
x4 + ax3 + bx2 + aqx+ q2.
Une surface abélienne (ou une classe) sera dite mixte si son p-rang est 1.
3.1 Présentation générale des résultats et méthodes
Nous présentons ici les arguments utilisés par diﬀérents auteurs pour la résolution de
la question en tête de chapitre. Pour faciliter la lecture, nous commençons par décrire
les classes d’isogénies en dimension 1 et 2 sur un corps ﬁni.
Remarque 3.1.1. Le mémoire de Master de M. Munsch sous ma direction traite de la
description des classes d’isogénie en dimension 3. On consultera également [Xin94] (mais
les résultats pour q = 8, 27 sont erronés) ainsi que la thèse de Saﬁa Haloui (en préparation
sous la direction d’Aubry).
3.1.1 Classes d’isogénie sur un corps fini
La première étape est la détermination des classes d’isogénie des variétés abéliennes
sur k. Celle-ci est obtenue en rendant explicites les résultats généraux de la théorie de
Honda-Tate (voir [Tat66],[Hon68][Wat69],[WM71],[Tat71]). Dans le cas de la dimension
1, les résultats ont été obtenus par [Wat69] sous la forme suivante : soit t la trace d’une
courbe elliptique E sur k.
1. Si pgcd(t, p) = 1 alors E est ordinaire. L’entier t peut prendre toutes les valeurs
premières à p dans l’intervalle −⌊2√q⌋ ≤ t ≤ ⌊2√q⌋ ;
2. Si p|t alors E est supersingulière. Les valeurs prises par t sont les suivantes
Condition sur n Condition sur p t
— ±2√q
n pair p 6≡ 1 (mod 3) ±√q
p 6≡ 1 (mod 4) 0
— 0
n impair p = 2, 3 ±p(n+1)/2
Dans le cas de la dimension 2, ceci fut l’objet de plusieurs articles successifs. Lorsque A
est une classe d’isogénie de surfaces abéliennes sur k, [Rüc90] a traité le cas où End0(A)
est un corps. Puis [Xin96] a considéré les cas supersinguliers en général (mais attention
certains cas sont manquants). Enﬁn [MN02, Lem.2.1,Th.2.9] termine la classiﬁcation
dont voici un résumé.
Théorème 3.1.2. Le polynôme f = x4 + ax3 + bx2 + aqx+ q2 ∈ Z[x] est un polynôme
dont les racines sont des nombres de Weil (c.-à-d. un entier algébrique dont la norme
pour tout plongement est
√
q) si et seulement si
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Table 3.1 – Conditions sur (a, b) pour être une surface abélienne supersingulière.
(a, b) Conditions sur p Conditions sur n L
(0, 0) p 6≡ 1 (mod 4)
{
n pair ou
n impair et p 6= 2 Fq2
(0, 0) p ≡ 1 (mod 4)
{
n pair, p 6≡ 1 (mod 8) ou
n impair et p 6= 2 Fq4
(0, q) p 6≡ 1 (mod 3) n impair Fq2
(0, q) p ≡ 1 (mod 3) n impair Fq6
(0,−q) p 6≡ 1 (mod 3)
{
n pair ou
n impair et p 6= 3 Fq2
(0,−q) p ≡ 1 (mod 3)
{
n pair, p 6≡ 1 (mod 12) ou
n impair et p 6= 3 Fq3
(±√q, q) p 6≡ 1 (mod 5) n pair Fq5
(±√5q, 3q) p = 5 n impair Fq5
(±√2q, q) p = 2 n impair Fq4
(0,−2q) n impair Fq2
(0, 2q) p ≡ 1 (mod 4) n pair Fq2
(±2√q, 3q) p ≡ 1 (mod 3) n pair Fq3
On note dans ce cas
∆ = a2 − 4b+ 8q, δ = (a+ 2q)2 − 4qa2.
C’est le polynôme de Weil d’une surface abélienne simple si et seulement si on est dans
l’un des trois cas suivants
• ∆ n’est pas un carré dans Z et vp(b) = 0 : c’est le cas ordinaire ;
• ∆ n’est pas un carré dans Z, vp(a) = 0, δ n’est pas un carré dans Zp et vp(b) ≥ n/2 :
c’est le cas mixte ;
• (a, b) appartient au tableau 3.1 : c’est le cas supersingulier. On a noté dans le
tableau L l’extension minimale sur laquelle Aa,b devient non-simple.
3.1.2 Jacobiennes et surfaces abéliennes
Lorsque q est petit, il est facile de voir que certaines classes d’isogénie ne contiennent
pas de jacobienne. Les résultats de Serre sur les courbes maximales en genre 2 ont ensuite
indiqué qu’il existe des obstructions à l’existence d’une jacobienne dans certaines classes
d’isogénie pour q arbitrairement grand (voir Th. 4.1.1). De nombreuses méthodes ont été
conçues pour résoudre le problème en dimension 2 dans sa totalité. Nous avons tenté de
les énumérer ci-dessous. Notons que ces méthodes sont parfois appliquées simultanément
et en combinaison avec des arguments de descentes et qu’elles peuvent être valables pour
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g ≥ 2.
Nous présentons tout d’abord les méthodes "élémentaires" qui ont souvent l’avantage
de donner des résultats constructifs.
1. Grâce à l’ordinateur, pour q petits, on énumère toutes les courbes sur k (ou mieux
les classes d’isomorphismes) et on calcule le polynôme de Weil de leur jacobienne.
Voir par exemple [MN02, Sec.5]. Ceci peut être rendu optimal en appliquant les
méthodes de reconstructions à partir des invariants puis le calcul des tordues, ce que
l’on sait faire pour g = 2 grâce aux programmes réalisés avec Lercier en MAGMA
(version 2.15).
2. Lorsque q est petit, on peut aboutir à des contradictions sur l’hypothèse d’existence
d’une courbe en montrant que son nombre de points rationnels serait négatif ou
plus petit sur une extension de k que sur k lui-même. Voir par exemple [Rüc90,
p.353] et [Lau01, Argument (2.2)].
3. En petites caractéristiques, on peut obtenir une caractérisation pour les classes
d’isogénie supersingulières. Pour p = g = 2 cela est fait dans [MN07] en utilisant
les calculs de fonctions zêta de [vdGvdV92b] et [vdGvdV92a]. On renvoie à la
partie 2.3 pour un résultat similaire lorsque g = 3. Pour p = 3 et g = 2, [How08]
propose également une solution eﬀective au problème. Pour cela, il montre, entre
autres, qu’en caractéristique 3 l’espace des modules grossier des triplets (C,E, φ)
(C une courbe de genre 2 supersingulière, E une courbe elliptique de j-invariant 0
et φ : C → E une application de degré 3) est un revêtement de degré 20 de l’espace
des modules grossier des courbes de genre 2 supersingulières.
4. On peut utiliser la structure des automorphismes de la courbe (ou, en combinaison
avec le théorème de Torelli (Th.4.1.4), de la variété abélienne principalement pola-
risée). Ainsi dans [MN02, Appendix], Howe montre que la classe A0,1−2q ne contient
pas de jacobienne. Au contraire, des résultats d’existence peuvent être obtenus pour
des familles supersingulières avec beaucoup d’automorphismes en calculant leurs
tordues (voir en genre 2 [MN07] qui utilise les familles supersingulières de [IKO86]
et la section 4.1.2 en genre 3).
Pour aller plus loin, on utilise le fait qu’une jacobienne est naturellement principalement
polarisée. Mieux, le diviseur de cette polarisation est absolument irréductible. Ainsi, si
(A, a) est la jacobienne d’une courbe, elle est absolument indécomposable. Rappelons
qu’une variété abélienne principalement polarisée (A, a) sur un corps K est indécompo-
sable s’il n’existe pas de variétés abéliennes principalement polarisées (A1, a1) et (A2, a2)
sur K telles que (A, a) ≃ (A1, a1)× (A2, a2). Inversement, puisque en genre 2 le diviseur
de la polarisation a est la courbe dont A est la jacobienne (généralisée), on obtient le
résultat suivant.
Théorème 3.1.3 ((Weil) [GGR05, Th.3.1]). Une surface abélienne principalement po-
larisée sur un corps K est de l’une des formes suivantes
(a) la jacobienne d’une courbe de genre 2 sur K ;
(b) le produit de deux courbes elliptiques sur K avec la polarisation produit ;
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(c) la restriction de Weil d’une courbe elliptique définie sur une extension quadratique
de K.
On dit qu’une classe d’isogénie A est principalement polarisable s’il existe une variété
abélienne principalement polarisée dans A. Le théorème de Weil nous montre en parti-
culier que si une classe d’isogénie est principalement polarisable et simple sur Fq2 alors
c’est la jacobienne d’une courbe. Le contrôle de la polarisation devient alors un facteur
déterminant.
5. Rück [Rüc90] utilise des constructions ad hoc de diviseurs de polarisations pour
montrer que si A = Aa,b est une classe d’isogénie déﬁnie sur k = Fp, telle que
End0(A) est un corps qui n’est pas une extension galoisienne de Q, et Z[(a+√d)/2]
est l’anneau des entiers de Q(
√
d), où d = a2 − 4b + 8p, alors A contient une
jacobienne.
6. Howe [How95],[How96] a développé une machinerie très eﬃcace pour déterminer
l’obstruction à l’existence d’une polarisation principale dans une classe d’isogénie.
Il exprime celle-ci en termes de l’annulation d’un élément d’un groupe construit à
partir du groupe de Grothendieck de la catégorie des schémas en groupes ﬁnis qui
peuvent être plongés dans les éléments de A. On renvoie à la partie 3.2 pour son
emploi dans le cas du genre 2.
Lorsque la classe d’isogénie A est non-simple (ou non-simple sur Fq2) d’autres techniques
sont utilisées.
7. Le premier résultat de ce type est la méthode "résultant 1" due à Serre [Lau01,
Lem.1] généralisée dans [HL03, Th.1(a)]. Si E1 et E2 sont deux courbes elliptiques
de trace respective t1 et t2 alors la classe d’isogénie de E1 ×E2 ne contient pas de
jacobienne si |t1 − t2| = 1.
8. Dans le cas où Eg ∈ A avec E/k une courbe elliptique ordinaire, Serre a développé
une équivalence de catégorie avec les modules hermitiens sur End(E) (sous de
bonnes hypothèses). On renvoie à [Ser85], [Lau02, Appendix] et à la partie 4.4
pour le cas g = 3. Dans le cas g = 2, en utilisant [Hof91], ceci permet de montrer
que lorsque E est de trace t tel que t2− 4q = −3,−4 ou −7, la classe de E ×E ne
contient pas de jacobienne.
9. Dans le cas Eg avec E supersingulière, on peut adapter la théorie précédente en tra-
vaillant avec des modules hermitiens quaternioniques. C’est la méthode employée
dans la section 3.3.2 combinée avec des arguments de descente.
10. Kani [Kan97] donne des conditions nécessaires et suﬃsantes pour recoller deux
courbes elliptiques le long de leur n-torsion pour n > 1. Ceci fut utilisé dans
[MV05, Th.8] pour résoudre le cas mixte. On renvoie à la section 3.3.1 pour les
détails. Remarquons que dans le cas n = 2, les méthodes sont explicites [HLP00,
Cor.6] : si E est une courbe elliptique de j-invariant diﬀérent de 0 et 1728 et p > 2
alors il existe toujours une jacobienne explicite isogène à E × E.
11. Ces arguments peuvent parfois être appliqués globalement. Pour le cas où la classe
est simple mais non-simple sur Fq2 , on compare le cardinal de l’ensemble des classes
42 Chapitre 3. Classes d’isogénie en genre 2
d’isomorphisme de surfaces abéliennes principalement polarisées dans A au cardi-
nal du sous-ensemble de celles qui sont produits de courbes elliptiques (avec la
polarisation produit) sur Fq2 . C’est la méthode employée dans [How04] pour mon-
trer qu’il n’existe pas de jacobienne dans la classe A0,2−2q lorsque p > 2. Elle fut
ensuite généralisée dans [Mai04] pour les classes A0,b lorsque |b| < 2q, p ∤ b et
lorsque 2q− b n’est pas un carré dans Z (c.-à-d. les classes ordinaires, simples mais
non-simples sur Fq2). Lorsque b 6= 1− 2q et b 6= 2− 2q, des bornes sur les nombres
de classes montrent qu’il existe toujours une jacobienne dans la classe A0,b. Voir
aussi [HN65], [Kan06] pour des résultats semblables dans le cas non-simple.
Nous donnons dans les deux tableaux suivants la solution complète du problème de
la caractérisation des classes d’isogénie qui ne contiennent pas de jacobienne pour g = 2.





















p-rang de A Conditions sur p et q Conditions sur s et t Arguments
— — |s− t| = 1 (7)
2 — s = t et t2 − 4q ∈ {−3,−4,−7} (8)
q = 2 |s| = |t| = 1 et s 6= t (1)
1 q carré s2 = 4q et s− t sans facteur carré (10)
p > 3 s2 6= t2 (10)
p = 3 et q qui n’est pas un carré s2 = t2 = 3q (3)
0 p = 3 et q carré s− t n’est pas divisible par 3√q (3)
p = 2 s2 − t2 n’est pas divisible par 2q (3)
q = 2 ou q = 3 s = t (1)
q = 4 ou q = 9 s2 = t2 = 4q (1)
Table 3.2 – Conditions pour que la classe d’isogénie non-simple A de polynôme de Weil (x2−sx+q)(x2− tx+q) ne contienne
pas de jacobienne. On suppose ici que |s| ≥ |t|.
p-rang de A Condition sur p et q Conditions sur a et b Arguments
— — a2 − b = q, b < 0 et
tous les diviseurs premiers de b sont 1 mod 3 (6)
2 — a = 0 et b = 1− 2q (4)
p > 2 a = 0 et b = 2− 2q (11)
p ≡ 11 mod 12 et q carré a = 0 et b = −q (9)
0 p = 3 et q carré a = 0 et b = −q (3)
p = 2 et q qui n’est pas un carré a = 0 et b = −q (3)
q = 2 ou q = 3 a = 0 et b = −2q (1)
Table 3.3 – Conditions pour que la classe d’isogénie simple A de polynôme de Weil x4 + ax3 + bx2 + aqx+ q2 ne contienne
pas de jacobienne.
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Si p > 3, l’ensemble des couples (a, b) tel que la classe d’isogénie de surfaces abéliennes
Aa,b contienne une jacobienne, est contenu dans le domaine borné de la ﬁgure 3.1.2 auquel
il faut retirer un sous-ensemble
– des ronds bleus (resp. noirs) pour lesquels Aa,b est supersingulière (resp. ordinaire) ;
– des courbes noires pour lesquels Aa,b est ordinaire ;
– des points de la courbes vertes pour lesquels Aa,b est mixte.
a











Figure 3.1 – Description des couples (a, b) pour les classes d’isogénie de surfaces abé-
liennes Aa,b qui contiennent une jacobienne sur Fq avec p > 3.
3.2 Existence d’une polarisation principale
Cette partie expose les résultats de [6] avec Everett Howe, Daniel Maisner et Enric
Nart.
Le but de l’article est de montrer le résultat suivant.
Théorème 3.2.1 ([6, Th.1]). Soit A une classe d’isogénie de surfaces abéliennes sur Fq
de polynôme de Weil f = x4+ax3+ bx2+aqx+ q2. La classe A n’est pas principalement
polarisable si et seulement si les trois conditions suivantes sont satisfaites
(a) a2 − b = q,
(b) b < 0 et
(c) tous les diviseurs premiers de b sont congrus à 1 modulo 3.
Esquissons la démonstration. Si A est non-simple, elle est principalement polarisable
et il est facile de vériﬁer qu’une au moins des conditions n’est pas satisfaite. On suppose
donc que A est simple. Soit π ∈ C une racine de f et K = Q(π). Le corps K est
soit totalement réel soit un corps CM, c.-à-d. une extension quadratique imaginaire
d’un corps totalement réel K+. On note x 7→ x¯ la conjugaison complexe. Le problème
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de l’existence d’une surface abélienne principalement polarisée dans A peut être résolu
grâce aux techniques développées par Howe. Plus précisément, les résultats d’existence
découlent du résultat suivant [How96, Th.1.1].
Théorème 3.2.2. Si K est totalement réel alors A est principalement polarisable. Sup-
posons que K est un corps CM. S’il existe un premier fini de K+ qui se ramifie dans
K/K+ ou un premier de K+ qui divise π − π¯ et qui est inerte dans K/K+, alors A est
principalement polarisable.
Dans le cas ordinaire, grâce à l’équivalence de catégories de [Del69], Howe peut af-
ﬁner son critère précédent [How95, Cor.11.4]. Cela lui permet de traiter également les
cas d’inexistence [How95, Th.13.3]. À sa suite, en utilisant simplement le théorème 3.2.2,
[MN02, Th.4.3] démontre le cas mixte sans diﬃculté car celui-ci est toujours principale-
ment polarisable. Dans l’article, nous franchissons le dernier obstacle en traitant le cas
supersingulier.
Soit A une classe d’isogénie de surfaces abéliennes supersingulières. Si A ∈ A n’est
pas simple sur Fq2 alors A est isogène à la restriction de Weil d’une courbe elliptique
E/Fq2 [6, Lem.4] et donc A est principalement polarisable. On suppose donc que la classe
A reste simple sur Fq2 (voir [MN02, Tab.1] ou le Th. 3.1.2). Si le polynôme de Weil est
réductible alors [K : Q] = 2 et, soit K est totalement réel, soit K est quadratique
imaginaire. Le théorème 3.2.2 permet de conclure. Dans les cas restants et à l’exception
du cas A0,−q, le théorème s’applique comme le montre le tableau ci-dessous.
(a, b) Conditions sur p et q Raison pour la polarisation
(0,−q) p ≡ 1 mod 3, q n’est pas un carré —
(0,−q) p ≡ 7 mod 12, q carré —
(0, 0) p ≡ 1 mod 4, q n’est pas un carré K/K+ est ramiﬁée en 2
(0, 0) p ≡ 5 mod 8, q carré K/K+ est ramiﬁé en 2
(0, q) p ≡ 1 mod 3, q n’est pas un carré K/K+ est ramiﬁée en 3
(±√q, q) p 6≡ 1 mod 5, q carré K/K+ est ramiﬁée en 5
(±√5q, 3q) p = 5, q n’est pas un carré K/K+ est ramiﬁée en 5
(±√2q, q) p = 2, q n’est pas un carré π − π¯ est divisible par un
premier inerte au-dessus de 2
Il reste donc à montrer que la classe A = A0,−q n’est pas principalement polari-
sable lorsque p ≡ 1 (mod 3). Aﬁn de rendre explicites les techniques de Howe décrites
dans [6, Th.6], on doit construire une polarisation (non principale) sur une surface abé-
lienne A ∈ A. Or, on peut montrer que A contient le noyau A de l’application trace
de ResF
q3/Fq
(E) → E, où E/Fq est une courbe elliptique de trace 0 et d’anneau des
endomorphismes l’anneau des entiers de Q(
√−q) [6, Sec.4]. On construit alors par des-
cente comme dans [How01, Sec.2.2] une polarisation a de degré 9 sur A. On applique
ﬁnalement le théorème suivant.
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Théorème 3.2.3 ([6, Th.6]). Soit A l’idéal de l’anneau des entiers de K+ tel que le
noyau ker(a) = O/AO. Soit ψ l’application d’Artin du groupe des idéaux de l’anneau
des entiers de K+ vers le groupe de Galois de K/K+ identifié avec {±1}. La classe
d’isogénie A est principalement polarisable si et seulement si ψ(A) = 1.
3.3 Classes d’isogénie et jacobiennes
Cette partie contient les résultats de [7] avec Everett Howe et Enric Nart.
L’article mentionné ci-dessus se scinde en deux parties distinctes : l’étude des classes
d’isogénie non-simples et l’étude des classes d’isogénie simples supersingulières qui sont
non-simples sur Fq2 . Chaque partie se divise en plusieurs sous-cas et nous ne donnerons
ici qu’un aperçu des principaux arguments utilisés. Nous invitons le lecteur a se reporter
à l’article pour plus de détails.
3.3.1 Cas non-simples
L’idée principale de cette section est d’utiliser les résultats de Kani [Kan97]. Soient
E1 et E2 deux courbes elliptiques sur k et m > 0 un entier. Soit ψ : E1[m]→ E2[m] un
isomorphisme de schémas en groupes sur k qui est une anti-isométrie par rapport aux












Soit A la surface abélienne (E1 × E2)/Graphe(ψ) et ϕ : E1 × E2 → A l’isogénie









On peut montrer [Mil86, Prop.16.8] que le morphisme induit a est une polarisation prin-
cipale. Inversement, toute polarisation principale sur une surface abélienne non-simple
est induite de cette manière pour un certain m. On dira que l’on a "recollé les Ei le
long de leur m-torsion". Kani a donné un critère pour que (A, a) soit géométriquement
indécomposable. Nous le rappelons ici lorsque m est premier (dans l’article, on utilise
aussi le cas m = 4).
Théorème 3.3.1 ([Kan97, Th.3]). Soient m premier, E1, E2 et ψ comme ci-dessus.
Alors (E1×E2)/Graphe(ψ) n’est pas une jacobienne si et seulement s’il existe un entier
0 < i < m et une isogénie géométrique ϕ : E1 → E2 de degré i(m−i) tel que iψ = ϕ|E1[m].
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Soit A une classe d’isogénie non simple contenant le produit E1×E2 de deux courbes
elliptiques sur k. Si la classe n’est pas supersingulière alors soit E1 est isogène à E2 sur
k, soit isogène après une extension de degré 2, 3, 4, 6, soit géométriquement non-isogène.
Ces cas sont traités successivement par la méthode de Kani et divers arguments de la
partie 3.1 [7, Sec.5,6,7]. Par exemple, dans le cas où E1 et E2 sont géométriquement
non-isogènes, il suﬃt de produire une anti-isométrie entre les Ei[m]. Dans la plupart des
cas, m 6= p et Ei[m] est engendré comme module galoisien par un seul élément. Ainsi les
modules galoisiens Ei[m] sont isomorphes si et seulement si les traces des deux courbes












soit commutatif. En modiﬁant ψ par [ℓ], on modiﬁe r par des carrés modulo m. S’il existe
un endomorphisme de Ei d’un degré qui n’est pas un carré modulo m, on peut toujours
se ramener au cas r ≡ −1 (mod m) et ψ est alors l’anti-isométrie recherchée. L’existence
de tels endomorphismes est équivalente à l’existence de premiers totalement décomposés
dans End0(Ei) qui ne sont pas des carrés modulo m [7, Lem.4.2].
Dans le cas où A est supersingulière, pour les résultats d’inexistence, on doit égale-
ment considérer certains schémas en groupes qui ne sont pas étales. On commence par
établir la proposition suivante en étudiant les modules de Dieudonné.
Proposition 3.3.2 ([7, Prop.8.1]). Supposons que p > 3 et que q est un carré. Soient
E1 et E2 des courbes elliptiques supersingulières sur Fq qui ne sont pas isogènes. Alors
leurs schémas en groupes E1[p] et E2[p] ne sont pas isomorphes.
Illustrons son utilisation. Notons ti la trace de la courbe elliptique Ei. Supposons que
t1 − t2 = √q. Alors, si on veut recoller les courbes Ei le long de leur m-torsion pour un
certain m, m divise t1 − t2 donc divise q. Mais les schémas en groupes Ei[p] ne sont pas
isomorphes, ceci est donc impossible.
La solution complète dans le cas non-simple est donnée par le tableau 3.2.
3.3.2 Cas simples supersinguliers
On suppose dans toute cette section que p > 3 et on noteK = k¯. L’idée de cette partie
est de réaliser des descentes sur des surfaces abéliennes supersingulières principalement
polarisées. Ceci se fait en plusieurs étapes :
1. La description géométrique des surfaces abéliennes supersingulières ;
2. La description des polarisations principales sur ces surfaces ;
48 Chapitre 3. Classes d’isogénie en genre 2
3. La descente de ces objets. Dans l’article, nous raisonnons en fait sur les tordues.
Le point de vue présenté ici est un peu diﬀérent et j’espère enrichissant pour le
lecteur.
Pour le premier point, on rappelle ci-dessous les résultats de Oort [Oor75]. Soit
E/Fp une courbe elliptique de trace 0. La courbe E est supersingulière et tous ses K-
endomorphismes sont déﬁnis sur Fp2 . Soient O = EndK(E) et B = O ⊗ Q l’algèbre des
quaternions sur Q de discriminant p. On note x 7→ x¯ l’anti-involution de B. Soit π l’en-
domorphisme de Frobenius de E sur Fp. On ﬁxe un isomorphisme entre E[π] et αp, où αp
est l’unique schéma en groupe local-local sur Fp. Ainsi, on peut identiﬁer HomK(αp, E)
avec EndK(αp) = K.
Le noyau de l’application de restriction
˜ : EndK(E)→ EndK(αp)
u 7→ u˜ = u|αp
est un idéal bilatère p de O au dessus de p, principal (engendré par π), de degré résiduel
2. Cette application induit un plongement naturel de O/p →֒ EndK(αp) = K d’image
Fp2 . Pour tout couple (i, j) ∈ K2, on note Aij la surface abélienne sur K donnée par le
diagramme suivant
0→ αp (i,j)→ E × E ψ→ Aij → 0. (3.1)
Il est facile de voir que
Aij = Ai′j′ ⇐⇒ (i, j)(αp) = (i′, j′)(αp)
⇐⇒ ∃a ∈ K∗ tel que (i′, j′) = a(i, j).
Ainsi l’ensemble des Aij (à l’exception de A00 = E × E) est paramétré par P1(K).
Rappelons la déﬁnition pour une variété abélienne A/K du a-nombre
a(A) = dimHom(αp, A).
Pour une surface abélienne supersingulière A, a(A) ∈ {1, 2}. On a alors le théorème de
classiﬁcation suivant.
Proposition 3.3.3 ([Oor75, Introduction, Th.2,Cor.7]). Soit A une surface abélienne
supersingulière sur K. L’entier a(A) = 2 si et seulement si A ≃ E × E. Au contraire,
a(A) = 1 si et seulement si A ≃ Aij pour (i : j) ∈ P1(K) \ P1(Fp2). De plus si a(A) = 1
alors a(A/αp) = 2.
On appellera le cas a(A) = 2 le cas principal et a(A) = 1 le cas non-principal.
Comme nous le verrons, ces dénominations proviennent de déﬁnitions sur les réseaux
quaternioniques hermitiens.
Remarque 3.3.4. On peut également donner une version arithmétique du résultat précé-
dent lorsque k = Fpn avec n pair. Dans ce cas, si A/k est isogène à E2 et
– si a(A) = 2 alors A ≃ E2 ;
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– si a(A) = 1 alors n > 2 et il existe (i : j) ∈ P1(k) \ P1(Fp2) tel que A ≃ Aij .
Pour le deuxième point (c.-à-d. la description de la polarisation), on procède comme
suit [7, Sec.11.3]. Soit a0 la polarisation produit de E×E. Dans le cas principal, si a est
une polarisation principale sur A = E × E, on considère H = a−10 a ∈ EndK(E × E) =
M2(O). Dans le cas non-principal, si ψ : E×E → A est l’isogénie de degré p donnée par
le diagramme (3.1) on considère H = a−10 ψˆaψ ∈ M2(O). Notons † l’endomorphisme de
M2(O) composé de la transposition et de l’involution sur les coeﬃcients. Cet endomor-
phisme correspond à l’involution de Rosati sur EndK(E2) par rapport à la polarisation
produit a0. Si a1, a2 sont deux polarisations principales sur E×E, elles sont isomorphes si








0 a2)φ = φ
†H2φ.
On a ainsi les équivalences suivantes.
Proposition 3.3.5 ([IKO86, Prop.2.8,Prop.2.14]). L’applications a 7→ H définit une
bijection entre l’ensemble des polarisations principales sur A et






∈ GL2(O), st− rr¯ = 1
}
;






∈M2(O), p2st− rr¯ = p
}
.
Dans les deux cas, deux polarisations principales a1, a2 sur A sont géométriquement
isomorphes si et seulement si leurs matrices Hi sont équivalentes, c.-à-d. il existe G ∈
GL2(O) tel que H1 = G†H2G.
On suppose maintenant, et jusqu’à la ﬁn, que q est un carré. C’est le cas le plus facile
car tous les K-endomorphismes et polarisations de E × E sont rationnels.
Le dernier point est la descente dont nous allons expliquer les grandes lignes. On renvoie
à la section 2.1.1 pour des rappels sur la notion de descente. Traitons les cas principaux
et non principaux simultanément en associant le symbole (0 : 0) au cas principal. Soit
A une surface abélienne supersingulière déﬁnie sur Fq. Après une extension de degré l
suﬃsant, on sait que A est Fql-isogène à E×E. Inversement, on suppose maintenant que
A est déﬁnie sur Fql , isogène à E
2, et on étudie les conditions de descente à Fq. Notons
σ ∈ Gal(Fql/Fq) l’automorphisme de Frobenius et f : A → Aσ un Fql-isomorphisme
correspondant à une donnée de descente. D’après la remarque 3.3.4, il existe un couple
(i : j) ∈ P1(Fql) ∪ {(0 : 0)} tel que le diagramme suivant
0 // αp










(iσ :jσ)// E × E ψ
σ
// Aσ // 0
(3.2)
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soit commutatif avec α ∈ AutK(E×E) = GL2(O) induit par f (ψ est un Fql-isomorphisme
dans le cas principal). Ainsi, A descend sur k si et seulement si
αl = 1 et α˜(i : j) = (iσ : jσ)
où l’action de α˜ ∈M2(Fp2) sur P1(K) est l’action projective usuelle (et α˜(0 : 0) = (0 : 0)).
On peut même contrôler la classe d’isogénie de la descente comme suit.
Proposition 3.3.6 ([7, Prop.12.2]). Soient A et B deux surfaces abéliennes définies
sur Fq, d’endomorphisme de Frobenius respectifs πA et πB. Soit µ : B → A un Fql-
isomorphisme et h ∈ Z[x] le polynôme caractéristique de α = µ−1µσ ∈ AutF
ql
(B). Si πB
agit comme un entier sur B alors le polynôme de Weil de A est π4Bh(x/πB).
Soit maintenant a une polarisation principale sur A/Fql . Celle-ci descend pour la










Avec les notations précédentes, la commutativité du diagramme est équivalente à l’égalité
α†Hα = H, c.-à-d. α est un automorphismes de la forme quaternionique H (on a utilisé
le fait que Hσ = H car q est un carré). Les groupes d’automorphismes possibles pour de
telles formes sont connus. Leur liste a été établie par Ibukiyama [Ibu89] et Hashimoto et
Ibukiyama [HI83] dans le langage des réseaux quaternioniques hermitiens. Ces derniers
se répartissent en deux genres, appelés principal et non principal. Après un travail de
traduction [7, Sec.11.2], on obtient le résultat suivant dans le cas non principal.
Théorème 3.3.7 ([Ibu89, Th.7.1]). Soit p ≥ 7 et notons Aut′(H) = Aut(H)/{±1} le
groupe réduit des automorphismes pour H ∈ Λnprinc. Ce groupe est isomorphe à l’un des
groupes suivant
Z/mZ pour m ∈ {1, 2, 3}, D2m pour m ∈ {2, 3, 6}, A4, S4, A5.
De plus le nombre de classes d’équivalence I(Γ′) de formes hermitiennes de groupe réduit
d’automorphismes Γ′ = D12, S4 ou A5 est donné par
I(D12) =
{
1 si p ≡ 5 (mod 12),
0 si p ≡ 1, 7, 11 (mod 12),
I(S4) =
{
1 si p ≡ 3, 5 (mod 8),
0 si p ≡ 1, 7 (mod 8),
I(A5) =
{
1 si p ≡ 2, 3 (mod 5),
0 si p ≡ 1, 4 (mod 5).
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Si p = 5, il n’existe qu’une seule forme H (sous l’équivalence précédente) et le groupe
réduit des automorphismes est isomorphe à PGL2(F5).
Remarque 3.3.8. Ce théorème est aussi utilisé dans notre article sous une forme un
peu diﬀérente. Soient f ∈ Z[x] un polynôme unitaire, Γ un sous-groupe de GL2(B) et Γf
l’ensemble des éléments de Γ dont le polynôme caractéristique réduit (en tant qu’élément







où h est le nombre de classes de Λnprinc et où les Γi sont les groupes d’automorphismes
des représentants des classes d’équivalence de Λnprinc. Pour chaque f , Ibukiyama ([Ibu89,
Th.2.2] et [HI83, II]) détermine une formule de masse pour les éléments dans Γf pour
tout Γ et tout f . Ainsi pour p ≥ 7 et f = x4 − x2 + 1, m(f) est strictement positive si
et seulement si p ≡ 5 (mod 12). Ceci est en accord avec le cas D12 du théorème 3.3.7.
En utilisant cette formulation, on dispose aussi de résultats dans le cas principal ([HI83,
I.§.5]). Pour le polynôme f ci-dessus on trouve en particulier que la masse est strictement
positive si et seulement si p ≡ 1 (mod 12).
Dans la suite, on note Et la classe d’isogénie de courbes elliptiques supersingulières
de trace t. Nous souhaitons illustrer l’idée générale pour la classe A0,−q avec p ≥ 7 (et q
carré). En utilisant les résultats de la partie 3.2, on peut supposer que p 6≡ 1 (mod 3),
sinon la classe n’est pas principalement polarisable. La classe A0,−q devient isogène à la
classe de E × E après une extension de degré 12 :















Fq6 E−2q3 × E−2q3
Fq2 Eq × Eq E2q × E2q
k = Fq A0,−q E ×E ∈ E±2√q × E±2√q
Décrivons tout d’abord les A ∈ A0,−q. Si a(A) = 2, on est dans cas principal et la
surface B = (E×E)/k est une tordue de A. La proposition 3.3.6 nous dit que, si A ∈ A,
alors elle provient de la descente de E2/Fq12 pour la donnée de descente
α ∈ AutK(B) = Aut(E × E) = GL2(O), telle que α4 − α2 + 1 = 0.
Si a(A) = 1, la condition est similaire pour le K-automorphisme α induit par le dia-
gramme 3.2.
Supposons maintenant que α est un tel automorphisme. Les conditions de descente sont
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• α12 = 1 qui est vériﬁée ;
• et, dans le cas non-principal, α˜(i : j) = (iσ : jσ) pour σ ∈ Gal(Fq12/Fq) l’auto-
morphisme de Frobenius. Une proposition élémentaire [7, Prop.12.4] montre qu’il
existe des éléments de P1(Fq12) \ P1(Fp2) qui satisfont cette condition.
Il existe donc toujours une surface abélienne A ∈ A0,−q avec a(A) = 1 et a(A) = 2 et
toute surface abélienne dans A0,−q provient des constructions ci-dessus.
On raisonne maintenant sur la polarisation d’une telle A.
• Dans le cas non-principal, le théorème 3.3.7 (ou la remarque 3.3.8) permet de
conclure qu’il existe une polarisation principale qui descend sur A si et seulement
si p ≡ 5 (mod 12). Si c’est le cas, comme a(A) = 1, cette variété est absolument
indécomposable et c’est donc une jacobienne.
• Dans le cas principal, on peut raisonner de même avec la remarque 3.3.8 pour
démontrer que A ne peut pas être une jacobienne. On peut également appliquer le
raisonnement suivant. Si A était la jacobienne d’une courbe C, alors α serait éga-
lement un automorphisme de JacC principalement polarisée et donc de la courbe
C. Or, un tel automorphisme satisferait α6 = ι et α2 6= ι où ι est l’involution
hyperelliptique de C. La classiﬁcation des groupes d’automorphismes des courbes
supersingulières de genre 2 [Igu60, §8] montre qu’il n’existe pas de courbe dont le
groupe des automorphismes contient un élément avec ces propriétés.
Remarque 3.3.9. La descente lorsque q n’est pas un carré est un peu plus compliquée car
les endomorphismes de E ne sont pas tous rationnels. On renvoie le lecteur à [7, Sec.13.2]
pour la manière d’adapter les raisonnements dans ce cas.
La solution complète dans le cas simple supersingulier est donnée par le tableau 3.3.
4 Obstruction de Serre
Pour une courbe sur un corps ﬁni, le nombre de points est certainement la donnée
la plus naturelle à étudier. Si l’on ﬁxe la courbe, c’est l’aspect algorithmique qui est
prédominant : comment calculer ce nombre rapidement. On peut aussi s’intéresser à des
questions globales : par exemple, étant donnée l’ensemble (ﬁni) des courbes (projectives,
absolument irréductibles, lisses) de genre g ≥ 0 sur un corps ﬁni Fq, quel est leur nombre
de points minimal, moyen ou maximal ? Cette dernière valeur, notée Nq(g), a été très
étudiée, en particulier en raison des applications à la théorie des codes correcteurs d’er-
reurs. Dans cette optique, on a beaucoup écrit sur les valeurs de Nq(g)/g lorsque g tend
vers l’inﬁni avec q ﬁxé. Dans ses cours à Harvard en 1985, Serre traite de cette question
mais inverse aussi les rôles et étudie le problème des valeurs de Nq(g) lorsque g est ﬁxé et
q varie. Si des résultats sont connus pour certaines valeurs, une formule donnant Nq(g)
en général n’est connue que pour g = 0, 1 et 2. Dans ce chapitre, nous nous intéresserons
au cas du genre 3 pour lequel les résultats ne sont que partiels (les résultats connus pour
g ≤ 3 sont résumés dans la partie 4.1).
Il est assez fascinant de voir que la progression dans les genres est à chaque fois
accompagnée de l’apparition d’un aspect totalement nouveau du problème, et pas seule-
ment d’une complexité calculatoire croissante. Ainsi, si l’on peut voir le genre 0 comme
un simple exercice de géométrie algébrique, le genre 1 est le premier cas d’application
de la théorie de Honda-Tate sur la caractérisation des classes d’isogénie des variétés
abéliennes. Avec le genre 2, il devient essentiel de considérer les polarisations et en par-
ticulier de montrer l’existence d’une polarisation principale absolument indécomposable.
Le chapitre 3 illustre ce principe et répond plus généralement à la question de la carac-
térisation des classes d’isogénie de surfaces abéliennes qui contiennent une jacobienne.
En genre 3 (comme en genre 2 et contrairement au genre 4 ou plus), l’existence d’une
telle polarisation est toujours nécessaire et suﬃsante pour être géométriquement une ja-
cobienne. Par contre, contrairement au genre 2, une obstruction à être une jacobienne
sur le corps de base apparaît. Elle est observée pour la première fois par Serre qui no-
tait en 1983 : "Le théorème de Torelli s’applique de façon moins satisfaisante (on doit
extraire une mystérieuse racine carrée . . . )." En 2003, dans une lettre à Top, il formule
une stratégie pour déterminer cette mystérieuse racine carrée. Son idée, inspirée par des
résultats d’Igusa (Th. 4.2.6) et une formule de Klein (Th. 4.3.10), était qu’il n’y a pas
d’obstruction si et seulement si la valeur d’une certaine forme modulaire, notée χ18, est
un carré sur le corps. La contribution des papiers résumés dans ce chapitre s’inscrit dans
cette stratégie. Dans la partie 4.2, nous validons les assertions de Serre pour une famille
de courbes de dimension 3. Cet article nous a permis de formuler clairement le problème
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et de déterminer certaines des constantes qui n’étaient pas explicites dans la lettre de
Serre. Le second article, présenté dans la partie 4.3, résout le problème en général. Il
nous paraît toutefois intéressant de rappeler certains des arguments du premier article
car l’approche "basique" qu’on y trouve peut être généralisée et éventuellement donner
d’autres formules algébriques intéressantes. La partie 4.4 montre comment déterminer
explicitement l’obstruction et en déduire des valeurs de Nq(3).
Malgré ces progrès, on est encore loin d’une formule globale pour Nq(3). On trou-
vera dans la dernière partie 4.5 quelques pistes pour attaquer cette question délicate.
Nous y avons également intégré un projet de recherche algorithmique sur les liens ex-
plicites entre la courbe et sa jacobienne car ceci permet d’obtenir des modèles pour les
courbes considérées. Certaines des questions qu’on y trouve ne se limitent pas au genre 3.
Notations et conventions pour le chapitre. Lorsque nous parlerons d’une "courbe
de genre g", nous sous-entendrons une courbe absolument irréductible, projective et lisse.
Étant donné un entier g, on notera Nq(g) le nombre maximum de points d’une courbe
de genre g sur Fq. On notera également m l’entier ⌊2√q⌋ et on dira d’une courbe de
genre g sur Fq qu’elle a un défaut a ≥ 0 si son nombre de points est 1 + q + gm − a.
En particulier une courbe de défaut 0 est une courbe optimale (avec la déﬁnition de la
partie 2.3). On notera aussi {x} la partie fractionnaire d’un réel x.
Pour les trois parties concernant les articles, nous avons utilisé les constantes et les
notations de l’article le plus récent.
4.1 Courbes maximales en genre g ≤ 3
Nous rappelons dans cette partie les valeurs ou les meilleures estimations connues
de Nq(g) lorsque g ≤ 3. Pour certaines de ces valeurs et d’autres lorsque g ≤ 50, nous
renvoyons le lecteur à [vdGvdV] ou au site web que nous avons créé avec Gerard van der
Geer, Everett Howe et Kristin Lauter : http://www.manypoints.org.
4.1.1 Les cas de genre 0, 1, 2
Le cas g = 0
Toute courbe de genre 0 est isomorphe à une conique plane lisse (il suﬃt d’utiliser le
théorème de Riemann-Roch avec l’opposé du diviseur canonique). Sur un corps ﬁni Fq,
le théorème de Chevalley-Warning [Ser77, Chap.I.§.2] permet de montrer qu’une conique
a un point rationnel. Elle est donc isomorphe à P1 et Nq(0) = #P1(Fq) = q + 1.
Le cas g = 1
Le théorème suivant est un résultat classique dû à Deuring [Deu41] (voir aussi
[Wat69]).
Théorème 4.1.1. L’entier Nq(1) est égal à q+1+m sauf si n ≥ 3 est impair et p divise
m auquel cas Nq(1) = q +m.
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Autrement dit sur Fpn , il existe toujours une courbe de genre 1 optimale sauf si
q 6= 2, 3, n est impair et p divise m auquel cas il n’existe pas de courbe de genre 1
optimale mais une courbe avec un défaut 1.
Le cas g = 2
C’est un résultat dû à Serre [Ser83],[Ser85]. On renvoie au chapitre 3 pour le problème
plus général des classes d’isogénie qui contiennent une jacobienne.
Théorème 4.1.2. Si n est pair et q 6= 4, 9 alors Nq(2) = q+1+2m. De plus N4(2) = 10
et N9(2) = 20. Si n est impair alors Nq(2) = q+1+2m sauf si p|m ou si q peut s’écrire




2 et Nq(2) = q + 2m− 1 sinon.
Ainsi, sauf si q = 4, il existe toujours une courbe de genre 2 sur Fq de défaut a ≤ 2.
4.1.2 Le cas g = 3
Théorème de Torelli arithmétique
Rappelons tout d’abord le résultat d’Oort et Ueno [OU73] en dimension 3.
Théorème 4.1.3. Soit (A, a) une variété abélienne de dimension 3 principalement po-
larisée sur un corps K algébriquement clos. Si (A, a) est indécomposable alors (A, a) est
la jacobienne d’une courbe de genre 3.
Le résultat est donc similaire au genre 2 et on pourrait espérer obtenir une formulation
arithmétique comme dans le théorème 3.1.3. Néanmoins, la situation n’est pas aussi
simple comme le montre le résultat suivant [Lau02].
Théorème 4.1.4. Soit (A, a) une variété abélienne principalement polarisée de dimen-
sion g ≥ 1 sur un corps K. Supposons que (A, a) soit K¯-isomorphe à la jacobienne d’une
courbe C0 de genre g définie sur K¯.
– Si C0 est hyperelliptique, il existe une unique courbe C/K de genre g K¯-isomorphe
à C0 telle que (A, a) soit isomorphe à (JacC, j) où j est la polarisation canonique
de JacC.
– Si C0 n’est pas hyperelliptique, il existe une unique courbe C/K de genre g K¯-
isomorphe à C0 et un unique caractère quadratique
ǫ : Gal(Ksep/K)→ {±1}
tels que la variété abélienne tordue par ǫ, notée (A, a)ǫ, soit isomorphe à (JacC, j).
Le caractère ǫ est trivial si et seulement si (A, a) est isomorphe à la jacobienne
d’une courbe de genre g.
La notation (A, a)ǫ se comprend comme suit. La variété (A, a)ǫ est la tordue quadra-
tique de (A, a) pour le caractère ǫ si, sur une extension au plus quadratique L de K, il
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existe un isomorphisme φ : (A, a) → (A, a)ǫ tel que pour tout σ ∈ Gal(Ksep/K) on ait





appellera ainsi, au choix, obstruction de Serre la caractère ǫ ou l’entier d.
Remarque 4.1.5. Il est diﬃcile de trouver l’origine exacte de ce résultat. Dans les notes
à Harvard [Ser85, 69], Serre indique "Oort +". On trouve eﬀectivement chez Oort (mais
en 1991) [Oor91a, Lem.5.7] un théorème proche. Sekiguchi a travaillé sur cette question
mais après deux errata, dans [Sek86], il ne donne ﬁnalement que l’existence du modèle
C/K mais ne parle pas du caractère ǫ. On trouve également mention de ce résultat dans
[Maz86, p.236].
Ainsi, dès le genre 3, une courbe pouvant être non hyperelliptique, il peut exister une
obstruction à ce que (A, a) déﬁnie sur K soit une jacobienne sur K. Cette dichotomie
entre le cas hyperelliptique et non hyperelliptique est la conséquence de la théorie de la
descente (section 2.1.1) et du théorème de Torelli [Mat58, p.790-792] selon lequel
Aut(JacC, j) ≃
{
Aut(C) si C est hyperelliptique
Aut(C)× {±1} si C est non hyperelliptique.
Regardons ce qu’il se passe lorsqu’on cherche à appliquer les techniques du chapitre 3
dans le cas du genre 3. Pour démontrer l’existence d’une courbe avec un nombre de points
N sur un corps ﬁni Fq, la plupart des méthodes en genre 2 montrent l’existence d’une
"bonne" variété abélienne dans une certaine classe d’isogénie (ici une pour laquelle la
trace du Frobenius est t = 1+q−N). Supposons cette étape acquise, ce qui en dimension
2 ou 3 revient à démontrer l’existence d’une variété abélienne (A, a) principalement
polarisée absolument indécomposable dans cette classe. Alors qu’en dimension 2, cela
permet de conclure directement à l’existence d’une courbe de genre 2 avec N points, un
tel résultat n’est plus vrai en dimension 3, car il se peut que ce soit la tordue quadratique
de (A, a) qui soit une jacobienne et alors le nombre de point sur la courbe serait (1+q+t).
En particulier, si l’on cherche à construire une courbe avec beaucoup de points (c.-à-d.
avec t≪ 0), on peut obtenir une courbe avec très peu de points. Ceci explique la valeur
absolue dans le résultat suivant.
Théorème 4.1.6 ([Lau02, Th.3]). Quel que soit le corps fini Fq, il existe une courbe de
genre 3 sur Fq telle que
|#C(Fq)− q − 1| ≥ 3m− 3.
Ce théorème est établi au moyen de raﬃnements de la méthode (8) de la section 3.1
(voir aussi la partie 4.4). Nous allons le préciser un peu dans les paragraphes suivants.
Les résultats négatifs
Tout comme en genre 2, les arguments du chapitre 3 peuvent toutefois montrer que
certaines courbes ne peuvent exister. Ainsi
1. Il n’existe pas de courbe de genre 3 optimale si q est de la forme suivante
(a) x2 + r avec x entier, r = 1 ou 2 et r ≤ x ;
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(b) x2 + x+ r avec x entier, r = 1 ou 3 et r ≤ x.
Ces résultats [Lau02, Th.1,2] proviennent de l’inexistence de certaines formes her-
mitiennes pour les discriminants −4,−8,−3 et −11 (dans l’ordre des r ci-dessus).
2. Il n’existe pas de courbe de genre 3 avec un défaut 1. Ceci est une simple application
de l’argument (7) de la partie 3.1.
3. Il n’existe pas de courbe de genre 3 avec un défaut 2 si q est de la forme x2+x+ r
avec r = 1 ou 3 et r ≤ x.
Les résultats partiels
Pour passer outre l’obstruction de Serre et se rapprocher un instant des résultats en
genre 2, on déﬁnit le défaut relatif a ≥ 0 d’une courbe C de genre 3 comme l’entier a
tel que |#C(Fq)− q − 1| = 3m− a. Si a est le plus petit entier pour lequel il existe une
courbe C/Fq de genre 3 telle que |#C(Fq)−q−1| = 3m−a, on appelle a le défaut relatif
minimal. En particulier Nq(3) ≤ 1+ q+3m− a. Avec ces déﬁnitions, on peut préciser le
théorème 4.1.6 sous la forme suivante [Lau02, Th.1,2,3].
1. si q = x2 + r avec x entier, r = 1 ou 2 et r ≤ x alors le défaut relatif minimal est
2 ;
2. si q = x2 + x+ r avec x entier, r = 1 ou 3 et r ≤ x alors le défaut relatif minimal
est 3 ;
3. Dans les autres cas, si m est premier à p alors le défaut relatif minimal est 0. Si
p|m, il existe une courbe C/Fq de genre 3 telle que |#C(Fq)− q − 1| = 3m− 3.
La situation est claire sauf dans le troisième cas lorsque p|m. Pouvons nous préciser la
situation dans ce cas ?
Rappelons tout d’abord la structure de la jacobienne des courbes de genre 3 de défaut
relatif a ≤ 2 [Lau01]. Lorsqu’une courbe C de genre 3 est de défaut relatif 0, sa jacobienne
est isogène à E3, où E est une courbe elliptique de trace ±m. En eﬀet, on peut montrer
(voir la démonstration de [13, Cor.4.2]) qu’il n’existe pas de variété abélienne simple sur





(x− αi)(x− α¯i) =
3∏
i=1
(x2 + six+ q)
le polynôme de Weil de la jacobienne d’une courbe C de genre 3 avec un défaut relatif 2.
En utilisant [Lau01, Tab.1] et [HL03, Th.1] on a les possibilités suivantes pour les valeurs
des si :
Cas si Condition
1 ±m,±m,±(m− 2) —
2 ±m,±(m+√3− 1),±(m−√3− 1) {2√q} ≥ √3− 1
3 ±(m+ 1− 4 cos2 pi
7
),±(m+ 1− 4 cos2 2pi
7
),±(m+ 1− 4 cos2 3pi
7
) {2√q} ≥ 1− 4 cos2 3pi
7
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Si n est pair, il existe une courbe elliptique supersingulière E de trace ±m. Le résultat
[Ibu93, Th.3] donnant l’existence d’une polarisation principale absolument indécompo-
sable sur E3 lorsque p est impair, le défaut relatif minimal est 0. Lorsque p = 2, le
théorème 2.3.5 montre que le défaut relatif minimal est aussi zéro sauf si q = 4 ou
q = 16, cas pour lesquels le défaut relatif minimal est 3.
Si n est impair, le tableau des traces de courbes elliptiques de la section 3.1.1 montre
qu’il n’existe pas de courbe supersingulière de trace ±m sauf si q = 2 ou 3. Puisque
2 = 12 + 1, le défaut relatif minimal est 2 (mieux, il existe une courbe de genre 3 sur F2
de défaut 2). De même puisque 3 = 12 + 1+ 1, le défaut relatif minimal est 3 (mieux, il
existe une courbe de genre 3 sur F3 de défaut 3). Supposons donc q > 3. Il n’existe alors
pas de courbe de genre 3 de défaut relatif 0 ou qui appartienne au cas 1 ou 2 du tableau
ci-dessus. Le cas 3 correspond à une variété abélienne absolument simple (et même or-
dinaire ici) et [How96, Th.1.2] montre que cette classe est principalement polarisable.
Ainsi si {2√q} ≥ 1 − 4 cos2 3π7 , le défaut relatif minimal est 2, sinon il est égal à 3. On
obtient ainsi l’analogue du théorème 4.1.2, à l’obstruction près.
Proposition 4.1.7. Si n est pair et q 6= 4, 16 alors le défaut relatif minimal est 0. Si
q = 4 ou 16, il est égal à 3. Si n est impair, le défaut relatif minimal est 0 sauf si
• q = x2 + r avec x entier, r = 1 ou 2 et r ≤ x pour lequel le défaut relatif minimal
est 2 ;
• ou si q = x2 + x+ r avec x entier, r = 1 ou 3 et r ≤ x pour lequel le défaut relatif
minimal est 3 ;
• ou si p | m pour lequel le défaut relatif minimal est 3, sauf si {2√q} ≥ 1−4 cos2 3π7
pour lequel il est égal à 2.
Remarque 4.1.8. Rybakov [Ryb08] a obtenu une "quasi-caractérisation" de l’existence
d’une polarisation principale absolument indécomposable dans le cas d’un produit B×E
d’une surface abélienne absolument simple B et d’une courbe elliptique ordinaire E. Ses
résultats n’étant pas encore publiés nous les rappelons ici et en tirons une conséquence
élémentaire.
Soit χB = x4+ax3+ bx2+ qax+ q2 et χE = x2− tx+ q les polynômes de Weil respectifs
de B et E. Soit K+ l’extension quadratique réelle de Q déﬁnie par P = x2+ ax+ b− 2q
et K = End0(E). On note δ et ∆ les discriminants respectifs de K+ et K.
Définition 4.1.9. On dit qu’un premier ℓ 6= p et 2 est exceptionnel si
• ℓ divise P (t) ;
• χE est irréductible modulo ℓ ;
• ℓ2 divise a2 − 4b+ 8q ;
• ℓ ne divise pas δ.
Le premier 2 est exceptionnel si
• t est impair ;
• 4 divise a+ b+ 1− 2q ;
• 2 ne divise pas δ.
On a alors le théorème suivant.
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Théorème 4.1.10. S’il existe dans la classe d’isogénie de B×E une variété abélienne prin-
cipalement polarisée et absolument indécomposable, alors une des conditions suivantes est
réalisée :
1. Il existe un premier ℓ non-exceptionnel qui divise P (t) ;
2. Il existe des premiers exceptionnels ℓ1, . . . , ℓm, des idéaux premiers p1, . . . , pm, des
entiers naturels α1, . . . , αm tels que p
α1
1 · · · pαmm est un idéal premier de K+ engendré
par un élément totalement positif et ℓαi |P (t) pour tout i ;
3. p divise P (t).
Inversement, il existe dans la classe d’isogénie de B × E une variété abélienne avec
une polarisation absolument indécomposable si l’une des conditions (2), (3) ou (4) est
satisfaite avec (4) la condition suivante
4. Il existe un premier non exceptionnel ℓ divisant P (t) et
• si χE ≡ (x− α)2 (mod ℓ) alors ℓ2|χE(α) ;
• si ∆ = −ℓ et ℓ ≡ 3 (mod 4) alors χE 6≡ (x− α)2 (mod ℓ) pour tout α.
Si p 6= 2, 3, p ∤ m et si {2√q} ≥ √3 − 1, le critère [HZ02] montre que le cas 2
correspond au produit d’une courbe elliptique ordinaire et d’une surface abélienne or-
dinaire absolument simple. Des calculs élémentaires montrent alors qu’il existe dans la
classe d’isogénie de B ×E une variété abélienne principalement polarisée et absolument
indécomposable.
Les résultats positifs
Pour les petites valeurs de q, on renvoie à [Top03] ainsi qu’à www.manypoints.org
qui complète ces résultats et corrige les modèles de courbes pour p = 41 et p = 47.
Commençons par les cas n pairs pour lesquels nos connaissances sont plus complètes.
• Si p = 2, le corollaire 2.3.6 montre qu’il existe une courbe optimale de genre 3 sur
F2n si n ≥ 6. De plus N4(3) = 1+q+3m−3 = 14 et N16(3) = 1+q+3m−3 = 38.
• Si p ≡ 3 (mod 4), on sait [Ibu93, p.2] qu’il existe une courbe optimale de genre
3. Cette courbe est hyperelliptique d’après les résultats de [Oor91a] mais n’est pas
explicite (voir toutefois [KTW09] pour des sous-cas explicites). De plus, la courbe
de Fermat x4 + y4 + z4 = 0 est optimale si n ≡ 2 (mod 4).
• Pour p ≡ 1 (mod 4) et n ≡ 2 (mod 4), Ibukiyama (loc. cit.) démontrer qu’il existe
aussi une courbe optimale. Dans tous les cas, la stratégie d’Ibukiyama est d’utiliser
les formules de masses sur les formes hermitiennes quaternioniques aﬁn de démon-
trer l’existence d’une variété abélienne principalement polarisée et absolumenent
indécomposable dans une certaine classe sur Fp. La variété et sa tordue quadra-
tique étant isomorphes sur Fp2 , il évite ainsi la question de l’obstruction de Serre.
Passons au cas n impair pour lequel la situation est plus fragmentaire.
– Si p = 2, on utilise les résultats de la section 2.4.4. Si m ≡ 1, 5, 7 (mod 8), il existe
une courbe optimale de genre 3 sur F2n . Sim ≡ 0, 2, 6 (mod 8), il existe une courbe
de genre 3 et de défaut 3 sur F2n , maximale si {2√q} < 1− 4 cos2(3π/7).
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– Si p = 3, [AT02] montre qu’il existe une courbe C de genre 3 sur F3n avec un
défaut inférieur à 21. Pour cela, les auteurs utilisent la famille de quartiques
x4 + y4 + z4 = (λ+ 1)(x2y2 + y2z2 + z2x2).
Comme remarqué par les auteurs, en utilisant [HLP00] (voir la section 4.2.2) et
la famille plus générale des quartiques de Ciani, on obtient un défaut inférieur
à 9. Tout récemment, Mestre [Mes] a utilisé une nouvelle famille, avec groupe
d’automorphismes S3, et obtient un défaut inférieur à 3. De plus, si n ≥ 7 et 3 ∤ m
alors il existe une courbe optimale sur F3n .
– Si p = 7, Mestre dans loc. cit. montre qu’il existe une courbe C de genre 3 sur F7n
avec un défaut inférieur à 9. De plus, si 3|m et −m est un carré non nul modulo
7, alors il existe une courbe optimale sur F7n .
– La stratégie de Serre mise en place dans [7’] (voir la partie 4.4) permet de vériﬁer
l’existence de certaines courbes optimales lorsque m2−4q = −7,−19,−43,−67 ou
−163 (voir aussi [AAMZ09] pour une approche plus directe dans le cas −19). On
obtient par exemple l’existence d’une courbe optimale de genre 3 pour les valeurs
q = 47, 61, 137, 277 et 233.
Remarquons que toutes ces méthodes utilisent des familles de courbes avec beau-
coup d’automorphismes et dont la jacobienne est isogène à un produit de courbes ellip-
tiques. Toutefois, aﬁn d’obtenir des résultats systématiques, on n’exploite pas complète-
ment les conditions algébriques obtenues. En caractéristique 2, par exemple, la remarque
2.4.6 indique qu’on peut espérer couvrir d’autres cas. De même, pour un corps K de
caractéristique diﬀérente de 2, dans le cas le plus simple de la section 4.2.2, c.-à-d.
E1 = E2 = E3 : y
2 = x(x − α)(x − β) avec α, β ∈ K, il existe une jacobienne isogène
à E31 si 3α + β ∈ K2. Ainsi, pour un q donné, si les résultats de la partie ne donnent
pas immédiatement la réponse, on peut souvent tenter de vériﬁer à la main si l’une des
conditions est remplie. Mestre [Mes] a ainsi obtenu des courbes optimales, dans la famille
qu’il considère, sur Fp pour p < 10000 dans 90% des cas.
4.2 Obstruction de Serre pour les quartiques de Ciani
Cette partie expose les résultats de l’article [8] obtenus avec Gilles Lachaud.
Pour une famille de dimension 3 de quartiques lisses (les quartiques de Ciani), l’article
[HLP00] avait trouvé une formulation algébrique de l’obstruction de Serre. En utilisant
les formules de duplication et de transformation des ThetaNullwerte (théorèmes 4.2.2 et
4.2.1), nous avons établi le lien entre cette condition et la forme modulaire χ˜18 (voir Th.
4.2.14). Ceci nous a permis de préciser la formule de l’obstruction selon Serre [8, Letter
to Top]. Nous commencerons par rappeler dans cette partie les éléments de théorie com-
plexe des variétés abéliennes dont nous aurons besoin dans les trois parties suivantes.
Puis nous donnerons notre formulation des résultats de [HLP00] et pour terminer des
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éléments de la démonstration que nous avons suivie.
Notations et conventions pour la partie. L’entier g est supérieur à 1.
4.2.1 Variétés abéliennes sur C et formes modulaires








où 1g est la matrice unité de taille g. Soit la matrice Ω ∈ Mg,2g(C), où les vecteurs
colonnes forment une base de Cg sur R. Cette matrice engendre un réseau Λ = ΩZ2g.
Soit Rg l’ensemble des matrices Ω ∈ Mg,2g(C) satisfaisant aux conditions de Riemann
Ω.Jg.
tΩ = 0 et 2i(Ω¯.J−1g .
tΩ)−1 > 0
(> 0 signiﬁant déﬁnie positive). On appelle une telle matrice une matrice des périodes.
Si Ω ∈ Rg alors le tore AΩ = Cg/ΩZ2g est une variété abélienne de dimension g munie
d’une polarisation principale j dont la première classe de Chern est représentée par la
forme hermitienne H = 2i(Ω¯J−1g tΩ)−1 [BL04, Lem.4.2.3].
Inversement, soit (A, a) une variété abélienne principalement polarisée déﬁnie sur
K ⊂ C. La matrice des périodes de (A, a) déﬁnie par les bases ω1, . . . , ωg du K-espace
vectoriel H0(A,Ω1A⊗K) et une base symplectique γ1, . . . , γ2g de H1(A,Z) pour la pola-

















On a Ω ∈ Rg et (A, a) est C-isomorphe à (AΩ, j).
Le groupe GLg(C) agit sur Rg à gauche par changement de base de Cg. Si on écrit
Ω = [Ω1 Ω2], où Ωi ∈ Mg(C),
on a W.[Ω1 Ω2] = [W.Ω1 W.Ω2] pour W ∈ GLg(C). Cette action induit un isomorphisme
entre les variétés abéliennes. En particulier, si on choisitW = Ω−12 alors AΩ est isomorphe
à Aτ = Cg/[τ 1g]Z2g avec τ = τ (Ω) = Ω
−1
2 Ω1. Avec ces notations, un matrice complexe
Ω ∈ Mg,2g(C) appartient à Rg si et seulement si τ (Ω) ∈ Hg où Hg est le demi-plan de
Siegel déﬁni par
Hg = {τ ∈Mg(C), tτ = τ, Im τ > 0}.
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On dit que τ est une matrice de Riemann. Le groupe symplectique Γg = Sp2g(Z) agit sur
Rg à droite par changement de base symplectique du réseau Λ. Si Ω ∈ Rg et M ∈ Γg,





= [Ω1A+Ω2C Ω1B +Ω2D].
Cette déﬁnition induit une action sur le demi-plan de Siegel : si τ ∈ Hg, on note
M.τ = (Aτ +B)(Cτ +D)−1.
Les deux actions sont liées par M.τ (Ω) = τ (Ω.tM).
Fonctions thêta et formes modulaires
Pour une approche plus moderne de la théorie des caractéristique thêta, on renvoie





un élément de Zg ⊕ Zg. Une
caractéristique est paire (resp. impaire) si ε1 ·ε2 ≡ 0 (mod 2) (resp. ε1 ·ε2 ≡ 1 (mod 2)).
Soit Sg l’ensemble des caractéristiques thêta paires à coeﬃcients 0 ou 1. Le cardinal de








Dε1 − Cε2 + (CtD)0
−Bε1 +Aε2 + (AtB)0
]
où P0 est une notation pour le vecteur diagonal d’une matrice carrée P .
Pour τ ∈ Hg et [ε] une caractéristique thêta, on déﬁnit la fonction thêta (de caracté-












t(n+ ε1/2) + 2iπ(n + ε1/2) · (z + ε2/2)
)
.












La fonction thêta de caractéristique [ε] étant paire (resp. impaire) si sa caractéristique
est paire (resp. impaire), les ThetaNullwerte sont nulles si [ε] est impaire. Ainsi, dans
la suite, lorsqu’on parle d’une ThetaNullwert, on supposera que la caractéristique de
celle-ci est paire.
Ces fonctions peuvent être vues comme certaines sections de ﬁbrés sur la variété
abélienne Aτ . Elles satisfont les deux formules ci-dessous qui traduisent respectivement
l’action d’un changement de base symplectique et le pull-back par l’isogénie Aτ/2 → Aτ .
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Proposition 4.2.1 (Formule de transformation [Igu72, V.§.2]). Pour M ∈ Γg






· j(M, τ)1/2 · θ[ε](τ) (4.1)
où κ(M)2 est une racine de l’unité ne dépendant que de M ,
j(M, τ) = det(Cτ +D)
et
φ[ε1,ε2](M) = ε1
tDBtε1 − 2ε1tBCtε2 + ε2tCAtε2 − 2(Dε1 − Cε2)t(AtB)0.


































On introduit maintenant les formes modulaires de Siegel analytiques (classiques selon
la terminologie de [vdG08]).
Définition 4.2.3. On appelle forme modulaire (de Siegel analytique) de poids h et de
genre g (pour le groupe Γg), une fonction holomorphe f : Hg → C telle que pour tout
τ ∈ Hg et tout M ∈ Γg on ait
f(M.τ) = j(M, τ)hf(τ).
De plus lorsque g = 1, on demande que f soit holomorphe en i∞.
On note Rg,h(C) l’espace vectoriel des formes modulaires de Siegel analytiques de
poids h et de genre g.
Les ThetaNullwerte ne sont pas des formes modulaires au sens ci-dessus (ce sont
des formes modulaires de poids 1/2 pour le sous-groupe de congruence Γg(4, 8) de Γg)
mais elles forment les briques élémentaires pour en construire, en utilisant des polynômes
symétriques pour le quotient Γg/Γg(4, 8). Dans la suite, nous aurons besoin des formes








Igusa [Igu67, Lem.10] a montré que pour g ≥ 3, le produit χ˜h est une forme modulaire
analytique de poids h pour Γg.
Remarque 4.2.4. L’utilité de la constante que nous introduisons dans la déﬁnition de χ˜h
apparaîtra plus tard.
Lorsque g = 2, χ˜10 n’est qu’une formule modulaire pour un sous-groupe de congruence
mais son carré est une forme modulaire pour Γ2.
Pour g = 3, nous aurons également besoin de la forme modulaire Σ˜140 ∈ R3,140(C)
qui est la fonction symétrique élémentaire de degré 35 en les puissances huitième des
ThetaNullwerte.
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Relation avec la jacobienne
Soit C une courbe de genre g sur un corps K ⊂ C. Classiquement, (JacC)(C) est un
tore Cg/Λ que l’on peut décrire comme H0(C,Ω1C ⊗K)∗/H1(C,Z) où à γ ∈ H1(C,Z),
on associe la forme linéaire η 7→ ∫γ η. Plus spéciﬁquement, si γ1, . . . , γ2g est une base de

















est une matrice des périodes pour JacC.
Les relations entre la courbe et sa jacobienne sont extrêmement riches. Les Theta-
Nullwerte donnant les coeﬃcients d’un plongement de la jacobienne dans P4
g−1 sont des
données fondamentales et il est donc important de savoir comment les obtenir en fonc-
tion des coeﬃcients de la courbe. Dans le cas hyperelliptique, il s’agit des formules de
Thomae (voir [Mum07], [Guà02, Th.11.1]). Inversement, la reconstruction de la courbe à
partir de sa jacobienne (polarisée) est théoriquement possible d’après le théorème de To-
relli. En genre 2 et 3 hyperelliptique, on a les formules dites de Rosenhain (voir [Wen03]
et [Wen01]). Pour le cas du genre 3 non hyperelliptique, nous renvoyons le lecteur à la
section 4.5.3.
Formes modulaires en dimension g ≤ 3
Notons Rg = ⊕hRg,h(C). La structure de ces C-algèbres sont connues pour les pe-
tites valeurs de g. Pour g ≤ 3, celle-ci est bien sûr très fortement connectée à la structure
des algèbres d’invariants classiques (voir la section 2.2.1).
En genre 1, l’algèbre R1 est engendrée par les deux séries d’Eisenstein de poids
respectifs 4 et 6
g˜2(τ) = 60 ·
∑
a,b∈Z\{0,0}




En genre 2, la structure et les générateurs de R2 proviennent de résultats d’Igusa [Igu62]
et [Igu64] (on renvoie aussi à [vdG08, p.200] pour des références plus complètes et une
démonstration). Enﬁn, en genre 3, Tsuyumine, [Tsu86] donne 34 générateurs explicites
construits à partir des ThetaNullwerte.
On connaît l’interprétation géométrique de certaines de ces formes modulaires. Par
exemple, en genre 1, notons ∆˜(τ) = g˜32 − 27g˜23 . C’est une forme modulaire (cuspidale) de
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Soit E : y2 = f(x) avec f un polynôme unitaire de degré 3, une courbe elliptique sur C de
matrice des périodes [Ω1 Ω2] pour la forme diﬀérentielle dx/(2y) et une base symplectique
de H1(E,Z). Soit δ le discriminant de f , comme déﬁni dans la section 2.2.1 (c’est −1/16







En genre 2, on a un résultat similaire [Gra88, Prop.2.5]. Soit C : y2 = f(x) une
courbe de genre 2 sur C avec f ∈ C[x] de degré 5 unitaire. Soit Ω = [Ω1 Ω2] une matrice
des périodes de JacC pour une base symplectique quelconque de H1(C,Z) et la base de










De plus, χ˜10(τ) = 0 si et seulement si (Aτ , j) est décomposable.




puissances huitièmes de ThetaNullwerte et le discriminant des courbes hyperelliptiques
[Loc94, Prop.3.2,3.3]. C’est une conséquence des formules de Thomae.
En genre 3, Igusa [Igu67, Lem.10,11] a montré le joli résultat suivant.
Théorème 4.2.6. Si τ ∈ H3, alors :
1. (Aτ , j) est décomposable si et seulement si χ˜18(τ) = Σ˜140(τ) = 0.
2. (Aτ , j) est la jacobienne d’une courbe hyperelliptique de genre 3 si et seulement si
χ˜18(τ) = 0 et Σ˜140(τ) 6= 0.
3. (Aτ , j) est la jacobienne d’une courbe non hyperelliptique de genre 3 si et seulement
si χ˜18(τ) 6= 0.
Klein [Kle90, Eq.118,P.462] a donné une relation entre la forme χ˜18 et le discriminant
des quartiques planes comme déﬁni dans la section 2.2.1. Nous donnons dans [3’] une
démonstration de cette formule avec la constante précise (voir Th. 4.3.10).
Remarque 4.2.7. En genre 3, il existe aussi une interprétation par les invariants irration-
nels [Giz07].
4.2.2 Quartiques de Ciani et les résultats de [HLP00]
Dans cette section, K désigne un corps de caractéristique diﬀérente de 2.
Quartiques de Ciani
Ciani [Cia99] a donné en 1899 une classiﬁcation des quartiques non singulières, basée
sur le nombre d’involutions dans le groupe des automorphismes. Pour
s =
a1 b3 b2b3 a2 b1
b2 b1 a3
 ∈ Sym3(K),
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on déﬁnit une quartique de Ciani Cs par le polynôme







Cette quartique n’est pas nécessairement lisse mais son groupe d’automorphismes a un
sous-groupe de la forme Z/2Z × Z/2Z engendré par
σ1(x, y, z) = (−x, y, z) et σ2(x, y, z) = (x,−y, z).
Lorsque la quartique est lisse c’est donc une courbe avec beaucoup d’involutions selon la
déﬁnition 2.4.1. Inversement,
Proposition 4.2.8 ([8, Prop.2.1]). Si C est une quartique plane lisse définie sur un
corps K (de caractéristique différente de 2) avec beaucoup d’involutions, alors il existe
une matrice s ∈ Sym3(K) telle que C soit isomorphe à Cs.
La démonstration donnée dans l’article est incomplète. Nous en donnons une nouvelle
version ci-dessous.
Démonstration. Soient M1,M2 les matrices dans GL3(K) de deux involutions non tri-
viales qui commutent. On a M2i = λiI3 avec λi ∈ K. Puisque det(Mi)2 = λ3i , chaque λi
est un carré dans K et on peut supposer que M2i = I3. De plus M1M2 = λM2M1. En
appliquant le déterminant, on a de nouveau λ3 = 1. Si λ = 1, les matrices Mi commutent
et donc se diagonalisent dans la même base. Après un changement de coordonnées, on
peut supposer que M1 et M2 sont projectivement équivalentes à
S1 =
−1 0 00 1 0
0 0 1
 et S2 =
1 0 00 −1 0
0 0 1
 .
Ceci montre qu’une équation de la quartique C dans ces coordonnées n’a que des mo-
nômes de degré pair et c’est donc une quartique de Ciani.
Il reste à montrer que λ = 1. Soit P une matrice telle que P−1M1P = S1 par exemple.
On peut écrire
(P−1M1P )(P−1M2P ) = S1(P−1M2P ) = λ(P−1M2P )(P−1M1P ) = λ(P−1M2P )S1.
Comme S1 agit par multiplication par −1 sur la première ligne ou sur la première colonne,
l’égalité précedente force λ à être égal à ±1. Mais −1 est impossible car λ3 = 1.
Remarque 4.2.9. Le cas de la caractéristique 2 est étudié à la section 2.4.2.
Nous souhaitons maintenant caractériser les matrices s pour lesquelles Cs est lisse.
L’exemple 2.2.4 nous donne une formule pour le discriminant de ces courbes.
Proposition 4.2.10 ([8, Prop.2.2]). Soit s ∈ Sym3(K) et ci = ajak − b2i le cofacteur de




On note S l’ensemble des matrices symétriques telles que ai 6= 0 et ci 6= 0 pour
1 ≤ i ≤ 3 et S× = S ∩GL3(K). La quartique Cs est lisse si et seulement si s ∈ S×.
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Les résultats de [HLP00]
La présentation matricielle ci-dessus nous permet de jeter un nouvel éclairage sur les
résultats de [HLP00, Sec.4]. Soient
Ei : y
2 = x(x2 − 4bix− 4ci), bi ∈ K, ci ∈ K∗,
trois courbes elliptiques et soit δi = b2i + ci. On suppose qu’il existe une racine carrée
ρ ∈ K∗ de δ = δ1δ2δ3 et on note A˜ l’ensemble des couples constitués d’un tel produit
A = E1 ×E2 × E3 et de ρ. À un élément (A, ρ) ∈ A˜ on associe une matrice
s(A, ρ) =
a1 b3 b2b3 a2 b1
b2 b1 a3
 ∈ S, ai = ρ/δi.
Inversement à s ∈ S, on associe l’élément de (A(s), ρ(s)) ∈ A˜ déﬁni par
Ei : y
2 = x(x2 − 4bix− 4ci), ci = ajak − b2i , (i = 1, 2, 3)
et ρ(s) = a1a2a3. Le lemme [8, Lem.2.2] montre que ces applications sont des bijections
réciproques.
Suivant [HLP00, Lem.13], on considère sur un triplet A = E1×E2×E3 comme ci-dessus
un sous-groupe isotrope maximal indécomposable et rationnel W de A[2] (il y en a 54).
En étiquetant les points de Ei[2](K¯) par
Qi = (0, 0), Pi = (2bi + ρi, 0), Ri = (2bi − ρi, 0),
on peut écrire W sous la forme
W =
{
(O,O,O), (O,Q2, Q3), (Q1, O,Q3), (Q1, Q2, O),
(P1, P2, P3), (P1, R2, R3), (R1, P2, R3), (R1, R2, P3)
}
.
L’application qui à (A,W ) fait correspondre (A, ρ1ρ2ρ3) ∈ A˜ est une bijection [8,
Lem.2.3]. Ainsi, à s ∈ S, on associe successivement (A(s), ρ(s)) puis (A(s),Wρ(s)). Notons
enﬁn A′(s) la variété abélienne principalement polarisée telle que A′(s) = A(s)/Wρ(s), la
polarisation principale étant induite par deux fois la polarisation produit sur A(s). La
proposition suivante est une reformulation de [HLP00, Prop.15].
Théorème 4.2.11 ([8, Th.2.1,2.2]). Pour tout s ∈ S× notons Cof(s) ∈ S× la matrice
des cofacteurs de s. Alors (JacCs, j) est isomorphe à A′(Cof(s)).
Inversement, A′(s) est isomorphe à la jacobienne d’une courbe (non hyperelliptique) si
et seulement si det s est un carré dans K∗.
La deuxième partie du théorème représente donc l’obstruction de Serre. Elle se déduit
aisément de la première partie et du lemme élémentaire suivant.
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Lemme 4.2.12. L’application s 7→ Cof(s) induit une suite exacte
1 −−−−→ {±1} −−−−→ GL3(K) Cof−−−−→ G×2(K) −−−−→ 1
avec
G×2(K) = {s ∈ GL3(K), det s ∈ K∗2}.
Remarque 4.2.13. L’obstruction de Serre est donc égale à det s. Dans [HLP00], elle est
égale à T = 64det s.
Dans le cas où s ∈ S \ S×, on a det(s) = 0 et A′(s) est la jacobienne d’une courbe
hyperelliptique [HLP00, Prop.14].
4.2.3 Interprétation analytique
Le dernier objectif de l’article était de comparer l’obstruction algébrique det s et χ˜18
sur A′(s). On suppose dans cette section que K ⊂ C.
Une expression liée à det s
Soit s ∈ S et
X(s) = 280(a1 a2 a3)
4 (c1 c2 c3)
2 det s = 280δ2 (c1 c2 c3)
2 det s.
Cette quantité est un carré si et seulement si det s est un carré. De plus, on a la relation
X(Cof(s)) = Disc(Cs)
2
qui, en prévision de la formule de Klein (Th. 4.3.10), semble être la bonne quantité à
considérer. En intégrant la forme diﬀérentielle dx/(2y) (et non pas dx/y comme dans
l’article), on a l’uniformisation suivante pour les Ei : y2 = x(x2 − 4bix− 4ci)


























avec [w1i, w2i] ∈ R1 et τi = w1iw2i ∈ H1. Après calculs des bi, ci et δi en ces termes, on
obtient [8, p.302]




















































R1 = (a + b+ c+ d)(a + b− c− d)(a − b− c+ d)(a − b+ c− d).
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L’expression de χ˜18 sur A
′(s)
Soit s ∈ S, nous souhaitons exprimer χ˜18 sur A′(s). Pour cela il nous faut
1. expliciter une matrice des périodes Ω′ de A′(s) = A(s)/Wρ(s) ;
2. exprimer les ThetaNullwerte sur A′(s) en fonction des θji.
Soit
Ω = [Ω1 Ω2] =
  w11 0 00 w12 0
0 0 w13
 w21 0 00 w22 0
0 0 w23

une matrice des périodes de A = E1×E2×E3 et τ = Ω−12 Ω1. Le groupeW =Wρ(s) ⊂ A[2]
étant symplectique, il existe une matrice N ∈ Γ3 qui transforme W en le sous-groupe
isotrope engendré par les w1i/2. Dans cette nouvelle base, le quotient par W est alors







[8, Prop.4.1] montre que Ω′ = ΩNH est une matrice des périodes de A′(s). Le calcul de
la matrice N est développé dans la section [8, Sec.4.2].
Pour le second point, on procède en trois temps.
1. Posons τ ′ = tNτ = 2τ (Ω′). On couple les 36 ThetaNullwerte (paires) qui ap-
paraissent dans le produit χ˜18(τ (Ω′)) = χ˜18(τ ′/2) de telle manière qu’on puisse
appliquer la formule de duplication (4.2). On obtient ainsi les expressions des pro-
duits de ThetaNullwerte en τ (Ω′) en termes des ThetaNullwerte en τ ′.
2. Pour chaque ThetaNullwert en τ ′, on applique la formule de transformation (4.1)
pour obtenir une expression en terme d’une ThetaNullwert en τ .















Les calculs sont réalisés en partie avec MAGMA et détaillés dans la section [8, Sec.4.3].
On obtient in fine le résultat attendu.






Ainsi A′(s) est une jacobienne si et seulement si χ est un carré dans K.
Remarque 4.2.15. Il serait intéressant d’adapter les arguments précédents pour des sous-
groupes isotropes maximaux de A[n] avec n > 2. On obtiendrait ainsi d’autres expres-
sions algébriques de l’obstruction de Serre.
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4.3 Obstruction de Serre : le cas général
Cette partie expose les résultats de [3’] obtenus avec Gilles Lachaud et Alexey Zykin.
Dans cette partie, nous montrons que l’expression de χ dans le théorème 4.2.14 re-
présente l’obstruction de Serre en général (Th. 4.3.7). Ce résultat est obtenu de manière
assez conceptuelle comme la conséquence de résultats généraux d’Ichikawa (Prop.4.3.3)
sur les formes χ˜h d’une part et sur la torsion des formes modulaires de Siegel géomé-
triques (Cor.4.3.6) d’autre part. Cela nous permet de montrer qu’il n’y a pas de géné-
ralisation simple de la stratégie de Serre lorsque g > 3. Un autre résultat de l’article
est de donner une démonstration nouvelle de la formule de Klein (Th. 4.3.10) en utili-
sant les morphismes naturels entre "formes modulaires de Siegel analytiques", "formes
modulaires de Siegel géométriques", "formes modulaires de Teichmüller" et "invariants".
Remarquons que, parallèlement à nos travaux, Meagher [Mea08] a développé dans sa
thèse une approche similaire de la stratégie de Serre.
4.3.1 Formes modulaires de Siegel et de Teichmüller
Les références sont [DM69],[Cha86], [FC90] et [vdG08]. Soient g ≥ 2 un entier et Ag
le champs des schémas abéliens principalement polarisés de dimension relative g. Soient
π : Vg −→ Ag le schéma abélien universel et π∗Ω1Vg/Ag −→ Ag le ﬁbré de rang g induit




Soient R un anneau commutatif et h un entier strictement positif. Une forme modulaire
de Siegel géométrique de genre g et de poids h sur R est un élément du R-module
Sg,h(R) = Γ(Ag ⊗R,ω⊗h).
On procède de manière similaire pour les courbes. Soient Mg le champs de courbes lisses
et propres de genre g. Soit π : Cg −→ Mg la courbe universelle et λ le ﬁbré inversible




Une forme modulaire de Teichmüller de genre g et de poids h sur R est un élément de
Tg,h(R) = Γ(Mg ⊗R,λ⊗h).
On suppose maintenant que R = K est un corps. Pour une variété projective lisse X
sur K, on note Ω1K [X] = H
0(X,Ω1X ⊗K) le K-espace vectoriel des formes diﬀérentielles
régulières sur X. Soit (A, a) ∈ Ag ⊗K une variété abélienne principalement polarisée de
dimension g sur K (resp. C ∈ Mg ⊗K une courbe de genre g sur K). On note
ωK[A] ≃
g∧
Ω1K [A] (resp. λK [C] ≃
g∧
Ω1K [C])
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le K-espace vectoriel des sections de ω (resp. λ) sur (A, a) (resp. C). Pour f ∈ Sg,h(K)
(resp. f ∈ Tg,h(K)), et ω une base de ωK [A] (resp. λ une base de λK [C]), on pose
f((A, a), ω) = f(A, a)/ω⊗h ∈ K, (resp. f(C, λ) = f(C)/λ⊗h ∈ K).
Ainsi, une forme modulaire déﬁnit une règle qui fait correspondre à tout couple
((A, a), ω) (resp. (C, λ)) un élément f((A, a), ω) ∈ K (resp. f(C, λ)) et qui ne dépend
que de la classe de K¯-isomorphisme du couple. Avec ces déﬁnitions, on a le résultat
suivant (voir par exemple [Ich96]).
Proposition 4.3.1. L’application de Torelli t : Mg −→ Ag, qui, à une courbe C, associe
sa jacobienne JacC avec sa polarisation canonique j, satisfait t∗ω = λ, et induit pour
tout corps K une application linéaire
t∗ : Sg,h(K) = Γ(Ag ⊗K,ω⊗h) −−−−→ Tg,h(K) = Γ(Mg ⊗K,λ⊗h).
Si C est définie sur K et f ∈ Sg,h(K), alors [t∗f ](C) = t∗[f(JacC, j)] c.-à-d. pour toute
base ω de ωK [JacC], on a
f((JacC, j), ω) = [t∗f ](C, λ) si t∗ω = λ.
Supposons maintenant R = K = C. On a alors un théorème de comparaison entre
les formes modulaires de Siegel géométriques et analytiques introduites à la section 4.2.1
[FC90, p. 141].
Proposition 4.3.2. Soient f ∈ Sg,h(C) et τ ∈ Hg. On pose
f˜(τ) = (2iπ)−gh · f(Aτ , j)/(dz1 ∧ · · · ∧ dzg)⊗h
où (z1, . . . zg) est une base canonique de Cg. L’application f 7→ f˜ est un isomorphisme
de Sg,h(C) vers Rg,h(C).
De plus, si f˜ ∈ Rg,h(C) et Ω = [Ω1 Ω2] est la matrice des périodes d’une variété abé-
lienne principalement polarisée (A, a) sur C définie par une base ωi de Ω1C[A] et une base
symplectique de H1(A,Z) pour a alors
f((A, a), ω1 ∧ · · · ∧ ωg) = (2iπ)gh · f˜(τ (Ω))
detΩh2
.
En particulier, à partir de la forme modulaire analytique χ˜h on déﬁnit une forme
modulaire géométrique notée χh. Le résultat suivant dû à Ichikawa est un des deux
résultats clés pour notre démonstration (voir [Ich96, Prop.3.4] et [Ich00]).
Proposition 4.3.3. Soit g ≥ 3. La forme modulaire de Siegel géométrique χh appartient
à Sg,h(Z). De plus, il existe une forme modulaire de Teichmüller µh/2 ∈ Tg,h/2(Z) telle
que
t∗(χh) = (µh/2)2. (4.3)
72 Chapitre 4. Obstruction de Serre
Remarque 4.3.4. La première partie découle de la rationalité des coeﬃcients du dévelop-
pement en série de Fourier de χh et de [FC90, V.1]. La seconde partie est une amélioration
de [Tsu91].
On suppose maintenant que gh est pair (sinon Sg,h(K) = {0}) et carK 6= 2. De
l’invariance de f dans la classe de K¯-isomorphisme du couple ((A, a), ω), on déduit le
second résultat essentiel pour la démonstration.
Proposition 4.3.5 ([3’, Cor1.2.2]). Soient (A, a) une variété abélienne principalement
polarisée de dimension g définie sur un corps K et f ∈ Sg,h(K). Soient ω1, . . . , ωg une
base de Ω1K [A] et ω = ω1 ∧ · · · ∧ ωg ∈ ωK [A]. Alors
f¯(A, a) = f((A, a), ω) (mod K∗h) ∈ K/K∗h
ne dépend pas du choix d’une base de Ω1K [A]. En particulier f¯(A, a) est un invariant de
la classe d’isomorphisme de (A, a).
Corollaire 4.3.6 ([3’, Cor[1.2.3]). On suppose g impair et f ∈ Sg,h(K). Soit (A′, a′)
une tordue quadratique non triviale de (A, a). Il existe c ∈ K \K2 tel que
f¯(A, a) = ch/2f¯(A′, a′).
Ainsi, si f¯(A, a) 6= 0, les représentants f¯(A, a) et f¯(A′, a′) n’appartiennent pas à la même
classe de K∗/K∗h.
4.3.2 Application à l’obstruction de Serre
En genre 3, avec les notations du paragraphe 4.2.1, on a le résultat suivant qui
généralise le théorème 4.2.14.
Théorème 4.3.7 ([3’, Th.1.3.3]). Soit (A, a) une variété abélienne principalement pola-
risée de dimension 3 sur K ⊂ C. Soient ω1, ω2, ω3 une base de Ω1K [A] et γ1, . . . , γ6 une
base symplectique de H1(A,Z) pour la polarisation a. Soient Ω = [Ω1 Ω2] la matrice des
périodes définie par ces bases et τ = Ω−12 Ω1 ∈ H3.
1. Si Σ˜140(τ) = 0 et χ˜18(τ) = 0 alors (A, a) est décomposable sur K¯. En particulier
ce n’est pas une jacobienne.
2. Si Σ˜140(τ) 6= 0 et χ˜18(τ) = 0 alors il existe une courbe hyperelliptique C/K telle
que (JacC, j) ≃ (A, a).
3. Si χ˜18(τ) 6= 0 alors (A, a) est isomorphe à la jacobienne d’une courbe (non hyper-
elliptique) si et seulement si
χ := χ18((A, a), ω) = (2iπ)
54 · χ˜18(τ)
detΩ182
est un carré dans K,avec ω = ω1 ∧ ω2 ∧ ω3 ∈ ωK [A].
Les résultats géométriques des points ci-dessus proviennent du théorème d’Igusa et
(2) est la conséquence immédiate du théorème 4.1.4. Pour (3), la condition nécessaire
provient du résultat d’Ichikawa 4.3.3. La réciproque se démontre grâce au corollaire 4.3.6
sur la torsion.
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4.3.3 Application à la formule de Klein
Pour retrouver la formule de Klein, qui relie le discriminant des quartiques et χ˜18,
nous introduisons tout d’abord la notion d’invariant géométrique.
Soient m un entier et K un corps algébriquement clos de caractéristique première
à m. Soit Xm (resp. X0m) l’ensemble des formes ternaires F de degré m déﬁnies sur K
(resp. et de discriminant non nul). Soit
Y
0
m = {(F, x) ∈ X0m × P2, F (x) = 0}
la courbe universelle au-dessus de X0m Pour tout F ∈ X0m, la courbe CF : F = 0 est une





dont on peut écrire une base canonique de diﬀérentielles











où les qi sont les dérivées partielles de F et f ∈ Xm−3. Les formes η(i) se recollent pour
donner une diﬀérentielle régulière ηf (F ) sur Ω1K [CF ]. Soit η1, . . . , ηg une base de Ω
1
K [CF ]




On a la comparaison suivante entre invariants et invariants géométriques.
Proposition 4.3.8 ([3’, Prop.2.1.2]). Soient h un entier et I l’anneau gradué des inva-
riants des fonctions régulières sur X0m sous l’action classique de SL3(K). L’application
linéaire
Φ 7→ ρ(Φ) = Φ · η⊗h





Avec cette interprétation, il est alors possible de comparer les invariants et les formes
modulaires de Teichmüller en utilisant le morphisme p : X0m −→ Mg.
Proposition 4.3.9 ([3’, Prop.2.2.1]). Pour tout entier h ≥ 0, l’application linéaire σ =
ρ−1 ◦ p∗ est un morphisme de :
Tg,h(K) −−−−→ Igh(X0m)
tel que
σ(f)(F ) = f(CF , λ) avec λ = (p
∗)−1η,
pour tout F ∈ X0d et tout f ∈ Tg,h(K). Si m = 4 (et g = 3), σ est un isomorphisme.
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Nous sommes maintenant en mesure d’énoncer le résultat de Klein [Kle90, Eq.118,p.462].
Théorème 4.3.10 ([3’, Th.2.2.3]). Soient F ∈ X04(C) et CF : F = 0 une quartique
lisse. Soit (η1, η2, η3) la base des différentielles de Ω1C[CF ] définie ci-dessus et (γ1, . . . γ6)
une base symplectique de H1(CF ,Z) pour le couplage d’intersection. Soit Ω = [Ω1 Ω2] la
matrice des périodes CF definie par ces bases et τ = τ (Ω). Alors
Disc(F )2 = (2iπ)54 · χ˜18(τ)
det(Ω2)18
.
La démonstration procède comme suit. Grâce aux propositions précédentes, la fonc-
tion I = σ ◦ t∗(χ18) est un invariant. Comme il ne s’annule pas sur X04 (Th. 4.2.6) et
que le discriminant est absolument irréductible, c’est une puissance du discriminant. On
conclut en comparant les poids.
Remarque 4.3.11. Le théorème précédent montre que
µ9(CF , λ) = ±DiscF.
Cette formule peut peut-être se déduire directement de la déﬁnition de µ9 [Ich95, p.1059].
Cela demanderait de décrire explicitement l’isomorphisme de Mumford pour les quar-
tiques planes. Cela a été fait pour les courbes hyperelliptiques dans [dJ07].
4.3.4 Généralisation en genre g > 3
Puisque l’obstruction de Serre est un phénomène qui apparaît en tout genre g ≥ 3,
nous pouvons nous interroger sur la généralisation de la stratégie de Serre. Pour être en
mesure d’appliquer le corollaire 4.3.6, il nous faut supposer g impair. Mais même dans
ce cas, puisque la valuation 2-adique de h/2 est g − 3 > 0, il ne suﬃt plus que χh soit
un carré pour faire la distinction entre A et sa tordue quadratique. Nous aurions plutôt
besoin d’une racine 2g−2-ième et d’après [Tsu91, Th.1], t∗(χh) n’admet pas de racine
quatrième.
Question : Peut-on trouver une forme modulaire pour remplacer (ou compléter) χh ?
L’autre aspect est la généralisation de la formule de Klein. Dans le cas hyperelliptique,
des expressions analytiques du discriminant sont connues [Guà02], [Loc94]. Dans le cas
non hyperelliptique de genre 4, un renvoi de bas de page [Kle90, p.462] donne, sans
démonstration, la jolie formule suivante
χ˜68(τ (Ω))
det(Ω2)68
= c ·∆(C)2 · T (C)8
où Ω = [Ω1 Ω2] est une matrice des périodes d’une courbe de genre 4 non hyperelliptique,
plongée canoniquement dans P3 comme l’intersection d’une quadrique Q et d’une surface
cubique E. Les éléments ∆(C) et T (C) sont respectivement le discriminant de Q et le
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tact-invariant de Q et E [Sal65, p.122]. Enﬁn c est une constante non précisée.
Question : Peut-on donner une démonstration de cette formule et généraliser en tout
genre ?
4.4 Calcul de l’obstruction et courbes optimales
Cette partie décrit les résultats obtenus dans [7’].
À la suite des résultats obtenus dans la partie précédénte, il restait à comprendre
comment calculer eﬀectivement l’obstruction pour des courbes de genre 3 sur un corps
ﬁni. Ceci comporte deux étapes. Tout d’abord, une étape théorique où il faut montrer
que l’obstruction se comporte bien par relèvement, puis réduction. C’est l’objet de la
section 4.4.1. Puis, une seconde étape dans laquelle il s’agit de relever eﬀectivement la
variété abélienne et sa polarisation, décrite en terme de forme hermitienne. C’est ce qu’on
explique dans la section 4.4.2.
Cette procédure, si elle permet de résoudre des cas particuliers, est très coûteuse en
terme de temps de calcul et ne peut pas être aisément systématisée. Il serait intéressant
d’obtenir des résultats algébriques sur les diviseurs de χ18. Les tableaux de la section
4.4.3 présentent des données pour étayer de futures conjectures. On renvoie aussi à la
section 4.5.1 pour quelques pistes.
Notations et conventions pour la partie. La lettre K désigne un sous-corps de
C. La lettre k = Fq = Fpn désigne un corps ﬁni de caractéristique diﬀérente de 2.
4.4.1 Obstruction de Serre sur les corps finis
La section 4.3.1 montre que la plupart des éléments dont nous avons eu besoin pour
la démonstration du théorème 4.3.7, en particulier l’existence des formes χ18 et µ9, sont
valables en toute caractéristique diﬀérente de 2. Seul le théorème d’Igusa n’a a priori de
sens que sur C. Pour obtenir les arguments géométriques sur les corps ﬁnis, nous utilisons
les deux faits suivants. La forme modulaire χ˜18 est nulle sur (A3 \ t(M3)) ⊗ C, donc
χ18 est nulle si la variété abélienne principalement polarisée de dimension 3, (A, a)/k,
est décomposable sur k¯. De plus, la comparaison de χ18 avec la forme de Teichmüller
µ9 et la déﬁnition de celle-ci [Ich95, p.1059] montrent que, si χ18 6= 0, alors (A, a)
est géométriquement la jacobienne d’une courbe non hyperelliptique (pour les autres
implications du théorème d’Igusa, voir section 4.5.1).
Proposition 4.4.1 ([7’, Prop.2.3]). Soit (A, a) une variété abélienne de dimension 3
principalement polarisée définie sur k. Soit (ω1, ω2, ω3) une base de Ω1k[A] et soit ω =
ω1∧ω2∧ω3. La variété (A, a) est la jacobienne d’une courbe de genre 3 non hyperelliptique
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si et seulement si χ18((A, a), ω) est un carré non nul dans k. De plus, si χ18((A, a), ω)
n’est pas un carré alors (A, a) n’est pas une jacobienne.
Malheureusement, on ne sait pas calculer directement la valeur de χ18 sur le corps
ﬁni. Comme suggéré par Serre dans sa lettre à Top, on procède par relèvement sur C.
On calcule alors la valeur de χ18 par sa formule analytique, puis on réduit le résultat sur
le corps ﬁni. La proposition suivante montre qu’une telle procédure calcule eﬀectivement
l’obstruction.
Proposition 4.4.2 ([7’, Prop.2.4]). Soient (A, a) une variété abélienne de dimension 3
principalement polarisée définie sur k et (A˜, a˜) un relèvement de (A, a) sur un anneau
local S d’un corps de nombres K de corps résiduel k (un tel relèvement existe toujours).
Pour tout choix d’une base de différentielles régulières (ω1, ω2, ω3) ∈ Ω1S [A˜] et d’une base
symplectique de H1(A˜⊗K,Z) pour a, on note Ω = [Ω1 Ω2] la matrice des périodes ainsi
définie. Alors









appartient à S. Soit p tel que k = S/p, alors (A, a) est la jacobienne d’une courbe non
hyperelliptique de genre 3 si et seulement si χ (mod p) est un carré non nul dans k. De
plus si χ (mod p) n’est pas un carré dans k alors (A, a) n’est pas une jacobienne.
4.4.2 Calcul explicite : un exemple
Aﬁn de réaliser le calcul de l’obstruction, il nous faut être en mesure de contrôler
la polarisation sur A et d’en calculer la première classe de Chern sur le relèvement.
Comme les classes d’isogénie des courbes optimales contiennent la puissance d’une courbe
elliptique E, on se concentre sur le cas A = Eg et on utilise un formalisme proche de la
section 3.3.2 mais E est cette fois ordinaire. Plus précisément, soit
E : y2 + a1xy + a3y = f(x) avec f ∈ K[x],
une courbe elliptique dont tous les endomorphismes sont déﬁnis sur K. On suppose de
plus que End(E) est un ordre O de l’anneau des entiers OL d’un corps quadratique
imaginaire L. On note ωE = dx/(2y + a1x+ a3) une diﬀérentielle régulière sur E et a0
la polarisation produit sur Eg. En identiﬁant End(E) ≃ Mg(O), l’involution de Rosati
† est M 7→ tM¯ où ¯ est la conjugaison complexe. Classiquement [Mum08, p.209], le
morphisme M 7→ a0M déﬁnit une bijection entre les matrices hermitiennes déﬁnies
positives de déterminant 1 de Mg(O) et les polarisations principales sur Eg.
Remarque 4.4.3. Lorsque K est un corps ﬁni et que End(E) = OL = Z[π], Serre [Lau02]
donne une équivalence de catégorie entre les éléments A de la classe d’isogénie de Eg et
les modules hermitiens sur OL. Notre formalisme est "dual" du formalisme de Serre et
les deux coïncident lorsque A = Eg (voir [7’, Sec.3.2]).
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Illustrons maintenant le calcul de l’obstruction sur un exemple. Existe-t-il une courbe
C optimale de genre 3 sur k = F47 ? Nous savons que si tel est le cas JacC ∼ E3 où E/k
est une courbe elliptique de trace −⌊2√47⌋ = −13. La courbe E est donc ordinaire et
son anneau des endomorphismes contient Z[π] ≃ Z[(13 +√132 − 4 · 47)/2] = Z[τ ] avec
τ = (1 +
√−19)/2. Ainsi, End(E) = Z[π] est l’anneau des entiers OL de L = Q(
√−19).
Dans l’idée de démontrer l’existence de C, on peut supposer que JacC ≃ E3 avec E
une telle courbe. En fait, puisque OL est principal, E est unique et [Lau02, Appendix]
montre que, si A ∼ E3, alors A ≃ E3.
Grâce aux travaux de [Sch98], on sait qu’il existe une unique matrice hermitienne M ∈
M3(OL) déﬁnie positive de déterminant 1, à équivalence près,
M =
 2 1 −11 3 −2 + τ
−1 −2 + τ¯ 3
 ,
qui soit de plus indécomposable (c.-à-d. non équivalente à une matrice diagonale par
blocs). Ceci est une condition nécessaire et suﬃsante pour que la polarisation associée
soit absolument indécomposable [Lau02, Appendix]. Encore une fois, il n’est pas utile
de le vériﬁer : si la valeur de χ18 est non nulle alors nous savons que la polarisation est
indécomposable. On choisit un relèvement canonique de E, par exemple
E˜ : y2 = x3 − 152x − 722.
La section [7’, 3.3] montre comment trouver une matrice des périodes pour (E˜3, a0M)
par rapport aux pull-backs ωi sur E˜3 des diﬀérentielles ωE˜ sur les E˜. Si on note [w1 w2]
une matrice des périodes de E˜ par rapport à la diﬀérentielle ωE˜, alors la première classe
de Chern de a0M est donnée par






  w1 0 00 w1 0
0 0 w1
 w2 0 00 w2 0
0 0 w2
 ,
la forme alternée T associée à H sur le réseau Ω0Z2g est T = Im(tΩ0HΩ¯0). On calcule
alors une matrice B ∈ M6(Z) telle que BT tB = J3 et Ω = Ω0tB est une matrice des
périodes pour une base symplectique de H1(E˜3,Z) et les diﬀérentielles ωi. Nous sommes
ainsi en mesure de calculer une approximation de
χ = χ18((E˜
3, a0M), ω0) avecω0 = ω1 ∧ ω2 ∧ ω3
grâce à la formule analytique (4.4), puis de la reconnaître comme un élément de L. On
trouve ici
χ = (219 · 197)2.
Ainsi χ est un carré dans k et il existe une courbe optimale de genre 3 sur k.
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Table 4.1 – Modèle de Gross E(d)
d modèle discriminant
7 y2 + xy = x3 − x2 − 2x− 1 −73
19 y2 + y = x3 − 2 · 19x+ 192−14 −193
43 y2 + y = x3 − 22 · 5 · 43x+ 3·7·432−14 −433
67 y2 + y = x3 − 2 · 5 · 11 · 67x+ 7·31·672−14 −673
163 y2 + y = x3 − 22 · 5 · 23 · 29 · 163x + 7·11·19·127·1632−14 −1633
Remarque 4.4.4. En faisant varier p, on trouve qu’il existe une courbe optimale pour
q = 47, 61, 137, 277 [7’, Cor.4.1].
4.4.3 Quelques valeurs de l’obstruction
Avec les choix de la section précédente, on peut donner les valeurs de
χ = χ18((E˜
3, a0M), ω0)
pour diﬀérents OL, avec L = Q(
√−d), en particulier ceux de nombre de classes 1. D’après
[Hof91, p.418], il n’existe pas de forme hermitienne M , déﬁnie positive de déterminant 1,
dans M3(OL) pour d = 3, 4, 8, 11. On considère donc les cas d = 7, 19, 43, 67, 163 (pour
163, comme il y a plus de 100 choix possibles pour M à équivalence près, nous n’avons
considéré que deux cas). Nous choisissons pour modèles pour E˜, les modèles de Gross
E(d) qui sont les courbes CM par OL de discriminant minimal que nous rappelons dans
le tableau 4.1.
Nous discuterons du bien fondé d’un tel choix dans le section 4.5.1. Notons simple-
ment que le choix de ces courbes elliptiques est naturel dans notre contexte car il existe
une formule très simple [7’, Lem.4.1] donnant la trace de leur réduction modulo p (et pas
seulement au signe près). Les résultats pour les diﬀérents M possibles sont donnés dans
[7’, Tab.2] et [7’, Tab.3].
Remarque 4.4.5. On peut aussi réaliser ce calcul lorsque OL n’est pas principal. Voici un
exemple avec nombre de classes 2 [7’, Rem.3] : soient




















qui est CM par
√−15 et la forme 15 (dim.3.1) #2 (avec la classiﬁcation issue des tables
de Schiemann sur le web)
M =
 2 −1 −1 + τ¯−1 2 1− τ¯
−1 + τ 1− τ 3




χ = 22769095299822142340569171645771726299/4+ 10182522603020834484863085151244322675 · √5/4
+4462640909353821881995695647429476869 · √−15/4 + 9978330617922886443823982755114202445 · √−3.
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La groupe des automorphismes de la courbe correspondante est d’ordre 24.
Nous présentons dans le tableau 4.2 les valeurs extraites des tableaux de l’article qui
appartiennent à Q (et pas seulement à L).
Remarque 4.4.6. Comme me l’a suggéré Serre, on peut considérer pour chaque d et
chaque bonne matrice M (indexée dans le tableau 4.2 par #i), une courbe Ed,i qui est
la tordue quadratique de E(d) par le facteur δ non carré de χ. Ce faisant, on obtient que
χ18((E
3
d,i, a0M), ω0) = δ
27 · χ
est maintenant un carré dans L. Il existe donc une courbe de genre 3, notée Xd,i, déﬁnie
sur L tel que (JacXd,i, j) = (E3d,i, a0M). Par exemple dans le cas 19,#1, la courbe E19,1
est la courbe y2 = x3− 152x− 722 (celle que nous avions déjà considérée dans l’exemple
F47). En utilisant les constructions de [Guà09], il est même possible de calculer un modèle
de Xd,i sur L. Lorsque M est unique, comme c’est le cas pour d = −19, la courbe Xd,i
descend sur Q. Après calculs, on trouve [7’, ex.1]
X19,1 : x
4 + (1/9)y4 + (2/3)x2y2 − 190y2 − 570x2 + (152/9)y3 − 152x2y − 1083 = 0.
Bien sûr la courbe X7,1 n’est rien d’autre que la courbe de Klein x3y + y3z + z3x = 0.



























Table 4.2 – Quelques valeurs rationnelles de χ
d M χ := χ18((A, a0M), ω0) #Aut(A, a0M)
7, # 1
 2 1 11 2 τ¯
1 τ 2
 (77)2 2 · 168
19 # 1
 2 1 −11 3 −2 + τ
−1 −2 + τ¯ 3
 (25 · 197)2 · (−2) 2 · 6
43, # 1
 3 1 1− τ¯1 4 2
1− τ 2 5
 (26 · 437)2 · (−47 · 79 · 107 · 173) 2 · 1
43, # 2
 3 1 + τ¯ 2− τ¯1 + τ 5 2− τ¯
2− τ −2− τ 5
 (25 · 34 · 437)2 · (−2 · 3 · 7) 2 · 6
43, # 3
 2 −1 1−1 4 1 + τ¯
1 1− τ 4
 (26 · 53 · 437)2 · (−487) 2 · 2
67, # 3
 5 −2 + τ¯ −1− τ¯−2 + τ 6 −2
−1− τ −2 7
 (26 · 36 · 677)2(−13 · 53 · 71 · 131 · 3319) 2 · 1
67, # 6
 5 −1 + τ¯ τ¯−1 + τ 5 2
τ 2 5
 (26 · 53 · 677)2 · 83 · 211 · 1637 · 2441 2 · 1
67, # 7
 2 0 −10 3 −2 + τ¯
−1 −2 + τ 7
 (25 · 74 · 677)2 · (−2 · 7 · 31) 2 · 6
67, # 11
 5 τ¯ −2τ 6 2 + τ¯
−2 2 + τ 6
 (26 · 34 · 53 · 677)2 · (−3 · 7 · 8731) 2 · 2
67, # 13
 3 1 −11 5 −3 + τ¯
−1 −3 + τ 5
 (28 · 54 · 677)2 · (−2 · 5 · 9769) 2 · 2
163, # 85
 2 1 −τ¯1 2 1− τ¯
−τ 1− τ 28
 (25 · 74 · 114 · 1637)2 · (−2 · 7 · 11 · 19 · 127) 2 · 6
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4.5 Projet de recherche
Ce projet de recherche se scinde en trois parties. La première est dans le prolongement
des articles de ce chapitre. On s’intéresse en particulier au problème des diviseurs de
χ18. La deuxième partie présente une alternative géométrique à l’approche de Serre. Elle
contient une généralisation des constructions de [HLP00] présentée dans la section 4.2.2.
La dernière partie explore les relations explicites sur C entre la courbe et sa jacobienne.
4.5.1 Une formule algébrique pour χ18 ?
Je souhaite poursuivre mon travail autour de l’approche de Serre sur plusieurs ni-
veaux. Tout d’abord, sur un plan technique, j’aimerais clariﬁer certains aspects de l’équi-
valence de catégories de Serre entre variétés abéliennes et modules hermitiens. Comment
obtient-on en général la première classe de Chern d’une polarisation décrite par une
forme hermitienne sur le module ? Peut-on se passer de certaines des hypothèses de la
remarque 4.4.3 ? Quelles sont les relations avec la théorie générale de Howe (point (6)
de la section 3.1) qui utilise, dans le cas ordinaire, le relèvement canonique ? Avec notre
approche ? Peut-on trouver un analogue de l’invariant de Humbert généralisé, développé
par Kani [Kan08] en genre 2 ?
Il est également notable que les valeurs de χ que nous obtenons dans le tableau 4.2 sont
entières. Intuitivement, ceci est dû au fait que les modèles E(d) déﬁnissent un schéma
semi-abélien sur Z et donc un point de A¯3 ⊗ Z, pour une bonne compactiﬁcation arith-
métique de A3. Mais ces idées restent à préciser.
Sur un autre plan, je souhaite m’intéresser à la question suivante. Supposons que E
est une courbe elliptique sur un corps de nombres K, CM par l’anneau des entiers OL
d’un corps de nombres L = Q(
√−d) et A ≃ E3 est une variété abélienne avec une po-
larisation principale absolument indécomposable a = a0M pour M ∈ M3(OL). Peut-on
"lire" algébriquement la valeur de χ = χ18((A, a), ω0) à partir des coeﬃcients de E et
de M ? Puisqu’à travers la formule de Klein, χ18 est lié au discriminant, nous cherchons
une formule de Néron-Ogg-Shafarevich pour A [Sil92, Appendix C,§16].
Pour simpliﬁer, nous commencerons avec le genre 2. La formulation est identique, avec
M ∈ M2(OL) et on a une relation similaire entre la forme modulaire χ210 et le discri-
minant de la courbe (voir Sec. 4.2.1). Deux types de travaux pourront servir de sources
d’inspiration. Les premiers [Sai89],[Ünv04], [Liu94] sont très généraux et expriment le
discriminant à partir de données sur un modèle de la courbe. Il n’est pas clair comment
obtenir toutes ces informations à partir de E et deM . Les seconds [GL07],[GL06],[dSG97]
étudient le cas des surfaces abéliennes CM, qui est en quelque sorte "complémentaire"
de notre cas.
En genre 3, une diﬃculté supplémentaire apparaît. La présence d’un premier divisant
χ ne signiﬁe plus nécessairement que la réduction n’est plus géométriquement une ja-
cobienne (car elle a mauvaise réduction ou réduction décomposable) mais elle peut être
la jacobienne d’une courbe hyperelliptique. C’est le cas par exemple, après une exten-
sion quadratique, pour les courbes X7,1 et X19,1, respectivement en caractéristique 7 et
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19. En eﬀet, le théorème d’Igusa 4.2.6 nous montre qu’il faut également considérer la
forme Σ˜140. Nous avons vu au début de la section 4.4.1 comment obtenir certaines des
implications de de ce théorème en caractéristique quelconque. Pour obtenir toutes les
équivalences, une condition nécessaire est que la forme géométrique associée Σ140 soit
primitive (c.-à-d. non nulle modulo un premier quelconque), tout comme les formes χh






(ω1 ∧ ω2 ∧ ω3)⊗140
est primitive. Cependant, nous ne savons pas montrer que cette condition est suﬃsante.
En attendant, il est tout de même possible d’obtenir certains résultats inconditionnels
simples. Par exemple, si la réduction de A n’est pas géométriquement une jacobienne,
alors la réduction de E est supersingulière. La réciproque est vraie pour la réduction en
2 car il n’existe pas de bonne forme quaternionique indécomposable pour p = 2 [Oor91a].
Comme on le voit, ce ne sont que des résultats très partiels et qui ne concernent même
pas l’exposant avec lequel ces premiers interviennent. Pour illustrer la diﬃculté de l’en-
treprise, considérons le cas d = 15 et p = 19. Un premier p au-dessus de p dans
K = Q(
√−15,√5) est caractérisé par le choix du signe des racines de −3 et de 5
modulo 19. En utilisant la valeur de χ et les remarques précédentes, on a les résultats
suivants
√−3 √5 (E(15)3, a0M) (mod p) est la jacobienne
−4 9 d’une courbe de défaut 3 non hyperelliptique
−4 −9 d’une courbe de défaut 3 non hyperelliptique
4 −9 d’une courbe de nombre de points 1 + q − 3m+ 3
4 9 d’une courbe hyperelliptique.
Un espoir vient toutefois d’une observation de Mestre sur nos valeurs de χ lorsque l’ordre
#Aut(A, a0M) = 2 · 6. Grâce à ces propres résultats [Mes], il conjecture que
χ = 3−15 · (j1/3 − 12)4 ·∆4 · c6,
où j est le j-invariant de la courbe E, ∆ son discriminant et c6 son "c-invariant" comme
déﬁnis par [Sil92, p.46]. Il semblerait que ce cas apparaisse pour tout d ≡ 3 (mod 4).
4.5.2 Une alternative géométrique à l’approche de Serre
Je développe dans [5’] une alternative à la stratégie analytique proposée par Serre et
expliquée dans ce chapitre. Elle est basée sur des constructions géométriques "classiques"
([Rec93], [ACGH85, p.270-273], [Bru08]) que nous exploitons dans un contexte arithmé-
tique. Soit (A,Θ) une variété abélienne de dimension 3 sur un corps K de caractéristique
diﬀérente de 2 avec Θ le diviseur d’une polarisation principale absolument indécompo-
sable que l’on suppose symétrique et rationnel. Pour α ∈ A(K) \ {0}, et en dehors d’un
sous-ensemble connu, la courbe X˜α = Θ ∩ (Θ + α) est lisse, de genre 7 et possède une
involution sans point ﬁxe jα : z 7→ α − z. Si α n’est pas un point de 2-torsion et si
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(A,Θ) est géométriquement la jacobienne d’une courbe de genre 3 non hyperelliptique,
la courbe X ′α = X˜α/jα est une courbe de genre 4 non hyperelliptique. Elle se plonge
canoniquement dans P3 comme l’intersection d’une unique quadrique Q′ et d’une surface
cubique. Notre premier résultat est de montrer que le discriminant de Q′ est un carré
dans K∗ si et seulement si (A,Θ) est la jacobienne d’une courbe (non hyperelliptique)
de genre 3. Si α est un point de 2-torsion, la structure est plus riche : elle possède une
autre involution sans point ﬁxe tα : z 7→ α+z. La courbe Xα = X˜α/tα est une courbe de
genre 4 non hyperelliptique. Si Q est la quadrique associée à Xα, alors le discriminant de
Q est un carré dans K∗ (resp. 0) si et seulement si (A, a) est la jacobienne d’une courbe
non hyperelliptique (resp. hyperelliptique).
Je souhaite aﬀaiblir les hypothèses techniques que je fais pour obtenir ces résultats.
En particulier, lorsque α est un point de 2-torsion, il serait souhaitable d’inclure certains
cas dégénérés car cela permettrait d’obtenir des constructions eﬀectives :
– on retrouve géométriquement les résultats obtenus dans Howe, Leprevost et Poonen
(2000) et rappelés dans la section 4.2.2. Ceci donne une interprétation géométrique
du théorème 4.2.11.
– on étend leurs résultats en construisant des courbes de genre 3 dont la jacobienne
est isogène au produit d’une courbe elliptique et de la jacobienne d’une courbe
de genre 2. Ce résultat pourrait être utilisé pour améliorer ceux de loc. cit. en
construisant des courbes de genre 3 sur Q dont la jacobienne a un grand nombre
de points de torsion rationnels. Il permettrait aussi plus de ﬂexibilité dans le choix
des variétés abéliennes dans la classe d’isogénie du cube d’une courbe elliptique et
donc dans les expressions de l’obstruction de Serre.
4.5.3 Liens entre la courbe et sa jacobienne analytique
Pour de nombreuses applications, telles celles mentionnées dans la partie 2.5 ou la
section 5.4.3, mais aussi certains problèmes de physique théorique [ER08], il est important
de rendre explicites les relations entre une courbe C de genre g > 0 sur C et sa jacobienne.
Nous allons donner quelques pistes sur ces questions (voir également la dernière partie
de http://iml.univ-mrs.fr/~ritzenth/slides/expo_ESF.pdf).
1. Le passage de la courbe à sa jacobienne. Deux types de données sont intéressants.
Le premier est une matrice des périodes de la jacobienne. Pour un modèle plan de
la courbe, on sait réaliser ce type d’opérations en calculant les intégrales associées
[DvH01]. À partir de cette matrice, on peut alors calculer les ThetaNullwerte en
évaluant les séries qui les déﬁnissent. Ces opérations sont toutefois coûteuses. Il
peut être préférable de les réaliser par une généralisation de la méthode de Gauss
en genre 1 [Cox84]. Pour réaliser cela, plusieurs éléments sont nécessaires.
– Tout d’abord, une formule donnant les ThetaNullwerte en fonctions des coeﬃ-
cients de la courbe. Dans le cas hyperelliptique (et à une racine quatrième près),
c’est la formule de Thomae [Mum07]. En genre 3, dans le cas non hyperelliptique,
la formule de Weber ([Web76], [6’]) donne le quotient de deux ThetaNullwerte à
84 Chapitre 4. Obstruction de Serre
la puissance 4. Avec Nart, nous donnons une autre démonstration, plus simple,
de cette formule [4’]. Pour de nombreuses applications (construction CM, mé-
thode AGM 2-adique), cette formule est suﬃsante mais nous avons besoin ici
d’une expression pour les ThetaNullwerte (à la puissance 4) seules. Pour le genre
g > 3, l’article [SB08] est un bon point de départ pour obtenir tout au moins les
quotients des ThetaNullwerte.
– Ensuite, déﬁnir des "bonnes racines" pour le calcul de l’AGM. En genre 2,
[Dup06] a étudié cette question sous certaines hypothèses vériﬁées expérimenta-
lement. On pourra confronter son travail à celui de [Jar08].
2. Le passage de la jacobienne à sa courbe. On peut raisonner au niveau géométrique
ou arithmétique. Supposons que l’on connaisse les quotients des ThetaNullwerte, ce
qui a également une signiﬁcation algébrique et peut être utilisé sur d’autres corps
que C.
– Dans le cas hyperelliptique, géométriquement, la construction de la courbe se
fait grâce aux formules de Rosehain.
– Dans le cas non hyperelliptique, il est possible que les formules de [Web76, p.108],
bien comprises, permettent de le faire également.
Si le corps de base est C et que l’on connaît les fonctions thêta (en particulier
leurs dérivées), on peut aussi utiliser les résultats de Guàrdia [Guà07] dans le cas
hyperelliptique ou [Guà09] dans le cas du genre 3 non hyperelliptique. Ces méthodes
permettent d’obtenir des modèles arithmétiques et ont été exploitées pour obtenir
les courbes de la remarque 4.4.6. On pourra se demander s’il y a des généralisations
de ces méthodes de reconstruction dans le cas non hyperelliptique de genre g > 3.
Enﬁn, dans certains cas (par exemple la méthode complexe CM), on commence
avec une matrice des périodes. Il faut donc calculer les ThetaNullwerte (et/ou
leurs dérivées). Comme mentionné dans la section 5.4.3, en genre 1 et 2, ceci peut
se faire de manière eﬃcace, sous certaines hypothèses, en inversant la "fonction"
l’AGM. La généralisation en tout genre est une question totalement ouverte.
5 Cryptographie
La cryptographie est un autre joli terrain de jeu pour les mathématiciens. On y
rencontre des questions à l’énoncé souvent simple dont les réponses peuvent exiger des
concepts mathématiques sophistiqués et parfois une vision originale d’un sujet qu’on
croyait maintes fois visité. Les quatre parties ci-dessous s’inscrivent dans cette optique.
Une fois décrite la motivation initiale, on passe sous silence la plupart des résultats pure-
ment cryptographiques, en privilégiant les questions mathématiques sous-jacentes. Ainsi,
la partie 5.1 présente une loi d’addition géométrique sur la jacobienne d’une quartique
plane lisse et considère la question de l’existence d’une droite, voire d’une tangente cou-
pant cette quartique en des points rationnels uniquement. Dans la partie 5.2, on décrit
une loi d’addition géométrique sur les courbes d’Edwards et son utilisation pour le calcul
du couplage de Tate. On développe dans la section 5.2.3 un sujet de recherche sur la
complétude pour les lois d’addition sur les variétés abéliennes. Dans la partie 5.3, on
s’intéresse au couplage sur les courbes C de genre 2 supersingulières sur un corps ﬁni k
et on donne des générateurs de End0k¯(JacC) pour certaines courbes aﬁn d’obtenir des
applications de distorsion. Enﬁn, la dernière partie 5.4 expose une méthode de construc-
tion de courbes de genre 2 à multiplication complexe par relèvement 2-adique. La section
5.4.3 des réﬂexions sur les maints développements possibles.
Les parties étant relativement indépendantes, je ne présente pas de projet de re-
cherche global. Néanmoins, on pourra trouver dans chaque partie des questions ouvertes
et certaines pistes pour tenter d’y répondre.
5.1 Addition dans la jacobienne des courbes de genre 3
L’article de référence est [2] avec Stéphane Flon et Roger Oyono.
La méthode dite "AGM" fournit un algorithme polynomial pour le calcul du poly-
nôme de Weil χ d’une courbe C de genre 1, 2 ou 3 sur un corps ﬁni k de caractéristique
2 [16]. Néanmoins, dans le cas du genre 3, cette méthode ne donne ce polynôme qu’au
"signe près", c.-à-d. χ(±X). La technique habituelle pour lever l’indétermination consiste
à prendre un point rationnel aléatoire P ∈ (JacC)(k) et à vériﬁer si χ(1) · P = 0. La
motivation initiale de l’article [2] était d’avoir un algorithme d’addition rapide pour les
jacobiennes des quartiques planes lisses aﬁn de mener à bien ce calcul ﬁnal. Une autre
source d’intérêt était la construction de cryptosystèmes eﬃcaces en genre 3. À l’époque,
les améliorations de l’attaque de la méthode de l’index (voir [CFA+06, Chap.21]) ne
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concernaient pas le genre 3. Oyono [Oyo09] étudiait en particulier de tels systèmes basés
sur des facteurs de dimension 3 des jacobiennes modulaires J0(N). Depuis, les dévelop-
pements récents ([Die06] pour les quartiques et [Smi08] dans le cas hyperelliptique), ont
compromis l’avenir des courbes de genre 3 pour ce type d’applications. Il n’en reste pas
moins que ces courbes peuvent être utiles pour les attaques par descentes et, ainsi, il
apparaît nécessaire de disposer d’une arithmétique eﬃcace dans la jacobienne.
Diﬀérents auteurs ont traité du problème de l’addition pour plusieurs familles de
quartiques mais notre article était le premier à considérer le problème des quartiques
en général. Une partie de l’article est consacrée à l’optimisation du nombre d’opérations
dans les calculs. Nous renvoyons à [2, Sec.5] pour un historique et une comparaison avec
les autres méthodes. Présentement, nous souhaitons exposer succinctement la méthode
géométrique d’addition ainsi que les questions mathématiques intéressantes qui y sont
rattachées : détermination des points d’inﬂexion en toute caractéristique ; sur un corps
ﬁni, existence d’une droite, voire d’une tangente, dont tous les points de contact avec la
courbe sont rationnels. Pour ce dernier point, certains résultats annoncés dans [2] n’ont
pas fait l’objet d’une publication. Il nous a semblé utile d’inclure les démonstrations dans
l’appendice au chapitre 6.
5.1.1 Loi d’addition géométrique
Soit C une courbe de genre 3 non hyperelliptique sur un corps K, plongée canoni-
quement dans P2 comme une quartique plane lisse. On suppose qu’il existe une droite
ℓ∞ qui coupe la quartique en quatre points rationnels (distincts ou non) P∞i et on pose




3 la somme de trois d’entre eux. L’application de Sym
3 C → JacC
qui à un diviseur D+ eﬀectif de degré 3 associe (la classe) du diviseur D+ − D∞ est
surjective et génériquement injective. On représentera un élément de la jacobienne par
D+ et on cherche donc à calculer génériquement et eﬃcacement le diviseur D+ associé





En utilisant le fait que pour une courbe plane C ′ de degré n on a (C ′ · C) ∼ nκ où
κ est le diviseur canonique de C puis en appliquant le théorème de Bézout, on obtient
facilement l’algorithme d’addition suivant [2, Prop.1.1].









4 . Le diviseur résiduel D
+
3 de l’intersection de C et E est
de degré 3.




2 . Le diviseur résiduel de l’intersection
de Q et C est le diviseur D+.
Le dessin ci-dessous représente la situation. On a noté
D+1 = P1 + P2 + P3,D
+
2 = Q1 +Q2 +Q3,D
+
3 = R1 +R2 +R3 et D
+ = K1 +K2 +K3.
Remarque 5.1.1. Pour être eﬃcace, on ne souhaite pas réaliser les opérations dans les
extensions où sont déﬁnis les supports des diviseurs. On travaille donc avec leur représen-
tation de Mumford (voir [Mum07, p.317], [CFA+06, p.306]). Notons que dans l’article















Figure 5.1 – Description de l’algorithme
on se restreint à des diviseurs "typiques" [2, Sec.3.1] pour limiter le nombre de cas à
étudier.
On souhaite également, dans le cas des corps ﬁnis, optimiser le nombre d’opérations
aﬁn de rendre ces courbes compétitives avec les courbes de genre 1 ou 2. On cherche
quelle est l’inﬂuence de la forme du diviseur ℓ∞ · C sur le modèle de C.
1. Cas générique : on peut écrire C : y3+h1(x)y2+h2(x)y = f4(x) avec deg(f4) ≤ 4.
2. Cas P∞1 = P
∞
2 (la droite ℓ
∞ est tangente en ce point) : deg(h1) ≤ 2 et deg(h2) ≤ 3.




4 (le point est un point d’inflexion) : deg(h1) ≤ 2 et
deg(h2) ≤ 3. Si de plus car(K) 6= 3 on peut prendre C : y3 + h2(x)y = f4(x).






4 (le point est un point d’hyperinflexion) : les quar-
tiques lisses possédant un tel point forment une famille de codimension 1. Ce cas
correspond aux courbes C3,4 [2, Prop.2.1].
5. Si carK 6= 3 on peut prendre C : y3 = f4(x) (courbe de Picard) si et seulement
si P∞1 est un point galoisien (en particulier c’est un point d’hyperinﬂexion) [2,
Prop.2.2].
Rappelons qu’un point P ∈ C(K) est dit galoisien si l’application φP : C → |κ−P | = P1,
induite par le système linéaire |κ − P | des droites passant par P , déﬁnit un revêtement
géométrique galoisien de degré 3. On renvoie à la partie 6.1 pour plus de détails.
Bien évidemment, la morale de l’histoire est que plus la situation est particulière,
plus on peut réduire le nombre de coeﬃcients et moins les opérations d’addition sont
coûteuses. Dans la section suivante, on verra jusqu’à quel point on peut satisfaire ces
contraintes.
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5.1.2 Etude de la condition de rationnalité sur les corps finis
Notre algorithme présuppose l’existence d’une droite ℓ∞ coupant la quartique en
quatre points rationnels. Dans le cas d’un corps quelconque (en particulier un corps de
nombres), cette condition n’est bien sûr pas toujours réalisable. Cependant, c’est le cas
sur les corps ﬁnis, lorsque le cardinal du corps est suﬃsamment grand.
Théorème 5.1.2 ([2, Th.2.1]). Soit C une quartique plane lisse sur k = Fq. Si q ≥ 127,
il existe toujours une droite coupant la quartique en quatre points rationnels.
L’idée de la démonstration est d’utiliser le théorème de densité de Chebotarev pour
les corps de fonctions (voir [KMS94]), aﬁn d’estimer pour un point rationnel P ∈ C(k) le
nombre de diviseurs totalement décomposés du système linéaire |κ− P |. Un des termes
de l’estimation est le nombre de points galoisiens sur k¯. On montre que ce nombre est au
plus 4 si car k 6= 3 et 28 sinon. On renvoie à la partie 6.2 pour la démonstration complète.
On peut même demander que deux points soient identiques (c.-à-d. que ℓ∞ soit
tangente).
Théorème 5.1.3 ([2, Th.2.2]). Soit C une quartique plane lisse sur k = Fq de caracté-
ristique différente de 2. Si q ≥ 662 +1, il existe une tangente à C qui coupe la courbe en
des points rationnels.
Le principe de démonstration est complètement diﬀérent. Soit T : C → Sym2 C
l’application qui à P ∈ C associe TP (C) · C − 2P où TP (C) est la droite tangente à C
en P . L’application T s’appelle la correspondance tangentielle et on lui associe la courbe
de correspondance déﬁnie sur k
XC = {(P,Q) ∈ C × C |Q ∈ T (P )}.
On souhaite montrer que XC a toujours un point rationnel si q est assez grand. La courbe
étant singulière, on utilise les résultats de [AP95]. Ces résultats s’appliquent lorsque la
courbe est absolument irréductible. On vériﬁe que c’est le cas en montrant que la pre-
mière projection p1 : XC → C est un morphisme de degré 2 qui se ramiﬁe en un point
P0 ∈ C(k¯) dont les antécédents par p1 ne sont pas singuliers. Si car k 6= 2, un tel point
P0 correspond à un point de bitangence qui n’est pas un point d’hyperinﬂexion. Un tel
point existe toujours si car k 6= 3 ou si la courbe n’est pas géométriquement isomorphe
à x4 + y4 + z4 = 0 (on traite ce cas à part). Enﬁn pour obtenir explicitement la borne,
on montre que le genre arithmétique de XC vaut 33. On renvoie à la partie 6.3 pour la
démonstration complète.
Question : Peut-on éliminer l’hypothèse sur la caractéristique ?
Peut-on demander encore plus ? Quand car k > 3, une quartique plane lisse a 24
points d’inﬂexion comptés avec multiplicité. Des arguments heuristiques, conﬁrmés par
des calculs, indiquent que la probabilité qu’une quartique lisse C sur Fq ait au moins un
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point d’inﬂexion rationnel est d’environ 0.63 quand q tend vers l’inﬁni [2, Conj.2.1]. Ceci
semble encore vrai en caractéristique 2 et 3.
Question : Peut-on démontrer ces aﬃrmations ?
Ce cas est suﬃsamment probable pour qu’il soit considéré dans nos applications. En
pratique, on a besoin pour cela de déterminer les points d’inﬂexion en toute caracté-
ristique. Or la méthode classique d’intersection avec la hessienne ne fonctionne plus en
caractéristique 2 et 3. Nous proposons dans [2, Appendix] une méthode valide en toute
caractéristique pour toute courbe plane. Ceci généralise le résultat de [Abh63] valide en
toute caractéristique diﬀérente de 2. Nous avons découvert plus tard que ce résultat est
aussi démontré dans [SV86, Th.0.1] par d’autres méthodes.
Enﬁn une quartique générique n’ayant pas de point d’hyperinﬂexion, on ne peut
demander plus. Notons néanmoins que si car k > 3 et si la quartique a un point d’inﬂexion
alors génériquement (dans cette famille), il est unique [Ver83] et donc rationnel.
5.2 Couplage rapide sur les courbes d’Edwards
Cette partie se rapporte à l’article [1’] avec Christophe Arène, Tanja Lange et Mi-
chael Naehrig.
Le domaine de la cryptographie à clé publique a récemment vu se développer un vif
engouement pour deux nouvelles notions. D’un côté, la notion de couplage qui permet par
exemple l’échange tri-partie, la signature basée sur l’identité ou des signatures courtes
(voir [CFA+06, Chap.24]). Dans le cas de la cryptographie elliptique (voire hyperellip-
tique), cela se traduit par l’utilisation de diﬀérentes notions de couplages algébriques :
couplage de Weil, Tate, eta, Ate, R-ate etc. et l’optimisation de leur calcul. De l’autre,
les courbes d’Edwards : ces courbes, introduites en cryptographie par Bernstein et Lange
[BL07], sont des quartiques de la forme
Ed : ax
2 + y2 = 1 + dx2y2.
On suppose ici la caractéristique du corps diﬀérente de 2 (voir [BLRF08] pour un modèle
dans le cas contraire). Leurs deux points à l’inﬁni sont singuliers et elles sont biration-
nellement équivalentes à des courbes elliptiques. Elles possèdent une structure de groupe
qui est intéressante à plusieurs titres :
1. La loi d’addition est unifiée, c.-à-d. elle peut s’eﬀectuer par une formule unique que
ce soit pour l’addition de deux points génériques ou pour le doublement d’un point
générique. Elle est même fortement unifiée, c.-à-d. l’addition du neutre, ici (0, 1),
avec un point générique se fait par la même formule.
2. Lorsque d n’est pas un carré dans le corps, la loi d’addition uniﬁée est arithmétique-
ment complète, c.-à-d. qu’on peut additionner entre eux tous les points rationnels
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aﬃnes avec cette unique formule et ceux-ci forment un groupe pour cette loi. On
reviendra sur ce sujet dans la section 5.2.3.
3. Sur les corps ﬁnis, ces opérations peuvent être rendues très rapides (certes au prix
de la perte de la propriété d’être uniﬁée) : l’addition coûte 10m + 1s + 1d et le
doublement 3m+4s. On a noté m (resp. s, d) le coût d’une multiplication (resp.
d’un carré, d’une multiplication par la constante d) dans le corps.
Les deux premières propriétés ont un intérêt en cryptographie puisqu’elles empêchent
les attaques par canaux cachés [CFA+06, Chap.28], qui proﬁtent des variations (de
consommation d’énergie, de temps d’exécution) entre l’addition et le doublement ou
de la gestion des exceptions dans un système embarqué pour obtenir des informations
sur le secret.
Notre article se situe à la conﬂuence des notions de couplage et des courbes d’Ed-
wards. Nous donnons ci-dessous la description géométrique de la loi de groupe pour ces
courbes et son utilisation dans l’algorithme de Miller pour le calcul du couplage.
5.2.1 Loi d’addition géométrique
Lorsque Edwards dans [Edw07] a introduit le modèle qui porte son nom, il a donné
plusieurs démonstrations de la loi de groupe (par exemple en utilisant les fonctions thêta)
mais, curieusement, aucune démonstration géométrique alors que dans le cas des équa-
tions de Weierstrass, la description géométrique est souvent la première donnée. Ceci
peut pourtant se faire de manière assez simple, par analogie d’ailleurs avec le cas des
quartiques lisses étudiées dans la partie 5.1.
SoitK un corps de caractéristique diﬀérente de 2. On appelle courbe d’Edwards tordue
sur K la courbe de modèle aﬃne
Ea,d : ax
2 + y2 = 1 + dx2y2, a, d ∈ K∗, a 6= d.
On supposera de plus que ad n’est pas un carré dans K (aﬁn que la loi d’addition
ci-dessous soit arithmétiquement complète). Ce modèle, un peu plus général que celui
d’Edwards (où a = 1), a été introduit dans [BBJ+08] pour obtenir une famille de courbes
stable par torsion quadratique. La loi d’addition sur les points aﬃnes est donnée par









On note O = (0, 1) l’élément neutre pour la loi, l’inverse étant (x1, y1) 7→ (−x1, y1).
Le point O′ = (0,−1) est un point d’ordre 2. Les points à l’inﬁni Ω1 = (1 : 0 : 0) et
Ω2 = (0 : 1 : 0) sont les seuls points singuliers.
Théorème 5.2.1 ([1’, Th.2],[Arè08]). Soit P1, P2 ∈ Ea,d(K). Le point P3 = P1 +P2 est
obtenu géométriquement comme suit
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1. Soit C l’unique conique passant par Ω1,Ω2,O′, P1 et P2 (avec multiplicité le cas
échéant) ;
2. Les points Ωi étant singuliers, la conique C recoupe la quartique Ea,d en un unique
"huitième" point P ′ = −P3 ;
3. Le symétrique de P ′ par rapport à l’axe des ordonnées est le point P3.
Illustrons ces constructions sur les dessins suivants. Soient
E1,−30 : x2 + y2 = 1− 30x2y2
sur R, P1 = (x1, y1) avec x1 = −0.6 et P2 = (x2, y2) avec x2 = 0.1. Le dessin 5.2(a)














(a) P1 6= P2, P1, P2 6= O











(b) P1 = P2 6= O
′, P3 = 2P1
Figure 5.2 – Interprétation géométrique de la loi de groupe de x2 + y2 = 1 − 30x2y2
sur R.
5.2.2 Utilisation avec le couplage de Tate
Soit E/Fq une courbe elliptique d’élément neutre O et r|#E(Fq) un nombre premier.
On suppose de plus que E a un degré de plongement s > 1 par rapport à r, c.-à-d. s
est le plus petit entier tel que qs ≡ 1 (mod r). Soit P ∈ E(Fq)[r] et soit fP ∈ Fq(E) la
fonction déﬁnie à un scalaire multiplicatif près par div(fP ) = r(P )−r(O). Soit µr ⊂ F∗qs
le groupe des racines r-ième de l’unité. Le couplage de Tate (réduit) est l’application
bilinéaire non dégénérée
Tr : E[r](Fq)× E(Fqs)/rE(Fqs)→ µr, (P,Q) 7→ fP (Q)(qs−1)/r.
L’intérêt de ce couplage en cryptographie est qu’il peut se calculer très rapidement de
manière itérative grâce à l’algorithme de Miller [Mil04]. Soit r = (rl−1, . . . , r1, r0)2 l’écri-
ture en base 2 de r et soit gR,P ∈ Fq(E) la fonction d’addition sur E, c.-à-d. le diviseur
div(gR,P ) = (R) + (P )− (R+ P )−O. L’algorithme de Miller commence avec R = P et
f = 1 et calcule
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1. for i = l − 2 to 0 do
(a) f ← f2 · gR,R(Q), R← 2R //doublement
(b) if ri = 1 then f ← f · gR,P (Q), R← R+ P //addition
2. fP ← f (qs−1)/r.
Dans le cas du modèle de Weierstrass on utilise pour l’expression de gR,P les coordon-
nées jacobiennes (étendues) (voir http://www.hyperelliptic.org/EFD). Dans l’article,
on montre que le coût pour le calcul du couplage de Tate dans ce cas peut être diminué
par rapport à ceux de la littérature [1’, Sec.3].
Dans le cas du modèle d’Edwards, grâce à la loi de groupe géométrique, on a gR,P =
φ
l1l2
où φ est une équation de la conique passant par P,R,Ω1,Ω2,O′, l1 une équation de la
droite (R+ P )Ω2 et l2 une équation de la droite OO′. Une succession d’astuces de calcul
permet alors d’améliorer nettement les résultats de [IJ08] pour le calcul du couplage. On
renvoie à [1’, Sec.4] pour des comparaisons plus détaillées.
Pour les applications cryptographiques, on cherche des courbes sur Fp dont l’ordre
du groupe des points rationnels est divisible par un grand nombre premier r et avec
un degré de plongement s relativement petit (4 ≤ s ≤ 22). Dans le cas des courbes
d’Edwards, il y a une dernière contrainte : une courbe elliptique sur un corps ﬁni est
birationnellement équivalente à une courbe d’Edwards si et seulement si elle a un point
de 4-torsion rationnel. On applique la stratégie suivante. En utilisant les constructions
CM pour certaines familles de paramètres de [GP08] et [FST06], on obtient des courbes
elliptiques E/Fp avec les propriétés ci-dessus et telles que 4|#E(Fp). Par exemple dans
le cas s = 6, les paramètres possibles sont les suivants
p = q(X) t = t(X)
16X2 + 10X + 5 2X + 2
112X2 + 54X + 7 14X + 4
112X2 + 86X + 17 14X + 6
208X2 + 30X + 1 −26X − 2
208X2 + 126X + 19 −26X − 8
où t est la trace de la courbe E que l’on souhaite construire. On cherche donc l ∈ Z tel
que
1. q(l) est un nombre premier avec t(l)2 − 4q(l) = −dy2 et le discriminant d assez
petit pour pouvoir construire la courbe par CM ;
2. q(l) + 1− t(l) est divisible par un grand nombre premier.
Après cela, par une suite de 2-isogénies, on montre qu’on peut toujours transformer E
en une courbe E′ avec un point rationnel de 4-torsion [Mor09] (c’est une application de
la théorie des volcans d’isogénies). Il suﬃt alors de prendre le modèle d’Edwards associé
à E′. On renvoie à [1’, Sec.8] pour des exemples de taille cryptographique.
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5.2.3 Autour des modèles d’Edwards
La "découverte" du modèle d’Edwards et de ses propriétés induit tout naturellement
des questions autour de ses analogues : peut-on trouver pour d’autres modèles de courbes
elliptiques une loi uniﬁée complète (en particulier en caractéristique 2) ? Pour les (jaco-
biennes des) courbes de genre 2 ? Et ce de telle manière que la loi d’addition soit eﬃcace ?
C’est le sujet de thèse de mon étudiant Christophe Arène, en co-direction avec David
Kohel.
Un des premiers objectifs sera d’établir un cadre théorique adéquat. En accord avec Ko-
hel, on distingue trois notions de complétude. Tout d’abord la complétude géométrique.
Soit A une variété abélienne de dimension g > 0 sur un corps algébriquement clos K. On
dira qu’un ensemble S de lois d’addition sur A est géométriquement complet si, pour tout
couple de points de A(K), il existe une loi d’addition dans S qui permette d’addition-
ner ces deux points. L’article [BL95] montre que dans le cas du modèle de Weierstrass
deux lois d’addition au moins sont nécessaires pour obtenir la complétude géométrique
et donne une telle paire explicitement (les expressions sont très volumineuses). L’article
[LR85] traite du cas des variétés abéliennes de dimension quelconque mais ne semble pas
donner de résultat sur le cardinal minimal de S. On pourra raisonnablement commencer
par montrer que #S > g.
Un deuxième problème plus subtil est celui de la complétude arithmétique sur un corps
K quelconque. Soit A une variété abélienne sur K. Un ensemble de lois d’addition S sur
A est dit arithmétiquement complet s’il existe un ouvert U/K de A tel que U(K) = A(K)
et, pour tout couple de points rationnels, il existe une loi dans S permettant de les ad-
ditionner. Pour le modèle d’Edwards Ed avec d qui n’est pas un carré dans K, cette
propriété est obtenue avec #S = 1. Peut-on retrouver ce résultat en genre supérieur ?
Parallèlement à une analyse théorique du problème, on pourra essayer diﬀérentes géné-
ralisations naturelles des courbes d’Edwards en genre 2, telles que les quartiques avec un
seul point singulier.
La loi d’addition pour Ed sur un corps ﬁni k vériﬁe une propriété encore plus forte, qu’on
appellera complétude exceptionnelle, par référence aux fonctions exceptionnelles. Celle-ci
signiﬁe que la complétude arithmétique pour S est valable pour une inﬁnité d’exten-
sions de k (dans le cas d’Edwards, les extensions non quadratiques). Cette propriété est
évidemment la plus intéressante pour les applications cryptographiques.
5.3 Applications de distorsion
Dans cette partie j’expose les résultats de [3] avec Steven D. Galbraith, Jordi Pujolàs
et Benjamin Smith.
Comme nous l’avons dit dans la partie 5.2, la notion de couplage est un concept
important en cryptographie à clé publique. En particulier, si C est une courbe (pro-
jective, lisse, absolument irréductible) sur un corps ﬁni k = Fq, r un premier divisant
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#(JacC)(k), on peut, par exemple, considérer le couplage de Weil
er : (JacC)[r](k¯)× (JacC)[r](k¯)→ µr ⊂ Fqs
où s est le degré de plongement relatif à r. Un tel couplage est bilinéaire et non dégénéré.
Pour qu’il soit pertinent en cryptographie, il faut choisir D1,D2 ∈ (JacC)[r](k¯) tels
que er(D1,D2) 6= 1. Or, si pour des raisons d’eﬃcacité, D1,D2 ∈ (JacC)[r](k) et que
r||#(JacC)(k) (c’est le cas dans les applications) alors D2 = aD1 pour a ∈ Z et le
couplage est trivial. D’où la déﬁnition suivante.
Définition 5.3.1. Une application de distorsion pour D1,D2 ∈ (JacC)[r](k¯) \ {0} est
un endomorphisme ψ ∈ Endk¯(JacC) tel que er(D1, ψ(D2)) 6= 1.
La notion a été introduite par [Ver01] dans le cas des courbes elliptiques et un al-
gorithme pour les courbes elliptiques supersingulières a été donné dans [GR04]. Dans
notre article, nous considérons le cas des courbes de genre 2 supersingulières. Dans ce
cas, l’existence des applications de distorsion est assurée pour tout couple de diviseurs.
Théorème 5.3.2 ([3, Th.2.1]). Soit A une variété abélienne supersingulière de dimension
g ≥ 1 sur k et soit r un premier différent de la caractéristique p de k. Pour tout couple
de points (D1,D2) ∈ A[r](k¯) \ {0}, il existe une application de distorsion.
Étant donnés A et r, on dira qu’un ensemble ﬁni S d’applications de distorsion est
complet si pour tout couple (D1,D2) ∈ A[r](k¯) \ {0} il existe une application de distor-
sion pour D1,D2 dans S. On souhaite évidemment que #S soit le plus petit possible et
que les éléments de S soient faciles à calculer.
Le cas supersingulier est donc le cadre naturel d’existence d’un ensemble complet
d’applications de distorsion (on peut montrer qu’un tel ensemble n’existe pas toujours
dans le cas ordinaire). Pour les courbes supersingulières, le degré de plongement s est
borné par une constante ne dépendant que du genre (voir [Gal01] et [RS02]). Par exemple
en genre 2, on a les possibilités suivantes lorsque q = p (ou une puissance impaire)
p degrés de plongement s possibles
2 {1, 3, 6, 12}
3 {1, 3, 4}
5 {1, 3, 4, 5, 6}
≥ 7 {1, 3, 4, 6}
Dans la suite, on exhibe pour les degrés de plongement les plus intéressants (c.-à-d.
s ≥ 4) des modèles de courbes C/Fp et un ensemble complet d’applications de dis-
torsion pour r assez grand. Pour ce faire, on donne dans chacun des cas ci-dessus des
générateurs de End0k¯(JacC) = Endk¯(JacC)⊗Q induits soit par l’application de Frobe-
nius π soit par des k¯-automorphismes de la courbe. Dans la suite si αi ∈ Endk¯(JacC),
on note Z[α1, . . . , αn] le sous-anneau de Endk¯(JacC) engendré par les αi et de même
Q[α1, . . . , αn] = Z[α1, . . . , αn]⊗Q la Q-sous-algèbre de End0k¯(JacC).
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5.3.1 Cas s = 4
On commence par donner deux résultats généraux. Soient p un premier, k = Fp
et C/k une courbe de genre g ≥ 1 telle que Endk¯(JacC) contienne un élément α qui
engendre un corps CM, F ⊂ End0
k¯
(JacC) de degré 2g sur Q. Soit σ ∈ Gal(F¯p/Fp)
l’automorphisme de Frobenius. On suppose que le corps de déﬁnition de α est Fp2g et
que α commute avec ασ. Soit enﬁn π ∈ End(JacC) l’endomorphisme de Frobenius sur
k.
Proposition 5.3.3 ([3, Prop.4.1, Cor.4.4]). Sous ces hypothèses, JacC est supersingu-
lière et




iαj , λi,j ∈ Q
 .
Soit r > 1 premier à l’indice de Z[π, α] dans Endk¯(JacC). L’ensemble
{πiαj , 0 ≤ i, j ≤ 2g − 1}
est un ensemble complet d’applications de distorsion pour JacC et r.
Nous souhaitons aussi avoir un contrôle sur le degré de plongement. On l’obtient par
une application de la théorie CM [Lan83, §6].
Proposition 5.3.4 ([3, Cor.4.6]). Soit C˜/Q une courbe de genre g ≥ 1 telle que Jac C˜
soit absolument simple et End0
Q¯
(Jac C˜) contienne un corps CM galoisien F de degré 2g.
Si p est un premier inerte de F alors Jac C˜ a bonne réduction en p et le polynôme de
Weil de la réduction sur Fp est T 2g + pg. En particulier le degré de plongement est 2g/t
avec t un diviseur impair de g.
Remarque 5.3.5. Bien que le résultat soit "local", on a besoin de commencer avec une
courbe CM sur Q, sinon le résultat peut être faux (voir [3, Rem.4.7]).
Les résultats précédents peuvent s’appliquer pour les courbes sur Fp de la forme
y2 = x2g+1 + A avec 2g + 1 premier, p primitif modulo 2g + 1 et A ∈ F∗p. À la suite de
notre article, Takashima dans [Tak08] a montré que pour A = 1 et r > 5, l’hypothèse "r
premier à l’indice de Z[π, α] dans Endk¯(JacC)" était satisfaite. Dans le cas du genre 2
en particulier on obtient le résultat suivant.
Proposition 5.3.6. Soit p ≡ 2, 3 (mod 5) et C/Fp : y2 = x5 + 1. La courbe C est
supersingulière et son degré de plongement est 4. Soit α : (x, y) 7→ (ζ5x, y), avec ζ5 une
racine primitive cinquième de l’unité, un k¯-automorphisme de C. Pour r > 5, l’ensemble
{πiαj , 0 ≤ i, j ≤ 3}
est un ensemble complet d’applications de distorsion pour les points de r-torsion non
triviaux de (JacC)[r](k¯).
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5.3.2 Cas s = 5 et s = 6
Les courbes que l’on considère dans ces deux cas sont des tordues de la courbe
C : y2 = x6 + 1.
1. Dans le cas s = 5, il s’agit des courbes y2 = x5 − x + b avec b = ±1 sur F5m tel
que pgcd(m, 10) = 1 [DL03].
2. Dans le cas s = 6, seule l’existence de ces courbes était connue grâce aux résultats
de [7]. Nous présentons une construction algorithmique dans [3, Th..5.6] et dans
[CN07, Tab.9, ligne.5,6] on peut trouver des modèles.
Soit E la courbe elliptique y2 = x3 + 1. En utilisant la (2, 2)-isogénie explicite entre
JacC et E ×E, on peut démontrer que π (l’endomorphisme de Frobenius), χ : (x, y) 7→
(1/x, y/x3) et ρ6 : (x, y) 7→ (ζ6x, y) avec ζ6 une racine sixième de l’unité, engendrent un
ordre dans Endk¯(JacC) d’indice divisant 2
834. En utilisant les isomorphismes explicites
vers les tordues, on importe ces endomorphismes et on obtient ainsi un système complet
d’applications de distorsion explicites sous l’hypothèse que r > 3 [3, Sec.5.2,5.3].
5.3.3 Cas s = 12
Soit m un entier tel que m ≡ ±1 (mod 6). On considère les courbes
C : y2 + y = x5 + x3 + b
sur k = F2m avec b = 0, 1. Elles ont été étudiées dans [vdGvdV92b] et [vdGvdV92a] pour
leurs applications en théorie des codes. Soit
σω : (x, y) 7−→ (x+ ω, y + s2x2 + s1x+ s0)
le k¯-automorphisme de C avec ω une racine de
T 16 + T 8 + T 2 + T
= (T 6 + T 5 + T 3 + T 2 + 1)(T 3 + T 2 + 1)(T 3 + T + 1)(T 2 + T + 1)(T + 1)T,
s2 = ω
8 + ω4, s1 = ω4 + ω2 et s0 une racine de y2 + y = ω5 + ω3. Soit τ ∈ F26
une racine de T 6 + T 5 + T 3 + T 2 + 1, χ = τ4 + τ2 et θ = χ + τ . On montre alors
que End0k¯(JacC) = Q[π, στ , σθ] [3, Prop.6.1]. Un résultat plus récent de [Tak08, Th.10]
établit que si r > 19, l’ensemble {πi, πjσθ, πsστ , πtσχ, 0 ≤ i, j, s, t ≤ 3} est un ensemble
complet d’applications de distorsion pour r et JacC.
5.4 Méthode CM 2-adique pour les courbes de genre 2
Cette partie expose les résultats de [4] avec Pierrick Gaudry, Thomas Houtmann,
David Kohel et Annegret Weng.
Le variétés abéliennes (essentiellement en dimension g = 1 ou 2) sur un corps ﬁni k
jouent un rôle central en cryptographie à clé publique depuis leur introduction par Ko-
blitz et Miller en 1985. Leur groupe des points rationnels sert en eﬀet de base pour des
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protocoles utilisant le problème du logarithme discret et plus récemment les couplages
comme on l’a vu dans les parties 5.2 et 5.3. Leur avantage principal sur les systèmes clas-
siques basés sur la factorisation ou le problème du logarithme discret dans F∗q est qu’on
ne connaît pas pour l’heure d’attaque sous-exponentielle dans le cas général. Toutefois,
pour résister aux attaques génériques sur tout groupe ﬁni, celui-ci doit avoir un grand
ordre premier ou tout au moins être divisible par un grand facteur premier (et donc q
doit être grand). Deux types de stratégie existent pour parvenir à cela (voir [CL06] et
http://iml.univ-mrs.fr/~ritzenth/slides/expo_C2.pdf pour un survol).
– on peut prendre des courbes C au hasard sur Fq et calculer rapidement #(JacC)(k)
jusqu’à obtenir la propriété désirée. Les algorithmes se répartissent en deux caté-
gories :
• Lorsque p est petit (et n grand), un grand nombre d’algorithmes eﬃcaces existent :
relèvement canonique (Satoh, AGM, etc.), méthodes cohomologiques (de Monsky-
Washnitzer, de Dwork-Reich, rigide, etc.) ou déformation (Lauder et Wan, Hu-
brechts). Par exemple pour p = 2, le record actuel, obtenu par l’AGM, est sur
F2100002 en genre 1 et sur F232770 en genre 2 (Lercier-Lubicz 2002-2003).
• Lorsque p est grand (et n petit, ici 1) et g = 1, la seule méthode connue est
la méthode ℓ-adique due à Schoof. Les améliorations d’Atkin et d’Elkies (voir
[Sch95]) ont donné naissance à l’algorithme SEA et ont permis de ramener la
complexité de O((log p)2+3µ) à O((log p)2+µ), où 1 ≤ µ ≤ 2 est l’exposant de la
complexité de la multiplication dans Fp. Le record actuel est p = 102499 + 7131
(Enge-Morain 2006). En genre 2, la situation est moins bonne et on peine à
atteindre les tailles cryptographiques (voir tout de même les résultats récents de
Gaudry et Schost http://www.loria.fr/~gaudry/record127/ pour p = 2127−
1). Pour y remédier, nous commençons un projet ANR en collaboration avec
Rennes et Nancy sur ce sujet (voir http://chic.gforge.inria.fr/).
– inversement on peut construire une courbe ﬁxe C sur un corps de nombres et faire
varier le premier p de réduction jusqu’à ce que le groupe des points rationnels
de JacC (mod p) ait la propriété souhaitée. Pour que ceci soit eﬃcace, on munit
la courbe C d’une structure supplémentaire avec laquelle le calcul de l’ordre du
groupe est aisé.
La structure la plus étudiée est celle dite de multiplication complexe (CM). On considère
ici la notion dans son sens strict : une courbe C de genre g sera CM si End0(JacC)
est un corps K CM (c.-à-d. une extension imaginaire quadratique d’un corps totalement
réel K+) de degré 2g. La première méthode inventée pour construire de telles courbes
est la méthode complexe (voir section 5.4.1). Nous proposons ici une alternative à cette
méthode dans le cas du genre 2. L’idée à la base de l’article est simple et s’inspire des
travaux de [CH02] et [BS04] en genre 1 : sur les corps de nombres les courbes CM sont
rares ; au contraire sur un corps ﬁni, elles sont fréquentes puisqu’il suﬃt par exemple
que la courbe soit ordinaire et sa jacobienne absolument irréductible. Il suﬃt donc de
relever "canoniquement" une telle courbe pour obtenir une courbe CM. Nous expliquons
comment réaliser cette opération dans la section 5.4.2. Si les méthodes CM sont bien
comprises en genre 1 (avec des constructions quasi-optimales [BBEL08]), un certain
nombre de questions demeurent en genre 2, voire 3. Dans la section 5.4.3 nous décrivons
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quelques sujets d’étude.
5.4.1 Principe de la méthode complexe en genre 2
Les références pour la théorie en genre 2 sont [Spa94], [vW99] et [Wen03].
On se place dans le cas où g = 2 et le corps K/Q est une extension CM de degré 4
d’anneau des entiers OK . À un tel corps, on associe un type donné par une paire de
plongements non conjugués Φ = {φ1, φ2} de K dans C. Si I est un idéal de OK , on
considère Φ(I) = {(φ1(α), φ2(α)) ⊂ C2, α ∈ I}. C’est un réseau de C2 et on montre
que C2/Φ(I) est une variété abélienne A telle que K ⊂ End0(A). On fait ici plusieurs
simpliﬁcations théoriques commodes et restrictions d’ordre algorithmique :
1. On suppose que K est primitif, c.-à-d. dans le cas g = 2, que K est cyclique ou
n’est pas galoisien. Dans ce cas A est absolument simple, ce qui est une bonne
condition pour la cryptographie, et K ≃ End0(A). On supposera également que
K 6= Q(ζ5).
2. On suppose que le nombre de classes de K+, noté hK+ , est égal à 1. Les argu-
ments heuristiques de Cohen-Lenstra impliquent que hK+ = 1 avec une densité
supérieure à 3/4. Cette condition n’est donc pas très restrictive. Dans ce cas, A a
une polarisation principale. Puisque A est absolument simple c’est la jacobienne
d’une courbe C de genre 2 [OU73].
3. On suppose que End(A) ≃ OK .
On dira sous ces hypothèses que C (ou A) est à multiplication complexe par OK .
Schématiquement, on procède comme suit (voir [CFA+06, 18.2] et [Str09]).
1. On construit l’ensemble T des classes d’isomophisme de surfaces abéliennes princi-
palement polarisées avec multiplication complexe par OK . Si K est cyclique (resp.
n’est pas galoisien) alors #T = hK (resp. #T = 2hK) où hK est le nombre de
classes de K.
2. On représente chaque élément de T par une matrice τi ∈ H2 telle que Ai(C) ≃ Aτi .
Pour chaque Ai, on calcule les ThetaNullwerte, puis grâce aux formules de Rosen-
hain on trouve une équation de la courbe et les invariants absolus j1, j2, j3 (voir
paragraphe 2.2.1). On peut combiner ces deux étapes pour obtenir directement les
invariants. Donnons ici les formules de [Str09, Sec.8.1]. Soient S2 l’ensemble des
thêta caractéristiques pairs (voir déﬁnition 4.2.1) et
L = {C ⊂ S2, #C = 6 et
∑
c∈C
c ∈ Z2 ⊕ Z2}.























Alors I2 = h12/h10, I4 = h4, I6 = h16/h10 et I10 = h10.




(X − jm) ∈ Q[X]
pour m = 1, 2, 3. Contrairement au cas g = 1, les coeﬃcients de ces polynômes ne
sont pas entiers.
4. On cherche les premiers p qui sont non ramiﬁés dans K, qui ne divisent pas les
dénominateurs des coeﬃcients des Hm, et pour lesquels l’équation aux normes
NK/K+(π) = p a des solutions (2 dans le cas cyclique, 2 ou 4 dans le cas non-
galoisien). Soit fπ le polynôme minimal de π. On cherche si fπ(1) est premier ou
possède un grand facteur premier. Si ce n’est pas le cas, on change de p.
5. On réduit les polynômes de classes modulo p et on considère (j1, j2, j3) ∈ F3p un
triplet d’invariants absolus racines des Hm (mod p).
6. En utilisant les algorithmes de reconstruction (voir section 2.5) on construit une
courbe C˜/Fp telle que #(Jac C˜)(Fp) = fπ(1).
Remarque 5.4.1. Certaines propriétés de Jac C˜ (simplicité, p-rang) peuvent se lire sur
la décomposition de p dans la clôture galoisienne L de K/Q (voir [Gor97] pour les cas
où p est non ramiﬁé dans L, [4, Th.3.5] dans sa version Arxiv ou [OMNS08] pour le cas
général).
Notre méthode emprunte à la méthode complexe les étapes (4),(5) et (6) ci-dessus.
Nous allons voir par quoi remplacer les trois premières étapes.
5.4.2 Principe de la méthode p-adique
Soit C˜/k une courbe de genre 2 ordinaire dont la jacobienne est absolument simple.
Sous ces hypothèses, End0(Jac C˜) est un corps K CM [Tat66, Th.2.c)]. On suppose
que K et C˜ vériﬁent les hypothèses de la section précédente, en particulier l’égalité
End(Jac C˜) = OK . On note également Qq l’unique extension non-ramiﬁée de Qp de de-
gré n et Zq son anneau des entiers. La théorie du relèvement canonique [LST64] montre
qu’il existe à isomorphisme près un unique schéma abélien principalement polarisé A sur
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Zq tel que la ﬁbre spéciale de A soit JacC et tel que sa ﬁbre générique, notée A/Qq,
vériﬁe End(A) = End(JacC). Les hypothèses sur C montrent que A est elle-aussi à mul-
tiplication complexe par OK . La variété A est de ce fait déﬁnie sur un corps de nombres
K ′. Puisque JacC est absolument irréductible, A l’est également et c’est donc la jaco-
bienne d’une courbe C/K ′ de genre 2.
Dans l’article, on suppose que p = 2. On relève la courbe C˜ en une courbe C sur Zq
de manière arbitraire (dans la pratique on choisit tout de même avec soin le modèle pour
que les calculs à venir restent dans Qq, voir [4, Rem.3]). Le relèvement canonique peut
alors être approché grâce à la méthode AGM de Mestre [LL06],[6’]. Il en existe deux
variantes. Soit on travaille au niveau de la courbe C et on applique une suite d’isogénies
de Richelot [4, Sec.4.1]. Rappelons que les isogénies de Richelot déﬁnissent une corres-
pondance explicite entre deux courbes de genre 2 de telle sorte que leur jacobienne soit
(2, 2)-isogène. Soit on utilise une suite de moyennes de Borchard [Mes91b] qui fournissent
des formules de duplication pour les ThetaNullwerte (algébriques) associées à Jac C (voir
Th. 4.2.2). Dans les deux cas, les résultats de [Car04] montrent la convergence d’une
sous-suite vers le relèvement canonique. En pratique, on tire avantage de mises en for-
mulations diﬀérentes de ces propriétés pour accélérer le calcul du relèvement canonique
(voir [Ver03] pour une présentation détaillée et des comparaisons entre les diﬀérentes
méthodes).
Une fois le relèvement canonique obtenu avec la précision souhaitée, on calcule les
invariants absolus de la courbe C. Contrairement à la méthode complexe, on ne fait cela
que pour une seule courbe. Aﬁn de retrouver les polynômes de classes d’Igusa (ou tout
au moins un des facteurs irréductibles sur Q), on utilise l’algorithme LLL [4, Sec.4.2].
Pour éviter l’explosion combinatoire dans le choix des racines des polynômes Hm de
l’étape (5), nous introduisons dans l’article deux nouveaux polynômes Hˆ2 et Hˆ3. Pour
ces polynômes, (j1, j2, j3) est un triplet d’invariants absolus si et seulement si
H1(j1) = 0, H
′
1(j1)j2 = Hˆ2(j1), H
′
1(j1)j3 = Hˆ3(j1).
Ces polynômes sont obtenus par une interpolation de Lagrange modiﬁée, laquelle a la
propriété de conserver des coeﬃcients pour Hˆm de même taille que ceux de Hm. Pour
ﬁnir, on peut alors reprendre les étapes (4),(5) et (6) de la méthode complexe.
La complexité de l’algorithme est diﬃcile à évaluer mais il est clair que le facteur
limitant est la reconstruction des polynômes par LLL qui dépend du degré des polynômes
et aussi de la taille de leurs coeﬃcients. Au moment de la publication de l’article, on ne
connaissait pas de borne pour celle-ci. Cependant, notre méthode permettait d’atteindre
un nombre de classes de 50, à partir d’une courbe déﬁnie sur F32, alors que les records
de la méthode complexe étaient de 10. Ceci est dû à l’un des avantages évidents de notre
méthode qui est l’utilisation d’une arithmétique exacte. En revanche, un inconvénient de
la méthode est que nos hypothèses sur la courbe C˜ nous contraignent à nous restreindre à
certains K (ceux pour lesquels 2 est totalement décomposé). De plus, il faut reconnaître
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les courbes C˜ pour lesquelles End(Jac C˜) = OK , ce qui devient délicat lorsque q est
grand. Cette question est abordée dans la partie suivante.
5.4.3 Développements récents et questions ouvertes
De nombreux articles sont apparus sur ce thème depuis la publication de nos résul-
tats. Dans [Koh08] et [CKL08], on trouve des généralisations en caractéristique p 6= 2 de
la méthode p-adique et une méthode ℓ-adique avec ℓ 6= p. Grâce à cette batterie d’algo-
rithmes, Kohel construit une base de données des polynômes de classes d’Igusa pour les
corps quartiques CM :
http://echidna.maths.usyd.edu.au/kohel/dbs/complex_multiplication2.html).
Une troisième alternative à la méthode complexe est née avec les articles [EL09],
[FL08]. Les auteurs y proposent un algorithme basé sur le théorème des restes chinois.
En genre 2, les complexités des diﬀérentes méthodes n’ont pas été établies mais dans le
cas du genre 1, [BBEL08] montre que toutes les méthodes existantes ont des complexités
similaires. Une autre contribution de ces articles est de proposer un algorithme proba-
biliste pour le calcul de l’anneau des endomorphismes des courbes de genre 2 ordinaires
sur Fp avec p > 3. Sous ces hypothèses, ils montrent [FL08, Prop.3.7] que p ne divise pas
[OK : Z[π, π¯]] où π, π¯ sont respectivement l’endomorphisme de Frobenius et le Verschie-
bung de Jac C˜. On calcule une Z[π, π¯]-base de OK sous la forme de polynômes Pi en
π, π¯, divisés par des entiers di premiers à p. L’idée de base des algorithmes pour tester
si l’anneau End(Jac(C˜)) ≃ OK est de vériﬁer si Pi(π, π¯) est nul sur la di-torsion. Si
c’est le cas pour tout i, alors l’anneau des endomorphismes est maximal. Comme on l’a
vu, dans notre algorithme, on souhaite également que End(Jac C˜) ≃ OK . Nous sommes
dans un cadre d’application légèrement diﬀérent de celui permis par les algorithmes de
loc. cit., puisqu’il peut arriver que 2 divise [OK : Z[π, π¯]]. Cependant, puisque la courbe
est ordinaire, on peut adapter la méthode. À titre d’exemple, supposons d = pm ≤ q et
f = P (π, π¯)/d ∈ OK avec P ∈ Z[x, y]. En écrivant
P (x, y) = P1(x) + yP2(y) + xyP3(x, y),
on a f ∈ End(Jac C˜) si et seulement si P1(π) et πP2(π)+P1(0) sont nulles sur (Jac C˜)[d](k¯).
Ces méthodes restent toutefois coûteuses lorsque l’indice est divisible par un grand
nombre premier. Développer une méthode déterministe dans l’esprit de [Koh96] serait
souhaitable. G. Bisson, doctorant de P. Gaudry et T. Lange, et D. Grünenwald, post-
doctorant à l’IML, travaillent sur ces questions.
La méthode complexe a également connu un regain d’intérêt notamment grâce au
travail de Dupont [Dup06] et de Houtmann (thèse en préparation). L’un des points clé
est l’accélération du calcul des ThetaNullwerte à partir de la matrice des périodes. Pour
cela, Dupont a interprété le calcul de la matrice des périodes à partir des ThetaNullwerte
par l’AGM (voir section 4.5.3) comme une fonction et obtient ainsi les ThetaNullwerte
comme les solutions d’une équation par une méthode de Newton. Néanmoins, la déﬁni-
tion de "bonnes racines" pour assurer la convergence de la suite AGM reste délicate et
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repose sur des résultats heuristiques. Il serait bon de revisiter le travail de Dupont et de
le généraliser en dimension supérieure. On pourra commencer par comparer son travail
à celui de [Jar08].
Récemment Streng [Str09] a proposé la première analyse de complexité d’une mé-
thode CM complexe en genre 2. Pour cela, il a utilisé les travaux de Goren et Lauter
[GL07] sur les bornes des dénominateurs des coeﬃcients des polynômes Hi lorsque les
premiers 2 et 3 ne sont pas ramiﬁés dans K. Il mentionne également l’existence de bornes
plus ﬁnes dans [Yan07], malheureusement uniquement connues dans un nombre restreint
de cas. Nos recherches sur les diviseurs des formes χh (voir section 4.5.1) auront peut-être
des conséquences sur cette question.
Une autre question ouverte est la recherche d’analogues en genre 2 des invariants
de classes tels que les fonctions de Weber ou de Weber généralisées. On pourra consul-
ter http://www.lix.polytechnique.fr/~morain/Exposes/fields09.pdf pour un sur-
vol en genre 1. Cela permettrait, comme dans le cas elliptique, de diminuer la taille
des coeﬃcients des polynômes modulaires. Kohel a proposé récemment des "invariants
de Richelot" qui permettent d’obtenir des résultats dans cette direction (voir l’exposé
http://echidna.maths.usyd.edu.au/kohel/doc/lower-cm.pdf). Uzunkol [Uzu10] ter-
mine sa thèse sur ces questions.
La généralisation au genre 3 est également un sujet intéressant. Weng [Wen01] a réa-
lisé ce projet dans les cas particuliers des courbes hyperelliptiques avec K = K+(i) où
i2 = −1 et avec Koike dans [KW05] pour K = K+(ζ3) avec ζ23 + ζ3+1 = 0. Ces courbes
décrivent des familles de dimension 2 et on sait dans ces cas reconstruire une équation de
la courbe en fonction des ThetaNullwerte. De plus, comme les équations des modèles dans
ces familles ne dépendent chacune que de deux paramètres, la reconstruction à partir des
invariants absolus peut être eﬀectuée en résolvant le système algébrique par les bases de
Gröbner. Si l’on souhaite généraliser cette méthode à tout le genre 3, les obstacles que
nous rencontrons s’intègrent dans la problématique : invariants↔ courbe↔ jacobienne.
La première "équivalence" est discutée dans la section 2.5.2 et la seconde dans la section
4.5.3.
Parmi les autres pistes à suivre, dans le cas non hyperelliptique, on pourrait réﬂéchir à
remplacer les polynômes de classes des invariants absolus (à partir desquels la recons-
truction demeure incertaine) par des polynômes de classes sur les 6 coordonnées libres
d’un système d’Aronhold. Ces derniers étant reliés à M3,2, ceux-ci vivent généralement
dans une extension Sp6(F2) du corps des modules de la jacobienne. La question est donc
de voir si sous certaines bonnes hypothèses sur K il serait possible d’imposer que la
2-torsion soit rationnelle. Remarquons enﬁn que l’extension de la méthode 2-adique ne
pose pas de problème supplémentaire : la convergence par la méthode AGM fonctionne
encore. On retrouve les deux variantes : soit la duplication sur les ThetaNullwerte comme
dans [16], soit par un analogue de Richelot grâce aux formules de [9].
6 Appendice
In this appendix, we give the proofs of theorems 5.1.2 and 5.1.3.
6.1 Structure of the canonical divisor
In the following, we denote by (x : y : z) the chosen coordinates in P2, and by (x, y) the
coordinates in A2. Let k = Fq be a ﬁnite ﬁeld with q = pn elements. When we want
to state propositions valid over any ﬁeld, we will use the letter K instead of k. We will
further denote by K¯ the algebraic closure of K.
Let C be a genus 3 non-hyperelliptic curve deﬁned over a ﬁeld K canonically embedded
as a smooth plane quartic deﬁned over K. For such a model, the positive canonical
divisors of C are the intersection divisors of C with lines in P2(K¯). Over K¯, there are 5
possibilities for the intersection divisor (l · C) = P1 + P2 + P3 + P4 of a line l with C:
1. The four points are pairwise distinct. This is the generic position.
2. P1 = P2, then l is tangent to C at P1.
3. P1 = P2 = P3. The point P1 is then called a flex. As a linear intersection also
represents the canonical divisor κC , these points are exactly the ones where a
regular diﬀerential has a zero of order 3. The curve C has inﬁnitely many ﬂexes if
and only if charK = 3 and C is isomorphic to the Fermat quartic x4+ y4+ z4 = 0
(which is also isomorphic to the Klein quartic x3y + y3z + z3x = 0). If C has
ﬁnitely many ﬂexes, then these points are Weierstrass points and the sum of their
weights is 24. Moreover the weight of a ﬂex which is not a hyperﬂex (see point (5))
is 1 whereas a hyperﬂex has weight greater or equal to 2. If charK > 2 , then the
weight of a hyperﬂex is exactly 2 ([Tor00, p.28]). See also [VlT05] for charK = 2.
4. P1 = P2 and P3 = P4. The line l is called a bitangent of the curve C and the
points Pi bitangency points. It is well known (see for instance [6’, Sec.3.3.1]) that
if charK 6= 2 then C has exactly 28 bitangents. If charK = 2, then C has respec-
tively 7, 4, 2, or 1 bitangents, according to the 2-rank of its Jacobian is respectively
3, 2, 1 or 0 (see for example Part 2.1).
5. P1 = P2 = P3 = P4. The point P1 is called a hyperflex. Generically, such a point
does not exist. More precisely, the locus of quartics with at least one hyperﬂex
is of codimension one in the moduli space M3. The number of hyperﬂexes is less
than 12 if C is not isomorphic to the Fermat quartic over a ﬁeld of characteristic
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3. Moreover in this later case, the number of hyperﬂexes of C is equal to 28 (all
the bitangency points are hyperﬂexes) (see [Tor00, p.30]).
Some hyperﬂexes P can even be more special. Let P ∈ C be a point and let us denote
φP : C → |κC −P | = P1 the degree three map induced by the linear system |κC −P |. If
this cover is Galois, such a point P is called a Galois point. They are studied in [MY00]
in characteristic 0. In the following, we will denote by Gal (C) the set of Galois points
of C.
Lemma 6.1.1. Let C be a smooth plane quartic defined over an algebraically closed field
K. The number of Galois points is at most 4 if charK 6= 3 and at most 28 if charK = 3.
Proof. Let P be a Galois point of C. First we show that P is a hyperﬂex. If the cover
φP is Galois then there exists an automorphism α : C → C of order 3 which induces
φP : C → C/〈α〉. As C is canonically embedded, α induces a projective automorphism
of P2. We show that α(P ) = P . Let R1+R2+R3 = φ
−1
P (t0) for a generic point t0. The
line α(R1)α(R2) goes through α(P ). The morphism α permutes the Ri’s so
α(R1)α(R2) = R1R2 and α(P ) = P.
The point P is thus totally ramiﬁed in the cover φP . Therefore, the tangent line TP (C)
cuts C at P with multiplicity 4, i.e. P is a hyperﬂex.
Now, if a point Q 6= P is ramiﬁed then Q is completely ramiﬁed and it is then a ﬂex. If
charK 6= 3, Hurwitz’s formula shows that there must be exactly 4 such points associated
to P . Let ω be the minimum of the weights of P ∈ Gal (C). According to Section 6.1
(3), ω ≥ 2. So we get #Gal (C) · (4 · 1 + ω) ≤ 24. Thus #Gal (C) ≤ 4. This bound is
reached for instance for C : yz3+x4+z4 = 0 which has Galois points (0 : 0 : 1), (0 : c : 1)
with c3 = −1.
If charK = 3, Section 6.1 (5) shows that #Gal (C) ≤ 28. We show that this bound is
reached for the Fermat quartic C : x4 + y4 + z4 = 0. Using Section 6.1 (3), we know
that any point P = (x0 : y0 : z0) ∈ C is a ﬂex. Moreover, the fourth intersection









0) = (x0 : y0 : z0). Now suppose z0 = 1 and let X = x− x0, Y = y − y0. We
get
(X + x0)
4 + (Y + y0)
4 + 1 = X4 + x30X + x0X
3 + Y 4 + y30Y + y0Y
3 = 0.
Let Y = tX. The cover φP deﬁnes an extension K(C) = K(X, t)/K(t) with equation
f = X3(1 + t4) +X2(x0 + y0t
3) + (x30 + ty
3
0).
This cover is Galois if and only if
DiscX(f) =

















is a square in K(t). It is easy to see that this is the case if y0 = 0 or (x0/y0)9 = x0/y0.
Obviously, if P is a hyperﬂex of C, it satisﬁes this condition. So the bound is reached.
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Remark 6.1.2. It is not clear what the maximum of #Gal (C) can be when, in charac-
teristic 3, C is not isomorphic to the Fermat quartic. According to Section 6.1 (5) there
are at most 12 hyperﬂexes but I do not know if this number can be reached. Moreover,
wild ramiﬁcation prevents us from using Hurwitz’s formula as easily as in Lemma 6.1.1.
In particular, if the curve has 3-rank 0, then a Galois cover φP is (wildly) ramiﬁed at P
only. The only other tricky case (using Deuring-Safarevic formula [Sub75, th.4.2]) may
be the case where the 3-rank is equal to 2. In such a case we have two points wildly
ramiﬁed.
In the sequel, we will need the following lemma.
Lemma 6.1.3. Let C be a smooth plane quartic defined over an algebraically closed field
K. There is always a bitangency point which is not a hyperflex unless
1. charK = 2 and JacC is supersingular,
2. charK = 2 and C is isomorphic to a 2-rank one quartic
(ax2 + by2 + cz2 + dxy)2 + xy(y2 + xz) = 0
with ac 6= 0,
3. charK = 2 and C is isomorphic to a 2-rank two quartic
(ax2 + by2 + cz2)2 + xyz(y + z) = 0
with abc 6= 0 and b+ c 6= 0,
4. charK = 3 and C is isomorphic to the Fermat quartic.
Proof. According to Section 6.1 (5), the number of hyperﬂexes when C is not isomorphic
to the Fermat quartic and charK = 3, is less than 12. On the other hand, if p 6= 2, a
curve C has 28 bitangents, and thus there are at least 8 bitangency points which are not
hyperﬂexes. However, for the Fermat quartic in characteristic 3, all bitangency points
are hyperﬂexes.
There remains to look at the case p = 2 for which we use the classiﬁcation of [Wal95],
[11] (see Part 2.1). The quartic C falls into four categories according to its number of
bitangents:
1. if C has only one bitangent, then C is isomorphic to a model Q2 = x(y3 + x2z)
where Q = ax2 + by2 + cz2 + dxy + eyz + fzx and c 6= 0. The unique bitangent
x = 0 cuts C at points (x : y : z) satisfying by2 + cz2 + eyz = 0 . Therefore, C
has a hyperﬂex if and only if e = 0, i.e. C falls into the subfamily S [11, p.468] of
curves whose Jacobian is supersingular.
2. if C has two bitangents, then C is isomorphic to a model Q2 = xy(y2 + xz) where
Q = ax2+ by2+ cz2+ dxy+ eyz+ fzx and ac 6= 0. All bitangency points are then
hyperﬂexes if and only if e = f = 0.
3. if C has four bitangents, then C is isomorphic to Q2 = xyz(y + z) with
Q = ax2 + by2 + cz2 + dxy + eyz + fzx and abc 6= 0, b+ c+ e 6= 0.
All bitangency points are hyperﬂexes if and only if d = e = f = 0.
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4. if C has seven bitangents, then C is isomorphic to Q2 = xyz(x + y + z) with
Q = ax2 + by2 + cz2 + dxy + eyz + fzx and some additional conditions on the
coeﬃcients [11, p.445]. The bitangents are
{x, y, z, x + y + z, x+ y, y + z, x+ z}.
Suppose that the intersection points of x = 0, y = 0 and z = 0 with C are
hyperﬂexes, then d = e = f = 0. Moreover x+ y = 0 gives a hyperﬂex if and only
if (a+ b)y2 + yz + cz2 is a perfect square, which is never possible.
6.2 Proof of theorem 5.1.2
Let C be a smooth plane quartic deﬁned over a ﬁnite ﬁeld k. We denote by (∗) the
condition: there is a line which cuts the quartic C at 4 rational points (distinct or not).
We want to prove that, if q ≥ 127, then the condition (∗) is fulﬁlled. Note that, as
an easy consequence of Hasse-Weil bound, we can assume that C has a rational point P .
We follow the same lines as [DT08, p.604]. Let κC be the canonical divisor of C. The
lines intersecting C at P are in bijection with the divisors in the complete linear system
|κC−P |. We wish to estimate the number of completely split divisors in this linear system
using an eﬀective Chebotarev density theorem for function ﬁelds, as in [KMS94, Th.1].
In order to do so, we consider the separable geometric cover φ = φP : C → |κC−P | = P1
of degree 3 induced by the linear system |κC−P |. We may assume that no rational point
in P1 is ramiﬁed. Otherwise, it is easy to see that the ﬁbre of φ above this point has
only rational points and the condition (∗) is fulﬁlled. Theorem [KMS94, Th.1] assumes
that the cover is Galois but we can use the following easy lemma.
Lemma 6.2.1. Let K/F be a finite separable extension of function fields over a finite
field k. Let L be the Galois closure of K/F . A place of F splits completely in K if and
only if it splits completely in L.
Proof. It is clear that, if a place P ∈ F splits completely in L, it splits completely in K.
Conversely, let G be the Galois group of L/F and H be the Galois subgroup of L/K. By
construction (see [Bou06, A.V.p.54]), L is the compositum of the conjugates Kσ with
σ ∈ G/H. If a place P ∈ F splits completely in K, it splits completely in each of the
Kσ. It is then enough to apply [Sti93, Cor.III.8.4] to conclude.
We then get a similar result to [DT08].
Proposition 6.2.2. Let C be a smooth plane quartic defined over k.
1. If the cover φ has a non-trivial automorphism, then the number N of completely
split divisors in |κC − P | satisfies∣∣∣∣N − q + 13
∣∣∣∣ ≤ 2√q + |D|
where |D| =∑y∈P1,ramified deg y.
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2. If the cover φ has a non-trivial k¯-automorphism not defined over k, then there are
no completely split divisors in |κC − P |.
3. If the cover φ has no non-trivial automorphism, then the number N of completely
split divisors in |κC − P | satisfies∣∣∣∣N − q + 16
∣∣∣∣ ≤ √q + |D|.
To avoid case (2), we need to bound the number of points P ∈ C(k¯) such that the cover
φP : C → P1 is geometrically Galois. This is given by lemma 6.1.1. Moreover, it is easy
to bound |D| using Hurwitz’s formula :
|D| ≤ (2 · 3− 2)− 3 · (0− 2) = 10.






This concludes the proof.
6.3 Proof of theorem 5.1.3
Let C be a smooth plane quartic deﬁned over a ﬁeld K. We denote by (∗) the condition:
there exists a tangent to the quartic C which cuts C at rational points only.
Let T : C → Sym2(C) be the ”tangential correspondence” which sends P to the
divisor (TP (C) · C)− 2P . We associate to T its correspondence curve
XC = {(P,Q) ∈ C × C : Q ∈ T (P )}
which is deﬁned over K. We denote by πi, i = 1, 2, the projections on the ﬁrst and
second factor. The morphism π1 : XC → C is a 2-cover between these two projective
curves.
Lemma 6.3.1. Let K be an algebraically closed field. The projection π1 : XC −→ C has
the following properties :
1. The ramification points of π1 are the bitangency points of C,
2. φ is separable,
3. The point (P,Q) ∈ XC such that P,Q are bitangency points and P is not a hyperflex
(i.e. P 6= Q) is a regular point if and only if charK 6= 2,
4. If charK 6= 2, the only possible singular points of XC are the points (P,P ) where
P is a hyperflex of C.
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Proof. The ﬁrst property is an immediate consequence of the deﬁnition of a bitangent.
If π1 is not separable then charK = 2 and φ is purely inseparable. Thus #φ−1(P ) = 1
for all P ∈ C, i.e. all P are bitangency points. This is impossible since the number of
bitangents is ﬁnite (less or equal to 7).
Let F (x, y, z) = 0 be an equation of C. Let Q 6= P be a point of C deﬁning a point (P,Q)
in XC \∆ where ∆ is the diagonal of C × C. For such points, it is easy to write local
equations as follows. We can suppose that P = (0 : 0 : 1) = (0, 0), Q = (1 : 0 : 1) = (1, 0)
and assume that f(x, y) = F (x, y, 1) is an equation of the aﬃne part of C. Then, if we
consider the curve YC in A4(x, y, z, t) deﬁned by
f(x, y) = 0 ,
f(z, t) = 0 ,
∂f
∂x(x, y)(z − x) + ∂f∂y (x, y)(t − y) = 0 ,
it is clear that YC \ ∆ is an open subvariety of XC containing (P,Q). The Jacobian
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So (P,Q) ∈ XC is not singular if and only if ∂
2f
∂x2 (0, 0) 6= 0. This can never be the case
if charK = 2, so we suppose that charK 6= 2. We can always assume that the point
(0 : 1 : 0) /∈ C and we write
f(x, y) = x4 + x3h1(y) + x
2h2(y) + xh3(y) + h4(y) ,
where hi are polynomials (in one variable) over K of degree ≤ i. Since y = 0 is a
bitangent at P and Q, we have
f(x, 0) = x2(x− 1)2 = x4 − 2x3 + x2 ,
and thus h2(0) = 1. Now
∂2f
∂x2
(0, 0) = 2h2(0) 6= 0.
Finally if (P,Q) ∈ XC is not ramiﬁed, it is a smooth point. This proves the last
assertion.
Remark 6.3.2. In characteristic 0, it is known that the points (P,P ) such that P is a
hyperﬂex of C are ordinary double points. We conjecture that this is also true if and
only if charK 6= 2.
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To see whether XC is geometrically irreducible, we use the following easy lemma for
which we could not ﬁnd a reference.
Lemma 6.3.3. Let φ : X → Y be a separable morphism of degree 2 between two projec-
tive curves defined over an algebraically closed field K such that
1. Y is smooth and irreducible,
2. there exists a point P0 ∈ Y such that φ is ramified at P0 and φ−1(P0) is not
singular.
Then X is irreducible.
Proof. Let s : X˜ → X be the normalization of X and φ˜ = φ ◦ s : X˜ → Y . Due to the
second hypothesis, φ˜ : X˜ → Y is a separable, ramiﬁed 2-cover. Clearly, X is absolutely
irreducible if and only if X˜ is.
Let us assume that X˜ is not irreducible. There exist smooth projective curves X˜1 and
X˜2 such that X˜ = X˜1 ∪ X˜2. Then, consider for i = 1, 2, φ˜i = φ˜|X˜i : X˜i → Y . Each
of these morphisms is of degree 1 and since the curves are projective and smooth, they
deﬁne an isomorphism between X˜i and Y .
Since P0 ∈ Y is a ramiﬁed point, φ˜−11 (P0) = φ˜−12 (P0). It follows that φ˜−1(P0) ∈ X˜1 ∩ X˜2
so that φ˜−1(P0) is singular, which contradicts the hypothesis.
Now, let us assume that K = k is a ﬁnite ﬁeld. We want to prove that, for q ≥ 662 + 1
and p 6= 2, there is a rational point on XC , i.e. there is (P,Q) ∈ C(Fq)2 such that
(TP (C) ·C) = 2P +Q+R for some point R ∈ C(Fq). Thus, the tangent TP (C) satisﬁes
then the condition (∗). We will need the following proposition.
Proposition 6.3.4 ([AP95]). Let X be a geometrically irreducible curve of arithmetic
genus πX defined over Fq. Then
|#X(Fq)− (q + 1)| ≤ 2πX√q.
In particular if q ≥ (2πX)2 then X has a Fq-rational point.
We can now prove the theorem. We assumed that the characteristic of k is diﬀerent from
2.
Let us ﬁrst start with the Klein quartic in characteristic 3. We know that all its points
are ﬂexes. So if there exists P ∈ C(k), then the tangent at P cuts C at P and at another
unique point which is again rational over k. So the condition (∗) is satisﬁed. Now when
q > 23 and q 6= 29, 32, it is proved in [HLT05] that a genus 3 non-hyperelliptic curve
over Fq has always a rational point and the result follows.
We suppose that C is a smooth plane quartic not k¯-isomorphic to the Klein quartic if
p = 3. As we assumed that charFq 6= 2, by Lemma 6.3.3 and Lemma 6.3.1, we conclude
that XC is an absolutely irreducible projective curve. Moreover, if we assume that C has
no hyperﬂex, then XC is smooth and we can compute its genus using Hurwitz’s formula
for the 2-cover π1 : XC → C ramiﬁed over the 2 · 28 bitangency points. In fact,
2gXC − 2 = 2(2 · 3− 2) + 56
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and thus gXC = 33. As the arithmetic genus πXC is constant in ﬂat families, we get that
πXC = 33 for any curve C. We can now use Proposition 6.3.4 to get the bound.
Remark 6.3.5. Another possibility is to use the theory of correspondences : T is a
correspondence with valence ν = 2, i.e. the linear equivalence class of T (P ) + νP is
independent of P . If we denote by E (resp. F ) a ﬁber of π1 (resp. π2), we get as in
the proof of [GH94, p.285] that X ∼ aE + bF − ν∆ for some a, b ∈ Z to be determined.
Note that (see for instance [Har77, ex.III.8.3], [Har77, ex.V.1.6])
E.E = F.F = 0,
E.F = ∆.E = ∆.F = 1,
κC×C ≡num (2g − 2)E + (2g − 2)F,
∆2 = (2− 2g).
Moreover degπ1 = XC .E = b− ν = 2 and deg π2 = XC .F = a− ν. The degree of π2 is
equal to the degree of the dual curve C∗ minus 2. For any non singular plane curve C




where m is the inseparable degree of the dual map C → C∗. The degree m equals 1
except if char k = 3 where C is geometrically isomorphic to the Klein quartic (then
m = 3) or if char k = 2 (then m = 2) (see [Hom89, Cor.2.4]).
We can compute the arithmetic genus of XC thanks to the adjunction formula [Har77,
ex.V.1.3]
2πXC − 2 = XC .(XC + κC×C).
We ﬁnd
πXC = ab+ (g − 1)(a + b− 2ν − ν2)− ν(a+ b) + 1.
Computing the diﬀerent intersection numbers, one ﬁnds again πXC = 33 if p 6= 2 and if
C is not k¯-isomorphic to the Klein quartic in characteristic 3. However, we still do not
know whether XC is absolutely irreducible in characteristic 2.
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