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Abstract. SU(2) gauge fields and axions can have a stable, isotropic and homogeneous
configuration during inflation. However, couplings to other matter species lead to particle
production, which in turn induces backreaction on and destabilization of the non-abelian
and axion background. In this paper, we first study the particle production by a SU(2)
gauge field coupled to a massive Dirac doublet. To carry out this calculation we have made
two technical improvements compared to what has been done in the literature. First, we
apply the anti-symmetrization of the operators to treat particles and anti-particles on equal
footing, second, to deal with the UV divergences, we apply instantaneous subtraction. We
find that, the backreaction of produced fermions on the SU(2) background is negligible for
model parameters of observational interest. Next, we consider production of fermions due to
coupling to the axion. The tree-level backreaction on the gauge fields, as well as on the axion,
is vanishingly small. We also provide an estimate for the loop effects.
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1 Introduction
Coupled axion and SU(2) gauge fields can develop non-trivial vacuum expectation values
(VEVs) [1–4] during cosmic inflation [5–8]. These inflationary models have a rich phenomenol-
ogy that is not shared by canonical single scalar field inflation models (see [9] for a review).
As was first discovered by one of the authors (A.M.), when the conformal symmetry of Yang-
Mills theory is broken by an effective (FF˜ )2 term in the Lagrangian, non-abelian gauge fields
acquire an isotropic and homogeneous background VEV solution during inflation [1, 2]. Since
then, several inflationary models with the SU(2) VEV have been introduced and studied
which share the above features [3, 4, 10–13].
This background gauge field can provide a source for particle production during in-
flation. Despite being energetically subdominant, the axion-SU(2) gauge field can produce
potentially detectable signals during inflation. It can generate stochastic backgrounds of
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chiral gravitational waves [10, 12, 14–16], tensor non-Gaussianity [17–19] and the observed
matter asymmetry in the Universe [20–23].1
The upcoming LiteBIRD [26, 27] and CMB Stage-4 experiments are set to provide
further constraints on the axion-gauge fields [28–30]. That is why it is important to check if
models are viable phenomenologically. In particular, it is critical to see if couplings to other
matter species can give rise to particle production and backreaction on the axion-gauge field
background, thereby affecting the sourcing of observational signals. In [31], a charged scalar
field was coupled to the SU(2) gauge field, and production of pairs of charged particles in
the non-trivial gauge field background (known as the Schwinger effect [32]) was studied in
de Sitter spacetime. It was found that the backreaction of the scalar particles on the SU(2)
background is negligible in the viable parameter regions of the simplest axion-SU(2) models.
In [33], the backreaction of the extra spin-2 field in this setup was analytically studied for all
the inflationary models involving the SU(2) gauge field.
In this paper we continue our investigation of particle production by the axion-SU(2)
gauge field during inflation. This time, we study coupling of the SU(2) gauge field to a pair
of massive Dirac fermions, iΨ¯ /DΨ. We also add an interaction between axion and the axial
fermionic current, Jµ5∂µϕ/Λ, which is naturally expected in this type of models. We then
calculate the backreaction of the fermions on the SU(2) and axion background dynamics
during inflation, following the framework we have established in [31, 33].
Fermionic particle production in de Sitter spacetime and its backreaction implications
have been studied in the context of U(1) theories. The case of a non-trivial abelian gauge field
background without an axion was studied in [34]; a slowly evolving axion background with
no gauge field interactions was studied in [35, 36]; and a combination of the two, assuming a
massless fermion, was studied in [37].
As for the SU(2) gauge field background, the simplest fermionic non-abelian model was
studied in the recent work [38], where a massless doublet of Dirac fields is coupled covariantly
to the SU(2) gauge field. The main aim of [38] is to describe the fermionic particle production
due to the quantum (loop) effects from the Adler-Bell-Jackiw (or chiral) anomaly. Our work
not only extends their study to models with massive fermions and coupling to the axion
background, but also provides the first detailed analysis of the allowed parameter space by
cosmological and backreaction constraints.
We find important differences between the abelian and non-abelian models. Most no-
tably, the leading order fermionic backreaction on the SU(2) background is significantly
smaller than in the fermionic abelian [34] (as well as in the scalar abelian [39–43]) cases. We
find that the tree-level backreaction on the axion field backgound vanishes, unlike in U(1)
theories [35–37]. We thus conclude that, the inflationary scenarios involving an axion-SU(2)
gauge field spectator sector remain healthy and unaffected when couplings to gauged fermions
are present.
The organization of the paper is the following. In Section 2 we introduce our model.
Section 3 deals with the evolution and production of fermions in the time-dependent axion-
SU(2) background in a de Sitter universe. The results for the induced fermionic backreaction
are presented in Section 4. Section 5 is devoted to discussions and concluding remarks. Most
of the technical details, including lengthy derivations, notations and conventions are delegated
to the appendices.
1For a study of the nonlinear impact of the spectator sector on the comoving curvature perturbation during
inflation see [24, 25]
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2 Fermions in axion-SU(2) gauge field inflation
In this work, we study the fermion production by a slowly-evolving homogeneous and isotropic
SU(2) gauge field during inflation. The class of inflationary models involving such SU(2)
VEV has been first introduced in [1, 2]. Since then several different realizations of this class
of models have been introduced and studied, e.g. [3, 4]. See section 2 of [33] and the references
therein for a recent review on the models so far in the literature.
We assume slow-roll inflation with the background FLRW metric
ds2 = a2(τ)(−dτ2 + δijdxidxj), (2.1)
where τ is the conformal time, and the scale factor, a(τ), is related to the Hubble parameter,
H, as
a(τ) ' − 1
Hτ
and H ' const. (2.2)
Besides, we have a homogeneous and isotropic SU(2) gauge field background generated
by one of the possible realizations of this class of models. In the temporal gauge (A0 = 0),
we have in [1, 2]
Ai = A
a
iTa = a(τ)ψ(τ)δ
a
i Ta, (2.3)
where ψ(τ) ' const. during slow-roll inflation and Ta are the generators of the SU(2) group
[Ta,Tb] = i
c
abTc. (2.4)
Therefore, the gauge field has an almost constant energy density during inflation.
To avoid clutter, we suppress the spacetime indices of the Dirac matrices and spinors,
unless otherwise stated. For example, γ0 is a 4×4 matrix, which can act on the 4-dimensional
column spinor Ψ1 or can be acted upon by the 4-dimensional row spinor Ψ¯1 ≡ Ψ1†γ0. We
will have to deal with 8, 4 and 2-component spinors which are acted upon by 8 × 8, 4 × 4
and 2 × 2 matrices, respectively to this end, we adopt the following notation. If the spinor
(or the matrix) is 8 (or 8 × 8) dimensional, then it has a tilde(∼) on top. The notation for
the 4-dimensional spinor and matrix remains unaltered, whereas the 2-dimensional ones are
written in boldface. Finally, In represents the n×n identity matrix and the gamma matrices
are in the Dirac representation unless otherwise stated.
We consider a charged doublet of Dirac fermions
Ψ˜ =
(
Ψ1
Ψ2
)
, (2.5)
with the free theory
Sfermion =
∫
d4x
√−g
[
i ¯˜Ψ /DΨ˜−m ¯˜ΨΨ˜
]
, (2.6)
where ¯˜Ψ = (Ψ¯1 Ψ¯2), and /D is
/D ≡ Dµ ⊗ γµ = eµα
[
I2∇µ − igAAaµTa
]⊗ γα, (2.7)
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in which ⊗ is the Kronecker product, eµα = a−1(τ)δµα are the vierbeins given by gµν =
eµαeνβη
αβ , and γα are the flat space Dirac matrices
{γα, γβ} = 2ηαβI4. (2.8)
See Appendix A for details. Notice that γµ = eµαγα = a(τ)δµαγα where α and β represent
the local Lorentz indices while µ and ν represent spacetime coordinates.
Since the inflationary setups in this paper involve axion fields, fermionic sector can have
the following effective interaction with the axion (see for instance [44])
Sint =
∫
d4x
√−g
[
β
λϕ
f
∇µJµ5
]
, (2.9)
where ϕ is the axion field, f is the axion decay constant, λ is the dimensionless coefficient
of the Chern-Simons interaction term of the axion, and β is a dimensionless parameter. The
quantity β can be of order unity. Here, Jµ5 is the fermionic chiral current given as
Jµ5 ≡ ¯˜ΨI2 ⊗ (γµγ5)Ψ˜, (2.10)
where γ5 = iγ0γ1γ2γ3.
In summary, the fermion theory in an SU(2)-axion background given in (2.3) and ϕ =
ϕ(τ) is specified by
S =
∫
a4dτdx3
i
a
¯˜Ψ
[
I2
(
∂τ +
3
2
H)⊗ γ0 + δiα(I2∂i − iagAψδai Ta)⊗ γα + iamI8
+β
iλ∂τϕ
f
I2 ⊗ (γ0γ5)
]
Ψ˜, (2.11)
where the second term in the right hand side comes from the spin connection (see (A.4) and
(A.8)). As implied by the above action, the canonically normalized field is
Ψ˜ ≡ a 32 Ψ˜. (2.12)
Using Ta = 12σ
iδai (σ
i are the Pauli matrices) in (2.11), we find
L = i ¯˜Ψ
[
I2∂τ ⊗ γ0 +
(
I2∂i − i
2
ξAHσi
)
⊗ γi + iµmHI8 + 2iξϕHI2 ⊗ (γ0γ5)
]
Ψ˜, (2.13)
where ξA, ξϕ, and µm are dimensionless parameters defined by
ξA ≡ gAψ
H
, ξϕ ≡ βλ∂τϕ
2af
, µm ≡ m
H
. (2.14)
For the sake of completeness, here we define another related dimensionless quantity in the
axion inflation backgrounds
ξ ≡ λ∂τϕ
2af
, (2.15)
which during slow-roll inflation is related to ξA as ξ ' 1+ξ
2
A
ξA
in the massless SU(2) models.
In our setup, ξ and ξϕ are related as
ξϕ = βξ, (2.16)
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where β is of order unity.
Up to this point, we wrote the theory in the flavor frame in terms of an 8-spinor in real
space. However, in Fourier space, the setup is reducible into 2 irreducible 4-spinor sub-sectors
in the helicity representation. Therefore, it is more convenient to go to Fourier space and
write it in the extended helicity frame which we introduce now.
In Fourier space, we expand Ψ˜ as
Ψ˜(τ,x) =
∫
d3keik.xΨ˜k. (2.17)
For a given momentum, k, the 8× 8 helicity projection operators are
P˜±(k) = I2 ⊗
(
I4 ± kiγi
2
)
, (2.18)
which decompose Ψ˜k into the plus and minus helicity states as
Ψ˜±k = P˜±(k)Ψ˜k, (2.19)
where Ψ˜k = Ψ˜+k + Ψ˜
−
k . The helicity representation decomposes the system of 8-spinor in real
space in Eq. (2.13) into two subspaces of 4-spinors in real space
Ψ˜ = Ψ+ ⊕ Ψ− =
(
Ψ+
Ψ−
)
, (2.20)
such that the theory is given as
S[Ψ˜] = S+[Ψ
+] + S−[Ψ−].
We present the details of our consideration in Appendix B. Here, we write the final theories
for each of the 4-spinor subspaces in Fourier space 2
S+ =
∫
dτd3kΨ¯+k
[
iγ0∂τ − γ3k −
(
2ξϕ − ξA
2
)Hλ4 − µmHI4]Ψ+k , (2.21)
S− =
∫
dτd3kΨ¯−k
[
iγ0∂τ + γ
3k − (2ξϕ + ξA
2
)Hλ4 − µmHI4 + γ1ξAH]Ψ−k , (2.22)
where
γ0 =
(
I2 0
0 −I2
)
, γi =
(
0 σi
−σi 0
)
, λ4 =
(
0 I2
−I2 0
)
. (2.23)
The field equations of Ψ+k and Ψ
−
k are[
iγ0∂τ − γ3k −
(
2ξϕ − ξA
2
)Hλ4 − µmHI4]Ψ+k = 0, (2.24)
2Note that the form of the S+ is very similar to the action describing a single fermion derivatively coupled
to an axion considered in [36]. There the authors make a local chiral transformation of the fermion basis to
avoid unphysical singularities in the behaviour of the mode functions for a massless fermion. We do not follow
this prescription for two reasons. We are unsure if it can be extended to theories with non-abelain gauge
symmetries. The transformation also does not simplify the S− action, because of the last term in the action.
Since the authors in [36] show that the transformation is unnecessary for sufficiently large masses, µm & 1,
we always make sure that we respect this theoretical constraint.
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and [
iγ0∂τ + γ
3k − (2ξϕ + ξA
2
)Hλ4 − µmHI4 + γ1ξAH]Ψ−k = 0, (2.25)
respectively. Therefore, we have two independent Dirac fermions, Ψ±k . We solve them in the
next section. Before that, let us take a closer look at the field equations to have a qualitative
understanding of each field.
Our Dirac fields can be expanded as
Ψ±k =
∑
s=±
 ψ±↑s (τ, k)Es
sψ±↓s (τ, k)Es
 , (2.26)
where ψ±↑s (τ, k) and ψ±↓s (τ, k) are mode functions and Es with s = ±1 are the two-spinor
polarization states
E+ =
(
1
0
)
and E− =
(
0
1
)
. (2.27)
Since we are already in the helicity states of the given momentum k, the 2-spinor polarization
states are k-independent.
Using the above in the field equations (2.24) and (2.25), we find that:
• For the plus spinor field: the field is decoupled in terms of the polarization spinor Es.
Thus, we have two pairs of coupled field equations for each polarization.
• For the minus spinor field: the field equation is not diagonalizable in terms of Es. That
is because of the extra (time dependent) term proportional to γ1 in the minus field
equation (2.25). As a result, we have four coupled field equations. In the limit of either
being well inside the horizon, i.e. k  H, or ξA  1, this term is negligible and the
system reduces to two pairs of coupled field equations.
3 Fermion production
We now calculate the evolution of the plus and minus fermionic fields, Ψ±k . Since these
4-spinors are decoupled (see Eqs. (2.24) and (2.25)), we consider them separately.
3.1 Ψ+ spinors
We begin with the Ψ+k modes, described by the S+ action given in Eq. (2.21). Since the
modes are 4-dimensional objects, their first order in time linear equation of motion, Eq.
(2.24), should yield four linearly independent 4-spinor solutions, i.e.,
Ψ+k =
∑
s=±
[
U+s,k(τ)a
+
s,k + V
+
s,−k(τ)b
+†
s,−k
]
, (3.1)
where creation and annihilation operators satisfy
{a+s,k, a+†s′,k′} = δss′δ(3)(k − k′) , {b+s,k, b+†s′,k′} = δss′δ(3)(k − k′) . (3.2)
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We then decompose U+s,k and V
+
s,k as
U+s,k(τ) =
1√
2
(
Esu
↑
s(k, τ)
sEsu
↓
s(k, τ)
)
and V +s,−k(τ) =
1√
2
(
Esv
↑
s(k, τ)
sEsv
↓
s(k, τ)
)
, (3.3)
where Es are the 2-spinor polarization states defined in (2.27).
Using the procedure in Appendix C we can derive the initial conditions,
u↑s(k, τ) = v
↑∗
s (k, τ) and u
↓
s(k, τ) = −v↓∗s (k, τ) . (3.4)
Since u↑↓s and v↑↓s depend on each other, we can first solve the field equations of u↑↓s , and
then, use (3.4) to find v↑↓s and read V +s,−k(τ) as
V +s,−k(τ) =
1√
2
(
Esu
↑∗
s (k, τ)
−sEsu↓∗s (k, τ)
)
. (3.5)
Upon substiting the ansatz (3.1) and (3.3) into the field equation (2.24), we arrive at 2 sets
of coupled field equations for each polarization
(i∂τ − µmH)u↑s −
[
k + s
(
2ξϕ − ξA2
)
H
]
u↓s = 0 , (3.6)
(i∂τ + µmH)u↓s −
[
k + s
(
2ξϕ − ξA2
)
H
]
u↑s = 0 . (3.7)
To find analytical solutions we make the following decomposition
u↑s =
1√
2τ˜
(Ys + Zs) and u
↓
s =
1√
2τ˜
(Ys − Zs) , (3.8)
where τ˜ is the physical momentum rescaled by H, i.e. ,
τ˜ ≡ k
aH
= −kτ . (3.9)
The coupled set of first order differential equations (3.6) and (3.7) can be decoupled into
two second order differential equations for Ys and Zs as
∂2τ˜Ys +
[
1− 2iκ
+
s
τ˜
+
1/4− µ+2
τ˜2
]
Ys = 0 , (3.10)
∂2τ˜Zs +
[
1− 2iκ˜
+
s
τ˜
+
1/4− µ+2
τ˜2
]
Zs = 0 , (3.11)
where κ+s , and κ˜+s are
κ+s =
1
2
+ is
(
2ξϕ − ξA
2
)
and κ˜+s = −
1
2
+ is
(
2ξϕ − ξA
2
)
, (3.12)
while µ+ is
µ+ = i
[
µ2m +
(
2ξϕ − ξA
2
)2] 12
. (3.13)
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The general solutions for equations (3.10) and (3.11) are Wκ,µ(−2iτ˜) and Mκ,µ(−2iτ˜) Whit-
taker functions. Setting the Bunch-Davies vacuum as the initial condition for u↑s and u↓s
lim
τ→−∞u
↑
s(τ, k) =
1
(2pi)
3
2
e−ikτ√
2k
and lim
τ→−∞u
↓
s(τ, k) =
1
(2pi)
3
2
e−ikτ√
2k
, (3.14)
and using the asymptotic form of the W and M functions in (A.9), we find that Ys and Zs
are given by
Ys = b1sWκ+s ,µ+(−2iτ˜) and Zs = b2sWκ˜+s ,µ+(−2iτ˜). (3.15)
Therefore, in the asymptotic past limit, we have Zs = i2(b2s/b1s)τ˜
−1Ys  Ys. Combination
of the Bunch-Davies vacuum condition in (3.14) and the asymptotic form of the W function
in (A.9) gives b1s = 1
(2pi)
3
2
es(ξA/4−ξϕ)pi. Moreover, subtracting (3.7) from (3.6) and keeping
the dominant terms in the asymptotic past limit, we find b2s = −iµmb1s. Finally, we have
Ys =
1
(2pi)
3
2
es(ξA/4−ξϕ)piWκ+s ,µ+(−2iτ˜),
Zs = − iµm
(2pi)
3
2
es(ξA/4−ξϕ)piWκ˜+s ,µ+(−2iτ˜).
(3.16)
Note that the amplitudes and the relative phases of the Bunch-Davies vacuum modes are
such that the corresponding Hamiltonian is diagonalized. We present the detailed calculation
of the Hamiltonian in Appendix C.
3.2 Ψ− spinors
Next, we calculate the Ψ−k modes, described by the S− action given in Eq. (2.22). Since
the modes are 4-dimensional objects, their first order in time linear equation of motion, Eq.
(2.25), should yield four linearly independent 4-spinor solutions, i.e.,
Ψ−k =
∑
s=±
[
U−s,k(τ)a
−
s,k + V
−
s,−k(τ)b
−†
s,−k
]
, (3.17)
where creation and annihilation operators satisfy
{a−s,k, a−†s′,k′} = δss′δ(3)(k − k′) , {b−s,k, b−†s′,k′} = δss′δ(3)(k − k′) . (3.18)
The Lagrangian of the minus subspace is not diagonalizable in a time independent frame.
Hence, the helicity eigenstates are only the eigenstates of the Lagrangian in the asymptotic
past limit. Therefore, we adopt a more general trial vector solutions
U−s,k(τ) =
1√
2
(
Esu
↑
s,+(k, τ)
sEsu
↓
s,+(k, τ)
)
+
1√
2
(
E−su
↑
s,−(k, τ)
−sE−su↓s,−(k, τ)
)
,
V −s,k(τ) =
1√
2
(
Esv
↑
s,+(k, τ)
sEsv
↓
s,+(k, τ)
)
+
1√
2
(
E−sv
↑
s,−(k, τ)
−sE−sv↓s,−(k, τ)
)
,
(3.19)
where Es are the 2-spinor polarization states defined in (2.27). Since in the asymptotic past
limit the system is diagonalized in this particular basis, we have
limτ˜→∞ u
↑
s,−(kτ) = limτ˜→∞ u
↓
s,−(kτ) = 0, (3.20)
limτ˜→∞ v
↑
s,−(kτ) = limτ˜→∞ v
↓
s,−(kτ) = 0. (3.21)
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Using the procedure in Appendix C, one can derive the initial conditions,
u↑s,+(k, τ) = v
↑∗
s,+(k, τ) , u
↓
s,+(k, τ) = −v↓∗s,+(k, τ) . (3.22)
Since u↑↓s,p and v↑↓s,p depend on each other, we can first solve the field equations of u↑↓s,p,
and then, use (3.22) to read v↑↓s,p from their corresponding u↑↓s,p.
After the substitution of the ansatz from Eq. (3.19) into the equation of motion (2.25),
we arrive at
(i∂τ − µmH)u↑s,p +
[
k − sp
(
2ξϕ +
ξA
2
)
H
]
u↓s,p − spξAHu↓s,−p = 0 ,
(i∂τ + µmH)u↓s,p +
[
k − sp
(
2ξϕ +
ξA
2
)
H
]
u↑s,p + spξAHu↑s,−p = 0 .
(3.23)
Note also that for each given s and p, we have a pair of coupled equations between p = +
and p = − fields.
Following our approach from the previous section, we make the decomposition
u↑s,p =
1√
2τ˜
(Ys,p + Zs,p) and u
↓
s,p =
1√
2τ˜
(Ys,p − Zs,p) , (3.24)
yielding
i∂τ˜Ys,p −
[
1− sp(4ξϕ + ξA)− i
2τ˜
]
Ys,p +
µm
τ˜
Zs,p − spξA
τ˜
Zs,−p = 0 ,
i∂τ˜Zs,p +
[
1− sp(4ξϕ + ξA) + i
2τ˜
]
Zs,p +
µm
τ˜
Ys,p +
spξA
τ˜
Ys,−p = 0 .
(3.25)
We can reduce the above coupled first order equations to pairs of coupled second order
equations
∂2τ˜Ys,p +
[
1 +
i− 2sp(ξϕ + ξA/2)
τ˜
+
1/4 + µ2m + (ξϕ + ξA/2)
2 + ξ2A
τ˜2
]
Ys,p
− 2ξA(ξϕ + ξA/2)
τ˜2
Zs,−p = 0 ,
∂2τ˜Zs,−p +
[
1− i− 2sp(ξϕ + ξA/2)
τ˜
+
1/4 + µ2m + (ξϕ + ξA/2)
2 + ξ2A
τ˜2
]
Zs,−p
− 2ξA(ξϕ + ξA/2)
τ˜2
Ys,p = 0 .
(3.26)
Unlike before, the system cannot be solved analytically. Therefore, we solve them numerically.
Furthermore, the amplitudes and the phases of the modes are adjusted to diagonalize the
Hamiltonian. For a detailed derivation of the Hamiltonian see Appendix C.
4 Backreactions
The action (2.6) has a Noether current associated to the SU(2) isospin
Jµa = δµα
gA
2a4
¯˜
Ψ σa ⊗ γαΨ˜, (4.1)
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and the axial vector current, Jµ5 , given in (2.10). Notice that J
µa ≡ δSfermion√−gδAaµ satisfies
∇µJµaσa = 0. The Noether current and divergence of the chiral current induce backre-
actions on the background field equations of an axion-SU(2) setup. See [33] for details about
a uniform presentation of the axion-SU(2) class of models and in particular its section 2 for
the background equations. The Noether 4-current backreacts on the background equation of
the gauge field as
∂2τ (aψ) + 2H∂τ (aψ) + (∂τH+H2)(aψ) + 2a3g2Aψ3 −
gAλ
f
a2∂τϕψ
2 = −a2J , (4.2)
where the spatially averaged component of the matter 3-current is
J = 1
3a
δjb〈Jbj 〉 . (4.3)
Moreover, the axial current backreacts on the axion background equation as
∂2τϕ+ 2H∂τϕ+ a2∂ϕV + 3
gAλ
f
aψ2(Hψ + ∂τψ) = a2B , (4.4)
where the backreaction term is defined as
B = β λ
2f
∇µJµ5 = −imβ
λ
a3f
¯˜
Ψγ5Ψ˜ . (4.5)
The last equality uses the field equations of the fermions.
We begin with an outline of our prescription for computing the VEVs of quadratic
fermionic quantum operators such as J and B. We then calculate the fermionic backreaction
on the gauge field and the axion backgrounds.
4.1 VEVs of quadratic fermionic operators
In order to compute VEVs of quantum operators we follow the [45, 46].
Consider a general four component fermionic field, similar to the Ψ+ and Ψ− defined in
section 2.
ηα(x, τ) =
∫
d3k ηk,α(τ)e
ik·x ,
ηk,α(τ) =
∑
s=±
[
Us,k,α(τ)cs,k + Vs,−k,α(τ)d
†
s,−k
]
,
(4.6)
with a quadratic action
Sη =
∫
dτd3k
[
iη†k,α∂τηk,α − η†k,αΩαβ(k, τ)ηk,β
]
, (4.7)
and a Hamiltonian
Hη =
∫
d3k η†k,αΩαβ(k, τ)ηk,β , (4.8)
where α and β run from 1 to 4, and cs,k and ds,−k are time-independent particle and anti-
particle annihilation operators. Using Eq. (4.6) in the Hamiltonian, we obtain
Hη =
∫
d3k(c†k,d−k)
(EU F†
F EV
)(
ck
d†−k
)
, (4.9)
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where
ck = [c+,k c−,k]T , dk = [d+,k d−,k]T , (4.10)
and
EUss′ = U∗s,k,αΩαβUs′,k,β , Fss′ = V ∗s,k,αΩαβVs′,k,β . (4.11)
In the ground state of a given k-mode of the fermionic field, i.e., in the Bunch-Davies
vacuum, the state vector is |0BD〉
ck,s|0BD〉 = 0 , dk,s|0BD〉 = 0 , (4.12)
and
BD vacuum : EUss′ = −EVss′ = ωsδss′ , Fss′ = 0 . (4.13)
When the mode is excited, its EU,Vss′ can attain non-zero off-diagonal components and its Fss′
can also become non vanishing. However, we can still diagonalize EU,Vss′ with vanishing Fss′
by re-writing the Hamiltonian as
Hη =
∫
d3k(cˇ†k, dˇ−k)
(EˇU Fˇ†
Fˇ EˇV
)(
cˇk
dˇ†−k
)
, (4.14)
where (
cˇ−k (τ)
dˇ−†−k(τ)
)
= Pk(τ)
(
c−k
d−†−k
)
, (4.15)
and
Pk(τ)P
†
k (τ) = I4 . (4.16)
We choose the eigenvectors of (EU F†
F EV
)
, (4.17)
as the columns of P †k (τ). Then,
EˇUss′ = −EˇVss′ = ωˇsδss′ , Fˇss′ = 0 , (4.18)
as promised.
After the transformation in Eq. (4.15), a new state vector has the properties of the
physical vacuum, |0τ 〉, defined as
cˇk,s|0τ 〉 = 0 , dˇk,s|0τ 〉 = 0 . (4.19)
Note that we work in the Heisenberg picture in which the state vector is constant, i.e., it
remains |0BD〉 throughout.
The fermionic field can be re-written as
ηk,α(τ) =
∑
s=±
[
Uˇs,k,α(τ)cˇs,k + Vˇs,−k,α(τ)dˇ
†
s,−k
]
, (4.20)
where
Uˇs,k,α =
∑
s′=±
[
Us′,k,αP
†
3−s′
2
, 3−s
2
+ Vs′−,k,αP
†
7−s′
2
, 3−s
2
]
,
Vˇs,−k,α =
∑
s′=±
[
Vs′,−k,αP
†
7−s′
2
, 7−s
2
+ Us′,k,αP
†
3−s′
2
, 7−s
2
]
.
(4.21)
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We wish to find the VEV of a Hermitian operator, which is quadratic in the fermionic
field, of the general form
O(x, τ) =
∫
d3k d3k′ ei(k−k
′)·xη†k,α(τ)Aα,β(k,k
′, τ)ηk′,β(τ) , (4.22)
with A†α,β(k,k
′, τ) = Aα,β(k′,k, τ) by virtue of the hermitian nature of the O operator.
When computing the VEV, we need to make sure that
1. Particles and anti-particles are treated on equal footing.
2. Only physical field excitations, i.e., those on top of the physical vacuum, contribute to
the VEV.
To address the first point, we follow [45] and define the anti-symmetrizied operator
Oa(x, τ) ≡
∫
d3k d3k′ ei(k−k
′)·xAα,β(k,k′, τ)[η
†
k,α(τ), ηk′,β(τ)]
=
∫
d3k d3k′ ei(k−k
′)·xAα,β(k,k′, τ)
1
2
(
η†k,α(τ)ηk′,β(τ)− ηk′,β(τ)η†k,α(τ)
)
,
(4.23)
which has the same classical counterpart as O. The difference is that when we take the
BD VEV, O receives only contributions from terms with ds,−kd†s,−k, i.e., the anti-particle
creation and annihilation operators, whereas Oa receives contributions from both cs,kc†s,k and
ds,−kd
†
s,−k.
To account for the second point, we follow [46] and we subtract from the BD VEV the
expectation value with respect to |0τ 〉. This way only non-vacuum field fluctuations contribute
to the physical vacuum expectation value.
To sum up, the VEV of O is defined as
〈O(x, τ)〉 ≡ 〈0BD|Oa(x, τ)|0BD〉 − 〈0τ |Oa(x, τ)|0τ 〉 , (4.24)
which reduces to
〈O(x, τ)〉 =
∫
d3k Aαβ(k,k, τ)
∑
s=±
1
2
[(
V ∗s,k,α(τ)Vs,k,β(τ)− Us,k,β(τ)U∗s,k,α(τ)
)
−
(
Vˇ ∗s,k,α(τ)Vˇs,k,β(τ)− Uˇs,k,β(τ)Uˇ∗s,k,α(τ)
)]
.
(4.25)
Here, we are interested in the backreaction of the fermion on the gauge field field equa-
tion, J ±, and the axion field equation, B±, which can be computed by the above formula
as
〈J s〉 =
∫
d3k AJ
s
αβ (k,k, τ)
1
2
[(
V ∗s,k,α(τ)Vs,k,β(τ)− Us,k,β(τ)U∗s,k,α(τ)
)
−
(
Vˇ ∗s,k,α(τ)Vˇs,k,β(τ)− Uˇs,k,β(τ)Uˇ∗s,k,α(τ)
)]
,
(4.26)
and
〈Bs〉 =
∫
d3k AB
s
αβ(k,k, τ)
1
2
[(
V ∗s,k,α(τ)Vs,k,β(τ)− Us,k,β(τ)U∗s,k,α(τ)
)
−
(
Vˇ ∗s,k,α(τ)Vˇs,k,β(τ)− Uˇs,k,β(τ)Uˇ∗s,k,α(τ)
)]
,
(4.27)
respectively.
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4.2 Backreaction on the SU(2) background
We now calculate the homogeneous and isotropic backreaction term on the SU(2) background,
J , defined in Eq. (4.3). It conveniently separates into two independent contributions from
the + and − fermions:
J = J + + J − . (4.28)
The expressions for J + and J − take the form given in Eq. (4.26), with
AJ+(k,k, τ) =
gA
3a3

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
 ,
AJ−(k,k, τ) = − gA
3a3

0 0 1 −2
0 0 −2 1
1 −2 0 0
−2 1 0 0
 .
(4.29)
In Fig. 1, we show J +(top) and J −(bottom) for different values of the parameters ξϕ,
m and ξA. We observe the following dependence:
• J + has a prominent dip when 2ξϕ − ξA/2 = 0, which occurs because the axion and
gauge field-induced effective mass terms cancel. Besides this feature, for a fixed mass,
J + increases monotonically with ξA. Otherwise when the "bare" mass of the fermion
is the dominant scale, i.e., m/H > ξA, ξϕ, we observe a decrease in particle production
as the mass increases, as expected. In the opposite limit, m/H < ξA, ξϕ, there is
an increase in particle production as the mass increases, until the mass becomes the
dominant scale. 3
• J − exhibits a complex behaviour with the parameters which we attribute to the ad-
ditional couplings in this sector. Using the current regularization scheme and for the
parameter region of interest, J − never exceeds J + apart from the dips in J +, so the
dominant contribution to the backreaction considered in the next section comes from
J +.
• When compared to the scalar case considered in [31], the fermion model has an im-
portant new feature. Unlike scalars, fermion particles are copiously produced as ξA
increases and dominate the other scales in the problem. Our setup provides a novel
mechanism for efficient production of fermionic matter during inflation.
• The fermion Schwinger particle production by a homogeneous U(1) gauge field studied
in [34] is different from our SU(2) case with the isotropic and homogeneous VEV. In
the U(1) case the current decreases with the increase of the fermion mass. However, in
both cases, the current increases like ξ2A in the very strong gauge field limit.
3A similar increase in particle production with the increase in mass was observed in [36]. In their setup,
the fermion is not coupled to a gauge field but is derivatively coupled to an axion field.
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Figure 1. The expectation values of the backreaction currents of the + (top panel) and − (bottom
panel) fermions as a function of ξA for m = 10H, ξϕ = 1 (purple); m = H, ξϕ = 1 (blue); m = H,
ξϕ = 10 (gold); m = 10H, ξϕ = 10 (red). The prominent dip in the first panel at 2ξϕ − ξA/2 = 0 is
due to an exact cancelation between the effective masses induced by the gauge field and the axion.
Such a cancelation is not observed in the − fermions.
Having computed J ±, we can compute their backreaction on the SU(2) gauge field
background, ψ, by following [33]. Assuming slow-roll evolution of the axion-SU(2), i.e.,
ψ¨
H2ψ
 ψ˙Hψ  1, the field equation of the gauge field given in (4.2) can be approximated as
3Hψ˙ + H˙ψ + Veff,ψ(ψ) ' 0, (4.30)
where a dot is a derivative with respect to cosmic time and the field derivative of the effective
potential of ψ is
Veff,ψ(ψ) ' 2H2ψ(1 + ξ2A)−
gAλϕ˙
f
ψ2. (4.31)
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Figure 2. Various observational and theoretical constraints on the model parameter space, cf. [18].
For the constraints due to the tensor and scalar backreactions see [31, 33]. The bound from the
fermion particle production, depicted by the orange solid line (for m = H and ξϕ = 1) and the area
underneath, does not lead to additional bounds on the observationally relevant parameter space. The
ξA on the horizontal axis is the same as mQ in [12, 17, 18].
Slow-roll demands Veff,ψ(ψ) 1, while each of the terms in the right hand side can be much
larger, e.g., gAλϕ˙f ψ
2/Veff,ψ  1. On the other hand, J in the right hand side of (4.2) should
be at most on the order of the slow-roll suppressed terms, i.e.,
J
H2ψ
 1 , (4.32)
so that it does not break the slow-roll dynamics in the background and can be considered as
a perturbation correction. Otherwise, the perturbative expansion and slow-roll dynamics are
not trustable and the models should be studied numerically.
Therefore, we define the regime of strong backreaction as
J < 10−2H2ψ . (4.33)
We will use the above to explore the possible parameter space of one possible axion-SU(2)
gauge field model in section 4.4.
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Figure 3. Same as Fig. 2, but for m = 10H and ξϕ = 10.
4.3 Backreaction on the axion background
We now turn to the homogeneous and isotropic backreaction term on the axion background,
B, defined in Eq. (4.5). It again splits into the sum of two independent + and − components:
B = B+ + B− . (4.34)
B+ and B− reduce to the form given in Eq. (4.27)
AB+(k,k, τ) = AB−(k,k, τ) = β
λmH3
2if
(
0 −I2
I2 0
)
. (4.35)
From the axion field equation in the slow-roll regime, we have ϕ¨Hϕ˙  1, and
3Hϕ˙+ Vϕ,eff ' 0, (4.36)
where Vϕ,eff = Vϕ+ 3λgAf ψ
2(ψ˙+Hψ). The validity of the perturbation and slow-roll dynamics
requires B to be at most of the order of the slow-roll suppressed terms, e.g.
B  Hϕ˙. (4.37)
Interestingly, however we find that
AB
s
αβ(k,k, τ)
1
2
(
V ∗s,k,α(τ)Vs,k,β(τ)− Us,k,β(τ)U∗s,k,α(τ)
)
= 0 , (4.38)
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Figure 4. Same as Fig. 2, but for m = 10H and ξϕ = 1.
which implies that
B = 0. (4.39)
Therefore, the particle production does not lead to any backreaction on the axion background.
4
The computation so far has been done effectively at tree level. A one-loop effect, which
has not been included consistently (see [38] for a related work with massless fermions), is
the chiral anomaly, i.e., a quantum correction to the expectation value of ∇µJµ5, equal to
g2ATr(FµνF˜
µν)/(16pi2) [44] which is ≈ 3g2Aψ3H/(4pi2). Since B = (βλ)/(2f)∇µJµ5, using
gAλ∂τϕ/(af) ≈ 2H(ξA + ξ−1A ), Eq. (4.37) yields( f
H
)2  3
16pi2
βξ2A(ξ
2
A + 1) . (4.40)
Since the right-hand side is always of order of unity, the backreaction is never important
when f  H.
4Note that this differs from the backreaction result in [36, 47]. We reproduce their result only if we do
not antisymmetrise the operator we used to compute B, see Eq. (4.23). Hence, the contributions of particles
and antiparticles to the axion backreaction term are of equal magnitudes, but opposite signs, cancelling each
other out.
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Figure 5. Same as Fig. 2, but for m = H and ξϕ = 10.
4.4 Parameter space of a model
Our method applies to models in which inflation is driven by the axion-gauge field sector
[1–4], as well as to those in which the axion and gauge fields are in a spectator sector [12].
For concreteness, we consider the latter model and compare our results with observational
bounds on the following spectator model:
S = SEH + Sφ + Sspec + Sfermion + Sint ,
Sspec =
∫
d4x
√−g
[
1
2
∂µϕ∂
µϕ− V (ϕ)− 1
2
Tr(FµνF
µν)− λϕ
2f
Tr(FµνF˜
µν)
]
,
(4.41)
where SEH and Sφ are the Einstein-Hilbert and the inflaton actions, respectively, responsible
for inflation of the universe, and Sspec is the action of the spectator sector. It contains the
axion-gauge field sector, where ϕ is the axion with a potential V (ϕ) and a decay constant f ,
and
Fµν = ∇µAν −∇νAµ + igA (AµAν −AνAµ) , (4.42)
is the field strength tensor of the SU(2) gauge fields. The last term in Sspec is the Chern-
Simons interaction, where λ parametrizes its strength and F˜µν is the dual of Fµν .
For the bound on the backreaction of the gauge fields we use Eq. (4.33), which reduces
to
B < ξ
3
A
102pi2Asrvac
2
J
gAH3
, (4.43)
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where B ≡ ξ4AH2/(g2Am2pl) is about two times the energy density fraction of the gauge field.
We have also used the slow-roll relation rvac = 2H2/(Aspi2m2pl) to parametrize the Hubble
scale of inflation, i.e., rvac is the standard vacuum contribution to the tensor-to-scalar ratio
in single-field slow-roll inflation. The amplitude of the curvature power spectrum is As ≈
2.2× 10−9 [48].
In Figs. 2, 3, 4, 5, the orange solid line and the shaded area underneath it depict the
inequality in Eq. (4.43), i.e., the regions where strong backreaction occurs due to the induced
current. From this figures we can conclude that no additional constraint comes from the
fermionic particle production.
5 Discussion
We have studied the evolution of a Dirac field doublet, which is covariantly coupled to an
axion and an isotropic SU(2) gauge field background in de Sitter spacetime. We assumed
the fermion field to have a Dirac mass term. Our work extends the previous work on fermion
production from axion and abelian U(1) gauge fields [34–37], as well as on the simplest SU(2)
case with massless fermions [38].
We discovered that the SU(2) background, in combination with the Dirac mass term,
leads to non-trivial couplings between fermion components of different flavor and chirality.
We then found a new convenient basis for the doublet of fermionic fields, given as a linear
transformation in Fourier space of the original doublet, for which the action separates into
two decoupled sectors. One of the sub-systems is solvable analytically, whereas the other sub
sector is not and we solved it numerically.
Using these solutions, we computed the expectation values of the induced currents, which
we used to estimate for what model parameters backreaction effects become important. More
specifically, we considered the isotropic part of the SU(2) matter current, as well as the 4-
divergence of the axial current, which can be used to estimate the fermionic backreaction on
the gauge field and axion backgrounds, respectively.
To find the vacuum expectation values of bilinearies in fermionic fields, such as the
currents, we had to deal with UV-divergent integrals. To this end, we extended the idea of an
existing instantaneous vacuum subtraction scheme [46], which involves the subtraction of the
contribution of zero-point fluctuations to the currents. We extended it to fermionic models
with most generic Hamiltonians, which permit only a numerical treatment. We compared
the results with independent regularization scheme, i.e the point-splitting method and found
excellent agreement for S+ (the details of the latter method will appear in [49]). We find
that the adiabatic vacuum subtraction scheme could not be utilized here, since there are
instants where adiabatic modes are ill-behaved. We also made a careful distinction between
the contributions of particles and antiparticles to the vacuum expectation values, which played
an important role in the computation of the tree-level backreaction on the axion.
We showed that the SU(2)-background experiences strong backreaction due to fermions
only for model parameters which are already excluded on observational and/or theoretical
grounds (see Figs. 2−5), similarly to the case of scalars [31]. The tree-level expectation value
of the 4-divergence of the axial current vanishes. We then estimated when the chiral anomaly,
which is a loop effect, becomes important for the backreaction on the axion background.5 We
find that backreaction remains unimportant provided that f  H.
5The chiral anomaly does not affect the backreaction on the SU(2)-background.
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We conclude that the background dynamics of an axion-SU(2) gauge field spectator
sector remains unaffected by production of fermions.
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A Mathematical tools
In this appendix, we review some mathematical tools that we use throughout this work. These
include the definition of the direct sum, Kronecker product, the spin connection, and some
asymptotic forms of Whittaker functions.
The vector space V, is the direct sum of two subspaces, U1 and U2, as
V = U1 ⊕U2, (A.1)
if and only if V = U1 + U2, and U1 and U2 are independent.
The Kronecker product of two matrices, Am×n and Bq×p, is defined as a mp×nq block
matrix given by
A⊗B =
A11B . . . A1nB. . .
Am1B . . . AmnB
 . (A.2)
The 8-spinor covariant derivative in (2.7) is
Dµ ⊗ γαΨ˜ ≡ (I2∇µ − igAAµ)⊗ γαΨ˜ , (A.3)
where the spin covariant derivative is
∇µΨ˜ = [I4∂µ + ωµ]Ψ˜, (A.4)
with ωµ being the spin-connections
ωµ = − i
2
ω αβµ σαβ, (A.5)
and σαβ = i4 [γα, γβ] being the spinor generators of the Lorentz algebra. The elements of the
spin-connection ω αβµ are given by
ω αβµ = e
α
ν ∇µeνβ . (A.6)
In FLRW spacetime using the conformal time, the verbeins are
eµα = a(τ)
−1δµα, (A.7)
and the only non-zero components of the spin connection coefficients are
ω i0µ = −ω 0iµ = −Hδiµ. (A.8)
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Whittaker functionsWκ,µ(z) andMκ,µ(z) take the following aymptotic forms in the limit
| z |→ ∞
Wκ,µ(z) → zκe−z/2, (A.9)
Mκ,µ(z) → Γ(2µ+ 1)
(
i(−1)µ−κzκe−z/2
Γ(−κ+ µ+ 12)
+
z−κez/2
Γ(−κ+ µ+ 12)
)
, (A.10)
where | arg z |< 32pi. Thus, for a complex κ, we have
lim
τ→−∞
(2τ˜)−κR√
2k
e−κIpi/2Wκ,µ(−2iτ˜) = 1√
2k
e−ikτ , (A.11)
where κR and κI are the real and imaginary parts of κ. Therefore,
(2τ˜)−κR
(2pi)3/2
√
2k
e−κIpi/2Wκ,µ(−2iτ˜) (A.12)
represents the positive frequency solutions in the asymptotic past, i.e. the Bunch-Davies
vacuum.
B The spinor subspaces, Ψ˜ = Ψ+ ⊕ Ψ−
In this appendix, our aim is to reduce a 8-spinor into two 4-spinor. Again we recall that the
tilde denotes 8 × 8 matrices, 4 × 4 matrices remained unaltered; and the 2 × 2 matrices are
presented in boldface. To find the spinor subspaces, it is convenient to apply the following
chain of unitary transformations: First, in section B.1 we review the Weyl representation,
second, in section B.2 we define the new extended helicity basis to transform ΨL and ΨR
to Ψ+ and Ψ−, and in last section B.3 we transform each of the subspinors to the Dirac
representation.
Ψ˜ :
(
Ψ1
Ψ2
)
︸ ︷︷ ︸
flavor
T˜1−→
(
ΨL
ΨR
)
︸ ︷︷ ︸
chiral
T˜2−→
(
Ψ+
Ψ−
)
︸ ︷︷ ︸
extended helicity
.
(B.1)
Note that the matrix P˜±(k) in the equation (2.18) consists of all the above chain of
unitary transformations.
B.1 Weyl representation
The 8-spinor can be decomposed into two chirality states by the projection operators
P˜L,R = I2 ⊗
(
I4 ∓ γ5
2
)
, (B.2)
such that left- and right-handed components are given by
Ψ˜L,R = P˜L,RΨ˜. (B.3)
In (B.2) the minus and plus signs are for L and R, respectively.
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The spinor in the flavor (Dirac) frame transforms into the chiral frame as
T˜1
(
Ψ1
Ψ2
)
=
(
ΨL
ΨR
)
,
where T˜1 is the following unitary matrix
T˜1 =
1√
2

I2 −I2 0 0
0 0 I2 −I2
I2 I2 0 0
0 0 I2 I2
 . (B.4)
Moreover, the I2 ⊗ γα operators transform as
T˜1.(I2 ⊗ γα).T˜−11 =

0 0 σα 0
0 0 0 σα
σ¯α 0 0 0
0 σ¯α 0 0
 , (B.5)
where
σα = (I2,σ
i) and σ¯α = (I2,−σi). (B.6)
The (flat space) gamma matrices in the Weyl representation are
γα
W
=
(
0 σα
σ¯α 0
)
and γ5
W
=
(−I2 0
0 I2
)
. (B.7)
In this frame, the action in (2.13) is given as
S =
∫
dτdk3(Ψ¯R,kΨ¯L,k) . L˜k(τ) .
(
ΨL,k
ΨR,k
)
, (B.8)
where L˜k(τ) is the following 8× 8 operator
L˜k(τ) ≡ i
(
iµmHI4 I4∂τ + iΣ4(τ,k)
I4∂τ − iΣ4(τ,k) iµmHI4
)
, (B.9)
where Σ4 is the following 4× 4 operator
Σ4(τ,k) = I2 ⊗ ki.σi +H(2ξϕI4 −
ξA
2
σi ⊗ σjδij). (B.10)
In the absence of the mass term, the system in (B.8) is decomposed into two independent
sub-sectors in terms of the left- and right-handed fields. However, in the massive case, we
need to take one step further and expand the fields in the extended helicity states.
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B.2 Extended helicity states
The aim here is to write the 4× 4 operator, Σ4, in (B.9) as a block diagonal matrix. For that
we need to find the common eigenstates of the 4×4 helicity operator, I2⊗ki.σi, and σi⊗σi.
These two have only 2 common eigenstates and therefore, it is not possible to fully diagonalize
Σ4. Nevertheless, it can be block-diagonalized and decomposed into two subspaces.
For a given momentum, kα, the orthonormal eigenstates for the helicity operator, I2 ⊗
ki.σi, are
e++(k
α) =
kˇασ¯α ⊗ kˇβσ¯β
2k(k + k3)

1
0
0
0
 , e+−(kα) = − kˇασα ⊗ kˇβσβ2k(k + k3)

0
0
0
1
 ,
e−+(k
α) = − kˇ
ασα ⊗ kˇβσ¯β
2k(k + k3)

0
0
1
0
 e−−(kα) = − kˇασ¯α ⊗ kˇβσβ2k(k + k3)

0
1
0
0
 ,
(B.11)
where σα and σ¯α are given in (B.6), and their indices are lowered with the Minkowski metric,
i.e. σα = ηαβσβ , and kˇα is a four vector given as
kˇα ≡ (k,k), (B.12)
where k =
√
ki.ki. Notice that kˇα is the four momentum of the massless field, but for the
massive cases it is just a mathematical tool.
The eps(kα) with p = ±1 and s = ±1 satisfies the eigenstate equation
I2 ⊗ ki.σieps(kα) = s keps(kα) , (B.13)
and the orthonormality condition
ep†s(k
α) · ep′s′(kα) = δss′δpp
′
. (B.14)
The p = +1 objects are also eigenvectors of Σ4(τ,k) in (B.10)
Σ4(τ,k)e
+
s(k
α) = λ+s e
+
s(k
α) , (B.15)
where λ+s = sk + (−12ξA + 2ξϕ)H.
Since eps(kα) make an orthonormal basis, we can expand fields and matrices in that
frame by using the unitary transformation
Rk =
[
e++(k
α) e+−(k
α) e−−(k
α) e−+(k
α)
]
=

e++1 e
+
−1 e
−
−1 e
−
+1
e++2 e
+
−2 e
−
−2 e
−
+2
e++3 e
+
−3 e
−
−3 e
−
+3
e++4 e
+
−4 e
−
−4 e
−
+4
 , (B.16)
where epsi is the ith element of the e
p
s(kα).
For each given momentum, k, Rk takes the Weyl spinors to their helicity frame. The
normal spinor basis in this frame are
eL+ =
(
E+
0
)
, eL− =
(
E−
0
)
, eR+ =
(
0
E+
)
, eR− =
(
0
E−
)
, (B.17)
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where E+ and E− are the following 2-spinor basis
E+ =
(
1
0
)
and E− =
(
0
1
)
. (B.18)
In the frame of helicity, Σ4(τ,k) takes a block diagonal form
Σˇ4(τ, k) = R
−1
k Σ4(τ,k)Rk =
(
Σˇ+ 0
0 Σˇ−
)
, (B.19)
where Σˇ± are 2× 2 matrices defined as
Σˇ+ ≡ kσ3 + (2ξϕ − ξA
2
)HI2 , Σˇ− ≡ −kσ3 + (2ξϕ + ξA
2
)HI2 − ξAHσ1 . (B.20)
The 8-spinor in the Weyl representation can be written in terms of the helicity states as
R˜k
(
ΨL,k
ΨR,k
)
=

Ψ+L,k
Ψ−L,k
Ψ+R,k
Ψ−R,k
 , (B.21)
where R˜k is the following 8× 8 unitary operator
R˜k ≡ I2 ⊗R−1k . (B.22)
The Lagrangian operator in (B.9) is also transformed as
Lˇk(τ) = R˜k . L˜k(τ) . R˜
−1
k = i
(
iµmHI4 I4∂τ + iΣˇ4(τ,k)
I4∂τ − iΣˇ4(τ,k) iµmHI4
)
, (B.23)
which decouples the plus and minus spinors in (B.21). This split would be clearer if we take
another unitary transformation
S˜ =

I2 0 0 0
0 0 I2 0
0 I2 0 0
0 0 0 I2
 , (B.24)
and define T˜2,k as
T˜2,k ≡ S˜R˜k. (B.25)
Under the action of T˜2,k, the 8-spinor transforms as
T˜2,k
(
ΨL,k
ΨR,k
)
=
(
Ψ+k
Ψ−k
)
, (B.26)
and the Lagrangian operator becomes the following block diagonal 8× 8 matrix
Lk(τ) = T˜2,k . L˜k(τ) . T˜
−1
2,k =
(
L+k (τ) 0
0 L−k (τ)
)
, (B.27)
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where L±k (τ) are the following 4× 4 operations
L±k (τ) ≡ i
(
iµmHI2 I2∂τ + iΣˇ±(τ,k)
I2∂τ − iΣˇ±(τ,k) iµmHI2
)
. (B.28)
Here, Σˇ±(τ,k) are given in (B.20). Therefore, the theory in (B.8) splits into two subsectors
in terms of the plus and minus spinors as
S[Ψ˜] = S+[Ψ˜
+] + S−[Ψ˜−], (B.29)
where
S± =
∫
dτdk3
(2pi)3
Ψ¯±k . L˜
±
k (τ) .Ψ
±
k . (B.30)
The L˜±k (τ) operators are given as
L˜+k (τ) ≡
[
iγ0
W
∂τ − kγ3W −
(
2ξϕ − ξA
2
)
Hλ4 − µmHI4
]
, (B.31)
L˜−k (τ) ≡
[
iγ0
W
∂τ + kγ
3
W
+ γ1
W
ξAH−
(
2ξϕ +
ξA
2
)
Hλ4 − µmHI4
]
, (B.32)
where γα
W
s are the gamma matrices in the Weyl representation and λW is
λ4 ≡
(
0 I2
−I2 0
)
. (B.33)
We thus showed that our 8-spinor space splits into two irreducible representations
Ψ˜ = Ψ+ ⊕ Ψ−, (B.34)
in terms of two 4-spinors Ψ+ and Ψ−.
B.3 Sub-spinors in Dirac frame
Up to this point, we have split the spinor space into two subspaces but each of the supspinors
are still in their Weyl representation (see (B.26))
V˜k
(
ΨL,k
ΨR,k
)
=

Ψ+L,k
Ψ+R,k
Ψ−L,k
Ψ−R,k
 . (B.35)
The 4-spinors can be transformed to their Dirac representation as
Ψ±D = D Ψ±, (B.36)
where
D = 1√
2
(
I2 I2
−I2 I2
)
. (B.37)
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The gamma matrices in the Weyl representation, γα
W
, and Dirac representation, γα, are related
as γα = Dγα
W
D−1. Moreover, the Lagrangian operators of each of the subspaces in (B.31)
and (B.32) take the following forms in the Dirac representation
L˜+k,D(τ) ≡
[
iγ0∂τ − kγ3 −
(
2ξϕ − ξA
2
)
Hλ4 − µmHI4
]
, (B.38)
L˜−k,D(τ) ≡
[
iγ0∂τ + kγ
3 + γ1ξAH−
(
2ξϕ +
ξA
2
)
Hλ4 − µmHI4
]
. (B.39)
In the Dirac-helicity frame which we introduced above, the Dirac fields can be expanded
as
Ψ±k =
∑
s=±
 ψ±↑s (τ, k)Es
sψ±↓s (τ, k)Es
 , (B.40)
where ψ±↑s (τ, k) and ψ±↓s (τ, k) are mode functions and Es with s = ±1 are the two-spinor
polarization states given in (B.18).
Notice that γα are the gamma functions in the Dirac representation and λ4 is the same
in both Weyl and Dirac representations. For the sake of simplicity, in the main text we remove
the D subscript and write the fields and operators in the Dirac representation.
C Hamiltonian
In this appendix we derive and diagonalize the Hamiltonian of our model. The Hamiltonian
is derived from the actions, given in Eq. (2.21) and (2.22), by defining the Lagrangian
S± ≡
∫
dτL± and then carrying out a Legendre transformation. We derive the Hamiltonians
for S+ and S− separately and diagonalize them afterwards.
Before we calculate the Hamiltonian, we need to explain the quantization procedure for the
fermions in S+ and S−.
C.1 Quantization of the S+ fermions
The quantization procedure for the Ψ+k modes is the following. We first define the canonical
conjugate momenta
piΨ+k,α =
δS+
δ∂τΨ
+
k,α
= iΨ∗+,k,α , (C.1)
where α runs from 1 to 4. We then promote Ψ+k and pi
Ψ+
k to quantum operators, obeying the
canonical equal-time anti-commutation relations
{Ψ+k,α(τ),Ψ+k′,β(τ)} = 0 ,
{piΨ+k,α(τ), piΨ+k′,β(τ)} = 0 ,
{Ψ+k,α(τ), piΨ+k′,β(τ)} = i(2pi)−3δαβδ(3)(k − k′) .
(C.2)
We also impose that the time-independent coefficients in Eq. (3.1) are the standard
anti-commuting creation and annihilation operators, i.e.,
{a+s,k, a+†s′,k′} = δss′δ(3)(k − k′) , {b+s,k, b+†s′,k′} = δss′δ(3)(k − k′) , (C.3)
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with all other anti-commutators vanishing. The canonical quantization expressions in Eqs.
(C.2,C.3) yield the following normalization condition∑
s=±
[
(U+s,k(τ))α(U
+†
s,k (τ))β + (V
+
s,k(τ))α(V
+†
s,k (τ))β
]
= δαβ(2pi)
−3 . (C.4)
One can check that each term in the square brackets is indeed a constant, i.e., preserved
by the equation of motion given in Eq. (2.24). In the following section each constant is de-
termined after assuming that at very early times the modes are in the Bunch-Davies vacuum,
i.e.,
lim
kτ→−∞
U+s,k(τ) ∝ e−ikτ , limkτ→−∞V
+
s,k(τ) ∝ eikτ , (C.5)
corresponding to the positive and negative frequency solutions, respectively. In addition to
that, the amplitudes and the relative phases of the Bunch-Davies vacuum modes are such
that the corresponding Hamiltonian is diagonalized.
C.2 S+ Hamiltonian
For S+,
H+ =
∫
d3k
(
piΨ+k,α∂τΨ
+
k,α
)
− L+
=
∫
d3kΨ+,†k γ
0
[
γ3k +
(
2ξϕ − ξA
2
)
Hλ4 + µmHI4
]
Ψ+k .
(C.6)
Using the mode function expansion from Eqs. (3.1, 3.3) in the Hamiltonian, we arrive at
H+ =
∫
d3k
∑
s=±
1
2
(a+†s,k, b
+
s,−k)
(
E
(
u↑s, u↓s
)
F ∗
(
u↑,↓s , v↑,↓s
)
F
(
u↑,↓s , v↑,↓s
)
E
(
v↑s , v↓s
) )( a+s,k
b+†s,−k
)
, (C.7)
where
E
(
u↑s, u
↓
s
)
= 2
[
k + s
(
2ξϕ − ξA
2
)
H
]
<(u↑∗s u↓s)+ µmH(|u↑s|2 − |u↓s|2) ,
F
(
u↑,↓s , v
↑,↓
s
)
=
[
k + s
(
2ξϕ − ξA
2
)
H
] (
u↓sv
↑∗
s + u
↑
sv
↓∗
s
)
+ µmH
(
v↑∗s u
↑
s − v↓∗s u↓s
)
.
(C.8)
To bring the Hamiltonian into a diagonal form we make a time-dependent Bogoliubov
transformation (
aˇ+s,k(τ)
bˇ+†s,−k(τ)
)
=
(
αs,k(τ) βs,k(τ)
−β∗s,k(τ) α∗s,k(τ)
)(
a+s,k
b+†s,−k
)
. (C.9)
The new set of time-dependent creation and annihilation operators, aˇ+s,k(τ) and bˇ
+†
s,−k(τ),
respect the canonical anti-commutation relations, given in Eq. (C.3), iff the Bogoliubov
coefficients satisfy
|αs,k(τ)|2 + |βs,k(τ)|2 = 1 . (C.10)
This condition is met and the Hamiltonian is diagonalized as
H+ =
∫
d3k
∑
s=±
[
aˇ+†s,k(τ)aˇ
+
s,k(τ)− bˇ+s,−kbˇ+†s,−k(τ)
]
ωs,k(τ) , (C.11)
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for
|βs,k(τ)|2 = 1
2
1− E(u↑s, u↓s)− E(v↑s , v↓s)√
4|F (u↑,↓s , v↑,↓s )|2 + (E(u↑s, u↓s)− E(v↑s , v↓s))2
 ,
|αs,k(τ)|2 = 1
2
1 + E(u↑s, u↓s)− E(v↑s , v↓s)√
4|F (u↑,↓s , v↑,↓s )|2 + (E(u↑s, u↓s)− E(v↑s , v↓s))2
 ,
αs,k(τ) = |αs,k(τ)|eiφF , βs,k(τ) = |βs,k(τ)|e−iφF ,
F
(
u↑,↓s , v
↑,↓
s
)
= |F (u↑,↓s , v↑,↓s )|e2iφF .
(C.12)
The effective frequency is given by
ωs,k(τ) =
E
(
u↑s, u↓s
)
+ E
(
v↑s , v↓s
)
4
+
1
4
√
4|F (u↑,↓s , v↑,↓s )|2 + (E(u↑s, u↓s)− E(v↑s , v↓s))2 . (C.13)
It is important to note that the amplitudes and the relative phases of the Bunch-Davies
vacuum modes are such that the corresponding Hamiltonian is diagonalized. The following
analysis will fix our initial conditions for the positive and negative frequency solutions.
The Bunch-Davies vacuum is defined as
a+s,k|0BD〉 = 0 , b+s,k|0BD〉 = 0 , (C.14)
whereas the instantaneous (or quasi-particle) vacuum as
aˇ+s,k(τ)|0τ 〉 = 0 , bˇ+s,k(τ)|0τ 〉 = 0 . (C.15)
We work in the Heisenberg picture and we assume that the Universe is in the Bunch-Davies
vacuum. The expectation values of observables are calculated with respect to it, i.e., the
expected particle number is given by
Nˇs,k(τ) = 〈0BD|nˇs,k(τ)|0BD〉 = 〈0BD|aˇ+†s,k(τ)aˇ+s,k(τ)|0BD〉 = |βs,k(τ)|2 . (C.16)
Hence, |βs,k(τ)|2 is the occupation number of particles with given s and k at a time τ .
We assume that at very early times, kτ → −∞, Ψ+k starts in the Bunch-Davies vacuum,
i.e., its particle occupation numbers vanish
lim
kτ→−∞
βs,k(τ) = 0 . (C.17)
Then it follows from Eq. (C.12) that lim
kτ→−∞
F
(
u↑,↓s , v↑,↓
)
= 0, which is satisfied, according to
Eq. (C.8), if lim
kτ→−∞
(u↑s(k, τ)− v↑∗s (k, τ)) = 0 and lim
kτ→−∞
(u↓s(k, τ) + v↓∗s (k, τ)) = 0. One can
show that the last two conditions are preserved by the equations of motion, i.e., if imposed
initially they hold at later times (for arbitrary τ) as well
u↑s(k, τ) = v
↑∗
s (k, τ) and u
↓
s(k, τ) = −v↓∗s (k, τ) . (C.18)
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Eqs. (C.8,C.12,C.13) then yield (for all τ)
E
(
u↑s, u
↓
s
)
= −E(v↑s , v↓s) ,
|βs,k(τ)|2 = 1
2
[
1− E
(
u↑s, u↓s
)
2ωs,k(τ)
]
,
|αs,k(τ)|2 = 1
2
[
1 +
E
(
u↑s, u↓s
)
2ωs,k(τ)
]
,
(C.19)
where the effective frequency has been simplified to
ωs,k(τ) =
1
2
√
|F |2 + E(u↑s, u↓s)2 . (C.20)
The last condition one has to impose for Eq. (C.17) to hold is lim
kτ→−∞
<(u↑∗s (k, τ)u↓s(k, τ)) = 1.
Note that then in the Bunch-Davies limit lim
kτ→−∞
ωs,k = k.
Therefore, after applying Eqs. (C.4,C.5) and
lim
kτ→−∞
(u↑s(k, τ)− v↑∗s (k, τ)) = 0 ,
lim
kτ→−∞
(u↓s(k, τ) + v
↓∗
s (k, τ)) = 0 ,
lim
kτ→−∞
<(u↑∗s (k, τ)u↓s(k, τ)) = 1 ,
(C.21)
to Eqs. (3.8) and (3.15) we can completely fix the solutions for the u↑,↓s (k, τ) mode functions,
whereas the solutions for v↑,↓s (k, τ) follow from the Eq. (3.4). We also made use of the
asymptotic form of the Whittaker function in (A.9).
C.3 Quantization of the S− fermions
The quantization prescription for the Ψ−k modes remains unchanged. It begins with the
definition of the canonical conjugate momenta
piΨ−k,α =
δS−
δ∂τΨ
−
k,α
= iΨ−,∗k,α , (C.22)
where α runs from 1 to 4. Then Ψ−k and pi
Ψ−
k are promoted to quantum operators, satisfying
the canonical equal-time anti-commutation relations
{Ψ−k,α(τ),Ψ−k′,β(τ)} = 0 ,
{piΨ−k,α(τ), piΨ−k′,β(τ)} = 0 ,
{Ψ−k,α(τ), piΨ−k′,β(τ)} = i(2pi)−3δαβδ(3)(k − k′) .
(C.23)
We again postulate that the time-independent coefficients in Eq. (3.17) are the standard
anti-commuting creation and annihilation operators, i.e.,
{a−s,k, a−†s′,k′} = δss′δ(3)(k − k′) , {b−s,k, b−†s′,k′} = δss′δ(3)(k − k′) , (C.24)
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with the rest of the anti-commutators vanishing. Eqs. (C.23,C.24) then imply the normal-
ization condition∑
s=±
[
(U−s,k(τ))α(U
−†
s,k (τ))β + (V
−
s,k(τ))α(V
−†
s,k (τ))β
]
= δαβ(2pi)
−3 . (C.25)
Every term in the square brackets is constant, according to the equation of motion given in
Eq. (2.25). To find the constants, we again assume that the early-time modes are in the
Bunch-Davies vacuum
lim
kτ→−∞
U−s,k(τ) ∝ e−ikτ , limkτ→−∞V
−
s,k(τ) ∝ eikτ . (C.26)
Furthermore, the amplitudes and the phases of the modes are adjusted to diagonalize the
Hamiltonian.
C.4 S− Hamiltonian
For S−,
H− =
∫
d3k
(
piΨ−k,α∂τΨ
−
k,α
)
− L−
=
∫
d3kΨ−,†k γ
0
[
−γ3k − γ1ξAH+
(
2ξϕ +
ξA
2
)
Hλ4 + µmHI4
]
Ψ−k .
(C.27)
After using the mode function expansion from Eqs. (3.17,3.19) in the Hamiltonian, we get
H− =
∫
d3k
2
(a−†k ,b
−
−k)
(
Eu F†
F Ev
)(
a−k
b−†−k
)
, (C.28)
where
a−k =
(
a−+,k
a−−,k
)
, b−†−k =
(
b−†+,−k
b−†−,−k
)
, Eu =
(
Eu+ E
u∗
mix
Eumix E
u−
)
, F =
(
F+ F−,mix
F+,mix F−
)
,
(C.29)
and
Eus =
∑
p=±
{
− 2
[
k + sp
(
2ξϕ +
ξA
2
)
H
]
<(u↑∗s,pu↓s,p)+ µmH(|u↑s,p|2 − |u↓s,p|2)
+ 2spξAH<
(
u↑∗s,pu
↓
s,−p
)}
,
Fs =
∑
p=±
{
−
[
k + sp
(
2ξϕ +
ξA
2
)
H
] (
v↑∗s,pu
↓
s,p + v
↓∗
s,pu
↑
s,p
)
+ µmH
(
v↑∗s,pu
↑
s,p − v↓∗s,pu↓s,p
)
+ spξAH
(
v↑∗s,pu
↓
s,−p + u
↑
s,pv
↓∗
s,−p
)}
,
Eumix =
∑
p=±
{
−
[
k + p
(
2ξϕ +
ξA
2
)
H
] (
u↑∗−,−pu
↓
+,p + u
↓∗
−,−pu
↑
+,p
)
+ µmH
(
u↑∗−,−pu
↑
+,p − u↓∗−,−pu↓+,p
)
+ pξAH
(
u↑∗−,−pu
↓
+,−p + u
↑
+,pu
↓∗
−,p
)}
,
Fs,mix =
∑
p=±
{
−
[
k + sp
(
2ξϕ +
ξA
2
)
H
] (
v↑∗−s,−pu
↓
s,p + v
↓∗
−s,−pu
↑
s,p
)
+ µmH
(
v↑∗−s,pu
↑
s,−p − v↓∗−s,pu↓s,−p
)
+ spξAH
(
v↑∗−s,−pu
↓
s,−p + u
↑
s,pv
↓∗
−s,p
)}
.
(C.30)
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The Hamiltonian can be diagonalized after making a time-dependent Bogoliubov transforma-
tion (
aˇ−k (τ)
bˇ−†−k(τ)
)
= Pk(τ)
(
a−k
b−†−k
)
. (C.31)
The time-dependent creation and annihilation operators, aˇ−k (τ) and bˇ
+†
−k(τ), obey the canon-
ical anti-commutation relations from Eq. (C.24), iff the transformation matrix is unitary
Pk(τ)P
†
k (τ) = I4 . (C.32)
We then impose that
Pk(τ)
(
Eu F†
F Ev
)
P †k (τ) , (C.33)
is diagonal, implying that the eigenvectors of
(
Eu F†
F Ev
)
are the columns of P †k (τ).
Due to the nature of the equations of motion in the S− we can not have analytical
expressions for the effective frequency ω−s,k(τ) as opposed to Eq. (C.13) in S+. Therefore, the
expectation values of observables are calculated numerically.
At early times all off-diagonal terms of the Hamiltonian should vanish for both s = ±.
In other words Pk(τ) = I4, which is equivalent to having
H− =
(
I2 0
0 −I2
)
. (C.34)
It follows from equation (C.30) that
lim
kτ→−∞
Fs = 0 , lim
kτ→−∞
Eumix = 0 , lim
kτ→−∞
Fs,mix = 0 . (C.35)
The above conditions are met, if the following equations are satisfied:
1. lim
kτ→−∞
(u↑s,+(k, τ)− v↑∗s,+(k, τ)) = 0 , lim
kτ→−∞
(u↓s,+(k, τ) + v
↓∗
s,+(k, τ)) = 0.
It can be shown that these conditions are preserved by the equations of motion, so if
imposed once they hold for any arbitrary τ as well
u↑s,+(k, τ) = v
↑∗
s,+(k, τ) , u
↓
s,+(k, τ) = −v↓∗s,+(k, τ) . (C.36)
2. lim
kτ→−∞
<(u↑∗s,+(k, τ)u↓s,+(k, τ)) = −1 and lim
kτ→−∞
<(v↑∗s,+(k, τ)v↓s,+(k, τ)) = 1. This con-
dition comes from Eq. (C.34).
3. lim
kτ→−∞
u↑,↓s,−(k, τ) = 0 and lim
kτ→−∞
v↑,↓s,−(k, τ) = 0. This condition is imposed so that the
particle occupation number vanishes at early times. Note that this is an arbitrary choice
and one can make the mode functions vanish for p = +.
Using the above we can solve the equations of motion numerically.
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