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WIGNER MEASURES IN NONCOMMUTATIVE QUANTUM
MECHANICS
C. BASTOS, N.C. DIAS AND J.N. PRATA
Abstract. We study the properties of quasi-distributions or Wigner mea-
sures in the context of noncommutative quantum mechanics. In particular,
we obtain necessary and sufficient conditions for a phase-space function to be
a noncommutative Wigner measure, for a Gaussian to be a noncommutative
Wigner measure, and derive certain properties of the marginal distributions
which are not shared by ordinary Wigner measures. Moreover, we derive the
Robertson-Schro¨dinger uncertainty principle. Finally, we show explicitly how
the set of noncommutative Wigner measures relates to the sets of Liouville
and (commutative) Wigner measures.
1. Introduction
In this work we address several features of phase-space quasi-distributions in
the context of a canonical noncommutative extension of non-relativistic quantum
mechanics. This type of system has been recently considered by various authors
[3, 4, 5, 8, 16, 21, 30, 38, 47] as a simplified model for the more elaborate noncom-
mutative field theories [23]. The motivation comes mainly from string theory [54]
and noncommutative geometry [15, 44]. Although one may address noncommu-
tative quantum mechanics with a standard operator formulation, we feel that the
Weyl-Wigner formulation is more adequate. Indeed, (i) it places position and mo-
mentum on equal footing, (ii) the extra noncommutativity is trivially encapsulated
in a modified Moyal product, (iii) the passage from noncommutative to ordinary
quantum mechanics is more transparent, (iv) the difference between ordinary and
noncommutative quantum mechanical systems is manifest when one considers the
sets of quasi-distributions of the two theories. In [4] we initiated a systematic study
of the Weyl-Wigner formulation of noncommutative quantum mechanics. There,
we mainly focused on the algebraic structure of the theory. The aim of the present
work is to further develop this formulation by addressing a number of issues related
to the characterization of the set of states of the theory. These will be called the
noncommutative Wigner measures (NCWMs).
In connection with (iii) and (iv), some of us studied the emergence of ordinary
quantum mechanics in the realm of noncommutative quantum mechanics [21]. A
noncommutative Brownian particle was placed in interaction with an external heat
bath of harmonic oscillators. We were looking for an estimate for the time scale
of this noncommutative-commutative transition. Using a decoherence approach
we were able to produce such an estimate for this simple system. In more general
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cases, however, we are required to established rigorous criteria for assessing whether
such transition takes place. These criteria hinge upon the difference between the
states of a system in ordinary and in noncommutative quantum mechanics. This
is analogous to the comparison between classical and quantum states. The phase
space framework is more suitable to address this issue. Classical states are de-
scribed by positive Liouville measures in phase-space and they need not satisfy the
Heisenberg uncertainty relations. In contrast, quantum mechanical phase-space
quasi-distributions (Wigner measures) need not be positive, but must comply with
the Heisenberg constraints.
The difference between the space of states in ordinary and noncommutative
quantum mechanics is also more transparent in the phase-space framework. In the
standard operator formulation of noncommutative quantum mechanics the space
of states is the usual Hilbert space of square integrable functions. From this point
of view, the space of states of ordinary and noncommutative quantum mechanics
coincide and one cannot tell one from the other. In contrast with this situation, if
one resorts to the Weyl-Wigner formulation, one obtains two disparate phase-space
representations: the star-product and the set of phase-space quasi-distributions are
different for the two theories. This constitutes a clear advantage if one wants to
study the emergence of ordinary quantum mechanics from a more fundamental non-
commutative quantum theory [21]. In this respect, our work here will culminate
in Lemma 4.14 and Figure 1. These reveal that, in the wider set of phase-space
real and normalizable functions, one can find the subsets of Liouville measures (the
classical states), the Wigner measures (the quantum states) and the noncommuta-
tive Wigner measures (the noncommutative quantum states), and that these have
non-trivial mutual intersections. This constitutes a natural framework to study
transitions from one theory to another. A word of caution is however in order. We
will prove Lemma 4.14 for 2-dimensional systems only. However, we believe that
similar results hold for higher dimensions. The reason is that the d = 2 case can
be obtained from the higher dimensional ones by tracing out suitable degrees of
freedom. We hope to return to this issue in a future work.
Another interesting problem that one faces when dealing with noncommutative
quantum mechanics or noncommutative field theories is the fact that the non-
commutative corrections are too small to be observed experimentally. This arises
from upper bounds on the noncommutative parameters such as those found in refs.
[8, 14]. However our results stated in Theorems 4.2 and 4.3 and in Lemmata 4.4
and 4.5 may provide a framework to obtain physical predictions which can be tested
experimentally. Indeed, in Lemma 4.4, we construct certain NCWMs which max-
imize a certain functional. These measures are not Wigner measures. Moreover,
they look like the tensor product of two lower dimensional states. It is then natural
to look for entangled combinations of such states as the one in (4.40). It is well
known that entanglement ”amplifies” the quantum nature of a system, so that its
quantumness can be observed macroscopically. We hope that the entangled states
of the form (4.40) which exist only in noncommutative quantum mechanics may
play this role here. In a certain sense, the formalism seems ripe to develop a contin-
uous variable quantum computation and quantum information for noncommutative
quantum mechanics [32].
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Here is a brief outlook of our work. In section 2, we recapitulate certain aspects
of the Weyl-Wigner formulation which will be generalized to noncommutative quan-
tum mechanics in the sequel. In section 3 we address the Weyl-Wigner formulation
of a d-dimensional noncommutative quantum mechanical system. We define the
notion of NCWM and state some of its properties in d dimensions. In particular,
(i) we obtain the uncertainty principle for NCWM in the Robertson-Schro¨dinger
form; (ii) we establish an upper bound on the purity of a NCWM; (iii) we derive
the Hudson Theorem which classifies the set of positive, pure state NCWMs; (iv)
we obtain necessary and sufficient conditions for a Gaussian to be a NCWM or a
pure state NCWM (Littlejohn’s Theorem); (v) we define the linear transformations
which map a NCWM to another NCWM and which leave the uncertainty principle
unchanged. In section 4, we specialize to the case d = 2: (i) we show that the
marginal distributions are not necessarily non-negative and that they must satisfy
certain purity-type constraints which are not required in ordinary quantum me-
chanics; (ii) we show that these bounds can be saturated by certain states which
have the structure of a tensor product of two lower dimensional quasi-distributions;
(iii) we derive necessary and sufficient conditions for a phase-space function to be
a bona fide NCWM; (iv) we establish the relation between the states in classical
mechanics, and in ordinary and noncommutative quantum mechanics (see figure1).
2. Weyl-Wigner formulation of quantum mechanics
In this section we review some basic facts about the Weyl-Wigner formulation of
ordinary quantum mechanics which will be relevant for the sequel. Our analysis is
restricted to the case of flat phase-spaces. The reader is referred to Refs. [6, 7, 17,
18, 19, 20, 24, 26, 29, 49, 53, 56, 57] for a more detailed presentation and to Refs.
[10, 27, 28, 41, 58] for the generalization of the formalism to the non-flat case.
Let us then settle down the preliminaries: we consider a d-dimensional dynamical
system, such that its classical formulation lives in the flat phase-space T ∗M ≃
(Rd)∗ × Rd ≃ R2d. A global Darboux chart can be defined on T ∗M
ξ = (R,Π) = (Ri,Πi), i = 1, · · · , d,
ξα = Rα, α = 1, .., d and ξα = Πα−d, α = d+ 1, .., 2d(2.1)
in terms of which the sympletic structure reads dRi ∧ dΠi. In the sequel the
Latin letters run from 1 to d (e.g. i, j, k, · · · = 1, · · · , d), whereas the Greek letters
stand for phase-space indices (e.g. α, β, γ, · · · = 1, · · · , 2d), unless otherwise stated.
Moreover, summation over repeated indices is assumed. Upon quantization, the set
{ξˆα, α = 1, .., 2d} satisfies the commutation relations of the standard Heisenberg
algebra:
(2.2)
[
ξˆα, ξˆβ
]
= i~jαβ, J =
(
0d×d Id×d
−Id×d 0d×d
)
,
where jαβ are the components of the matrix J. Moreover {Rˆi, i = 1, .., d} consti-
tute a complete set of commuting observables. Let us denote by |R〉 the general
eigenstate of Rˆ associated to the array of eigenvalues Ri, i = 1, .., d and span-
ning the Hilbert space H = L2(R
d, dR) of complex valued functions ψ : Rd −→ C
(ψ(R) = 〈R|ψ〉), which are square integrable with respect to the standard Lesbegue
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measure dR. The scalar product in H is given by:
(2.3) (ψ, φ)H =
∫
Rd
ψ(R)φ(R)dR
where the over-bar denotes complex conjugation.
We now introduce the Gel’fand triple of vector spaces [1, 2, 9, 31, 50]:
(2.4) S (Rd) ⊂ H ⊂ S ′(Rd),
where S (Rd) is the space of all complex valued functions t(R) that are infinitely
smooth and, as ||R|| → ∞, they and all their partial derivatives decay to zero
faster than any power of 1/||R||. S (Rd) is the space of rapid descent test functions
[36, 37, 59], and S ′(Rd) is its dual, i.e. the space of tempered distributions. In
analogy with (2.4) let us also introduce the triple:
(2.5) S (R2d) ⊂ F = L2(R2d, dRdΠ) ⊂ S ′(R2d),
where F is the set of square integrable phase-space functions with scalar product:
(2.6) (F,G)F =
1
(2π~)d
∫
R2d
F (ξ)G(ξ)dξ.
Finally, let Sˆ ′ be the set of linear operators admitting a representation of the form
[24]:
(2.7) Aˆ : S (Rd) −→ S ′(Rd); ψ(R) −→ (Aˆψ)(R) =
∫
Rd
AK(R,R
′)ψ(R′)dR′,
where AK(R,R
′) = 〈R|Aˆ|R′〉 ∈ S ′(R2d) is a distributional kernel. The elements
of Sˆ ′ are named generalized operators.
The Weyl-Wigner transform is the linear one-to-one invertible map [11, 24, 53]:
Wξ : Sˆ
′ −→ S ′(R2d);
Aˆ −→ A(R,Π) =Wξ(Aˆ) = ~d
∫
Rd
e−iΠ·yAK(R+
~
2
y,R− ~
2
y)dy
= ~d
∫
Rd
e−iΠ·y 〈R+ ~
2
y|Aˆ|R− ~
2
y〉dy(2.8)
where the Fourier transform is taken in the usual generalized way1 and the second
form of the Weyl-Wigner map in terms of Dirac’s bra and ket notation is more
standard.
There are two important restrictions of Wξ:
(1) The first one is to the vector space Fˆ of Hilbert-Schmidt operators on H ,
which admit a representation of the form (2.7) with AK(R,R
′) ∈ F , regarded as an
algebra with respect to the standard operator product, which is an inner operation
in Fˆ . In this space we may also introduce the inner product (Aˆ, Bˆ)
Fˆ
≡ tr(Aˆ†Bˆ)
and the Weyl-Wigner map Wξ : Fˆ −→ F becomes a one-to-one invertible unitary
transformation.
1The Fourier transform TF of a generalized function B ∈ S
′(Rn) (for n ≥ 1) is another
generalized function TF [B] ∈ S
′(Rn) which is defined by 〈TF [B], t〉 = 〈B, TF [t]〉 for all t ∈ S (R
n)
[36, 37, 59] and where 〈A, t〉 denotes the action of a distribution A ∈ S ′(Rn) on the test function
t ∈ S (Rn).
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(2) The second one is to the enveloping algebra Aˆ (H ) of the Heisenberg-Weyl
Lie algebra which contains all polynomials of the fundamental operators Rˆ, Πˆ and
Iˆ modulo the ideal generated by the Heisenberg commutation relations. In this
case the Weyl-Wigner transform Wξ : Aˆ (H ) −→ A (R2d) becomes a one-to-one
invertible map from Aˆ (H ) to the algebra A (R2d) of polynomial functions on R2d.
In particular Wξ(Iˆ) = 1, Wξ(Rˆ) = R and Wξ(Πˆ) = Π.
The previous restrictions can be promoted to isomorphisms, if F and A (R2d) are
endowed with a suitable product. This is defined by:
(2.9) Wξ(Aˆ) ⋆~ Wξ(Bˆ) :=Wξ(AˆBˆ)
for Aˆ, Bˆ ∈ Sˆ ′ such that AˆBˆ ∈ Sˆ ′. The ⋆-product admits the kernel representation:
(2.10)
A(ξ)⋆~B(ξ) =
1
(π~)2d
∫
R2d
∫
R2d
A(ξ′)B(ξ′′)×exp
[
−2i
~
(ξ − ξ′)T J (ξ′′ − ξ)
]
dξ′dξ′′
and is an inner operation in F as well as in A (R2d). The previous formula is also
valid if we want to compute A ⋆~ B with A ∈ F and B ∈ A (R2d), in which case
A ⋆~ B ∈ S ′(R2d). On the other hand, if A ∈ A (R2d) and B ∈ A (R2d) ∪F the
⋆-product can also be written in the well-known form [35, 45]:
(2.11) A(ξ) ⋆~ B(ξ) = A(ξ)e
i~
2
←
∂ ξαjαβ
→
∂ ξβB(ξ),
where ∂ξαA(ξ) =
∂
∂ξα
A(ξ) and jαβ are the components of the sympletic matrix
(2.2).
When the Weyl-Wigner map is applied to a density matrix ρˆ ∈ Fˆ , we get the
celebrated Wigner measure or quasi-distribution:
(2.12) fC(ξ) =
1
(2π~)d
Wξ(ρˆ)(ξ).
The superscript ”C” will become clear in the sequel. If the system is in a pure state
ρˆ = |ψ >< ψ|, then the Wigner measure reads:
(2.13) fC(R,Π) =
1
(π~)d
∫
Rd
e−2iy·Π/~ψ(R− y)ψ(R + y)dy.
Mixed states are just convex combinations of the latter. It is important to recapitu-
late some properties of Wigner measures. They are real and normalized phase-space
functions which admit marginal ditributions. For instance, for a pure state (2.13)
these read:
(2.14)
PR(R) =
∫
Rd
fC(R,Π)dΠ = |ψ(R)|2 ≥ 0,
PΠ(Π) =
∫
Rd
fC(R,Π)dR = |ψˆ(Π)|2 ≥ 0,
where ψˆ(Π) is the Fourier transform of ψ(R). However, even though their marginal
distributions are bona fide probability densities for position or momentum, the
Wigner measures themselves cannot be regarded as joint probability distributions
for position and momentum. The reason is that they are not necessarily everywhere
non-negative. This is usually regarded as a manifestation of Heisenberg’s uncer-
tainty principle. Nevertheless, the existence of strictly positive Wigner measures
is not precluded. It is a difficult (and unfinished) task to classify the entire set of
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Wigner functions which are everywhere non-negative. An important step in that
direction is Hudson’s beautiful theorem [39, 55]:
Theorem 2.1. (Hudson, Soto, Claverie) Let ψ ∈ L2(Rd, dR) be a state vector.
The Wigner measure of ψ is non-negative iff ψ is a Gaussian state.
There is thus far no analogous result for mixed states (see [12] for some attempts
at classifying positive Wigner measures of mixed states). A class of positive Wigner
measures of mixed states can be constructed by convoluting Wigner measures with
suitable kernels (see below).
Another important property of Wigner measures is the following bound:
(2.15)
∫
R2d
[
fC(ξ)
]2
dξ ≤ 1
(2π~)d
.
The equality holds iff the state is pure. For this reason, one calls the integral on
the left-hand side the purity of the system.
Equally interesting is the issue of whether the previous properties are necessary
and sufficient conditions for a phase-space function to be a Wigner measure. The
answer is no. In fact these are just necesssary conditions. A phase-space function
f(ξ) is a Wigner measure iff there exits b(ξ) ∈ F such that:
(i)
∫
R2d
|b(z)|2 dξ = 1(2.16)
(ii) f(ξ) = b(ξ) ⋆~ b(ξ)(2.17)
If the state is pure, then we may take b(ξ) = (2π~)d/2f(ξ), i.e.:
(2.18) fCpure(ξ) ⋆~ f
C
pure(ξ) =
1
(2π~)d
fCpure(ξ).
These necessary and sufficient requirements are equivalent to another set of condi-
tions called the KLM conditions. To state the latter, we first need the concept of
symplectic Fourier transform:
Definition 2.2. Let f(ξ) ∈ F . We define its symplectic Fourier transform accord-
ing to:
(2.19) f˜J(a) =
∫
R2d
f(ξ) exp
(−iaTJξ) dξ.
The superscript ”J” will be useful for the sequel. The formula (2.19) can be in-
verted:
(2.20) f(ξ) =
1
(2π)2d
∫
R2d
f˜J(a) exp
(
iaTJξ
)
da.
Definition 2.3. The symplectic Fourier transform f˜J(a) is said to be of the α-
positive type if the m×m matrix with entries
(2.21) Mjk = f˜
J(aj − ak) exp
(
− iα
2
aTk Jaj
)
is hermitian and non-negative for any positive integer m and any set of m points
a1, · · · , am in the dual of the phase-space. By abuse of language we sometimes say
that f(ξ) is of the α-positive type.
With these definitions one can state the KLM (Kastler, Loupias, Miracle-Sole
[40, 43, 48]) conditions, equivalent to (2.16,2.17):
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Theorem 2.4. The phase-space function f(ξ) is a Wigner measure, iff its sym-
plectic Fourier transform f˜J(a) satisfies the KLM conditions:
(i) f˜J(0) = 1(2.22)
(ii) f˜J(a) is continuous and of ~-positive type.(2.23)
The concept of Narcowich-Wigner (NW) spectrum is useful in this context.
Definition 2.5. The Narcowich-Wigner spectrum of a phase-space function f(ξ) ∈
F is the set:
(2.24) W (f) =
{
α ∈ R
∣∣∣f˜J(a) is of the α-positive type} .
Consequently, one may say that if f is a Wigner measure, then ~ ∈ W (f).
If we analyze carefully the equivalence between the necessary and suffcient con-
ditions (2.16,2.17) and the set of KLM conditions (2.22,2.23), we conclude that
there is nothing special about ~. In fact, it is trivial to conclude that:
Theorem 2.6. Let f ∈ F , f˜J be its symplectic Fourier transform, and α ∈ R\ {0}.
Then the following sets of conditions are equivalent:
(2.25)
(i) f˜J(a) is continuous, f˜J(0) = 1 and f˜J(a) is of the α-positive type.
(ii) There exists b(ξ) ∈ F such that ∫
R2d
|b(ξ)|2 dξ = 1 and f(ξ) = b(ξ) ⋆α b(ξ).
Here ⋆α denotes the Moyal product (2.10,2.11) with ~ replaced by α. The case
α = 0 is singular. Functions f˜J(a) which are of 0-positive type correspond, ac-
cording to Bochner’s theorem, to phase-space functions f(ξ) which are everywhere
non-negative.
From the previous theorem and the fact that a(ξ)⋆α b(ξ) = b(ξ)⋆−α a(ξ), we can
check that:
Corollary 2.7. Let f ∈ F . If α ∈ W (f), then −α ∈ W (f).
Let f♮g denote the convolution:
(2.26) (f♮g)(ξ) :=
∫
R2d
f(ξ − ξ′)g(ξ′)dξ′.
We use this somewhat unusual notation for the convolution to avoid confusion with
the star product.
An important result concerning the convolution of phase-space functions was
proved in ref.[48], using the fact that the Schur (or Hadamard) product of hermitian
and non-negative matrices is again a hermitian and non-negative matrix:
Theorem 2.8. The NW spectrum of the convolution f♮g contains all elements of
the form α1 + α2 with α1 ∈ W (f) and α2 ∈ W (g).
Nevertheless, it is not true that W (f♮g) = {α1 + α2 |α1 ∈ W (f), α2 ∈ W (g)}.
Counter-examples can be found in [12].
An immediate consequence of Corollary 2.7 and Theorem 2.8 is that we can
construct positive Wigner measures by convoluting a Wigner measure fC(ξ) with
another Wigner measure gC(ξ), which, in addition to being of ~-positive type, is
also of the 0-positive or 2~-positive type. In ref.[48] functions gC(ξ) with these
characteristics where explicitly constructed. Moreover, by resorting to this concept
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of ~-positivity, Narcowich stated necessary and sufficient conditions for a Gaussian
to be a Wigner measure:
Lemma 2.9. Let A be a real, symmetric, positive defined 2d × 2d matrix. Then
the Gaussian
(2.27) f(ξ) =
√
detA
π2d
exp
[−(ξ − ξ0)TA(ξ − ξ0)]
is a Wigner measure iff the matrix B = A−1+ i~J is a non-negative matrix in C2d.
Note that these conditions are equivalent to aWigner measure satisfying the Robertson-
Schro¨dinger form of the uncertainty principle [33, 34, 51, 52].
One is also able to tell when a Gaussian represents a pure state [42]:
Theorem 2.10. (Littlejohn) The Gaussian in (2.27) is the Wigner measure of
a pure state iff there exists a symplectic matrix P ∈ Sp(2d;R) such that A = PTP.
The NW spectrum of a pure state was completely characterized in [22]:
Theorem 2.11. Let ψ ∈ L2(Rd, dR) be a state vector and fψ the associated Wigner
measure. If ψ is a Gaussian, then its NW spectrum reads W (fψ) = [−~, ~]. If ψ is
non-Gaussian, then W (fψ) = {−~, ~}.
3. Weyl-Wigner formulation of noncommutative quantum mechanics
In noncommutative quantum mechanics, one replaces the Heisenberg algebra
(2.2) by an extended Heisenberg algebra:
(3.1) [zˆα, zˆβ] = i~ωαβ, α, β = 1, · · · 2d, Ω = ~−1
(
Θ ~Id×d
−~Id×d N
)
,
where zˆ = (qˆ, pˆ) stand for the physical position and momentum variables and
Θ, N are d × d constant antisymmetric real matrices whose entries θij , ηij , with
dimensions (length)2 and (momentum)2, measure the noncommmutativity in the
spatial and momentum sectors, respectively. The matrix Ω has entries ωαβ . We
shall tacitly assume that:
(3.2) θijηkl < ~
2, 1 ≤ i < j ≤ d, 1 ≤ k < l ≤ d.
This condition, which is compatible with experimental results [8, 14], ensures that
the skew-symmetric, bilinear form
(3.3) ω(z, u) = zTΩu = zαωαβuβ
is non-degenerate (see Lemma 6.1 in the Appendix). By a linear version of Dar-
boux’s Theorem, any skew-symmetric bilinear form can be cast in a ”normal” form
[13, 34] under a linear transformation. This is a sort of symplectic Gram-Schmidt
orthogonalization process. We shall denote it by Darboux (D) transformation. In
practical terms, since Ω is even-dimensional and non-degenerate, this means that
under the D transformation:
(3.4) zˆ = Tˆ (ξˆ) = Sξˆ,
we obtain the Heisenberg algebra (2.2) for the variables ξˆ. Here S is a 2d × 2d
constant real matrix. From (2.2,3.1,3.4), we conclude that:
(3.5) SJST = Ω.
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This implies that detS = ±
√
detΩ. But in fact in can be shown that:
(3.6) detS =
√
detΩ = |Pf(Ω)| > 0,
where Pf(Ω) denotes the Pfaffian of Ω. This result is proved in the Appendix.
The D transformation is not unique. Indeed, if S is a solution of (3.5), then SL
with L ∈ Sp(2d;R) is equally a solution. Nevertheless, in [4] we proved that all
physical predictions (in particular all traces of trace-class operators) are invariant
under different choices of D maps. Using this transformation, we constructed a
Weyl-Wigner formulation for noncommutative systems by resorting to an extended
Weyl-Wigner map:
(3.7) W ξz : Sˆ
′ −→ S ′(R2d), Aˆ −→W ξz (Aˆ) = T ◦Wξ ◦ Tˆ−1.
Since the D transformation (3.4) is linear, there are no ordering ambiguities and for
all practical purposes, T and Tˆ are the same transformation: T (ξ) = Sξ, ξ ∈ T ∗M .
The extended Weyl-Wigner map is independent of the particular D transformation.
This means that:
(3.8)
W ξz = T ◦Wξ ◦ Tˆ−1 = T ′ ◦Wξ′ ◦ Tˆ ′−1 =W ξ
′
z , z = T (ξ) = Sξ = T
′(ξ′) = S′ξ′
where the matrices S,S′ are both solutions of (3.5) and ξˆ and ξˆ′ both obey the
Heisenberg algebra. Let us denote by DΩ(2d;R) the set of all real 2d× 2d matrices
S which satisfy (3.5). Notice that DΩ(2d;R) is not a subgroup of Gl(2d;R), as it
is not even closed under matrix multiplication.
One of consequences of this definition is that the ⋆-product in noncommutative
quantum mechanics becomes [4]:
(3.9)
W ξz (Aˆ · Bˆ) := W ξz (Aˆ) ⋆ W ξz (Bˆ) = A(z) ⋆ B(z) = A(z) exp
(
i~
2
←
∂ zα ωαβ
→
∂ zβ
)
B(z),
for W ξz (Aˆ) := A ∈ A (R2d) and W ξz (Bˆ) :=∈ A (R2d) ∪ F . This ⋆-product admits
the kernel representation:
(3.10)
A(z)⋆B(z) =
1
(π~)2d detΩ
∫
R2d
∫
R2d
A(z′)B(z′′) exp
[
2i
~
(z − z′)TΩ−1(z′′ − z)
]
dz′dz′′,
for A,B ∈ A (R2d) ∪ F . From (3.1,3.9), we conclude that the ⋆-product is of the
form:
(3.11) A(z) ⋆ B(z) = A(z)⋆~⋆θ⋆ηB(z)
where
A(z) ⋆~ B(z) = A(z) exp
(
i~
2
←
∂ zα jαβ
→
∂ zβ
)
B(z),(3.12)
A(z)⋆θB(z) = A(z) exp
(
i
2
←
∂
∂qi
θij
→
∂
∂qj
)
B(z)(3.13)
A(z)⋆ηB(z) = A(z) exp
(
i
2
←
∂
∂pi
ηij
→
∂
∂pj
)
B(z),(3.14)
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If Θ or N are non-degenerate (for instance for d = 2), we may equally write a
kernel representation for ⋆θ, ⋆η:
(3.15)
a(q) ⋆θ b(q) =
1
πd detΘ
∫
Rd
∫
Rd
a(q′)b(q′′) exp
[
2i(q − q′)TΘ−1(q′′ − q)] dq′dq′′,
c(p) ⋆η d(p) =
1
πd detN
∫
Rd
∫
Rd
c(p′)d(p′′) exp
[
2i(p− p′)TN−1(p′′ − p)] dp′dp′′,
for a, b ∈ L2(Rd, dq) ∪A (Rd) and c, d ∈ L2(Rd, dp) ∪A (Rd).
The states of the system are adequately represented by what we called the non-
commutative Wigner measures (NCWM) [4]. The latter can be regarded as the
composition of an ordinary Wigner measure with a D transformation (up to a mul-
tiplicative normalization constant):
Definition 3.1. The noncommutative Wigner measure associated with a state
with density matrix ρˆ is a phase-space function of the form
(3.16) fNC(z) :=
1
(2π~)d |Pf(Ω)|W
ξ
z (ρˆ) =
1
|Pf(Ω)|f
C(S−1z),
where fC is the Wigner measure associated with ρˆ and S ∈ DΩ(2d;R) is a D
transformation. If fC is the Wigner measure associated with a pure state ρˆ =
|ψ >< ψ|, then fNC is said to be a pure state noncommutative Wigner measure.
In particular, one can compute the expectation value of an operator Aˆ in the
state ρˆ according to:
(3.17) E
[
Aˆ
]
= tr(Aˆρˆ) =
∫
R2d
fNC(z)A(z) dz,
where fNC is of the form (3.16) with fC = (2π~)−dWξ(ρˆ) and A(z) = W ξz (Aˆ).
Here is an alternative characterization of a NCWM which was poved in [4]:
Proposition 3.2. A function f(z) ∈ F is a NCWM iff there exists b(z) ∈ F such
that:
(i)
∫
R2d
|b(z)|2 dz = 1(3.18)
(ii) f(z) = b(z) ⋆ b(z)(3.19)
With the previous definitions we may prove the following proposition.
Proposition 3.3. Let fNC(z) be a NCWM. Then the inequality
(3.20)
∫
R2d
(
g(z) ⋆ g(z)
)
fNC(z) dz ≥ 0,
holds for any symbol g(z) for which the left-hand side exists.
Proof. In this proof we shall use the cyclic property
(3.21)
∫
R2d
A(z) ⋆ B(z) dz =
∫
R2d
A(z)B(z) dz,
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which was proved in [4]. From (3.19), we have:
(3.22)
∫
R2d
(
g(z) ⋆ g(z)
)
fNC(z) dz =
∫
R2d
(
g(z) ⋆ g(z)
)(
b(z) ⋆ b(z)
)
dz =
=
∫
R2d
g(z) ⋆ g(z) ⋆ b(z) ⋆ b(z) dz =
∫
R2d
b(z) ⋆ g(z) ⋆ g(z) ⋆ b(z) dz =
=
∫
R2d
∣∣∣b(z) ⋆ g(z)∣∣∣2 dz ≥ 0

Proposition 3.4. Any NCWM fNC(z) satisfies the bound:
(3.23)
∫
R2d
[
fNC(z)
]2
dz ≤ 1
(2π~)d |Pf(Ω)| .
The equality holds iff fNC is a pure state NCWM.
Proof. Let us compute the left-hand side of (3.23) using (3.16):
(3.24)
∫
R2d
[
fNC(z)
]2
dz = 1detΩ
∫
R2d
[
fC(S−1z)
]2
dz =
= detSdetΩ
∫
R2d
[
fC(ξ)
]2
dξ = 1|Pf(Ω)|
∫
R2d
[
fC(ξ)
]2
dξ.
In the last step we used (3.6). From (2.15), the result of the proposition follows
immediately. 
Let us now derive the uncertainty principle for NCWMs in the Robertson-
Schro¨dinger form [33, 34, 51, 52]. Let:
(3.25) < zˆα >:=
∫
R2d
zαf
NC(z) dz, α = 1, · · · , 2d
We also define
(3.26) τˆα := zˆα− < zˆα >, α = 1, · · · , 2d
Moreover, let Σ be the covariance matrix with entries:
(3.27) σαβ =
∫
R2d
τατβf
NC(z) dz, α, β = 1, · · · , 2d
We then have:
Proposition 3.5. Let fNC be a NCWM and let Σ be its covariance matrix. Then
it obeys the following uncertainty principle. The matrix
(3.28) Σ+
i~
2
Ω
is non-negative.
Proof. Consider an arbitrary set of 2d complex constants aα (α = 1, · · · , 2d). From
(3.20), we have:
(3.29) 0 ≤
∫
R2d
(aατα) ⋆ (aβτβ) f
NC(z) dz = aα
(
σαβ +
i~
2
Ωαβ
)
aβ
which yields the result. 
Such uncertainty relations can be derived in a similar fashion for pairs of non-
commuting essentially self-adjoint operators, with some common domain.
12 C. BASTOS, N.C. DIAS AND J.N. PRATA
Theorem 3.6. (Hudson’s Theorem for NCWM) Let ψ ∈ L2(Rd, dR) be a
state vector. The noncommutative Wigner measure of ψ is non-negative iff ψ is a
Gaussian state.
Proof. The result of the theorem follows from (3.16). Indeed fNC(z) is everywhere
non-negative iff fC(ξ) is everywhere non-negative. The rest is an immediate con-
sequence of Theorem 2.1. 
Next, we consider the analogs of Lemma 2.9 and Theorem 2.10.
Lemma 3.7. Let C be a real, symmetric, positive defined 2d × 2d matrix. Then
the Gaussian
(3.30) f(z) =
√
detC
π2d
exp
(−(z − z0)TC(z − z0))
is a NCWM iff the matrix D = C−1 + i~Ω is non-negative in C2d.
Proof. Let us define g(ξ) = |Pf(Ω)| f(Sξ). Then from (3.30), we have:
(3.31)
g(ξ) =
√
det(CΩ)
π2d
exp
(−(Sξ − z0)TC(Sξ − z0)) =
√
detA
π2d
exp
(−(ξ − ξ0)TA(ξ − ξ0)) ,
where ξ0 = S
−1z0 and A = STCS. Also, from the definition of the matrix A,
it follows that detA = (detS)2 detC = det(CΩ). Clearly, A is equally a real,
symmetric, positive defined matrix. From Lemma 2.9 and the definition (3.16) of
NCWM, we conclude that f is a NCWM iff the matrix
(3.32) B = A−1 + i~J = S−1
(
C−1 + i~SJST
)
(ST )−1 = S−1D(ST )−1
is non-negative in C2d. This is of course equivalent to D being non-negative, as the
matrices S are real. 
Obviously, the Gaussian is simultaneously a Wigner measure and a NCWM iff
both D and C−1 + i~J are non-negative. Moreover, notice that, since the covari-
ance matrix of the Gaussian is 12C
−1, we conclude that the uncertainty principle
(Proposition 3.5) is a necessary and sufficient condition for a Gaussian to be a
NCWM. For more general states however, it is necessary but not sufficient.
Theorem 3.8. (Littlejohn’s Theorem for NCWM) The Gaussian in (3.30)
is the NCWM of a pure state iff there exists B ∈ DΩ(2d;R) such that C−1 = BTB.
Proof. From (3.16,3.30) and Theorem 2.10, we conclude that (3.30) is the NCWM
of a pure state iff there exists a matrix P ∈ Sp(2d;R) such that A = PTP, i.e. C =(
B−1
)T
B−1, with B−1 = PS−1. From (3.5), we conclude that B−1Ω
(
B−1
)T
= J.
In other words: B ∈ DΩ(2d;R). 
Before we conclude this section let us briefly discuss the set of diffeomorphisms
that transform a NCWM into another NCWM.
Definition 3.9. We denote by SpΩ(2d;R) the set of noncommutative symplectic
transformations. These are the 2d× 2d real, constant matrices M that satisfy:
(3.33) MΩMT = Ω.
These correspond to the linear transformations which leave the skew-symmetric
bilinear form (3.3) invariant. It is not very difficult to check that SpΩ(2d;R) is a
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group with respect to matrix multiplication. We also define the group of noncom-
mutative symplectomorphisms to be the set of automorphisms φ of R2d such that
dφ(z) ∈ SpΩ(2d;R) for all z ∈ R2d.
Lemma 3.10. The groups SpΩ(2d;R) and Sp(2d;R) are isomorphic.
Proof. Fix some element S ∈ DΩ(2d;R). Then the map
(3.34)
φS : Sp(2d;R) −→ SpΩ(2d;R)
P 7−→ φS(P) = SPS−1
is a Lie group isomorphism. 
Lemma 3.11. Noncommutative symplectic transformations map NCWM’s to NCWM’s.
Proof. Let M ∈ SpΩ(2d;R) and let fNC be some NCWM. Then there exist a
Wigner measure fC and S ∈ DΩ(2d;R) such that (3.16) holds. Under the noncom-
mutative symplectic transformation z −→Mz, we obtain
fNC(z) −→ fNC(Mz) = 1|Pf(Ω)|f
C
(
S−1Mz
)
=
1
|Pf(Ω)|f
C
((
M−1S
)−1
z
)
.
On the other hand
(
M−1S
)
J
(
M−1S
)T
= Ω, which means thatM−1S ∈ DΩ(2d;R).
It follows that fNC(Mz) is again a NCWM. 
Lemma 3.12. The uncertainty principle is invariant under noncommutative sym-
plectic transformations.
Proof. Let M ∈ SpΩ(2d;R) and zˆ′ = Mzˆ. We then have τˆ ′ = Mτˆ and Σ′ =
MΣMT . For arbitrary a ∈ C2d:
(3.35)
a†
(
Σ′ +
i~
2
Ω
)
a = a†
(
MΣMT +
i~
2
Ω
)
a =
(
MTa
)† (
Σ+
i~
2
Ω
)(
MTa
) ≥ 0

4. Properties of noncommutative Wigner measures in two dimensions
In this section we shall focus on the d = 2 case. The extended Heisenberg algebra
in two dimensions reads:
(4.1) [zˆα, zˆβ ] = i~ωαβ, α, β = 1, · · · 4, Ω =
(
θ
~
E I2×2
−I2×2 η~E
)
.
The 2 × 2 matrix E has entries ǫ11 = ǫ22 = 0, ǫ12 = −ǫ21 = 1. The real, constant,
positive parameters θ, η measure the noncommutativity in phase-space. In this
case, we have from (3.2,3.6):
(4.2) detS = |Pf(Ω)| = 1− ζ, ζ = θη
~2
< 1,
where S ∈ DΩ(4;R). In particular, the bound on the purity (3.23) reads:
(4.3)
∫
R4
[
fNC(z)
]2
dz ≤ 1
(2π
√
1− ζ)2 .
In this paper we shall frequently use the following D map:
(4.4) S =
(
λI2×2 − θ2λ~E
η
2µ~E µI2×2
)
,
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where λ, µ are adimensional real constants such that:
(4.5) µλ =
1 +
√
1− ζ
2
From (4.2,4.4), we conclude that the D map admits the inverse:
(4.6) S−1 =
1√
1− ζ
(
µI2×2 θ2λ~E
− η2µ~E λI2×2
)
,
4.1. Marginal distributions. Our aim is now to derive some properties of NCWMs
for d = 2. Let us start by defining the position and momentum marginal distribu-
tions:
Definition 4.1. The position and momentum marginal distributions of a NCWM
fNC are defined by:
(4.7) Pq(q) =
∫
R2
fNC(q, p) dp Pp(p) =
∫
R2
fNC(q, p) dq.
It is important to remark that, albeit real and normalized, these distributions
cannot be regarded as true probability densities as was the case with the commu-
tative counterparts. This is not surprising given that the position variables do not
commute amongst themselves and neither do the momenta. Therefore we cannot
expect to obtain a joint probability density for, say, q1 and q2. This manifests itself
in the fact that Pq and Pp may (and usually do) take on negative values. This is
an immediate consequence of the following theorem:
Theorem 4.2. The position and momentum marginal distributions of the NCWM
associated with the pure state ρˆ = |ψ >< ψ| can be written as:
Pq(q) = φ(q) ⋆θ φ(q)(4.8)
Pp(p) = χ(p) ⋆η χ(p)(4.9)
where
(4.10) φ(q) =
1
λ
ψ
( q
λ
)
χ(p) =
1
µ
ψˆ
(
p
µ
)
.
Here λ, µ are the adimensional parameters that appear in the D transformation
(4.4) and ψˆ(Π) is the Fourier transform of ψ(R) =< R|ψ >.
Proof. The NCWM of a pure state is given by (3.16) with (cf.(2.13)):
(4.11) fC(R,Π) =
1
(π~)2
∫
R2
e−2iy·Π/~ψ(R − y)ψ(R+ y) dy.
We then have:
(4.12)
Pq(q) =
1
(π~
√
1− ζ)2
∫
R2
∫
R2
e−2iy·Π(q,p)/~ψ [R(q, p)− y]ψ [R(q, p) + y] dydp.
We next perform the change of variables:
(4.13) u = λ [R(q, p) + y] , v = λ [R(q, p)− y]
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and obtain:
(4.14)
Pq(q) =
1
(πθ)2
∫
R2
∫
R2
φ(u)φ(v)×
× exp
{
− i
~
√
1−ζ (u− v) ·
[(
2~µλ
θ − η2µλ~
)
Eq − ~θ
√
1− ζE(u+ v)
]}
dudv.
Here φ(q) is given by (4.10). Notice also that from (4.5), we have:
(4.15)
2~µλ
θ
− η
2µλ~
=
2~
θ
√
1− ζ.
Consequently:
(4.16) Pq(q) =
1
(πθ)2
∫
R2
∫
R2
φ(u)φ(v) exp
[
−2i
θ
(u − q)TE(q − v)
]
dudv,
which is the kernel representation of the ⋆θ-product (3.15). Likewise, let us consider
the Wigner measure (4.11) in the momentum representation:
(4.17) fC(R,Π) =
1
(π~)2
∫
R2
e−2ik·R/~ψˆ(k −Π)ψˆ(k +Π) dk.
Following exactly the same procedure, we arrive at the kernel representation of
χ(p) ⋆η χ(p), where χ(p) is given by (4.10). 
The nonlocal nature of the ⋆-products in (4.8,4.9) entails that the marginal
distributions may take on negative values. Moreover, Theorem 4.2 has another
important consequence. If we look at eq.(4.8), we notice that Pq(q) is a positive,
normalized element of the ⋆-algebra with ⋆θ-product. Furthermore, the matrix
E coincides with the sympletic matrix J of a two-dimensional phase space. We
thus conclude that, if we make the correspondence E ↔ J, q1 ↔ R, q2 ↔ Π,
θ ↔ ~ for d = 1, then the expression (4.8) states that Pq(q) can be written as
(cf.(2.13,2.16,2.17)):
(4.18) Pq(q) =
∑
j
sjf
θ
j (q1, q2),
with
(4.19) 0 ≤ sj ≤ 1, ∀j,
∑
j
sj = 1,
and
(4.20) fθj (q1, q2) =
1
πθ
∫
R
e−2iyq2/θφj(q1 − y)φj(q1 + y) dy,
for some set of wave functions φj ∈ L2(R, dq1) which can be chosen to be orthonor-
mal:
(4.21)
∫
R
φj(q1)φk(q1) dq1 = δjk.
We shall call functions of the form (4.18-4.20) θ-Wigner measures.
If instead of a pure state we consider a mixed state:
(4.22) fNC(z) =
∑
i
pif
NC
i (z),
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then eq.(4.8) would be replaced by:
(4.23) Pq(q) =
∑
i
piφi(q) ⋆θ φi(q).
This is then a convex combination of θ-Wigner measures, which means that it must
again be of the form (4.18). Analogous conclusions can be drawn for the momentum
marginal distribution.
(4.24) Pp(p) =
∑
k
rkf
η
k (p1, p2),
with
(4.25) 0 ≤ rk ≤ 1, ∀k,
∑
k
rk = 1,
and
(4.26) fηk (p1, p2) =
1
πη
∫
R
e−2iyp2/ηχk(y − p1)χk(y + p1) dy.
The functions χk ∈ L2(R, dp1) can also be chosen to be orthonormal:
(4.27)
∫
R
χk(p1)χl(p1) dp1 = δkl.
The functions of the form (4.24-4.26) are called η-Wigner measures.
From (2.15,4.18,4.24) we conclude that:
Theorem 4.3. The marginal distributions of a NCWM satisfy the bounds:∫
R2
[Pq(q)]
2
dq ≤ 1
2πθ
(4.28) ∫
R2
[Pp(p)]
2
dp ≤ 1
2πη
(4.29)
These bounds have no counterpart in ordinary quantum mechanics. We shall
denote the integrals in (4.28,4.29) by θ-purity and η-purity, respectively. The
integral (4.3) will be simply called purity. An interesting question regards the
saturation of the inequalities (4.28,4.29). The following lemma shows that it is
possible to maximize them.
Lemma 4.4. The states of the form:
(4.30) fNC(q, p) =
1
1− ζ
(
θ
~
)2
fθφ1
(
q + (θ/~)Ep√
1− ζ
)
fθφ2(q)
where fθφi(q) is the θ-Wigner measure associated with the function φi ∈ L2(R, dq1)
(i = 1, 2), maximize the θ-purity (4.28). Likewise, the states of the form:
(4.31) fNC(q, p) =
1
1− ζ
(η
~
)2
fηχ1
(
p+ (η/~)Eq√
1− ζ
)
fηχ2(p)
where fηχi(q) is the η-Wigner measure associated with the function χi ∈ L2(R, dp1)
(i = 1, 2), maximize the η-purity (4.29).
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Proof. First of all, let us check that (4.30) is indeed a NCWM. Consider the nor-
malized wavefunction:
(4.32) ψ(q) = λ
√
2
πθ
∫
R2
e−2iλxq2/θφ1(λq1 − x)φ2(λq2 + x) dx,
where λ is as in eq.(4.4). The corresponding NCWM reads:
(4.33)
fNC(q, p) =
(
λ
π~
√
1−ζ
)2
2
πθ
∫
R
∫
R
∫
R
∫
R
exp
(− 2i
~
y1Π1 − 2i~ y2Π2+
+ 2iλθ x1(R2 − y2)− 2iλθ x2(R2 + y2)
)× φ1 (λ(R1 + y1)− x2)φ1 (λ(R1 − y1)− x1)
φ2 (λ(R1 − y1) + x1)φ2 (λ(R1 + y1) + x2) dy1dy2dx1dx2.
Upon integration over y2, x2, we obtain:
(4.34)
fNC(q, p) = 2λ
(π~
√
1−ζ)2
∫
R
∫
R
exp
[− 2i
~
y1Π1 +
2iλ
θ R2
(
2x1 +
θ
~λΠ2
)]×
×φ1
(
λ(R1 + y1) + x1 +
θ
~λΠ2
)
φ1 (λ(R1 − y1)− x1)×
×φ2 (λ(R1 − y1) + x1)φ2
(
λ(R1 + y1)− x1 − θ~λΠ2
)
dy1dx1.
We then perform the substitution
(4.35) y1 =
v − u
2λ
, x1 = −
(
u+ v
2
)
− θ
2~λ
Π2,
with Jacobian (2λ)−1. The result is:
(4.36) fNC(q, p) =
(
θ
~
)2
1
1− ζ f
θ
φ1
(
λR +
θ
2~λ
EΠ
)
fθφ2
(
λR − θ
2~λ
EΠ
)
.
Taking into account the D transformation (4.4), we obtain (4.30). By construction
this is indeed a NCWM. It remains to prove that (4.30) maximizes the θ-purity
(4.28).
(4.37) Pq(q) =
(
θ
~
)2
1
1− ζ f
θ
φ2(q)
∫
R2
fθφ1
(
q + (θ/~)Ep√
1− ζ
)
dp = fθφ2(q).
We then have:
(4.38)
∫
R2
[Pq(q)]
2
dq =
∫
R2
[
fθφ2(q)
]2
dq =
1
2πθ
.
In the last step, we used the fact that fθφ2 is a θ-Wigner measure (4.20). The proof
that the states (4.31) saturate the η-purity is analogous. 
Lemma 4.5. States of the form (4.30,4.31) cannot be Wigner measures.
Proof. Let us compute the purity of the states of the form (4.30):
(4.39)∫
R2
∫
R2
[
fNC(q, p)
]2
dqdp =
(
θ
~
√
1−ζ
)4 ∫
R2
∫
R2
[
fθφ1
(
q+(θ/~)Ep√
1−ζ
)]2 [
fθφ2(q)
]2
dqdp =
=
(
θ
~
√
1−ζ
)2 ∫
R2
∫
R2
[
fθφ1(q
′)
]2 [
fθφ2(q)
]2
dqdq′ = 1
(2π~
√
1−ζ)2 >
1
(2π~)2
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We obtain the same result if we use instead the states (4.31). From (2.15) this
proves the lemma. 
Notice that we may apply Hudson’s theorem to the marginal distributions when-
ever we have states of the form (4.30) or (4.31): the marginal distributions Pq(q)
or Pp(p) are positive iff φ2 or χ2 are Gaussian, respectively.
Before we conclude this section, a brief remark is in order. States of the form
(4.30,4.31) look like the tensor product of one-dimensional states. It then seems
natural to look for entangled states of the form
(4.40)
fNC(q, p) = 11−ζ
(
θ
~
)2 [
rfθφ1
(
q+(θ/~)Ep√
1−ζ
)
fθφ2(q)+
+(1− r)fθψ1
(
q+(θ/~)Ep√
1−ζ
)
fθψ2(q)
]
,
with 0 < r < 1. As we mentioned in the introduction, this may be the starting point
for a theory of noncommutative quantum information and quantum computation for
continuous variables [32]. Hopefully, this may lead to qualitatively new predictions
that could signal the existence of noncommutativity in the physical world. This
will be the subject of a future work.
4.2. Noncommutative Narcowich-Wigner spectrum. An interesting ques-
tion is that of constructing the analog of the KLM conditions for noncommuta-
tive Wigner measures. Let us start by defining the noncommutative version of the
symplectic Fourier transform:
Definition 4.6. Let f ∈ F . Its noncommutative symplectic Fourier transform is
defined by:
(4.41) f˜Ω(a) =
∫
R4
f(z) exp
(
iaTΩ−1z
)
dz.
The inverse formula is:
(4.42) f(z) =
1
(2π
√
1− ζ)4
∫
R4
f˜Ω(a) exp
(−iaTΩ−1z) da.
As usual we define the convolution of f ∈ Lp and g ∈ Lq with p−1 + q−1 = 1:
(4.43) (f♮g)(z) =
∫
R4
f(z − z′)g(z′)dz′ =
∫
R4
f(z′)g(z − z′) dz′.
From (4.41-4.43) it is easy to prove that the noncommutative symplectic Fourier
transform of the convolution amounts to pointwise multiplication:
(4.44) (˜f♮g)
Ω
= f˜Ω(a) · g˜Ω(a).
We then propose the following noncommutative generalization of Definition 2.3:
Definition 4.7. We say that f˜Ω(a) is of the (α, β, γ)-positive type, if the m ×m
matrix with entries
(4.45) Njk ≡ f˜Ω(aj − ak) exp
(
i
2
aTkΛ(α, β, γ)aj
)
is hermitian and non-negative for any positive integer m and any set of m points
a1, · · · , am in the dual of the phase space. The matrix Λ is defined by:
(4.46) Λ(α, β, γ) =
(
γE −αI2×2
αI2×2 βE
)
.
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Then the following theorem holds:
Theorem 4.8. The function f ∈ F is a NCWM iff its noncommutative symplectic
Fourier transform f˜Ω(a) satisfies the set of noncommutative KLM conditions:
(i) f˜Ω(0) = 1(4.47)
(ii) f˜Ω(a) is continuous and of the (~˜, θ˜, η˜)-positive type(4.48)
where
(4.49) ~˜ = (1− ζ)−1~, θ˜ = (1− ζ)−1θ, η˜ = (1− ζ)−1η.
Proof. The function f ∈ F is a NCWM iff there exists a Wigner measure g and a
matrix S ∈ DΩ(2d;R) such that
(4.50) f(z) =
1
|Pf(Ω)|g(S
−1z).
The function g(ξ) thus satisfies the KLM conditions (2.22,2.23). Let us compute
the noncommutative symplectic Fourier transform of (4.50). From (2.19,3.5,3.6)
and the fact that J−1 = JT = −J, we get:
(4.51)
f˜Ω(a) = 1|Pf(Ω)|
∫
R4
g(S−1z) exp
(
iaTΩ−1z
)
dz =
= detS|Pf(Ω)|
∫
R4
g(ξ) exp
(
iaTΩ−1Sξ
)
dξ =
=
∫
R4
g(ξ) exp
(−i(S−1a)TJξ) dξ = g˜J(S−1a).
From this equation it follows that conditions (2.22) and (4.47) are equivalent. For
any positive integer m and any set of points a1, · · · , am in the dual of the phase-
space, let us consider the matrices:
(4.52) Mjk = g˜
J(aj − ak) exp
(
− i~
2
aTk Jaj
)
.
If we define bi = Sai (i = 1, · · · ,m), we get from (4.51):
(4.53) Mjk = f˜
Ω(bj − bk) exp
(
i~
2
bTkΩ
−1bj
)
,
where we used (cf.(3.5)):
(4.54) − (ST )−1JS−1 = (SJST )−1 = Ω−1.
Now notice that:
(4.55)
i~
2
Ω−1 =
i
2
(
η˜E −~˜I2×2
~˜I2×2 θ˜E
)
=
i
2
Λ(~˜, θ˜, η˜).
That is:
(4.56) Mjk = f˜
Ω(bj − bk) exp
(
i
2
bTkΛ(~˜, θ˜, η˜)bj
)
,
The function g˜J(a) is then of the ~-positive type, iff f˜Ω(a) is of the (~˜, θ˜, η˜)-positive
type. 
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Definition 4.9. The noncommutative Narcowich-Wigner (NCNW) spectrum of
f ∈ F is the set:
(4.57) W NC(f) =
{
(α, β, γ) ∈ R3
∣∣∣f˜Ω(a) is of (α, β, γ)-positive type} .
Obviously, if f is a NCWM, then (~˜, θ˜, η˜) ∈ W NC(f).
From this definition, we may prove the analog of Theorem 2.8:
Theorem 4.10. The NCNW spectrum of the convolution f♮g of f, g ∈ F contains
all elements of the form
(4.58) (α1 + α2, β1 + β2, γ1 + γ2),
with (α1, β1, γ1) ∈ W NC(f) and (α2, β2, γ2) ∈ W NC(g).
Proof. The theorem follows immediately from the facts that (i) the Schur (or
Hadamard) product of two hermitian and non-negative matrices is again a her-
mitian, non-negative matrix, and (ii) the matrix Λ(α, β, γ) is additive with respect
to its arguments:
(4.59) Λ(α1 + α2, β1 + β2, γ1 + γ2) = Λ(α1, β1, γ1) +Λ(α2, β2, γ2).

The interpretation of (α, β, γ)-positive functions is slightly less straightforward
than that of α-positive functions in the commutative case. Indeed, we know from
Theorem 2.6, that that if g(ξ) is properly normalized and if its symplectic Fourier
transform is continuous and of the α-positive type (with α 6= 0), then we can just
think of it as a Wigner function, where ~ has been replaced by α. In other words,
there exists b(ξ) ∈ F such that (2.25) holds. In the noncommutative case, the
relation between (α, β, γ)-positive functions and elements of the form b(z) ⋆α ⋆β ⋆γ
b(z) is less clear. To begin with, if we consider a function f(z) = b(z) ⋆~ ⋆θ ⋆η b(z),
then eq.(4.49) reveals that f is not of the (~, θ, η)-positive type but rather of the
(~˜, θ˜, η˜)-positive type. Moreover, there is an additional complication. If we look
carefully at the noncommutative symplectic Fourier transform (4.41) (and contrary
to what happens with the commutative symplectic Fourier transform (2.19)), it
depends on the parameters ~, θ, η, even if we are considering functions of (α, β, γ)-
positive type, with (α, β, γ) 6= (~˜, θ˜, η˜). To circumvent this difficulty, let us consider
a function f ∈ F of the form:
(4.60) f(z) = b(z) ⋆α ⋆β ⋆γ b(z),
with
(4.61)
∫
R4
|b(z)|2dz = 1,
where α, β, γ have the dimensions of ~, θ, η, respectively and where:
(4.62) α2 6= βγ.
We may thus construct a new complete Weyl-Wigner formulation by defining:
(4.63) αΩ′ =
(
βE αI2×2
−αI2×2 γE
)
.
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We also define appropriate D maps S′:
(4.64) S′JS′T = Ω′, detS′ = |1− ζ′|, ζ′ = βγ
α
.
Our whole construction of noncommutative quantum mechanics in phase-space [4]
goes through with (~, θ, η) replaced by (α, β, γ). Consequently if f is of the form
(4.60,4.61), there must exist a normalized function g(ξ) of α-positive type such
that:
(4.65) f(z) =
1
|Pf(Ω′)|g(S
′−1z).
The corresponding noncommutative symplectic Fourier transform is:
(4.66)
f˜Ω(a) =
∫
R4
f(z) exp
(
iaTΩ−1z
)
dz = 1|Pf(Ω′)|
∫
R4
g(S′−1z) exp
(
iaTΩ−1z
)
dz =
=
∫
R4
g(ξ) exp
(
iaTΩ−1S′JTJξ
)
dξ = g˜J(JS′TΩ−1a).
Since g˜J is of α-positive type, for any positive integer m and any set of points
b1, · · · , bm, the matrices
(4.67) Mjk = g˜
J(bj − bk) exp
(
− iα
2
bTk Jbj
)
,
are hermitian and non-negative. If we define bi = JS
′TΩ−1ai, (i = 1, · · · ,m), we
get from (4.66):
(4.68) Mjk = f˜
Ω(aj − ak) exp
(
iα
2
aTkΩ
−1S′JS′TΩ−1aj
)
,
From (4.64) it then follows that:
(4.69) Mjk = f˜
Ω(aj − ak) exp
(
iα
2
aTkΩ
−1Ω′Ω−1aj
)
.
Now notice that
(4.70) αΩ−1Ω′Ω−1 = Λ(α♯, β♯, γ♯),
where:
(4.71)
α♯ =
α~˜(1 + ζ)− η˜β − θ˜γ
~(1− ζ) , β
♯ =
2α~˜θ˜ − ~˜2β − θ˜2γ
~2
, γ♯ =
2α~˜η˜ − ~˜2γ − η˜2β
~2
This system is easily inverted:
(4.72)
α = (1+ζ)α♯− 1
~
(ηβ♯+θγ♯), β =
2~ζα♯ − ηβ♯ − θζγ♯
η
, γ =
2~ζα♯ − θγ♯ − ζηβ♯
θ
.
Consequently, for α, β, γ such that (4.62) holds, we have:
Theorem 4.11. If f(z) ∈ F is such that (4.60,4.61) holds for some b(z) ∈ F ,
then f is such that f˜Ω(0) = 1 and f˜Ω is continuous and of the (α♯, β♯, γ♯)-positive
type, with α♯, β♯, γ♯ given by (4.71). Conversely, if f˜Ω(0) = 1 and f˜Ω is continuous
and of the (α♯, β♯, γ♯)-positive type, then there exists b(z) ∈ F such that (4.60,4.61)
hold, for α, β, γ, given by (4.72) as long as α2 6= βγ.
Corollary 4.12. If (α♯, β♯, γ♯) ∈ W NC(f), then (−α♯,−β♯,−γ♯) ∈ W NC(f).
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Proof. Again this is a consequence of (i) the fact that a(z) ⋆α ⋆β ⋆γ b(z) = b(z) ⋆−α
⋆−β ⋆−γ a(z), (ii) Theorem 4.11 and (iii) the fact that under the replacement
(α, β, γ)→ (−α,−β,−γ) in (4.71), we get (α♯, β♯, γ♯)→ (−α♯,−β♯,−γ♯). 
Remark 4.13. If we set β = γ = 0 and α = ~ in (4.71), we obtain (α♯, β♯, γ♯) =
(1− ζ)−2(~(1 + ζ), 2θ, 2η). Consequently, if f is a Wigner measure, then:
(4.73)
(~˜(1 + ζ), 2θ˜, 2η˜)
1− ζ ∈ W
NC(f).
Obviously, from Bochner’s theorem, if (0, 0, 0) ∈ W NC(f), then f is everywhere
non-negative.
Theorems 4.10 and 4.11, then suggest a way of constructing functions which are
simultaneously commutative and noncommutative Wigner measures. Indeed, let
f, g ∈ F be such that:
(i) f(z) is a NCWM, i.e. (cf. Theorem 4.8 and Corollary 4.12):
(4.74)
{
(~˜, θ˜, η˜), (−~˜,−θ˜,−η˜)
}
⊆ W NC(f)
(ii) g(z) is such that:
(4.75)
{
(0, 0, 0), (α♯, β♯, γ♯), (−α♯,−β♯,−γ♯)} ⊆ W NC(g)
where α♯, β♯, γ♯ are given by:
(4.76) (α♯, β♯, γ♯) =
(2~˜ζ, (1 + ζ)θ˜, (1 + ζ)η˜)
1− ζ .
From Theorem 4.10, we conclude that the NCNW spectrum of the convolution f♮g
contains the elements:
(4.77)
(~˜, θ˜, η˜) + (α♯, β♯, γ♯) =
(~˜(1 + ζ), 2θ˜, 2η˜)
1− ζ , (~˜, θ˜, η˜) + (0, 0, 0) = (~˜, θ˜, η˜)
The first element means that the convolution is a Wigner measure (4.73), whereas
the second one entails that it is equally a NCWM (4.74). Functions g satisfying
(4.75) are easy to construct. Indeed from (4.60,4.71), we conclude that any function
of the form
(4.78) g(z) = b(z) ⋆θ ⋆ηb(z), b(z) ∈ F
contains ±(α♯, β♯, γ♯) (4.76) in its NCNW spectrum. Moreover, it is easy to check
that if b(z) is a Gaussian, then g(z) in (4.78) is positive, as it is another Gaussian.
Notice that we can safely set α = 0. Indeed it always appears in all the formulae
in the combination αΩ′ (4.63) which is regular as α ↓ 0.
4.3. Constructing functions in FC , FNC and L . Our purpose now is to
investigate how the sets of Wigner measures (FC), noncommutative Wigner mea-
sures (FNC) and Liouville measures (L ) relate to each other. The latter is the
set of real, normalized phase-space functions, which are everywhere non-negative,
i.e. functions whose symplectic Fourier transform is of 0-positive type or whose
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Figure 1. Different sets of functions and their intersection.
noncommutative symplectic Fourier transform is of (0, 0, 0)-positive type. Let us
then define the sets:
(4.79)
Ω1 = F
C\(FNC ∪L ), Ω2 = FNC\(FC ∪L ), Ω3 = L \(FC ∪FNC),
Ω4 = (F
C ∩FNC)\L , Ω5 = (FC ∩L )\FNC , Ω6 = (FNC ∩L )\FC ,
Ω7 = F
C ∩FNC ∩L .
The remainder of this section is devoted to proving Lemma 4.14. We depicted the
content of the lemma in Figure 1.
Lemma 4.14. The sets Ωi (i = 1, · · · , 7) are all non-empty.
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Proof. To prove the lemma we shall construct explicitly families of functions in
each of the sets, by resorting to the properties of functions in FC , FNC and L .
Let us start with the simplest case:
A function in Ω3: The function
(4.80) f3(q, p) =
1
π2ab
exp
(
−q
2
a
− p
2
b
)
, a, b > 0, ab < ~2(1− ζ)
belongs to Ω3.
It is obvious that f3 ∈ L , since it is real, normalized and everywhere positive. To
prove that it does not belong to FC ∪FNC , let us compute its purity:
(4.81)
∫
R2
∫
R2
[f3(q, p)]
2
dqdp =
1
(2π)2ab
>
1
(2π~
√
1− ζ)2 >
1
(2π~)2
.
Consequently, from (2.15,4.3), we conclude that f3 ∈ Ω3.
A function in Ω5: The function
(4.82) f5(q, p) =
1
(π~)2
exp
(
−q
2
a
− ap
2
~2
)
, 0 < a < θ
belongs to Ω5.
Let us consider the normalized wave function ψ5(q) =
1√
πa
exp
(
− q22a
)
. A simple
calculation shows that f5 is the Wigner measure associated with ψ5. By con-
struction, we conclude that f5 ∈ FC . Moreover f5 is positive, which means that
f5 ∈ L . It remains to prove that f5 /∈ FNC . Let us compute its θ-purity (4.28).
The marginal distribution reads
(4.83) Pq(q) =
∫
R2
f5(q, p) dp =
1
πa
exp
(
−q
2
a
)
.
And thus:
(4.84)
∫
R2
[Pq(q)]
2 dq =
1
2πa
>
1
2πθ
.
We conclude that f5 /∈ FNC .
A function in Ω1: The function
(4.85)
f1(q, p) =
8
3a(π~)2
(
q21 +
9a2p21
16~2
− 3a
8
)
exp
(
−4q
2
3a
− 3ap
2
4~2
)
, 0 < a < θ
belongs to Ω1.
Let us consider the normalized wave function ψ1(q) =
4
3a
√
2
π q1 exp
(
− 2q23a
)
. The
corresponding Wigner measure is f1(q, p). However, f1 is negative inside the ellipse
q21 +
(
3ap1
4~
)2
< 3a8 . And thus f1 ∈ FC\L . Finally, let us prove that f1 /∈ FNC .
Integration over the momenta yields:
(4.86) Pq(q) =
∫
R2
f1(q, p) dp =
32
9πa2
q21 exp
(
−4q
2
3a
)
.
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And thus:
(4.87)
∫
R2
[Pq(q)]
2 dq =
1
2πa
>
1
2πθ
,
which means that f1 /∈ FNC .
A function in Ω6: The function
(4.88)
f6(q, p) =
1
(π~
√
1−ζ)2 exp
{
−
(
2−ζ
1−ζ
)(
2aq21 +
q22
2aθ2
)
−
(
θ
~
√
1−ζ
)2 (
p21
2aθ2 + 2ap
2
2
)
− 2θ
~(1−ζ)
(
2aq1p2 − q2p12aθ2
)}
, a > 0
belongs to Ω6.
It is easy to check that f6 is a NCWM of the form (4.30) with φ1(q1) = φ2(q1) =(
2a
π
) 1
4 exp(−aq21). Moreover, we already know from Lemma 4.5 that states of the
form (4.30) cannot be Wigner measures. Finally, since f6 is everywhere positive,
we conclude that f6 ∈ Ω6.
A function in Ω2: The function
(4.89)
f2(q, p) =
4a
(π~
√
1−ζ)2
(
q21 +
q22
4a2θ2 − 14a
)
exp
{
−
(
2−ζ
1−ζ
)(
2aq21 +
q22
2aθ2
)
−
(
θ
~
√
1−ζ
)2 (
p21
2aθ2 + 2ap
2
2
)
− 2θ
~(1−ζ)
(
2aq1p2 − q2p12aθ2
)}
, a > 0
belongs to Ω2.
If we choose φ1(q1) =
(
2a
π
) 1
4 exp(−aq21) and φ2(q1) =
(
32a3
π
) 1
4
q1 exp(−aq21) and
substitute in (4.30), we obtain f2. From Lemma 4.5 we conclude that f2 ∈
FNC\FC . Since f2 is negative inside the ellipse q21 +
(
q2
2aθ
)2
< 14a , we conclude
that f2 /∈ L .
A function in Ω7: Any function of the form f7(z) = (f6♮g)(z) with f6 an element
of Ω6 and
(4.90) g(q, p) = 1π2cd exp
{
− q2c − p
2
d
)
, c ≥ θ, d ≥ η
belongs to Ω7.
Let us choose α, β > 0 such that:
(4.91) c =
1 + α2θ2
2α
, d =
1 + β2η2
2β
.
With this choice, c, d automatically satisfy c ≥ θ and d ≥ η. Moreover, we define:
(4.92) b(q, p) =
2
π
√
αβ exp
(−αq2 − βp2) .
Using the kernel representations (3.15) of the star-products it is straightforward to
show that:
(4.93) g(z) = b(z) ⋆θ ⋆ηb(z).
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From our discussion in Remark 4.13, we know that under these circumstances, the
convolution of f6 and g is simultaneously a Wigner measure and a NCWM. Finally,
since g(z) is positive, its convolution with another positive function is again positive.
A function in Ω4: The function
(4.94) f4(q, p) =
1
3(π~)2
[
2
3θ
(
q − θ
~
Ep
)2
− 1
]
exp
(
−2q
2
3θ
− 2θp
2
3~2
− 2
3~
q ·Ep
)
,
is a function of Ω4.
Let us choose g(z) of the form (4.90) with c = θ and d = η. Moreover, let us
consider the function f2(z) in (4.89) with a =
1
2θ . Then it is easy to show that
f4(z) = (g♮f2)(z). From Remark 4.13, we conclude that f4 ∈ FC∪FNC . However,
f4 is negative for
(
q − θ
~
Ep
)2
< 3θ2 , which means that f4 /∈ L . This completes the
proof of the lemma. 
Remark 4.15. The function f6 in (4.88) reveals that functions of the form (4.30)
saturate the θ-purity but not the η-purity. Indeed by a simple calculation, we
obtain:
(4.95)
Pp(p) =
∫
R2
f6(q, p) dq =
θ
π~2(2− ζ) exp
(
− 1
2a~2(2− ζ) (p
2
1 + 4a
2θ2p22)
)
.
Consequently
(4.96)
∫
R2
[Pp(p)]
2
dp =
ζ
2πη(2 − ζ) .
Since ζ < 1, we conclude that this is strictly smaller than 12πη . By the same token,
we can show that states of the form (4.31), albeit maximizing the η-purity, need
not saturate the θ-purity.
5. Appendix
In this appendix we prove that for a D transformation, the associated matrix
S ∈ DΩ(2d;R) satisfies:
(5.1) detS =
√
detΩ = |Pf(Ω)| > 0.
To prove this, we first derive the following Lemma:
Lemma 5.1. Under the assumption (3.2), the sign of the Pfaffian of the matrix Ω
reads:
(5.2) sign (Pf(Ω)) = (−1)d(d−1)/2.
Proof. Let (ωαβ) (α, β = 1, · · · , 2d) denote the elements of Ω. The Pfaffian of Ω
can be obtained from the following recursive formula [46]:
(5.3) Pf(Ω) =
2d∑
α=2
(−1)αω1,αPf(Ω1ˆ,αˆ),
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where Ω1ˆ,αˆ denotes the matrix Ω with both the 1st and α-th rows and columns
removed. From (3.1), we get:
(5.4) Pf(Ω) =
d∑
i=2
(−1)i θ1i
~
Pf(Ω1ˆ,ˆi) + (−1)d+1Pf(Ω1ˆ, ˆd+1).
A term which is independent of the elements of Θ and N can only be found in
(−1)d+1Pf(Ω1ˆ, ˆd+1). Suppose that d ≥ 3. If we apply the recursive formula (5.3)
again we obtain a term of the form (−1)d+1(−1)dPf(A2) where A2 is obtained
from Ω by removing the 1st, 2nd, (d+1)th and (d+2)th rows and columns. After
i steps we obtain a term (−1)d+1(−1)d · · · (−1)d+2−iPf(Ai) where Ai is obtained
from Ω by removing the 1st, 2nd,..., ith, and (d+1)th, (d+2)th,..., (d+i)th rows
and columns. We terminate this process when i = d− 2. We thus obtain:
(5.5)
(−1)d+1(−1)d · · · (−1)4Pf


0
θd−1,d
~
1 0
θd,d−1
~
0 0 1
−1 0 0 ηd−1,d
~
0 −1 ηd,d−1
~
0

 =
=
(
θd−1,dηd−1,d
~2
− 1
)
(−1)
Pd+1
i=4 i.
And thus the term independent of the elements of Θ and N is (−1)d(d−1)/2. We
leave to the reader the simple task of verifying that this result also holds when
d = 2.
Let us now turn to the θ and η dependent terms. We resort to the definition of
the Pfaffian [46]:
(5.6) Pf(Ω) =
1
2dd!
∑
σ∈S2d
sgn(σ)Πdi=1ωσ(2i−1),σ(2i),
where S2d is the symmetric group and sgn(σ) is the signature of the permutation
σ. Moreover, we use the following notation. If d = 2, for instance, then we consider
the permutations of the set {1, 2, 3, 4}. As an example, consider σ = {3, 1, 4, 2}.
Then we write: σ(1) = 3, σ(2) = 1, σ(3) = 4, and σ(4) = 2.
Suppose that in the string Πdi=1ωσ(2i−1),σ(2i) we pick k elements of the matrix
~−1Θ, p elements of the matrix ~−1N and l elements of the matrix I or −I. Then,
of course:
(5.7) k + l + p = d.
If we pick l elements from I or −I, then the remaining k + p terms can only be
taken from Ω when 2l lines and rows have been eliminated. In particular, we
remove l lines and rows from ~−1Θ. That leaves us with (d − l − 1)(d − l)/2
non-vanishing independent parameters in ~−1Θ. Each time we choose one of the
latter for our string Πdi=1ωσ(2i−1),σ(2i), we have to eliminate another 2 lines and 2
columns. So if we pick k elements out of the (d − l − 1)(d − l)/2 non-vanishing
independent elements of ~−1Θ, we remove 2k lines and columns. We are left with
(d− l− 2k− 1)(d− l− 2k)/2 non-vanishing independent elements. But this is only
possible if:
(5.8) 2k ≤ d− l.
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A similar argument leads to:
(5.9) 2p ≤ d− l.
Now, (5.8) and (5.9) are only compatible with (5.7) if:
(5.10) k = p =
d− l
2
.
This means that in each string we have exactly the same number of elements of
~−1Θ and ~−1N. This proves that:
(5.11) Pf(Ω) = (−1)d(d−1)/2 + P[d/2],
where P[d/2] is a homogeneous polynomial of degree [d/2] (the integral part of d/2)
in the dimensionless variables θijηkl/~
2 with 1 ≤ i < j ≤ d and 1 ≤ k < l ≤ d.
Let us define:
(5.12) ζ = max
{
θijηkl/~
2, 1 ≤ i < j ≤ d, 1 ≤ k < l ≤ d} .
Let σ′ be the permutation which yields the contribution (−1)d(d−1)/2 to the Pfaffian
and let S′2d := S2d\ {σ′}. We thus have:
(5.13)
∣∣P[d/2]∣∣ =
∣∣∣∣∣∣
1
2dd!
∑
σ∈S′
2d
sgn(σ)Πdi=1ωσ(2i−1),σ(2i)
∣∣∣∣∣∣ ≤
1
2dd!
∑
σ∈S′
2d
Πdi=1
∣∣ωσ(2i−1),σ(2i)∣∣ .
If a string Πdi=1ωσ(2i−1),σ(2i) contains k elements of ~
−1Θ and k elements of ~−1N,
then
(5.14) Πdi=1
∣∣ωσ(2i−1),σ(2i)∣∣ ≤ ζk < ζ,
where we used ζ < 1. Since there are d!− 1 < d! elements in S′2d, we conclude that:
(5.15)
∣∣P[d/2]∣∣ < ζ
2d
< 1.
This yields the desired result. 
An immediate consequence of this Lemma is that the matrix Ω is invertible and
the skew-symmetric form (3.3) is non-degenerate as advertised.
Proposition 5.2. A matrix S associated with a D transformation has positive
determinant.
Proof. We use the well known formula [46]:
(5.16) Pf
(
BABT
)
= det(B)Pf(A),
which holds for any 2d× 2d skew-symmetric matrix A and any 2d× 2d matrix B.
If we apply this formula to (3.5), we obtain:
(5.17) det(S)Pf(J) = Pf(Ω).
For an arbitrary d× d matrix M we have [46]:
(5.18) Pf
(
0 M
−MT 0
)
= (−1)d(d−1)/2 detM.
We conclude that:
(5.19) Pf(J) = (−1)d(d−1)/2.
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From (5.17,5.19) and Lemma 6.1, we infer that:
(5.20) det(S) > 0.

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