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Abstract
Solution crystal growth is widely applied in many industries and fundamental research,
and it is employed to crystallize materials ranging from inorganic molecules, small organic
molecules, to large organic molecules. However, despite the broad application, fundamental
factors regarding this crystal growth process are not well understood. In this thesis, numer-
ical models are developed to study the influences of macro-scale mass transfer limitations
and meso-scale growth kinetics on solution crystal growth.
A parallel, finite element model is implemented to compute three-dimensional fluid flow
and mass transfer during crystal growth and is especially applied to the growth systems in
Atomic Force Microscopy fluid cells. This work assesses the parametric sensitivity of growth
conditions to factors such as the strength of flow, the frequency of scanning motion, the size
of the crystal, and the kinetics of the growing surface. Accounting for such effects will be
very important to understand solution crystal growth and to interpret AFM measurements
of growth dynamics. Additionally, a simplified two-dimensional numerical model focused
on the region near the growing crystal surface and the AFM cantilever was developed
based on the calculated results of the three-dimensional model. With this two-dimensional
model, we provide basic understanding of the fluid flow and mass transfer where the AFM
measurements were made, and simplified the revision of AFM measurements interpretation.
A fundamental theoretical model based on the phase-field approach is developed to
simulate nano-scale island growth and spiral step growth on crystal surfaces in a supersat-
urated liquid and is validated by comparison to zinc oxide nanowires synthesis experiments.
Results obtained by this work help to explain how experimental factors affect the crystal
growth and crystal microstructures and the correlation between island growth and spiral
growth mechanisms.
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The formation of crystals is called crystal growth or crystallization. This is a phase-
transition process, during which atoms and molecules from a disordered melt or solution
phase self-assemble into an highly ordered solid phase. This process is so beautiful that
it is called “the art” in one of the famous text books about crystal growth [24]. This
procedure is normally very complicated and requires the control of many parameters that
correlate nonlinearly to each other [104]. Especially for solution crystal growth from liquid
solutions, since the mass transport of solute molecules through a liquid phase is quite slow,
besides crystal growth factors, the mass transfer effects need to be taken into account to
fully understand this process. Although both experimental techniques and modern charac-
terization techniques have led to a deeper understanding of solution crystal growth process,
many of the mechanisms that occur during growth cannot be directly measured in experi-
1
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ments. As a result, mathematical modeling plays an important role in the understanding
of solution crystal growth.
The work presented in this thesis is focused on applying mathematical models to un-
derstand solution crystal growth from liquid phase. This work consists of two parts. The
first part is a macro-scale fluid dynamics study focused on the mass transport limitations
during solution crystal growth, and the second part is a meso-scale phase-field study on the
growth kinetics during crystal growth from liquid phase. Impact of factors in both length
scales are very important in solution crystal growth process, and both parts of this work
contribute to our understanding of this growth process.
1.1 Solution Crystal Growth
Crystals can form from melt phase, solution phase or vapor phase. Mu¨ller and Friedrich
laid out a very clear overview chart of bulk crystal growth methods, as shown in Fig.1.1 [88].
Among all methods shown in this figure, crystal growth from the melt (melt crystal growth)
and growth from solutions (solution crystal growth) are most common and important for
the growth of bulk crystals. Melt crystal growth is the traditional technology of manu-
facturing many crystals, including high-tech products for electronics, photonics and solar
cells. However, many materials undergo phase transitions below their melting temperature.
To produce crystals of these materials, melt growth would not be applicable, and solution
crystal growth becomes the method of choice. Solution crystal growth is applied to produce
a variety of crystals, including single crystals of various oxide materials, such as yttrium
iron garnet (YIG) and yttrium aluminum garnet (YAG) [19,43,64], non-linear optical ma-
terials such as potassium dihydrogen phosphate (KDP) and potassium titanyl phosphate
(KTP) [33, 143], semi-organic crystals [5], crystals of small organic molecules [111], and
crystals of large organic molecules like proteins [114, 117]. Furthermore, in the modern
nano technology, solution crystal growth is applied to synthesize nano particles [85,95] and
nanowires [10, 82]. In addition, solution crystal growth is also widely applied in chemical
separations [78,136].
Despite the broad application of solution crystal growth, many fundamental factors
remain poorly understood. This process is governed by thermodynamic, kinetic and trans-
port factors, which makes it very difficult to control. Factors such as solution concentration,
mixing regime, interface condition, vessel design, and transport profile can have a major
impact on the size, number, and quality of crystals produced.
Classically, the solution crystal growth process can be explained in terms of thermo-
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Figure 1.1: Crystal growth methods overview [88].
dynamic, kinetic and transport phenomena. Thermodynamics describes the driving force
of crystallization. Kinetics accounts for the surface nucleation and step evolution. And
transport takes into account the bulk and surface transport. In following sections, we will
discuss how these phenomena affect solution crystal growth.
1.1.1 Thermodynamics in solution crystal growth
Thermodynamically, the formation of a crystal from liquid solution is a first-order phase
transition. The driving force of this transition is the difference of chemical potential be-
tween the crystal phase and the liquid phase. Under equilibrium condition, the free energy
is continuous across the phase boundary, or interface. However, crystal growth occurs in
non-equilibrium states, in which crystal phase is surrounded by supersaturated solution. In
this circumstance, the crystal phase is thermodynamically stable, while the solution phase
is thermodynamically metastable. As a result, this chemical potential difference prompts
the formation of solid crystal phase.
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Thermodynamics is applied to explain the nucleation during crystal growth. Three-
dimensional nucleation happens during the initial state of crystal growth, when nuclei
form from liquid solution as origins for crystal growth; two-dimensional nucleation happens
during the following crystal growth process, when two-dimensional nuclei form on the
surfaces of these three-dimensional nuclei and serve as origins of new layers. Nucleation
must occur when a solution is supersaturated, but not all nuclei are stable. The free energy
per molecule is higher on the crystal surface than in crystal bulk. Molecules on the surface
are less bonded to their neighbors, which makes the surface less stable. For nuclei, the
effect of surface free energy is much greater than large crystals.
A important concept used to differentiate stable nuclei from unstable ones is called
“critical size”. Critical size is a threshold point. When a nucleus is smaller than the
critical size, every molecule adding to the crystal surface or nuclei edge would boost the
total free energy of the system, due to the increase of surface free energy contribution.
Nuclei of this kind are more likely to dissolve, rather than grow. When a nucleus becomes
larger than the critical size, the drop in bulk free energy during phase transition starts to
dominant the process, and surface free energy becomes less important. At this point, the
addition of a molecule to the system would lower the total free energy, and nucleus tends
to grow bigger. As shown in Fig. 1.2, the total Gibbs free energy change per molecule 4g
can be determined as:
4g = 4gb +4gs, (1.1)
where 4gb is the bulk change in Gibbs free energy from liquid to bulk crystal per molecule,
and 4gs is the change in surface term. The total change of Gibbs free energy per molecules
starts to decrease at ∂4g/∂r = 0. r value at this point is called critical radius, which
demonstrates the nucleus critical size [151]. This size highly depends on solution super-
saturation rate. If the supersaturation is high enough, the critical size can reduce to one
molecule size, and the nucleation barrier vanishes [13].
1.1.2 Kinetics in solution crystal growth
In addition to thermodynamics, kinetics is important in the crystal growth process. Ki-
netics effects in crystal growth explain the crystal growth rate in terms of step movement
velocity along crystal surfaces.
The growth rate of a crystal is determined by how fast new layers can be added to
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∆g -∆gb
∆gs
rrc
∆g=∆g +∆gsb
∆gn
Figure 1.2: Critical radius of crystal growth can be defined by the change of Gibbs free
energy. In this profile, 4gb is the bulk change in Gibbs free energy from liquid to bulk
crystal per molecule, and 4gs is the change in surface term. The total change of Gibbs
free energy per molecules starts to decrease at ∂4g/∂r = 0. r value at this point is called
critical radius, which demonstrates the nucleus critical size [151]
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Solute molecule
Kink
Step
Terrace
Figure 1.3: Schematic showing surface terrace, step and kink site on a crystal surface.
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its surfaces. For a perfect crystal, the rate-limiting step is the two dimensional nucleation
of a new layer. However, the experimentally observed crystal growth rate appears to be
much faster than the calculated growth rate based on two dimensional nucleation theories.
Therefore, step growth theory [22, 23, 48] was proposed to describe crystal growth as a
process of step generation and movement. As showed in Fig. 1.3, a growing crystal surface
consists of terraces and steps. A Terrace is the flat region and a step is the boundary
between a raised terrace and a lower terrace. Steps are mostly incomplete and contains
kink sites. Molecules attaching to kink sites have more bonds to neighboring molecules,
and therefore is less likely to move compared to other free molecules on the surface [26–28].
During the growth, molecules on the terraces surface or along the step are not static, and
they constantly attach and detach [140]. These molecules tend to diffuse to the more stable
kink site. Consequently, steps elongate and the raised terraces expand, and the crystals
grow as a result. Experimental evidence of this theory was observed in a large number of
systems using atomic force microscopy(AFM) [149,151].
1.1.3 Transport factors in solution crystal growth
Although kinetic theories about crystal growth are well established, it is not sufficient to
explain the growth of crystals from liquid solution, because the transport effect is not taken
into account. The transport of heat, mass, and momentum is important in crystal growth
process. Flow in the solution phase is especially important for the heat and mass transport
in growth systems. Solution crystal growth has suffered from a generally low growth rate,
due to the slow diffusion of solute molecules through a liquid phase. For growth in high-
temperature solutions (also known as flux growth), the growth rate is generally more than
two orders of magnitude smaller than that in melt growth. As a result, the effect of mass
transfer on solution crystal growth is nearly always significant. Such effects are known to
slow the crystal growth rate and under certain circumstances can lead to morphological
instabilities. It hence becames very important to identify how the mass transport, the
surface attachment, or the heat transfer process would affect the crystal growth rate, and
alleviate the limitations accordingly. More details about this topic will be further discussed
in 1.2.2.
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1.2 Numerical Modeling of Solution Crystal Growth
1.2.1 Traditional kinetics models
As stated in Section 1.1.1, crystal growth process is mostly kinetic control. Many crystal
growth theories and models have been proposed to describe crystal growth kinetics.
One famous model formulated by Kossel [71] and Stranski [115] is the layer-by-layer
model. In this model crystal growth rate is limited by two-dimensional nucleation, and
growth will not occur unless the energy barrier required for two-dimensional nucleation is
overcome. In experimental observations, however, crystals grow under a supersaturation
level much lower than this nucleation requirement. This disagreement originates from the
fact that most of the real crystals are imperfect, while Kossel and Stranski assumed the
crystal surface to be perfect. Burton and Cabrera [22] suggested that a vicinal surface
provides step source which corrects the difference between theory and experimental obser-
vations. Meanwhile, Frank [48] presented the kinematic wave theory which monitors the
change of average step density, and noted that screw dislocation across the growing crystal
surface would serve as a continuous step source. Based on these works, Burton, Cabrera,
Frank postulated the Burton-Cabrera-Frank (BCF) mechanism [23]. This mechanism is
also called the spiral layer-by-layer mechanism and is proposed to account for the real
crystal growth. It was proved soon after its proposal by the observation of beryl crystal
growth [55].
BCF theory represents the growth of crystals following a mechanism of step generation
and movement. When a screw dislocation outcrops on a smooth interface, a step is created
on the surface. The growth of the crystal starting from such a step advance like a spiral
staircase around the dislocation as shown in Fig. 1.4. This process consists of three stages.
First, the solute molecule in the bulk solution is transported to the crystal surface by diffu-
sion and convection, and absorbed onto the crystal surface or desorbed back into the bulk
solution. Second, the solute molecule diffuses on the crystal surface and incorporates into
the growing step. During the incorporation, the kink site which formed along the growth
step is preferred, because there are more dangling (unsaturated) bonds on this site than
on the other sites. Finally, the heat of crystallization is removed from the crystal surface
through the bulk crystal and the solution during the last stage of growth. Experimental
evidence of BCF theory was obtained from a large number of crystal growth systems using
high resolution microscopes, and one example is shown in Fig. 1.5.
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Surface attachment, diffusion, and incorporation
Figure 1.4: Mechanism of the BCF model
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1.2.2 Continuum transport models
As mentioned in Section 1.1.3, kinetics alone is not sufficient to explain solution crystal
growth process. Although the BCF mechanism of crystal growth is well established, we
need to take transport effects into account to fully understand solution crystal growth.
To determine the optimum flow condition for solution crystal growth, Bordui and Mo-
takef conducted a series of growth and flow visualization experiments, and pointed out the
importance of the solution flow in controlling the solvent inclusion during the growth [18].
However, the details about mass transport in the liquid phase are not revealed, and the
mechanism of crystal formation remains unclear. To better understand the transport effect
in the liquid phase, numerical models are needed to provide a detailed picture of flows and
mass transport in the supersaturation field.
Continuum transport models for solution crystal growth consider fluid dynamics of
fluid flow and mass transfer of solute molecules in crystal growth systems. Fluid flow and
mass transfer are simulated with the Navier-Stokes and convection diffusion equations as
governing equations. Challenges to this modeling is due to three-dimensional geometries,
which require enormous computational resources and forced convection that creates nu-
merical instabilities. Previous continuum transport models [79, 89] have been limited to
two-dimensional geometries and natural convection. With recent advances in numerical
methods on massively parallel supercomputers [100, 120, 141], three-dimensional contin-
uum transport models have become possible and have been successfully applied to study
solution crystal growth systems [147,154]. In this thesis, we developed a three-dimensional
fluid dynamics model to study the mass transport limitation during crystal growth in AFM
fluid cell systems. This topic will be discussed in Chapter 2.
1.2.3 Step models
To understand the mechanism of solution crystal growth, many step growth mathematical
models were developed. Classical spiral growth models developed by Chernov [28] and
Glimer, Ghez, and Cabrera [53, 54] coupled solute transport with step advancing. How-
ever, these models analyzed only steady-state behavior with a constant terrace width, and
cannot be applied to study dynamic behaviors during crystal growth. Rosenberger and co-
workers developed a series of numerical models to analyze the dynamics of solution crystal
growth and coupled the bulk solute transport with step growth on the crystal surface.
However, many idealizations were assumed in these papers including arbitrary simplifi-
cation of the step kinetic law. [80, 127, 128]. Derby et al. [73, 75] developed a numerical
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Figure 1.5: Evidence of spiral crystal growth around a screw dislocation in an 8 × 8µm
Atomic Force Microscope image during the growth of potassium dihydrogen phosphate
[149].
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model that not only accounted for both the bulk solute transport and the step growth on
the crystal surface, but also analyzed the dynamics of solution crystal growth. However,
this model assumed steps as one-dimensional lines and cannot be applied to study two-
dimensional growth features. To extend this model to two-dimensional is hindered by the
explicit tracking of all moving boundaries (steps) of complicate patterns. This difficulty,
however, can be avoided by employing the phase-field method. In this thesis, a phase-field
modeling studying solution crystal growth mechanism in ZnO nanowire growth system will
be presented in Chapter 3.
1.3 Thesis Overview
In this thesis, analyses are presented on crystal growth processes. The goal of these analyses
is to better understand and therefore control crystal growth. The work presented in this
thesis is divided into three chapters.
In Chapter 2, a macro-scale fluid dynamics model is presented to study solution crystal
growth systems in AFM fluid cells. A parallel, three-dimensional finite element model is
applied to compute fluid flow and mass transfer during crystal growth in these fluid cells.
This study is focused on the parametric sensitivity of crystal surface concentration, which
characterizes different crystal growth conditions. How different crystal growth behaves in
a fluid cell is studied, and the factors influencing crystal surface concentration are analyzed
and compared. By studying these effects, we understand the mass transport limitation of
solution crystal growth in AFM fluid cells and how to better interpret AFM measurements
of crystal growth from liquid solution.
In Chapter 3, A fundamental theoretical model based on the phase-field method is
presented. This model is applied to simulate nano-scale island growth and spiral step
growth on crystal surfaces in a supersaturated liquid and is validated by comparison to
experimental observation of zinc oxide nanowire growth. Results obtained by this work help
to explain how experimental factors affect the crystal growth and crystal microstructures,
and the correlation between island growth and spiral growth mechanisms.
In Chapter 4, we conclude this thesis with a summary of the work presented, and
discuss future directions and questions for research that would extend our current studies.
Chapter 2
Macro-Scale FEM Study of an
AFM Fluid Cell
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2.1 Introduction of Crystal Growth in Atomic Force Micro-
scope Fluid Cells
Atomic Force Microscope (AFM) is a very high-resolution type of scanning probe micro-
scope, with demonstrated resolution of fractions of a nanometer. It was invented by Binnig,
Quate and Gerber in 1986, and is one of the foremost tools for imaging, measuring and ma-
nipulating matter at the atomic scale [14,138]. The AFM has been widely used in scientific
research since its invention, because this instrument can provide a true three-dimensional
surface profile. And most importantly, the AFM does not require any special treatments
to the samples, and most AFM modes can work perfectly in ambient air [60]. Moreover,
with the invention of AFM fluid cell, now AFM can provide in situ measurement under
liquid environment [87].
The AFM fluid cell is used by numerous research groups to image a variety of specimens,
such as macro-biomolecules and crystals grown in solutions [58,77,83,134]. All fluid cells,
irrespective of their design, basically perform three functions: contain the sample, contain
the liquid, and provide a stable optical path for the laser beam which is reflected off
the back of the cantilever. A general layout of a liquid cell is shown in Fig. 2.1. This
design eliminates the liquid-air interface and the movement of the liquid surface, which
correspondingly reduces the laser beam refraction.
Fig. 2.2 shows a photograph of a real AFM fluid cell. By comparing it with a coin, we
can tell that an AFM fluid cell is really small. In this cell, inlet and outlet channels are cut
into the cell, and a shelf is centered at the top of the cell, along with a spring-loaded metal
arm to secure the AFM cantilever and substrate in place. Crystal surfaces are imaged by
securing seed crystals to a metal disk using a water-resistant cement.
Over the past ten years the AFM fluid cell has become a common tool for investigating
the growth of crystal surfaces from solution. With the AFM, scientists are able to image the
growth of crystal surfaces with atomic-scale resolution. Recently, the Digital Instrument
AFM fluid cell has been used to measure the velocity of individual steps during solution
crystal growth [58, 112]. These experiments have promoted our interest in understanding
mass-transfer characteristics within the AFM fluid cell. Particularly, we are interested
in understanding the impact of the geometry of the AFM fluid cell and the AFM tip on
mass-transfer near the crystal surface being imaged. Moreover, the crystal growth kinetic
coefficient β can be determined in AFM fluid cells. β is a materials property. It is very
important because it is normally the parameter that characterizes different crystal growth.
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Figure 2.1: Schematic of an AFM fluid cell.
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Figure 2.2: Photograph of a AFM fluid cell [50].
β represents the ratio between crystal growth rate and surface supersaturation.
vc = βσs, (2.1)
where vc is the crystal growth rate and σs is the surface supersaturation. In AFM fluid
cells, σs is unknown. In this case, people commonly assume it to be equal to the bulk
supersaturation σ0. However, experiments indicated mass transport limitation in AFM
fluid cells has great impact on AFM measurements [65]. As shown in Fig. 2.3, with different
mixing methods, the measured step velocity can differ much from each other. Crystals grow
in quiescent solution show lowest step velocity. Pre-mixed flow helps improve crystal growth
and step velocity of crystals is higher compared to the quiescent case. Among all cases,
crystals grow in in-line missed solution show the highest step velocity. This difference in
step velocity indicates the existence of mass transport limitation in AFM fluid cells.
Additionally, as shown in Fig. 2.3, the materials property β, which should maintain
constant, is changing under different experiment conditions. This occurs because the as-
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sumption that surface supersaturation equals to bulk supersaturation needs to be adjusted.
As a result, there exists a need to understand the limitations associated with mass transport
of solute molecules, and to adjust this assumption accordingly.
However, despite the direct visualization of crystal growth enabled by in situ AFM,
there are currently no independent means of determining the flow conditions present dur-
ing AFM measurement of solution crystal growth. An experimental mass-transfer charac-
terization of this system would be difficult to conduct due to the small dimension of the
AFM fluid cell, and would likely disturb the natural processes within the system. Although
direct measurement is not possible, numerical studies can provide an accurate method to
investigate mass and momentum transfer in solution growth systems. Computational mod-
els can complement experimental observation by providing a detailed profile of flows and
mass transfer in the AFM system, particularly near the measurement tip.
During the crystal growth in the AFM fluid cell system, control over bulk supersatu-
ration can be achieved by maintaining the temperature of the solution and changing the
solute content of the reservoir, or by varying the temperature for fixed solute content [150].
However, control over bulk supersaturation does not necessarily ensure control over super-
saturation near the crystal surface, if a concentration boundary layer exists. The conditions
for the existence of mass and momentum boundary layers have been well studied and can
be related to dimensionless parameters particular to the geometry of the system and the
physical characteristics of the fluid [94,106].
If the solution used in the fluid cell is assumed to be a dilute binary mixture, the species
conservation equation for a binary mixture can be employed to gain basic insight on con-
centration boundary layers within the cell. A key parameter in any forced convection mass
transfer problem is the Peclet number (Pe), which describes the importance of convective
relative to diffusive mass transfer.
Pe ≡ UL
Di
(2.2)
In the above equation for the Peclet number, U is the characteristic velocity of the
system, L is the characteristic length, and Di is the diffusivity of species i in solution. The
Peclet number arises from the nondimensionalization of the species conservation equation,
and is capable of providing useful mass transfer information only if meaningful character-
istic parameters are chosen for the nondimensionalization. A more advanced discussion
about the Peclet number will be included in Section 2.2. For the AFM fluid cell, the
characteristic velocity of the system can be chosen as the maximum fluid velocity at the
cell inlet, and the characteristic length can be chosen as the size of the crystal. With
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Figure 2.3: Step velocity varies with different mixing method. This plot shows how step
velocity change with time while crystals grow in quiescent solution (circle line), in pre-
mixed solution(square line), and in in-line mixed solution(triangle line). Among three
cases, step velocity of crystals grow in in-line mixed solution is the highest [65].
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Figure 2.4: Concentration profile C versus height y near crystal surface for increasing
Peclet number. The boundary layer is represented by δC
2. Macro-Scale FEM Study of an AFM Fluid Cell 20
Figure 2.5: Schematic representation of the AFM.
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these choices, calculation of the Peclet number for average experimental flow rates yields
Pe = 106. The large Peclet number for the system indicates that concentration boundary
layer phenomena within the cell will be important, ultimately affecting the supersaturation
distribution on the crystal surface. The general correlation between the concentration pro-
file near the crystal surface and the Peclet number is shown in Fig. 2.4. We will conduct
numerical studies to determine the nature of the concentration boundary layer near the
crystal surface, and the impact of changes in bulk fluid velocity and concentration on the
supersaturation field near the AFM tip.
2.1.1 Atomic force microscope apparatus
The AFM images specimen surface by scanning them with a sharp probe and measuring
changes in the magnitude of the distance between the probe and these surfaces. The
schematic of the AFM in Fig. 2.5 illustrates the main features of an AFM. There are three
main functional parts of the AFM including probe system, scanning system, and detection
system.
The first and most important part of the AFM is the probe system, which includes a
cantilever and a probe. Fig. 2.6 shows the main feature of an AFM probe system. Generally
speaking, the tip height ranges from 2.5µm to 3.5µm. The thickness t of the cantilever
ranges from 0.4µm to 0.7µm. The Length L for the large triangular cantilever ranges from
180µm to 196µm, and the L for the small cantilever ranges from 100µm to 115µm. As
can be seen, the probe is mounted at the end of the cantilever. The probe has a micro-
fabricated, extremely sharp tip, and the sharpness of this tip determines the resolution of
this microscope [15]. AFM tips produced by current lithographic techniques have spatial
resolution controllable down to 10nm [72]. Typical AFM tips have a radius around 200A˚
and are made from oxide-sharpened silicon nitride (Si3N4).
The cantilever on which this probe is mounted typically has a very low spring constant
ranging from 0.01−0.10N/m. This allows the probe to move vertically with the fluctuation
of the specimen surface and enables the AFM to control the force between the tip and
the sample with great precision [87]. When the AFM tip moves close to contact with a
sample surface, interatomic force between the tip and the surface causes the cantilever to
deflect as illustrated in Fig. 2.7 . The cantilever typically has two basic geometries, which
are triangular and rectangular geometry. The triangular geometry seen in Fig. 2.6 (b) is
designed to minimize torsional motion and is the choice for pure topographical imaging.
This kind of cantilevers is what we will mainly deal with in this research project. However, if
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a b
c
Figure 2.6: (a) Scanning electron microscope (SEM) picture of an AFM tip. (b) SEM
picture of an AFM probe system. (c) Schematic diagram of an AFM probe system. (Veeco
product picture)
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lateral force caused by frictional properties of a sample is desired, the rectangular geometry
which has a greater degree of rotational freedom and is sensitive to this force, would be
the better choice [1].
The second feature of the AFM is the scanning system. Modern AFM scanning systems
have two basic types of scanning mechanism. They scan either the sample or the tip. Both
mechanisms rely upon piezoelectric transducers. This is because the nano-scale AFM
resolution requires an accurate positioning. This positioning is achieved by applying the
reverse piezoelectric effect of the piezoelectric transducers [118] . This effect means that
if the opposite face of a piezoelectric crystal is subjected to a potential difference, the
piezoelectric material experiences phase transition, and the crystal changes shape [122].
As a result, the AFM scanner, which consists of piezoelectric ceramics, can expand with
the potential difference. Most importantly, this motion is incredibly reproducible, accurate
enough for atomic scale movement, and easy to be controlled by electric signals. These
features make the piezoelectric transducer a perfect choice for the AFM scanning system.
The final part of the AFM is the detection mechanism, which is used to measure the
motion of the tip. Several different mechanisms are applied to the AFM detection system,
such as the contact mode, the tapping mode, and noncontact mode. The most widespread
method for detecting is the optical beam deflection method [2, 86]. This mechanism is
illustrated in Fig. 2.5. In this method, a laser beam is focused onto the end of the cantilever,
which is directly over the tip, and then reflects off onto a photodiode detector. This detector
is split into four segments to increase the accuracy in the modern technique. During the
scanning, the tip moves in response to the sample topography, and these movements change
the angle of the reflected laser beam. As a result, the laser spot on the photodiode moves,
producing changes in intensity in each quadrant of this photodiode. These changes are then
read and transformed to the z-direction deflection of the tip, and this deflection represents
the surface “height” at that scanning point [103]. This method is simple but both very
sensitive and accurate enough for the atomic scale measurement. Furthermore, it is the
mechanism mostly used for liquid based AFM imaging.
In the remainder of this chapter, we represent a three-dimensional fluid dynamics model
to study the fluid flow and mass transport limitation during crystal growth in these AFM
fluid cells.
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Figure 2.7: Schematic of an AFM tip-sample interaction. The tip follows the contour
indicated by the dashed line above the sample to maintain constant force between the tip
and the sample [14]
.
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2.1.2 Previous work on AFM fluid cell
Gratz and Hansma initiated the in situ AFM study of a growing crystal in 1991 [150].
Since then, AFM has become a widely used tool for studying crystal growth and dissolving
in solution. Lately, AFM was used to study the steady-state kinetics in solution crystal
growth. In this study, solute concentration was assumed to be a constant value throughout
the fluid cell. This assumption however, is not true. Due to the mass transfer limitation,
solute concentration near the growing crystal surface is lower than the bulk concentra-
tion. Mass transfer study of this system can help understanding the true supersaturation
condition. Additionally, other crystal growth features, such as dislocation source activity,
two and three-dimensional nucleation, and impurity effects [150] were also studied using
AFM fluid cells. A comprehansive understanding of these phenomena, however, requires
knowledge of fluid flow and mass transfer characteristics in this system.
Schmidt and Alkive [108] developed a series of experiments to verify the impact of
fluid flow on AFM fluid cell imaging. Their experimental results at atomic scale indicated
that atomic spacing of an image was not affected by the fluid-flow environment. However,
when flow rate exceeds 0.08cm3/s , excessive noise would prevent successful imaging at
the atomic scale. Schmidt and Alkive stated that this noise resulted from the shear stress
acting on the AFM tip.
Coles et al. studied the hydrodynamics of AFM fluid cell for interfacial kinetics mea-
surement [30]. The fluid cell they worked with was based on the Topometrix liquid im-
mersion cell, with the addition of an inlet tube. A two-dimensional model of this modified
AFM fluid cell using FIDAP program was developed, which is a finite-element method
based fluid dynamics program. In one of their studies they simulated the flow pattern
with a flow rate of 0.0014cm3/s, and the contour plot is shown in Fig. 2.8. As we can
see, the flow pattern is complex. Coles et al. indicated that the simulated dissolution
rate was consistent with the experimental data. If the flow profiles within the fluid cell
were known, a flux boundary condition could be set at the crystal surface to compare a
theoretical dissolution mechanism with experimental observations.
Further work of the hydrodynamics of AFM fluid cells was done by the Compton
group [31, 61] . A two-dimensional model of hydrodynamics was constructed to study
the dissolution of different systems, such as calcite system and salicylic acid and calcium
carbonate system. These studies showed disagreement between the numerical solution and
experimental data. The limitation of the two-dimensional model is suspected to be one
reason of this disagreement.
2. Macro-Scale FEM Study of an AFM Fluid Cell 26
Figure 2.8: The two-dimensional cross-section of solution modelled with FIDAP, showing
jet and electrode positions, with streamline contours for a flow rate of 0.0014 ml s−1 [30].
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Figure 2.9: Schematic view of the simulated portion of the AFM cell, showing the jet tube,
at the left, and particle path trajectories as the solution spreads out into the cell. The
sample surface is at the bottom. [139].
In 2000, the Compton group completed a three-dimensional model of AFM fluid cell
system using the FIDAP 7.62 program [139]. A parabolic flow profile was set at the flow
inlet, a zero-gradient boundary condition was set at the free boundaries of the box, and a
no-slip boundary condition was imposed at the bottom surface. Fig. 2.9 shows a simulated
particle path trajectory at a fairly low flow rate. At higher flow rate, the jet of solution
flow would move closely along the sample surface with a smaller degree of spreading. It was
concluded that this three-dimensional finite element hydrodynamics simulation accurately
calculated the dissolution flux of salicylic acid in this modified AFM fluid cell system, and
this solution was accurate over a wider range of flow rates than the two-dimensional model.
The work done by Compton et al. showed the effect of fluid flow inside a modified
AFM fluid cell. Compton’s finite element model which matched the experimental data
is clearly a progress. This work developed the context for a better characterization of
the mass and momentum transfer inside AFM fluid cells. This feature is very important
for crystal growth studies using AFM fluid cells. However, Compto’s model has its own
limitations. The AFM fluid cell system they worked with is a simplified geometry. A real
geometry of the modern AFM fluid cell is needed for more accurate simulation.
Gasperino et al. formulated a three-dimensional finite element model to analyze incom-
pressible flow hydrodynamics and solute transport in a modern Digital Instruments (DI)
AFM fluid cell (part 150-000-002). Results from this work revealed significant interactions
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Figure 2.10: (a and d) Velocity magnitude from the computational simulations are pro-
jected on a clip plane of the global domain of the fluid cell that intersects the larger of
the two AFM cantilevers. (b and e) Pathline portraits of flow past the sample-scanning
side of the large AFM cantilever. (c and f) Pathline portraits of flow past the scanning tip
attached to the large cantilever. Pathlines for the bottom two visualizations are colored by
the same velocity scale. Image groups are for Reynolds number equal to (a,b,c) 18.8 and
(d,e,f) 200. [50]
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between fluid flow and the complicated system geometry. Gasperino et al. revealed that
under operating conditions much of the flows was directed away from measurement regions,
and solute molecules consumed by crystal growth could not be replenished completely by
convective mass transport in these regions.
Gasperino et al. applied this finite element model to simulate the growth of calcium
oxalate monohydrate (COM) crystal. The rates of crystal growth on specific crystal faces
have been measured in this fluid cell [50]. Fig. 2.10 shows their results about the fluid flow
under the conditions of Re = 18.8 and Re = 200, where Re = ULρ/µ. They found
that the flow at Re = 18.8 is much more viscous in nature than the flow at Re = 200,
with pathlines that are uniformly spaced and aligned smoothly with the system geometry.
The faster flow at Re = 200 is affected more strongly by inertia. The pathline does not
spread evenly across the cell; instead, there are areas of dead space that are passed by the
surrounding flow.
Mass transfer effect was also studied in this paper. As showed in Fig. 2.11, solute de-
pletion was observed indicating mass transfer limitation in this fluid cell system associated
with shielding by the cantilever and tip. Gasperino et al. also observed that although the
depletion region beneath the cantilever is apparent for all flow rates, the depletion layer
around the crystal surface is almost symmetrical at low flow rate, while the depletion layer
shifts along the crystal surface in the direction of flow as flow rates increased.
The work of Gasperino et al. is a big step toward a clearer understanding of how
the continuum transport affects the crystal growth during the imaging in AFM fluid cells.
However, this work is focused on COM crystal growth system. Since AFM is wildly used
in crystal growth measurements, more general study about other crystal growth systems is
needed to fully understand the mass transport limitation and its impact on crystal growth
in AFM fluid cells. To extend Gasperino’s work and to comprehend the understanding of
hydrodynamics and mass transfer impact in this AFM fluid cell system, more work needs
to be done.
2.2 Model Formulation
In this section, we introduce the governing equations in our simulation system, and the
methods used to solve the governing equations are presented. These methods include
the finite element method (FEM) with the Galerkin/Least-Squares (GLS) formulation,
method of the finite element mesh generation, and numerical solvers with which we solve
the equations.
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Figure 2.11: Visualizations of the computed supersaturation, σ, along the plane containing
the growing crystals, below the large cantilever, for Reynolds number equal to (a) 0.02,
(b) 0.2, (c) 18.8, and (d) 100. The crystal (outlined in black) is located directly under the
large cantilever (semi-transparent). Pathlines (colored white) lying in a plane between the
cantilever and the crystal surface are included. Flow is from right to left in all images. [50]
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2.2.1 Governing equations
In this section, we introduce the equations describing mass and momentum transport in
AFM fluid cells. To construct a mathematical model for this system, we assume that (a)
the fluid flowing through the cell is incompressible, which is a reasonable approximation for
liquid, (b) the system is isothermal (at 25 ◦C), so that buoyant flow effect can be ignored,
(c) the transport properties are independent of temperature and composition, (d) the scan
rate is slow and its amplitude is small compared to the fluid flow through the system and
the dimensions of the system, allowing stage movement effect to be ignored, and (e) the
mass transfer can be described by the convection and diffusion of a dilute single species (the
solute) dissolved in water (the solvent). We also invoke a quasi-steady-state assumption for
flow and mass transfer. The characteristic time for convective transport is L/U ∼ O(0.1s),
where L is the thickness of the fluid cell and U is the centerline velocity at the fluid cell
inlet. The time scale for diffusive transport near the crystal is L2c/D ∼ O(1s), where Lc
is the length of a growing crystal and D is the diffusion coefficient for the solute. As the
characteristic time for normal crystal growth is on the order of 1h, these conditions would
justify the use of the quasi-steady-state assumption. With this assumption, the partial
derivatives with respect to time in the governing equations go to zero, leaving us with
a boundary value problem (BVP). If the time-dependent terms are left in the equations,
then we have an initial value boundary problem (IBVP). A detailed derivation of the
governing transport equations from the first principle can be found in detail in published
papers [16,34].
Momentum equations and boundary conditions
Momentum conservation in the AFM fluid cell domain is described by the Navier-Stokes
(NS) equations for incompressible flow with the continuity constraint. If we choose the
AFM fluid cell as a stationary frame of reference and neglect body forces, the differential
equation of change of momentum per unit volume (p.u.v.) is given by:
(ρv ·∇v) = ∇ ·T (2.3)
where v is the velocity (with cartesian coordinates vx, vy, vz), p is the dynamic pressure,
and I is the identity tensor. The first term in Equation 2.3 represents the rate of momentum
accumulation per unit volume , the second term shows the net momentum inflow per unit
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volume by convection, the third term illustrates the viscous force per unit volume, and
the last term describes the force per unit volume due to pressure field. The corresponding
continuity equation is:
∇ · v = 0 (2.4)
We rewrite the NS equations in a dimensionless form, which is useful both physically
and computationally, and the non-dimensionalized NS equations can be written as:
Re(∂v¯ + v¯ · ∇¯v¯) = ∇¯ · (∇¯v¯ + (∇¯v¯)T )− ( L
µU
)∇¯p¯I (2.5)
∇¯ · v¯ = 0 (2.6)
(2.7)
where v¯ is the velocity scaled by the centerline velocity at the fluid cell inlet U , ∇¯ is scaled
by the characteristic length L which is the crystal size in our model, t¯ is the time scaled by
the convective time LU , p¯ is pressure scaled by viscous pressure
µU
L . And Re is the Reynolds
number and is defined as:
Re =
ULρ
µ
(2.8)
(2.9)
To complete the NS equations, appropriate boundary conditions for the AFM fluid
cell domain are applied. The no-slip and no-penetration boundary condition is applied
along all the solid surfaces in the AFM fluid cell and the growing crystal surface. Because
the stationary fluid cell is taken as the frame of reference, the no-slip and no-penetration
boundary conditions simplify to
v¯ = 0 (2.10)
which is known as a Dirichlet boundary condition, or essential boundary condition.
A Dirichlet boundary condition is applied at the inlet of the fluid cell as a parabolic
velocity profile [16]:
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n · v(r) = vmax
[
1−
(
r
R0
)2]
(2.11)
where n is the normal vector to the cross section of the inlet. The centerline velocity equals
to the maximum velocity (vmax) of the system. The implementation of this boundary con-
dition assumes that flow is fully developed at the fluid inlet. The final boundary condition
for the NS equations is applied at the fluid outlet, and is known as an open boundary
condition. At the cross section of the fluid cell outlet, an outflow condition is applied:
n · ∇¯v¯ = 0 (2.12)
which represents a well-developed flow downstream of the computational domain.
Species equations and boundary conditions
The material balance on an arbitrary species in a dilute binary mixture can be expressed
in the following mass conservation equation:
v ·∇C = D∇2C, (2.13)
where C is the concentration of the dilute species, and D is the diffusivity of the molecules
in water at 25 ◦C. The first term of Equation 2.13 represents the net species inflow per
unit volume by convection, and the last term is the net species inflow per unit volume
by diffusion. Equation 2.13 is known as the convective-diffusion equation, and describes
species transport in a finite volume. The term on the right hand side of Equation 2.13
is based on Fick’s law for binary diffusion for a dilute species, and should be a valid
approximation for our model.
For the same reason as we scaled the NS equations, we rewrite Equation 2.13 in a
non-dimensional form. Relative supersaturation, σ, is used to non-dimensionalize solute
concentration C, and σ can be defined as:
σ =
C − Ceq
Ceq
(2.14)
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where Ceq is the equilibrium mass fraction of solute at a given temperature and pressure,
and C is the local concentration of solute. In this case, the mass conservation equation can
be written as:
Pe(v¯ · ∇¯σ) = ∇¯2σ (2.15)
where Sc is the Schmidt number and Pe is the Pe´clet number, and they are defined as:
Pe =
UL
D
(2.16)
Boundary conditions for Equation 2.15 are applied at the crystal surfaces, inlet and
other boundary surfaces.
At the crystal surfaces, the crystal growth rate was assumed to be linearly depend on
supersaturation. If we further assume that the solvent, water, is rejected at the inter-
face directly at the crystal surface, Westphal and Rosenberger [137] have shown that the
interfacial mass flux of solute to the crystal surface (N) is given by
N = − ρD
1− C∇C (2.17)
where ρ is the density of the solvent. A solute mass balance at the interface yields:
(−n) ·N = ρcVf (2.18)
where ρc is the density of the crystal, Vf is he normal growth rate of the crystal interface,
and n represents the outward unit vector normal to the interface. The left part of Equa-
tion 2.18 represents the total flux of solute to the interface. If we define Vf with the kinetic
data from Gvozdev [58], and assume a linear dependence on supersaturation, σ, over the
crystal surfaces, then we have:
Vf = βσ (2.19)
In this equation, β is the crystal growth kinetic coefficient, and σ is defined same as
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Equation 2.14. This coefficient is an important material physical property in our studies.
As shown in Equation 2.19, β is the proportionality constant between crystal growth veloc-
ity and supersaturation. The magnitude of β represents the ease of crystal growth process
under certain circumstances and is of fundamental importance.
Combining Equations 2.18 with Equations 2.17 and 2.19, we derive the following equa-
tion to represent the supersaturation field at the crystal surfaces:
n ·∇C = ρcVf
ρD
(1− C) (2.20)
We rearrange the above equation and get:
n · ∇¯σ = Lρcβσ
DCeq
(1− Ceq
ρ
(σ + 1)) (2.21)
Equation 2.21 is the boundary condition we apply at the growing crystal surface. The
main purpose of incorporating the crystal surfaces with this boundary condition is to get
quantitatively meaningful concentration gradients near these surfaces, and to check the
effects of these gradients on the continuum mass transport processes.
In Equation 2.21, we combine the first dimensionless term on the right hand side and
named it the modified Damko¨hler Number Da,
Da =
Lρcβ
DCeq
, (2.22)
and Equation 2.21 becomes:
n · ∇¯σ = Daσ(1− Ceq
ρ
(σ + 1)). (2.23)
Da in our case represents the ratio between crystal growth rate and the diffusive mass
transport rate. This parameter is of great importance in our research. We show in Sec-
tion 2.3 that this is one of the parameters that has greatest effect on surface concentration.
At the inlet to the fluid cell, a Dirichlet boundary condition is imposed as:
σ = σ0 (2.24)
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where σ0 is a constant value of the relative supersaturation at the inlet.
At the flow outlet, the condition
n · ∇¯σ = 0 (2.25)
is applied. This condition describes a well-developed concentration field exiting the com-
putational domain. The same mathematical condition is applied to the other surfaces in
this system, representing a no-flux condition for the solute.
2.2.2 Implementation of finite element method
The governing equations and associated boundary conditions are solved using a Galerkin
mixed-order finite element method employing a higher-order, quadratic representation of
the velocity and supersaturation fields with a linear, discontinuous basis for pressure.
This basis set is a three-dimensional adaptation of the Crouzeix–Raviart P+2 –P−1 ele-
ment [12,32], containing 15 nodes, 45 velocity degrees of freedom, 15 concentration degrees
of freedom, and 4 pressure degrees of freedom per tetrahedral element. Our approach
employs Newton’s method with an iterative linear solver and is implemented using MPI
protocols on parallel computers [38, 74]. Several preconditioning methods are employed
with GMRES via PETSc [9] for the linear solver.
Computations were carried out on a mesh containing 250,517 elements. Details of this
mesh is provided in the “Finite Element Mesh” section. This mesh, comprising over 2
million unknowns, required approximately 10 minutes of computation time per solution
on an 8-processor Linux cluster at the University of Minnesota Supercomputing Institute.
With the higher-order basis set, these computations are significantly more accurate than
our prior studies [50], which yielded a global mass flux error of less than 0.2% and were
also validated via flow visualization experiments in the AFM cell.
Finite element method overview
Equations governing macroscopic transport are nonlinear, coupled, partial differential equa-
tions (PDE). Due to the complexity of these equations, it is not possible to solve them an-
alytically except for simple geometries and boundary conditions. Therefore, they must be
solved numerically. The computational domain is spatially discretized, and partitioned into
small elements. These PDEs are spatially discretized based on the domain discretization.
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For this purpose, we employ the finite element method (FEM), which has been applied
successfully to previous three-dimensional continuum transport models for melt and solu-
tion growth systems [37,102,142]. FEM offers several advantages over other discretization
techniques, such as the finite difference method, such as easy accommodation of complex
three-dimensional geometries and facile implementation of different types of boundary con-
ditions. In addition, the data structure generated by FEM is well suited to be implemented
on a parallel supercomputer.
The first step in the finite element formulation of a problem is the discretization of
the computational domain into smaller subdomains, known as finite elements. These ele-
ments share points in the computational domain called nodes. The second step includes
the approximation of the solution to the problem in each element by a linear combination
of Lagrangian interpolation polynomials, also known as basis functions. A useful charac-
teristic of Lagrangian basis functions is that they can be chosen to equal to unity at the
nodes where they are defined, and zero at all other nodes in the domain. The coefficient
in the linear combination is the nodal value of the solution on that element.
The next step is to reformulate those governing equations into their weak forms. The
term “weak” refers to the reduced continuity of the basis needed for solution of the PDE,
which is required to be only once-differentiable for a second-order PDE. The weak form
also allows for easy application of natural boundary conditions. When the approximations
for the field variables are substituted into the weak form of the governing equations and
integrated, a set of algebraic equations are obtained for the unknown nodal variables. To
find a continuous solution to the governing PDEs over the entire domain, basis functions
are used to interpolate between nodes. This set of equations is then assembled into vector
form to obtain global set of equations involving all unknowns in the problem. The accuracy
of the numerical solution can be improved by increasing the degree of the basis functions
or by increasing the number of nodes used in the discretization.
Finite element mesh
One of the key ideas of the FEM is that we divide the given computational domain into
smaller subdomains and approximate the unknown variables by a linear combination of
Lagrangian interpolation functions (also called basis functions) that are defined locally
over each subdomain. These subdomains, often in form of cubes or tetrahedra, are called
the finite elements, and the partitioned computational domain as a whole is called the finite
element mesh. The elements in the mesh are defined by points in the computational domain
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called nodes. In finite element method, we determine the values of the unknown variables
at these nodes, which, along with the underlying local interpolation functions, will give
us an approximate solution at any point inside the computational domain. In our three-
dimensional model, shown in Figure 2.12 and Figure 2.13, the elements are tetrahedra.
Tetrahedral elements were chosen because of their simplicity and enhanced flexibility in
meshing complicated geometries.
Three-dimensional meshes can either be structured or unstructured. Structured meshes
have the property that all interior nodes of the mesh have an equal number of adjacent
elements and typically consist of quadralateral or hexahedral elements. This property is
often well-suited for finite difference methods or for FEM problems, where block-structured
techniques can be used to align mesh elements with non-trivial boundaries or important
physical domains a priori. Unstructured meshes have the property that any number of
elements can meet at a single node. This property allows unstructured mesh generation
methods to often perform better than structured methods when applied to complicated
geometries by assuring that a greater majority of elements are “well shaped”, which is
defined as a minimum restriction on the angles and aspect ratio of each element. Gambit
is an automatic mesh generation software package designed by the CFD software company
Fluent Inc.. In addition to unstructured meshing options, it also has intelligent CAD
functions and a user-friendly interface. Based on these criteria, we chose to use Gambit to
generate our AFM fluid cell mesh.
Our approach to generating the AFM fluid cell mesh was to first impose node spacing on
all lines forming the computational geometry and then to generate two-dimensional meshes
on every surface. To mesh the two-dimensional surfaces, Gambit uses the Advancing Front
Method in conjunction with two-dimensional Delaunay Triangulation. This method first
discretizes the boundary, then fits the boundary with triangles, continually filling the do-
main with at least one edge or face on the front. After all of the surfaces were meshed,
Gambits tetrahedral meshing algorithm based on the Delaunay Triangulation Method was
used. Delaunay triangulation is one of the most popular methods for generating unstruc-
tured meshes. The procedure is essentially composed of two phases: placement of the mesh
vertices and triangulation. During the first phase of the algorithm, nodes are placed in
the interior of the domain using a type of Advancing Front Method. In our case, nodes
were already generated on all surfaces, allowing the modified Advancing Front Method to
place nodes with the spatial density desired. The second phase of the algorithm is based
upon Delaunay Triangulation. This technique utilizes the Delaunay criterion, which states
that any node must not be contained within the circumsphere of any tetrahedra within the
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Figure 2.12: Schematic of the computational model of the AFM fluid cell. In this view,
the AFM tip is pointing up; a glass slide (not shown), on which the crystals grow and
subsequently are scanned, is placed on top of the sealing gasket.
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Figure 2.13: (a) side view of the global AFM fluid cell mesh. (b) Top view of the inside
of the AFM fluid cell mesh. The mesh shown in (a) and (b) was used for all steady-state
simulations (mesh F-22-1), and consisted of 250,517 elements and 57,029 nodes.
2. Macro-Scale FEM Study of an AFM Fluid Cell 41
mesh, where a circumsphere is defined as the sphere passing through all four vertices of a
tetrahedron.
The complete AFM Fluid Cell is composed of a block of glass with sides 1.25 in. by
1.25 in. on the top and bottom, and 1.25 in. by 0.25 in. on the sides. Fig. 2.12 shows
that the mass transfer domain along with the direction of flow into the fluid cell and
placement of the AFM cantilevers. This geometry for the numerical model was derived
from a manufacturing schematic provided by Digital Instruments. The schematic was
rescaled from inches to units of cell radii, with one cell radius equal to 0.125 in. The same
geometry was used in the AFM study of Gasperino et al. [50].
The substrate and cantilevers in this figure were generated using measurements taken
from a Veeco Instruments silicon nitride probe under an optical microscope with a micron
resolution ruler. The cantilevers at the end of the probe were generated based upon both
optical measurements and design specifications for the DNP-S Sharpened Silicon Nitride
Probe from Veeco Instruments. The rescaled measurements for the fluid cell, probe and
cantilevers were used to form a virtual geometry using the CAD software Gambit, designed
by Fluent Inc..
Fig. 2.13 shows the AFM fluid cell mesh. This model contains 57,029 nodes and 250,517
elements. Fig. 2.14 shows the growing crystal surface mash and the wafer and cantilever
mesh with details. A finer mesh refinement is used around the crystal than around the
container walls to better resolve the flow structure close to the crystal.
Galerkin finite element formulation
As mentioned, we implemented Galerkin Finite Element Method (GFEM) to solve our
governing equations. GFEM is based on a mathematical principle that a function belonging
to a certain function space is zero on average when it is made orthogonal to a set of functions
that belongs to a subspace of the original function space [46,47].
To develop the GFEM formulations of our own model, we first need to write our nondi-
mensionalized governing equations as:
Re(∂v¯ + v¯ · ∇¯ν¯)− ∇¯ · (∇¯v¯ + (∇¯v¯)T ) + ( L
νU
)∇¯p¯I = 0 (2.26)
∇¯ · v¯ = 0 (2.27)
Pe(v¯ · ∇¯σ)− ∇¯2σ = 0 (2.28)
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Figure 2.14: Magnified view of surface meshes near cantilever and tip. (a) The surface
meshes generated for the AFM cantilevers and substrate. (b) The two-dimensional surface
mesh used for the crystal surfaces and surrounding walls. Square domain under tip (colored
black) in (b) indicates crystal surface.
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where v¯ is the velocity scaled by the centerline velocity at the fluid cell inlet U , ∇¯ is
scaled by the characteristic length L which is the crystal size in our model, σ is defined
by Equation 2.14, t¯ is the time scaled by the convective time LU , p¯ is pressure scaled by
viscous pressure µUL .
Next, we multiply our residual equations by the weighting functions w and integrate
the products over the entire domain, Ω:
Ru =
∫
Ω
w · (Re(∂v¯ + v¯ · ∇¯ν¯)− ∇¯ · (∇¯v¯ + (∇¯v¯)T ) + ( L
νU
)∇¯p¯I)dΩ (2.29)
Rp =
∫
Ω
w · (∇¯ · v¯)dΩ (2.30)
Rc =
∫
Ω
w · (Sc(∂σ
∂t¯
) + Pe(v¯ · ∇¯σ)− ∇¯2σ)dΩ (2.31)
where Ru, Rp, and Rc are the weighted residuals for momentum, continuity and species
transport respectively, and w is the weighting functions in vector form. If we represent the
last two terms in our Navier Stokes equation as ∇ ·T, where T is the total stress tensor,
we can begin to simplify the form of our residual equations into their weak form, which
requires that first order spatial derivatives of the unknowns be the highest order derivatives
present. Zienkiewicz [155] states that the weak form is often physically more realistic than
the original differential equation which implies excessive “smoothness’ of the true solution.
Primarily, the weak form of our residual equations allows us to easily implement flux-type
boundary conditions, which are often used to explain natural phenomena. To reformulate
our governing equations into their weak forms, starting with the momentum residual, we
use the identity
w · (∇ ·T) = ∇ · (T ·w)−T : ∇w (2.32)
and with the Gauss-Ostrogradskii theorem,
∫
Ω
∇ · (T ·w)dΩ =
∮
S
n · (T ·w)dS (2.33)
where S is the surface domain, we can get the weak form of the governing equations for
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momentum, and species transport as:
Ru,GLS =
∫
Ω
w ·
[
Re
(
∂v¯
∂t¯
+ v¯ · ∇¯ν¯
)]
dΩ +
∫
Ω
T : ∇wdΩ
−
∮
n · (T ·w)dS (2.34)
Rc,GLS =
∫
Ω
w ·
[
Sc
(
∂σ
∂t¯
)
+ Pe(v¯ · ∇¯σ)
]
dΩ +
∫
Ω
∇w ·∇σdΩ
−
∮
wn ·∇σdS (2.35)
Then, solution for the the unknowns v¯, σ and p¯ in the residual equations can be con-
structed from linear combinations of piecewise basis functions:
v¯x(x, y, z, t)ex
v¯y(x, y, z, t)ey
v¯z(x, y, z, t)ez
σ(x, y, z, t)
 =
N∑
j=1

v¯
(j)
x (t)ex
v¯
(j)
y (t)ey
v¯
(j)
z (t)ez
σ∗(j)(t)
Φj(x, y, z), (2.36)
p¯(x, y, z, t) =
N∑
j=1
p¯(j)(t)Ψj(x, y, z) (2.37)
where v
(j)
x (t), v
(j)
y (t), v
(j)
z (t), and p(j)(t) are the interpolation coefficients representing the
nodal values of the velocity components and pressure, N is the total number of nodes in
the mesh, and Φj(x, y, z) and Ψj(x, y, z) are the basis functions. These two basis functions
are different since a lower order basis function is normally used for pressure while solving
the Navier-Stokes equation with FEM. Now Eq. (2.37) can be substituted into the Galerkin
weighted residuals equations, and we can solve for the unknown interpolation coefficients
by assuming appropriate test functions. To complete the transformation of our weighted
residuals into Galerkin weighted residuals, the weights, w and w, in our residual equations
are replaced by Φj(x, y, z) , the same basis functions from Equation 2.37.
Galerkin/least-squares method
When applied to the Navier-Stokes equations, however, the Galerkin finite element method
described in the previous section suffers from numerical instabilities that result in poorly
converged or unstable solutions. The particular choice of linear basis functions to represent
both the velocity and pressure variables leads to oscillations in the pressure field, while
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applications to high Reynolds number flows (highly convective flows) lead to oscillations in
the velocity field [119]. To overcome these problems, we have employed the Galerkin/least-
squares (GLS) method [63,119], which stabilizes against oscillations in velocity and pressure
fields by adding extra terms to the standard weighted Galerkin residuals. The GLS method
is one of the most general form of the stabilized finite element methods that combines
the features of both the streamline-upwind/Petrov-Galerkin (SUPG) [20] and pressure-
stabilizing/Petrov-Galerkin (PSPG) [121] type of stabilization methods. The semi-discrete
GLS residuals form for the momentum transfer, mass transfer and the continuity equation
in our model are written as follows:
Ru,GLS =
∫
Ω
w ·
[
Re
(
∂v¯
∂t¯
+ v¯ · ∇¯ν¯
)]
dΩ +
∫
Ω
T : ∇wdΩ−
∮
n · (T ·w)dS
+
Nel∑
e=1
∫
Ωe
τ(v¯ · ∇¯w) ·
(
∂v¯
∂t¯
+ v¯ · ∇¯ν¯ − ∇¯ · T
)
dΩe
+
Nel∑
e=1
∫
Ωe
δ∇¯ ·w∇¯ · v¯dΩe (2.38)
Rp,GLS =
∫
Ω
w · (∇¯ · v¯)dΩ +
Nel∑
e=1
∫
Ωe
τ∇¯w ·
(
∂v¯
∂t¯
+ v¯ · ∇¯ν¯ − ∇¯ · T
)
dΩe (2.39)
Rc,GLS =
∫
Ω
w ·
[
Sc
(
∂σ
∂t¯
)
+ Pe(v¯ · ∇¯σ)
]
dΩ +
∫
Ω
∇w ·∇σdΩ
−
∮
wn ·∇σdS
+
Nel∑
e=1
∫
Ωe
τc(v¯ ·w) ·
[
Pe
(
∂σ
∂t¯
+ v¯ · ∇¯σ
)
− ∇¯2σ
]
(2.40)
In Euqation 2.39 to 2.40, Ωe represents the element domain and Nel is the total number
of elements int each computational domain. The term τ is defined for each element as:
τ =
[(
2
∆t¯
)2
+
(
2‖v¯e‖
he
)2
+
(
4
Reh2e
)2]− 12
(2.41)
where ∆t¯ is the dimensionless time step, ‖v¯e‖ is the L2-norm of the local velocity in the
element, and he is the largest dege length in the element. The term δ in the FLS residual
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for momentum transfer is defined as:
δ =
{
1
6he‖v¯e‖Ree for Ree ≤ 3,
1
2he‖v¯e‖ for Ree ≥ 3.
(2.42)
where Ree is the element Reynolds number, and is defined as
Ree =
he‖v¯e‖Re
2
(2.43)
In Equation 2.40 for the species conservation, τc is defined as:
τc =
[(
2Pe
∆t¯
)2
+
(
2‖v¯e‖Pe
he
)2
+
(
4
Reh2e
)2]− 12
(2.44)
In both Equation 2.39, the first term is the standard Galerkin weighted residual for
the momentum conservation equation, and the second term is the stabilization term which
comes from the least-squares form of the momentum equation evaluated and summed over
each element of the computational domain Ωe. The third term in Eq. 2.39 is another
stabilization term which is a least-squares form of the continuity equation. Similarly a
stabilization term is added to the Galerkin weighted residual of the continuity equation,
as shown in Eq. 2.40. The GLS formulation is consistent with the standard Galerkin
formulation since the stabilization terms include the momentum and continuity residuals
as common factors, which tend to zero as the solutions converge.
When we substitute our discretized spatial approximations for our variables represented
in Equation 2.37 into our GLS residual equations, the equation can be written in the
matrix-vector form as:
M
dq
dt¯
= F(q) (2.45)
where the q is the unknowns vector:
q =
[
v¯1x, . . . , v¯
N
x , v¯
1
y , . . . , v¯
N
y , v¯
1
z , . . . , v¯
N
z , p¯
1, . . . , p¯N , σ∗,1, . . . , σ∗,N ,
]
(2.46)
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With the superscripts indicating the global node number. The matrix M, known as
the mass matrix, contains the coefficients of the time-derivatives of the unknowns and the
matrix F is a nonlinear vector function of q that includes all terms in the weak form of
the residuals that do not contain a time-derivative of the unknowns.
Solving the nonlinear equations
To solve the nonlinear set for the solution vector q, Newton-Raphson method was used.
Iteration is continued until the L∞-norm of the solution update vector,
‖δ‖∞ = max
i
|δi| (2.47)
and the L∞-norm of the residual vector:
‖R(ql)‖∞ =
√√√√ N∑
i=1
|Ri(ql)|2 (2.48)
are less than the specified error tolerance, , which is usually less than 10−6.
In our model, however, the L∞-norm of the update vector is comparatively large (
because the unknown pressure p solved in Navier-Stokes equation contains an uncertain
constant ). In this case, the L∞-norm value of the residual vector is used to verify conver-
gence of our problem.
Parallel implementation
The numerical methods hitherto described are implemented in the form of a FORTRAN
code on a distributed memory, multiple-processor supercomputer. The main feature of the
supercomputer is the large number of processors running in parallel and large memory,
which allow us to carry out heavy computation involving millions of degrees of freedom.
There are two key issues in an effective utilization of the supercomputer’s massively
parallel processing. One is the issue of distributing the computational load among pro-
cessors, and the other one is the data communication among processors which acts as
a bottleneck to the overall computational speed. For an efficient parallel computation,
one must ensure that the computational load is evenly distributed among processors, and
the computation is carried out with as little inter-processor communication as possible.
This is also depends on partitioning sub-domains of the mesh to processors. This work is
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important and challenging.
The data structure resulting from the finite element method makes itself suitable for
such an efficient parallel computation. The volume and the surface integrals in the weak
form collapse to integrals just over each element, due to the piecewise nature of the local
basis functions. Hence the component of the residual vector need to be assembled only
within each element. By assigning the elemental data set (values of the local basis functions
and their derivatives at Gauss points, Gauss weights and etc.) to individual processors of
the supercomputer, the element-level residual vector and Jacobian entries for each element
can be computed simultaneously, without any inter-processor communication.
After element-level residual vector and Jacobian entries have been computed, we use
the GMRES (Generalized Minimal Residual) iterative method [98] to solve the linear equa-
tion set. We employ diagonal preconditioning in tandem to speed up the convergence of
solution [97,145]. Not only does the GMRES iterative method allow substantial savings of
memory and computational effort compared to direct solution methods such as the Gaus-
sian elimination and LU decomposition, but it is also well suited for an efficient parallel
computation. The matrix-vector multiplications involved in the GMRES routine is per-
formed on the element-level, and thus can utilize the same elemental data structure used
in the computation of the residual vector and the Jacobian entries. Again this ensures an
even distribution of computational load among processors of the supercomputer.
After the matrix-vector multiplication is completed, the resulting update vector residing
in individual processor is scattered to the global-level, and modified Gram-Schmidt orthog-
onalization is carried out to construct an update to the global solution vector. The no-slip
boundary condition is also implemented at this global-level by replacing the appropriate
global residual equation. The new orthogonal vector is then gathered back to the individ-
ual processor to be used in the next set of matrix-vector multiplication. Such scattering
and gathering of data sets are also necessary for preconditioning of the Jacobian matrix
between each Newton-Raphson iteration. To reduce the cost inter-processor communica-
tion during these scattering and gathering operation, we take advantage of the METIS and
MPI scientific library routines to partition the mesh into groups of elements, and assign
each partition to individual processor. Communication between processors can now be
minimized since only the elemental data sets corresponding to the partition boundaries
need to be sent across different processors.
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Code development and the memory usage
Cats3D (Crystallization and Transport Simulator), developed by the Derby research group,
is used to solve the model equations [39, 74, 99, 101, 146]. The MPI-based parallel code is
capable of solving steady-state or transient three-dimensional multiphase problems on an
unstructured mesh of tetrahedral elements. The Galerkin-Least Squares finite element
implementation is used to discretize the equations, and GFEM with SUPG is used to
discretize the species conservation equation. A GMRES iterative solver is used to solve the
linear system.
The new version of Cats3D is based on 15-noded tetrahedral elements. The new parti-
tion code which read 4-noded mesh decomposes the domain and expands this old mesh into
15-noded tetrahedral elements based mesh. This would lead to more accurate numerical
solutions to the our governing equations.
2.2.3 Model validation
To validate our model, we compared our computation results with experimental flow visu-
alization result conducted by Gasperino et al. [52]. The experimental flow visualizations
were performed in the AFM fluid cell with A particle-path tracing technique [42]. This
technique utilizes video microscopy of light reacted tracer particles and reveals the fluid
flow path line in the fluid cell. A comparison of the experimental result and the computed
flow path line is shown in Fig. 2.15. As we can see, experimental flow trace shows very sim-
ilar pattern as the calculated flow lines. This agreement between experiment and modeling
data validates the model.
2.3 Results and Discussion
We carry out computations for the solute field around a growing crystal in this AFM flow
cell. The inner diameter of the cell is 0.66 cm, while the thickness of the cell is taken to be
637 µm [52,130]. We assume that the crystal is a square with sides of length 120 µm that is
located directly under the scanning cantilever and tip, as indicated in Figure 2.14(b). We
assume that the solvent for all cases is water at 25oC, with properties listed in Table 2.1.
We set an inlet fluid velocity as 1 cm/s, which would correspond to a volumetric flow rate
of 4 µL/s and a Reynolds number for flow of Re = 1.2. Flow rates of this magnitude have
been commonly employed in AFM crystal growth experiments [66, 133]. We also assume
that the inlet supersaturation is σ0 = 0.5; this assumption is not restrictive, since any other
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(a) (b)
Inlet
Outlet
Inlet
Outlet
Figure 2.15: (a)Snapshots of pathline trajectories in the AFM fluid cell during flow visu-
alization experiments [52]. (b) computational simulations of the flow pathline.
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Table 2.1: Physical properties and system parameters used to model the AFM fluid cell
system.
Parameter Value Units
Crystal edge length, Lc 0.0120 cm
Fluid cell thickness, L 0.0637 cm
Inlet centerline velocity, U 1.00 cm/s
Solution viscosity, µ 1.00 × 10−2 g/cm·sec
Solution density, ρ 0.997 g/cm3
inlet value can be represented by a simple rescaling of the predicted supersaturation field.
In the current study, four representative crystal growth systems are considered, fea-
turing both inorganic and organic molecules of different sizes. We focus on the behaviors
that will arise for different crystals grown under nominally identical conditions. Thus, we
choose to keep the flow rate, the inlet supersaturation, and the crystal size constant for
all simulations performed here. In particular, Gasperino et al. [50] showed that flow rate
variation had very little effect on solute mass transfer due to the shielding effect of the
AFM cantilever and tip during the growth of COM in this system.
Calcium oxalate monohydrate (COM) serves as a reference growth material for our
prior [50] and current study. As a major component of kidney stones, COM crystal growth
mechanisms [35,56,57,91,153] and growth inhibition [7,66,113,135] have been well studied.
We choose to study three additional systems—potassium dihydrogen phosphate (KDP),
Lysozyme, and Canavalin. Potassium dihydrogen phosphate, an inorganic crystal that
grows rapidly, is a well studied optical crystal [3, 49, 90]. Lysozyme and canavalin are
protein molecules that readily crystallize from solution. Canavalin is the major storage
protein of the jack bean, and many studies have been done to understand its crystal
growth mechanism [8, 29]. Lysozyme is perhaps the most studied of protein crystals; see,
e.g., [41, 110, 116]. The properties associated with transport and crystal growth for these
systems are listed in Table 2.2.
In the following discussion, we first present the form of the velocity field through the
AFM measurement cell, as predicted by our finite-element model. We then present solute
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supersaturation fields in this system near the growing crystal. Numerical results demon-
strate the inhomogeneous distribution of surface supersaturation levels caused by the in-
teractions of flow, diffusion, and growth kinetics for the four different crystal systems.
Following the details of the numerical solutions, we present scaling analyses to explain the
general behavior of these systems, followed by a discussion of implications for interpretation
of kinetic data measured for crystal growth in AFM fluid cells.
2.3.1 Velocity field
Gasperino et al. [50] provided an extensive discussion of the flow field through this AFM
system. Here, we briefly revisit the nature and form of this flow. As stated above, this flow
is characterized by a nominal Reynolds number of Re = 1.2, which indicates that, while
inertia is important, the flow is laminar and steady in nature. Figure 2.16 shows selected
pathlines, colored by velocity magnitude, for the flow within the fluid cell.
The global flows are represented in Figure 2.16(a). In this visualization, the fluid cell
was placed upside down compared to its typical experimental orientation. Liquid enters
and flows across the cell from left to right in the image. The flow across the cell slows
somewhat compared to the inlet velocities due to the relatively larger cross sectional area
of the cell compared to the inlet. Due to inner blockage of the cell by the support rod
and wafer assembly, more fluid is directed toward the tip side of the cell (upper right
in image). This redirection of the flow is beneficial, since the higher flow preferentially
supplies supersaturated solvent near the growing crystal under the imaging tip.
Pathlines representing flows near the growing crystal are indicated in Figure 2.16(b),
which is a view looking at the AFM tip over the growing crystal with the flow directed
from bottom to top of this image. Consistent with those computed previously [50], the
local flow is aligned in a reasonably uniform manner across the crystal. However, what
cannot be seen in this visualization is that the flow is deflected over the cantilever (i.e.,
out of the plane of this image), so that a nearly stagnant region is formed under the AFM
tip. This shielding from the flow and subsequent mass transfer effects were discussed by
Gasperino et al. [50]. The different flow effects under the cantilever and away from it will
be discussed in the subsequent results presented here.
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Figure 2.16: (a) Pathlines, colored according to magnitude of velocity (red is faster; blue is
slower), show solution flows through AFM fluid cell. (b) Selected pathlines show a uniform
flow across the crystal and AFM tip.
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Figure 2.17: Solute supersaturation on the growing COM crystal surface; AFM cantilever
is shown in gray. (a) Visualization of the growing crystal surface, colored by surface super-
saturation, shows significant depletion under the cantilever. (b) Supersaturation profiles
are plotted across the crystal surface along indicated upstream, center and downstream
positions. Distance is measured from inward (left) to outward (right) edge of the crystal.
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2.3.2 Solute supersaturation field
COM crystal growth
To illustrate the general effects of mass transfer limitations occurring in this system, we
initially focus on the spatial distribution of supersaturation computed across the surface of
a growing COM crystal (assumed to be a square of 120 µm). Figure 2.17(a) shows surface
supersaturation as a function of color across the crystal, with a gray image of the AFM tip
overlaying the crystal to show its relative position. The flow direction is indicated by the
arrow, and the color scale on the right indicates the predicted level of supersaturation.
Even though this crystal is quite small, there are significant variations in the surface
supersaturation, which ranges from a maximum value of σs = σ0 = 0.5 in the outward,
upstream corner to a minimum of σs = 0.22 under the AFM cantilever. Examining the
outward surface, not covered by the AFM tip, it is evident that the surface supersaturation
is higher at the edges of the crystal, where the flowing solution can easily replenish the
supply of solute. At the leading edge of the crystal, first exposed to the flow, the supersat-
uration is highest, and its value decreases in the downstream direction as solute is depleted
from the overlying solution via continuous incorporation into the growing crystal.
This effect is also evident in Figure 2.17(b), which plots the supersaturation across
the surface along the three lines (indicated by upstream, center, and downstream) drawn
across the crystal in Figure 2.17(a). The origin of each plotted profile is the left edge of the
crystal. Note that in the outer surface region, to the right beyond the tip, the curves show
a steady decrease in supersaturation from upstream to downstream. The upward rise in all
curves as distance increases is indicative of the sideways diffusion of solute from adjacent
solution flow that has not been depleted of solute.
Of particular significance is the very low surface supersaturation levels directly beneath
the AFM cantilever shown in Figure 2.17(a). In this region, the depletion of solute caused
by crystal growth cannot be resupplied by the liquid flowing overhead, since most of the
flow is directed over the cantilever. The depleted region of surface supersaturation is also
evident in the center profile of Figure 2.17(b), where the supersaturation profile is strongly
depressed with respect to both upstream and downstream profiles.
Other crystal growth systems
AFM measurements have been applied to measure a wide variety of crystals, each having
different transport and kinetic properties. Thus, it is illuminating to consider the effects of
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Canavalin
KDP Lysozyme
COM
(a) (b)
(c) (d)
Figure 2.18: Surface supersaturation distributions are shown across crystal surfaces, under
identical growth conditions, for (a) COM, (b) KDP, (c) Canavalin, and (d) Lysozyme.
Color scale is the same for each plot.
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Figure 2.19: Surface supersaturation profiles of KDP, COM, Canavalin and Lysozyme
systems are plotted along the center of the crystal surface, as defined by the profile shown
in Figure 2.17. The vertical dashed line represents the location of the AFM tip and marks
the boundary between the surface region under the cantilever (on left) and that away from
it (on right).
mass transport limitations in the AFM flow cell under different conditions. We therefore
carry out simulations for the growth of KDP, Lysozyme, and Canavalin and compare their
behaviors to that of COM growth.
Predicted supersaturation distributions across the crystal surface under identical con-
ditions of flow and crystal size are shown for these four systems in Figure 2.18. The same
color scale for supersaturation is used in all images, and the gray cantilever depiction is
not shown for increased clarity. In all cases, the flow direction is from the bottom toward
the top of the page. As we can see, with the same initial supersaturation σ0 = 0.5 and
same fluid flow conditions, the surface supersaturations for these four crystals show similar
characteristics but are quantitatively very different. In particular, there are significant
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differences in the extent of solute depletion under the AFM cantilever and tip.
A more quantitative comparison is shown by Figure 2.19, where profiles of supersat-
uration are plotted across the centerline of the crystal, using the same center path as in
Figure 2.17(a), for the four different cases. Note that the Lysozyme system exhibits the
lowest surface supersaturation levels, with a minimum that is over ten times less than the
inlet supersaturation value, followed by the KDP system. Interestingly, in spite of the
very different molecular sizes, the Canavalin and COM systems exhibit nearly the same
supersaturation profiles, with the profile of Canavalin lying slightly under that of COM
across most of the region under the cantilever. However, their order is reversed away from
the cantilever, over the outer region of the crystal, with the Canavalin profile overlying
that of COM. These different behaviors are understood in terms of diffusional and kinetic
interactions, as discussed in the following section.
2.3.3 Scaling analyses
In the following analyses, we focus on the supersaturation distributions across the surfaces
of the different growing crystals. We specifically examine the relative values for the different
systems in two positions on the crystal surface—the points of minimum supersaturation
along the center profiles that occur away from the cantilever and under the cantilever.
Via scaling analyses, we will explain the relative ordering of these profiles and focus in
particular on the change in ordering of the relative supersaturation minima exhibited by
the COM and Canavalin systems, as previously shown in Figure 2.19.
We have assumed a fixed flow rate through the system, which sets a constant value
for the Reynolds number of Re = 1.20 in eq. (2.5) and makes the flow identical for each
case considered. The solute field will be determined by the dimensionless groups appearing
in eqs. (2.15) and (2.23). For the analyses that follow, it will be useful to interpret the
solutal Peclet number as the product of the dimensionless Schmidt and Reynolds number
as follows,
Pe = ScRe, (2.49)
where Sc = ν/D, with ν denoting the kinematic viscosity of the fluid. The other parameter
of interest is the modified Damko¨hler number, whose definition we repeat here as,
Da =
ρcβLc
Dceq
. (2.50)
The final dimensionless group corresponds to the solubility ratio, ceq/ρ, and is not affected
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Table 2.3: Scaling analysis for the crystal growth systems.
Dimensionless group KDP COM Lysozyme Canavalin
Modified Damko¨hler number, Da 16.0 2.33 32.8 3.25
Schmidt number, Sc 1,150 1,140 10,000 8,160
Solubility ratio, ceq/ρ 2.00× 10−1 2.00× 10−5 3.00× 10−3 3.00× 10−2
Predicted σs,min away from cantilever 0.10 0.32
† 0.10 0.36
Predicted σs,min under cantilever 0.038 0.22
† 0.019 0.17
†Reference value used in scaling relationship; see text for more details.
by our new choice of characteristic length scale. The values of these dimensionless groups
are listed in the first lines of Table 2.3.
Surface supersaturation away from the cantilever
Figure 2.20 shows the supersaturation fields above the COM and Canavalin crystals on a
plane that is aligned normal to the crystal surface and with the direction of flow, parallel to
and 2.5 µm away from from the right edge of the crystal. Notice that depletion boundary
layers form near the crystal surface (indicated in black at the bottom of the plots) as solute
is drawn from the liquid to supply the growth of the underlying crystal. Note also that the
boundary layer for the Canavalin growth system is much thinner than that for the COM
system.
From classical boundary layer theory [107], we expect that the thickness of a concen-
tration layer within a flow past a surface should scale as
δσ ∝ Sc−1/3Re−1/2, (2.51)
where δσ is the solutal boundary layer thickness and the dimensionless Schmidt and
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Figure 2.20: Visualization of solute supersaturation field in fluid along a clip plane defined
by the solid lines in (a) and (b). Depletion boundary layers are evident above the growing
(c) COM crystal and (d) Canavalin crystal.
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Reynolds numbers are as previously defined.
We have fixed the fluid and the flow, so that the Reynolds number is constant for each
system. Therefore, we expect that the concentration boundary layers for the two systems
to be related as
δσ,COM
δσ,Canavalin
=
(
ScCOM
ScCanavalin
)−1/3
≈ 1.93, (2.52)
indicating that the much higher diffusion coefficient of COM is expected to result in a
solutal boundary layer thickness that is nearly double that for the Canavalin system. This
is in very good agreement with the results shown in Figure 2.20.
To understand behavior of the surface supersaturation profiles requires the considera-
tion of both mass transfer through the boundary layer combined with the surface kinetics
associated with the growth of the crystal. Chambre´ and Acrivos [25] solved for first-order
surface reactions in a laminar boundary layer flow via a similarity analysis. They provided
an exact solution for surface concentration as a function of position from the leading edge
in terms of an infinite series; however, they also showed that a reasonable approximate
solution was given by
c(η)
a
=
1
η + 1
, (2.53)
where c represents surface concentration, a is the free-stream concentration value, and η is
a similarity variable defined as
η ≡ 1
0.339
Sc−1/3Re−1/2∞ Da
( y
L
) 1
2
, (2.54)
where y represents the distance on the surface from the leading edge, L is the length of the
surface, and the dimensionless Schmidt and Damko¨hler numbers are as defined previously
(with β representing the first-order reaction rate constant). The dimensionless Reynolds
number in this expression, Re∞, is based upon the free-stream liquid velocity, which is not
strictly equivalent to our definition of Re, which is based on the maximum inlet velocity.
We expect the exposed surface of the growing crystal to be nearly equivalent to the
reacting surface analyzed by Chambre´ and Acrivos. Indeed, if we interpret c/a = σ/σ0 and
L = Lc, the systems are quite similar mathematically, provided that our original surface
flux boundary condition, eq. (2.23), can be simplified to a first-order expression (as is
argued to be a good approximation in the following section). Unfortunately, we cannot
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directly apply eq. (2.54) to our system, since our flow conditions are different from those
of the idealized boundary layer analysis and Re 6= Re∞.
However, we can circumvent this difficulty by arguing that Re∞ is constant, due to
the identical flow conditions employed in each system, and take the ratio of similarity
variables to compare between systems. Therefore, if we choose COM as a reference and
observe from Figure 2.19 that the surface supersaturation reaches a nearly constant value
of σs,COM ≈ 0.32 over the exposed surface, we can use eq. (2.53) to compute a value of
ηCOM ≈ 0.56 as the position along the COM surface where this minimum supersaturation
is attained. From the definition of η in eq. (2.54), we argue that
ηCanavalin =
(
ScCanavalin
ScCOM
)−1/3(Da∗Canavalin
Da∗COM
)
ηCOM
≈ 0.41. (2.55)
represents the same position for minimum supersaturation on the Canavalin surface.
Finally, we estimate the expected plateau value for the exposed Canavalin surface
supersaturation via eq. (2.53) as,
σs,Canavalin
σ0
=
1
ηCanavalin + 1
. (2.56)
With σ0 = 0.5 and the value of ηCanavalin from above, σs,Canavalin ≈ 0.36, which is in
excellent agreement with the minimum surface supersaturation away from the cantilever
for the Canavalin system, as shown in Figure 2.19.
We employ the same scaling approach to estimate the minimum surface supersatura-
tions for the remaining systems and list their values in Table 2.3. For both the KDP and
Lysozyme systems, a minimum surface supersaturation of σs ≈ 0.10 is predicted. This
correctly predicts the trend of these surface minima being significantly lower than those of
COM and Canavalin; however, their predicted values are not as accurate as that obtained
for Canavalin.
Surface supersaturation under the cantilever
The crystal surface under the cantilever is not strongly affected by the free-stream flow,
since it is largely shielded from it. Unlike the exposed crystal surface discussed above, we
do not expect a boundary layer to form, rather we anticipate the geometry of the gap to
be important and diffusion to be the dominant mass transfer mechanism. Thus, we expect
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that the surface supersaturation under the AFM cantilever to be primarily determined by
the interaction between rates of solute diffusion through the liquid and incorporation into
the growing crystal.
We have described solute transport to the surface of the growing crystal by eq. (2.23),
which contains the two dimensionless groups, Da and ceq/ρ. We first note that typically
ceq/ρ  1 for these systems (see Table 2.3), so that this boundary condition is well ap-
proximated by a simpler expression,
− dσ
dz
= Da σ, (2.57)
where we have taken z to be a coordinate that is directed normal to the crystal surface,
scaled with the crystal dimension, Lc, and we have employed the local modified Damko¨hler
number, Da.
If we imagine that δ is the distance of separation between the cantilever and the crystal
surface and ignore the effects of convection in this gap (which is equivalent to arguing that
diffusion dominates), we approximate eq. (2.57) as
− b− σs
(δ/Lc)
≈ Da σs, (2.58)
whee b represents the supersaturation at the position of the overhead cantilever and σs
represents the supersaturation at the crystal surface.
Solving this approximate equation yields
σs ≈ b
δ/Lc +Da
, (2.59)
showing that the surface supersaturation is inversely correlated with the modified Damko¨hler
number.
In reality, solute transport will not be one-dimensional across the gap between cantilever
and crystal, and we expect cross-diffusion from adjacent regions. Thus, we do not expect
b to be strictly constant for all cases. Nevertheless, we argue that it may not change
significantly between the COM and Canavalin systems and that eq. (2.59) implies
σs,Canavalin
σs,COM
≈ δ/Lc +DaCOM
δ/Lc +DaCanavalin
. (2.60)
If we assume that δ/Lc = 0.5, this relation provides an estimate of the minimum supersat-
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uration of σs,Canavalin = 0.17 on the crystal surface under the cantilever, thus predicting a
lower value than that for COM, which is consistent with the finite element results.
We employ the same scaling approach to estimate the minimum surface supersatura-
tions under the cantilever for the remaining systems and list their values in Table 2.3.
The values for the KDP and Lysozyme growth systems are predicted to be substantially
less than the COM and Canavalin systems and agree reasonably well with those from the
computations.
As a final consideration, we note that these simple scaling analyses provide insight to
the ordering of the supersaturation profiles and, perhaps most interestingly, the switch in
ordering between COM and Canavalin supersaturation minima between the outer, exposed
crystal surface and the region under the cantilever. A representation of this behavior is pro-
vided in Figure 2.21. For the under-cantilever case described in this section, Figure 2.21(a)
schematically depicts the concentration profiles across the gap between cantilever and crys-
tal surface for the two systems. The modified Damko¨hler number, Da, for Canavalin is
greater than that for COM, indicating that surface kinetics are more important with re-
spect to diffusion in this system than in the COM growth system and leading to a smaller
surface supersaturation for the Canavalin system.
Figure 2.21(b) portrays the situation for the crystal surfaces away from the cantilever
and exposed to the flow of solution. Here, there is an interplay among diffusion, sur-
face kinetics, and fluid flow. The different hydrodynamic characteristics of the COM and
Canavalin systems lead to very different thicknesses of the concentration boundary layers.
Even though Canavalin has faster surface kinetics, which leads to lower σs when diffusion
dominates (as in the under-cantilever case), its concentration boundary layer is only half
as thick as that for the COM case. With a smaller diffusion layer, the Canavalin system
is limited less by mass transfer than the COM case and exhibits a correspondingly higher
value of surface supersaturation.
2.3.4 Surface supersaturation for different Da
To expand our understanding, we perform additional finite element computations of solute
supersaturation distribution for modified Damko¨hler numbers ranging from Da = 0.12–
120, holding all other parameters constant. Physically, this would correspond to keeping
the same flow in the cell, keeping all physical properties and dimensions constant, except
for changing only the kinetic coefficient of the crystal, β. Surface supersaturation profiles,
plotted along the crystal centerline, are shown for these additional cases in Figure 2.22.
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Figure 2.21: Schematic diagrams indicate the different supersaturation profiles in the liquid
above the growing crystal, as explained by the scaling analyses presented in text. (a) Solute
diffusion effects are considered to dominate under the cantilever, and the higher value of
Da for Canavalin leads to greater surface depletion. (b) Away from the cantilever, flow is
important and the larger boundary layer above the COM crystal increases mass transfer
resistance compared to that for the Canavalin system, which results in lower COM surface
supersaturation.
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Figure 2.22: Surface supersaturation profiles for growth systems with different values of
Da are plotted along the center of the crystal surface. The extent of surface depletion
increases with Da.
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Similar to the prior results shown in Figure 2.19, we see that σs is highest at the crystal
edge away from cantilever and lowest under the center of the cantilever. Consistent with
the interpretation of the modified Damko¨hler number as a ratio between the rates for
diffusion and that for crystallization, the results for Da 1 show that the level of surface
supersaturation is not strongly affected by mass transfer limitations and is not significantly
different from the inlet supersaturation level of σ0 = 0.5. On the other hand, the results for
Da 1 indicate that mass transfer limits the diffusion of solute to the rapidly crystallizing
surface, so the surface supersaturation is much lower than the inlet values. For Da & 100,
the surface concentration approaches zero, and growth is limited by the rate at which solute
can diffuse to the surface of the crystal. The surface supersaturation profiles change most
strongly with modified Damko¨hler numbers that are near unity, Da ≈ 1, where diffusion
and growth are strongly coupled.
2.3.5 Experimental measurement interpretation
Knowing the level of solute depletion under the AFM tip is important for the proper
interpretation of any AFM measurement of crystal growth kinetics. Specifically, a typical
experiment may directly measure crystal growth rate, Vn, as a function of supersaturation.
In ensuing analyses of data, one would be tempted to make a plot of Vn versus the nominal
value of different values of the inlet supersaturation, σ0. The slope of a line fitted through
these data could be interpreted as the kinetic coefficient for growth, β, via the classical
relationship,
Vn = βσ. (2.61)
However, it is quite clear from the prior calculations that the actual value of the surface
supersaturation in the vicinity of the scanning tip, σs, could be dramatically lower than
the nominal supersaturation, σ0.
We can estimate the error invoked by ignoring mass transfer limitations as follows. If
we simply compute the kinetic coefficient using inlet supersaturation,
βobserved = Vn/σ0. (2.62)
However, a more fundamental interpretation of the kinetic coefficient is derived via the
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relationship,
βtrue = Vn/σs. (2.63)
Thus a measure of the relative error is given by
βtrue − βobserved
βtrue
=
σ0 − σs
σ0
. (2.64)
Since σs is always less than σ0 due to mass transfer effects, the true value of the kinetic
coefficient, βtrue, will always be larger than its value calculated using inlet supersaturation,
βobserved.
Toward estimating the error caused by ignoring mass transfer limitations in an AFM
measurement of a growing crystal, we plot the relative error for the prior simulations as
a function of Da in Figure 2.23. We compute the relative error based on the surface
supersaturation, σs, at the center of the crystal, corresponding to the location of the
measuring tip of the AFM. Figure 2.23(a) summarizes results from three different set of
simulations. Results from the first four materials systems are shown as open squares. The
cases discussed in the prior section, for different Damko¨hler numbers (holding all other
factors constant), are indicated by the open circles. A third data set, shown as filled
diamonds, is also included in the figure and plots results from additional simulations of
COM growth. In these calculations, three crystal sizes, 10, 120, and 180 µm, are simulated
by remeshing the domain, with all other physical dimensions and parameters kept constant.
Figure 2.23(b) zooms in on these data, focussing on outcomes for the systems with smaller
relative error and smaller Damko¨hler number.
Unlike the discussion of the relative minima fully under the cantilever and far away from
it, where scaling arguments could be employed for analysis, the AFM tip is in a transition
zone between the limiting behaviors of boundary-layer and diffusion control. Thus, the
curves presented in Figure 2.23 are not a universal representation of AFM measurement
error. Nevertheless, these results clearly indicate that relative error is strongly affected by
the modified Damko¨hler number. The effects of flow are evident for the cases of Lysozyme,
Canavlin, and KDP in Figure 2.23(a). All of these materials have a higher Schmidt number
than ScCOM , the value used for the Da simulations. In accord with the scaling of eq. (2.51),
these three materials have thinner boundary layers and less mass transfer resistance. Thus,
their relative errors are all somewhat less than that of the Da cases (open circles connected
by curve).
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Figure 2.23: Relative error, defined by the change between inlet supersaturation, σ0, and
surface supersaturation, σs, at the center of the crystal (underneath the AFM tip) plotted
as a function of modified Damko¨hler number, Da, for the different cases considered here.
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The results plotted in Figure 2.23(b) can also be understood by flow effects. Reiterating,
the Da cases of open circles were conducting changing the Damko¨hler number alone. For
the COM cases with different crystal sizes (filled diamonds), Lc was changed, thus affecting
both the local Damko¨hler and Reynolds number. For these systems, a different Reynolds
number changes the thickness of the boundary layer, again per eq. (2.51), thus affecting
mass transfer to the surface. This is particularly evident for the cases of smallest Da, where
the COM system with a smaller crystal (filled diamond) and smaller Reynolds number, is
more limited by mass transfer (due to a thicker boundary layer), thus exhibiting greater
relative error than the COM-like system (open circle) with a much larger crystal (but with
comparable value of Damko¨helr number).
2.4 Summary
We have presented high-fidelity, three-dimensional finite-element computations of flow and
mass transfer that arise during AFM measurements of crystals growing from supersaturated
liquids. Our results show that supersaturation levels vary considerably over the crystal
surface due to coupled effects of solute diffusion, crystal growth kinetics, and solution flow.
In particular, depletion at the crystal surface could lead to large errors in the interpretation
of kinetic coefficients measured by AFM experiments if such effects are not considered.
Two limiting cases of solute depletion on the crystal surface are well described by
relatively simple analyses. Away from the AFM cantilever, flows over and crystallization
at the surface result in depletion boundary layers. In these areas, surface supersaturation
steadily decreases downstream from the leading edge and is well described by classical
boundary layer theory. Under the cantilever, the surface is mostly shielded from solution
flow, thus diffusion through the liquid dominates and supersaturation reaches its lowest
level over the entire crystal surface. In this case, the behavior is well represented by
consideration of the balance between diffusion and surface incorporation, as expressed by
the modified Damko¨hler number, Da
Unfortunately, conditions under the measuring tip of the AFM are neither flow- nor
diffusion-dominated, so the simple scaling analyses applied here are not strictly applicable.
We expect, in general, that values of σs under the AFM tip will be both material and system
dependent (i.e., dependent upon cell and cantilever geometry and flow characteristics).
However, the results presented here do provide some insight.
For all systems, mass transfer limitations become much more significant as Da & 1, with
supersaturation levels on the surface approaching vanishingly small values for Da & 100.
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If such mass transfer limitations are ignored, significant errors are possible in interpret-
ing AFM measurements of solution crystal growth. Repeating the definition of modified
Damko¨hler number, Da = ρcβLc/(Dceq), we see that the only parameter in this group that
is not a physical constant is the size of the crystal, Lc. Thus, mass transfer limitations will
always be less important for measurements on a smaller crystal.
Increasing the effects of flow will also ameliorate mass transfer limitations by decreasing
the thickness of the solute boundary layer during AFM measurements of growing crystals.
For a given material, the Schmidt number is fixed, so the only operational parameter
available to decrease the boundary layer thickness, per the scaling defined by eq. (2.51),
is increasing the Reynolds number via increasing the solution flow rate through the cell.
However, the effectiveness of this strategy is likely to be limited, since there may be sig-
nificant shielding of the crystal surface from the flow caused by the AFM cantilever, as
pointed out in the prior computations of Gasperino et al. [50].
A rough guide for estimating the difference between the true value of supersaturation
on the crystal surface and the inlet supersaturation in an AFM measurement is given by the
plots in Figure 2.23. However, we emphasize that these measures are based on results from
the specific system simulated here and should not quantitatively be applied to determine
errors in other systems. For unambiguous interpretation of AFM data and self-consistent
evaluation of fundamental properties, such as kinetic rate constants, a detailed numerical
approach, such as that undertaken here, may be needed to “model the measurement” in
order to quantitatively ascertain the extent of surface solute depletion.
While our results clarify the role of mass transfer limitations during AFM measure-
ments of solution crystal growth, there may be other phenomena that also impact surface
supersaturation levels. For example, nearby crystals, especially upstream of the crystal
being imaged, may deplete the solution of solute and further lower the surface supersatu-
ration over the effects considered here. Cantilever geometries that change the shielding of
the crystal surface from solution flow may also change the mass transfer behavior in these
systems. Finally, scanning effects, such as tapping mode or fast stage movement for high-
speed scanning, may alter flows near the crystal surface and subsequently influence mass
transfer; preliminary computations of such flows have been carried out by Gasperino [52].
Analyses such as those presented here will be of great utility for understanding and poten-
tially correcting for these effects.
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Future work
Nowadays, a fast scanning technology isimplemented in AFM measurement. This technol-
ogy enables the real-time three-dimensional-observation in AFM at high resolution, and
is employed in many area of research and studies [6, 105, 148]. The scanning rates of
fast-scanning AFM can be over 100 times faster than conventional AFM. As stated in Sec-
tion 2.2, our simulations are based on a quasi-steady-state assumption. This assumption
is valid because the time scale for mass transport near the crystal (in the order of 1s) is
much smaller than the time scale of normal crystal growth (on the order of 1h). However,
accompany the new fast scanning technology, the AFM fluid cell scanning speed would
become much higher and the scanning motion timescale would become comparable to or
even smaller than the transport timescale. In this case, to represent the transport and
crystal growth condition in a fast scanning AFM fluid cell, this scanning motion needs to
be taken into account and a tangent model is required.
We perform preliminary study on momentum transport in a simplified geometry in still
fluid to understand the impact of scanning frequency on velocity field, and the results are
shown in Figure 2.24. As we can see, when scanning rate is relatively slow (at 10Hz), the
scan introduced flow is laminar and flow streamlines are parallel to crystal surface. When
scanning frequency increased to 400Hz, the scanning motion generated vortex flow and the
flow pattern becomes more complicated. This preliminary result shows that the scanning
motion does have huge impact on fluid flow, especially at high scanning rate. The mass
transport will be greatly affected by fast scanning motion as a result, and a transient model
is needed to fully understand this impact.
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Figure 2.24: Simulated streamline of flow on a clip plan that passes through AFM scanning
tip, and is perpendicular to crystal surface and cantilever. The red triangle at bottom
center represents the AFM tip. Figure (a) represents the simulation result when AFM
scanner is scanning at the frequency of 10Hz, while Figure (b) represents the result when
the scanning frequency is 400Hz.
Chapter 3
Phase-Field Analysis in of
Nanowire Growth Systems
In this chapter, we apply phase-field method based spiral growth model and island growth
model to simulate nanowire crystal growth in solutions. We employ ZnO nanowire growth
system as a model system for this study because of the sufficient experimental data available
for this growth system. With the simulation results and comparison with experimental
observations, we provide discussions about whether phase-field method is a useful tool to
model nanowire growth conditions.
3.1 Introduction of Zinc Oxide Nanowire Grown from Aque-
ous Solution
Zinc oxide (ZnO) is an inorganic II − V I compound. ZnO crystals exist in three forms,
which are hexagonal wurtzite, cubic zincblende, and cubic rocksalt. Among them, the
hexagonal wurtzite crystal structure is most stable and common, and the ZnO discussed
in this thesis is in this type of microstructure.
In materials science, ZnO is a direct wide band gap (3.3ev) semiconductor material.
ZnO exhibits near UV emission and transparent conductivity as a result of the band gap
structure, and is widely applied on optoelectronic devices such as solar cells [10,11], sensors
[144], and light emitting diodes [70]. ZnO is naturally a n-type semiconductor materials.
Recently with the p-type doping ZnO successfully prepared [62], ZnO becomes one of the
most popular materials in semiconductor industry, because ZnO is inexpensive, relatively
75
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Figure 3.1: Position-controlled fabrication of semiconductor nanowires arrays. [44]
.
abundant, stable, nontoxic and easy to prepare. Additionally, because of it’s band gap
structure, ZnO has higher breakdown voltage, so it is able to sustain large electric fields.
Furthermore, it has lower electronic noise, and is suitable for high-temperature and high-
power operation.
Nowadays, with the modern nano-technology, ZnO nanowires gained considerable re-
search interest. In this section, we present an overview of ZnO nanowires and their growth
kinetics in aqueous solution.
3.1.1 Overview of ZnO nanowires
Nanowires arrays can be fabricated either with self organization or controlled assembly.
Nowadays, people have successfully fabricated position-controlled nano-patterns of semi-
conductor nanowire arrays [44]. Fig. 3.1 shows a schematic of how these arrays are assem-
bled by patterning the substrate, and these substrates can be prepared with lithographical
stamping methods [124].
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Figure 3.2: Schematic diagram of the nanowire-based DSSC [10]
.
Among the potential semiconductor nanowires materials, ZnO nanowires become very
popular. Long and thin ZnO nanowires are relatively easy to make than other materials,
because they grow in highly preferred < 0001 > direction. Additionally, ZnO nanowires
arrays can be easily transferred by stamping method [45].
ZnO nanowires arrays show many potential applications in optoelectronics, catalysis,
sensing, and energy conversion [109,131]. For examples, in area of energy conversion, ZnO
nanowires arrays has been used in nanogenerators because of their piezoelectric and semi-
conducting properties [132]; in optoelectronics field, they have been used as the photoanode
in dye-sensitized solar cells (DSSC) [10,76].
DSSC is a low-cost thin film solar cell. It is composed of a semiconductor thin film
between a photo-sensitized anode and an electrolyte. This cell was invented by Michael
Gratzel and Brian O’Regan in 1991 [92]. This cell is technically attractive because it is
made of low-cost materials, and no complex equipment is required. Additionally, it is me-
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chanically flexible and can be built into soft sheets. Initially, semiconductor nanoparticles
thin films were used in DSSC. With this mesoporous nanoparticles film, the electrolytic
solution penetrates in between the nanoparticles, and forms a large semiconductor-dye-
electrolyte interface area, which leads to large charge conversion efficiency. However, the
electron transfer efficiency is low in these films, which is because when electrons in the
semiconductor diffuse through the nanoparticles films, these electrons need to pass through
hundreds of inter-particle hopping steps [125,126]. As a result, the numerous nanoparticles
boundaries in these films limit electron transport [123]. E. Aydil et al. recently developed
a nanowires array based DSSC, and a schematic diagram of this cell is showed in Fig.
3.2 [10]. This nanowire based DSSC showed much higher charge collection efficiencies than
nanoparticle-based cells, for nanowires provide direct pathways to the electrode. Since ZnO
nanowires arrays grown from aqueous solution form dense arrays of long nanowires oriented
normal to the substrate surface [10], ZnO nanowires have been used as the photoanode in
this nanowire-based DSSCs [10, 76]. However, the overall energy conversion efficiency of
this nanowire-based DSSC is still significantly lower than that of typical nanoparticle-based
DSSC due to the lower surface area of nanowires in comparison to nanoparticles. There-
fore, there is need for engineering arrays of thinner and taller nanowires. To fulfill this
need, fundamental understanding of ZnO nanowires growth kinetics is required.
3.1.2 ZnO nanowire growth kinetics
ZnO nanowires are normally synthesized from aqueous solutions. E. Aydil et al. fabricated
ZnO nanowire arrays from the solution of zinc nitrate hexahydrate and methenamine on
seeded SnO2 transparent conducting substrates [10]. Fig. 3.3 represents SEM images
of ZnO nanowires arrays grown from this aqueous solution. As we can see, these ZnO
nanowires form dense arrays of long wires.
During the growth of ZnO nanowires from aqueous solution, evidence of spiral growth
and island growth was observed on the (0001) face during different experiment stages. As
shown in Fig.3.4, during the early stage when the supersaturation is high, island growth
mechanism was observed, while during the late stage when the supersaturation is low,
spiral growth mechanism was observed.
We revealed how crystal growth in solution in Section 1.1.2. The factor differenti-
ating stable nuclei from unstable ones is the critical size. This size mainly depends on
supersaturaion of adjacent solution. Nuclei larger than the critical size are prone to grow.
Otherwise, the nuclei are likely to diminish. During the early stage of the ZnO growth,
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Figure 3.3: (a) Top view SEM image of ZNO nanowires arrays grown for 1h. (b) Cross-
sectional SEM image of ZnO nanowire arrays grown for four cycles. [10].
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supersaturation is high and the critical size reduces. As a result, newly formed nuclei on
ZnO nanowire top surface are predominantly stable. Molecules attach to the kink sites
along nuclei walls and these nuclei expend and grow. This growth mechanism is called
island growth. During the late stage of ZnO growth, supersaturation is low, the critical
size becomes large, and the nucleation barrier is difficult to overcome. Accordingly, there’s
no nuclei walls for molecules to attach to. Instead, surface molecules would attach to kink
sites along the step dislocation on a ZnO nanowire top surface. These steps elongate like a
spiral, the raised terraces expand, and a nanowire grows taller. This growth mechanism is
called spiral growth, or Burton, Cabrera and Frank (BCF) mechanism. To fully understand
these two growth kinetics, information about nanowires surface supersaturation, surface
mass transport, and bulk mass transport, and how they affect the growth mechanism and
nanowires microstructure is needed. Unfortunately, these effects are very difficult to obtain
experimentally, and numerical modeling of this system could fulfill this need. We examine
modeling solutions to study these two kinetics, and details will be discussed in following
sections.
J. Boercker et al. studied the macro-scale bulk mass transport limitation during the
nanowire arrays growth with a one-dimensional numerical model [17]. They discovered
that the growth of ZnO nanowires in aqueous solutions was mass transport limited, and
the growth rate was inversely dependent on the nanowire density. Their results showed
that this transport limitation led to nonuniform nanowire length across the substrate, but
this limitation could be overcome by stirring the solution near substrate. This macro-scale
study revealed how bulk mass transport would affect the growth. However, no information
about the growth kinetics was provided. As a result, a study on the surface scale, which is
also called the meso-scale, is needed. In this chapter, we apply a phase-field based meso-
scale model to study the dynamics of the spiral growth and island growth on a single ZnO
nanowire top surface. In this model, we couple step motion, 2-D nucleation and surface
mass transport to represent growth of a single ZnO nanowire, so as to study the growth
kinetics of both island growth and spiral growth mechanisms.
3.2 Model Formulation
3.2.1 Introduction to phase-field method
In this section, a meso-scale computational model based on phase-field method is presented
for transient study on spiral growth and island growth of a vicinal ZnO nanowire top
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Figure 3. (a) Nanowire length (filled squares) and diameter (open circles) as a function of growth time. Aspect ratios for 0.5, 1, 2, and 4 h of
growth are given on the top axis. The dotted line is drawn to aid the eye and shows the induction period, followed by constant growth rate, and
finally decreased growth rate after long times. (b) Large and sparse nanowires grown on an unseeded substrate. (c) High magnification SEM
image of a nanowire showing 2D nucleation and growth on the (0001) face. (d) High magnification SEM of a nanowire showing spiral growth
from a screw dislocation along the c-axis. Scale bars are 10 µm in (b) and 100 nm in ((c), (d)).
The aspect ratio can be further increased slightly by increasing
the growth time, but the growth slows considerably after 4 h.
Nanowires can also nucleate directly on the substrate
without the need for nanoparticle seeds. However, without
the closely packed small seed particles, nanowire growth is
sparse and the diameters are much larger. Figure 3(b) shows
nanowires grown on a bare substrate without the nanoparticle
seed layer. These nanowires also often grow in clusters,
where many nanowires emanate from a single nucleation site.
This morphology is possibly due to large nucleation sites
that can support growth of multiple nanowires. Like the
seeded nanowires, the structures nucleating directly from the
substrate grow anisotropically, elongated along the c-axis with
hexagonal cross sections and flat (0001) surfaces.
Anisotropic growth results from differences in growth
rates of the different crystal faces of ZnO. The (0001) face
grows much faster than the {101¯0} faces, and the absence of
any other faces in the crystal habit indicates that all other
faces grow even faster than the (0001) surface. Several
growth mechanisms could be active on the different faces and
the active mechanism may change as a function of growth
conditions. It appears that during the initial stages of growth
when the reactant concentrations in the solution are high,
a 2D island nucleation and growth model dominates [15].
Although both the side, {101¯0}, and top, (0001), faces are
well defined, only the (0001) face is rough when examined at
high magnification. Figure 3(c) shows the presence of islands
on the top face of a nanowire. The faster growth rate of the
(0001) surface as compared to the {101¯0} faces may be due to
its higher surface energy or due to the preferential adsorption
of a growth passivant on the side faces of the nanowires [16].
After growth times of more than a few hours, the reactant
concentrations and precursor supersaturation decrease and
evidence of spiral growth can be seen on the c-face of the
nanowires as shown in figure 3(d). Spirals are most frequently
seen well into the growth cycle when most of the growth
precursors have been depleted. Spirals are frequent at low
precursor concentrations, and high temperatures, all conditions
where the supersaturation is lowered compared to the initial
supersaturation. Spiral growth occurs as a result of a screw
dislocation core in the centre of the nanowires. Spirals were
only seen on the nanowire c-face and never on the side faces.
Thus, the presence of screw dislocations with Burger’s vector
parallel to the c-axis is at least one of the mechanisms for
preferential anisotropic growth.
Nanowire aspect ratios remain nearly constant after a
few hours of growth, but they can be further increased by
continuing the growth in a fresh batch of precursor solution.
In fact, this can be repeated as many times as desired to grow
arbitrarily long nanowires. In this repeated batch process,
nanowires are grown on seeded substrates for four hours,
removed and rinsed thoroughly with DI water, and then placed
into a fresh batch of precursor to start the next growth cycle.
Nanowire length increases linearly with the number of growth
cycles (and thus cumulative growth time). A continuous feed
system to supply a fresh precursor stream could also be used to
increase nanowire lengths over time but was not employed in
this work. Figure 4 shows nanowires grown for one, four, and
eight 4 h cycles. Figures 4(a)–(c) are at the same magnification
to emphasize the axial growth of the nanowires as well as the
similarity in structure for nanowires that have different aspect
ratios.
Figure 5(a) shows a plot of the average nanowire length
and diameter as a function of the number of growth cycles.
Nanowire length increases linearly with the number of growth
cycles, with an addition of about 1 µm per cycle. Nanowire
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The aspect ratio can be further increased slightl by increasing
the growth time, but the growth slows considerably after 4 h.
Nanowires can also nucleate directly on the substrate
without the need for nanoparticle seeds. However, without
the closely packed small seed particles, nanowire growth is
sparse and the diameters are much larger. Figure 3(b) shows
nanowires grown on a bare substrate without the nanoparticle
seed layer. These nanowires also often grow in clusters,
where many nanowires emanate from a single nucleation site.
This morphology is possibly due to large nucleation sites
that can support growth of multiple nanowires. Like the
seeded nanowires, the structures nucleating directly from the
substrate grow anisotropically, elongated along the c-axis with
hexagonal cross sections and flat (0001) surfaces.
Anisotropic growth results from differences in growth
rates of the different crystal faces of ZnO. The (0001) face
grows much faster than the {101¯0} faces, and the absence of
any other faces in the crystal habit indicates that all other
faces grow even faster than the (0001) surface. Several
growth mechanisms could be active on the different faces and
the active mechanism may change as a function of growth
conditions. It appears that during the initial stages of growth
when the reactant concentrations in the solution are high,
a 2D island nucleation and growth model dominates [15].
Although both the side, {101¯0}, and top, (0001), faces are
well defined, only the (0001) face is rough when examined at
high magnification. Figure 3(c) shows the presence of islands
on the top face of a nanowire. The faster growth rate of the
(0001) surface as compared to the {101¯0} faces may be due to
its higher surface energy or due to the preferential adsorption
of a growth passivant on the side faces of the nanowires [16].
After growth times of more than a few hours, the reactant
concentrations and precursor supersaturation decrease and
evidence of spiral growth can be seen on the c-face of the
nanowires as show in figure 3(d). Spirals are most frequently
seen well into the growth cycle when most of the growth
precursors have been depleted. Spirals are frequent at low
precursor concentrations, and high temperatures, all conditions
where the supersaturation is lowered compared to the initial
supersaturation. Spiral growth occurs as a result of a screw
dislocation core in the centre of the nanowires. Spirals were
only seen on the nanowire c-face and never on the side faces.
Thus, the presence of screw dislocations with Burger’s vector
parallel to the c-axis is at least one of the mechanisms for
preferential anisotropic growth.
Nanowire aspect ratios remain nearly constant after a
few hours of growth, but they can be further increased by
continuing the growth in a fresh batch of precursor solution.
In fact, this can be repeated as many times as desired to grow
arbitrarily long nanowires. In this repeated batch process,
nanowires are grown on seeded substrates for four hours,
removed and rinsed thoroughly with DI water, and then placed
into a fresh batch of precursor to start the next growth cycle.
Nanowire length increases linearly with the number of growth
cycles (and thus cumulative growth time). A continuous feed
system to supply a fresh precursor stream could also be used to
increase nanowire lengths over time but was not employed in
this work. Figure 4 shows nanowires grown for one, four, and
eight 4 h cycles. Figures 4(a)–(c) are at the same magnification
to emphasize the axial growth of the nanowires as well as the
similarity in structure for nanowires that have different aspect
ratios.
Figure 5(a) shows a plot of the average nanowire length
and diameter as a function of the number of growth cycles.
Nanowire length increases linearly with the number of growth
cycles, with an addition of about 1 µm per cycle. Nanowire
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Figure 3.4: High magnificatio SEM imag s of a nanowire top surface, the (0001) fa e,
rev aling spiral growth mechanism as showed in (a) and isla d growth mechanism as showed
in (b) [10].
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Sharp Interface Diffuse Interface
Figure 3.5: Difference between sharp interface and diffuse interface.
surface from solution. In this study, we focus on crystal growth on the top surface of one
single ZnO nanowire. We assume ZnO precursor is consumed by heterogeneous reactions
on this surface. In other words, there’s no reation in solution and no lateral growth on
ZnO nanowire walls. In addition, we assume that the growth units behave similarly to
ZnO molecules. We incorporate the transport of solute on the crystal surface with the
adsorption and desorption of solute molecules in this model, and study the spiral growth
and island growth mechanisms with two associate models.
We introduce phase-field method in our model to simulate ZnO nanowire growth.
Phase-field method is a mathematical technique based on thermodynamics describing the
process of phase transition. In this method, the state of the microstructure is represented
continuously by a single variable known as the order parameter, or more commonly, the
phase-field parameter (φ). One of the distinguishing characteristics of the this approach
is that the interface between phases is diffuse. The difference between sharp interface and
diffuse interface is shown in Figure 3.5. In crystal growth model, this interface represents
steps between terraces.
We implement phase-field method to the study of ZnO nanowire growth because this
method provides time-dependent tracing of each individual step, and no moving mesh is
involved, which saves calculation cost. As stated in previous section, both island growth
mechanism and spiral growth mechanism involve step progress. Therefore, this time-
dependent tracing of steps with low simulation cost is promising and encouraging for our
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research.
3.2.2 Governing equations
Spiral growth model formulation
A phase-field method based model is developed to study the spiral growth mechanism
with no nucleation when solution supersaturation is low. We address this mechanism first,
because the model simulating spiral growth mechanism involves surface mass transport and
step advancing, while the model simulating island growth involves surface mass transport,
step advancing and nucleation. In other words, island growth model is the spiral growth
model with a nucleation add-on.
In the spiral growth model, we assume critical size is so big that no nucleus is stable
and crystal is growing only through spiral growth mechanism. This model is derived
from the Burton, Cabrera, and Frank (BCF) model [21]. This model incorporates both
solute transport on crystal surface and step progression. It is assumed that when solute
molecules adsorbed on the crystal surface, they would diffuse on this vicinal surface until
they incorporate into steps or desorb back into the solution phase. Hence the mass balance
of free solute molecules on the crystal surface includes surface diffusion of adsorbed solute
molecules, the total mass flux from the solution phase, and the step growth:
∂σs
∂t
= Ds∇2σs + F − Φ, (3.1)
where σs is the dimensionless surface supersaturation of free solute molecules and is given
by σs = Ω(cs−ceq), where Ω is the atomic area of the solid crystal, and ceq is the equilibrium
concentration on the surface. The physical meaning of σs is the number of supersaturated
solute molecules per atomic area. Ds represents the surface solute diffusion coefficient. Φ
is related to the free molecules loss due to the step growth which is correlated with the
incorporation of molecules to the steps. Detailed definition of Φ is given in the ”Phase-field
Formulation” section. F represents the total mass flux to the crystal surface as indicated
in Figure 3.6 (a). The flux term, F , which includes both the adsorption and desorption of
solute molecules can be defined as:
F = kadsσ
0
b − kdesσs. (3.2)
where kads and kdes are the adsorption rate constant in length per time and desorption
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F
(a) (b)
Figure 3.6: (a) We focus on the top surface of a single ZnO nanowire, and F indicates
the mass flux rate transport to this top surface. (b) A screw dislocation originating from
surface center is introduced as the initial condition.
3. Phase-Field Analysis in of Nanowire Growth Systems 85
rate constant, and σ0b is the bulk solute supersaturation in the solution phase evaluated at
the surface. Typically kdes  kads, so we assume kdes = 0. In other words, we assume ZnO
nanowires grow under the desorption-free condition in our system.
To illustrate the geometry of ZnO nanowire top surface, a hexagon domain is used as
shown in Figure 3.6 (b). As the requirement for spiral growth to initiate, a single screw
dislocation is introduced as the initial condition. Surface molecules diffuse and attach to
kink sites along this dislocation. This step then advances like a spiral, and the nanowire
grows taller as a result. As mentioned in the beginning of this section, we assumed that all
ZnO precursors are consumed by heterogeneous reactions on this top surface. Accordingly,
no-flux boundary condition is applied at all six edges of this domain as:
n ·∇σs = 0, (3.3)
indicating that no excessive molecules diffuse out of or into the domain.
Phase-field formulation
To represent the step formation term, and furthermore to simulate the evolution of steps,
phase-field method is applied to reformulate Eq. (3.1) based on the model presented in [81]
and [96]. In our model, the value φ represents the height of the crystal surface above the
initial substrate surface. φ is in the unit of 2hs where hs is the height of a single step.
Usually, hs is the height of a single crystal unit cell in the growth direction. Odd integer
values of φ correspond to the surface positions of terraces. Even integer and non-integer
values of φ are associated with the locations of the moving steps, which are of a finite step
width.
The evolution of φ with time is proportional to the variation of a hypothetical free
energy H [69]:
τφ
∂φ
∂t
=
∂H
∂φ
, (3.4)
where,
H(φ) =
∫
V
(
ω2
2
(∇φ)2 + 1
pi
cos[pi(φ− φs)] + λ ((φ− φs) + 1
pi
sin[pi(φ− φs)])σs
)
dV. (3.5)
In Eq. 3.5, φs represents the reference substrate surface, and its value is assigned with
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the initial condition. For different initial surface conditions in our simulations, φs varies.
We’ll provide more details regarding φs when we discuss initial conditions. The term
1
pi cos[pi(φ−φs)] in this equation is a multi-well potential [68] whose minima are associated
with odd integer values of φ(x, t) − φs, corresponding to terrace positions. The term
(φ−φs) + 1pi sin[pi(φ−φs)] in this equation increases monotonically, and satisfies that with
odd integer values of φ(x, t) − φs (on terraces positions) this term returns the value of
φ(x, t)− φs [93,129]. Accordingly, this second term is associated with the local number of
solid layers above the reference plane and represents the local height of the crystal above
the reference surface.
The phase-field evolving equation is derived from Eq. 3.4 and coupled with the solute
mass balance equation (Eq. (3.1)) to form our governing equations. We nondimensionalize
the governing equations by domain size L as the characteristic length, and the characteristic
diffusion time scale L2/Ds as the characteristic time, and the dimensionless form of our
governing equations can be written as:
Ds τφ
ω2
∂φ
∂t
= ∇2φ+ L
2
ω2
{sin[pi(φ− φs)] + λσs{1 + cos[pi(φ− φs)]}}, (3.6)
∂σs
∂t
= ∇2σs + L
2
DsF −
1
2
∂φ
∂t
. (3.7)
In Eq. 3.6, τφ is a mobility parameter which reflects the response rate of the phase field,
ω is associated with the finite width of the moving step, and λ is the coupling parameter
and is related to the step energy. We will provide more details about τφ, ω and λ in
Section 3.2.4. The last term Φ in Eq. 3.1 which represents the mass loss of free molecules
due to step growth can be represented as 12
∂φ
∂t in Eq. 3.7.
A single screw dislocation is introduced as the initial condition as shown in Fig-
ure 3.6(b). This initial condition is transferred into phase-field formulation as: piφs =
arctan(y/x) [68].
Island growth model formulation
As presented in Section 3.1.2, island growth kinetics consists of molecule surface diffusion,
nucleation, and molecule incorporation into nucleus wall (step progression). As stated in
previous section, our spiral growth model incorporates molecule surface transport as well
as step advancement. Therefore, we develop the island growth model based on the spiral
growth model by adding the nucleation component, and the governing equations become:
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Ds τφ
ω2
∂φ
∂t
= ∇2φ+ L
2
ω2
{sin[pi(φ− φs)] + λσs{1 + cos[pi(φ− φs)]}}
+2λnσs
i+1, (3.8)
∂σs
∂t
= ∇2σs + L
2
DsF (δ)−
1
2
∂φ
∂t
. (3.9)
Compared to the spiral growth phase-field evolving equation (Eq. 3.6), the term 2λnσs
i+1
is included in Eq. 3.8 to represent surface nucleation rate [152]. The number 2 stems from
our φ unit setting, which is 2hs. In this model,
λn = Ds exp[−Ea/kBT ], (3.10)
where Ea represents the bonding barrier for the island nucleation on the crystal surface.
λn is in the order of 1, and we use λn = 1 in our simulations. i in Eq. 3.8 represents
the number of molecules needed for a nucleus to reach critical size. In our studies, we
assume that a single molecule can serve as a stable nucleus, as a result of the sufficient
dangling bonds available on the surface, and we assume i = 1 accordingly. This assumption
serve as a good starting point to qualitatively study the island growth on nanowire top
surface. However, this assumption may not be valid due to the complicated ambient
condition around the nanowires in solutions. In reality, the number of atoms forming a
stable 2D nucleus need to be calculated from Gibbs-Thomson nucleation theory. To obtain
quantitative understanding of island growth mechanism during nanowire growth, further
study on i and the impact of i is needed.
Also, in the island growth governing equations, the total mass flow term F in Eq. 3.7
becomes a stochastic flow F (δ) in Eq. 3.9 by introducing a stochastic function δ. As
a result, instead of uniformed flow to the surface, solute molecules are adsorbed to the
surface at random position on every time interval. One doubt existing with this stochastic
term is that this numerical term, although logical, may not be physically realistic. Further
investigation is needed to justify this stochastic flow employment.
We study island growth under two different initial conditions. First, we assume a
flat surface as t = 0 by setting φs = 0. Then we study the island growth with a screw
dislocation on top surface by assigning piφs = arctan(y/x) to investigate the interaction
between island growth and spiral growth.
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3.2.3 Numerical method
Finite element method
As we stated in Section 2.2.2, the essence of Finite Element Method (FEM) is to divide the
given computational domain into smaller subdomains, which are called the finite elements.
Finite elements together with the partitioned computational domain as a whole is called
the finite element mesh. These elements in the mesh are defined by points called nodes.
In finite element method, we try to determine the values of the unknown variables at
these nodes, which, along with the underlying local interpolation functions, will give us an
approximate solution at any point inside the computational domain. More details about
FEM are described in Section 2.2.2.
Time integration
As mentioned, this phase-field method based model is a transient model, and time inte-
gration is involved. We introduce a forward time-step calculation to solve this transient
problem. To solve unknowns at each forward time-step, a second-order accurate Implicit
Trapezoid Rule (TR) with fixed time step (h) is used. Particularly, TR is unconditionally
stable (A-stable) when the corresponding ODE is stable, and it has the smallest local trun-
cation error coefficient of all second-order A-stable methods. A-stability is a requirement
that all numerical solutions generated by a numerical integration method (with arbitrary
time step satisfies the equation dxdt = λx , Reλ < 0) is strictly asymptotically stable.
3.2.4 Implementation
In this section, we provide detailed information regarding the implementation of our mod-
els, including the definition and values of the parameters and properties used in our simu-
lations, and the finite element mesh information.
Parameters and properties
As mentioned in Section 3.2.2, the phase-field model parameters used in our model are τφ,
ω, and λ. τφ represents the response time of the phase field, ω represents the finite width
of the moving step, and λ is the coupling parameter and is related to step energy. Value
of these parameters can be determined with the thin interface limit analysis [69] according
to the following relationships:
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L
Figure 3.7: Computational domain of the ZnO nanowire top surface. L = 30nm
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1
β
= a1(
τφ
λω
− a2 ωDs ), (3.11)
d0 = a1
ω
λ
. (3.12)
a1 = 0.72 and a2 = 0.51 are both numerical constant [68] , β is the interface kinetic
coefficient, Ds is surface diffusivity, and d0 is the capillary length. This capillary length
is defined as d0 = Ω
2ceqγ/kBT , where γ is the step stiffness and is associated with step
energy.
In the simulations of ZnO nanowire growth, β goes to infinity which represents instan-
taneous attachment of molecules at steps, ω is chosen to be 10−8cm which is at the same
order as the size of a ZnO crystal unit cell, Ds is chosen to be 10−6cm2/s which is in the
same order as of ZnO diffusivity, Ω is chosen to be 10−15cm2 to represent average-sized
atoms, and γ is chosen to be 0.1ev to represent typical hexagonal wurtzite step energy and
d0 becomes 10
−9cm as a result. With these chosen values, we get τφ = 3.7 × 10−10s and
λ = 7.2 according to Eq. 3.11 and Eq. 3.12.
Finite Element Mesh
We implemented FEM to solve the phase-field method based governing equations. Our
finite element mesh is shown in Figure 3.7. In the computational domain, we choose the
radius of ZnO nanowire to be 30nm, which is the typical size observed in ZnO growth
experiment [10].
3.3 Results and Discussion
3.3.1 Base case for spiral growth
We first simulate the spiral growth kinetics on ZnO nanowire top surface with the spiral
growth model provided in Section 3.2.2. Physical properties and system parameters used
in this simulation is listed in Table 3.1.
We start our study with a low flow condition, and the total flux to the ZnO top surface
is chosen to be F = 10−9mol/cm2s, which is an approximate flow value calculated based
on experimental conditions reported in Baxter et al. [10]. Results of this simulation are
shown in Figure 3.8. In this figure, ZnO top surface is colored by φ, which represents
terrace height. We plotted the simulated ZnO top surface at different time point. This
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Table 3.1: Physical properties and system parameters used to model ZnO nanowire growth.
Parameter Value Units
Crystal radius, L 3.00× 10−6 cm
ZnO surface diffusivity, Ds 1.00× 10−6 cm2/s
Total mass flux, F 1.00× 10−9 mol/cm2s
Phase-field response time, τφ 3.67× 10−10 s
Step width, ω 1.00× 10−8 cm
Coupling parameter, λ 7.20 1
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(a)
(c)
(b)
(d)
Figure 3.8: Simulated ZnO top surfaces at different time point. These surfaces are colored
by φ which represents terrace height. Figures in (a), (b), (c) and (d) represent the simulated
ZnO surfaces at t = 2 × 10−4, t = 0.1, t = 0.2 and t = 4 in non-dimensional timescale
respectively.
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figure reveals how ZnO nanowire grow from the initial condition, and exhibits how spiral
forms from a step dislocation. We know that a step advances at the same speed under
certain growth condition, indicating that the linear speeds at all locations along this step
dislocation are the same in our simulation. As a result, the angular speeds at different
locations along this step would be different. The closer to the center the location is, the
higher the angle speed would be at this location. Therefore, the center proceeds faster
than the edge, and a spiral forms. (d) in this figure represents the simulated surface
when the spiral is in steady state (step width doesn’t change with time). As we can see,
compared to the big spiral in figure (c), the step width in figure (d) is much smaller.
According to our observation, spirals evolve to steady state by reducing the spacing far
from the core and homogenizing the terrace width. As we can see, at steady state (shown
in (d) of Figure 3.8), topography of the simulated ZnO top surface agrees with that of the
experimentally observed ZnO surface (shown in (b) of Figure 3.4), and terrace width in
this simulation is at the same order as experimental observation. This evidence validated
this spiral growth model and the system parameters we are using.
In (b) and (c) of Figure 3.8, we can see that the step line is not smooth, while the line
smoothens in (d) of this figure. This non-smoothness is due to simulation error with initial
time steps, and this error is washed away with time. In this case, this error has no impact
on the steady state result. We found this simulation error related to time step length. For
this particular low flow simulation shown in Figure 3.8, the time step length is chosen to
be h = 2× 10−5 in non-dimensional timescale. Choosing a smaller time step can solve this
initial time steps error.
3.3.2 Impact of higher growth rates
To better understand the spiral growth mechanism of ZnO nanowires, we investigate both
local and overall surface supersaturation (σs) profile on the ZnO nanowire top surface, and
the impact of bulk supersaturation on growth kinetics. Expecting spiral growth mechanism
to happen earlier in the experiment with higher total mass flux than the conditions shown
in Figure 3.4(b) and Figure 3.8, we choose F = 1 × 10−8mol/cm2s as the start point of
the following research.
With this condition, φ and σs profiles along the diagonal line is shown in Figure 3.9
(a). The location of this diagonal line is shown in (b) of this figure as a solid blue line.
As mentioned in Section 3.2.2, the value of φ represents the height of the crystal surface
above the initial substrate surface. In this case, the profile of φ along the diagonal line
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Figure 3.9: (a) Surface supersaturation and phase-field parameter profile along the diagonal
line across the domain when F = 1× 10−8mol/cm2s. This diagonal line is shown in (b) as
the solid blue line.
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can be viewed as a cross-sectional plot of a ZnO nanowire showing terraces shape and
height on top surface. In this profile, each flat platform represents a terrace, and the
transitions between neighboring platforms represent the steps between adjacent terraces.
As we can see, the terraces in the center are higher than those at the edge. This is a result
of spiral formation, which agrees with the surface plot in Figure 3.8 and the experimental
observation in Figure 3.4.
As illustrated by the red dash lines in Figure 3.9 (a), within each terrace, σs reaches its
peak at the terrace center and its minimum near the steps. This profile results from the
assumption that molecules can’t transfer between adjacent terraces. When a growth unit
is transported to a terrace surface, it diffuses along this terrace surface until it reaches a
step (adjacent to the higher or lower terraces). Due to this no between-terraces transfer
assumption, this growth unit incorporates with this step, and this step advances. As a
result, σs is at its lowest at the step location, and at its peak in the terrace center.
Also based on the σs profile in Figure 3.9 (a), we observe that the maximum σs at
each terrace is higher near the edge and lower near the center of the domain. In other
words, global σs is higher near the edge than in the center of a nanowire. This behavior
is a outcome of the no flux boundary condition. Since steps stop advancing at nanowire
edges, and no mass flux flows out of these edges, there is no growth unit consumption at
the edges of a nanowire. Therefore, global σs is lower at the center than at the edge of a
nanowire.
3.3.3 Scaling behavior
With this basic understanding of terrace width, and local and global σs distribution, we
perform additional computations to investigate how bulk supersaturation (represented by
total mass flux F in our simulations) impacts ZnO nanowire growth, ranging F from
F = 1× 10−9mol/cm2s− 2.5× 10−7mol/cm2s and keeping all other parameters constant.
We first study how total flux F would affect the surface supersaturation. As shown in
Figure 3.10, we plot the σs profile along the diagonal line with different F . As we can see,
higher the total flux results in higher σs. This result means that with increased F , the
number of free growth unit on the surface increased. This is an important finding. It helps
us explain certain growth kinetics which will be provided in the following paragraphs.
Before we introduce more simulation results, we would like to introduce the concept of
step velocity. Step velocity is the velocity a step advances in the direction perpendicular to
the step line. Like terrace width which was discussed in previous paragraphs, step velocity
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Figure 3.10: Surface supersaturation profiles along the diagonal line across the domain for
growth conditions with different value of total flux are plotted.
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Figure 3.11: (a) Step velocity versus the change of total flux F in linear scale. (b) Terrace
width versus the change of total flux F in log scale.
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is also an important parameter determing growth kinetics. For certain growth condition,
step velocity and steady state terrace width are both constant.
We plot step velocity and terrace width with the change of F in linear scale and log scale
respectively, and the result is shown in Figure 3.11 (a) and (b). As we can see, increased
F leads to step velocity increase and terrace width decrease. We anticipate the same
trends with the change of bulk supersaturation. These trends are as expected. As shown
in Figure 3.10, with increased F , the total free growth units on the surface increased.
As a result, the chance for a growth unit to diffuse to and incorporate with a step is
higher. Provided that step advancing is a result of incorporation with growth unit, with
the increased chance of incorporation, step advances faster, and step velocity increases. As
a consequence, the angular speed of the spiral increases, and the spiral evolves faster. In
this case, terrace width needs to be reduced further to compensate for this faster angular
speed, so it decreases.
In classic scaling theory, Cabrera and Coleman estimated that the mass flux F deter-
mines the step velocity(v∞) and terrace width (l), and v∞ increases linearly with F while
l increases linearly with F−1/3 [24]. As can be seen in Figure 3.11, our simulation results
show that:
v∞ ∼ F, (3.13)
l ∼ F−0.28. (3.14)
These results agree well with the Cabrera and Coleman estimation.
Taking a closer look at Figure 3.10, we can see that the global σs difference between
center and edge is different when the total flux changes. We discern this difference in
Figure 3.12 by plotting σs profiles under two different flow conditions, and identify the σs
center-to-edge differences (L1 in figure (a) and L2 in figure (b)) in both cases. As we can
see, L1 which is the center-to-edge σs difference when F = 1× 10−7mol/cm2s is obviously
larger than L2 which is this difference when F = 1 × 10−8mol/cm2s. As we analyzed
before, the global σs difference between domain center and edge is a result of the no flux
boundary condition and growth unit accumulation at the edge. In this case, when the total
flux F (or bulk supersaturation) increases, the growth unit accumulation increases, which
results in a higher center-to-edge σs difference.
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Figure 3.12: Comparison between surface supersaturation differences with different total
mass flux. (a) and (b) shows σs profiles along the diagonal line across the domain with
F = 1 × 10−7mol/cm2s (a) and F = 1 × 10−8mol/cm2s (b). L1 and L2 in (a) and (b)
represent global σs difference across the domain.
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Fout Fout
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FoutFout
Fout
Figure 3.13: Schematic of outward mass flux boundary condition. Fout represents the mass
flux outward from the domain
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3.3.4 Effect of edge flow boundary condition
What would the spiral growth kinetics change when there is a boundary flux out of the the
domain? In the case of possible edge transparency and edge detachment, a ZnO nanowire
surface boundary with outward mass flux from the domain could be a valid situation. In
this case, we modify our boundary conditions and add boundary flux Fout to the domain.
The direction of Fout is indicated in Figure 3.13. As we can see, Fout is in the direction
perpendicular to the boundary line and outward from the domain.
We perform a simulation with total flux F = 1 × 10−7mol/com2s and boundary flux
Fout = 1%F . We plot σs profiles along the diagonal line both with and without outward
boundary flows in Figure 3.14. As we can see, terraces width near the center of the
domain remains the same when the outward flux boundary condition is applied, while
edge terraces vanishes with this outward flux boundary condition. This boundary flux
also causes variation of local σs profile. As shown in this figure, when no flux boundary
condition is applied at the edges of the domain, the maximum σs at each terrace is higher
near the edge and lower near the center. When a small outward flux which equals to 1%
of the total flux F is applied at the boundary, the value of the σs peak near the center
of the domain remains unchanged while the peak values of σs on terraces near the edge
reduce remarkably. With this outward boundary flux, the growth unit accumulation near
the domain edge no longer exits. Instead, there’s a growth unit consumption near the
edge. When this consumption caused by outward flow becomes higher than the growth
unit consumption caused by crystal growth, the global σs near the edge becomes lower
than that near the center.
We plot φ profiles along the diagonal line both with and without outward boundary
flows in Figure 3.15. As previously mentioned, this profile of φ can be viewed as a cross-
sectional plot of a ZnO nanowire. In this case, according to Figure 3.15, the ZnO nanowire
is straight with constant nanowire thickness with no-flux boundary condition, while this
thickness decreases with time with the outward flux boundary condition. In other words,
this outward flux results in shrinking of nanowire thickness.
As we can see, a small outward boundary flux (1% of the total flux) leads to differ-
ent growth kinetics and behavior. Further investigation is required in this topic to fully
understand the impact of boundary conditions.
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No Boundary Flux
With Boundary Flux
Figure 3.14: Surface supersaturation profiles along the diagonal line across the domain
with and without outward boundary flows. Scale of x axis is nondimentionalized by domain
radius L = 30nm.
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No Boundary Flux
With Boundary Flux
Figure 3.15: φ profiles along the diagonal line across the domain with and without outward
boundary flows. This profile of φ can be viewed as a cross-sectional plot of a ZnO nanowire.
Scale of x axis is nondimentionalized by domain radius L = 30nm.
3.3.5 Island growth mechanism
As stated in Section 3.1.2, during the early stage of ZnO nanowire growth, evidence of
island growth mechanism was observed, while evidence of spiral growth mechanism was
observed towards the end when bulk supersaturation was low. We perform simulations to
exam the spiral growth mechanism in Section 3.3.1. In this section, we investigate island
growth mechanism of ZnO nanowire growth with the island growth model provided in
Section 3.2.2. As mentioned, this model couples step advancing (step growth) with growth
unit nucleation.
We first perform simulations with no flux boundary condition and with a flat surface
as the initial condition.
We study the total mass flux (bulk supersaturation) impact by simulating the nanowire
growth with different total mass fluxes by ranging F from F = 1 × 10−7mol/cm2s − 1 ×
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(a)
(b)
Figure 3.16: Simulated ZnO top surfaces with different total mass flow. These surfaces are
colored by φ which represents terrace height. Figures in (a) and (b) represent the simulated
ZnO surfaces with F = 1× 10−7mol/cm2s and F = 1× 10−6mol/cm2s respectively.
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10−6mol/cm2s. This flux range covers the total mass flux in the early stage of experiments
to the middle stage of experiments. We plot the simulated ZnO top surfaces (colored by φ)
with different F in Figure 3.16. As shown, in Figure 3.16 (a), in the middle stage of exper-
iments, when F is low, the nucleation rate is low. A few stable nuclei form on the surface,
and grow into a plane with step advancing. In other words, when bulk supersaturation is
low, the growth process is dominated by step growth. When the total flux F increases,
we observe a change of growth kinetics. As shown in Figure 3.16 (b), when F increases
to 1× 10−6mol/cm2s, which represents the high solution supersaturation condition in the
early stage of experiments, numerous stable nuclei form and we observe incomplete planes.
In this case, ZnO nanowire mainly grow by nuclei formation, and we name this growth
state as nucleation dominated. Therefore, according to the simulation results, increased
total flux (bulk supersaturation) leads to change of growth dominating factor.
Additionally, the simulated top surface morphology shown in Figure 3.16 (b) shows sim-
ilarity with experimental observation shown in Figure 3.4 (a). This agreement is consistent
with this island growth model.
We then start our simulation with a screw dislocation as the initial condition (this
initial condition was described in Figure 3.6). We perform this simulation with total mass
flux F = 1×10−7mol/cm2s, and the results are shown in Figure 3.17. This growth process
is an incorporation of growth unit nucleation, and step growth from the steps along stable
nuclei edges and the spiral line. In other words, this growth is a result of both island
growth and spiral evolvement. In this figure, we observe rough edge of steps due to the
incorporation of the growing spiral and the growing islands. Besides, by introducing island
growth mechanism, we can see that this simulated result show better agreement with
experimental observation (shown in Figure 3.4 (b)) compared to the spiral growth only
simulation.
In addition, we compare the terrace width of this result and the terrace width in the
spiral growth only simulation with the same initial condition and total mass flux. We find
that the average terrace width of these two cases are almost the same. In other words,
the addition of nucleation and island growth doesn’t affect the spiral evolvement, and the
spiral angular speed remains the same.
According to our study, by introducing island growth mechanism with the screw dis-
location initial condition, simulation results show better agreement with experimental ob-
servations. Hence, we can say that the spiral growth mechanism observed in experiments
during ZnO nanowire growth is actually an incorporation of both spiral growth and island
growth.
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Figure 3.17: Simulated ZnO top surface with a screw dislocation as initial condition with
island growth model. This surface is colored by φ.
3. Phase-Field Analysis in of Nanowire Growth Systems 107
3.4 Summary
In this chapter, we apply phase-field method based models to simulate nanowire crystal
growth and employ ZnO nanowire growth as a model system.
We first apply phase-field based spiral growth model to simulate ZnO nanowire growth
when supersaturation is low. This model predicts evolution of moving steps and shows
agreement with experimental observations. We also clarifies how bulk supersaturation
would affect the spiral growth, and our simulated results are consistent with the classic CC
estimation theory.
We observe uncertainty in boundary conditions at domain edges. A no flux boundary
condition leads to inconsistent local concentration which is higher near the domain edge
and lower near the domain center. A leaking outward flux at boundary leads to remarkable
change of concentration profile and nanowire thickness.
We then introduce nucleation to the system. This model predicts kinetic roughing and
rough spiral edges. These results show qualitative agreement with experimental data.
As we can see, these phase-field based models show qualitatively similar behaviors
compared to experimental observations. However, these models contain parameters that
are not well characterized, especially in the nucleation model. As a result, simulation
results of these models must be carefully evaluated before they can be used to quantitatively
predict actual nanowire growth.
Chapter 4
Conclusion and Discussion
In this thesis, we apply numerical models to analyze crystal growth processes in solution.
Our work in this thesis consists of two parts, each focusing on different scales of solution
crystal growth.
First, we provide a macro-scale fluid dynamics model to study solution crystal growth
systems in AFM fluid cells. This work focuses on flow and mass transfer during crystal
growth, and their impact on crystal growth conditions. A parallel, three-dimensional finite
element model is applied to compute fluid flow and mass transfer during crystal growth
in AFM fluid cells. Based on our simulation results, surface supersaturation considerably
varies over the crystal surface during AFM measurements. This is a result of flow and
diffusion limitations caused by AFM cantilever location and geometry.
Two limiting cases of solute depletion on the crystal surface are well described by rel-
atively simple analyses. Away from the AFM cantilever, surface supersaturation steadily
decreases downstream from the leading edge and this behavior is well described by classical
boundary layer theory. Under the cantilever, the crystal surface is mostly shielded from
solution flow, thus supersaturation reaches its lowest level over the entire crystal surface.
In this case, the supersaturation change is well represented by consideration of the bal-
ance between diffusion and surface incorporation, as expressed by the modified Damko¨hler
number, Da.
As we can see, if mass transfer effects are ignored, significant errors are possible in
AFM measurements of solution crystal growth, since surface supersaturation underneath
cantilever can be significantly lower than bulk supersaturation. By modeling crystal growth
during AFM measurement, we provide a method to assess these errors.
Next, we apply phase-field method based models to simulate nanowire crystal growth.
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This work focuses on micro-scale spiral step growth and island growth kinetics on crystal
surfaces during growth and on understanding the correlation between island growth and
spiral growth mechanisms. We employ ZnO nanowire growth as a model system.
We first study spiral growth mechanism. Our model predicts spiral evolution and
simulated results agree with experimental observations. We investigate how bulk supersat-
uration would impact the nanowire growth. We observe that global surface superstation
increases with the increase of bulk supersaturation. Step velocity of spiral growth increases
while terrace width decreases with the increase of bulk supersaturation. Our simulated re-
sults and correlations agree with the classic scaling theory. We then investigate boundary
conditions applied at edges of the domain. Depending on whether or not edge transparency
and edge detachment exist, either an outward leaking flow boundary condition or a no flux
boundary condition could be valid. A no flux boundary condition leads to inconsistent
local concentration. A leaking outward flux at boundary leads to considerable change of
concentration profile and nanowire thickness. Further investigation on this topic is needed
to fully understand the boundary impact.
We then introduce nucleation and island growth mechanism to the system. This model
predicts kinetic roughing and rough spiral edges, which show qualitative agreement with
experimental observation. By introducing island growth with the screw dislocation initial
condition, we reveal how spiral evolving and island growth interact and correlate.
While the phase field approach is promising in many respects, its results depend on
parameters that are difficult to evaluate for real systems. While qualitative results are
illuminating, more study will be needed for these tools to be quantitatively predictive of
actual growth systems.
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