We consider the numerical solution of diffusion problems in (0, T ) × Ω for Ω ⊂ R d and for T > 0 in dimension d ≥ 1. We use a wavelet based sparse grid space discretization with meshwidth h and order p ≥ 1, and hp discontinuous Galerkin time-discretization of order r = O(|log h|) on a geometric sequence of O(|log h|) many time steps. The linear systems in each time step are solved iteratively by O(|log h|) GMRES iterations with a wavelet preconditioner. We prove that this algorithm gives an
Introduction
The numerical solution of parabolic evolution problems by Finite Elements in a domain Ω ⊂ R d and by implicit time-stepping in the interval (0, T ) is used in numerous applications. There exists a sizeable and welldeveloped literature on the numerical analysis of discretization schemes, see [16] and the references therein. For the solution of the linear system at each time step efficient solvers are available, e.g., based on suitable multilevel schemes. Most of these developments have been focussed on problems in dimension d ≤ 3.
In some applications, however, the efficient numerical solution of parabolic problems in dimensions d > 3 is necessary. We mention here only the pricing of contracts on baskets of d assets, e.g., for an index where d can be as large as 50, and the Kolmogoroff equations for diffusions in high dimensions.
Here, the straightforward application of standard numerical schemes fails due to the so-called "curse of dimension": the number of degrees of freedom on a tensor product Finite Element mesh of width h in dimension d grows like O(h −d ) as h → 0. This observation has led to the belief that parabolic problems in dimension d larger than 3 can in effect not be solved by conventional, deterministic methods. Therefore Monte Carlo methods are used where the error decreases like O(N −1/2 ) if one uses a work of N operations. This holds for any d ≥ 1, but only in a probabilistic sense.
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In this paper we describe a Finite Element algorithm for parabolic equations in high dimensions with an error of O(N −p ) for a work of N operations. Here p is the degree of the finite elements which can be any integer ≥1. The method is based on two observations: (i) To reduce the number of degrees of freedom in high dimensions, so-called sparse tensor product Finite Element spaces are used (see, e.g. [2, 5, 7] and the references therein). Their number of degrees of freedom grows like O(h −1 |log h| d−1 ) as h → 0, instead of O(h −d ) for the full tensor product spaces. At the same time, the approximation rate in H 1 (Ω) for elements of degree p ≥ 1 and smooth functions is O(h p ), the same as for full tensor product spaces. As we show in Proposition 3.2, this result requires more regularity than H p+1 (Ω) for the approximated function, and the amount of extra regularity increases with d. In the contract pricing problem mentioned above, the initial data u 0 of the problem (the pay-off function) is usually not smooth (typically u 0 ∈ H 3/2−ε (Ω) for ε > 0). However, the solution operator E(t) of the parabolic problem is an analytic semigroup and increases the smoothness of the solution u(·, t) for t > 0. We prove that this parabolic smoothing effect suffices for optimal convergence of sparse space discretizations at T > 0 for any d, even for initial data that are just in L 2 (Ω). (ii) Even with sparse space discretization the number N L of spatial degrees of freedom is substantial if d is large. Reducing the number of time steps (and thus, the number of spatial problems to be solved) to pass from t = 0 to the final time T is therefore essential. Time analyticity of E(t) implies analytic time regularity of the solution u(t) for t > 0, but not uniformly in (0, T ). As was shown in [12] , this allows to construct hp discontinuous Galerkin (DG) time-stepping schemes with exponential convergence in the number of spatial problems.
We analyze the fully discrete method with sparse tensor product Finite Elements of degree p ≥ 1 and meshwidth h in space, and hp DG discretization in time. Because of the exponential convergence of the DG method in time it is sufficient to use O(|log h|) time intervals, and polynomial degree r = O(|log h|) in time.
We then obtain at the final time T for u(x, T ) an L 2 error of O(h θ0p+δ ) where θ 0 ∈ (0, 1] is related to the regularity of the elliptic problem in Ω, and δ = p/((p + 1)d − 1). The case that u(x, t) is smooth in x for all t > 0 corresponds to θ 0 = 1.
For each DG time step we have to solve a linear system of size (r + 1) N L . We can decouple this and obtain r + 1 linear systems of size N L . Each of these r + 1 linear systems is of the same form as for the backward Euler method, but contains complex numbers. We solve these linear systems iteratively with GMRES and a wavelet preconditioner, and show that O(|log h|) iterations are sufficient.
The resulting algorithm requires N = O(h −1 |log h| 2d+6 ) operations. In the case where u(x, t) is smooth in x for all t > 0 (corresponding to θ 0 = 1) we obtain that the L 2 error of u(x, T ) is bounded by Ch p+δ ≤ C N −p . Rather than covering the most general parabolic problems, we consider here the following model problem: in the d-dimensional unit cube Ω = (0, 1) d , we consider with constants γ > 0 and κ independent of x. We emphasize that A in (1.4) is self-adjoint only to reduce technicalities in the numerical analysis. Our algorithm works also for non self-adjoint operators A with first order terms and for time-dependent coefficients of the form c(x, t) = c 1 (x)c 2 (t), d ij (x, t) = d ij,1 (x)d ij,2 (t); first order advection terms are admissible in all our results except in one nonsmooth data error estimate, whereas time-dependent coefficients would require minor modifications in the convergence proofs. The convergence rates and the complexity of our algorithm remain essentially unchanged. Finally, it is sufficient to assume in ( and A + κ is of the form (1.4) with κ = 0 in (1.6).
The outline of the paper is as follows: in Section 2, we present an abstract parabolic framework, Section 3 is devoted to the space discretization by means of sparse tensor products of finite element spaces. Section 4 presents an hp-time stepping scheme for parabolic problems and exponential convergence results. Section 5 addresses the fully discrete approximation with hp-time stepping and sparse grids in space and the practical realization of the time-stepping scheme, in particular preconditioning and incomplete GRMES iterations for the linear systems of equations. Section 6 presents numerical results.
Abstract parabolic equations
For a variational formulation of (1.1)-(1.6) in Ω = (0, 1) d , we require Sobolev spaces. By H = L 2 (Ω) we denote the square integrable functions in Ω and by H s (Ω), s ≥ 0, the usual Sobolev-spaces; we need also V = {v ∈ H 1 (Ω): v| ∂Ω = 0}. We identify H with its dual, H = H * . Then
with dense injection and the operator A in (
and coercive because of (1.5), (1.6): there is β > 0 such that
is an isomorphism and
Then (1.1)-(1.6) is equivalent to the abstract ordinary differential equation: for t ∈ J = (0, T ),
where
The variational form of (2.5), (2.6) reads: given
Also from [6] we have that problem (2.7), (2.8) has a unique solution u(t) and
We now introduce a scale H s of Sobolev spaces adapted to the operator A in (1.4). By the spectral theorem, A admits a countable family of eigenpairs (λ k , ϕ k ), with real eigenvalues 0
accumulating only at infinity and eigenfunctions ϕ k ∈ V . We can assume that the ϕ k are orthonormal in H, i.e. (ϕ k , ϕ l ) = δ kl . We then have Parseval's equation
We now define, for s ≥ 0, the scale of spaces H s by
equipped with the norm 
We then have the following characterization of H s : Proposition 2.1.
Proof. The case s = 0 follows from Parseval's identity. The case s = 1 follows from u 2 H1 = (Au, u) and (1.3), (1.4 [16] gives that e.g.
We see that the space H 3 has an additional boundary condition Av| Γ = 0. On the other hand there may be functions v / ∈ H 3 (Ω) which satisfy Av ∈ H 1 (Ω) because of singularities in the solution at the points where the boundary is not smooth.
The regularity (2.7) of the data u 0 , g is sufficient for existence. In order to prove convergence rates for discretizations we will require slightly higher regularity, namely u 0 ∈ H ε1 and g ∈ L ∞ (J; H −1+ε2 ) with ε 1 , ε 2 > 0. The problem (1.1)-(1.3) with g = 0 admits the solution u(t) = E(t)u 0 where the evolution operator
satisfies the following estimates which can be verified directly [13] .
Space discretization

Wavelets in R
In the interval I = (0, 1), we define the mesh T given by the nodes j2 − , j = 0, . . . , 2 , with the mesh-width h = 2 − . We define V as the space of piecewise polynomials of degree p ≥ 1 on the mesh T which are in C p −1 ([0, 1]) with 1 ≤ p ≤ p and vanish at the endpoints 0, 1. We write
. . of V with the properties:
with v j = (v, ψ j ) where ψ j are the so-called dual wavelets. For v ∈ V one obtains the series
which converges in L 2 (I) and in H 1 0 (I). Moreover, there holds the norm equivalence
This projection satisfies the approximation property
The increment or detail spaces W are defined by
Examples of wavelets
We give an example for p = p 
Sparse tensor product spaces and approximation rates
In
we define the subspace V L as the tensor product of the one-dimensional spaces:
which can be written using (3.8) as
The space V L has O(2 d ) degrees of freedom and is too costly if d is large. We shall use the sparse tensor product space
On the other hand, they do have similar approximation properties as V L , provided the function to be approximated is sufficiently smooth: to characterize the smoothness we introduce the spaces H k with square integrable mixed k-th derivatives: let H 0 := L 2 (Ω), and define for integer
We then define H s for arbitrary s ≥ 0 by interpolation. For a function v ∈ L 2 (Ω) we have as a consequence of (3.3), (3.9)
We then define the sparse projection operator
We next establish some properties of the sparse grid projection
Proof. For θ = 0, we have with
We also have from the norm equivalence (3.4) that for every v ∈ H 1 0 (Ω):
Interpolation gives (3.17). 
Proof. We follow [5, Prop. 6] and [7] . We first consider the case 0 ≤ t < p + 1. In the one-dimensional case, for 0 ≤ t < p + 1, we have
Using tensor product arguments (cf. e.g. [7] ) we obtain that, for u ∈ H t and 0 ≤ t < p + 1,
As in [5] this implies, for t < p + 1 and :
as the maximum is attained at e.g. = (L + 1, 0, . . . , 0). In the case of t = p + 1 we have in the one-dimensional case instead of (3.21) only 2 t Q u ≤ C u H t (I) , and one obtains with tensor product arguments as in [5] 
Now we see that already
which shows that the convergence rate in (3.20) is sharp. For the case d = 2 see also [7] . Remark 3.5. We can express the convergence rates (3.20) in terms of the number of degrees of freedom using
It was shown in [4] for p = 1 that one can avoid this logarithmic term by using smaller spaces than V L and higher regularity of u than H p+1 .
Regularity of parabolic problems and sparse approximation rates
To characterize the approximation properties of V L we define the scale of interpolation spaces
We have
p we obtain with interpolation that
Interpolating the bound
Now let u(t) be the solution of the parabolic problem (1.1)-(1.3) with u 0 ∈ L 2 (Ω) and g = 0. To estimate the
for t 0 > 0 we use that u(t 0 ) ∈ H s for any s > 0. For a smooth domain Ω we would have
But this is in general not true for the domain Ω = (0, 1) d as the boundary is not smooth: since
Since Ω is convex we always have
Hence there always exists some θ 0 ∈ (0, 1] such that
which depends on the singularity functions for the operator A at the singular points of ∂Ω. If θ 0 < 1, we expect the reduced convergence rate h θ0p instead of h p . 
. We now assume that c e is smooth on T d . Then we may assume without loss of generality that c ≥ c 0 > 0 because of (2.13). We define the operator A −1 as the solution operator of the problem −∆u + c
Hence θ 0 = 1 in (3.25), under the assumption that c e is smooth. We can relax this assumption. Since the solution of an elliptic boundary value problem is smooth at points where the boundary is smooth we only have to assume that c e is smooth in a small neighborhood of the singular part of the boundary.
Remark 3.7. If the principal part of A is different from −∆ (even if A has constant coefficients) we can no longer expect that θ 0 = 1, and we will get a lower approximation rate O(h θ0p ). But this also happens for the full grid space V L : if the function u has only regularity u ∈ H 1+s0−ε (Ω) with s 0 < p then we obtain only the lower approximation rate
Approximation of the elliptic problem
In Ω = I d consider for the operator A in (1.4) the problem
associated with (1.1). In weak form:
The corresponding solution operator T is continuous, i.e. u = T f :
and denote by T L f = R L u the approximate solution operator. We have for 0 ≤ θ ≤ 1, using (3.24),
Now a standard duality argument gives
where w v denotes the solution of
Using (3.24) and (3.23) we obtain
Remark 3.8. For the Galerkin approximation of the elliptic problem (3.27) with a function u L in the full space V L we obtain the approximation rates u − u
The Galerkin approximation u L on the sparse grid gives the same convergence rate in the H 1 -norm as the full grid approximation. For the L 2 -error, however, we obtain for the sparse grid solution only the lower rate O( h p+δ ) compared with the full grid approximation. The reason for this is that the H 2 -regularity (3.32) of the adjoint problem only yields a rate h δ on the sparse grid but h 1 on the full grid.
Spatial semidiscretization
We semidiscretize (2.8) in space: we choose an approximation for the initial value
Then the solution u L of the spatially semidiscrete problem is defined using a Galerkin approximation in space: find u
We first consider the homogeneous equation with g(t) = 0. In the case of smooth initial data we have the following result.
Theorem 3.9. Assume that (3.25) holds with
Proof. The proof follows [16] , Theorem 3.1. We use that by (3.35)
and first consider instead of (3.36) the initial value
this causes an error contribution to (3.38) which can be estimated by
and, using (3.20) with s = 0, t = 1/d and
Interpolating between (3.40) and (3.41), we obtain
This implies
Lemma 3.4 in [16] states that
The assertion then follows from
Estimate (3.38) assumed that u 0 ∈ H (p+1)d . Note that this not only requires smoothness in the interior, but also that u 0 satisfies the compatibility u 0 = 0, Au 0 = 0, . . . , A k u 0 = 0 on ∂Ω for some integer k (see Rem. 2.2). Next we prove an error bound valid for u 0 ∈ L 2 (Ω).
Theorem 3.10. Assume that (3.25) holds with
Proof. We follow the proof of [16] , Theorem 3.2. Using (3.35) with θ = 0 and Proposition 2.3 we obtain
We define the error operators F L (t) by
where E L (t) denotes the solution operator of the semidiscrete problem with space V L . With F L (t), the Claim (3.44) may be rewritten as
We have [16] , p. 42:
Furthermore, using Theorem 3.9,
and altogether
Iteration gives, for any integer s ≥ 1,
We choose s such that δs ≥ θ 0 p + δ, and we find, using
u 0 which completes the proof.
Inhomogeneous problems
We now consider the inhomogeneous problem (2.5) with a nonzero function g(x, t).
Following [16] we obtain a result which gives the same convergence rate at time t as in Theorem 3.10 if we assume that g is sufficiently smooth in [t − ε, t]:
Proof. As in the proof Theorem 2.3 in [16] , we have,
Now we proceed as in Theorem 3.6 in [16] and write u = u 1 + u 2 + u 3 using cutoff functions so that u 2 satisfies a homogeneous problem, and u 1 , u 3 satisfy inhomogeneous problems with zero initial data with
ε. Now we use (3.52) for u 1 and Theorem 3.10 for u 2 . For the error e 3 (t) corresponding to f 3 the argument in [16] gives, with Theorem 3.10,
Time discretization
In this section we analyze the time discretization of the parabolic problem. We wish to apply our error analysis to two situations: (i) the continuous problem (2.5), (2.6) where the DG-discretization leads to a semidiscrete problem (continuous in space, discrete in time), and (ii) to the spatially discrete problem (3.37) where the time discretization leads to a fully discrete problem (see Sect. 5). In order to accommodate both cases we introduce the abstract Gelfand triple
We assume that A ∈ L(V, V * ) and Au, u ≥ α u 2 V for all u ∈ V and consider the abstract parabolic problem
with u 0 , g as in (2.7). Solutions u(t) of this problem are analytic functions of t ∈ (0, T ) if g(t) is analytic. We build therefore a high order time semi-discretization of (4.2) and prove its exponential convergence. We shall apply this time discretization to the spatially semidiscrete problem in Section 5 below.
Time regularity
The solution operator of the parabolic problem (4.2), (4.3) generates an analytic semigroup E(t), i.e. the solution u(t) becomes analytic in t for t > 0, provided the data
is an analytic function of t ∈ [0, T ] taking values in H θ for some θ > −1. We quantify the time analyticity of g by assuming from now on that there are constants C g , d g such that
The solution u(t) of (4.2), (4.3) is a mild solution (see [9] ) and can be represented as
To address the time-analyticity of u(t), we write u(t) = u 1 (t) + u 2 (t) with
By (2.15) with τ = 1 we have
and there are C, d > 0 such that for all l ∈ N 0 , t > 0 holds 9) and there are
Proof. We set V θ = H −1+2θ for 0 ≤ θ ≤ 1 and V = V 1 = H 1 in this proof to simplify notation. From (4.5) we have for l ≥ 1
and we estimate
We estimate S. By (2.15) (with θ replaced by −1 + 2θ and with τ = 1)
With (4.4), we estimate
and, using the log-convexity of the Gamma function,
For 0 < t < min{1, T }, we find that there are C, d 1 > 0 such that, for all l ≥ 0,
and Γ(l + 1)
Analogously, we get from (2.15) with l = 0, 0 ≤ θ ≤ 1, the bound
Squaring and adding the bound, the assertion follows if we replace θ by θ/2 and adjust d.
Combining (4.8) and (4.10), we get the following result. 
Discontinuous Galerkin time discretization
We discretize problem (4.2) in time. To this end let M be a partition of (0, 13) and [u] 
for all
The one-sided limits in (4.13), (4.14) are well-defined due to (2.9).
With time step k m we associate an order r m ≥ 0, and define the semidiscrete space 
The DG time-stepping scheme is given by: find U ∈ S r (M; V) such that On I = (−1, 1), define for r ≥ 0 and u ∈ C 0 (I; V) the projector Π r u ∈ P r (I; V) by
If r = 0, the first condition is void. On time interval (a, b) of length
where 
.
(4.22)
Proof. We have for all U, W ∈ S r (M; V):
Hence we get |||U − Iu|||
whence we find
which completes the proof. We estimate the approximation error
in each time step. We start with the first time step I 1 and recall that r 1 = 0. Let k = k 1 = t 1 .
Lemma 4.9. For u ∈ H θ and g(t) satisfying (4.4) for some
Proof. Recall that r 1 = 0 and that by (4.19) Π
T ,
T 1 , T 2 are estimated as in [12] ; consider T 3 : using (4.12) with l = 0 gives for 0 < θ ≤ 1
Analogously, from (4.10) with l = 0 it follows that
For the intervals I m with m ≥ 2 we have the following result. 
where γ = max{1, (1 − σ)/σ} and
Proof. We write I in place of I m and t in place of t m−1 , and α, r, s in the following calculations. Then, as in [12] ,
. By Corollary 4.3 (iii) (with s + 1 in place of s) we find, for any s > 0 and r ≥ 1, 0 ≤ θ ≤ 1:
Choosing s = αr with 0 < α < 1 and using Stirling's formula gives
(1 − α)
and the claim follows. 
Theorem 4.11. Assume that the initial value problem (4.2) is discretized using (4.17) on a geometric partition M M,σ with 0 < σ < 1 and the order vector r is linear with slope
µ > max 1, θ| ln(σ)| | ln(f γ d (α * ))| , α * = 1 + γ 2 d 2 − 1 2(u − U ) − M 2 H + u − U 2 L 2 (J;V) ≤ C 1 + α β 2 e −b √ N u 0 2 H θ + g 2 L ∞ (0,T ;H −1+θ ) (4.28) where b = cθ| ln(σ)|/ √ µ and N = dim(S r (M M,σ )
) is the number of spatial problems to be solved in the DG time discretization.
Proof. We consider only T = 1, the general case is obtained by scaling. Further, by (4.22) it suffices to bound (4.25). We apply for time step I 1 Lemma 4.9 and for time interval I m , m ≥ 2, Lemma 4.10. This gives, with
. Then f γd (α * ) = f min < 1, and, by (4.27),
from where the assertion follows on noticing that N ≤ CµM 2 as M → ∞.
In the following we discuss the convergence of three modifications of DG time-stepping. Remark 4.13. We can also achieve convergence of DG time-stepping by mesh refinement while keeping the polynomial degree r fixed. It was shown in [12] that for the regularity (4.8), (4.10) of the exact solution for some 0 < θ ≤ 1, M must be algebraically graded as follows:
We then have the algebraic convergence
where C depends on u 0 ∈ H θ , g and on r. The case r = 0 corresponds to the backward Euler scheme. 
Discretization in space and time
Fully discrete problem
We discretize the parabolic problem (2.5), (2.6) in time with a hp-discontinuous Galerkin method using a geometric mesh M M,σ . For simplicity, we choose the DG time-stepping with uniform degree vector r as in Remark 4.12. We further choose µ = 1 and a geometric time-step sequence M M,σ in (0, T ) with grading factor σ ∈ (0, 1) and M = r time steps.
The space discretization will be performed in Ω = (0, 1) d with the sparse grid subspace V L of V of mesh-width h = 2 −L , L > 0. We now define the solution U L of the fully discrete problem as follows:
Error analysis
Let us estimate the error
If we denote by u L the semidiscrete solution in (3.36), (3.37), we have
The first error term was estimated in Theorem 3.10. For the second error term we observe that the spatially semidiscrete problem (3.36), (3.37) fits into the abstract framework of Section 4:
= V * and the semidiscrete problem (3.36), (3.37) reads
We then obtain the following error estimate for the fully discrete solution U L (T ). 
Corollary 5.2. If we choose r = O(|log h|) then
Derivation of the linear system
In each of the M time steps (5.1) amounts to the solution of a linear system of size
which depends on the time step k and h and which we now derive. 
where the expression U 
the variational problem (5.9) has the following form:
where (see [18] ) If the coefficients of A depend on t, C has to be computed by numerical quadrature.
From now on we will use temporal shape functions
Decoupling
As observed in [12] the system (5.13) of size (r+1) N L can be reduced to solving r+1 linear systems of size N L : we use the Schur decomposition C = QTQ H with a unitary matrix Q and an upper triangular matrix T which has the eigenvalues λ 1 , . . . , λ r+1 of C on the diagonal. Multiplying (5.13) by Q H ⊗ I from the left gives
This system is block-upper-triangular: with w = (w 0 , . . . , w r ) we obtain the solution by solving
For each DG time step, we have to solve the r + 1 linear systems in (5.16). Each of these linear systems is of the same type as in the backward Euler method where the matrix is M + kA. Therefore an implementation of the DG method (5.1) is very similar to an implementation of the backward Euler method. If the coefficients of the operator A are independent of t, the Schur decomposition of the (r + 1) × (r + 1) matrix C needs to be computed once at the beginning of the time stepping algorithm.
Remark 5.4.
Note that the r + 1 linear systems (5.16) have to be solved sequentially. As described in [12] , there is an alternative scheme which uses the matrix Y of eigenvectors instead of Q (assuming that C is diagonalizable). This leads to a system which is block-diagonal (instead of block-upper-triangular). It can be solved by solving r + 1 linear systems of size N L × N L in parallel. However, the condition number of Y increases rapidly with r. If one solves the linear systems exactly this only causes a magnification of the round-off error and works well in practice for values r < 10. If one solves the linear system with incomplete iterations the error will be multiplied by the condition number of Y, and one has to increase the number of iterations very rapidly with increasing r to compensate. With the choice r = O(| log h|) suggested by Corollary 5.2 we would not be able to obtain an overall complexity of O(h −1 |log h| c ).
Iterative solution of linear equations
By (5.16), a time step of order r amounts to solving r + 1 linear systems with coefficient matrix
where λ is an eigenvalue of C in (5.15). We solve the equations (5.16) approximately with incomplete GMRES iteration, causing an additional error in the overall scheme which we analyze here together with the overall complexity. Throughout, we denote by · the 2-norm of a vector or a matrix and we use the notation w B := (w H Bw) 1/2 .
Eigenvalues of C
For the convergence analysis of the GMRES method we will need the following properties of the eigenvalues of the matrix C from (5.15): 
with α = 2,α = 0 and constants C 1 , C 2 > 0 independent of r. Furthermore, the matrix T of the Schur decomposition C = QTQ H satisfies
Proof. Let P r denote the space of complex-valued polynomials of degree ≤ r, let
Because of (5.12), an eigenvalue λ of the matrix C corresponds to the existence of a nonzero polynomial p ∈ P r such that
Using this with q = p and taking the real and imaginary parts gives
where we used Re(p p) = 1 2 (pp) for the real part. Using (5.21) with q(t) = (1 + t)p (t) gives
where S :=
(1 + t) pp dt. As λ = 0 ((4.17) always has a unique solution) we have that 
From (5.23) we get with the inverse inequality (e.g. [14] )
Now (5.26) and (5.22) give
Inequality (5.19) is proved in [12] . We have
using the inverse inequality and |p(−1)| ≤ C r p (see [12] ). This shows C 2 ≤ r 2 and (5.20) follows since Q is unitary . 
Preconditioning
The norm equivalence (3.4) with θ = 0 implies for every v ∈ V L of the form (3.3) with coefficient vector 
where the norm equivalences hold with constants independent of L. We now define for preconditioning the diagonal matrix S and the scaled matrix B as 
Fully discrete scheme with incomplete GMRES
The fully discrete scheme with incomplete GMRES iteration yields approximationsŨ We now use the norm 
Lemma 5.8. For u and f in (5.13) holds the stability bound
here we used only the third term on the left hand side in (5.38)).
We can also express norms of functions of x and t in terms of the coefficient vector: We have for U L m ∈ Q and the corresponding coefficient vector u
Using this the stability estimate (5.38) implies for (5.13) the bound (5.40). We apply (5.34) to the error equation and obtain that
Let T u denote the upper triangular part of T, then we have s = g − (T u ⊗ M)w. Adding the squares of estimates (5.42) together for r = 0, . . . , j gives with 
Combining these estimates with (5.43) gives
for the resulting approximationz := (Q H ⊗ I)w of z since Q is unitary. To translate this estimate to the DG setting, we consider the residual ρ m defined by
We have with
(5.45)
Incomplete GMRES iteration
We now estimate the error of the approximationsŨ 
where ζ 0 (t 0 ) := 0. With (5.39) we obtain from (5.45) for l = 1, . . . , M
We denote the right hand side of (5.39) with R and obtain with the inverse inequality
Therefore we have estimates of the form
. . from which we get by induction
We choose the number n G of GMRES steps so
Finally we choose n G large enough so that the resulting bound for
H is less than the bound in Corollary 5.2: we need n G such that
Since q = 1−cr −2α we require n G ≥ Cr 2α (|log h|+|log k|) = C |log h| 1+2α using r = O(|log h|) and |log k| ≤ Cr.
We obtain 
with C(u 0 , g) as in Corollary 5.2 and δ as in (3.34). For solutions which are smooth in x for t > 0, θ 0 = 1.
Implementation of matrix-vector products and complexity
For the iterative solution of the linear systems (5.16) with GMRES we have to compute matrix vector products with the stiffness matrix A and the mass matrix M. Note that these matrices are densely populated since most basis functions have large supports. Naive implementation would therefore yield a complexity which is at least O( N 
we first let k = 1 and iterate over all values of ( 2 , j 2 
For each of those values we transform the resulting vector in ( 1 , j 1 ) from the wavelet basis to the basis of scaling functions, apply the band matrix C (k) , and transform the result back to the wavelet basis. We then repeat this procedure with respect to the dimensions k = 2, . . . , d. The total number of operations is then bounded by Cd N L .
In this way we can implement an approximate matrix-vector product with the mass matrix M in 
Remark 5.11. We also obtain results for a fixed order r ≥ 0 and M → ∞, see Remark 4.13 (the simplest case r = 0 corresponds to the backward Euler method). Then we obtain with the algebraically graded time step sequence (4.29) instead of (5.6) the bound 
Numerical results
In order to have exact solutions at our disposal, we consider the problem u t − ∆u = 0 in Ω = (0, 1) d . We use p = 1 and the piecewise linear wavelets described in Section 3.2. All computations were performed in double precision arithmetic on a PC with 2GB RAM in MATLAB 6.1.
For this problem we have, by Remark 3.6, that θ 0 = 1. We computeŨ L (T ), the fully discrete solution with GMRES approximation at t = T . Theorem 5.9 yields a convergence rate
for r = c |log h| and n G = c |log h| 7/3 , using c, c sufficiently large and the value of α suggested by Remark 5.6.
We want to illustrate the effect of h = 2 −L−1 , the number M of time steps and the degree r of the DG method on the error of u(x, T ). Therefore we chose a large fixed value for the number n G of GMRES iterations, so that all the errors shown in the tables below were insensitive to the iteration error.
In order to compute the error
Ch 2 where Π L denotes the interpolation operator for the full grid space V L . Therefore it is sufficient to measure the error E :
is equivalent to the norm |||E||| 0 in (3.18) which uses the wavelet coefficients. In all tables we use |||E||| 0 / Π L u(T ) to measure the relative L 2 error.
Smooth solution
We choose the initial condition u 0 (x) = sin(πx 1 ) · · · sin(πx d ). Note that u 0 ∈ H s for any s > 0, and the exact solution u(x, t) = e Table 1 .
In this table the limits of the rows for r → ∞ correspond to the errors of the space-semidiscretization which were analyzed in Section 3. If we consider the column with r = 6 and compute experimental convergence rates h α we obtain α = 1.77, 1.91, 1.96, 1.98, 1.95, 6.65. In Theorem 3.10 we obtained O(h 1+1/(2d−1) ) = O(h 10/9 ) which seems to be too pessimistic. The limits of the columns for L → ∞ correspond to the errors of the time-semidiscretization which were analyzed in Section 4. The fast decay of the values in the row L = 8 for r = 0, 1, 2, 3, 4 appears to be compatible with the exponential convergence in Remark 4.14.
Theorem 5.9 considers the case where we choose r proportional to L. If we choose r = L/2 + 1 we obtain the experimental convergence rates h α with α = 1.52, 1.85, 2.06, 1.99, 1.95, 1.89, 6.72. Again, the rate O(h 10/9 ) of the theorem seems to be too pessimistic.
Solution with singularity at t = 0
We now choose the initial condition u 0 (x) = 1. Note that u 0 ∈ H θ only for θ < 
The exact solution for d > 1 is u(x, t) = v(x 1 , t) · · · v(x d , t).
Due to the boundary incompatibility u has strong boundary layers for small t, causing high spatial approximation errors (even for a full grid approximation). Because of the singularity at t = 0 a single subinterval [0, T ] for the DG method cannot give exponential convergence, and we require the geometric time mesh analyzed in Section 4. In our computations we chose the grading factor of the geometric mesh (see Def. 4.7) as σ = 1/2, and we used the same order r for all time steps, cf. Remark 4.12.
Numerical results for d = 5, 15, 20 are presented in Tables 2-4. Note that the convergence behavior with respect to L and r is the similar as in Table 1 : e.g., in Table 2 for d = 5 we obtain in the column for r = 4 the Table 5 . Results for d = 15, 20, 25 are shown in Table 6 . The experimental convergence rates are even better than the rate O(h 1+1/(2d−1) ) of (6.1). 
