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Abstract
Nowadays with a growing number of online controlling systems in the organi-
zation and also a high demand of monitoring and stats facilities that uses data
streams to log and control their subsystems, data stream mining becomes more
and more vital. Hoeffding Trees (also called Very Fast Decision Trees a.k.a.
VFDT) as a Big Data approach in dealing with the data stream for classifi-
cation and regression problems showed good performance in handling facing
challenges and making the possibility of any-time prediction. Although these
methods outperform other methods e.g. Artificial Neural Networks (ANN) and
Support Vector Regression (SVR), they suffer from high latency in adapting
with new concepts when the statistical distribution of incoming data changes.
In this article, we introduced a new algorithm that can detect and handle con-
cept drift phenomenon properly. This algorithms also benefits from fast startup
ability which helps systems to be able to predict faster than other algorithms
at the beginning of data stream arrival. We also have shown that our approach
will overperform other controversial approaches for classification and regression
tasks.
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1. Introduction
Hoeffding Trees (also called Very Fast Decision Trees a.k.a. VFDT) as a Big
Data approach in dealing with the data stream for classification and regression
problems showed good performance in handling facing challenges and making
the possibility of any-time prediction. VFDTs are one of the most famous
approaches in dealing with high-speed data streams with concept drift feature.
VFDTs overcome other methods problems such as easy to be trapped in a
local minimum (for ANN) and hard to decide proper kernel parameters and
penalty (for SVR) [1], in contrast, they suffer from high latency in learning
progress due to the existence of equally discriminative attributes. In this article,
first, we address the cause of this latency and then introduce a method to
diminish initial delay as much as possible. One of the most realistic examples
of data stream mining which illustrates the importance of this area is load
forecasting or electricity price forecasting. Load forecasting is a crucial topic for
power electricity suppliers and nowadays many data scientists are working on
developing forecasting approaches to achieve good accuracy and robustness [2],
[3] and [4]. Another good example is fault detection in industries that help them
to have a better guess of products life cycle so can achieve better maintenance
services for their critical equipment [5]. Security is another field that needs data
stream mining algorithms to maintain its reliabilities, sensor data and alarm
notifications need to be analyzed to detect smart attack scenarios in moment
[6]. In this article, we proposed a new data stream mining algorithm that not
only covers all the weak points mentioned above but also improves the overall
performance. We also uploaded our implementation for further use of other
researchers. It can be reached here 1. The main contribution of this paper are
the following:
• We proposed a novel algorithm for data stream mining proposed which
is adaptable with concept drifts and can be used for both concept drift
1https://github.com/radinhamidi/Hybrid Forest
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detection and data stream forecasting with the chance of having concept
drifts.
• We discussed mathematical aspects of our proposed algorithm by details
and proved that under certain conditions our approach works efficiently
and guarantee to yields desirable output.
• We show that our new method has low computational complexity and can
improve the prediction accuracy and over-perform some of the latest data
stream mining systems.
In this article, we first discuss the related works in section 2 and address the
issues each method faced to, then in section 3 we introduce our method which
is an effort to resolve the discussed issued. Experimental results of implemented
algorithms are available in section 4. Finally, section 5 draws the final consid-
erations and future work.
2. Related Works
CART or classification and regression tree [7] is among the most used ma-
chine learning methods because of its learning speed, accuracy, and overall per-
formance [8]. Some key features like easy knowledge visualization, robustness
and low chance of over-fit made this method preferable respect to other learning
algorithms. There are lots of implementations of this algorithm for the different
case of uses such as classification on batch data, classification on stream data,
regression on batch data and finally regression on a stream of data. In this pa-
per, we propose a new method for both regression and classification trees which
operate on data stream. Data mining on data stream faces challenges including
concept drift and inability to access to all samples at any time. Aforementioned
problems do not allow the learner to obtain overall vision on the whole set of
data that cause a lack of certainty for choosing the best feature to split data by
that. There are a couple of approaches that addressed the above issues. We will
study them and other common methods briefly in the following paragraphs.
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Very Fast Decision Tree: VFDT has been announced by Domingos et al
[9] in 2000. This algorithms has been specially designed for data streams and
uses Hoeffding inequality to guarantee the right moment for turning a leaf to
a splitting node. Consider a real-valued random variable r whose range is R
(e.g., for a probability the range is one, and for an information gain the range is
R = log c, where c is the number of classes). Suppose we have made n indepen-
dent observations of this variable and computed their mean r¯. The Hoeffding
bound states that, with the probability of 1 − δ, the true mean of the variable
is at least r¯ − ε, where:
ε =
√
R2 ln (1δ )
2n
(1)
The Hoeffding bound has a very attractive property that it is independent of
the probability distribution generating the observations [9]. The price of this
generality is that the bound is more conservative than distribution-dependent
ones (i.e., it will take more observations to reach the same δ and ε) in return
we will be able to determine the suitable amount of samples needed to start
splitting the tree and making new decisions.
Hoeffding-Based Decision Trees with Options: After introducing VFDT
algorithm an intense concentration on data stream classification has been formed.
On the original article by Domingos et al. [9], an efficient approach for choosing
appropriate feature has been introduced but after a while, another technical
problem has been shown up which is fed from the inability of Hoeffding trees
when two or more features have similar performance. In this situation, data
samples will be accumulated on leaves but, respected leaves would not tend
to split and leaf to child branches. In this particular problem, a wise solution
introduced by Ikonomovska et al. 2011 [10]. According to the main article, an
optional variable would be added to the Hoeffding tree which acts as an upper
bound for the amount of accumulated data and chooses a feature for growing
tree if samples over a specific leaf reach a threshold. However this solution may
sound completely applicable at first sight but actually suffers from the problem
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of fine-tuning due to the fact that the thresholds vary from dataset to dataset.
Also, this defined threshold may be dynamic and changes through data stream
due to concept drift or similar phenomenon.
Random Forest of Very Fast Decision Trees: Random forests can solve
data variety and fit better on samples. This attitude let to implementing ran-
dom forest of VDFTs which are a subclass of the decision trees [11]. The fact
that ensemble methods are always outperformed single algorithms is proved in
Hensen & Salamon 1990 [12]. They have uttered two condition for weak learners
which guarantees this notion. A weak learner must be:
1. Accurate: An accurate classifier is one that has an error rate of better
than random guessing on new data values.
2. Diverse: Two classifiers are diverse if they make a different error on new
data points
Eraly Drift Detection Method: EDDM which is introduced by Baena el al.
[13] is a stochastic based approach for drift detection. In this approach, system
uses two thresholds to detect abrupt and gradual concept drifts. These thresh-
olds leverage from famous three sigma rule that guarantees almost all of the
distributed samples are not far from the mean point more than three times of
standard deviation value. But this criterion lays on an important assumption:
samples follow Gaussian distribution. As we know it is not mandatory for a
data stream to follow a certain type of statistical distribution and also we may
not aware or its distribution characteristics at all. Therefore, this approach may
face poor performance for a range of datasets.
Support Vector Machine Approaches: Using a SVM as a solution for data
stream mining is discussed in various articles including [14] and [15]. Despite
different proposed solutions to achieving an acceptable result, it can be seen
that all of the approaches need kernel parameters to be set and other settings
get done before starting. These pre-processing configurations make SVM/SVR
approaches vulnerable to concept drifts.
Neural Network Approaches: Neural Networks is one of the favorite solu-
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tions for sequential data mining. Recurrent neural networks and LSTMs are
common approaches for sequential data mining. However, data streams are
slightly different in their definition from sequential data, but these neural struc-
tures sometimes will be used as a solution [16] [17]. The most important problem
with these solutions is their famous weak point about the local minima. That
behavior makes them not suitable for cases with concept drifts or situations that
we know our problem is non-convex.
In the rest of the paper, we discuss about our proposed approach and report
the results of implementing random forest of VFDT and then introduce a brand
new method for combining trees which not only improves the overall accuracy
but also has significant effect on converge speed of single VFDT that can be
an alternative solution beside Hoeffding trees with options that has its own
difficulties and cons.
3. Hybrid Forest of Very Fast Decision Trees
As we discussed in related work section, an ensemble approach will always
outperform single learning method under a certain condition, therefore, we
started developing a random forest system consisting of Hoeffding trees and
checked the results on famous datasets which are mentioned in dataset part in
section 5 (Experimental Result). We used the VFML [18] engine as our main
core for the regression task and a self-developed version for the classification
task. The overall structure of the proposal system is shown in Figure 1.
As can be seen in Figure 1, the first version of random forest consist of
3 stages. First, the algorithm uses created data frame to obtain the number
of features then generates weak learners. Each weak learner includes
√
(ft)
features, where ft is length of our feature vector in data set. After generating
weak learners, they will be sent to pool stage where algorithm ought to run all
the given learners simultaneously and the result will be harvested after each
data arrival and will be sent to combine stage where a judge rule will compute
the final guess according to the evaluation type.
6
Figure 1: Structure of the random forest algorithm containing bag of weak learners.
3.1. Procedure
After investigating random forest of VFDT we noticed a significant im-
provement in forecasting at the beginning of the data stream arrival. This
phenomenon is the side effect of using weak learners as judgment for classifica-
tion\regression. In fact, by using the learner with less attribute than the main
tree, the robustness of learners against variance of incoming data has decreased
which cause learners to split data gathered at leaves quicker in compare to the
complete tree, therefore, using random forest lead to having less error at the
beginning. As a result, by asking those with less access to the whole feature
set and using techniques like majority vote we can increase the speed of data
mining at the arrival of a new data stream or occurrence of a new data distri-
bution. This means we can improve mining speed at start-up and after each
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concept drift. This improvement unfortunately, has a side effect that needs to
be handled and will be discussed in the rest. Although adding more weak learn-
ers seems a solution for certain problems that have already mentioned, using
ensemble method cannot yields to an acceptable result in compare with VFDT
or other methods all the time. By arriving more samples, the complete tree
slightly achieves better performance than ensemble version. That can be result
of lack of adequate information for weak learners or constraint on depth of their
trees due to feature vector size.
Considering above observations about random forest decision trees we de-
signed a new random forest under the name Hybrid Forest which includes a
complete Hoeffding Tree as the main learner and a bunch of weak learners to
improve forecasting in needed moments. The resulting structure of the system
is shown in Figure 2.
As it can be seen in Figure 2 there is a major difference between our pro-
posed algorithm and random forest one that brought in Figure 1. First, at the
preprocessing stage, weak learners will be generated similar to the way they
have been generated in the discussed method in figure 1. Second, the bag of
weak learners and one full learner which has all the given attributes in itself will
be sent to the pool step where algorithm ought to run all the given learners si-
multaneously and the result will be harvested after each data arrival and will be
sent to combine stage where a judge rule will compute the final guess according
to the weak learners impact controller unit and also evaluation type. Due to the
fact that the weak learners have not complete vision on the whole concept of
dataset involving them in the mining of data stream in rest of the process effects
on the accuracy of the system and reduce the overall performance. We solved
this problem in ”Weak Learner Impact Controller” part in combine stage. In
this unit, we determine how weak learners should affect the final decision. The
proposed unit is using a threshold that will decide whether performs ensemble
method or use the main tree solely. This approach is explained separately in
subsection 3.3.
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Figure 2: Final version of proposed algorithm containing one full learner and bag of weak
learners.
3.2. Efficient Number Of Weak Learners For Optimizing The Algorithm
Replacing Single VFDT with an ensemble version of it can cause more use
of both memory and computation resource of the machine which we name it
computation cost here. In order to minimize the computation cost, it’s needed
to determine the efficient state for the proposed algorithm. We will show that
under certain constraints for our random forest creation we can guarantee that
our random forest members contain all the features at least once and therefore,
our desired phenomenon of concept drift detection by weak learners will show
up consequently. Here are defined constraints of our problem:
1. For each attribute, there must be at least on weak learner among the
group of weak learners that has it inside its bag of features.
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2. For convenience, we assumed that the number of features for each weak
learner derive from thumb rule in Equation 2.
fwl =
√
ftotal (2)
Where fwl is the size of feature vectors for each weak learner and ftotal is
the size of a complete feature vector of our system.
Therefore, if we shoe probability of not being chosen by none of the weak
learners by P , then we can calculate P as follows:
p =
(√
n
0
)
(
1
n
)0(
n− 1
n
)
√
n (3)
Where n is size of feature vector for data stream. Above equation can be
simplified and be written as:
p = (
n− 1
n
)
√
n (4)
Now that we calculated the probability of not being chosen at all, we can calcu-
late the probability of being chosen at least once by simply subtracting it from
1. So the probability of a feature to be chosen at least once will be:
q = 1− p (5)
Where q is representation of probability of a feature to be chosen at least once.
Since procedure of random forest creation consist of repetitive selection of fea-
tures for each weak learner we must consider number of total selection times in
our calculation. Let take m as number of total weak learners and n size of the
original feature vector, then the probability of not being shown up ever during
whole process of feature selection would be:(√
m
0
)
(q)0(p)m = pm (6)
p not observed = (
n− 1
n
)m
√
n (7)
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Therefore, as the Equation 7 utters, the probability of not being chosen even
once in m times random with replacement selection of features for weak learners
is equal to (n−1n )
m
√
n. Now we can select the desired size of our random forest
according to n which is the size of the original feature vector and calculated
probability of presentation of each feature at least once. For better intuition of
the current equation, it’s better to subtract the probability from one to obtain
the probability of being seen at least once since it’s our final desired value. The
final form of the desired variable for our work is shown in Equation 8.
Pconfidence = 1− (n− 1
n
)m
√
n (8)
For better inference, our proposed confidence equation is calculated for a set
of the feature vector with a different number of weak learners and rendered in
Figure 3. This curve can be handy for learners community size selection and
saves the time.
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(a) Confidence for different number of features and weak learners.
(b) 3D representation of confidence for different number of features and weak learners.
Figure 3: We can see how the number of weak learners and size of feature vector can influence
the probability.
It is clear that by increasing m which is the number of weak learners, the
confidence will approach to its maximum value that is one and by decreasing
the size of the feature vector our confidence will grow faster that means needs
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less number of weak learners so dimensionality reduction and removing redun-
dant features may cause better performance significantly. Furthermore, we can
clearly see that confidence grow nonlinear, thus even systems with low com-
putational capabilities can benefit from the algorithm by adding a few weak
learners.
3.3. Weak Learners Impact Controller
As we discussed above, we need a system to decide how weak learner affect
the decision-making process. This algorithm is proposed in ”Weak Learner
Impact Controller” which is shown in Figure 2. The decision making algorithm
uses a window to accumulate the last kwindow size results from each weak learner
and if more than dhybrid impact of the window has accumulated with correct
results then we use the majority vote for decision making else we just use the
main tree. The mentioned algorithm is brought in algorithm 1. Please notice
that variables that are written in uppercase refer to arrays. Xwl is the array
of outputs for weak learners, xt is the output of the main Hoeffding tree, W is
the window that stores performance of past decisions. The window array (W )
is a FIFO buffer that stores kwindow size last performance and with every new
sample arrival, the oldest record will be deleted and a new record will be added
to the end of the buffer.
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Algorithm 1: Hybrid impact controller
Result: Determined Class or Forecasted Value
Input : Xwl , xt, W , dhybrid impact, kwindow size, YActual
Output: YPredicted
1 window is filled with ones initially
2 foreach incoming sample do
/* Deciding */
3 if Sum(W ) >(dhybrid impact × kwindow size) then
4 YPredicted = MajorVote(Xwl , xt)
5 else
6 YPredicted = xt
/* Updating */
7 if YPredicted == YActual then
8 W ← 1
9 else
10 W ← 0
11 end
3.4. Concept Drift Detection
Now that we have a log of past performance of weak learners and complete
Hoeffding tree, we can do concept drift detection task. Concept drift detection
can be done by comparing the performance of single Hoeffding tree with weak
learners through the window and if for a repeated number of times weak learners
work correctly while single complete tree returns the wrong answer we can realize
that a concept drift has happened. This approach has benefits in comparison
to other controversial methods. First, this approach does not follow any preset
criterion like a specific probability distribution. Also, this method is sensitive
to both gradual and abrupt concept drift and can be used for both purposes.
Finally, this method does not need any further variable to be stored and previous
variables that are used in the algorithm are enough for this task to be done.
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4. Experimental Results
In this section, we examine our method based on famous and trusted datasets
that are used in related works and try to clarify how much the impact will be
if our proposed algorithm is used.
4.1. Data Set
Due to the fact that best illustration will be achieved when we check any-time
accuracy and converge speed on the same datasets that are used on previous
methods, we have tested our algorithm on two benchmark datasets (wind and
abalone) from different famous dataset repositories, the UCI Machine Learning
Repository (Frank & Asuncion, 2010) [19] and the Delve Repository. For the
classification task evaluation, we selected a dataset with high feature vector di-
mension for better intuition. As it’s discussed in subsection 3.2 number of weak
learners is directly related to the feature vector dimension. Waveform dataset
from UCI Machine Learning Repository[19] with 21 features and 3 classes is
selected for the classification task.
4.2. Classification Results and Discussion
In this section, we will discuss the results of the proposed algorithm and
will analyze its performance. Hybrid forest implementation can be found on
its Github 1 page. The result of repeated runs on waveform dataset for three
different methods including the proposed model can be found in Table 1. These
results are reported after running algorithms for 20 times repeatedly.
Table 1
Accuracy of different methods for dhybrid impact = 0.2 and kwindow size = 15
Data Set Method Accuracy Standard Deviation
Waveform
VFDT 72.5% 0.0
Random Forest 76.3% 1.57
Hybrid Forest 77.73% 1.19
1https://github.com/radinhamidi/Hybrid Forest
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As it can be seen in Figure 4, hybrid forest over-perform both random for-
est and VFDT. The result is brought from a different configuration for better
inference. Rest of the plots can be found in its repository page.
(a) Fix window size = 15 (b) Fix window size = 100
(c) Fix hybrid impact = 0.6 (d) Fix hybrid impact = 0.2
Figure 4: Comparison of Accuracy between single Hoeffding tree, Hybrid forest and random
forest for different configurations.
4.3. Windows Size and Hybrid Impact Analysis
However fine-tuning can help algorithms to have better performance for each
situation, they are annoying and sometimes will be considered as a negative
point for an approach. In hybrid forest approach, dhybrid impact and kwindow size
are two parameters that should be set before the start. In this section, we will
discuss the usage of these two variables and suggest an estimation thumb rule
for those users who want to use the hybrid forest. Starting with kwindow size, this
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parameter represents that memory that algorithm uses to determine whether if
it is useful to weak learners result or not. Each data stream has its own frequency
and sample input rate and this rate is part of its instinct characteristics. This
fact is the main cause of using kwindow size, to get more adapted with a different
data stream. As a result, we could find out our proper window size just by
checking the problem’s characteristics. The other parameter, dhybrid impact is the
one and only control that represents the trade-off between pure random forest
approach and single complete tree approach. Typically a user can determine
proper value by checking the feature vector richness and efficiency. Problems
with more features should rely more on the ensemble aspect of the hybrid forest,
therefore, dhybrid impact should be close to zero. In contrast, if the problem
suffers from lack of features dhybrid impact should be close to the one to achieve
desirable results. As it is shown in Figure 5, different values for the proposed
algorithm can yield different performance. For a better understanding of how
these parameters affect the result, we brought some results in Figure 5. Please
note that all the experiments here are the mean value of 20 separate tests. Rest
of the plots can be found in its repository page.
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(a) Fix window size = 15 (b) Fix window size = 100
(c) Fix hybrid impact = 0.6 (d) Fix hybrid impact = 0.2
Figure 5: Comparison of accuracy between single Hoeffding tree and Hybrid forest for different
configurations.
4.4. Concept Drift
This section represents experimental results of concept drift detection solu-
tion that were introduced in subsection 3.4. For a better comparison over all
methods, we compared the result of concept drift detection and recovery after
that on four different approaches: CVFDT, CVFDT with options, EDDM-
VFDT, and Hybrid Forest. As it is shown in Figure 6, we can see that the
proposed algorithm can better handle the concept drift and lose less accuracy.
That is because, when the main tree falls in wrong track of stream and cannot
follow that correctly, the weak learners will start alarming and switch output
values from a single tree to the ensemble mode.
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Figure 6: Concept drift detection and recovery comparison
4.5. Regression Results And Discussion
While the Hybrid Forest algorithm starts to converge to real values very
fast, the original Hoeffding tree cannot follow the changes correctly and causes
a severe error at start-up. To demonstrate how effective using hybrid method
could be we brought the results of forecasting in mean accuracy format for
both datasets in Table 2. The results show how many samples are needed by
mentioned algorithms to reach the 90% accuracy and keep track of the input
data stream.
Table 2
Speed Of convergence at start-up for different algorithms
Number of Samples
Abalone
Single VFRT 1042
Random Forest VFRT 185
Hybrid Forest VFRT 185
Wind
Single VFRT 1073
Random Forest VFRT 200
Hybrid Forest VFRT 712
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As you can see Hybrid forest reaches the accuracy of 90% faster than single
VFRT. Both the Random Forest and Hybrid Forest act better than Single Tree.
However, the Random Forest shows good performance in the beginning but it
suffers from the high standard deviation in accuracy in long-term scope. Fol-
lowing figures show major improvement in forecasting at the beginning of the
flow of the data stream.
Figure 7: Converging comparison on abalone data set.
As is shown in Figure 7, Hybrid tree method starts converging faster than
single Hoeffding regression tree. This behavior of the hybrid tree is because of
an intrinsic feature of weak learners that grow faster than a complete tree and
make it possible to estimate at the very beginning of data flow.
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Figure 8: Converging comparison on wind data set.
Also Figure 8 shows the same behavior of the proposed system on the differ-
ent dataset. Its good to know that for convenience in compare we downsampled
the estimation results with 1:200 ratio.
(a) abalone dataset (b) wind dataset
Figure 9: Comparison of accuracy between single Hoeffding regression tree, random forest of
it and our proposed method called Hybrid Forest.
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As shown above, Figure 9 compares the accuracy of our method versus a
single VFRT and also random forest of VFRT. As it can be seen both hybrid and
random forest methods which are ensemble approaches outperform the single
tree one. In contrast, hybrid forest uses less memory than a random forest since
needs less weak learners. To wrap these results up we can conclude that with
consuming a few more memory than single tree we can achieve a fast start-up
for our regression task without losing concept by using a complete learner in
our ensemble method.
4.6. Memory Analysis
In Table 3 you can find the memory usage of each method separately.
Table 3
Memory usage table.
Memory Usage in (MB)
Abalone
Single VFRT 0.36
Random Forest VFRT 9
Hybrid Forest VFRT 9.36
Wind
Single VFRT 1.23
Random Forest VFRT 30.75
Hybrid Forest VFRT 31.98
As the Table 3 shows the difference of memory needed for implementing the
method is reasonable and also reachable in most of today practical machines.
Note: Random forest and hybrid model are both contain 100 weak learners at
the time logs are captured for Table 3. Thus, memory usage may vary from
case to case.
5. Conclusions
This paper proposes a new method for classification and regression tasks
on data streams based on Hoeffding Trees. Slow convergence at the beginning
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of data flow and concept drift is the most common issues with these trees.
We proposed an ensemble algorithm and that can help to fix the addressed
issues. This will also improve the accuracy in general. We also investigated
the characteristics of our algorithm theoretically and discussed the behavior
of each variable solely. Beside mentioned advantages, the introduced method
does not take eye-catching computational resource in comparison to previous
methods and they can shift to the proposed algorithm easily. For future work,
other hybrid controller approaches can be researched to achieve a more accurate
algorithm.
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