Introduction
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literature, being typically focused on the study of systems with a unique equilibrium point for all the subsystems. Among very few results considering multiple equilibria are [19, 20] .
To the best of our knowledge, there is no work that applies these stability analysis techniques to study the effects of co-simulation in hybrid systems. Stability for co-simulation of original systems which are described by differential equations has been studied in [5, 11, 23, 1] .
We contribute with a method for analyzing the stability of hybrid co-simulation scenarios and an algorithm to approximate the safe range of communication frequency between tools. To this end, we apply the stability results in [4] to a hybrid automaton representation of the co-simulation with multiple equilibria. The modeling of the co-simulation algorithm as a hybrid automaton -in a deterministic and non-deterministic versions -will be also one of the main contributions of our work. We use the hybrid-automaton modeling framework of hybrid systems (see, e.g., [18, 17] ).
The next section gives a brief introduction to hybrid automata, and describes the family of hybrid systems that our contribution applies to and how their stability can be studied. Sections 3 and 4 describe our contribution. Finally, in Section 5 we discuss the limitations of our approach and opportunities for future work. where: -Q = {q 1 , q 2 , . . .} is a finite set of modes. -E ⊆ Q × Q is a finite set of edges called transitions. -X ⊆ R n is the continuous state space, for some natural n. -Dom ⊆ Q → 2 X is the mode domain. -F = f q i (x) : q i ∈ Q is a collection of time-invariant vector fields such that each f q i (x) is Lipschitz continuous on Dom(q i ) in order to ensure that in each q i the solution exists and is unique for a given initial state. -Init ⊆ Q × X is a set of initial states. -G : E → 2 X defines a guard set for each transition. -R : E × X → 2 X specifies how the continuous state is reset at each transition.
Hybrid Systems
Intuitively, at any point in time t, H is in a mode q i ∈ Q, with a continuous state x(t). The continuous state evolves according to the Ordinary Differential Equation (ODE)ẋ(t) = f q i (x(t)) associated with mode q i . H is allowed to stay in mode q i as long as x(t) ∈ Dom(q i ) holds. H may switch to mode q j if (q i , q j ) ∈ E and x(t) ∈ G((q i , q j )). When such a mode switch happens at time t s , the continuous state is reset to a new continuous state given by R((q i , q j ), x(t s )). The new state will be the initial state for the new mode ODEẋ(t) = f q j (x(t)). Note that, for a given unique initial state, the behavior can still be non-deterministic.
It is common to represent a hybrid automaton as a directed graph with nodes depicting each mode, and edges depicting the transitions. The dynamics associated with each mode are represented inside the respective node, and the guards and reset map of each transition are represented near the edge corresponding to that transition. The guard are represented with conditions and the reset with assignments of the form x := . . .. When the state is not changed at the transition, that is x := x, we omit the assignment. We will often eliminate the time when writing the continuous state x for the sake of simplicity in the notation. Example 1. Consider a system where a cart is connected to a spring/damper and a cord, illustrated in Figure 1 . The cord is connected to an actuator that stretches it whenever the cart crosses is to the left of the sensor, and loosens it when the cart is to the right of the sensor. The system is modeled as:
Mode 1 refers to the cord stretched and mode 2 to the cord loose, and: l < 0 is the sensor position, m is the mass of the cart, x ∈ R 2 is the continuous state 
Bi-modal Hybrid Automaton
We restrict our study to bi-modal hybrid automata defined as follows.
Definition 2. A bi-modal hybrid automaton is represented as:
with a given initial state x(t 0 ) = x 0 . The initial mode is inferred from x 0 . The sets X 1 and X 2 define the invariant set of each mode and the dot denotes the time derivative. Throughout this paper, we make the following assumptions: 1. the switching surface S = {x ∈ R n : g(x) = 0} is a smooth hyper surface in R n ; 2. the system has at most a single equilibrium point at the origin x eq =0 ∈ R n per mode, not at the switching surface (g(x eq ) = 0); 3. the system trajectory does not enter a sliding motion on S ; 4. the continuous state is kept the same across mode transitions (x := x). The cart system, defined in 1, is an example of a bi-modal hybrid automaton. It has one equilibrium point per mode, at the origin.
In general, a solution of System (2) has two components: a continuous state evolution x(t) in R n , and a piecewise constant function of time σ (t) ∈ {1, 2}, called switching sequence. At any time t,ẋ(t) is given by f σ (t) (x(t)).
For mode q i ∈ {1, 2}, we denote the sequence of times at which mode q i is switched on as t q i ,k witht q i ,k ≤t q i ,k+1 , and the set at which q i is switched off as t q i ,k with t q i ,k ≤ t q i ,k+1 . For example, if the system starts in mode q i = 1, then t 1,1 = 0 ∈ t 1,k . Note thatt q i ,k ≤ t q i ,k is always the case, so t q i ,k , t q i ,k represents the interval during which the system is in mode q i for the k-th time. Figure 2 shows an example. To link these definitions with System (2), note that ∀t ∈ t 1,k , t 1,k =⇒ g(x(t)) ≤ 0.
Stability
We use the term stability to refer to the fact that any solution to System (2), starting arbitrarily close to x eq =0, will remain close to it as time advances [13] .
Definition 3. Given any ε > 0, the equilibrium point0 is stable if and only if one can always find a δ (ε) > 0, such that,
The equilibrium point is asymptotically stable if it is stable and lim t→∞ x(t) =0.
We will often assume that the initial conditions of System (2) belong to a known domain X 0 , thereby relaxing the condition ε > 0 to have an upper bound. It is only within this domain of initial conditions that we are interested in studying the stability of x eq .
The trajectory of System (1), plotted in Figure 2 , suggests that the equilibrium point0 is stable. To formally prove this, we can formulate the stability property in terms of the energy of the system in each mode, and consider each mode separately.
Any trajectory starting in mode 2 (with the cord loose) has a certain level of energy given by the kinetic and elastic potential energy of the cart. This energy dictates how far to the right the cart can go, say b. Within that mode, there is no external source of energy and, if the damping coefficient d s is positive, the cart looses energy (kinetic) over time. Two cases are possible: the cart stops, or moves to the left of the sensor. The first case means that the energy level reached 0. For the second case, ignore what happens to the cart beyond the sensor position. If it comes back to the right of the sensor position with the same or less energy than what it had initially, then it is not possible that it will move beyond b. In fact, if d s > 0 then it will move less and less to the right, as it re-enters mode 2, eventually coming to a rest.
If the above argument applies to mode 1 as well, then0 is stable. And if one of the damping coefficients is positive, then it is asymptotically stable. This is essentially the result described in [4] , applied to the cart example.
Without loss of generality, we will always assume that the stability analysis is made for the equilibrium point in mode 1. We now enumerate the formal conditions that need to be met to show the stability of the equilibrium point of System (2).
Suppose we have two continuous differentiable energy functions V 1 (x) and V 2 (x), and let Σ be a given set of possible switching sequences for solutions of System (2). If for each switching sequence σ (t) ∈ Σ , the following conditions are satisfied, Condition 1.
wheret 1,k ,t 1,k+1 are two consecutive switch-on instants and q i ∈ {1, 2}, then the equilibrium point at the origin of System (2) is stable.
In addition, if the following condition is satisfied, Condition 5.V q (x) < 0, for all x ∈ X q \ 0 ; then the equilibrium point at the origin is asymptotically stable.
It is important to note that, in proving Condition 4, only the trajectories that re-enter mode q i are of interest. For example, in System (1), not all trajectories starting in mode 1, will re-enter mode 1 after being in mode 2. Below a given level of energy, the cart cannot move to the sensor, and will thus stay in mode 2.
To relate these formal conditions with the intuitive argument given above, note that V q i (x) is the energy level when the cart is in state x, and thatV q i (x) ≤ 0 means that the energy is decreasing along the state trajectory, becauseV q i (x) = ∂V q i ∂ xẋ . Hence, as long as the cart is obeying the dynamics associated with mode q i , its energy does not increase.
To exemplify the application of these conditions, we show the stability of the zero equilibrium point of the cart, in mode 2, using the energy functions:
Conditions 1-3 are easy to satisfy, so we prove Condition 4 for mode q i = 1 only. For mode 2 the proof is analogous.
Let x(t 1,k ) be the state at the k-th switch on instant of mode 1 (stretched cord). Then we know that
Similarly, over the next intervalt 2,k ≤ t ≤ t 2,k , x 1 (t) ≤ l while in mode 2, we havė
, we have:
The next section shows how the co-simulation of a stable System (2) can yield unstable trajectories, and the steps that can be taken to prevent so.
Hybrid Co-simulation
Co-simulation can be seen as a relaxation of the coupling constraints of a decoupled hybrid system, introduced by the need for a finite frequency of communication between simulators. A particular realization of System (2) can be made with two coupled sub-systems: a software controller, and a plant. During a simulation, the controller reads the state x(t i ) of the plant at a designated communication time t i , and outputs σ (t i ) ∈ {1, 2} which decides the mode that the plant should be in, until the next communication time t i + H, with H > 0 denoting the communication time step. Figure 3 shows an example where the controller decides to change mode at time t i because the plant state is above the g(x) surface. This co-simulation approach, often denoted as Jacobi [10] , fits most co-simulation scenarios that include software controllers and continuous sub-systems, with a fixed communication step size H.
Due to the fact that the two simulators do not communicate in between communication points, there is a variable delay in the reaction of the controller. As illustrated in Figure 3 , the plant has crossed the switching surface at time t c , before the controller detects that change, at time t i . This is known as the state event location, or zero crossing detection, problem [27] . We assume that the simulators do not know the exact moment that the plant crosses the surface. This is a reasonable assumption since employing state event location techniques in co-simulation is technically demanding (e.g., it requires the modification of existing simulation tools), has a performance penalty, and there is no standardized interface to communicating switching surfaces between simulators yet (e.g., see [2, 7] for proposals).
Fortunately, as we show here, it is possible to select an appropriate communication step size H, that ensures that the co-simulation preserves the stability properties of the original system. To achieve this, we follow an approach that has also been followed for the study of numerical techniques in general simulation (see, e.g., [6] ): we model the co-simulation of the original system as a dynamical system. Figure 4 compares a trajectory approximated by the co-simulation algorithm illustrated in Figure 3 , with the analytical solution of System (1) (position and mode). The communication step size is H = 0.05s and all other parameters are as in Figure 2 . While the original trajectory is asymptotically stable, the cosimulation is not. The co-simulation keeps alternating between mode 1 and mode 2 while the original trajectory settles in mode 2 after about 33 seconds. For a H = 0.001s, the co-simulation at the origin seems to be asymptotically stable, as Figure 5 suggests. These experimental results hint that H plays an important role in making sure that the co-simulation has the same qualitative behavior as the original system it is intended to represent. Our research questions follows: for a given original system, with a given range of valid initial conditions, what is the safe range of communication step sizes that ensures that the co-simulation preserves the stability properties of the original system?
Stability Analysis
In order to study the stability of the co-simulation of an original system, we want to apply Conditions 1-4. For that, we need a hybrid automaton that represents the co-simulation algorithm applied to the original system.
Consider the co-simulation algorithm in Figure 3 . When there is no mode switch, the reaction delay does not affect the trajectory of the plant, since the plant will anyhow assume the most recently communicated mode. It is only when the plant crosses the switching surface, that the controller reaction delay can affect the co-simulation trajectory. For example, in the figure, the reaction delay at t i is t i − t c . Obviously, the reaction delay is bounded by H, as shown at t i + H in the figure. The distance travelled by the plant before the controller reacts is also finite and depends on the reaction delay.
Therefore, in any co-simulation of a bi-modal system, a mode switch can happen anywhere in time between the moment that the plant crosses the switching surface (zero reaction delay), and at most H units of time after the plant crossed the surface. We can build a non-deterministic automaton that captures this behavior.
Non-deterministic hybrid model of co-simulation
To build such hybrid automaton, we take the original system mode invariants (x ∈ X 1 and x ∈ X 2 ) in Equation (2), and define new relaxed mode invariants, as functions of H, that capture the worst case reaction delay in each mode. Definition 4. For a given original invariant set X q i with q i ∈ {1, 2}, the cosimulation and the communication step size H induce a relaxed mode invariant setX q i , defined as the reachable set [16] in H units, starting in X q i :
Note that lim H→0X (H) q i = X q i , as expected. We will drop (H) from the notation and just writeX q i from now on. Definition 5. Using the relaxed invariant sets of Definition 4, the non-deterministic hybrid automaton that models the co-simulation is defined as:
Due to the non-determinism of hybrid automata, the state x(t q i ,k ) at switch-on instantt q i ,k of mode q i can be anywhere in the regionX q j \ X q j , with q j = q i being the other state. The region D q j =X q j \ X q j will be called the danger zone of q j . Definition 6. The danger zone of each mode is defined as:
For H = 0, the danger zone D q i coincides with the switching surface of the original system. Furthermore, by definition,
Definition 6 allows us to approximate D q i , for a given H, by solving simultaneously a set of ordinary differential equations, whose initial value is a point in the switching surface. Continuity ensures that this set can be approximated with arbitrary accuracy. However, D q i is unbounded if the set of points in the surface (solutions to g(x) = 0) is unbounded. In that case, we construct D q i for a bounded set of points, that make sense in the physics of the original system. For example, in the cart system, the set of solutions to the surface equation x 1 − l = 0 is unbounded (all speeds at the sensor position are possible), but it is reasonable to assume that |x 2 | < 100.
Stability analysis
We are interested in studying the stability of System (5), assuming that the original system is stable (or asymptotically stable). We therefore assume that the energy functions V 1 and V 2 are given, so we do not need to build new ones for the co-simulation hybrid automaton. With these, we essentially restrict H until any solution to System (5) satisfies each of the Conditions 1-4.
Condition 1 needs to be satisfied for all x ∈X q i \ 0 . However, it suffices to show it for all x ∈ D q i \ 0 . This can be done operationally by iteratively approximating the danger zone D q i (H) for increasingly large values of H, as long as:
Condition 2 is always satisfied by the co-simulation. Condition 3 is checked by the same procedure as Condition 1: approximate the danger zone D q i for increasingly large values of H, as long as:
To find the largest H value that proves Condition 4, we must understand how the co-simulation influences the energy of the system. Without loss of generality, we focus on studying the condition for mode q i = 1. The analysis for mode 2 follows the same steps. Figure 6 sketches the case where H = 0, that is, where the co-simulation behaves exactly as the original system, which satisfies the condition by assumption. In the figure, the notation V q i ,k = V q i (x(t q i ,k )). The trajectory shown in grey violates the condition. For H = ε > 0, the point x(t 1,k ) ∈ D 2 , and x(t) crosses the switching surface at some time t c 1 ≤t 1,k , before switching from mode 2 to mode 1. Following the definition of System (5), x(t) obeys:
where x(t c 1 ) is any given value that satisfies g(x(t c 1 )) = 0. The valuet 1,k is uncertain, but bounded by t c 1 + H. It can be the case that t 1,k > t c 1 and V 1 (x(t c 1 )) < V 1 (x(t 1,k )), which means that the co-simulation, due to a switch that is delayed byt 1,k − t c 1 units of time, can introduce extra energy into the system, compared to the original system. However, the energy change caused by the co-simulation is always finite, as the functions f 1 , f 2 are known to be continuous; further, it is known that, as H approaches zero, and the cosimulation approaches the behaviour of the original system, the change in energy also approaches zero.
In the following paragraphs, to facilitate the explanation, we assume that
In other words, V 1 is minimal under the dynamics of mode 2 at the switching surface, maximal away from the surface after H units of time, and the co-simulation has made the switch to mode 1 at the surface, introducing at that moment, a minimal amount of energy (compared to the original system).
After the switch to mode 1 is made, the co-simulation trajectory x(t) satisfies the dynamics of mode 1 in the interval t 1,k , t 1,k Furthermore, by assumption, there exists a t c 2 such thatt 1,k < t c 2 ≤ t 1,k and g(x(t c 2 )) = 0.
For the sake of the argument, assume that the co-simulation switches right at the switching surface and that it introduces maximal energy: After the switch to mode 2 is made, x(t) satisfies the dynamics of mode 2 in the interval t 1,k ,t 1,k+1 . By assumption, there exists a t 1,k < t c 3 ≤t 1,k+1 such that g(x(t c 3 )) = 0.
Assumptions 8 and 9 where made to make sure that any co-simulation trajectory x(t) under study is exactly the same the original system trajectory (with the same initial value), up to time t c 3 . Under these assumptions,t 1,k = t c 1 and t 1,k = t c 2 are uniquely defined.
For the re-entry in mode 1, the actual time of the mode switcht 1,k+1 is uncertain but bounded by t c 3 + H. Hence, there are infinitely many trajectories that re-enter mode 1 at each time between t c 3 and t c 3 + H, starting from the same initial value x(t c 1 ). Figure 7 shows three possible trajectories satisfying the above equations. Two of those trajectories satisfy Condition 4 but the third one, in gray, does not. The notation V max q i ,c i = max t c i ≤t≤t c i +H V q i (x(t)). It stays in mode 2 for too long, increasing the energy level of the system beyond the limit V 1 (x(t 1,k )).
As Figure 7 suggests, for a given initial value x(t c 1 ), we do not need to consider all possible trajectories. It suffices to make sure H is small enough so that the condition is satisfied for the x(t) where V 1 (x(t 1,k+1 ) ) is maximal. Any other trajectory will then satisfy the condition as well. Formally, we consider x(t) such that V 1 (x(t 1,k+1 )) = max t c 1 ≤t≤t c 1 +H V 1 (x(t)).
The above result is incomplete because we made assumptions 8 and 9. Relaxing these assumptions, we have the following general result. It suffices to check the trajectories x(t) for which:
1. The initial entry in mode 1 minimizes the added energy to the system. That is,t 1,k is such that V 1 (x(t 1,k )) = min t c 1 ≤t≤t c 1 +H
we show how to model a co-simulation as a non-deterministic hybrid automaton, and how to satisfy the stability conditions presented in [4] . This is only a baby step in the analysis of co-simulation applied to hybrid systems, and the following are some of the important limitations: 1. It applies only to bi-modal hybrid automata that have at most one equilibrium in each mode, at the origin; 2. Only the Jacobi orchestration co-simulation approach was considered. 3. The current implementation of the algorithm is slow and requires insight about the physics of the original system; 4. The current algorithm requires access to the equations of the original system, or at least, must be able to simulate them.
Ongoing and future work aims at addressing these limitations. For example, we are researching into how to generalize the analysis for multi-modal systems, with multiple equilibria, such as the ones studied in [19, 20] . Furthermore, we are exploring the possibility of using the FMI standard to simulate the original system in multiple modes, thus avoiding the need to disclose important information (such as intellectual property) about its dynamics.
With this and future work, we wish that system integrators running cosimulations can trust their results, thus enhancing the development of complex systems.
