Exact Method for the Vehicle Routing Problem with Mixed Linehaul and Backhaul Customers, Heterogeneous Fleet, time Window and Manufacturing Capacity  by Oesterle, Jonathan & Bauernhansl, Thomas
 Procedia CIRP  41 ( 2016 )  573 – 578 
Available online at www.sciencedirect.com
2212-8271 © 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of the scientific committee of 48th CIRP Conference on MANUFACTURING SYSTEMS - CIRP CMS 2015
doi: 10.1016/j.procir.2015.12.040 
ScienceDirect
48th CIRP Conference on MANUFACTURING SYSTEMS - CIRP CMS 2015 
Exact method for the vehicle routing problem with mixed linehaul and 
backhaul customers, heterogeneous fleet, time window and manufacturing 
capacity  
 Jonathan Oesterlea,*, Thomas Bauernhansla,b  
aFraunhofer Institute for Manufacturing Engineering and Automation, 70569 Stuttgart, Germany 
bInstitute of Industrial Manufacturing and Management, 70569 Stuttgart, Germany  
* Corresponding author. Tel.: +49 711/970-1199 ; fax: +49(0)711/970-1009. E-mail address: jonathan.oesterle@ipa.fraunhofer.de  
Abstract 
Due to concerns over food safety, quality, and transparency, the food industry has been challenged to deal with an increased complexity in its 
logistics and production planning. This complexity is mostly associated to the task of optimally exploring a highly constrained solution space. 
This paper addresses the problem of designing a set of vehicle routes satisfying the delivery and the collection requirements of a set of 
geographically scattered linehaul and backhaul customers. Each customer has a known demand for delivery and/or pickup, and it must be 
serviced within a predefined time window, representing the earliest and the latest times service time, by a vehicle of a heterogeneous fleet of 
depot-returning capacitated vehicles. Additionally the proposed model, aiming at minimizing the logistics costs, also takes manufacturing 
capacities and driving hour’s regulations into consideration. The proposed algorithm was embedded in a native application. This digital tool, 
enabling the support of a holistic production and logistics planning, was implemented in a food company. 
© 2015 The Authors. Published by Elsevier B.V. 
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1. Introduction 
In this current global competition, the ability of a 
producing company to compete effectively is influenced to a 
large extent by the costs as well as the quality of its products 
and the ability to bring innovative and customer-based 
products into the market. Additional demands, such as shorter 
time to market, shorter product lifecycles and an increased 
number of product variants require high-performance and 
flexible production and logistics systems [1]. This creates 
significant pressure on the food industry that has to meet the 
on-going change in demand and needs shorter production runs 
with more changeovers. In addition, as concerns over food 
safety, quality and transparency continue, the food industry 
has evolved from make-to-stock to a demand-driven model, 
where the products are shipped directly through the whole 
facility to the consumer and no longer sit in a distribution 
centre or storage. While each product is customer specific and 
has a defined delivery date, the food industry has to ensure 
that the production orders are scheduled and executed on time 
and delivery requirements are consistently met. This 
significantly complicates a holistic planning of production and 
logistics. Only digital tools allow the exploration of a highly 
constrained solution space, comprising: the capacity of the 
various trucks, driver’s hours’ regulations, vehicle suitability, 
load compatibility, time window constraints, and processing 
and manufacturing requirements as well as compatibility 
constraints between transported goods.  
This article presents a holistic approach to solve the vehicle 
routing problem with mixed linehaul and backhaul customers, 
heterogeneous fleet, time window and manufacturing capacity. 
This method will be implemented in an SME of the food 
industry, in which a significant improvement of the lead time 
of the logistics and production planning and the costs related 
to the logistics is expected.  
© 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of the scientifi c committee of 48th CIRP Conference on MANUFACTURING SYSTEMS - CIRP CMS 2015
574   Jonathan Oesterle and Thomas Bauernhansl /  Procedia CIRP  41 ( 2016 )  573 – 578 
In the following sections, the state-of-the-art in the field of 
Vehicle Routing Problem will be examined, the addressed 
problem will be formulated, followed by the mathematical 
model, the resolution method will be clarified and finally, the 
implementation and the obtained results will be explicated. 
2. State-of-the-Art 
The Vehicle Routing Problem (VRP from now on), 
initially proposed by Dantzig and Ramser [2], is used to 
design an optimal route for a fleet of homogeneous vehicles to 
service a set of customers, given a set of constraints. Since the 
first publication, a long chain of published work extended 
their original model. The problem arises in many application 
areas such as retail distribution, main delivery, freight 
operations, school bus routing [3]. Based on the nature of the 
transported goods, the quality of service required and the 
characteristics of the customers and vehicles, several classes 
and variants of the VRP can be found [4]. Consequently, 
many authors attempted to classify the VRP problems. 
According to the most commonly addressed variants, Pisinger 
and Ropke [5] divided the VPR into five classes: (i) the 
Vehicle Routing Problem with Time Windows (VRPTW), (ii) 
Capacitated Vehicle Routing Problem (CVRP), (iii) Multi-
depot Vehicle Routing Problem (MDVRP), (iv) Site-
dependent Vehicle Routing Problem (SDVRP) and (v) the 
Open Vehicle Routing Problem. In their classification, 
Barnhart and Laporte [6] proposed four main categories: (i) 
the Classical VPR, (ii) the VRPTW, (iii) the Inventory 
Routing Problem (IRP) and (iv) the Stochastic Vehicle 
Routing Problem (SVRP). In the VRPTW it is assumed that 
the deliveries of a given customer must occur in a certain 
interval, which may vary from customer to customer. Here the 
time windows are defined as soft or hard depending on 
whether a delivery outside the time interval is allowed or not 
[7, 8]. In their taxonomic review, Eksiogly et al. [9] present a 
methodology for classifying the literature of the VPR. Among 
the cited variants, other relevant ones can be identified, such 
as the VRP with Backhauls (VRPB) and specially the 
VRPBM (VRP with Mixed Backhauls), where some 
customers need deliveries from a central depot (linehaul 
customers) in comparison with others who have some goods 
to be picked up and transported back to the depot (backhaul 
customers) [10]. Generally, in the VRP literature, the primary 
objective is to minimize the number of vehicles used and the 
secondary objective is to minimize the total distance travelled. 
However, the last objective may lead to large waiting times, 
which are costly in practice. Kuk et al. [3] proposed an ILP-
formulation taking the driving hours regulations into 
consideration, which was first modelled by Meyer and Kopfer 
[11]. Several less constrained models were also proposed [12, 
13].  
In this paper, the VRPMBTW, which is the combination of 
the two previous cited problems, namely the VRPBM and the 
VRPTW is studied. Previous work on the VRPMBTW was 
done by Belmecheri et al. [14, 15], where they proposed a 
particle swarm optimization. Additionally, we extended the 
VRPMBTW with manufacturing capacity and driving hour’s 
regulations. Indeed, since the sequence of visited clients of a 
given route provides the sequence of production of the various 
orders, according to Last-In-First-Out (the order of the first 
visited client of a given road has to be loaded at the end), and 
due to the food regulations requiring a delivery within the 
next 12h after start of production, the production resources 
needed to produce the different orders have to be taken into 
consideration. 
3. Problem Formulation 
A directed Graph ܩ ൌ ሺܸǡ ܣሻ  is given, where 
ܸ ൌ ሼͲǡ ǥ ǡ ݊ሽ is the set of ݊ ൅ ͳ  nodes and ܣ  is the set of 
arcs ሼ݅ǡ ݆ሽ, where ሼ݅ǡ ݆ሽ א ܸ ,݆ ് Ͳ,݅ ് ݆, ݅ ് ݊ ൅ ͳ. Node 0 
represents the depot, while the remaining node set 
ܸᇱ ൌ ܸ̳ሼͲሽ corresponds to the ݊ customers. Each customer 
݅ א ܸԢ may require a supply of ݍ௜ǡ௟  transportation units of a 
given product ݈  from the depot and a pickup of ݌௜  
transportation units. The sum of all transportation units of an 
order ݅ ,ݍ௜ , is given by ݍ௜ ൌ  σ ௤೔ǡ೗௟א௅ , where ܮ is the set of 
different products. The sets ܥܲ  and ܥܳ  represents 
respectively the set of nodes/clients that requires pickup and 
delivery, where ܥܲǡ ܥܳ א ܸԢ . The set ܥܸ  represents all the 
clients that need to be visited, either for pickup or for 
delivery, where ܥܸ ൌ ܥܲ ׫ ܥܳǤEach arc ሼ݅ǡ ݆ሽ has a cost ܿ௜ǡ௝ 
representing the costs related to the road between the arc ݅ and 
݆, independently from the type of vehicle used. These costs 
are related to e. g. toll costs. A heterogeneous fleet of vehicle 
is stationed at the depot and is used to supply the customers. 
The vehicle fleet is composed by ݉ different vehicle types, 
with ܭ ൌ ሼͳǡǥ ǡ݉ሽ . For each type ݇ א ܭ , ݉௞  vehicles are 
available at the depot, each having a ܳ௞ capacity. Each 
vehicle type ݇ א ܭ has a fixed cost ܨ௞ (€/h) that represents the 
capital amortization and a variable cost ௞ܸ(€/km) composed of 
fuel costs, service/maintenance costs, tyres wear costs. 
Additionally, for each arc ሺ݅ǡ ݆ሻ א ܣ and for each vehicle type 
݇ א ܯ there is a non-negative routing cost ܿ௜ǡ௝௞  proportional to 
the distance ݀௜ǡ௝between nodes݅ and ݆ and the average speed 
ݐ௞of the vehicle type ݇ א ܯ, where: 
ܿ௜ǡ௝௞ ൌ ݀௜ǡ௝ሺܨ௞ ݐ௞Τ ൅ ௞ܸሻ (1) 
A route is defined as the pair ሺܴǡ ݇ሻ , where 
ܴ ൌ ൫݅ଵǡ ǥ ǡ ݅ȁோȁ൯, with ݅ଵ ൌ ݅ȁோȁ ൌ Ͳ and ൫݅ଵǡ ǥ ǡ ݅ȁோȁ൯ ك ܸԢ, is 
a simple circuit in ܩ containing the depot, and ݇ is the type of 
vehicle associated with the route. ܴ is used to refer both to the 
visiting sequence and to the set of customers. Each customer ݅ 
has a given time window ሾܽ௜Ǣ ܾ௜ሿ in which its service ݏ௜has to 
start. The service ݏ௜ is related to the unload and load of units 
at a given client ݅. The arrival and departure time at/from a 
given customer ݅ and with a given type of vehicle ݇ is given 
by respectively ௦ܶ௜
௞  and ௗܶ ௜
௞ . These arrival and departure time 
are driven by driving hours regulations [16], consisting of 
some of these components: 
x A truck driver is not allowed to drive more than 9 hours in 
one day, there are however some exceptions 
x A truck driver must have at least 9h of break between two 
working days (ܾ௥௘௤௨௜௥௘ௗሻ 
x After maximum 4.5 hours (ܾ௡௘௘ௗ௘ௗ) the truck driver must 
take a break of at least 0.5h (ܾଵሻ. If this break is smaller 
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than 0.75h, ܾ௧௢௧௔௟ , then an other break of at least 0.25h ଶ 
is required within ܾ௡௘௘ௗ௘ௗ .  
x The service time ݏ௜ cannot be considered as break time. 
This means that, in order to take a break, the driver can 
either take one before the service time or after a service 
time at a given customer ݅.  
In this given problem, the production of all goods that need 
to be delivered has to be finished before a given time, ݐ௙ . 
Here, if the resources required for a given order are not 
available before ݐ௙ , the order is lost. In this problem 
formulation, the sequence of the visited clients needs to be 
found by assigning different vehicle types to the various 
routes that will be able to satisfy the demand, by respecting 
the time window of each client and also the manufacturing 
capacities. Additionally, for each route the position of breaks 
will be assessed, whether before or after the service time at a 
given client.  
4. Mathematical Model 
݉݅݊ ܼ ൌ σ σ ሺܿ௜ǡ௝ ൅ ܿ௜ǡ௝௞ ሻሺ௜ǡ௝ሻא஺௞א௄ ݔ௜ǡ௝௞ ൅ σ ሺͳ െ ߱௜ሻ݈ܿ௜௜א஼஺   (2) 
s. t.   
σ σ ݔ௜ǡ௝௞௝ǣሺ௜ǡ௝ሻא஺௞אெ ൌ ߱௜ǡ ׊݅ א ܥܸ  (3) 
σ ݔ଴ǡ௝௞௝ǣሺ଴ǡ௝ሻא஺ ൑ ͳǡ ׊݇ א ܭ  (4) 
σ ݔ௜ǡ௡ାଵ௞௜ǣሺ௜ǡ௡ାଵሻא஺ ൑ ͳǡ ׊݇ א ܭ  (5) 
σ ݔ଴ǡ௝௞௝ǣሺ଴ǡ௝ሻא஺ ൌ σ ݔ௜ǡ௡ାଵ௞௜ǣሺ௜ǡ௡ାଵሻא஺ ǡ ׊݇ א ܭ  (6) 
σ ݔ௝ǡ௜௞௝ǣሺ௝ǡ௜ሻא஺ ൌ σ ݔ௜ǡ௝௞௝ǣሺ௜ǡ௝ሻא஺ ׊݅ א ܥܸ, ׊݇ א ܭ  (7) 
௦ܶ௜
௞ ൒ ܽ௜׊݅ א ܥܸǡ ׊݇ א ܭ  (8) 
௦ܶ௜
௞ ൑ ܾ௜׊݅ א ܥܸ,׊݇ א ܭ  (9) 
௦ܶ௜
௞ ൌ ௗܶ௜ିଵ௞ ൅ ݐ௜ǡ௝௞ ൅ ௜ܹ௦ ׊݅ א ܥܸ,׊݇ א ܭ  (10) 
ௗܶ ௜
௞ ൌ ௦ܶ௜௞ ൅ ݏ௜ ൅ ௜ܹௗ ׊݅ א ܥܸ,׊݇ א ܭ  (11) 
ௗܶ ௜
௞ ൅ ݐ௜ǡ௝௞ ൑ ௦ܶ௝௞ ൅ ܯԢ൫ͳ െ ݔ௜ǡ௝௞ ൯ǡ ׊ሺ݅ǡ ݆ሻ א ܥܸ, ׊݇ א ܭ  (12) 
௜ܹ௥ ൒ ܾ௥ ௜ܻ௣ǡ௥, ׊ݎ ൌ ሼͳǡʹሽǡ ׊݌ ൌ ሼݏǡ ݀ሽ, ׊݅ א ܥܸ (13) 
ܤ௜௣ǡ௥ ൒ ܯԢ ௜ܻ௣ǡ௥, ׊ݎ ൌ ሼͳǡʹሽǡ ׊݌ ൌ ሼݏǡ ݀ሽ, ׊݅ א ܥܸ (14) 
ܤ௜௣ǡ௥ ൑ ௜ܹ௣ǡ ׊݌ ൌ ሼݏǡ ݀ሽǡ ׊݅ א ܥܸ (15) 
ௗܶ௝
௞ ൑ ܾ௡௘௘ௗ௘ௗ ൅ ܯσ ଴ܸǡ௞௝௞ୀଵ ǡ ׊݆ א ܥܸ  (16) 
ௗܶ௝
௞ ൑ ܾ௡௘௘ௗ௘ௗ ൅ ܯ൫σ ௜ܸǡ௞ ൅ ͳ െ σ ௞ܸǡ௜௜ିଵ௞ୀ଴௝௞ୀ௜ାଵ ൯ǡ  
׊݅ א ሼͳǡ ǥ ǡ ݊ െ ͳሻǡ ׊݆ א ሼ݅ ൅ ͳǡǥ ǡ ݊ሻ  
(17) 
σ ଴ܸǡ௞ȁ஼ொȁ௞ୀଵ ൑ ͳ  (18) 
σ ௜ܸǡ௝ ൑ σ ௞ܸǡ௜ȁ஼ொȁ௝ୀ଴ȁ஼ொȁ௝ୀ௜ାଵ , ׊݅ א ሼͳǡǥ ǡ ݊ െ ͳሻǡ (19) 
ܤ௝௦ǡଵ ൅ ܤ௝ௗǡ௥ ൒ ܾଵ ௜ܸǡ௝ǡ 
׊݅ א ൛ͳǡ ǥ ǡ ݊ െ ͳ൯ǡ ׊݆ א ൛݅ ൅ ͳǡ ǥ ǡ ݊൯ 
(20) 
σ ሺܤ௞௦ǡଶ ൅ ܤ௞௦ǡଶሻ௝௞ୀ௜ାଵ ൒ ܾ௧௢௧௔௟ ௜ܸǡ௝ ǡ 
׊݅ א ൛ͳǡ ǥ ǡ ݊ െ ͳ൯ǡ ׊݆ א ሼ݅ ൅ ͳǡǥ ǡ ݊ሻ 
(21) 
σ ݐ௜ǡ௝௞ ݔ௜ǡ௝௞ሺ௜ǡ௝ሻא஺ ൑ ݐ௠௔௫ǡ ׊݇ א ܭ  (22) 
ܮ௜௞ ൒ ݌௜׊݅ א ܥܲǡ ׊݇ א ܭ  (23) 
ܮ௜௞ ൑ ܳ௞׊݅ א ܥܲǡ ׊݇ א ܭ  (24) 
ܮ௜௞ ൒ Ͳ׊݅ א ܥܳǡ ׊݇ א ܭ  (25) 
ܮ௜௞ ൑ ܳ௞ െ σ ݍ௟א௅ ௜ǡ௟ ǡ ׊݅ א ܥܳ, ׊݇ א ܭ  (26) 
ܮ௜௞ ൅ ݌௝ െ σ ݍ௟א௅ ௜ǡ௟ ൑ ܮ௝௞ ൅ ܯԢሺͳ െ ݔ௜ǡ௝௞ ሻ,׊݅ א ܣ, ׊݇ א ܭ  (27) 
ܮ଴௞ ൑ σ σ ݍ௟א௅ ௜ǡ௟ σ ݔ௜ǡ௝௞ሺ௜ǡ௝ሻא஺௜א஼ொ ׊݇ א ܭ  (28) 
଴ܶ௞ ൑ ݐ௙, ׊݇ א ܭ  (29) 
଴ܶ௞ ൌ ݐ଴ ൅ σ σ σ ݔ௜ǡ௝௞ሺ௜ǡ௝ሻא஺ ݍ௜ǡ௟ݐ௟௟א௅௜א஼ொ  , ׊݇ א ܭ  (30) 
σ σ ߱௜ሺ௜ǡ௝ሻא஺ ݍ௜ǡ௟ܽ௟ǡ௥ ൑ ܾ௥ǡ௧௟א௅  
׊݅ א ܥܳǡ ׊݇ א ܯǡ ׊ݎ א ܴǡ ׊ݐ א ሼݐ଴ǡ ଴ܶ௞ሻ 
(31) 
σ ݔ௜ǡ௝௞ሺ௜ǡ௝ሻא஺ ൑ ݉௞ǡ ׊݇ א ܭ  (32) 
଴ܶ௞ ൅ σ ݐ௜ǡ௝௞ ݔ௜ǡ௝௞௝ǣሺ௜ǡ௝ሻא஺ ܾ௥௘௤௨௜௥௘ௗ ൑ ʹͶ  (33) 
σ σ ݔ௜ǡ௝௞௝ǣሺ௜ǡ௝ሻא஺௞אெ ൑ ܦǡ ׊݅ א ܥܸ  (34) 
ݔ௜ǡ௝௞ א ሼͲǡͳሽ 
߱௜ א ሼͲǡͳሽ 
௜ܸǡ௝ א ሼͲǡͳሽǡ ׊݅ א ሼͳǡ ǥ ǡ ݊ െ ͳሻǡ ׊݆ א ሼ݅ ൅ ͳǡǥ ǡ ݊ሻ 
௜ܻ
௣ǡ௥ א ሼͲǡͳሽǡ ׊݅ א ሼͳǡ ǥ ǡ ݊ሻǡ ׊ݎ ൌ ሼͳǡʹሽǡ ׊݌ ൌ ሼݏǡ ݀ሽ  
(35) 
Our approach aims at minimizing the overall costs related 
to the delivery and pickup of units and the potential costs, 
lost-orders penalties, related to the no delivery of a given 
order if it cannot be produced. The constraint (3) ensures that 
only the orders that were able to be produced will be 
transported. The constraint (4) and (5) ensure that for each 
route at the most one vehicle is leaving and entering the 
depot. While the constraint (6) ensures that the same vehicle 
is leaving and entering the depot, the constraint (7) ensures 
that when a vehicle is arriving at a client he also has to leave 
it. The constraints (8) and (9) ensure that the service (unload 
and load for the delivered and pickup units) starts in the given 
time window, defined in constraints (10) and (11). The 
constraint (12) links the arrival and departure time of a given 
vehicle between different clients. The constraint (13) checks 
whether a waiting time can be considered as a break or not. If 
the waiting time is not long enough, the constraint (14) does 
not allow any break, since ௜ܻ
௣ǡ௥ ൌ Ͳ in the case the waiting 
time is not long enough. The constraint (15) will check that 
the break does not exceed the waiting time. The constraints 
(16) ensure that the driving time before the first break from 
depot to the customer ݆ does not exceed ܾ௡௘௘ௗ௘ௗ . In case the 
arrival time ௗܶ௝
௞  at a customer ݆  with the vehicle type ݇  is 
greater than ܾ௡௘௘ௗ௘ௗ, the first break should take place at any 
customer ݅  before ݆. The constraint (17) ensures that, if the 
first break is taken and a second one is required, this one will 
take place in ܾ௡௘௘ௗ௘ௗ . The constraints (20) and (21) ensure 
respectively that a break of at least ܾଵ will be done and that 
the sum of all breaks is meeting the minimum required break 
time ܾ௧௢௧௔௟ǤThe constraint (22) ensure that the total travelling 
time is not exceeding the maximum allowed driving time 
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ݐ௠௔௫. The constraints (23)-(28) are used to limit the capacity 
ܮ௜௞of a vehicle type ݇ after the delivery and pickup of units at 
a given client ݅ . The constraint (29) ensure that a vehicle 
leaves the depot before the time limit of the production end ݐ௙ 
is exceeded. The constraints (30) and (31) are used to 
calculate the minimum departure time of a given vehicle when 
the production of its transported good is done. The constraint 
(32) ensures that, for a given vehicle type ݇ א ܭ, the number 
of used vehicles does not exceed the maximum number of 
available ݉௞  vehicles. The constraint (33) ensures that, the 
required break between two days is at least 9h. The constraint 
(34) is used to ensure that the number of used vehicles will 
not exceed the number of available drivers ܦ.The constraint 
(35) is used to declare the binary variables. In other words, a 
route ሺܴǡ ݇ሻ is feasible if: (i) the total demand and pickup of 
the customers visited by the route does not exceed the vehicle 
capacity ܳ௞, (ii) the arrival time at all customers ݅, ׊݅ א ܴ, is 
within the time window ሾܽ௜Ǣ ܾ௜ሿ, (iii) the total driving time 
does not exceed ݐ௠௔௫, (iv) the transported orders were able to 
be produced in time, before ݐ௙, (v) if the necessary resources 
to produce a given order are available and (v) the breaks were 
respected.  
5. Resolution method 
Since the classical VRP problem is NP-hard [17] in the 
strong sense, all sub-variants are also NP. This means that 
there is no deterministic algorithm that guarantees to find the 
optimal solution within a computing time that is bounded a by 
a polynomial in input size. This means that only small size 
instances can be handled by exact methods. In order to reduce 
the search space, and thus reduce the computing time, the 
customers ݅  are divided into clusters based on their 
geographical position. Let ݈௜ ൌ ሼݒ଴ǡ ǥ ǡ ݒ௞ሽ be a cluster ݅ , 
where ݒ௝ is a member of cluster ݅. The geometrical centre of a 
cluster ܩܥሺ݈௜ሻis calculated as follows: 
ܩܥሺ݈௜ሻ ൌ ൫σ ݒ௝௫ ݇Τ௞௝ୀ଴ ǡ σ ݒ௝௬ ݇Τ௞௝ୀ଴ ൯ǡ  (36) 
where ݒ௝௫  and ݒ௝௬  are ݔ  and ݕ  coordinates of ݒ௝ . First, the 
farthest node from the depot is used as a cluster seed. Once 
the farthest node, ݒ௝, from the depot is found, the first cluster 
݈଴  is formed with ݒ௝  and the ܩܥሺ݈଴ሻ  is calculated. To add 
nodes to ݈଴, the cluster construction algorithm find ݒ௜ among 
all un-clustered nodes, which is located closest from ܩܥሺ݈଴ሻ, 
and includes ݒ௜  to ݈଴  only if the demand ݒ௝  (pickup and 
delivery) does not exceed the minimum available truck 
capacity ܳ or the maximum driving time ݐ௠௔௫  or the 
maximum distance between all clients ݒ௝of ݈଴ does not exceed 
a given distance ݀௠௔௫ . If these conditions are not met, the 
process starts again with a new cluster ݈ଵ. These processes are 
repeated until no unvisited node exists. Fig. 1 shows an 
example of the clustering process, in which, the circles and 
diamonds represent separately the nodes of the two clusters. 
In this process, all the units can be delivered and picked-up at 
all clients ݅ǡ ׊݅ א ܸ’. Based on this clustering, all possible 
routes, independently from the vehicle type ݇߳ܭare computed 
by combining feasible clusters in order to form a route ሺܴǡ ݇ሻ 
by taking into account the sequence of visited clients and the 
minimum distance between the clients of ݈௜ and ݈௜ାଵ. 
 
Fig. 1 Example of the clustering process 
A combination of cluster is only possible if the total 
travelling time is less thanݐ௠௔௫. At this stage, for each route 
the required truck capacity ܴܳ is computed. Table 1 shows 
the repartition of clients to clusters. Based on this 
combination of feasible clusters, e. g. :{0,1,0}{0,2,0}{0,3,0} 
{0,4,0} {0,5,0} {0,6,0} {0,8,0} {0,9,7,0} the feasible 
sequence of the clients is computed, e. g. for {0,9,7,0}, the 
feasible sequence of visited clients could be either 
{0,5,4,8,10,12,0} or {0,5,4,10,12,8,0}. Table 2 shows two 
different solutions. In the first one, 8 trucks are required for 8 
routes, while, in the second one, 5 trucks are required for 5 
routes. Based on this list of possible routes, the truck 
allocation is made by a branch-and-bound procedure, which 
test the various found routes with all available types of trucks 
ܭ and the combination that minimize (2) is kept as optimal 
solution. Here, for a given route, the branch-and-bound 
procedure only tests the vehicles ݇ א ܭǡ ׊ܳ௞ ൒ ܴܳ . 
Additionally, the remaining constraints are also taken into 
consideration in that procedure, such as, e. g. the driving 
hours regulations, based on the repartition of breaks. Table 3 
shows an example of the truck allocation procedure.  
Table 1 Example of assignation of customers to clusters 
Cluster index 1 2 3 4 5 6 7 8 9 
Number of customers per cluster 1 1 2 3 1 2 4 2 1 
Table 2 Example of combination of feasible clusters 
Set of routes 
Sol. 1 
Combination 
of clusters 
{0,1,0} {0,2,0} {0,3,0} {0,4,0} 
{0,5,0} {0,6,0} {0,7,0} {0,8,9,0} 
Set of routes 
Sol. 2 
Combination 
of clusters 
{0,1,2,0} {0,2,4,0} {0,3,5,0} {0,6,7,0} 
{0,7,8,9,0}  
Table 3 Example of truck allocation  
Set of routes Sol. 1 Vehicle type ݇ 1 1 2 2 
1 3 3 2 
Set of routes Sol. 2 Vehicle type ݇ 1 3 3 2 
4    
 
The algorithm was tested with real data from the use-cases. 
The computational time and the related costs are available in 
Table 4 in Appendix A. All the results obtained by the 
algorithm for these 12 instances were compared to the results 
obtained with a commercial solver ILOG-Cplex9.0. All the 12 
solutions obtained were optimal.  
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6. Implementation 
The proposed holistic logistics and production planning 
method was implemented in a food company with a daily 
capacity of around 200 tons that covers a wide range of 
different products such as (i) fresh meat, (ii) processed meat, 
(iii) milk products and (iv) dry products. Regarding the laws 
and regulations, these products can be classified into two 
main product families, namely: (i) fresh food and (ii) dry 
food. The product family taken into consideration for the 
development of this method was the fresh food. While the 
field of logistics planning, comprising the delivery and 
vehicle routing planning is a core element in the food 
industry, in the as-is situation, the task was still manually 
performed every day. The process of finding solutions during 
this daily meeting is highly complex. Different constraints and 
rules need to be considered, such as operational rules, e. g. 
capacity constraints of various trucks, driver hours’ rules and 
regulation, vehicle suitability, load compatibility, time 
window constraints and processing and manufacturing 
requirements. Due to the highly fluctuating market, the task of 
planning logistics is merely possible without the support of 
digital tools. The developed algorithm was embedded in a 
native application that can run on all kinds of devices 
(Smartphones, Tablets, Computer). This application accesses 
the oracle database, where all the required orders’, clients’ 
and trucks’ information are saved. The information related to 
the roads, such as, distances between two customers and are 
directly collected through Google web services. Additionally, 
other information, such as traffic information are used to 
increase the reliability of the used information. This 
application (see Fig. 2) can be fully parameterized and is 
comprised of four tabs, in which the various resources, such 
as the trucks or drivers, can be edited/deleted/updated. Once 
the various parameters are entered, e.g. fuel price, various 
driving regulation constraints, the routes and the trucks 
allocation can be calculated based on the orders’ and the 
available trucks. All required information for either the 
production or the logistics is generated here. For instance, (i) 
the production schedule and (ii) transport documents, telling, 
which order has to be carried out and when and which client 
has to be delivered by which truck and when breaks are 
necessary. Information such as the assignment from orders to 
trucks and trucks to clients is saved back into the oracle 
database.  
 
 
Fig. 2 Screenshot of the application 
The next step in the frame of our European research project 
is to compare the as-is and to-be situation over several 
months. Through the use of the developed tool, the daily 
production and logistics meeting is expected to be reduced to 
minutes. The global logistics costs should also be decreased 
by at least 5-10%. Other key performance indicators that are 
hard to quantify should also be improved, such as e.g. the 
customers’ satisfaction. 
7. Conclusion 
In this paper, we formulated and solved the Vehicle 
Routing Problem with Mixed Linehaul and Backhaul 
Customers, Heterogeneous Fleet, Time Window and 
Manufacturing Capacity with an exact method. Since this 
problem is NP-hard and exact method would not be suggested 
for instances of relative big sizes. This limitation, however, 
did not have any major influence for the specific case study, 
since the number of customers is relatively small. As shown 
in the table of results, the computational time was less than 
some seconds. Low computation time was reached through 
the clustering procedure that reduces the highly constrained 
search space. Due to the geographical position of the various 
customers, an optimal solution is guaranteed through the 
clustering procedure. The application is currently being 
enriched with knowledge reuse in order to assess the number 
of transportation boxes based on an order and its content for 
dry products. Indeed, compared to fresh food transportation 
boxes which are product specific, dry food products may be 
mixed in transportation boxes. Assessing the number of 
required transportation boxes for dry food orders based on 
product properties (e.g. weight, volume) may improve the 
reliability of the tool. Taking into account the perspectives, it 
could be interesting to enrich the model with disruptions that 
can occur during the execution stage of a vehicle routing plan. 
Indeed, vehicle disruption, such as vehicle failure or accidents 
can occur at a particular time and lasts for a predefined period 
of time and thus compromise the whole delivery process. 
Indeed, during the last decade, several research topics had 
been focusing on disruption management in order to deal with 
these disruptions [18, 19]. Also, other restrictions could be 
taken into consideration, such as cities specific pollution 
regulations (CO2) [20], cities specific capacity regulations of 
trucks and restricted access to selected city zones. 
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Appendix A. Computational experiments 
Table 4 Computational experiments of 12 different instances 
Customers data Trucks data 
Number 
of clusters 
Service 
time 
ݏ௜ 
Time Window Delivery 
units 
ݍ௜ 
Pickup 
units 
݌௜ 
Number 
of 
vehicles 
types ܭ 
Capacity  
ܳ௞ 
Number of 
vehicles 
per type 
݉௞ 
Fixed 
costs 
ܨ௞ 
Variable 
costs 
௞ܸ 
Optimal 
costs 
CPU 
Time 
[s] 
Beginning 
ܽ௜ 
Ending 
ܾ௜ 
1 U[20;30] U[480;580] U[800;1020] U[1;5] U[0;1] 5 U[3;20] {2,4,1,1,6} U[10;50] 6 660,11 0,19 
2 U[20;30] U[480;600] U[800;1020] U[1;5] U[0;1] 5 U[3;20] {2,4,1,1,6} U[10;50] 6 954,84 0,54 
3 U[20;30] U[480;600] U[850;1020] U[1;5] U[0;1] 5 U[3;20] {2,4,1,1,6} U[10;50] 6 1610,58 0,47 
4 U[20;30] U[480;600] U[850;1020] U[2;10] U[0;4] 5 U[3;20] {2,4,1,1,6} U[10;50] 6 2415,40 0,24 
5 U[20;30] U[480;600] U[850;1020] U[2;10] U[0;4] 5 U[3;20] {2,4,1,1,6} U[10;50] 6 3196,53 0,41 
6 U[20;30] U[480;600] U[850;1020] U[2;10] U[0;4] 5 U[3;20] {2,4,1,1,6} U[10;50] 6 3827,27 0,7 
7 U[20;30] U[480;600] U[850;1020] U[2;10] U[0;10] 5 U[3;20] {2,4,1,1,6} U[10;50] 6 3892,87 0,7 
8 U[20;30] U[480;600] U[850;1020] U[2;10] U[0;10] 5 U[3;20] {2,4,1,1,6} U[10;50] 6 4660,36 0,7 
9 U[20;30] U[480;600] U[850;1020] U[2;10] U[0;10] 5 U[3;20] {2,4,1,1,6} U[10;50] 6 4791,56 1,2 
9 U[20;30] U[480;580] U[850;1020] U[2;10] U[0;10] 4 U[3;20] {2,4,1,1} U[10;50] 6 4791,56 1,5 
9 U[20;30] U[480;600] U[850;1020] U[2;10] U[0;10] 3 U[8;20] {2,4,1} U[10;50] 6 5316,93 1,6 
9 U[10;20] U[480;600] U[850;1020] U[2;10] U[0;10] 5 U[3;20] {2,4,1,1,6} U[10;50] 6 4488,82 1,7 
9 U[15;20] U[480;600] U[850;1020] U[2;10] U[0;10] 5 U[3;20] {2,4,1,1,6} U[10;50] 6 4516,02 2 
9 U[10;15] U[480;600] U[850;1020] U[2;10] U[0;10] 5 U[3;20] {2,4,1,1,6} U[10;50] 6 4488,82 4 
9 U[20;30] U[480;600] U[850;1020] U[2;10] U[0;10] 5 U[3;20] {2,4,1,1,6} U[10;50] 6 4516,02 4,8 
9 U[20;30] U[480;600] U[850;1020] U[2;10] U[0;10] 5 U[3;20] {2,4,1,1,6} U[10;50] 6 4488,82 6 
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