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This paper, as a follow-up to the recent work of K. Nishihara (1997, J. Differen-
tial Equations 133, 384395), is concerned with the asymptotic behaviors of the
solution of quasilinear hyperbolic equation with linear damping
Vtt&a(Vx)x+Vt=0, a$(v)>0 for all v # R,
which satisfies the following prescribed initial condition:
(V(t, x), Vt (t, x))| t=0=(V0 (x), V1 (x)), x # R.
Compared with the results obtained by K. Nishihara, the main novelties of our
present paper lie in the following: First, we recover all the results obtained by
K. Nishihara under some other smallness assumptions on the initial data
(V0 (x), V1 (x)) which are much weaker than those needed in K. Nishihara’s
arguments.
Second, under some additional assumptions on the nonlinear function a(v) and
on the initial data (V0(x), V1(x)), when $0=0, $1 {0, we succeed in proving that
,(t, x) is still an asymptotic profile of V(t, x) and this answers partially the open
problem left by K. Nishihara.  2000 Academic Press
1. INTRODUCTION AND THE STATEMENT OF
OUR MAIN RESULTS
This paper is a follow-up to the recent work of Nishihara [17] and is
concerned with the Cauchy problem for quasilinear hyperbolic equation
with linear damping
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Vtt&a(Vx)x+Vt=0, (t, x) # (0, +)_R, (1.1)
(V(t, x), Vt(t, x))| t=0=(V0(x), V1(x)), (1.2)
where a(v) is a sufficiently smooth function with a$(v)>0 for all v # R and
without loss of generality; we will always assume a(0)=0 in the rest of this
paper.
For such a Cauchy problem, under the assumptions that (V0(x), V1(x)) lies
in (H3_H2)(R) & (L1_L1)(R) and is small in (H3_H2)(R), Nishihara [17]
showed that the Cauchy problem (1.1), (1.2) admits a unique global
smooth solution V(t, x) which satisfies
&(V&,, Vx&,x , Vt&,t)(t)&L=O(1)((1+t)&1, (1+t)&32, (1+t)&2).
(1.3)
Here ,(t, x) is the unique global smooth solution of the following Cauchy
problem
{,t=a$(0) ,xx ,,(t, x)| t=0=,0(x) :=V0(x)+V1(x), (1.4)
that is,
,(t, x)=E(t, x)* (V0(x)+V1(x))
#|
1
- 4?a$(0) t
exp \&(x& y)
2
4a$(0) t + (V0( y)+V1( y)) dy. (1.5)
Notice that if $0=(V0(x)+V1(x)) dx{0, ,(t, x) satisfies the following
optimal temporal decay estimates
&(,, ,x , ,t)(t)&L=O(1)((1+t)&12, (1+t)&1, (1+t)&32). (1.6)
Furthermore, if x& [(V0( y)+V1( y))&$0E(1, y)] dy # L
1(R), such a
,(t, x) is easily seen to behave as the diffusion wave , (t, x) :=$0E(t+1, x),
i.e.,
&(,&, , ,x&, x , ,t&, t)(t)&L=O(1)((1+t)&1, (1+t)&32, (1+t)&2).
(1.7)
Therefore, from (1.3) and (1.7), Nishihara showed in [17] that the
solution V(t, x) of (1.1), (1.2) behaves as the diffusion wave , (t, x):
&(V&, , Vx&, x , Vt&, t)(t)&L=O(1)((1+t)&1, (1+t)&32, (1+t)&2).
(1.8)
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These results indicate that, as t  +, Eq. (1.1) has a parabolic structure
and when $0 {0, (1.3) and (1.8) show that ,(t, x) and , (t, x) are the
asymptotic profiles of the solution V(t, x) of the Cauchy problem (1.1),
(1.2).
But when $0=0, the decay estimates (1.6) can not be optimal any
longer. In fact, when $1 := W0(x) dx{0, where W0(x) :=x& (V0( y)+
V1( y)) dy, the corresponding optimal decay estimates for ,(t, x) become
&(,, ,x , ,t)(t)&L=O(1)((1+t)&1, (1+t)&32, (1+t)&2), (1.9)
and if x& [W0( y)&$1 Ex(1, y)] dy # L
1(R), the corresponding diffusion
wave , (t, x) for ,(t, x) is , (t, x) :=$1Ex(t+1, x), i.e.,
&(,&, , ,x&, x , ,t&, t)(t)&L=O(1)((1+t)&32, (1+t)&2, (1+t)&52).
(1.10)
Consequently, for the case of $0=0, from (1.3) and (1.9), Nishihara [17]
improved the decay estimates of V(t, x) to get
&(V, Vx , Vt)(t)&L=O(1)((1+t)&1, (1+t)&32, (1+t)&2). (1.11)
But since he cannot improve the decay estimate (1.3), the problem of find-
ing the asymptotic profile of V(t, x) remains an open problem in this case.
The main purpose of our present paper is two-fold: First, we try to
recover all the results obtained by Nishihara in [17] under some other
smallness assumptions on the initial data (V0(x), V1(x)) which are much
weaker than those needed in Nishihara’s arguments.
Second, under some additional assumptions on the nonlinear function
a(v) and on the initial data (V0(x), V1(x)), when $0=0, $1 {0, we succeed
in proving that ,(t, x) is still an asymptotic profile of V(t, x) and this
answers partially the open problem left by Nishihara in [17].
Before stating our main results precisely, we first list some notations and
assumptions.
Since we are only concerned with the smooth solutions, if we let
{v(t, x) :=Vx(t, x),u(t, x) :=Vt(t, x), (1.12)
then, finding the solution V(t, x) of (1.1), (1.2) is equivalent to finding the
solution (v(t, x), u(t, x)) of the following Cauchy problem
{vt&ux=0,ut&a(v)x=&u, (1.13)
(v(t, x), u(t, x))| t=0=(v0(x), u0(x)) :=(V0x(x), V1(x)). (1.14)
469QUASILINEAR HYPERBOLIC EQUATIONS
From the assumption a$(v)>0, we can easily deduce that (1.13) is hyper-
bolic with its two eigenvalues
*(v)=&- a$(v), +(v)=- a$(v), (1.15)
and the corresponding Riemann invariants are respectively
r(v, u)=u+8(v), s(v, u)=u&8(v), (1.16)
where
8(v)=|
v
v

+({) d{. (1.17)
Here v

# R is any fixed constant.
Using the above notations, our result in this paper in the case of $0 {0
can be summarized as in the following
Theorem 1.1 (The case $0 {0). Suppose that a(v) is a sufficiently
smooth function such that a$(v)>0 for all v # R, then if there exist two
positive constants M1 , M2 with M2 sufficiently small such that (r0(x),
s0(x)) # C 1b(R) with
{ |v0(x)|M1 , |u0(x)|M1 ,|r$0(x)|M2 , |s0 $(x)|M2 , (1.18)
where
r0(x)=u0(x)+8(v0(x)), s0(x)=u0(x)&8(v0(x)), (1.29)
then the Cauchy problem (1.1), (1.2) admits a unique global smooth solution
V(t, x).
Moreover, if (V0(x), V1(x)) # (H 3_H2)(R) & (L1_L1)(R), then the solu-
tion V(t, x) obtained above satisfies (1.3).
Furthermore, if we assume further x&[(V0( y)+V1( y))&$0E(1, y)] dy #
L1(R), then the solution V(t, x) obtained above satisfies (1.8).
To tackle the case $0=0, $1 {0, we need the following additional techni-
cal assumptions
a(&v)=&a(v), v # R (H1)
and
{(V0(&x), V1(&x))=(V0(x), V1(x)), x # R, (1+|x| )3 (V 20(x)+V 20x(x)+V 21(x)) dxO(1). (H2)
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Under the above additional assumptions, we have
Theorem 1.2 (The case $0=0, $1 {0). Let $0=0, $1 {0. If in addition
to those assumptions imposed in Theorem 1.1, we assume further that
(H1) and (H2) are satisfied, then for (V0(x), V1(x)) # (H5_H 4)(R) &
(L1_L1)(R) with W0(x) # L1(R) and x& [W0( y)&$1 Ex(1, y)] dy #
L1(R), the solution V(t, x) obtained in Theorem 1.1 satisfies
&(V&,, Vx&,x , Vt&,t)(t)&L=O(1)((1+t)&32, (1+t)&2, (1+t)&52).
(1.20)
Consequently
&(V&, , Vx&, x , Vt&, t)(t)&L=O(1)((1+t)&32, (1+t)&2, (1+t)&52).
(1.21)
Remark 1.1. From the proofs of our main results stated in Theorems
1.1 and 1.2, one can easily find out that once the Cauchy problem (1.1),
(1.2) admits a unique global smooth solution V(t, x) which satisfies certain
time-independent L a priori estimates, we can get the estimates (1.3) and
(1.8) without any smallness assumptions on the initial data (V0(x), V1(x)).
Since the damping term &Vt does have some dissipative effect which can
guarantee the global smooth solvability for the corresponding Cauchy
problem (1.1), (1.2) with a certain class of large initial data such as those
stated in Theorem 1.1, we can indeed get some results with certain types of
large initial data. In fact, it is easy to see that, compared with the results
obtained by Nishihara in [17], the smallness conditions are needed in our
results Theorems 1.1 and 1.2 are indeed much weaker. We want to point
out that the above observation is our original motivation to consider the
problems stated above. For the study of the influence of the damping term
on the formation of shock waves to the solution of the corresponding
Cauchy problem, we refer the interested reader to [3, 9, 15, 2124, 2729]
and the references cited therein.
Remark 1.2. As stated above, for the case $0=0, $1 {0, our Theorem
1.2 shows that ,(t, x) is still an asymptotic profile for V(t, x) and thus
answers partially the open problem left by Nishihara in [17]. It is worth
pointing out that by employing similar techniques, we can also treat
the case $0=$1=0 while $2 {0 with $2 := Z0(x) dx and Z0(x) :=
x&
y1
& (V0( y0)+V1( y0)) dy0 dy1 , and so on.
Remark 1.3. As pointed out by Nishihara in [17], the study of the
convergence to nonlinear diffusion waves of solutions to hyperbolic systems
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was originally done by Hsiao and Liu [4] (see also [3, 58, 10, 13, 14,
1619, 26, 29] for related subsequent results in this direction) for a system
of hyperbolic conservation laws with damping
vt&ux=0,
{ut+ p(v)x=&:u, :>0, (1.22)(v(t, x), u(t, x))| t=0=(v0(x), u0(x))  (v\ , u\), x  \,
where p(v)>0, p$(v)<0 for v>0 and, v0(x), v\>0. They showed that for
v+ {v& , the solution (v(t, x), u(t, x)) asymptotically behaves as the
diffusion wave (v (x(- t+1)), u (x(- t+1))) given by
{
v t=&
1
:
p(v )xx , v (\)=v\ ,
(1.23)
u =&
1
:
p(v )x .
For the special initial data (v0(x), u0(x)) satisfying (v0(\),u0(\))=
(v 0 , 0)(v 0 : positive constant) and  (v0(x)&v 0) dx=0, (1.23) is reduced to
the quasilinear hyperbolic equation with linear damping
{
Vtt+[p(v 0+Vx)& p(v 0)]x+:Vt=0,
(1.24)
(V(t, x), Vt(t, x))| t=0=\|
x
&
(v0( y)&v 0) dy, u0(x)+ ,
If we apply our main results, Theorems 1.1 and 1.2, to the Cauchy problem
(1.24), then, on the one hand, we can improve the decay rates obtained in
[4] to optimal and, on the other hand, we can also show the profile , (t, x)
(respectively, , (t, x)) to be a diffusion wave when $0 {0 (respectively,
$0=0 but $1 {0), which strengthens the diffusion phenomenon of non-
linear hyperbolic waves originally discovered by Hsiao and Liu in [4].
Before concluding this section, we give the main ideas used in deducing
our main results. Unlike those arguments developed by Hsiao and Liu in
[4] and Nishihara in [16, 17], we first consider the global smooth
solvability of the Cauchy problem (1.1), (1.2) and deduce some time inde-
pendent L a priori estimates on the global smooth solution obtained
above. Based on the a priori estimates obtained in Corollary 2.1, we can get
the same decay estimates on & ix
j
t V(t, x)& (0i+ j3) as those in [17]
and one of our main contributions in this paper is to get these estimates
without any additional smallness conditions on the initial data.
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Another main contribution of this paper is to get the decay estimate
(1.20) when $0=0 while $1 {0. From the discussions of Nishihara in [17],
we can see that in this case the main difficulty is estimating the following
term,
|
t2
0
| Ex(t&s, x& y)(a(Vx(s, y))&a$(0) Vx(s, y)) dx ds, (1.25)
and it is worth pointing out that it was in dealing with such a term that we
ask the smooth nonlinear function a(v) and the initial data (V0(x), V1(x))
to satisfy the additional assumptions (H1) and (H2). In fact, we are not
quite satisfied with these quite restrictive technical assumptions and it
should be of some interest to devise other more powerful techniques to
remove or relax them. We will research this problem in the future.
Notations. Throughout this paper = will always be used to denote a suf-
ficiently small positive constant and the symbol O(1) will be used to repre-
sent a generic constant which is independent of x and t; both of them may
vary from line to line. Hm(R) is the usual Sobolev space with the norm
& f &m := :
m
k=0
&kx f &, & f &=& f &L2 .
Moreover, the integral domain R will be abbreviated without causing
confusions.
2. GLOBAL SMOOTH SOLVABILITY OF THE
CAUCHY PROBLEM (1.1), (1.2)
This section is devoted to the study of the Cauchy problem (1.1), (1.2).
We will concentrate on the existence and uniqueness of a global smooth
solution to (1.1), (1.2) and derive some time-independent L a priori
estimates on the global smooth solution obtained above. These time-inde-
pendent L a priori estimates will play an essential role in our subsequent
analyses.
Since we are only concerned with the smooth solutions, the study of the
Cauchy problem (1.1), (1.2) is equivalent to the study of the Cauchy
problem (1.13), (1.14). In fact, once we can get some results on the Cauchy
problem (1.13), (1.14), then if we set
V(t, x) :=|
t
0
u(s, x) ds+V0(x), (2.1)
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or
V(t, x) :=|
x
0
v(t, y) dy+V(t, 0)=|
x
0
v(t, y) dy+|
t
0
u(s, 0) ds+V0(0),
(2.2)
we can establish the corresponding results for the Cauchy problem (1.1),
(1.2). Thus we will first focus on the Cauchy problem (1.13), (1.14) at the
first part of this section.
The global smooth solvability results for the Cauchy problem (1.13),
(1.14) have already been considered by Yang and Zhu in [23]. Their
results can be restated as in the following
Theorem 2.1 (Yang and Zhu [23]). Suppose that a(v) is a sufficiently
smooth function such that a$(v)>0 for all v # R, then if there exist two
positive constants M1 , M2 with M2 sufficiently small such that (r0(x),
s0(x)) # C 1b(R) satisfying (1.18), the Cauchy problem (1.13), (1.14) admits a
unique global smooth solution (v(t, x), u(t, x)) which satisfies
{ |v(t, x)|M1 ,|rx(t, x)|M3 ,
|u(t, x)|M1 ,
|sx(t, x)|M3 ,
(2.3)
where M3 is a positive constant depending only on M1 and M2 but inde-
pendent of t and x.
Remark 2.1. As a direct consequence of (2.3), we have
|vx(t, x)|O(1), |ux(t, x)|O(1). (2.4)
Moreover, from the proofs of Theorem 2.7 in [23], we can deduce that by
choosing M2 sufficiently small, M3 can also be as small as we wanted.
Remark 2.2. It is worth pointing out that Yang and Zhu [23] con-
sidered the existence and nonexistence of a global smooth solution to the
following more general system
{
vt&ux=0,
ut+ p(v)x=
1
=
( f (v)&u), =>0.
(2.5)
But if we let f (v)#0, their main result, i.e., Theorem 2.7 in [23], reduces
to our Theorem 2.1.
As a direct corollary of Theorem 2.1, we can get the following results for
the Cauchy problem (1.1), (1.2)
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Corollary 2.1. Under the assumptions of Theorem 1.1, the Cauchy
problem (1.1), (1.2) admits a unique global smooth solution V(t, x) which
satisfies
|Vx(t, x)|M4 , |Vt(t, x)|M4 , |Vtt(t, x)|M4 , (2.6)
and
|ix
j
t V(t, x)|M5 , 0 j1, i+ j=2. (2.7)
Here Mi (i=4, 5) are time-independent positive constants and M5 can be
chosen as small as we wanted.
Remark 2.3. Notice that from Theorem 2.1 and Corollary 2.1, we
cannot deduce that
|V(t, x)|O(1) (2.8)
without any integrable conditions on the initial data. However, since we
will not need such an estimate in our following analyses, we will not pay
attention to it. In fact, when we ask the initial data to satisfy certain
integrable conditions, we can indeed show that (2.8) does hold and such an
observation can be seen from the proofs of Theorem 1.1.
3. L2 DECAY ESTIMATES
The main purpose of this section is to establish the following L2 decay
estimates on  ix
j
t V(t, x)(0i+ j3, 0 j2).
Theorem 3.1 (L2 decay estimates). Under the assumptions of Theorem
1.1, we can deduce that
{&
j
t 
i
xV(t)&O(1)(1+t)&(i+2j)2, 0i+ j3, 0 j2,
&Vttt(t)&O(1)(1+t)&52.
(3.1)
Furthermore
|
t
0
(1+s) i+2 j&1 & jt 
i
xV(s)&
2 dsO(1)(&V0&23+&V1&
2
2), 0<i+ j3.
(3.2)
Before presenting the details of the proofs of Theorem 3.1, we first give
the main novelty of our arguments: Compared with those arguments
developped in [4, 16, 17], the main new ingredient of our arguments lies
in how to get the corresponding L2 decay estimates on V(t, x). Note that
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the arguments developed by Nishihara in [16, 17] are based on the a priori
assumption
N(T ) := sup
0tT { :
3
k=0
(1+t)k &kxV(t)&2+ :
2
k=0
(1+t)k+2 &kxVt(t)&2
+ :
1
k=0
(1+t)k+4 &kxVtt(t)&
2+(1+t)5 &Vttt(t)&2==0 (3.3)
with =0 sufficiently small. Since we do not ask the initial data to satisfy any
further smallness assumptions, such a technique cannot be used any longer.
However, through some delicate energy estimates, we find that if we can
get the following relatively rough estimates
{&Vxx(t)&LO(1)(1+t)
&12,
&Vxt(t)&LO(1)(1+t)&1,
(3.4)
then, after some slight modifications, Nishihara’s techniques can still be
used to deduce the same L2 decay estimates as those obtained in [17] even
without the a priori assumption (3.3). It is worth pointing out that the
a priori estimates (2.6) and (2.7) obtained in Corollary 2.1 will play an
essential role in deducing the estimates (3.4).
The L2 decay estimates (3.1) and (3.2) will be obtained through a series
of theorems and lemmas. First we give the following energy estimates.
Lemma 3.1 (Some energy estimates). Under the conditions of Theorem
1.1, the global smooth solution V(t, x) obtained in Section 2 satisfies the
following differential-integral inequalities
d
dt | \
1
2
V 2t +|
Vx
0
a(s) ds+ dx+| V 2t dx=0; (3.5)
d
dt | (V
2
xt+a$(Vx) V
2
xx) dx+| V 2xt dxM6 &Vxx&2L | V 2xx dx, (3.6)
d
dt | \
1
2
V 2x+VxVxt+ dx+| a$(Vx) V 2xx dx=| V 2xt dx, (3.7)
d
dt | \V 2tt+a$(Vx) V 2xt+ dx+| V 2tt dxM6 &Vxt&L | V 2xt dx, (3.8)
d
dt | \
1
2
V 2t +Vt Vtt+ dx+| a$(Vx) V 2xt dx=| V 2tt dx; (3.9)
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d
dt | {
1
2
V 2xx+VxxVxxt= dx+| a$(Vx) V 2xxx dx| V 2xxt dx
+M6 &Vxx &2L | V 2xx dx, (3.10)
d
dt | [V
2
xxt+a$(Vx) V
2
xxx] dx+| V 2xxt dxM6 &Vxx &4L | V 2xx dx
+M6(&Vxt&L+&Vxx&2L) | V 2xxx dx, (3.11)
d
dt | [V
2
ttt+a$(Vx) V
2
xtt] dx+| V 2ttt dxM6 &Vxt&4L | V 2xx dx
+M6 &Vxt&2L | V 2xxt dx+M6 &Vxt &L | V 2xtt dx. (3.12)
Here M6 is a positive constant independent of t and x.
Proof. Lemma 3.1 follows easily by employing the standard method of
energy estimates. In fact, performing (1.1)_Vt , (1.1)x _Vxt , (1.1) _Vxx ,
(1.1)t _Vtt , (1.1)t _Vt , (1.1)x _Vxxx , (1.1)xx _Vxxt , (1.1)tt _Vttt , and
integrating the resulting equations with respect to x over R respectively, we
can get (3.5)(3.12) by employing the method of integrations by parts,
Cauchy-Schwarz’s inequality, and Sobolev’s inequality. The details are
omitted. This completes the proof of Lemma 3.1.
Having obtained Lemma 3.1, checking the arguments employed in [17]
carefully, we find that to employ the techniques developed by Nishihara in
[16, 17] to get the desired L2 decay estimates (3.1) and (3.2), one need
only to get the decay estimates (3.4). Notice that in [16, 17], (3.4) is a
direct consequence of the a priori assumption (3.3). But since in our
analyses we do not ask the initial data to satisfy any further smallness
assumptions, the techniques developed by Nishihara in [16, 17] cannot be
used directly and our main novelty in this paper in deducing the L2 decay
estimates (3.1) and (3.2) is to get the decay estimates (3.4) without any
further smallness assumptions on the initial data. Our main observation is
that from the estimate (2.7) obtained in Corollary 2.1, we can choose M5
sufficiently small such that
; :=
d
2
&M6(M5+M 25)>0. (3.13)
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Here
d := inf
v # [&M1, M1]
a$(v)>0. (3.14)
For ; and M5 chosen as above, we have the following result
Lemma 3.2. Under the assumptions of Theorem 3.1, we have that for
each t0, the unique global smooth solution V(t, x) obtained in Section 2
satisfies the following differential-integral inequalities
d
dt | \
1
2
V 2t +|
Vx
0
a(s) ds+ (t) dx+| V 2t (t) dx=0; (3.15)
d
dt | \V 2xt+a$(Vx) V 2xx+
1
4
V 2x+
1
2
VxVxt+ (t) dx
+; | V 2xx(t) dx+
1
2 | V
2
xt(t) dx0; (3.16)
d
dt | \V 2tt+a$(Vx) V 2xt+
1
4
V 2t +
1
2
Vt Vtt+ (t) dx
+; | V 2xt(t) dx+
1
2 | V
2
tt(t) dx0; (3.17)
d
dt | \V 2xxt+a$(Vx) V 2xxx+
1
4
V 2xx+
1
2
Vxx Vxxt+ (t) dx+; | V 2xxx(t) dx
+
1
2 | V
2
xxt(t) dxO(1) &Vxx&2L | V 2xx(t) dx. (3.18)
Proof. In fact, by performing (3.7)_12+(3.6), (3.9)_
1
2+ (3.8), (3.10)_
1
2+(3.11), we can easily get (3.16), (3.17), and (3.18) respectively from
(3.13). This completes the proof of Lemma 3.2.
As a direct corollary of Lemma 3.1 and Lemma 3.2, we have
Corollary 3.1 (Energy estimates). Under the conditions of Theorem
3.1, we have that
&V(t)&23+&Vt(t)&
2
2+&Vtt(t)&
2
1+&Vttt(t)&
2
+|
t
0
(&Vx(s)&22+&Vt(s)&
2
2+&Vtt(s)&
2
1+&Vttt(s)&
2) ds
O(1)(&V0 &23+&V1&
2
2). (3.19)
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Having obtained Lemma 3.2 and Corollary 3.1, we now turn to prove
the estimates (3.4).
First, multiplying (3.15) by 1+t and integrating the resulting identity
with respect to t over [0, t], we arrive at
(1+t) | \ 12 V 2t +|
Vx
0
a(s) ds+ (t) dx+|
t
0
(1+s) |V 2t (s) dx ds
=| \ 12 V 21+|
V0x
0
a(s) ds+ dx+|
t
0
| \ 12 V 2t +|
Vx
0
a(s) ds+ ({) dx d{.
(3.20)
The above identity together with Corollary 3.1 implies that
(1+t)(&Vx(t)&2+&Vt(t)&2)+|
t
0
(1+s) &Vt(s)&2 dsO(1). (3.21)
The same process applied to (3.16) and (3.17) deduces that
(1+t)(&Vxx(t)&2+&Vxt(t)&2+&Vx(t)&2)
+|
t
0
(1+s)(&Vxt(s)&2+&Vxx(s)&2) dsO(1), (3.22)
and
(1+t)(&Vtt(t)&2+&Vxt(t)&2+&Vt(t)&2)
+|
t
0
(1+s)(&Vxt(s)&2+&Vtt(s)&2) dsO(1). (3.23)
Furthermore as a consequence of (3.17), (3.21), (3.22), and (3.23), we have
(1+t)2 (&Vtt(t)&2+&Vxt(t)&2+&Vt(t)&2)
+|
t
0
(1+s)2 (&Vxt (s)&2+&Vtt (s)&2) dsO(1). (3.24)
Due to
|Vxx(t, x)|2=2 |
x
&
(Vxx Vxxx)(t, x) dx&Vxx(t)& &Vxxx(t)&,
we have from (3.22) and Corollary 3.1 that
&Vxx(t)&LO(1)(1+t)&14. (3.25)
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Substituting (3.25) into (3.18), we get
d
dt | \V 2xxt+a$(Vx) V 2xxx+
1
4
V 2xx+
1
2
Vxx Vxxt+ (t) dx+; | V 2xxx(t) dx
+
1
2 | V
2
xxt(t) dxO(1)(1+t)
&12 | V 2xx(t) dx. (3.26)
From (3.26), Corollary 3.1, and (3.22), we can deduce that
(1+t)(&Vxxt (t)&2+&Vxxx(t)&2+&Vxx(t)&2)
+|
t
0
(1+s)(&Vxxx(s)&2+&Vxxt(s)&2) dsO(1). (3.27)
Thus from (3.27) and (3.22), we have
&Vxx(t)&LO(1)(1+t)&12. (3.28)
This proves (3.4)1 .
Now substituting (3.28) into (3.18) again, we have
d
dt | \V 2xxt+a$(Vx) V 2xxx+
1
4
V 2xx+
1
2
Vxx Vxxt+ (t) dx+; | V 2xxx(t) dx
+
1
2 | V
2
xxt(t) dxO(1)(1+t)
&1 | V 2xx(t) dx, (3.29)
from which, (3.22), and (3.27), we can conclude that
(1+t)2 (&Vxxt(t)&2+&Vxxx(t)&2+&Vxx(t)&2)
+|
t
0
(1+s)2 (&Vxxx(s)&2+&Vxxt(s)&2) ds
O(1) |
t
0
(1+s)(&Vxxx(s)&2+&Vxxt(s)&2+&Vxx(s)&2) ds
+O(1)(&V0xx&2+&V0xxx&2+&V1xx&2)
O(1). (3.30)
Thus from (3.24) and (3.30), we have
{&Vxt(t)&O(1)(1+t)
&1,
&Vxxt(t)&O(1)(1+t)&1,
(3.31)
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and consequently
&Vxt(t)&L&Vxt(t)&12 &Vxxt(t)&12O(1)(1+t)&1. (3.32)
This proves (3.4)2 .
Having obtained (3.4), from Corollary 3.1, we know that (3.5), (3.8),
(3.10)(3.12), (3.18) can be rewritten as
d
dt | [V
2
xt+a$(Vx) V
2
xx] dx+| V 2xt dxO(1)(1+t)&1 | V 2xx dx, (3.33)
d
dt | [V
2
tt+a$(Vx) V
2
xt] dx+| V 2tt dxO(1)(1+t)&1 | V 2xt dx, (3.34)
d
dt | {
1
2
V 2xx+VxxVxxt= dx+| a$(Vx) V 2xxx dx
| V 2xxt dx+O(1)(1+t)&1 | V 2xx dx, (3.35)
d
dt | [V
2
xxt+a$(Vx) V
2
xxx] dx+|V 2xxt dx
O(1)(1+t)&2 | V 2xx dx+O(1)(1+t)&1 | V 2xxx dx, (3.36)
d
dt | [V
2
ttt+a$(Vx) V
2
xtt] dx+| V 2ttt dxO(1)(1+t)&4 | V 2xx dx
+O(1)(1+t)&2 | V 2xxt dx+O(1)(1+t)&1 | V 2xtt dx, (3.37)
and
d
dt | \V 2xxt+a$(Vx) V 2xxx+
1
4
V 2xx+
1
2
VxxVxxt+ dx+; | V 2xxx dx
+
1
2 | V
2
xxt dxO(1)(1+t)
&1 | V 2xx dx. (3.38)
With (3.5), (3.33), (3.7), (3.34), (3.9), (3.35)(3.37), (3.16), (3.17), and
(3.38) in hand, we can get (3.1) and (3.2) immediately by mimicking the
arguments developed by Nishihara in [17]. This proves Theorem 3.1.
Once we have obtained Theorem 3.1, if we assume further that
(V0(x), V1(x)) # (H5_H4)(R), we can get the following L2 decay estimates
on  ix
j
t V(t, x) with 4i+ j5
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Theorem 3.2. In addition to the assumptions stated in Theorem 3.1, we
assume further that (V0(x), V1(x)) # (H5_H 4)(R), then we have
{&
i
x
j
t V(t)&=O(1)(1+t)
&(i+2 j)2, 0i+ j5, 0 j4,
&5t V(t)&=O(1)(1+t)
&92.
(3.39)
Furthermore for 0<i+ j5, we have
|
t
0
(1+s) i+2 j&1 & jt 
i
xV(s)&
2 dsO(1)(&V0&25+&V1&
2
4). (3.40)
Having obtained Corollary 3.1, the proof of Theorem 3.2 follows essen-
tially the arguments used in the proof of Theorem 3.1. Thus we omit the
details.
4. THE PROOF OF OUR MAIN RESULTS
In this section, we prove our main results Theorems 1.1 and 1.2. If we
set
V (t, x) :=V(t, x)&,(t, x), (4.1)
then it is easy to see that V (t, x) satisfies the following Cauchy problem
V t&a$(0) V xx=&Vtt+Fx , (4.2)
V (0, x)=&V1(x). (4.3)
Here
F(t, x) :=a(Vx(t, x))&a$(0) Vx(t, x). (4.4)
Thus V (t, x) has the following integral representation [17]
V (t, x)=&| E(t, x& y) V1( y) dy
+|
t
0
| E(t&s, x& y)(&Vtt(s, y)+Fx(s, y)) dy ds. (4.5)
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By integration by parts in s as in [17], (4.5) can be rewritten as
V (t, x)=&| E \ t2 , x& y+ Vt \
t
2
, y+ dy
&|
t2
0
| Et(t&s, x& y) Vt (s, y) dy ds
&|
t
t2
| E(t&s, x& y) Vtt (s, y) dy ds
+|
t2
0
| Ex(t&s, x& y) F(s, y) dy ds
+|
t
t2
| E(t&s, x& y) Fx(s, y) dy ds := :
5
i=1
Ii (t, x). (4.6)
Similarly, for 0i3, 0 j2, 0k1, we have
ixV (t, x)=&|  ixE \ t2 , x& y+ Vt \
t
2
, y+ dy
&|
t2
0
|  ixEt(t&s, x& y) Vt(s, y) dy ds
&|
t
t2
|E(t&s, x& y)  ixVtt(s, y) dy ds
+|
t2
0
|  i+1x E(t&s, x& y) F(s, y) dy ds
+|
t
t2
| E(t&s, x& y)  i+1x F(s, y) dy ds
:= :
5
i=1
Ji (t, x), (4.7)
 jxV t(t, x)=&|  jxEt \ t2 , x& y+ Vt \
t
2
, y+ dy
+|  jxE \ t2 , x& y+ \Fx \
t
2
, y+&Vtt \ t2 , y++ dy
&|
t2
0
| ( jxEtt(t&s, x& y) Vt(s, y)
& j+1x Et(t&s, x& y) F(s, y)) dy ds
+|
t
t2
| E(t&s, x& y)(& jxVttt(s, y)
+ j+1x Ft(s, y)) dy ds, (4.8)
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kxV tt(t, x)
=| kxE \ t2 , x& y+ \Fxt \
t
2
, y+&Vttt \ t2 , y++ dy
&| kxEt \ t2 , x& y+ Vtt \
t
2
, y+ dy&| kxEtt \ t2 , x& y+ Vt \
t
2
, y+ dy
&|
t2
0
| (kxEttt(t&s, x& y) Vt(s, y)
&k+1x Ett(t&s, x& y) F(s, y)) dy ds
+|
t
t2
| E(t&s, x& y)(&kxVtttt(s, y)+k+1x Ftt(s, y)) dy ds, (4.9)
and
V ttt(t, x)
=| E \ t2 , x& y+ \&Vtttt \
t
2
, y++Fxtt \ t2 , y++ dy
&| Et \ t2 , x& y+ \Vttt \
t
2
, y+&12 Fxt \
t
2
, y++ dy
&| Ett \ t2 , x& y+ Vtt \
t
2
, y+ dy+12 | Extt \
t
2
, x& y+ F \ t2 , y+ dy
&|
t2
0
| (Etttt(t&s, x& y) Vt(s, y)&Exttt(t&s, x& y) F(s, y)) dy ds
+|
t
t2
| E(t&s, x& y)(&5t V(s, y)+Fxttt(s, y)) dy ds
&| Ettt \ t2 , x& y+ Vt \
t
2
, y+ dy. (4.10)
Having obtained Theorem 3.1 and (4.6)(4.10), by mimicking the
arguments developed by Nishihara in [17], we can get (1.3) and (1.8)
easily and consequently Theorem 1.1 follows. Thus to conclude this section,
we only need to prove Theorem 1.2. To this end, from (4.7)(4.10) and
Theorem 3.2, we can first deduce that
Theorem 4.1. Under the assumptions of Theorem 1.2, we have that
V (t, x) satisfies the following estimates
& ix
j
t V (t)&=O(1)(1+t)
&(3+2i+4j)4, 0i+ j3. (4.11)
Proof. We only prove (4.11) with j=0, the rest of the cases can be
treated similarly.
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Notice that
& ix
j
t E(t)&L p=O(1) t
&12(1&(1p))&(i+2 j)2, (4.12)
we have from Hausdorff-Young’s inequality and (3.39) that
&J1(t)&" ixE \ t2+"L1 "Vt \
t
2+"O(1) t&(i+2)2, (4.13)
&J2(t)&|
t2
0
& ixEt(t&s)&L1 &Vt(s)& ds
O(1) |
t2
0
(t&s)&(i+2)2 (1+s)&1 dsO(1) t&(i+2)2 ln(1+t),
(4.14)
&J3(t)&|
t
t2
&E(t&s)&L1 & ix Vtt(s)& ds
O(1) |
t
t2
(1+s)&(i+4)2 dsO(1) t&(i+2)2, (4.15)
&J4(t)&|
t2
0
& i+1x E(t&s)& &F(s)&L1 ds
O(1) |
t2
0
& i+1x E(t&s)& &Vx(s)&
2 ds
|
t2
0
(t&s)&(3+2i)4 (1+s)&1 ds
O(1) t&(3+2i)4 ln(1+t), (4.16)
and
&J5(t)&|
t
t2
&Ex(t&s)& & ixF (s)&L1 ds
O(1) |
t
t2
(t&s)&34 (1+s)&(i+2)2 dsO(1) t&(2i+3)4. (4.17)
Consequently
& ixV (t)& :
5
j=1
&J j (t)&O(1) t&(3+2i)4 ln(1+t). (4.18)
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Notice that when V0(x)+V1(x) # L1(R), we have
&,x(t)&O(1) t&34. (4.19)
Equations (4.18) and (4.19) and Corollary 3.1 imply
&Vx(t)&O(1)(1+t)&34. (4.20)
Having obtained (4.20), we can improve the estimate of &J4(t)& as in the
following
&J4(t)&O(1) |
t2
0
& i+1x E(t&s)& &Vx(s)&
2 ds
O(1) |
t2
0
(t&s)&(3+2i)4(1+s)&32 dsO(1) t&(3+2i)4. (4.16)$
From (4.13)(4.15), (4.16)$, and (4.17), we have
& ixV (t)& :
5
j=1
&Jj (t)&O(1) t&(3+2i)4, (4.21)
which means that (4.11) is true for j=0. This completes the proof of
Theorem 4.1.
We now turn to deal with Theorem 1.2. Since in this case $0=0, $1 {0,
and W0(x) # L1(R), we can deduce that ,(t, x) satisfies the following
optimal decay estimates
& ix jt ,(t)&=O(1)(1+t)&(3+2i+4j)4, i+ j0. (4.22)
Combining (4.22) with Theorem 4.1, when $0=0, $1 {0, we have the
following improved decay estimates on V(t, x)
Corollary 4.1. Under the assumptions of Theorem 1.2, we have that
the global smooth solution V(t, x) obtained in Section 2 satisfies the follow-
ing improved decay estimates
& ix jt V(t)&=O(1)(1+t)&(3+2i+4j)4, 3i+ j0. (4.23)
Although from Corollary 4.1, we can indeed get the better decay
estimates on V(t, x) when $0=0 than those obtained in Theorem 1.1 when
$0 {0, since in this case the decay of V (t, x) and ,(t, x) we obtained are
of the same order, we cannot conclude from the above results the optimal
temporal decay rates for V(t, x) and how it behaves as t tends to infinity.
It is worth pointing out that these problems are proposed by Nishihara in
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the comments immediately after Theorem 4 of [17] and in the rest of this
section we try to give a partial answer to these problems. In fact, under the
additional assumptions (H1) and (H2), we can show that the decay
estimates for V(t, x) obtained in Corollary 4.1 are indeed optimal and
,(t, x), consequently ,~ (t, x), is still the asymptotic profile of V(t, x), i.e., we
have
Theorem 4.2. Under the additional assumptions of (H1) and (H2), we
have that the global smooth solution V(t, x) obtained above satisfies (1.20)
and (1.21).
Before proving Theorem 4.2, we first give some further properties of the
global smooth solution V(t, x) obtained in Section 2. First, we have
Lemma 4.1. Under the additional assumptions of (H1) and (H2), we have
V(t, &x)=V(t, x), (t, x) # [0, )_R. (4.24)
Consequently
| F(t, x) dx=0. (4.25)
Proof. Setting w(t, x) :=V(t, &x), under the conditions of (H1) and
(H2), we can easily deduce that w(t, x) satisfies the following Cauchy
problem
{wtt+wt&a(wx)x=0,(w(t, x), wt(t, x))| t=0=(V0(&x), V1(&x))=(V0(x), V1(x)), (4.26)
and the uniqueness result for the Cauchy problem (1.1), (1.2) implies that
(4.24) holds.
Having obtained (4.24), from the fact that a(&v)=&a(v), we know that
F(t, x) satisfies
F(t, &x)=&F(t, x), (4.27)
from which (4.25) follows immediately. This completes the proof of
Lemma 4.1.
The next lemma is about some weighted energy estimates on V(t, x)
Lemma 4.2. Under the assumptions of Lemma 4.1, we have
| (1+|x| )3 V 2x(t) dxO(1) ln(1+t). (4.28)
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Proof. We first prove the following claim.
Claim A. V(t, x) satisfies the following estimate:
| (1+|x| )(V 2+V 2x+V 2t )(t) dx+|
t
0
| (1+|x| )(V 2x+V 2t )(s) dx dsO(1).
(4.29)
To prove Claim A, we multiply (1.1) by (1+|x| )( 14 V+Vt) and integrate
the results with respect to x over R to get
d
dt | \(1+|x| ) _
1
2
V 2t +|
Vx
0
a(s) ds+
1
4
VVt+
1
8
V2&+ (t) dx
+
d
4 | (1+|x| ) V
2
x(t) dx+
3
4 | (1+|x| ) V
2
t (t) dx
O(1) | ( |Vt Vx |+ |VVx | )(t) dx. (4.30)
From (4.23), we can conclude that
| ( |VtVx |+|VVx | )(t) dxO(1)(1+t)&2. (4.31)
Consequently
d
dt | \(1+|x| ) _
1
2
V 2t +|
Vx
0
a(s) ds+
1
4
VVt+
1
8
V2&+ (t) dx
+
d
4 | (1+|x| ) V
2
x(t) dx+
3
4 | (1+|x| ) V
2
t (t) dxO(1)(1+t)
&2,
(4.32)
from which we can get (4.29) easily. This proves Claim A.
Now we turn to prove (4.28). To this end, multiplying (1.1) by (1+
|x| )k Vt and integrating the result with respect to x over R we get
d
dt | (1+|x| )
k \12 V 2t +|
Vx
0
a(s) ds+ (t) dx+| (1+|x| )k V 2t (t) dx
=&k | (1+|x| )k&1 sgn xVt(t) a(Vx(t)) dx. (4.33)
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Letting k=1 in (4.33) and noticing
| |Vt(t) Vx(t)| dxO(1)(1+t)&3,
we can deduce that
d
dt | (1+|x| ) \
1
2
V 2t +|
Vx
0
a(s) ds+ (t) dx+| (1+|x| ) V 2t (t) dx
O(1)(1+t)&3. (4.34)
Combining (4.34) with (4.29), we have by repeating the arguments used
in proving (3.30) that
| (1+|x| )(V 2t +V 2x)(t) dxO(1)(1+t)&1. (4.35)
Furthermore, taking k=3 in (4.33) deduces
d
dt | (1+|x| )
3 \12 V 2t +|
Vx
0
a(s) ds+ (t) dx+| (1+|x| )3 V 2t (t) dx
=&3 | (1+|x| )2 sgn xVt(t) a(Vx(t)) dx. (4.36)
Since from (4.35)
| (1+|x| )2 sgn xVt(t) a(Vx(t)) dx
 16 | (1+|x| )3 V 2t (t) dx+O(1) | (1+|x| ) V 2x(t) dx
 16 | (1+|x| )3 V 2t (t) dx+O(1)(1+t)&1,
we can deduce that
d
dt | (1+|x| )
3 \|
Vx
0
a(s) ds+
1
2
V 2t + (t) dx+12 | (1+|x| )3 V 2t (t) dx
O(1)(1+t)&1. (4.37)
Integrating (4.37) with respect to t over [0, t), we can obtain (4.28)
immediately. This completes the proof of Lemma 4.2.
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With the above preparations in hand, we now turn to prove Theorem
4.2. To simplify the presentation, we only prove the following estimate
&V (t)&LO(1) t&32. (4.38)
The corresponding estimates for V x(t, x) and V t(t, x) can be obtained in
the same way.
First from (4.23) and Hausdorff-Young’s inequality, we have
&I1(t)&L"E \ t2+" "Vt \
t
2+"O(1) t&2, (4.39)
&I2(t)&L="&| Et \ t2 , x& y+ V \
t
2
, y+ dy
&|
t2
0
| Ett(t&s, x& y) V(s, y) dy ds"L
"Et \ t2+" "V \
t
2+"+|
t2
0
&Ett(t&s)& &V(s)& ds
O(1) t&2+|
t2
0
(t&s)&94 (1+s)&34 dsO(1) t&2, (4.40)
&I3(t)&L|
t
t2
&E(t&s)& &Vtt(s)& ds
O(1) |
t
t2
(t&s)&14 (1+s)&114 dsO(1) t&2, (4.41)
and
&I5(t)&L|
t
t2
&E(t&s)& &Fx(s)& ds
O(1) |
t
t2
(t&s)&14 &Vx(s)&L &Vxx(s)& ds
O(1) |
t
t2
(t&s)&14 (1+s)&134 ds
O(1) t&52. (4.42)
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From (4.6) and (4.39)(4.42), to conclude the proof of (4.38), we only
need to get a similar estimate on I4(t, x). Indeed to deal with such a term
is one of the novelties of this paper and it was here that we need the results
obtained in Lemma 4.1 and Lemma 4.2.
First, by using integrations by parts, we get from (4.25) that
I4(t, x)=|
t2
0
|

0
Ex(t&s, x& y) F(s, y) dy ds
+|
t2
0
|
0
&
Ex(t&s, x& y) F(s, y) dy ds
=|
t2
0
(Ex(t&s, x) | F(s, z) dz) ds
&|
t2
0
|

0
(Exx(t&s, x& y) |

y
F(s, z) dz) dy ds
+|
t2
0
|
0
&
(Exx(t&s, x& y) |
y
&
F(s, z) dz) dy ds
=&|
t2
0
|

0
(Exx(t&s, x& y) |

y
F(s, z) dz) dy ds
+|
t2
0
|
0
&
(Exx(t&s, x& y) |
y
&
F(s, z) dz) dy ds
:=I 14 (t, x)+I
2
4(t, x). (4.43)
Thus to get a similar estimate on I4(t, x), we only need to estimate
I i4(t, x), i=1, 2. We will only estimate I
2
4(t, x) in detail in the following
since I 14(t, x) can be treated similarly.
From Hausdorff-Young’s inequality, we can deduce
&I 24(t)&|
t2
0
&Exx(t&s)&L &h(s, x)&L1 dsO(1) |
t2
0
(t&s)&32 &h(s, x)&L1 ds.
(4.44)
Here
h(s, x)={
0, x0,
|
x
&
F(s, z) dz, x0.
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Since
&h(s, x)&L1O(1) |
0
& \|
y
&
V 2x(s, z) dz+ dy
O(1) |
0
& \|
y
&
(1+|z| )&154 dz+
25
\|
y
&
(1+|z| )52 |Vx(s, z)|103 dz+
35
dy
O(1) &Vx(s)&45L |
0
&
(1+| y| )&1110 dy \| (1+|x| )3 V2x(s, x) dx+
35
O(1)(1+s)&65 (ln(1+s))35, (4.45)
we have from (4.44) and (4.45) that
&I 24(t)&LO(1) |
t2
0
(t&s)&32 (1+s)&65 (ln(1+s))35 dsO(1) t&32.
(4.46)
Similarly
&I 14(t)&LO(1) t
&32. (4.47)
Consequently
&I4(t)&LO(1) t&32, (4.48)
and (4.38) follows from (4.6), (4.39)(4.42), and (4.48). This completes the
proof of Theorem 4.2. Thus Theorem 1.2 is proved.
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