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Abstract
We present a method for storing multiple models within a single set of parame-
ters. Models can coexist in superposition and still be retrieved individually. In
experiments with neural networks, we show that a surprisingly large number of
models can be effectively stored within a single parameter instance. Furthermore,
each of these models can undergo thousands of training steps without significantly
interfering with other models within the superposition. This approach may be
viewed as the online complement of compression: rather than reducing the size
of a network after training, we make use of the unrealized capacity of a network
during training.
1 Introduction
While connectionist models have enjoyed a resurgence of interest in the artificial intelligence commu-
nity, it is well known that deep neural networks are over-parameterized and a majority of the weights
can be pruned after training [7, 19, 3, 8, 9, 1]. Such pruned neural networks achieve accuracies similar
to the original network but with much fewer parameters. However, it has not been possible to exploit
this redundancy to train a neural network with fewer parameters from scratch to achieve accuracies
similar to its over-parameterized counterpart. In this work we show that it is possible to partially
exploit the excess capacity present in neural network models during training by learning multiple
tasks. Suppose that a neural network with L parameters achieves desirable accuracy at a single
task. We outline a method for training a single neural network with L parameters to simultaneously
perform K different tasks and thereby effectively requiring ≈ O( LK ) parameters per task.
While we learn a separate set of parameters
(
Wk; k ∈ [1,K]
)
for each of the K tasks, these
parameters are stored in superposition with each other, thus requiring approximately the same
number of parameters as a model for a single task. The task-specific models can be accessed using
task-specific “context” information Ck that dynamically “routes” an input towards a specific model
retrieved from this superposition. The model parametersW can be therefore thought of as a “memory"
and the context Ck as “keys" that are used to access the specific parameters Wk required for a task.
Such an interpretation is inspired by Kanerva’s work on hetero-associative memory [4].
Because the parameters for different tasks exist in super-position with each other and are constantly
changing during training, it is possible that these individual parameters interfere with each other and
thereby result in loss in performance on individual tasks. We show that under mild assumptions of
the input data being intrinsically low-dimensional relative to its ambient space (e.g. natural images
lie on a much lower dimensional subspace as compared to their representation of individual pixels
with RGB values), it is possible to choose context that minimizes such interference. The proposed
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Figure 1: Left: Parameters for different models w(1), w(2) and w(3) for different tasks are stored
in superposition with each other in w. Right: To prevent interference between (A) similar set of
parameter vectors w(s), s ∈ {1, 2, 3}, we B (store) these parameters after rotating the weights
into nearly orthogonal parts of the space using task dependent context information (C−1(s)). An
appropriate choice of C(s) ensures that we can C (retrieve) wˆ(k) by operation wC(k) in a manner
that w(s), for s 6= k will remain nearly orthogonal, reducing interference during learning.
method has wide ranging applications such as training a neural networks in memory constrained
environments, online learning of multiple tasks and over-coming catastrophic forgetting.
Application to Catastrophic Forgetting: Online learning and sequential training of multiple tasks
has traditionally posed a challenge for neural networks. If the distribution of inputs (e.g. changes in
appearance from day to night) or the distribution output labels changes over time (e.g. changes in the
task) then training on the most recent data leads to poor performance on data encountered earlier. This
problem is known as catastrophic forgetting [11, 14, 2]. One way to deal with this issue is to maintain
a memory of all the data and train using batches that are constructed by uniformly and randomly
sampling data from this memory (replay buffers [13]). However in memory constrained settings this
solution is not viable. Some works train a separate network (or sub-parts of network) for separate
task [16, 18]. The other strategy is to selectively update weights that do not play a critical role on
previous tasks using variety of criterion such as: Fisher information between tasks [5], learning an
attention mask to decide which weights to change [10, 17] and other criterion [21]. However, these
methods prevent re-use of weights in the future and therefore intrinsically limit the capacity of the
network to learn future tasks and increase computational cost. Furthermore, for every new task, one
additional variable per weight parameter indicating whether this weight can be modified in the future
or not (i.e. L new parameters per task) needs to be stored.
We propose a radically different way of using the same set of parameters in a neural network to
perform multiple tasks. We store the weights for different tasks in superposition with each other
and do not explicitly constrain how any specific weight parameter changes within the superposition.
Furthermore, we need to store substantially less additional variables per new task (1 additional
variable per task for one variant of our method; Section 2.1). We demonstrate the efficacy of our
approach of learning via parameter superposition on two separate online image-classification settings:
(a) time-varying input data distribution and (b) time-varying output label distribution. With parameter
superposition, it is possible to overcome catastrophic forgetting on the permuting MNIST [5] task,
continuously changing input distribution on rotating MNIST and fashion MNIST tasks and when the
output labels are changing on the incremental CIFAR dataset [15].
2 Parameter Superposition
The intuition behind Parameter Superposition (PSP) as a method to store many models simultaneously
into one set of parameters stems from analyzing the fundamental operation performed in all neural
networks – multiplying the inputs
(
x ∈ <N) by a weight matrix (W ∈ <M×N) to compute features
(y = Wx). Over-parameterization of a network essentially implies that only a small sub-space
spanned by the rows of W in <N are relevant for the task.
Let W1,W2, ...,WK be the set of parameters required for each of the K tasks. If only a small
subspace in <N is required by each Wk, it should be possible to transform each Wk using a task-
specific linear transformation C−1k (that we call as context), such that rows of each WkC
−1
k occupy
mutually orthogonal subspace in <N (see Figure 1). Because each WkC−1k occupies a different
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# parameters +1 model
Standard MN MN
Rotational M(N +M) M2
Binary M(N + 1) M
Complex 2M(N + 0.5) M
OnePower 2M(N + 0.5) 1
Table 1: Parameter count for superposition of a linear transformation of size L =M ×N . ‘+1 model’
refers to the number of additional parameters required to add a new model.
subspace, these parameters can be summed together without interfering when stored in superposition:
W =
K∑
i=1
WiC
−1
i (1)
This is similar to the superposition principle in fourier analysis where a signal is represented as a
superposition of sinusoids. Each sinusoid can be considered as the “context”. The parameters for an
individual task can be retrieved using the context Ck and let them be referred by Wˆk:
Wˆk =WCk =
K∑
i=1
Wi
(
C−1i Ck
)
(2)
Because the weights are stored in superposition, the retrieved weights (Wˆk) are likely to be a noisy
estimate of Wk. Noisy retrieval will not affect the overall performance if Wˆkx =Wkx+ , where 
stays small. A detailed analysis of  for some choices of context vectors described in Section 2.1 can
be found in the Appendix A.
In the special case of C−1k = C
T
k , each Ck would be an orthogonal matrix representing a rotation.
As matrix multiplication is associative, yk = (WCk)x can be rewritten as yk =W (Ckx). The PSP
model for computing outputs for the kth task is therefore,
yk =W
(
Ckx
)
(3)
In this form PSP can be thought of as learning a single set of parameters W for multiple tasks,
after the rotating the inputs (x) into orthogonal sub-spaces of <N . It is possible to construct such
orthogonal rotations of the input when x itself is over-parameterized (i.e. it lies on a low-dimensional
manifold). The assumption that x occupies a low-dimensional manifold is a mild one and it is well
known that natural signals such as images and speech do indeed have this property.
2.1 Choosing the Context
Rotational Superposition The most general way to choose the context is to sample rotations
uniformly from orthogonal group O(M) (Haar distribution)1. We refer to this formulation as
rotational superposition. In this case, Ck ∈ <M×M and therefore training for a new task would
requireM2 more parameters. Thus, training forK tasks would requireMN+(K−1)M2 parameters.
In many scenarios M ∼ N and therefore learning by such a mechanism would require approximately
as many parameters as training a separate neural network for each task. Therefore, the rotational
superposition in its most general is not memory efficient.
It is possible to reduce the memory requirements of rotational superposition by restricting the context
to a subset of the orthogonal group, e.g. random permutation matrices, block diagonal matrices
or diagonal matrices. In the special case, we choose Ck = diag(ck) to be a diagonal matrix with
the diagonal entries given by the vector ck. With such a choice, only M additional parameters are
required per task (see Table 1). In case of a diagonal context, PSP in equation 3 reduces to an
element-wise multiplication (symbol ) between ck, x and can be written as:
y =W (c(k) x) (4)
There are many choices of ck that lead to construction of orthogonal matrices:
1we use scipy.stats.ortho_group.
3
Complex Superposition In Equation 4, we can chose ck to be a vector of complex numbers, where
each component cjk is given by,
cjk = e
iφj(k) (5)
Each of the cjk lies on the complex unit circle. The phase φj(k) ∈ [−pi, pi] for all j is sampled with
uniform probability density p(φ) = 12pi . It can be seen that such a choice of ck results in a diagonal
orthogonal matrix.
Powers of a single context The memory footprint of complex superposition can be reduced to a
single parameter per task, by choosing context vectors that are integer powers of one context vector:
cjk = e
iφjk (6)
Binary Superposition Constraining the phase to two possible values φj(k) ∈ {0, pi} is a special
case of complex superposition. The context vectors become c(k)j ∈ {−1, 1}. We refer to this
formulation as binary superposition. The low-precision of the context vectors in this form of
superposition has both computational and memory advantages. Furthermore, binary superposition is
directly compatible with both real-valued and low-precision linear transformations.
3 Neural Network Superposition
We can extend these formulations to entire neural network models by applying superposition (Equation
3) to the linear transformation of all layers l of a neural network:
x(l+1) = g(W (l)(c(k)(l)  x(l))) (7)
where g() is a non-linearity (e.g. ReLU).
Extension to Convolutional Networks For neural networks applied to vision tasks, convolution is
currently the dominant operation in a majority of layers. Since the dimensionality of convolution
parameters is usually much smaller than the input image, it makes more sense computationally to
apply context to the weights rather than the input. By associativity of multiplication, we are able
reduce computation by applying a context tensor c(k) ∈ CM×Hw×Ww to the convolution kernel
w ∈ CN×M×Hw×Ww instead of the input image x ∈ CM×Hx×Wx :
yn = (wn  c(k)) ∗ x (8)
where ∗ is the convolution operator, M is the input channel dimension, N is the output channel
dimension.
4 Experiments
There are two distinct ways in which the data distribution can change over time: (a) change in the input
data distribution and (b) change in the output labels over time. Neural networks are high-capacity
learners and can even learn tasks with random labelling [22]. Despite shifts in data distribution, if
data from different tasks are pooled together and uniformly sampled to construct training batches,
neural networks are expected to perform well. However, a practical scenario of interest is when it is
not possible to access all the data at once, and online training is necessary. In such scenarios, training
the neural network on the most recent task leads to loss in performance on earlier tasks. This problem
is known as catastrophic forgetting – learning on one task interferes with performance on another task.
We evaluate the performance the proposed PSP method on mitigating the interference in learning due
to changes in input and output distributions.
4.1 Input Interference
A common scenario in online learning is when the input data distribution changes over time (e.g.
visual input from day to night). Permuting MNIST dataset [2], is a variant of the MNIST dataset [7]
where the image pixels are permuted randomly to create new tasks over time. Each permutation of
pixels corresponds to a new task. The output labels are left unchanged. Permuting MNIST has been
4
0 20000 40000
Step
0
20
40
60
80
100
Ac
cu
ra
cy
128 units 256 units 512 units 1024 units 2048 units
Figure 2: Comparing the accuracy of the binary superposition model (blue) with the baseline model
(orange) for varying number of units in fully connected networks with differing number of units (128
to 2048) on the permuting MNIST challenge. On this challenge, the inputs are permuted after every
1000 iterations, and each permutation corresponds to a new task. 50K iterations therefore correspond
to 50 different tasks presented in sequence. Dotted red line indicates completion of 10 tasks. It is
to be expected that larger networks can fit more data and be more robust to catastrophic forgetting.
While indeed this is true and the baseline model does better with more units, the PSP model is far
superior and the effect of catastrophic forgetting is negligible in larger networks.
used by many previous works [2, 21, 16, 5] to study the problem of catastrophic forgetting. In our
setup, a new task is created after every 1000 mini-batches (steps) of training by permuting the image
pixels. To adapt to the new task, all layers of the neural network are finetuned. Figure 2 shows that a
standard neural network suffers from catastrophic forgetting and the performance on the first task
degrades after training on newer tasks.
Separate context parameters are chosen for every task. Each choice of context can be thought of as
creating a new model within the same neural network that can be used to learn a new task. In case
of binary superposition (Section 2.1), a random binary vector is chosen for each task, for complex
superposition (Section 2.1), a random complex number (constant magnitude, random phase) is chosen
and for rotation superposition (Section 2.1) a random orthogonal matrix is chosen. Note that use
of task identity information to overcome catastrophic forgetting is not special to our method, but
has been used by all previous methods [21, 5, 16]. We investigated the efficacy of PSP in mitigating
forgetting with changes in network size and the methods of superposition.
4.1.1 Effect of network size on catastrophic forgetting
Bigger networks have more parameters and can thus be expected to be more robust to catastrophic
forgetting as they can fit to larger amounts of data. We trained fully-connected networks with two
hidden layers on fifty permuting MNIST tasks presented sequentially. The size of hidden layers was
varied from 128 to 2048 units. Results in Figure 2 show marginal improvements in performance of
the standard neural network with its size. The PSP method with binary superposition (pspBinary) is
significantly more robust to catastrophic forgetting as compared to the standard baseline. Because
higher number of parameters create space to pack a larger number of models in super-position, the
performance of pspBinary also improves with network size and with hidden layer of size 2048, the
performance on the initial task is virtually unchanged even after training for 49 other tasks with very
different input data distribution.
4.1.2 Effect of types of superposition on catastrophic forgetting
Different methods of storing models in superposition use a different number of additional parameters
per task. While pspBinary and pspComplex require M (where M is the size of the input to each
layer for a fully-connected network) additional parameters; pspRotation requires M2 additional
parameters (see Table 1). Larger number of parameters implies that a set of more general orthogonal
transformation that span larger number of rotations can be constructed. More rotations means
that inputs can be rotated in more ways and thereby more models can be packed with the same
number of parameters. Results shown in Figure 3 left confirm this intuition for networks of 256
units. Better performance of pspComplex as compared to pspBinary is not surprising because binary
superposition is a special case of complex superposition (see section 2.1). In the appendix, we show
these differences become negligible for larger networks.
While the performance of pspRotation is the best among all superposition methods, this method
is impractical because it amounts to adding the same number of additional parameters as required
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Figure 3: Left: Comparing the accuracy of various methods for PSP on the first task of the permuting
MNIST challenge over training steps. After every 1000 steps, the input pixels are randomly permuted
(i.e. new task) and therefore training on this newer task can lead to loss in performance on the
initial task due to catastrophic forgetting. The PSP method is robust to catastrophic forgetting with
pspRotation performing slightly better than pspComplex which in turn is better than pspBinary. This
is expected as the number of additional parameters required per task in pspRotation > pspComplex >
pspBinary (see Table 1). Right: The average accuracy over the last 10 tasks on the permuting MNIST
challenge shows that the proposed PSP method outperforms previously published methods. ∗results
from Figure 4 in Zenke et al. [21]
training step
(a) Rotating (MNIST and fashionMNIST) datasets.
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(b) Accuracy on fashionMNIST.
Figure 4: (a) Samples of rotating-MNIST (top) and rotating-FashionMNIST (bottom) datasets. To
model a continuously and smoothly changing data stream, at every training step (i.e. mini-batch
shown by green box), the images are rotated by a small counter-clockwise rotation. Images rotate
by 360 degrees over 1000 steps. (b) Test accuracy for 0 degrees rotation as a function of number
of training steps. A regular neural networks suffers from catastrophic forgetting. High accuracy is
achieved after training on 0o rotation and then the performance degrades. The proposed PSP method
is robust to slow changes in data distribution when provided with the appropriate context.
for training a separate network for each task. pspComplex requires extension of neural networks to
complex numbers and pspBinary is easiest to implement. To demonstrate the efficacy of our method,
in the remainder of the paper we present most results with pspBinary with an understanding that
pspComplex can further improve performance.
Comparison to previous methods: Table in Figure 3 compares the performance of our method
with two previous methods: EWC [5] and SI [21]. Following the metric used in these works, we
report the average accuracy on the last ten permuted MNIST tasks after the end of training on 50
tasks. PSP outperforms previous methods.
4.1.3 Continuous Domain Shift
While permuting MNIST has been used by previous work for addressing catastrophic forgetting, the
big and discrete shift in input distribution between tasks is somewhat artificial. In the natural world,
distribution usually shifts slowly – for example day gradually comes night and summer gradually
becomes winter. To simulate real-world like continuous domain shift, we propose rotating-MNIST
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Figure 5: Left: Closer comparison of each form of parameter superposition on the rotating-
FashionMNIST task at angle 0◦. Right: Different context selection functions on the rotating-
FashionMNIST task at angle 0◦.
and rotating-FashionMNIST that are variants of the original MNIST and FashionMNIST [20] datasets.
At every time step, the input images are rotated in-plane by a small amount in counter-clockwise
direction. A rotation of 360o is completed after 1000 steps and the input distribution becomes similar
to the initial distribution. Every 1000 steps one complete cycle of rotation is completed. Sample
images from the rotating datasets are shown in Figure 4a.
It is to be expected that very small rotations will not lead to interference in learning. Therefore,
instead of choosing a separate context for every time step, we change the context after every 100 steps.
The 10 different context vectors used in the first cycle (1000 steps) and are re-used in subsequent
cycles of rotations. Figure 4b plots accuracy on a test data set of fashion MNIST with 0o rotation
with time. The oscillations in performance of the standard network correspond to 1000 training steps,
which is the time required to complete one cycle of rotation. As the rotation of input images shifts
away from 0o, due to catastrophic forgetting, the performance worsens and it improves as the cycle
nears completion. The proposed PSP models are robust to changes in input distribution and closely
follow the same trends as on permuting MNIST. These results show that efficacy of PSP approach is
not specific to a particular dataset or the nature of change in the input distribution.
Choosing context parameters: Instead of using task identity to choose the context, it would be ideal
if the context could be automatically chosen without this information. While a general solution to this
problem is beyond the scope of this paper, we investigate the effect of using looser information about
task identity on catastrophic forgetting. For this we constructed, pspFast a variant of pspComplex
where the context is randomly changed at every time step for 1000 steps corresponding to one cycle
of rotations. In the next cycle these contexts are re-used. In this scenario, instead of using detailed
information about the task identity only coarse information about when the set of tasks repeat is used.
Absence of task identity requires storage of 1000 models in superposition, which is 100x times the
number of models stored in previous scenarios. Figure 5 right shows that while pspFast is better than
standard model, it is worse in performance when more detailed task identity information was used.
Potential reasons for worse performance are that each model in pspFast is trained with lesser amount
of data (same data, but 100x models) and increased interference between models stored.
Another area of investigation is the scenario when detailed task information is not available, but
some properties about changes in data distribution are known. For example, in the rotating fashion
MNIST task it is known that the distribution is changing slowly. In contrast to existing methods, one
of the strengths of the PSP method is that it is possible to incorporate such knowledge in constructing
context vectors. To demonstrate this, we constructed pspFastLocalMix, a variant of pspFast, where
at every step we define a context vector as a mixture of the phases of adjacent timepoints. Figure 5
shows that pspFastLocalMix leads to better performance than pspFast. This provides evidence that it
is indeed possible to incorporate coarse information about non-stationarity of input distribution.
4.2 Output Interference
Learning in neural networks can be adversely affected by changes in the output (e.g. label) distribution
of the training data. For example, this occurs when transitioning from one classification task to
another. The incremental CIFAR (iCIFAR) dataset [15, 21] (see Figure 6a) is a variant of the CIFAR
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Figure 6: (a) Samples from the iCIFAR dataset. (b) Accuracy of ResNet-18 model on CIFAR-10
test dataset after training for 20K steps first on CIFAR-10 dataset, and then sequentially finetuning
on four disjoint set of 10 classes from CIFAR-100 for 20K iterations each. The baseline standard
and multihead model are critically affected by changes in output labels, whereas the PSP model with
binary superposition is virtually unaffected. These result shows the efficacy of PSP in dealing with
catastrophic forgetting and easy scaling to state-of-the-art neural networks.
dataset [6] where the first task is the standard CIFAR-10 dataset and subsequent tasks are formed by
taking disjoint subsets of 10 classes from the CIFAR-100 dataset.
To show that our PSP method can be used with state-of-the-art neural networks, we used ResNet-18
to first train on CIFAR-10 dataset for 20K steps. Next, we trained the network on 20K steps on
four subsequent and disjoint sets of 10 classes chosen from the CIFAR-100 dataset. We report the
performance on the test set of CIFAR-10 dataset. Unsurprisingly, the standard ResNet-18 suffers a
big loss in performance on the CIFAR-10 after training on classes from CIFAR-100 (see standard-
ResNet18 in Figure 6b). This forms a rather weak baseline, because the output targets also changes
for each task and thus reading out predictions for CIFAR-10 after training on other tasks is expected
to be at chance performance. A much stronger baseline is when a new output layer is trained for
every task (but the rest of the network is re-used). This is because, it might be expected that for
these different tasks the same features might be adept but a different output readout is required.
Performance of a network trained in this fashion, multihead-ResNet18, in Figure 6b is significantly
better than standard-ResNet18.
To demonstrate the robustness of our approach, we train ResNet-18 with binary superposition on
iCIFAR using only a single output layer and avoiding the need for a network with multiple output
heads in the process. The PSP network suffers surprisingly little degradation in accuracy despite
significant output interference.
5 Discussion
We have presented a fundamentally different way of diminishing catastrophic forgetting via storing
multiple parameters for multiple tasks in the same neural network via superposition. Our framework
treats neural network parameters as memory, from which task-specific model is retrieved using a
context vector that depends on the task-identity. Our method works with both fully-connected nets
and convolutional nets. It can be easily scaled to state-of-the-art neural networks like ResNet. Our
method is robust to catastrophic forgetting caused due to both input and output interference and
outperforms existing methods. An added advantage of our framework is that it can easily incorporate
coarse information about changes in task distribution and does not completely rely on task identity
(see Section 4.1.3). Finally, we proposed the rotating MNIST and rotating fashion MNIST tasks to
mimic slowly changing task distribution that is reflective of the real world.
While in this work we have demonstrated the utility of PSP method, a thorough analysis of how many
different models can be stored in superposition with each other will be very useful. This answer
is likely to depend on the neural network architecture and the specific family of tasks. Another
very interesting avenue of investigation is to automatically and dynamically determine context
8
vector instead of relying on task-specific information. One fruitful direction is to make the context
differentiable instead of using a fixed context.
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Supplementary Material
We establish properties of the destructive interference which make it possible to recover a linear
transformation from the superposition. Appendix A provides intuition that after offline training, the
models can be stored in superposition and retrieved with small noise. Appendix B shows that the
models in superposition can be trained online. Appendix D describes how complex vectors can be
generated compositionally.
Properties of this recovery process are more clearly illustrated by substituting Equation 1 into
Equation 3. By unpacking the inner product operation, Equation 3 can be rewritten as the sum of two
terms which is shown in Equation 9.
yi =
∑
j
∑
s
W (s)ijc(s)
−1
j c(k)jxj
=
∑
j
W (k)ijxj +
∑
j
∑
s 6=k
W (s)ijc(s)
−1
j c(k)jxj
which is written more concisely in matrix notation as:
y =W (k)x+  (9)
 =
∑
s6=k
W (s)(c(s)−1  c(k) x)
The first term, W (k)x, is the recovered linear transformation and the second term, , is a residual. For
particular formulations of the set of context vectors c(S),  is a summation of terms which interfere
destructively. For an analysis of the interference, please see the Appendix A.
A Analysis of retrieval noise
In this section, we use Propositions 1 and 2 to provide the intuition that we can superimpose individual
models after training and the interference should stay small. Assume w and x are fixed vectors and c
is a random context vector, each element of which has a unit amplitude and uniformly distributed
phase.
A.1 Proposition 1: superposition bias analysis
Proposition 1.  in expectation is unbiased, Es[]→ 0.
Proposition 1 states that, in expectation, other models within the superposition will not introduce a
bias to the recovered linear transformation.
Proof. We consider three cases: real value network with binary context vectors, complex value
network with complex context vectors, and real value network with orthogonal matrix context. For
each case we show that if the context vectors / matrices have uniform distribution on the domain of
their definition the expectation of the scalar product with the context-effected input vector is zero.
Real-valued network with binary context vectors. Assuming a fixed weights vector w for a
given neuron, a fixed pre-context input x, and a random binary context vector b with i.i.d. components
E [(w  b, x)] = E
[∑
wibixi
]
=
∑
wixiE [bi]
= 0
because E [bi] = 0.
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Complex-valued network with complex context vectors. Again, we assume a fixed weights
vector w for a given neuron, a fixed pre-context input x, and a random complex context vector c with
i.i.d. components, such that ‖ci‖ = 1 for every i and the phase of ci has a uniform distribution on a
circle. Then
E [(w  c, x)] = E
[∑
w∗i c
∗
i xi
]
=
∑
w∗i xiE [c
∗
i ]
= 0
where w∗i is a conjugate of wi. Here E [c
∗
i ] = 0 because ci has a uniform distribution on a circle.
Real-valued network with real-valued rotational context matrices. Let w ∈ RM be a vector
and the context vector Ck be a random orthogonal matrix drawn from the O(M) Haar distribution
[12]. Then Ckw for fixed w defines a uniform distribution on sphere SM−1r , with radius r = ‖w‖.
Due to the symmetry,
E [〈Ckw, x〉] = 0.
A.2 Proposition 2: Variance induced by context vectors
Proposition 2. For x, w ∈ CM , when we bind a random c ∈ CM with w, Var [〈cw,x〉]‖w‖2‖x‖2 ≈ 1M
under mild conditions. For x, w ∈ RM , let Ck be a random orthogonal matrix s.t. Ckw has a
random direction. Then Var (〈Ckw,x〉)‖w‖2‖x‖2 ≈ 1M . In both cases, let |〈w, x〉| = ‖w‖‖x‖η. If η is large,
then |〈c w, x〉| and |〈Ckw, x〉| will be relatively small compared to |〈w, x〉|.
If we assume that ‖w(k)‖’s are equally large and denote it by γ, then  ∝ K−1M |〈w, x〉|2. When K−1M
is small, the residual introduced by other superimposed models will stay small. Binding with the
random keys roughly attenuates each model’s interference by a factor proportional to 1√
M
.
Proof. Similarly to Proposition 1, we give an estimate of the variance for each individual case: a
real-valued network with binary context vectors, a complex-valued network with complex context
vectors, and a real-valued network with rotational context matrices. All the assumptions are the same
as in Proposition 1.
Real-valued network with binary context vectors.
E
[|(w  b, x)|2] = E [(∑wibixi)(∑wjbjxj)]
= E
∑
i,j
wibixiwjbjxj

=
∑
i,j
wixiwjxjE [bibj ]
=
∑
i
w2i x
2
iE
[
b2i
]
=
∑
i
|wi|2|xi|2
= ‖w  x‖2.
Here we made use of the facts that bi and bj are independent variables with zero mean, and that
b2i = 1.
Note that
|〈w, x〉| = ‖w‖‖x‖η.
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If η  0, then |〈w  b, x〉| will be relatively small compared to |〈w, x〉|. Indeed, we can assume that
each term w∗i xi has a comparably small contribution to the inner product (e.g. when using dropout)
and |wi|
‖w‖
|xi|
‖x‖ ≈
η
M
.
Then
E [|(w  b, x)|2] ≈ η
2
M
‖w‖2‖x‖2
Complex-valued network with complex context vectors.
E
[|(c w, x)|2] = E [(∑wix∗i ci)(∑w∗jxjc∗j)]
= E
∑
i,j
wix
∗
i ciw
∗
jxjc
∗
j

=
∑
i,j
wix
∗
iw
∗
jxjE
[
cic
∗
j
]
=
∑
i
wix
∗
iw
∗
i xiE [cic
∗
i ]
=
∑
i
|wi|2|xi|2
= ‖w  x‖2
Here we make use of the fact that E [c∗i cj ] = E [ci]E [c
∗
j ] = 0 for i 6= j, which in turn follows from
the fact that ci and cj are independent variables.
Let’s assume each term w∗i xi has a comparable small contribution to the inner product (e.g. when
using dropout). Then it is reasonable to assume that |wi||xi| ≈ ηM ‖w‖‖x‖, whereM is the dimension
of x. Then
E [|(w, x c)|2] ≈ η
M
‖w‖2‖x‖2
Real-valued network with real-valued rotational context matrices. We show the case in high
dimensional real vector space for a random rotated vector. Let w ∈ RM again be a vector and Ck be
a random matrix drawn from the O(M) Haar distribution. Then Ckw for fixed w defines a uniform
distribution on sphere SM−1r , with radius r = ‖w‖.
Consider a random vector w′, whose components are drawn i.i.d. from N(0, 1). Then one can
establish a correspondence between Ckw and w′:
Ckw = ‖w‖ w
′
‖w′‖ .
thus Ckw is w under a random rotation in RM . Let w′ = (w′1, . . . , w′M ) be a random vector
where w′i are i.i.d. normal random variables N(0, 1). Ckw ∼ ‖w‖ w
′
‖w′‖ , 〈w′, x〉 =
∑M
i=1 xiw
′
i and
〈Ckw, x〉 = ‖w‖‖w′‖ 〈w′, x〉. Then we have:
Var (〈Ckw, x〉) = E
[〈Ck w, x〉2]
= E
[ ‖w‖2
‖w′‖2 〈w
′, x〉2
]
= ‖w‖2‖x‖2E
[
〈 w
′
‖w′‖ ,
x
‖x‖〉
2
]
.
We further show that E
[
〈 w′‖w′‖ , x‖x‖ 〉2
]
= 1M and hence
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Var (〈Ck · w, x〉) = 1
M
‖w‖2‖x‖2.
Due to the symmetry,
E
[
〈 w
′
‖w′‖ ,
x
‖x‖〉
2
]
= E
[
〈 w
′
‖w′‖ , (1, 0, . . . , 0)〉
2
]
= E
[
(
w′1
‖w′‖ )
2
]
Let yi =
w′i
‖w′‖ , E
[
y2i
]
= γ. Then
γ = E
[
y21
]
= E
[
1−
M∑
i=2
y2i
]
= 1− (M − 1)γ
So Mγ = 1 and γ = 1M . Thus E
[
(
w′1
‖w′‖ )
2
]
= 1M .
Let |〈w, x〉| = ‖w‖‖x‖η, if we consider the case η is large, we have std (〈Ckw, x〉) ∝ 1√M |〈w, x〉|.
B Online learning with unitary transformations
In this section, we describe having individual models in superposition during training.
Proposition 3. Denote the cost function of the network with PSP as JPSP used in context k, and the
cost function of the kth network without as Jk.
1. For the complex context vector case, ∂∂W JPSP ≈
(
∂
∂W (k)Jk
)
 c(k), where c(k) is the
context vector used in JPSP andW (k) are the weights of the Jk network.
2. For the general rotation case in real vector space, ∂∂W JPSP ≈ ( ∂∂W (k)Jk)Ck, where Ck is
the context matrix used in JPSP andW (k) are the weights of the Jk network.
Proposition 3 shows parameter updates of an individual model in superposition is approximately equal
to updates of that model trained outside of superposition. The gradient of parameter superposition
creates a superposition of gradients with analogous destructive interference properties to Equation 3.
Therefore, memory operations in parameter superposition can be applied in an online fashion.
Proof. Here we show that training a model which is in superposition with other models using
gradient descent yields almost the same parameter update as training this model independently
(without superposition). For example imagine two networks with parameters w1 and w2 combined
into one superposition network using context vectors c1 and c2, such that the parameters of the PSP
network w = w1  c1 + w2  c2. Then, what we show below is that training the PSP network with
the context vector c1 results in nearly the same change of parameters w as training the network w1
independently and then combining it with w2 using the context vectors.
To prove this we consider two models. The original model is designed to solve task 1. The PSP model
is combining models for several tasks. Consider the original model as a function of its parameters w
and denote it as f(w). Throughout this section we assume w to be a vector.
Note that for every w, the function f(w) defines a mapping from inputs to outputs. The PSP model,
when used for task 1, can also be defined as F (W ), where W is a superposition of all weights.
We define a superposition function ϕ, combining weights w with any other set of parameters, w˜.
W = ϕ(w, w˜)
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We also define an read-out function ρ which extracts w from W possibly with some error e:
ρ(W ) = w + e.
The error emust have such properties that the two models f(w) and f(w+e) produce similar outputs
on the data and have approximately equal gradients∇wf(w) and∇wf(w + e) on the data.
When the PSP model is used for task 1, the following holds:
F (W ) = f(ρ(W )) = f(w + e)
Our goal now is to find conditions of superposition and read-out functions, such that for any in-
put/output data the gradient of f with respect to w is equal (or nearly equal) to the gradient of F with
respect to W , transformed back to the w space. Since for the data the functions f(w) and f(w + e)
are assumed to be nearly equal together with their gradients, we can omit the error term e.
The gradient updates the weights W are
δW = ∇WF
=
(
∂ρ
∂W
)T
∇ρf(ρ(W ))
=
(
∂ρ
∂W
)T
∇wf(w)
Now δw corresponding to this δW can be computed using linear approximate of ρ(W + δW ):
δw = ρ(W + δW )− ρ(W ) ≈ ∂ρ
∂W
δW,
and hence
δw =
(
∂ρ
∂W
)(
∂ρ
∂W
)T
∇wf(w)
Thus in order for δw, which is here computed using the gradient of F , to be equal to the one computed
using the gradient of f it is necessary and sufficient that
(
∂ρ
∂W
)(
∂ρ
∂W
)T
= I (10)
Real-valued network with binary context vectors Assume a weights vector w and a binary
context vector b ∈ {−1, 1}M . We define a superposition function
W = ϕ(w, w˜) = w  b+ w˜.
Since b = b−1 for binary vectors, the read-out function can be defined as:
ρ(W ) =W  b
= w + w˜  b
= w + e
In propositions 1 and 2 we have previously shown that in case of binary vectors the error e has a
small contribution to the inner product. What remains to show is that the condition 10 is satisfied.
Note that
∂ρ
∂W
= diag(b).
Since bibi = 1 for every element i, the matrix ∂ρ∂W is orthogonal and hence condition 10 is satisfied.(
∂ρ
∂W
)(
∂ρ
∂W
)T
= diag(b)diag(b)T
= I
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Complex-valued network with complex context vectors. The proof for the complex context
vectors is very similar to that for the binary. Let the context vector c ∈ CM , s.t. |ci| = 1. It is
convenient to use the notation of linear algebra over the complex field. One should note that nearly all
linear algebraic expressions remain the same, except the transposition operator T should be replaced
with the Hermitian conjugate † which is the combination of transposition and changing the sign of
the imaginary part.
We define the superposition operation as
W = ϕ(w, w˜) = w  c+ w˜.
When |ci| = 1, c−1i = c∗i where ∗ is the element-wise conjugate operator (change of sign of the
imaginary part). The read-out function can be defined as:
ρ(W ) =W  c∗
= w + w˜  c∗
= w + e
The necessary condition 10 transforms into(
∂ρ
∂W
)(
∂ρ
∂W
)†
= I
where I is a complex identity matrix, whose real parts form an identity matrix and all imaginary parts
are zero. This condition is satisfied for the chosen complex vector because(
∂ρ
∂W
)(
∂ρ
∂W
)†
= diag(c)diag(c∗) = I
Real-valued network with real-valued rotational context matrices The proof is again very
similar to the previous cases. The superposition operation is defined as
W = Cw + w˜,
where C is a rotational matrix.
The read-out function is
ρ(W ) = C−1W = CTW
where CT is the transposed of C. Here we use the fact that for rotation matrices CCT = CTC = I .
The condition 10 becomes (
∂ρ
∂W
)(
∂ρ
∂W
)T
= CTC = I,
and hence is satisfied.
C Geometry of Rotations
For each type of superposition, Supplementary Figure 1 left provides the geometry of the rotations
which can be applied to parameters w. This illustrates the topology of the embedding space of
superimposed models.
D From superposition to composition
While a context is an operator on parameter vectors w, the context itself can also be operated on.
Analogous to the notion of a group in abstract algebra, new contexts can be constructed from a
composition of existing contexts under a defined operation. For example, the context vectors in
complex superposition form a Lie group under complex multiplication. This enables parameters to
be stored and recovered from a composition of contexts:
ca+b = ca  cb (11)
By creating functions c(k) over the superposition dimension k ∈ S, we can generate new context
vectors in a variety of ways. To introduce this idea, we describe two basic compositions.
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A B C
Supplementary Figure 1: The topology of all context operators acting on a vector w, e.g. TM · w =
{cw : c ∈ TM}. A binary operates on a lattice B complex operates on a torus C rotational operates
on a sphere.
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Supplementary Figure 2: Accuracy on rotating MNIST
Mixture of contexts The continuity of the phase φ in complex superposition makes it possible to
create mixtures of contexts to generate a smoother transition from one context to the next. One basic
mixture is an average window over the previous, current and next context:
c(k) = ei
φ(k−1)+φ(k)+φ(k+1)
3 (12)
The smooth transitions reduces the orthogonality between neighboring context vectors. Parameters
with neighboring contexts can ‘share’ information during learning which is useful for transfer-learning
settings and continual learning settings where the domain shift is smooth.
E Additional Results
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Supplementary Figure 3: Comparing the accuracy of various methods for PSP on the first task of
the permutingMNIST challenge over training steps on networks with 2000 units. pspRotation is left
out because it is impractical for most applications because its memory and computation footprint is
comparable with storing independent networks.
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