Digital rock methodology combines modern microscopic imaging with advanced numerical simulations of the physical properties of rocks. Modeling of elastic-wave propagation directly from rock microstructure is integral to this technology. We survey recent development of the rotated staggered grid ͑RSG͒ finite-difference ͑FD͒ method for pore-scale simulation of elastic wave propagation in digital rock samples, including the dynamic elastic properties of rocks saturated with a viscous fluid. Examination of the accuracy of this algorithm on models with known analytical solutions provide an additional accuracy condition for numerical modeling on the microscale. We use both the elastic and viscoelastic versions of the RSG algorithm to study gas hydrates and to simulate propagation of Biot's slow wave. We apply RSG method ology to examine the effect of gas hydrate distributions in the pore space of a rock. We compare resulting P-wave velocities with experimentally measured data, as a basis for building an effective-medium model for rocks containing gas hydrates. We then perform numerical simulations of Biot's slow wave in a realistic 3D digital rock model, fully saturated with a nonviscous fluid ͑corresponding to the high-frequency limit of poroelasticity͒, and placed inside a bulk fluid. The model clearly demonstrates Biot's slow curve when the interface is open between the slab and bulk fluid. We demonstrate slow wave propagation in a porous medium saturated with a viscous fluid by analyzing an idealized 2D porous medium represented alternating solid and viscous fluid layers. Comparison of simulation results with the exact solution for this layered system shows good agreement over a broad frequency range.
INTRODUCTION
Numerical modeling of seismic wave propagation in realistic media is an important tool used in earthquake and exploration seismology. A general overview of different techniques and applications can be found in Carcione et al. ͑2002͒, Moczo et al. ͑2007͒ , and references therein. The widely used finite-difference ͑FD͒ approaches are based on the elastodynamic wave equation. These methods account not only for direct waves, primary reflected waves, and multiple reflected waves, but also for surface waves, head waves, converted reflected waves, and waves observed in ray-theoretical shadow zones ͑Kelly et al., 1976͒. All these wave effects are scale-independent and thus also occur on the microscale. Second, the problem of effective elastic properties of dry and fluid-saturated porous solids is of considerable interest for geophysics, material science, and solid mechanics. Strong scattering caused by complex rock structures can be treated only by numerical techniques because analytical solutions of the wave equation are not available. In this framework, effective elastic properties of fractured rocks are controversially discussed in literature ͑e.g., Grechka and Kachanov, 2006; Saenger et al., 2006͒ . Simulations of elastic wave propagation enable analysis of transmitted waves ͑Saenger et al., 2004a͒ or reflected waves ͑Krüger et al., 2007͒ in models of fractured rock samples. Based on the previous studies ͑Saenger and Shapiro, 2002; Orlowsky et al., 2003; Saenger et al., 2004a͒ , we have concluded that the differential effective medium ͑DEM͒ approximation ͑e.g., Vava-kin and Salganik, 1978; Norris, 1985; Zimmermann, 1991͒ always predicts effective elastic properties precisely. Kachanov's noninteracting theory ͑Kachanov, 1992͒ systematically overestimates the effective elastic moduli of rocks with a nondilute crack density. However, numerical methods are not restricted to a particular pore geometry ͑e.g., penny-shaped cracks͒. Now it is even possible to study effective elastic and transport properties for one single realistic digital rock sample ͑e.g., Saenger et al., 2005͒ . In this paper, we consider wave propagation on microscale in 2D and 3D pore scale models of porous media. Alternative numerical studies of elastic moduli of porous media ͑Arns et al., 2002; Roberts and Garboczi, 2002͒ employ a ͑static͒ finite-element method ͑FEM͒. This FEM uses a variational formulation of the linear elastic equations and finds the solution by minimizing the elastic energy using a fast conjugate-gradient model. Dynamic effects ͑e.g., velocity dispersion͒ cannot be described by this method.
Biot's theory of poroelasticity ͑Biot, 1956͒ describes wave propagation within porous fluid-saturated materials. One of its key predictions is the existence of three types of elastic waves; one shear and two compressional. The first kind of compressional wave is very similar to a regular compressional wave, which propagates through an elastic medium. The second kind of compressional wave, also called type II or Biot's slow wave, has a strongly dispersive character. At low frequencies ͑frequencies lower than Biot's characteristic frequency B = /͓ f ͔͒, where and are the porosity and permeability of the rock matrix and and f are viscosity and density of the pore fluid͒, where pore fluid flow is Poiseuille, the slow wave has a diffusion-type character. At high frequencies ͑higher than the Biot's characteristic frequency B ͒, where the viscous skin depth of the fluid in the pores is smaller than the size of the pores, the slow wave is propagatory with little attenuation. In this frequency regime, it can be approximated as an acoustic wave propagating through the pore fluid. The slow compressional wave ͑SCW͒ was first observed experimentally in ultrasonic experiments, hence at higher frequencies, by Plona ͑1980͒. Theoretical analysis shows that observed traveltimes of the SCW are consistent with the predictions of Biot's theory ͑Dutta, 1980͒.
We have two goals. First, we review some details and methods necessary for finite-difference modeling of wave propagation on the microscale. This will include a close look at accuracy aspects. Second, we show three different examples of modeling wave propagation for different applications. The first two examples consider nonviscous pore fluid saturation; our last example compares analytical and numerical results for viscous pore fluid saturation.
REVIEW OF METHODS AND DETAILS OF FD MODELING ON PORE SCALE Heterogeneous finite-difference modeling on pore scale
Heterogeneous FD modeling assumes that boundary conditions connecting elastic wavefields on the two sides of a material discontinuity are implicitly fulfilled by the distribution of elastic parameters on the numerical grid. That is, boundary conditions across discontinuities are not treated explicitly. Heterogeneous FD modeling is widely applied to weak elastic contrasts between geologic formations inside the earth. This approach was introduced by Kelly et al. ͑1976͒ , and justified mathematically by Zahradník and Priolo ͑1999͒ and Moczo et al. ͑2002͒ .
Standard staggered FD grid ͑SSG͒ ͑Virieux, 1986͒ and rotated staggered grid ͑RSG͒ ͑Saenger et al., 2000͒ FD scheme are both heterogeneous FD schemes. In contrast to the SSG, the RSG uses rotated FD operators leading to a distribution of modeling parameters in an elementary cell where all components of one physical property are located only at one single position. Therefore, no averaging of elastic moduli is needed for modeling wave propagation in complex media. From a standard von Neumann analysis ͑e.g., von Neumann, 1943; Marfurt, 1984; Dablain, 1986; Virieux, 1986; Crase, 1990͒ , one can derive the von Neumann stability criterion and the dispersion error. For the RSG ͑second order in time͒, the stability criterion for the 3D case and the 2D case are the same:
͑1͒
In this equation, c k denotes the difference coefficients ͑e.g., Holberg coefficients ͓Holberg, 1987; Kindelan et al., 1990͔͒ , ⌬t is the time increment, v max is the maximum wave velocity in the medium, and ⌬x is the spatial increment. A commonly used dispersion criteria reads,
where v min is the minimum wave velocity in the medium, and f max is the maximum frequency of the source wavelet. The value of depends heavily on the applied order in space and time and the desired accuracy. The RSG scheme is explained in more detail in Saenger et al. ͑2000͒ and Saenger and Bohlen ͑2004͒.
Stability and accuracy for high contrast materials
For high-contrast inclusions such as voids, cracks, or pores using a staggered grid FD scheme, it is necessary ͑but not sufficient͒ to set the material parameters as described in Graves ͑1996͒ and Moczo et al. ͑2002͒. That is, they are represented by their actual local values or by arithmetic or harmonic averages from neighboring grid points. This procedure leads to numerically stable results for the SSG and the RSG for second order FD operators in space. Note that usage of high-order FD operators in space can lead to numerical instabilities for high contrast inclusions ͑for SSG as well as RSG͒.
Ensuring numerical stability with respect to high-contrasts in the medium will not guarantee numerical accuracy for heterogeneous materials.Amore detailed analysis is required in addition to the standard numerical dispersion analysis for waves in homogeneous and unbounded media. Krüger et al. ͑2005͒ investigates the scattering and diffraction of a plane wave by a single crack. By comparing with an analytical solution, we observe a high degree of accuracy using the RSG. Bohlen and Saenger ͑2006͒ study the accuracy for modeling Rayleigh waves using the SSG and RSG. For an irregular interface, the RSG scheme is more accurate than the SSG scheme. The RSG scheme, however, requires 60 grid points per minimum wavelength to achieve good accuracy for all dip angles ͑with respect to surface waves͒. Based on the accuracy studies described above, we conclude that the RSG is well suited to perform accurate simulations for high contrast materials.
Numerical dispersion on pore scale
The dispersion condition ͑i.e., accuracy in homogeneous media͒ specifies rules for a proper ratio of grid points per wavelength ͑i.e., for in equation 2͒. For pore-scale simulations, this is not typically a crucial condition because the main focus is on effective elastic properties in the long wavelength limit. One needs several grid points to discretize the pores properly ͑approx. 30 grid points͒ and the wavelength must be at least 10 times larger than the pores. The resulting ratio of 300 or more grid points per wavelength is not crucial with respect to numerical dispersion.
Viscous pore infill on microscale
An important step for simulating wave propagation effects on pore scale is to implement a realistic approximation of viscous fluids ͑e.g., viscous oil͒. Saenger et al. ͑2005͒ extend the RSG approach to Newtonian ͑i.e., viscous͒ fluids. We propose to use a generalized Maxwell body. This is a well-known rheological model, which previously has been used to simulate ͑nearly͒ constant frequency-independent attenuation by a time-domain FD scheme ͑Emmerich and Korn, 1987; Kristek and Moczo, 2003; Moczo and Kristek, 2005͒. Fluid viscosity is defined by the anelastic coefficients and the relaxation frequency for one single relaxation mechanism.
Discretization of viscous skin depth
Ciz et al. ͑2006͒ perform numerical simulations for a system of alternating elastic solid and viscous fluid layers. Such a system is known to exhibit many features of the poroelastic medium. This idealized system is used for numerical modeling of elastic wave dispersion and attenuation to test the precision of the extended viscous version of the RSG. They obtain very good agreement between the numerical simulations and the analytical solution for a wide range of viscosities, but observe significant discrepancies at low viscosities. These discrepancies cannot be attributed to numerical dispersion. Their analysis shows that discrepancies at low viscosities may be caused by insufficient sampling of the viscous boundary layer near the solid/fluid interface. They find that it is necessary to properly discretize the viscous skin depth ␦ = ͑2/ f ͒ 1/2 ͑defined by the lefthand side of equation 3͒. The viscous boundary layer plays an important role when modeling elastic wave propagation in the medium containing viscous fluids. The accuracy of the numerical results is sufficient, if the skin depth ␦ is discretized with at least three gridpoints:
where f is the fluid density, denotes viscosity, is angular frequency of the propagation wave, and ⌬x represents the spatial step. In addition to the standard stability criterion ͑equation 1͒ and the standard numerical dispersion condition ͑equation 2͒, the inequality in equation 3 should be regarded as a third accuracy condition, necessary for modeling elastic-wave propagation on microscale in the presence of viscosity.
APPLICATIONS Gas hydrates: Effective velocity versus saturation
In this section, we examine the effective P-wave velocity versus gas hydrate pore saturation. Rock physics characterization of gas hydrate occurrences is an ongoing research field ͑Guerin and Goldberg, 2002; Gei and Carcione, 2003; Dai et al., 2004͒ . For this case, it is necessary to extend the dynamic considerations on microscale to multiphase geomaterials.
Results of gas hydrate drillings worldwide, such as the Mallik 2L-38 well in northern Canada, have demonstrated a consistent relationship between elastic rock properties and gas hydrate saturation in the sediments. In the literature, there are several examples of the use of rock physics models to quantify this effect ͑Dai et al., 2004, and references therein͒. We study this relationship numerically on a microscale by wave propagation experiments. In our digital rock models, we consider different distributions and concentrations of a water-gas hydrate mixture in the pore space ͑see Figure 1͒ . This will assist with identifying a rock physics model for gas hydrates. Figure 1 . ͑a-d͒: Sketches of the four water and gas hydrate distributions in the pore space used in the computer models ͑r grain = 0.25 ϫ 10 −3 m͒. ͑e͒: the corresponding 3D pore structure for case ͑a͒. We show approximately a quarter of the total volume of our grain-watergas-hydrate mixture zone. Figure 2. Different distributions of the water and gas hydrate in the model, labeled ͑a-d͒ in Figure 1 , result in different effective velocities of the models. The effective velocities obtained with our numerical experiments are plotted with respect to the amount of gas hydrate in the pore space. The underlying picture is a modified copy of Figure 7 in Dai et al. ͑2004͒ , with triangles representing the measured experimental data. Although the absolute "real-life" effective velocities of Dai et al. ͑2004͒ differ somewhat, the trend with respect to gas hydrate saturation is very similar for our case ͑a͒: i.e., the gas hydrate has no contact with the grains.
The full 3D computer models consist of 396ϫ 396ϫ 797 grid points ͑gp͒ with a grid point spacing of 9 ϫ 10 −6 m. From top to bottom ͑z-direction͒, we place a homogeneous layer of 170 gp, followed by 396 gp of a grain, water, and gas hydrate mixture, and finally a homogeneous layer of 231 gp. The homogeneous layers have the same elastic properties as the grains in the middle layer. All the grains in the model are spheres of the same radius ͑r grain = 28 gp͒ placed in a cubic face-centered sphere packing. This gives a porosity of approximately 26%. As we use periodic boundary conditions in both horizontal directions, incomplete spheres ending on one end of the model have to be completed without a gap on the opposite side of the model. The elastic parameters of all three materials can be found in Table 1 . A plane P-wave is generated at the top of the model. We use a body-force source with a dominant frequency of 1.8ϫ 10 6 Hz and a Ricker I characteristic. This results in a Gaussian-type wave form with a wavelength of approximately 333 gp in the homogeneous part of the model. We avoid artificial reflections from horizontal directions with applied periodic boundary conditions during the simulation. With two horizontal planes of receivers at the top and bottom, we can measure the time-delay of the peak amplitude of the mean plane wave, which is caused by the inhomogeneous region ͑i.e., the pore structure shown in Figure 1͒ . One can estimate the effective velocity using the time delay. The wave propagation is computed with a finite-difference code using the RSG, applying a second order operator in space and time and a time increment of ⌬t = 9.45 ϫ 10 −10 s. A similar numerical setup with a detailed error analysis is discussed in Saenger et al. ͑2004a͒ .
The simulation results show that as long as the gas hydrate has contact with the sediment grains, numerically derived effective velocities are almost the same for the same concentrations ͑see Figure  2͒ . This changes in the case of a suspension ͑gas hydrate has no contact with the grain; Figure 1a͒ . Here the effective velocity decreases ͑Figure 2͒. Figure 7 in Dai et al. ͑2004͒ provides a similar P-wave velocity versus gas hydrate saturation plot for experimental results obtained at the Mallik 2L-38 well. These values are in good qualitative agreement with our results in the case of a suspension. We conclude that the case in Figure 1a is an appropriate rock physics model for gas hydrates.
The slow compressional wave in the high-frequency limit
To adequately simulate the behavior of poroelastic media, the RSG technique must be able to simulate propagation of Biot's slow wave. Saenger et al. ͑2004b, 2005͒ have designed a series of realistic synthetic 3D digital rock models. The porespace is defined by the intersection of two twice-cut Gaussian random fields ͑Roberts and Garboczi, 2002͒. We have estimated effective elastic properties and effective transport properties by utilizing different numerical techniques. The goal here is to observe numerically the SCW in those random structures, thus directly from first principles ͑i.e., by solving the elastodynamic wave equation͒ rather than by solving Biot's equations of poroelasticity ͑e.g., Dai et al., 1995; Gurevich et al., 1999͒ . The numerical setup is inspired by the laboratory experiment of Plona ͑1980͒ and Rasolofosaon ͑1988͒, and is similar to the setup used in the numerical experiments described in Saenger et al.
͑2004b͒.
We apply the 3D RSG technique to explicitly model wave propagation in fluid-saturated porous media. In this example, we consider the high-frequency limit of the Biot velocity relations because our rock models are saturated with a nonviscous fluid. The corresponding viscosity is = 0, hence, Biot's characteristic frequency B = /͑ fl ͒ is zero for our models with a nonzero permeability ͑Mavko et al., 1998͒.
The synthetic porous rock models are embedded in a homogeneous fluid region. The full models are made up of 600ϫ 400ϫ 400 grid points with an interval of ⌬x = 0.0002 m. For the grain material, we set a P-wave velocity of v p = 5100 m/s, a S-wave velocity of Figure 5 . Average of the z-fluid-displacement-field after 2100 timesteps and after the incident P-wave was partly reflected and transmitted at the interface at z Ϸ 0.04 m. ͑a͒ A slow compressional wave can be observed using the model shown in Figure 3a . In addition, we compare our 3D microscale modeling result with the solution of a 1D simulation solving Biot's equations of poroelasticity. ͑b͒ The slow wave is not generated using the model with a sealed interface shown in Figure 3b . Moreover, we observed a higher amplitude of the reflected P-wave.
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tions in the x-and y-direction. We apply a plane source at the left ͑z = 0 m͒ of the model. The plane P-wave generated in this way propagates from the left of the model to the interface of the fluid and fluid-saturated porous media. The source wavelet is the first derivative of a Gaussian with a dominant frequency of f source = 8ϫ 10 4 Hz and with a time increment of ⌬t = 2.1ϫ 10 −8 s. All computations are performed with second order spatial FD operators and with a second order time update.
For the model shown in Figure 3a , the incident P-wave generates one reflected and two transmitted ͑fast and slow͒ compressional waves ͑Gurevich et al., 2004͒. The reflected P-wave and the transmitted fast P-wave can be detected very clearly in a 2D slice from a snapshot of the full 3D wavefield ͑Figure 4a͒. The transmitted slow P-wave can only be identified by calculating the average fluid displacement field as shown in Figure 5a . A velocity analysis of the observed slow wave gives v slow = 740 m/s, which is close to the theoretical prediction of v slow = 802 m/s using the relationship v slow Ϸ v p,fluid / ͱ ␣, where the tortuosity ␣ = 3.5 of the pore structure is known ͑Gaussian random field 5 ͓i.e., GRF5͔; see Saenger et al., 2004b͒ .
We perform two tests to verify our observation of the slow wave. First, Biot's equations for poroelastic wave propagation ͑Biot, 1956͒ are applied in the velocity-stress formulation in 1D and solved with explicit finite differences staggered in space and time ͑Dai et al., 1995; Quiroga-Goode and Carcione, 1997͒. For the poroelastic medium, the Biot material parameters correspond exactly to the 3D microscale numerical model. The fluid medium is also simulated with Biot's equations; both values of bulk moduli, K fluid and K grain , are set to the value for water ͑2.25ϫ 10 9 Pa͒; both grain and fluid densities are set to the value for water ͑1000 kg/m 3 ͒; the dry bulk modulus, dry shear modulus, and the fluid viscosity are set to zero; and the tortuosity is set to "1". This particular choice of model parameters for the fluid medium generates two pressure waves in the original solid and fluid components of Biot's model. Both waves propagate with the P-wave velocity of water, but have different signs in the displacement. Therefore, at the interface between the fluid medium and the poroelastic medium, both the solid and fluid pressures of the poroelastic medium are coupled to the pressure in the fluid medium. The 1D Biot simulation and 3D numerical experiment on the microscale are compared in Figure 5 .
Second, we analyze the boundary conditions at an interface, using Biot's equations of poroelasticity. This shows that the slow wave is only generated if there exists a hydraulic contact between the free water and the water in the pore space ͑e.g., Rasolofosaon, 1988͒. Therefore, we repeat the previously described simulation with a small modification: we create a very thin solid layer at the interface between fluid and fluid-saturated porous media ͑Figure 3, right side͒. As expected, a slow wave cannot be observed in such a simulation as shown in Figure 5b .
The slow compressional wave: Comparisons with analytical results for different viscous fluids
In Ciz et al. ͑2006͒, we study wave propagation in periodic systems of alternating solids and viscous fluid layers. As described above, we thoroughly investigate the accuracy of the RSG for the case of viscous fluids. This analysis is performed for the fast P-wave and SH-wave. In this paper we extend this analysis to Biot's slow wave.
Propagation of the P-wave in a periodic system of solid and viscous fluid layers ͑Figure 6͒, is governed by an exact dispersion equation ͑Rytov, 1956; Brekhovskikh, 1981; Gurevich, 2002͒: 
where c is the phase velocity and s and f are the shear moduli of the elastic solid and viscous fluid layers. The parameters h s and h f denote the thicknesses of the elastic solid and viscous fluid layers. Here
are shear velocities in the materials s and f, respectively. The viscous fluid layer has an imaginary part of the elastic moduli given by Im f = Im f = − and 
Such a system, although idealized, is known to possess many features of a saturated porous medium ͑Bedford, 1986͒. In particular, shear and compressional waves propagate in the plane of the layers and are polarized in the same plane. They exhibit both Biot's and viscoelastic attenuation with characteristic frequencies ͑Biot, 1956͒ given by 
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where B is characteristic rock stiffness, a is characteristic size of the ͑stiff͒ pores, b is characteristic thickness of compliant pores ͑b a͒, and n is a dimensionless constant usually taken to equal 3 ͑Mavko et al., 1998͒. At the same time, such a layered system represents the only case of a porous medium for which exact attenuation and dispersion expressions are known. For these reasons, the periodic system of alternating solid and viscous fluid layers is ideally suited to test and compare with numerical simulations. To derive the explicit solution of equation 4 on a macroscale ͑that is, for long waves͒, we need to obtain the phase velocity c as a function of for long waves, such that d/b 1. However, such theoretical analysis becomes very complicated. Consequently, the analytical solution is only known in the low-frequency limit ͑Gurevich, 2002͒. Furthermore, Bedford ͑1986͒ shows numerically that for sufficiently small values of d/b, attenuation and dispersion predicted by equation 4 are the same as given by Biot's dispersion equation for fast compressional waves in a porous medium with steady state permeability = h f 2 /12 and virtual mass coefficient given by q͑͒
conduct a theoretical analysis and compare FD numerical simulations for fast compressional and shear waves. Note that both equation 4 and Biot's theory predict another type of compressional wave, the so-called Biot's slow wave ͑SCW͒. Here we focus on analyzing the slow compressional wave, by comparing FD simulations with the solution of equation 4.
To obtain the effective velocity of the slow compressional wave in layered media, we choose the following numerical setup. The full synthetic model contains two horizontal thin layers of viscous fluid and elastic solid of equal size. As we vary the dominant frequency of the propagating pulse, we change the layer sizes accordingly. In our simulations, we chose the Ricker wavelet with time sampling ⌬t = 5e − 9s and dominant frequencies f dom : 80, 50, 30, 10, and 5 kHz. The corresponding models have sizes of 60ϫ 3000, 60ϫ 4000, 60 ϫ 7000, 60ϫ 15000 and 60ϫ 30000 grid points, with a spatial step size of ⌬x = 0.0001 m. The elastic solid has P-wave velocity v p = 5100 m/s, density grain = 2540 kg/m 3 , and viscosity = 0 kg/ms. For the viscous fluid, we always set c 11 = 3.922ϫ 10 11 , c 44 = 1.3ϫ 10 11 , fl = 1000 kg/m 3 , and fluid viscosity = 10 kg/ms.
We apply a line source in the vertical direction and perform the FD simulations using periodic boundary conditions in the same direction. The effective velocity is estimated by measuring the time of the zero-crossing of the plane wave over a distance of 500 grid points. All computations are carried out using second order spatial FD operators and a second order time update. The results obtained from the numerical simulations and the exact solution of equation 4 are shown in Figure 7 . This figure shows very good agreement between numerical simulations and the exact solution of Rytov's dispersion equation 4. The numerical results are obtained for frequencies higher than Biot's critical frequency B , which is B = 1.75 kHz ͑shown as a dotted line in Figure 7͒ . In Figure 7a , we illustrate the attenuation curve ͑inverse quality factor Q −1 ͒ for the fast compressional P-wave. The attenuation curve has a maximum at Biot's characteristic frequency B . This point splits the frequency range into lower and higher values with regard to Biot's characteristic frequency.
For two reasons we do not simulate the SCW at low frequencies, i.e., B . First, because it is computationally expensive, requiring a large model size. For instance, to perform the simulation at the frequency = 1 kHz, we would need a model size of 60 ϫ 150,000 gps. Approximately 200,000 time steps are required for computation of the synthetic seismograms. Therefore, the total number of time and space operations in the FD numerical simulation is 60ϫ 150,000ϫ 200,000 = 1.8e12. This is much larger than the computational requirements of our 3D example in Figure 3 ͑Figure 4, respectively͒: 600ϫ 400ϫ 400ϫ 4000 = 3.84e11. In general, as the frequency is lowered, the size of the model required increases and it becomes computationally very expensive to perform FD simulations. Secondly, in the low frequency range of Biot's theory ͑at frequencies lower than Biot's critical frequency͒, the slow wave is rapidly attenuated ͑it is a diffusion-type wave͒. Thus, recording two peaks of amplitude maxima at a distance required for velocity determination is not feasible.
CONCLUSIONS
We have presented an overview of numerical modeling of dynamic elastic properties of rocks directly from rock microstructure and showed that the rotated staggered FD grid ͑RSG͒ technique is a powerful tool for such modeling. The technique's high accuracy and robustness have been confirmed by comparisons with known solutions for a single crack and for wave propagation at an oblique angle to the grid axis. We have summarized stability and accuracy criteria required for the numerical simulations on the microscale, and established an additional accuracy condition for simulations with viscous fluid infill. This condition requires that the spatial grid size be several times smaller than the thickness of the dynamic viscous boundary layer adjacent to the fluid/solid interface.
We applied the RSG technique to simulate elastic properties of rocks with different spatial distributions of gas hydrate within the pores. The comparison with experimental data obtained from the Mallik 2L-38 well in northern Canada shows the best agreement for the distribution where the gas hydrate has no contact with the grain. This result is important for interpretation of real data and for estab- lishing a suitable rock physics model for rocks containing gas hydrates. A 3D porous structure ͑GRF5͒ fully saturated with a nonviscous fluid was used to simulate high-frequency propagation of Biot's slow wave on the pore scale. The numerical setup is based on laboratory experiments and involves propagation of an acoustic wave through a porous slab immersed in free water, with an open interface between free water and the pores of the rock. The slow wave arrival has been identified on seismograms by an excellent agreement with the numerical solution of Biot's theory of poroelasticity. We obtained further confirmation by comparing RSG simulations with identical simulations where the interface is sealed between the free fluid and the pores; the slow wave is not observed in the latter case.
The slow wave propagation in a porous medium saturated with a viscous fluid is demonstrated by simulations in an idealized 2D porous medium, represented by a system of alternating solid and viscous fluid layers. Comparison of the simulation results with the exact solution for this layered system shows an excellent agreement in a broad frequency range.
