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Abstract 
Dynamic mathematical models are widely used for estimating the energy consumption in buildings. This paper 
presents the procedure to follow in order to optimize a simplified gray-box model by using an improved Genetic 
Algorithm (GA), which can find the nearly-optimum solution to a given problem. The purpose of this paper is to 
analyze the influence of the parameters required in the implementation of the Genetic Algorithm to estimate the 
energy consumption in a low–energy building. The variable parameters of the model were modified trough the GA in 
order to obtain the minimum error between the model and measured data. The influence of the GA parameters 
variation over the estimation efficiency and convergence time was also analyzed.  
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1. Introduction 
The building operation is the most important factor in order to decrease the energy peak demand in this 
sector. Optimal building energy consumption and operation strategies can offer an optimal alternative to 
reduce the energy consumption in residential and tertiary sectors. Transient models for buildings energy 
prediction are essential for developing control and operational strategies to increase the efficiency of 
energy consumption and improve the interior comfort.  
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Nomenclature  
GA Genetic Algorithm 
c Ceiling 
e Exterior wall(s) 
i Interior space 
w windows 
Tg Ground temperature [°C] 
Tz Zone’s temperature [°C] 
Ta Ambient temperature [°C]  
Qsol,c Solar radiation absorbed through the roof [W] 
Qsol,e Solar radiation absorbed through exterior walls [W] 
Qsol,w Solar radiation absorbed through widows [W] 
Qg,r,c / Qg,r,e Internal radiative gains [W] 
Qg,c Internal convective gains [W] 
The literature splits buildings modelling domain into two basic categories: forward modelling and 
inverse modelling [1]. The forward modelling (white-box models) represents a purely physical model, that 
requires a priori comprehensive knowledge about the building construction materials, geometry, 
emplacement, type of HVAC system and so on, information which is not always available on site. This 
method is usually used for designing and optimization of the HVAC system. Due to their complexity, 
white box models are usually implemented in simulation tool such as EnergyPlus [ 2 ], ESP-r [3 ], 
TRNSYS [4], that use environmental data and complex mathematical equations to determine energy 
requirements, energy production and interior comfort level. Modelling a whole building using such tools 
can describe well the building’s dynamics due to the detailed dynamic equations, but they are time 
consuming to develop and analyze, and usually require trained personnel for utilization.  
The inverse modelling is usually based on the empirical behavior of the building and implies data 
driven models, based on statistical interpretation. This can be categorized as black-box models (e.g. 
artificial neural networks – ANN) also called purely empirical models. This approach requires on-site 
measurements usually harvested over a long period of time in order to be able to provide estimation of 
energy consumption under different conditions. The shortcoming is the large amount of data used in 
training and validation processes and the dependency on building operating conditions. If the training data 
does not cover large varying conditions in building’s operational strategies, or if there are major changes 
in the control strategies, or in occupancy schedule, it can lead to considerable forecasting errors [5].  
In order to overcome the shortcomings of the previous two approaches, an inverse gray-box model was 
developed. This hybrid model combines a simplified description of a building with measured data 
harvested over a relatively short period of time. 
The starting point is to develop the simplified physical model for a building [6] by implementing an 
RC (Resistance and Capacitance) thermal network. The building envelope and interior space were 
modelled as simple 3R2C representation. Using this approach, the model showed a very good accuracy, 
predicting building cooling load within a relatively short training period (one to two weeks of measured 
data was found to be sufficient). 
Wang and Xu developed a series of simplified gray-box models [ 7 ,8 ,9 ,10 ] using a parameter 
optimization method based on a Genetic Algorithm (GA) which can rapidly converge to the nearly 
optimal solution for a given problem. The GA estimator determined optimal values for desired parameters 
(Rs and Cs) by minimizing the error between models and measurements. They also found relatively small 
errors between prediction and real data for a period of two weeks.   
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2. Genetic Algorithm Basis 
The concept of Genetic Algorithms was first used as non-linear solver in early 1970s, when John 
Holland created their theoretical foundations and proposed the first applications in his book, “Adaptation 
in Natural and Artificial Systems” [11]. Inspired from genetic evolution in biology, Holland proposed a 
universal model that could evolve by recombining information and passing it on to next generations. This 
heuristic search proved to be very effective in a wide range of applications with a limited number of 
parameters that interact in complex and non-linear ways. 
Basically, a genetic algorithm searches the given state space, in order to find the best fit for the desired 
solution [12]. This makes it ideal for solving NP-complete problems, for which there is no known way to 
reach a solution in an efficient manner. Yet, verifying a solution can be done in polynomial time by 
decreasing the error between measured and estimated data. Consequently, the use of GAs for solving 
these types of problems has been explored as early as 1989 [13,14,15], while maintaining a persistent 
interest for researchers in search and optimization problems [16,17]. Nowadays, Genetic Algorithms are 
used for solving a wide range of problems, such as: bioinformatics, scheduling applications, mechanical 
engineering and molecular design. In order to model the problem with Genetic Algorithms, the first step 
is to identify the parameters of interest. Generally, part of these parameters is fixed and can be used 
directly, while the rest have to be varied in order to estimate the best solution. These parameters of 
interest form what is commonly known as a chromosome or an individual. A GA routinely starts by 
randomly initializing a population of individuals, each with their own data, and proceeds to solve the 
problem for all chromosomes. Moreover, all results have to be evaluated using a fitness function in order 
to identify the best individuals in the population. Additionally, genetic operators such as mutation and 
crossover can be used to avoid the convergence to the local minimum / maximum. 
Mutation is based on changing one or more traits in the chromosome, whereas crossover represents 
interchanging one or more data between two chromosomes within the population; these operators are only 
applied with a certain probability. These steps are computed for a fixed number of iterations, or until the 
error drops under a desired threshold. A flowchart of actions that typically occur in a GA can be observed 
in Fig. 1. 
 
Fig. 1. Genetic Algorithm flow chart [18] 
3. The case study building 
Applying the Passivhaus Standard, a duplex of low-energy buildings were built in University 
POLITEHNICA of Bucharest (UPB) campus. The duplex consists of two identical buildings, composed 
of a living room, an open kitchen, an office, two bedrooms and three bathrooms each. The total treated 
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area is 140 m2 for each house. The two-floor heavy-weight buildings have a very well insulated envelope, 
with overall heat transfer coefficients varying from 0.107 W/m2/K (for the roof) to 0.122 W/m2/K (for the 
exterior walls). The triple glazed windows are characterized by low U–values (0.6 W/m2/K) and high 
solar absorbance coefficient (G–value of 0.5) [19]. This characteristic minimizes the heat transfer through 
glazing elements and maximizes the solar radiation heat gains during the heating period. These values 
were used in order to estimate the minimum and maximum values of the R-C’s parameters implemented 
in the gray-box model. A monitoring system described in detail in Ref. [19] was used to study the 
behavior of the case study house. It is composed by wired and wireless sensors which provide information 
about temperature variations, energy balance and interior comfort. 
4. Simplified model implementation 
4.1. Gray–box mathematical approach 
In order to be able to estimate the energy consumption for the case study house the approach presented 
in [14,15,20] was adopted and improved by applying a Genetic Algorithm, which is presented in the next 
section. The first step was to spatially discretize the building, assuming that it is composed only of 
significant elements: roof, exterior walls, ground floor and interior space. Each element is modelled as a 
simple thermal network, composed by 3 resistances and 2 capacities, as shown in Fig. 2. This simple 
representation allows the use of the method based on the research made by Seem et al. [21,22]. According 
to their research, an equivalent transfer function starting from a state-space representation of the system is 
determined. The transfer function method is widely used to model the transient thermal conduction 
through the building’s envelope.  
 
 
Fig. 2. The thermal network used for estimating the building’s energy consumption 
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A simple state-space representation for a continuous, linear, time-invariant system with p inputs, n 
states and m outputs is in form of: 
݀࢞
݀߬ ൌ ࡭࢞ ൅ ࡮࢛ 
(1) 
ݕ ൌ ࢉࢀ࢞ ൅ ࢊࢀ࢛ (2) 
where: 
x – represents the state vector containing temperatures from nodes; 
u – represents the inputs vector containing all driving conditions which influence the zone energy 
consumption; 
A,B,c,d – are matrices and vector of constant elements obtained from thermal characteristics of walls. 
y – output(s). 
T – transpose of the matrix or vector.  
 
Starting from this representation, the transfer function described in equation (3) is obtained through 
matrix modelling. It links the current output to a series of current and past inputs, composed with a series 
of past outputs. The transfer function also contains weights (୩୘and୩), quantifying the influence of a 








The input vector u contains the driving parameters which influences the zone’s energy requirement:  
்࢛ ൌ ሾ ௭ܶǡ ௔ܶǡ ௚ܶǡ ܳ௦௢௟ǡ௖ǡ ܳ௦௢௟ǡ௘ǡ ܳ௚ǡ௥ǡ௖ǡ ܳ௚ǡ௥ǡ௘ǡ ܳ௦௢௟ǡ௪ǡ ܳ௚ǡ௖ሿ (4) 
The input vector contains data provided by the sensors that provide the interest parameters: exterior 
temperature, zone temperature (sensors mounted in each room), ground temperature and solar radiation. 
Moreover, for estimating the internal heat gains, an ordinary schedule was considered (from 9:00 AM to 
18:00 PM) and only four occupants (the number used in the designing stage), using the methodology 
presented in Ref. [6]. The total absorbed radiation by the opaque elements was computed using the 
methodology presented in Ref. [23].     
The output represents the energy requirement for heating or cooling in order to maintain a desired 
interior comfort temperature: y = Qmodel. 
The results of combining this simple mathematical model with the Genetic Algorithm are presented in 
the next section. 
4.2. The Genetic Algorithm 
The GA is implemented in order to minimize the error between the output of the pure mathematical 
model and real, measured data. The mathematical approach presented above is composed of fixed and 
variable elements. Taking into account that the input vector is composed of measured data, the varied 
parameters must be the elements of the thermal network implemented. The assumption was that the 
parameters that form the exterior envelope (roof, exterior walls, ground floor) are well known. Basically, 
the elements used by the Genetic Algorithm in order to optimize the simplified model, are those 
composing the interior zone. The real values of thermal mass and thermal resistances in a building are 
very difficult to estimate and it is not known a direct dynamic approach. Starting from this assumption, 
we first implemented a chromosome (C1), composed only by the interior parameters: {Ri1, Ri2, Ri3, Ci1, 
Ci2}, which are varied to obtain the best solution. For optimization reasons, the GA can recalculate the 
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fitness function with different steps: 1 day, 7 days, 14 day, 21 days, 30 days, 100 days and 121 days. For 
this case study, the chosen step was 7 days/GA.  
The main characteristics which influence the convergence of the Genetic Algorithm are: population 
size, number of iterations, number of survivals, mutation and crossover probabilities. The combination of 
these parameters has a major influence over the convergence time, as well as over the optimal solution. 
For this application (energy consumption estimation in a building), the chosen iteration number stops the 
computation process. This is due to the fact that the aim of the implemented GA is to find the best 
combination between the interest parameters, which can lead to the fastest convergence to the desired 
result (measured energy consumption).  
5. Results and discussions 
For this case study we analyzed the first chromosome (C1), which is composed only by 5 parameters, 
representing the interior zone of the building. The first step was to introduce the minimum and maximum 
values for the thermal resistances that compose the chromosome. These values were kept constant during 
all simulations. The search space for the Ri parameters was considered between 8.8∙10-4 and 0.435 
[m2K/W]. These values were obtained through empirical research.   
The number of days per a single GA computation was set at 7 and we modified the GA’s 
characteristics, considering two values for the population size (200 and 2000 individuals). The aim of this 
case study was to find the optimal configuration, by modifying the GA’s parameters in order to obtain a 
minimum difference between the GA’s output and the measured data (threshold under 1% relative error). 
The others characteristics were modified as shown in Tables 1 and 2. 

















1 2000 2 0.4 0.3 50 0.122739086 2.68876 
2 2000 10 0.4 0.3 50 0.14876604 7.94824 
3 2000 20 0.4 0.3 50 0.13978644 40.90708 
13 2000 5 0.1 0.1 50 0.137912571 3.44584 
14 2000 5 0.7 0.7 70 0.199360779 3.30970 
15 2000 5 0.9 0.9 100 0.119345438 3.31615 
16 2000 10 0.9 0.9 100 0.112201701 10.47265 
21 2000 5 0.9 0.9 100 0.215616407 9.69607 
22 2000 10 0.9 0.9 100 0.033528563 13.90423 
23 2000 10 0.1 0.1 10 0.175726021 14.72345 

















4 200 5 0.4 0.3 50 1.4270259 0.18742 
5 200 10 0.4 0.3 50 0.665013 0.39360 
6 200 20 0.4 0.3 50 0.4719449 0.9679 
7 200 100 0.4 0.3 50 0.1640331 10.05233 
9 200 100 0.1 0.3 50 0.1591854 7.98303 
10 200 100 0.1 0.1 50 0.0929877 9.42955 
11 200 100 0.5 0.5 50 0.0579483 14.08290 
12 200 100 0.9 0.9 50 0.1503509 16.64106 
17 200 5 0.9 0.9 100 2.6847047 2.2982 
18 200 5 0.1 0.1 10 2.2825896 2.66959 
19 200 10 0.9 0.9 100 1.35225 4.10756 
20 200 10 0.1 0.1 10 0.3851736 4.96417 
 
In the tables above the simulations made for each population size are centralized. Additionally, the 
convergence time (duration of the simulation) was recorded. The “Difference” column is composed by 
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the computed difference between average values of the measured and optimized model output data. The 
minimum values are highlighted (yellow for the minimum difference and blue for the minimum 
simulation time). As observed, the best estimation is provided by 10 iterations, 90% probabilities of 
mutation and crossover and 100 survivors, if considered 2000 individuals. In the scenario of using 200 
individuals, the best solutions were found for 100 iterations, 50% probability of mutation and crossover 
and 50 survivors. Fig. 3 shows a comparison between the best simulations (minimum difference) and 
measured data.  
As shown in Fig. 4, if the smallest convergence time is taken into account, the best scenario is to use a 
population size of 2000 individuals. For the case when only 200 individuals and 10 iterations were 
considered, even if the average difference is not very high, the daily difference between model’s output 
and real data presents large amplitude. 
 
Fig. 3. Comparison between measured data and best difference for each case 
 
Fig. 4 Comparison between measured data and best simulation time for each case 
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In order to choose the optimum values for the GA’s parameters, we analyzed the relation between the 
convergence time, difference and modified parameters. The results are shown in Figs 5 and 6. As 
observed in the previous analysis, using a smaller population and increasing the iteration number, the 
same accuracy can be obtained. In the scenario of using 200 individuals and 100 iterations, the desired 
accuracy (average difference under 1 kWh, or relative error under 1%) is obtained in two different cases: 
10% mutation and crossover probabilities and 50% mutation and crossover probability. In the first case, 
the convergence time is smaller. Comparing these two cases, it can be observed that increasing the 
probability of mutation and crossover (for a given population) does not lead to the best solution finding. 
Even if the GA’s output is slightly better, the computation time is considerable higher (from 9.4 minutes 
to 14.1 minutes).   
 
Fig. 5. Comparison between the convergence time, difference and modified parameters for 2000 individuals 
 
Fig. 6. Comparison between the convergence time, difference and modified parameters for 200 individuals 
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The simulations involving a population size of 2000 individuals had the best difference value 
corresponding to a computational time of 13.9 minutes, comparable with the first simulation (50% 
probability of mutation and crossover). This allows concluding that, for this case study, the best scenario 
was to use a population size of 200 individuals, computed for 100 iterations, with a 50% mutation and 
crossover probabilities.  
6. Conclusions 
This paper analyses the impact and importance of the Genetic Algorithm parameters in estimating the 
energy consumption in the Passive House build in UPB campus. The GA implemented is used to optimize 
a simplified mathematical model (gray–box model), which uses significant less input data than dedicated 
software or detailed mathematical models. This optimization method is the best choice when a very 
precise solution is not required. The near optimal solution for a given problem can be found with a 
relatively small number of operations and iterations. 
Using this type of optimization method, we could simulate different scenarios by modifying the GA’s 
parameters (population size, number of iterations, mutation and crossover probabilities, and number of 
survivors) in order to find the best solution in terms of efficiency and computational effort. In this regard, 
we created two simulation scenarios in which we varied the population size: the first one composed of 
2000 individuals and the second one composed of 200 individuals. The aim was to find the best 
configuration regarding the convergence time, in order to minimize the average difference between the 
GA’s output and measured data.  
The simulations show that, even if the population is reduced by 90%, increasing the number of 
iterations can assure the same accuracy. Moreover, the best scenario was found using a population of 200 
individuals, 100 iterations and 10% probability of mutation and crossover. In this configuration, the 
optimal difference reported to the simulation time was found. The same difference was obtained for 200 
individuals, 100 iterations and 50% mutation and crossover probabilities, and 2000 individuals with only 
2 iterations and 90% mutation and crossover probabilities. The computational time in these two 
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