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Relating two genus 0 problems of John Thompson
Michael D. Fried
Abstract. Excluding a precise list of groups like alternating, symmetric,
cyclic and dihedral, from 1st year algebra (§7.2.3), we expect there are only
finitely many monodromy groups of primitive genus 0 covers. Denote this
nearly proven genus 0 problem as Problemg=0
2
. We call the exceptional groups
0-sporadic. Example: Finitely many Chevalley groups are 0-sporadic. A
proven result: Among polynomial 0-sporadic groups, precisely three produce
covers falling in nontrivial reduced families. Each (miraculously) defines one
natural genus 0 Q cover of the j-line. The latest Nielsen class techniques apply
to these dessins d’enfant to see their subtle arithmetic and interesting cusps.
John Thompson earlier considered another genus 0 problem: To find θ-
functions uniformizing certain genus 0 (near) modular curves. We call this
Problemg=0
1
. We pose uniformization problems for j-line covers in two cases.
First: From the three 0-sporadic examples of Problemg=0
2
. Second: From finite
collections of genus 0 curves with aspects of Problemg=0
1
.
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1. Genus 0 themes
We denote projective 1-space P1 with a specific uniformizing variable z by
P1z. This decoration helps track distinct domain and range copies of P
1. We use
classical groups: Dn (dihedral), An (alternating) and Sn (symmetric) groups of
degree n; PGL2(K), Mo¨bius transformations over K; and generalization of these
to PGLu+1(K) acting on k-planes, 0 ≤ k ≤ u− 1, of Pu(K) (K points of projective
u-space). §4.2 denotes the space of four distinct unordered points of P1z by U4 =
((P1z)
4 \ ∆4)/S4. For K a field, GK is its absolute Galois group (we infrequently
allude to this for some applications).
A g ∈ Sn has an index ind(g) = n− u where u is the number of disjoint cycles
in g. Example: (1 2 3)(4 5 6 7) ∈ S7 has index 7 − 2 = 5. Suppose ϕ : X → P1z is a
degree n cover (of compact Riemann surfaces). We assume the reader knows about
the genus gX of X given a branch cycle description g = (g1, . . . , gr) for ϕ (§2.2.1):
2(n+ gX − 1) =
∑r
i=1 ind(gi) ([Vo¨96, §2.2] or [Fr05, Chap. 4]).
1.1. Production of significant genus 0 curves. Compact Riemann sur-
faces arose to codify two variable algebraic relations. The moduli of covers is a
refinement. For a given genus, this refinement has many subfamilies, with associ-
ated discrete invariants. Typically, these invariants are some type of Nielsen class
(§2.2). The parameter space for such a family can have any dimension. Yet, we
benefit by comparing genus g moduli with cases where the cover moduli has dimen-
sion 1. The gains come by detecting the moduli resemblances to, and differences
from, modular curves.
We emphasize: Our technique produces a parameter for families of equations
from an essential defining property of the equations. We aim for a direct description
of that parameter using the defining property. These examples connect two themes
useful for intricate work on families of equations. We refer to these as two genus 0
problems considered by John Thompson. Our first version is a naive form.
(1.1a) Problemg=01 : If a moduli space of algebraic relations is a genus 0 curve,
where can we find a uniformizer for it?
(1.1b) Problemg=02 : Excluding symmetric, alternating, cyclic and dihedral groups,
what others are monodromy groups for primitive genus 0 covers?
Our later versions of each statement explicitly connect with well-known problems.
[Fr80], [Fr99], [GMS03] show examples benefiting from the monodromy method.
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We use the latest Nielsen class techniques (§2.2; excluding the shift-incidence
matrix from [BFr02, §9] and [FrS04]) to understand these parameter spaces as
natural j-line covers. They are not modular curves, though emulating [BFr02] we
observe modular curve-like properties.
Applying the Riemann-Roch Theorem to Problemg=01 does not actually answer
the underlying question. Even when (say, from Riemann-Hurwitz) we find a curve
has genus 0 that doesn’t trivialize uniformizing its function field. Especially when
the moduli space has genus 0: We seek a uniformizer defined by the moduli problem.
That the j-line covers of our examples have genus 0 allows them to effectively pa-
rametrize (over a known field) solutions to problems with a considerable literature.
We justify that —albeit, briefly —to give weight to our choices.
[FaK01] uses k-division θ-nulls (from elliptic curves) to uniformize certain mod-
ular curves. Those functions, however, have nothing to do with the moduli for our
examples. Higher dimensional θ-nulls on the (1-dimensional) upper-half plane are
akin to, but not the same as, what quadratic form people call θ-functions. The
former do appear in our examples of Problemg=01 (§7.2.5; we explain more there on
this θ-confusing point). We are new at Monstrous Moonshine, though the required
expertise documented by [Ra00] shows we’re not alone. Who can predict from
where significant uniformizers will arise? If a θ-null intrinsically attaches to the
moduli problem, we’ll use it.
1.2. Detailed results. §7.2.3 has the precise definition of 0-sporadic (also,
polynomial 0-sporadic and the general g-sporadic). All modular curves appear as
(reduced; see §2.2.2) families of genus 0 covers [Fr78, §2]. Only, however, finitely
many modular curves have genus 0. Our first examples are moduli spaces for
polynomial 0-sporadic groups responding to (1.1b). These moduli spaces are genus
0 covers of the j-line, responding to (1.1a), yet they are not modular curves.
1.2.1. The moduli of three 0-sporadic monodromy groups. Three polynomial 0-
sporadic groups stand out on Mu¨ller’s list (§2.4): These have degrees n = 7, 13 and
15, with four branch points (up to reduced equivalence §2.2.2). Their families have
genus 0 suiting question (1.1a). Each case sums up in one (for each n ∈ {7, 13, 15})
genus 0 j-line cover (ψn : Xn → P1j) over Q. We tell much about these spaces, their
b-fine moduli properties and their cusps (Prop. 4.1 and Prop. 5.1).
We stress the uniqueness of ψn, and its Q structure. Reason: The moduli
problem defining it does not produce polynomials over Q. Let K13 be the unique
degree 4 extension of Q in Q(e2pii/13). For n = 13, a parameter uniformizing X13 as
a Q space gives coordinates for the four (reduced) families of polynomials over K13.
These appear as solutions of Davenport’s problem (§2.1). Resolving Davenport’s
problem (combining group theory and arithmetic in [Fr73], [Fe80], [Fr80] and
[Fr99]) suggested that genus 0 covers have a limited set of monodromy groups
(Problemg=02 ). [Fr99, §5] and [Fr04, App. D] has more on the applications.
1.2.2. Modular curve-like genus 0 and 1 curves. Our second example is closer
to classical modular curve themes, wherein uniformizers of certain genus 0 curves
appear from θ-functions. §7.2.5 briefly discusses Monstrous Moonshine for com-
parison. Our situation is the easiest rank 2 Modular Tower, defined by the group
F2×sZ/3, with F2 a free group on two generators. We call this the n = 3 case. For
each prime p 6= 3, and for each integer k ≥ 0, there is a map ψ¯p,k : H¯rdp,k → P1j with
H¯rdp,k a (reduced) moduli space. The gist of Prop. 6.5: Each such H¯rdp,k is nonempty
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(and ψ¯p,k is a natural j-line cover). For a given p the collection {H¯rdk,p}k≥0 forms a
projective system; we use this below.
We contrast the n = 3 case with the case F2 ×sZ/2. This is the n = 2 case:
−1 ∈ {±1} = Z/2 maps generators of F2 to their inverses. We do this to give the
Modular Tower view of noncomplex multiplication in Serre’s Open Image Theorem
([Se68, IV-20]). The gist of Prop. 6.3: Serre’s Theorem covers less territory than
might be expected. [Fr04, §5.2-5.3] applies this to producing genus 0 exceptional
covers. This shows Davenport’s problem is not an isolated example.
The (strong) Main Conjecture on Modular Towers [FrS04, §1.2] says the fol-
lowing for n = 3. Only finitely many H¯rdp,k s have a genus 0 or 1 (curve) component.
These are moduli spaces, and rational points on such components interpret signifi-
cantly for many problems. For n = 2 the corresponding spaces are modular curves,
and they have but one component. Known values of (p, k) where H¯rdp,k has more
than one component include p = 2, with k = 0 and 1. §6.1 explains the genus 0
and 1 components for the second of these. For j-line covers coming from Nielsen
classes there is a map from elements in the Nielsen class to cusps. The most mod-
ular curve-like property of these spaces is that they fall in sequences attached to a
prime p. Then, especially significant are the g-p′ cusps (§6.4).
Most studied of the g-p′ cusps are those we call Harbater-Mumford. For ex-
ample, in this language the width p (resp. 1) cusp on the modular curve X0(p) (p
odd) is the Harbater-Mumford (resp. shift of a Harbater-Mumford) cusp (Ex. 6.6).
Prob. 6.7 is a conjectural refinement of Prop. 6.3. This distinguishes those compo-
nents containing H-M cusps among the collection of all components of H¯rdp,k s.
If right, we can expect applications for those components that parallel [Se68]
(for n = 2). We conclude with connections between Problemg=01 and Problem
g=0
2 .
This gives an historical context for using cusps of j-line covers from Nielsen classes.
(1.2a) Comparison of our computations with computer construction of equa-
tions for the Davenport pair families in [CoCa99] (§7.1).
(1.2b) The influence of John Thompson on Problemg=01 and Problem
g=0
2 (§7.2).
2. Examples from Problemg=02
We briefly state Davenport’s problem and review Nielsen classes. Then, we
explain Davenport’s problem’s special place among polynomial 0-sporadic groups.
2.1. Review of Davenport’s problem. The name Davenport pair (now
called S(trong)DP) first referred to pairs (f, g) of polynomials, over a number field
K (with ring of integers OK) satisfying this.
(2.1) Range equality: f(O/p) = g(O/p) for almost all prime ideals p of OK .
Davenport asked this question just for polynomials over Q. We also assume there
should be no linear change of variables (even over K¯) equating the polynomials.
This is an hypothesis that we intend from this point. There is a complete description
of the Davenport pairs where f is indecomposable (§2.2).
In this case such polynomials are i(sovalent)DPs: Each value in the range of f
or g is achieved with the same multiplicity by both polynomials. As in [AFH03,
7.30], this completely describes all such pairs even with a weaker hypothesis: (2.1)
holds for just ∞-ly many prime ideals of OK .
2.2. Review of Nielsen classes. A Nielsen class is a combinatorial invariant
attached to a (ramified) cover ϕ : X → P1z of compact Riemann surfaces. If
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deg(ϕ) = n, let Gϕ ≤ Sn be the monodromy group of ϕ. The cover is primitive or
indecomposable if the following equivalent properties hold.
(2.2a) It has no decomposition X
ϕ′−→W ϕ
′′
−→P1z, with deg(ϕ′) ≥ 2, deg(ϕ′′) ≥ 2.
(2.2b) Gϕ is a primitive subgroup of Sn.
Let z be the branch points of ϕ, Uz = P
1
z \ {z} and z0 ∈ Uz . Continue points
over z0 along paths based at z0, having the following form: γ ·δiγ−1, γ, δ on Uz and
δi a small clockwise circle around zi. This attaches to ϕ a collection of conjugacy
classes C = (C1, . . . ,Cr}, one for each zi ∈ z . The associated Nielsen class:
Ni = Ni(G,C) = {g = (g1, . . . , gr) | g1 · · · gr = 1, 〈g〉 = G and g ∈ C}.
Product-one is the name for the condition g1 · · · gr = 1. From it come invariants
attached to spaces defined by Nielsen classes. Generation is the name of condition
〈g〉 = G. Writing g ∈ C means the gi s define conjugacy classes in G, possibly in
another order, the same (with multiplicity) as those inC. So, each cover ϕ : X → P1z
has a uniquely attached Nielsen class: ϕ is in the Nielsen class Ni(G,C).
2.2.1. Standard equivalences. Suppose we have r (branch) points z , and a cor-
responding choice g¯ of classical generators for π1(Uz , z0) [BFr02, §1.2]. Then,
Ni(G,C) lists all homomorphisms from π1(Uz , z0) to G. These give a cover with
branch points z associated to (G,C). Elements of Ni(G,C) are branch cycle de-
scriptions for these covers relative to g¯. Equivalence classes of covers with a fixed
set of branch points z, correspond one-one to equivalence classes on Ni(G,C). We
caution: Attaching a Nielsen class representative to a cover requires picking one
from many possible r-tuples g¯. So, it is not an algebraic process.
[BFr02, §3.1] reviews common equivalences with examples and relevant defi-
nitions. such as the group Q′′ below. Let NSn(G,C) be those g ∈ Sn normalizing
G and permuting the collection of conjugacy classes in C. Absolute (resp. inner)
equivalence classes of covers (with branch points at z) correspond to the elements
of Ni(G,C)/NSn(G,C) = Ni(G,C)
abs (resp. Ni(G,C)/G = Ni(G,C)in). Especially
in §3 we use absolute, inner and for each of these reduced equivalence. These show
how to compute specific properties of H(G,C)abs, H(G,C)in and their reduced
versions, parametrizing the equivalences classes of covers as z varies.
2.2.2. Reduced Nielsen classes. Reduced equivalence corresponds each cover
ϕ : X → P1z to α ◦ ϕ : X → P1z, running over α ∈ PGL2(C). If r = 4, a nontrivial
equivalence arises because for any z there is a Klein 4-group in PGL2(C) mapping
z into itself. (An even larger group leaves special, elliptic, z fixed.) This interprets
as an equivalence from a Klein 4-group Q′′ acting on Nielsen classes (§4). Denote
associated absolute (resp. inner) reduced Nielsen class representatives by
Ni(G,C)/〈NSn(G,C),Q′′〉=Ni(G,C)abs,rd(resp.Ni(G,C)/〈G,Q′′〉=Ni(G,C)in,rd).
These give formulas for branch cycles presentingH(G,C)abs,rd andH(G,C)in,rd
as upper half plane quotients by a finite index subgroup of PSL2(Z). This is a ram-
ified cover of the classical j-line branching over the traditional places (normalized
in [BFr02, Prop. 4.4] to j = 0, 1,∞). Points over∞ are meaningfully called cusps.
Here is an example of how we will use these.
§4 computes from these tools two j-line covers (dessins d’enfant) conjugate over
Q(
√−7) parametrizing reduced classes of degree 7 Davenport polynomial pairs. In
fact, the (by hand) Nielsen class computations show the covers are equivalent over
Q. This same phenomenon happens for all pertinent degrees n = 7, 13, 15, though
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the field Q(
√−7) changes and corresponding Nielsen classes have subtle differences.
You can see these by comparing n = 7 with n = 13 (§5).
2.3. Davenport Pair monodromy groups. Let u ≥ 2. A Singer cycle is a
generator α of F∗qu+1 , acting by multiplication as a matrix through identifying F
u+1
q
and Fqu+1 . Its image in PGLu+1 acts on points and hyperplanes of P
u(Fq).
Let G be a group with two doubly transitive representations T1 and T2, equiv-
alent as group representations, yet not permutation equivalent, and with g∞ ∈ G
an n-cycle in Ti, i = 1, 2. Excluding the well-documented degree 11 case, G has
these properties ([Fe80], [Fr80], [Fr99, §8]) with Cα the conjugacy class of g∞.
(2.3a) G ≥ PSLu+1(Fq); T1 and T2 act on points and hyperplanes of Pu.
(2.3b) n = (qu+1 − 1)(q − 1) and g∞ is a Singer n-cycle.
2.3.1. Difference sets. Here is how difference sets (§3.2) appear from (2.3).
Definition 2.1. Call D ≤ Z/n a difference set if nonzero differences from D
distribute evenly over Z\{0}. The multiplicity v of the appearance of each element
is the multiplicity of D. Regard a difference set and any translate of it as equivalent.
Given the linear representation from T1 on x1, . . . , xn, the representation T2 is
on {∑i∈D+j xi}nj=1 with D a difference set. The multiplier group Mn of D is
{m ∈ (Z/n)∗ | m · D = D + jm, with jm ∈ Z/n}.
We saym·D is equivalent to D ifm ∈Mn. In PGLu+1(Fq), αm is conjugate to α ex-
actly when m ∈Mn. The difference set −D corresponds to an interchange between
the representations on points and hyperplanes. Conjugacy classes in PGLu+1(Fq)
of powers of α correspond one-one to difference sets equivalence classes mod n.
2.3.2. Davenport pair Nielsen classes. We label our families of polynomials by
an m ∈ (Z/n)∗ \Mn that multiplies the difference set to an inequivalent difference
set. Our families are of absolute reduced classes of covers in a Nielsen class. Conju-
gacy classes have the form (C1, . . . ,Cr−1,Cα), the groups satisfy G ≥ PSLu+1(Fq),
and covers in the class have genus 0. Two results of Feit show r − 1 ≤ 3:
(2.4a) ind(C) ≥ n/2 if C is a conjugacy classes of PGLu+1(Fq) [Fe73].
(2.4b) ind(C) ≥ n(q − 1)/q if C is a conjugacy class in PΓLu+1(Fq) [Fe92].
. Conclude: If n is odd, then r − 1 = 3 implies the following for respective cases.
(2.5a) n = 7: Ci s are in the conjugacy class of transvections (fixing a hyper-
plane), with index 2. So, they are all conjugate.
(2.5b) n = 13: Ci s are in the conjugacy class of elements fixing a a hyperplane
(determinant -1), so they generate PGL3(Z/3) and all are conjugate.
(2.5c) n = 15: Two of the Ci s are in the conjugacy class of transvections, and
one fixes just a line.
(2.5d) n 6= 7, 13, 15: r = 3.
Transvections in GLu+1 have the form v 7→ v+µH(v)v0 with µH a linear functional
with kernel a hyperplane H , and v0 ∈ H \ {0} [A57, p. 160]. For q a power of
two, these are involutions: exactly those fixing points of a hyperplane. For q odd,
involutions fixing the points of a hyperplane (example, induced by a reflection in
GLn+1 in the hyperplane) have the maximal number of fixed points. When q is
a power of 2, there are involutions fixing precisely one line. Jordan normal form
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shows these are conjugate to 

1 0 0 0
a 1 0 0
0 b 1 0
0 0 c 1

 .
This is an involution if and only if ab = bc = 0. So, either b = 0 or a = c = 0. Only
in the latter case is the fixed space a line. So, given the conjugacy class of g∞, only
one possible Nielsen class defines polynomial Davenport pairs when n = 15.
2.4. Mu¨ller’s list of primitive polynomial monodromy groups. We
reprise Mu¨ller’s list of the polynomial 0-sporadic groups ([Mu95]). Since such
a group comes from a primitive cover, it goes with a primitive permutation rep-
resentation. As in §7.2.3 we regard two inequivalent representations of the same
group as different 0-sporadic groups. We emphasize how pertinent was Davenport’s
problem. Exclude (finitely many) groups with simple core PSL2(Fq) (for very small
q) and the Matthieu groups of degree 11 and 23. Then, all remaining groups from
his list are from [Fr73] and have properties (2.3). [Fr99, §9] reviews and completes
this. These six polynomial 0-sporadic groups (with corresponding Nielsen classes)
all give Davenport pairs. We concentrate on those three having one extra property:
(2.6) Modulo PGL2(C) (reduced equivalence as in §2.2.2) action, the space
of these polynomials has dimension at least (in all cases, equal) 1.
We restate the properties shown above for these polynomial covers.
• They have degrees from {7, 13, 15} and r = 4.
• All r ≥ 4 branch point indecomposable polynomial maps in an iDP pair
(§2) are in one of the respectively, 2, 4 or 2 Nielsen classes corresponding
to the respective degrees 7, 13, 15.
[Fr73] outlines this. [Fr80, §2.B] uses it to explain Hurwitz monodromy action.
Let HDP7 , HDP13 and HDP15 denote the spaces of polynomial covers that are one
from a Davenport pair having four branch points (counting ∞). The subscript
decoration corresponds to the respective degrees. We assume absolute, reduced
equivalence (as in §2.2.2).
3. Explanation of the components for HDP7 ,HDP13 ,HDP15
The analytic families of respective degree n polynomials fall into several com-
ponents. Each component, however, corresponds to a different Nielsen class. For
example, HDP7 , the space of degree 7 Davenport polynomials has two components:
with a polynomial associated to a polynomial in the other as a Davenport Pair.
3.1. Explicit difference sets. Often we apply Nielsen classes to problems
about the realization of covers over Q. Then, one must assume C is rational.
[Fr73, Thm. 2] proved (free of the finite simple group classification) that no inde-
composable polynomial DPs could occur over Q.
There are polynomial covers in our Nielsen classes. So, g ∈ Ni(G,C) has an
n-cycle entry, g∞. These conjugacy classes for all n are similar:
Cn,u;k1,k2,k3 = (C2k1 ,C2k2 ,C2k3 ,C(α)u),
where C2k denotes a (nontrivial) conjugacy class of involutions of index k and
(u, n) = 1. We explain the case n = 7 in the following rubric.
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(3.1a) Why C2ki = C22 , j = 1, 2, 3, is the conjugacy class of a transvection
(denote the resulting conjugacy classes by C7,u;3·22).
(3.1b) Why the two components of HDP7 are
H+ = H(PSL3(Z/2),C7,1;3·22)abs,rd and H− = H(PSL3(Z/2),C7,−1;3·22)abs,rd.
(3.1c) Why the closures of H± over P1j (as natural j-line covers) are equivalent
genus 0, degree 7 covers over Q.
(3.1d) Why H±, as degree 7 Davenport moduli, have definition field Q(
√−7).
3.2. Difference sets give properties (3.1a) and (3.1b). [Fr73, Lem. 4]
normalizes Nielsen class representatives (g1, g2, g3, g∞) for DP covers so that in both
representations Tj,n, j = 1, 2, g∞ = (1 2 . . . n)−1 identifies with some allowable αn.
Regard (g∞)T1,n (g∞ in the representation T1,n) as translation by -1 on Z/n.
Then, (g∞)T2,n is translation by -1 on the collection of sets {D + c}c∈Z/n. Take v
to be the multiplicity of D. Then, v(n− 1) = k(k− 1) with 1 < k = |D| < n− 1. In
PGLu+1(Fq), α
u
n is conjugate to αn if and only if u · D is a translation of D. That
is, u is a multiplier of the design. Also, -1 is always a nonmultiplier [Fr73, Lem. 5].
Here n = 7, so v(n − 1) = k(k − 1) implies k = 3 and v = 1. You find mod 7:
D = {1, 2, 4} and −D are the only difference sets mod translation. The multiplier
of D is M7 = 〈2〉 ≤ (Z/7)∗: 2 · D = D + c (c = 0 here).
Covers in this Nielsen class have genus 0. Now use that in PSL3(Z/2), (acting
on points) the minimal possible index is 2. We labeled the transvection conjugacy
class achieving that as C22 . So, 2 is the index of entries of g for all finite branch
points. We have shown (3.1b) has the only two possible Nielsen classes.
3.3. Completing property (3.1b). We now show the two spaces H± are
irreducible, completing property (3.1b).
Computations in [Fr95a, p. 349] list absolute Nielsen class representatives with
g∞ the 4th entry. Label finite branch cycles (g1, g2, g3) (corresponding to a poly-
nomial cover, having g∞ in fourth position) as Y1, . . . , Y7. There are 7 up to con-
jugation by 〈g∞〉, the only allowance left for absolute equivalence.
(3.2)
Y1 :((3 5)(6 7), ((4 5)(6 2), (3 6)(1 2));Y2 :((3 5)(6 7), (3 6)(1 2), (3 1)(4 5));
Y3 : ((3 5)(6 7), (1 6)(2 3), (4 5)(6 2)); Y4 : ((3 5)(6 7), (1 3)(4 5), (2 3)(1 6));
Y5 :((3 7)(5 6), (1 3)(4 5), (2 3)(4 7)); Y6 :((3 7)(5 6), (2 3)(4 7), (1 2)(7 5));
Y7 :((3 7)(5 6), ((1 2)(7 5), (1 3)(4 5)).
The element (3 5)(6 7) represents a transvection fixing points of a line ⇐⇒ el-
ements of D. Note: All entries in Y1, . . . , Y7 of Table (3.2) correspond to transvec-
tions. So these are conjugate to (3 5)(6 7). From this point everything reverts to
Hurwitz monodromy calculation with The elements qi, i = 1, 2, 3. Each acts by a
twisting action on any 4-tuple representing a Nielsen class element. For example,
(3.3) q2 : g 7→ (g)q2 = (g1, g2g3g−12 , g2, g4).
3.4. The analog for n = 13 and 15. Up to translation there are 4 difference
sets modulo 13. All cases are similar. So we choose D13 = {1, 2, 4, 10} to be
specific. Others come from multiplications by elements of (Z/13)∗. Multiplying by
〈3〉 =M13 (§2.3) preserves this difference set (up to translation).
Each of g1, g2, g3 fixes all points of some line, and one extra point, a total of
five points. Any column matrix A = (v|e2|e2) with v anything, and {ei}3i=1 the
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standard basis of F33, fixes all points of the plane P of vectors with 0 in the 1st
position. Stipulate one other fixed point in P2(F3) to determine A in PGL3(F3).
Let ζ13 = e
2pii/13. Identify G(Q(ζ13)/Q) with (Z/(13))
∗. Let K13 be the fixed
field of M13 in Q(ζ13). Therefore K13 is Q(ζ13 + ζ
3
13 + ζ
9
13), a degree 4 extension of
Q. Akin to when n = 7 take g∞ = (1 2 . . . 12 13)−1. The distinct difference sets
(inequivalent under translation) appear as 6j · D13, j = 0, 1, 2, 3 (6 generates the
order 4 cyclic subgroup of (Z/13)∗).
For future reference, though we don’t do the case n = 15 completely here,
D15 = {0, 5, 7, 10, 11, 13, 14} is a difference set mod 15. Its multiplicity is v in
v(15−1) = k(k−1) forcing k = 7 and v = 3. The multiplier group is M15 = 〈2〉, so
the minimal field of definition of polynomials in the corresponding Davenport pairs
is Q(
∑3
j=0 ζ
2j
15), the degree 2 extension of Q that
1+
√−15
2 generates. So, this case,
like n = 7, has two families of polynomials appear as associated Davenport pairs.
As with n = 7, use the notation C(α)u , u ∈ (Z/13)∗ for the conjugacy classes
of powers of 13-cycles. Prop. 5.1 shows the following.
(3.4a) Why C2ki = C24 , i = 1, 2, 3, is the conjugacy class fixing all points of a
plane (denote the resulting conjugacy classes by C13,u;3·24).
(3.4b) Why the four components of HDP13 are
Hi = H(PGL3(Z/3),C13,6i;3·24)abs,rd, i = 0, 1, 2, 3.
(3.4c) Why closure of all Hi s over P1j are equivalent genus 0, degree 13 covers
over Q. Yet,Hi, as degree13 Davenport moduli, has definition field K13.
4. j-line covers for polynomial PGL3(Z/2) monodromy
We produce branch cycles for the two j-line covers ψ¯± : H¯± → P1j , i = 1, 2,
parametrizing degree 7 Davenport (polynomial) pairs. Prop. 4.1 says they are
equivalent as j-line covers, though distinct as families of degree 7 covers.
4.1. Branch cycle presentation and definition field. Our original nota-
tion, H± is for points of H¯± not lying over j = ∞. Each p+ ∈ H+(Q¯) has a
corresponding point p− ∈ H−(Q¯) denoting a collection of polynomial pairs
{(β ◦ fp+ , β ◦ fp−)}β∈PGL2(Q¯).
The absolute Galois group of Q(p+) = Q(p−) maps this set into itself. Represen-
tatives for absolute Nielsen class elements in Table (3.2) suffice for our calculation.
This is because reduced equivalence adds the action of Q′′ = 〈(q1q2q3)2, q1q−13 〉.
This has the following effect.
(4.1) Each g ∈ Ni+ is reduced equivalent to a unique absolute Nielsen class
representative with g∞ in the 4th position.
Example: If g has g∞ in the 3rd position, apply q−11 q3 to put it in the 4th position.
[BFr02, Prop. 4.4] produces branch cycles for ψ¯±. Reminder: The images
of γ0 = q1q2 and γ1 = q1q2q3 in 〈q1, q2, q3〉/Q′′ = PSL2(Z) identify with canonical
generators of respective orders 3 and 2. The product-one condition γ0γ1γ∞ = 1 with
γ∞ = q2 holds mod Q′′. Compute that q1 with (3.3) action is q∗1 = (3 5 1)(4 7 6 2);
q2 acts as q
∗
2 = (1 3 4 2)(5 7 6). So, γ0 acts as γ
∗
0 = (3 7 5)(1 4 6). From product-one,
γ1 acts as γ
∗
1 = (3 6)(7 1)(4 2).
Denote the respective conjugacy classes of (γ∗0 , γ
∗
1 , γ
∗
∞) = γ
∗ in the group they
generate by C∗ = (C0,C1,C∞). Denote P1j \ {∞} by U∞.
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Proposition 4.1. The group G = 〈γ∗0 , γ∗1 , γ∗∞〉 is S7. Then, γ∗ represents
the only element in Ni(S7,C
∗)′: absolute equivalence classes with entries, in order,
in the conjugacy class C∗. So, there is a unique cover ψ¯7 : X7 = X → P1j in
Ni(S7,C
∗)′ (ramified over {0, 1,∞}). Restricting over U∞ gives ψ7 : X∞ → U∞
equivalent to H± → U∞ of (3.1b): It parametrizes each of the two absolute reduced
families of P1z covers representing degree 7 polynomials that appear in a DP.
The projective curve X has genus 0. It is not a modular curve. The spaces H±
are b-fine (but not fine; §4.2) moduli spaces over Q(√−7). Their corresponding
Hurwitz spaces are fine moduli spaces with a dense set of Q(
√−7) points. As a
cover, however, ψ¯7 has definition field Q, and X has a dense set of Q points.
Proof. Since the group G is transitive of degree 7, it is automatically primi-
tive. Further, (γ∗∞)
4 is a 3-cycle. It is well-known that a primitive subgroup of Sn
containing a 3-cycle is either An or Sn. In, however, our case γ
∗
∞ 6∈ A7, so G = S7.
We outline why Ni(S7,C
∗)′ has but one element. The centralizer of γ∗∞ is
U = 〈(1 3 4 2), (5 7 6)〉. Modulo absolute equivalence, any (g0, g1, g∞) ∈ Ni(S7,C∗)′
has γ∗∞ in the 3rd position. Let F = {2, 5} and let xi be the fixed element of gi,
i = 0, 1. Elements of F represent the two orbits O1, O2 of γ
∗
∞ (2 ∈ O1 and 5 ∈ O2).
Conjugating by elements of U gives four possibilities:
(4.2a) (*) x0 = 2 and x1 ∈ O1 \ {2}; or (**) x0 = 5 and x1 ∈ O2 \ {5}; or
(4.2b) (*) x0 = 5 and x1 = 2; or (**) x0 = 2 and x1 = 5.
We show the only possibility is (4.2b) (**), and for that, there is but one
element. First we eliminate (4.2a) (*) and (**). For (4.2a) (**), then x0 = 5 and
x1 = 7 or 6. The former forces (up to conjugation by U)
g0 = (7 6 1) · · · , g1 = (5 6) · · · .
Then, g1γ
∗
∞ fixes 6, contradicting (6)g0 = 1. Also, x1 = 6 fails. Consider (4.2a) (*),
so x1 = 1 or 3 ((2 4) appears in g0 automatically). Symmetry between the cases
allows showing only x1 = 1. This forces (1 4 3) in g0 and 〈γ∗∞, g0〉 is not transitive.
Now we eliminate (4.2b) (*). Suppose x0 = 5, x1 = 2. This forces either
g0 = (6 1 2) · · · , g1 = (5 6)(1 7) · · · or g0 = (6 x ?)(1 2 y), g1 = (5 6)(x 7)(y 4) · · · .
In the first, 4 7→ 2 7→ 6 → 5 in the product, so it doesn’t work. By inspection, no
value works for y in the latter.
Conclude x0 = 2, x1 = 5. Previous analysis now produces but one possible
element in Ni(S7,C
∗)′. Applying Riemann-Hurwitz, using the index contributions
of g∗0 , g
∗
1 , g
∗
∞ in order, the genus of the cover as g7 satisfies 2(7+ g7− 1) = 3+4+5.
So, g7 = 0.
That X is not a modular curve follows from WohlFahrt’s’s Theorem [Wo64].
If it were, then its geometric monodromy group would be a quotient of PSL2(Z/N):
N is the least common multiple of the cusp widths. So, ord(γ∗∞) = N = 12. Since,
however, PSL2(Z/12) = PSL2(3)× PSL2(4), it does not have S7 as a quotient.
We account for the b-fine moduli property. This is equivalent toQ′′ acting faith-
fully on absolute Nielsen classes [BFr02, Prop. 4.7]. This is so from (4.1), nontrivial
elements of Q′′ move the conjugacy class of the 7-cycle. [BFr02, Prop. 4.7] also
shows it is a fine reduced moduli space if and only if γ∗0 and γ
∗
1 have no fixed points.
Here both have fixed points. So, the spaces H± are not fine moduli spaces. 
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4.2. b-fine moduli property. We explain [BFr02, §4.3.1] for our Daven-
port polynomial spaces. For the arithmetician, P having fine moduli over a field
K has this effect. For p ∈ P corresponding to a specific algebraic object up to iso-
morphism, you have a representing object with equations over K(p) with K. (We
tacitly assume P is quasiprojective —our H and Hrd spaces are actually affine
—to give meaning to the field generated by the coordinates of a point.)
4.2.1. The meaning of b-fine. The b in b-fine stands for birational. It means
that if p ∈ Hrd is not over j = 0 or 1, the interpretation above for p as a fine moduli
point applies. It may apply if j = 0 or 1, though we cannot guarantee it.
If P is only a moduli space (not fine), then p ∈ P may have no representing
object over K(p) (and certainly can’t have one over a proper subfield of K(p)).
Still, GK(p) stabilizes the complete set of objects over K(p) representing p.
For any Nielsen class of four branch point covers, suppose the absolute (not
reduced) space H has fine moduli. The condition for that is no element of Sn
centralizes G. That holds automatically for any primitive non-cyclic group G ≤ Sn
(so in our cases; all references on rigidity in any form have this). For p, denote the
set of points described as the image of p in U4 = ((P
1
z)
4\∆4)/S4 by zp . AssumeK is
the field of rationality of the conjugacy classes. Conclude: There is a representative
cover ϕp : Xp → P1z branched over zp and having definition field K(p).
4.2.2. Producing covers from the b-fine moduli property. Use the notation Habs
for nonreduced space representing points of the Nielsen class. Then H± identifies
with Habs± /PGL2(C). Consider our degree 7 Davenport pair problem and their
reduced spaces. The Nielsen classes are rational over K = Q(
√−7) (Prop. 4.1).
Any prd ∈ H± represents a cover ϕprd : Xprd → Yprd with Yprd a conic in P2 [BFr02,
Prop. 4.7] and ϕprd degree 7. Often, even for b-fine moduli and p
rd not over 0 or 1,
there may be no p ∈ Habs lying over prd with K(p) = K(prd). Such a p would give
ψp : Xp → P1z over K(prd) representing ϕprd .
Yet, in our special case, Xprd has a unique point totally ramified over Yprd . Its
image in Yprd is a K(p
rd) rational point. So Yprd is isomorphic to P
1
z over K(p
rd).
Up to an affine change of variable over K, there is a copy of P1 = X over K
that parametrizes degree 7 Davenport pairs (over any nontrivial extension L/K).
5. j-line covers for polynomial PGL3(Z/3) monodromy
We start by listing the 3-tuples (g1, g2, g3) for Xi in Table (5.1) that represent
an absolute Nielsen class representative by tacking g∞ = (1 · · · 13)−1 on the end
[Fr99, §8]. The rubric proceeds just as in the degree 7 case.
5.1. Degree 13 Davenport branch cycles (g1, g2, g3, g∞). The following
elements are involutions fixing the hyperplane corresponding to the difference set.
Each fixes one of the 9 points off the hyperplane. Compute directly possibilities for
g1, g2, g3 since each is a conjugate from this list:
(7 8)(5 11)(6 12)(9 13); (3 11)(7 13)(6 8)(9 12); (3 12)(5 8)(7 9)(11 13);
(5 13)(6 9)(11 12)(3 8); (5 6)(3 7)(8 11)(12 13); (6 7)(8 11)(5 12)(3 13);
(3 5)(7 12)(6 13)(8 9); (3 6)(5 9)(7 11)(8 13); (5 7)(6 11)(8 13)(3 9).
Here is the table for applying the action of q1, q2, q3.
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(5.1)
X1 :(6 7)(8 11)(5 12)(3 13), (2 3)(13 4)(6 8)(9 10), (1 2)(13 5)(6 12)(9 11)
X2 :(6 7)(8 11)(5 12)(3 13), (1 2)(13 5)(6 12)(9 11), (1 3)(5 4)(12 8)(11 10)
X3 :(3 5)(7 12)(6 13)(8 9), (1 6)(2 3)(13 7)(12 10), (8 10)(12 11)(6 2)(5 4)
X4 :(3 5)(7 12)(6 13)(8 9), (8 10)(12 11)(6 2)(5 4), (1 2)(6 3)(13 7)(11 8)
X5 :(5 6)(3 7)(9 11)(12 13), (1 3)(4 5)(8 12)(11 10), (2 3)(7 4)(1 8)(12 9)
X6 :(5 6)(3 7)(9 11)(12 13), (9 12)(2 3)(7 4)(1 8), (8 2)(7 5)(1 9)(11 10)
X7 :(5 6)(3 7)(9 11)(12 13), (1 9)(2 8)(7 5)(10 11), (4 5)(3 8)(9 2)(12 1)
X8 :(5 6)(3 7)(9 11)(12 13), (4 5)(3 8)(9 2)(12 1), (12 2)(9 3)(7 4)(11 10)
X9 :(8 9)(7 12)(13 6)(3 5), (1 2)(6 3)(13 7)(11 8), (1 3)(5 4)(12 8)(11 10)
X10 :(6 7)(8 11)(5 12)(3 13), (1 3)(4 5)(12 8)(11 10), (6 8)(10 9)(4 13)(3 2)
X11 :(7 3)(5 6)(12 13)(9 11), (1 2)(7 5)(3 12)(8 9), (1 3)(5 4)(12 8)(11 10)
X12 :(5 6)(3 7)(9 11)(12 13), (10 11)(2 12)(3 9)(7 4), (1 2)(3 12)(7 5)(9 8)
X13 :(8 9)(6 13)(7 12)(3 5), (1 3)(5 4)(12 8)(11 10), (2 3)(1 6)(7 13)(10 12).
Here are the j-line branch cycle descriptions. From action (3.3) on Table (5.1)
(5.2)
γ∗0 = q1q2 = (1 5 3)(6 9 13)(2 8 11)(4 7 10)
γ∗1 = q1q2q3 = (1 4)(2 5)(3 6)(7 9)(8 10)(11 12),
γ∗∞ = q2 = (1 10 2)(3 13 9 4)(5 11 12 8 7 6).
Again, you figure γ∗1 from the product one condition. In analogy to Prop. 4.1
we prove properties (3.4) for degree 13 Davenport pairs. Denote 〈γ∗0 , γ∗1 , γ∗∞〉 by G.
Proposition 5.1. Then, G = A13. With C
∗ = (C0,C1,C∞) the conjugacy
classes, respectively, of γ∗, Ni(A13,C∗)′ (absolute equivalence classes with entries
in order in C∗) has one element. So, there is a unique cover ψ¯13 : X = X13 → P1j
representing it (ramified over {0, 1,∞}). Restrict over U∞ for ψ13 : X∞ → U∞
equivalent to each Hj → U∞, j = 0, 1, 2, 3.
The projective curve X has genus 0 and is not a modular curve. The spaces Hj
are b-fine (not fine) moduli spaces over K13. Their corresponding Hurwitz spaces
are fine moduli spaces with a dense set of K13 points. As a cover, however, ψ¯13 has
definition field Q, and X has a dense set of Q points.
5.2. Proof of Prop. 5.1. First compute the genus g13 of the curve in the
cover presented by ψ¯13 to be 0, from
2(13 + g13 − 1) = ind(γ∗0 ) + ind(γ∗1 ) + ind(γ∗∞) = 4 · 2 + 6 + (2 + 3 + 5) = 24.
Now we show why the geometric monodromy of the cover ψ¯13 is A13. There are
nine primitive groups of degree 13 [Ca56, p. 165]. Three affine groups Z/p ×sU ;
each U ≤ (Z/13)∗, with U = {1}, or having order 2 or order 3. Then, there are six
other groups S13, A13 and PGL3(Z/3),PSL3(Z/3) with each of the last two acting
on points and hyperplanes. The generators γ∗0 and γ
∗
1 are in A13. It would be cute
if the monodromy group were PGL3(Z/3) (the same as of the covers represented
by its points). We see, however, (γ∗∞)
6 fixes way more than half the integers in
{1, . . . , 13}. This is contrary to the properties of PSL3(Z/3),PGL3(Z/3).
Now consider Ni(A13,C
∗)′. Like n = 7, assume triples of form (g0, g1, γ∗∞).
To simplify, conjugate by an h ∈ S13 to change γ∗∞ to (1 2 3 4)(5 6 7 8 9 10)(11 12 13)
(keep its name the same). Its centralizer is U = 〈(1 2 3 4), (5 6 7 8 9 10), (11 12 13 14)〉.
Take F = {1, 5, 11} as representatives, in order, of the three orbits O1, O2, O3 of
γ∗∞ on {1, . . . , 13}. Suppose gi fixes xi ∈ {1 . . . , 13}, i = 0, 1. If x0 and x1 are in
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different Ok s, conjugate by U , and use transitivity of 〈g0, g1〉, to assume x0 is one
element of F and x1 another. We show the following hold.
(5.3a) Neither g0 nor g1 fixes an element of O3.
(5.3b) The fixed point of g0 is in O1 or O2, and of g1 in the other.
(5.3c) With no loss we may assume either x0 = 5 and x1 = 1, or x0 = 1 and
x1 = 5, and the latter is not possible.
5.2.1. Proof of (5.3a). Suppose x0 ∈ O3; with no loss conjugating by U take
it to be 11. Then, g0 = (12 13 y) · · · and g1 = (11 13)(y 12) · · · (using product-one
in the form γ∗∞g0g1 = 1). Then, however, g0g1 fixes y: a contradiction, since γ
∗
∞
fixes nothing. Now suppose x1 ∈ O3 (x1 = 11). Then, g0 = (12 11 y) · · · and
g1 = (y 13) · · · . Transitivity of 〈γ∗∞, g0〉 prevents y = 13. Conjugating by U allows
taking y = 1 or y = 5. If y = 1, then you find g0 = (12 11 1)(2 13 4) · · · and
g1 = (1 13)(4 12)(2 3) · · · . Now, 〈γ∗∞, g1〉 leaves O1 ∪O3 stable, so is not transitive.
5.2.2. Proof of (5.3b), case x0, x1 ∈ O1. With no loss x0 = 1 and g1 = (1 4) · · · .
This forces g0 = (2 4 z) · · · , so under our hypothesis, (3)g0 = 3. This forces g1 =
(1 4)(2 3) · · · and 〈γ∗∞, g1〉 is stable on O1.
5.2.3. Proof of (5.3b), case x0, x1 ∈ O2. With no loss
x0 = 5 and g1 = (6 10 z) · · · , g1 = (10 5)(z 9) · · · .
We separately show x1 ∈ {6, 7, 8} are impossible, and by symmetry, x1 ∈ O2 is im-
possible. If x1 = 6, then z = 7, and g1 = (6 10 7)(8 9w) · · · , g1 = (10 5)(7 9)(w 8) · · · .
The contradiction is that g0g1 fixes w.
If x1 = 7, then g0 = (6 10 z)(8 7w) · · · , g1 = (10 5)(z 9)(w 6) · · · . So neither
z nor w can be 8 or 9: With no loss w ∈ {1, 11}. If w = 11, then with no loss
z ∈ {12, 1}. With z = 1, (4)g0g1 = 11, a contradiction. If z = 12,
g0 = (6 10 12)(8 7 11)(13 9 u) · · · , g1 = (10 5)(12 9)(11 6)(8 13) · · · .
Check: u must be 13, a contradiction.
Finally, w = 1 forces g0 = (6 10 2)(8 7 1)(3 9 ?) · · · , g1 = (10 5)(2 9)(1 6)(8 4) · · · .
So, (9)g0g1 = 8 forces ? = 4, and that forces g1 to fix 3, a contradiction to x1 = 7.
That leaves x1 = 8 and g0 = (6 10 z)(9 8w) · · · , g1 = (10 5)(z 9)(w 7) · · · . Con-
jugate by U to assume w ∈ {1, 11}. The case w = 1 forces
g0 = (6 10 4)(9 8 1)(2 7 3) · · · , g1 = (10 5)(4 9)(1 7)(6 3) · · · .
Conclude: 〈g0, γ∗∞〉 stabilizes O1 ∪ O2. If w = 11, g0 = (6 10 z)(9 8 11) · · · , g1 =
(10 5)(z 9)(11 7) · · · . In turn, this forces z = 10 and 10 appears twice in g1.
5.2.4. Proof of (5.3c). From (5.3a) and (5.3b), conjugate by U for the first part
of (5.3c). We must show x0 = 1, x1 = 5 is false. If this does hold, then
g0 = (6 5 y)(2 4 z)(3w ?) · · · , g1 = (1 4)(y 10)(2w)(3 z) · · · .
Note that y 6= 2, and 2 and 3 appear in distinct cycles in g1 using 〈γ∗∞, g1〉 is
transitive. Here is the approach for the rest: Try each case where y, z, w are in O3.
Whichever of {y, z, w} we try, with no loss take this to be 11.
Suppose y = 11. Then, g1γ
∗
∞ fixes 11, contrary to g0 not fixing it. Now suppose
z = 11. This forces w = 13 and γ∗∞g0 fixes 12, though g1 does not. Finally, suppose
w = 11, and get an analogous contradiction to that for y = 11. With y, z, w ∈ O2
we have (3w 11) a 3-cycle of g0. This forces z = 13, a contradiction.
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5.2.5. Listing the cases with x0 = 5, x1 = 1. With these hypotheses:
g0 = (2 1 y)(6 10w) · · · , g1 = (10 5)(y 4)(w 9) · · · .
We check that y, w 6∈ O1: y = 3 (or w = 3) to get simple contradictions. Example:
w = 3 forces (6 2) in g1; forcing y = 7, and 〈g0, γ∗∞〉 is not transitive. Now check
that y 6∈ O3, but w ∈ O3. Our normalization for being in O3 allows y = 11:
g0 = (2 1 11)(6 10w)(12 4 u)(3 13 v), g1 = (10 5)(11 4)(w 9)(2 13) · · · .
So, w is 7 or 8. The first forces γ∗∞g0 to fix 6, the second forces g1γ∞ to fix 9.
Now consider y, w ∈ O2. If y = 7 and w = 8, then g1γ∗∞ fixes 9. If y = 8 and
w = 7, then γ∗∞g0 fixes 6. We’re almost done: Try y ∈ O2, and w = 11. Then
y = 7 or 8. Try y = 7: g0 = (2 1 7)(6 10 11)(3 z ?) · · · , g1 = (10 5)(7 4)(11 9)(z 2) · · · .
This forces z = 6, putting z in g0 twice. So, y = 8: You find that from this start,
g0 = (2 1 8)(6 10 11)(12 9 4)(13 3 7), g1 = (10 5)(8 4)(11 9)(3 12)(2 7)(6 13)
is forced, concluding that there is one element in Ni(A13,C
∗)′.
It is easy that A13 has no PSL2(Z) quotient. The b-fine moduli is from Q′′
acting faithfully on the location of the 13-cycle conjugacy class (as with n = 7).
That X∞ does not have fine moduli follows from γ∗0 and γ
∗
1 having fixed points.
6. Projective systems of Nielsen classes
Let F2 = 〈x1, x2〉 be the free group on two generators. Consider two simple
cases for a group H acting faithfully on F2, H = Z/2 (n = 2) and H = Z/3 (n = 3).
(6.1a) The generator of H2 acts as xi 7→ x−1i , i = 1, 2.
(6.1b) The generator 1 ∈ Z/3 = H3 acts as x1 7→ x−12 and x2 7→ x1x−12 .
We explain why these cases contrast extremely in achievable Nielsen classes.
Let C24 be four repetitions of the nontrivial conjugacy class of H2. Similarly, C±32
is two repetitions of each nontrivial H3 class. Refer to C as p
′ conjugacy classes if
a prime p divides the orders of no elements in C. Example: C±32 are 2′ classes.
6.1. Projective sequences of Nielsen classes. Assume G∗ → G is a group
cover, with kernel a p group. Then p′ conjugacy classes lift uniquely to G∗ [Fri95b,
Part III]. This allows viewingC as conjugacy classes in appropriate covering groups.
Let P be any set of primes. Denote the collection of finite p group quotients of
F2, with p 6∈ P , by QF2(P ). Denote those stable under H by QF2(P,H). Consider
inner Nielsen classes with some fixed C, P containing all primes dividing orders of
elements in C, and groups running over a collection from QF2(P,H):
NH = {Ni(G,C)in}{G=U×sH|U∈QF2(P,H)}.
Only P = Pn = {n} for n = 2, 3 appear below, though we state a general problem.
Suppose for some p, Gp,I = {Ui}i∈I is a projective subsequence of (distinct)
p groups from QF2(P,H). Form a limit group Gp,I = lim∞←i Ui ×sH . Assume
further, all Nielsen classes Ni(Ui×sH,C) are nonempty. Then, {Ni(Ui×sH,C)in}i∈I
forms a project system with a nonempty limit Ni(Gp,I ,C). If C has r entries, then
the Hurwitz monodromy group Hr = 〈q1, . . . , qr−1〉 naturally acts (by (3.3)) on any
of these inner (or absolute) Nielsen classes. We use just r = 4.
Problem 6.1. Assume I is infinite. What are the maximal groups Gp,I from
which we get nonempty limit Nielsen classes Ni(Gp,I ,C)?
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We call such maximal groups C p-Nielsen class limits. Prob. 6.7 refines this.
For r = 4, consider maximal limits of projective systems of reduced components
that have genus 0 or 1. Allow |I| here to be bounded. The strong Conjecture on
Modular Towers [FrS04, §1.2] specializes to n = 3 to say this. Each such sequence
should be bounded and there should be only finitely many (running over all p 6∈ P3).
Such genus 0 or 1 components have application. Ex. 6.2 is one such.
Any profinite pro-p group Pˆ ′ has a universal subgroup generated by pth powers
and commutators from Pˆ ′. This is the Frattini subgroup, denoted Φ(P ′). The kth
iterate of this group is Φk(P ′). §1.2.2 referenced reduced spaces {H¯rdk,p}k≥0. These
are the spaces for the Nielsen classes Ni(Fˆ2,p/Φ
k(Fˆ2,p)×sH3,C±3)in,rd.
Example 6.2. Let ϕ1 : G1(A5) → A5 be the universal exponent 2 extension
of A5. We explain: If ϕ : G
∗ → A5 is a cover with abelian exponent 2 group as
kernel, then there is a map ψ : G1(A5)→ G∗ with ϕ ◦ ψ = ϕ1. The space Hrd2,1 has
six components [BFr02, Ex. 9.1, Ex. 9.3]. Two have genus 0, and two have genus
1. Let K be a real number field. Then, there is only one possibility for infinitely
many (reduced equivalence classes of) K regular realizations of G1(A5) with four
branch points. It is that the genus 1 components of H¯rd2,1 have definition field K
and infinitely many K rational points. The genus 0 components here have no real
points. [FrS04] explains this in more detail.
6.2. N2 def= {Ni(G,C24)in}G∈QF2 (2)×sH2 . The first sentence of Prop. 6.3 re-
states an argument from [Fri95b, §1.A].
6.2.1. Achievable Nielsen classes from modular curves. Let z = {z1, . . . , z4} be
any four distinct points of P1z, without concern to order. As in §2.2.1 choose a set
of (four) classical generators for the fundamental group of P1z \ z = Uz .
This group identifies with the free group on four generators σ = (σ1, . . . , σ4),
modulo the product-one relation σ1σ2σ3σ4 = 1. Denote its completion with respect
to all normal subgroups by Fˆσ . Let Zˆp (resp. Fˆ2,p) be the similar completion of Z
(resp. F2) by all normal subgroups with p group quotient.
Proposition 6.3. Let Dˆσ be the quotient of Fˆσ by the relations
σ2i = 1, i = 1, 2, 3, 4 (so σ1σ2 = σ4σ3).
Then,
∏
p6=2 Zˆ
2
p×sH2 ≡ Dˆσ . Also, Zˆ2p×sH2 is the unique C24 p-Nielsen class limit.
Proof. We show combinatorially that Dˆσ is Zˆ
2×sH2 and that σ1σ2 and σ1σ3
are independent generators of Zˆ2. Then, σ1 is a generator of H2 which we regard as
{±1} acting on Zˆ2 by multiplication. First: σ1(σ1σ2)σ1 = σ2σ1 shows σ1 conjugates
σ1σ2 to its inverse. Also,
(σ1σ2)(σ1σ3) = (σ1σ3)σ3(σ2σ1)σ3 = (σ1σ3)(σ1σ2)
shows the said generators commute. The maximal pro-p quotient is Z2p ×s{±1}.
We have only to show Nielsen classes with G = U ×sH2, and U an abelian
quotient of Z2, are nonempty. It suffices to deal with the cofinal family of U s,
(Z/pk+1)2, p 6= 2. §6.2.2 has two proofs. 
Remark 6.4. Any line (pro-cyclic group) in Z2p produces a dihedral group Dp∞
from multiplication by -1 on this line.
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6.2.2. Nonempty Nielsen classes in Prop. 6.3. In Gpk+1 = (Z/p
k+1)2 ×s{±1},
{(−1;v) | v ∈ (Z/pk+1)2} are the involutions. Write v = (a, b), a, b ∈ Z/pk+1. The
multiplication (−1;v1)(−1;v2) yields (1;v1 − v2) as in the matrix product
( −1 v1
0 1
)( −1 v2
0 1
)
.
We have an explicit description of the Nielsen classes Ni(Gpk+1 ,C24). Elements
are 4-tuples ((−1;v1), . . . , (−1;v4)) satisfying two conditions from §2.2:
(6.2a) Product-one: v1 − v2 + v3 − v4; and
(6.2b) Generation: 〈v i − vj , 1 ≤ i, j ≤ 4〉 = (Z/pk+1)2.
Apply conjugation in Gpk+1 to assume v1 = 0. Now take v2 = (1, 0), v3 = (0, 1)
and solve for v4 from the product-one. This shows the Nielsen class is nonempty.
To simplify our discussion we have taken inner Nielsen classes. What really makes
an interesting story is the relation between inner and absolute Nielsen classes. Use
the natural inclusion Gpk+1⊳ (Z/p
k+1)2 ×sGL2(Z/pk+1) regarding both groups as
permutations of (Z/pk+1)2.
A general theorem in [FV91] applies here. It says the natural map from
H(Gpk+1 ,C24)in → H(Gpk+1 ,C24)abs is Galois with group GL2(Z/pk+1)/{±1}.
We give our second proof for nonempty Nielsen classes to clarify the applica-
tion of [Se68, IV-20]. This shows, depending on the j-value of the 4 branch
points for the cover ϕp : Xp → P1z, we can say explicit things about the fiber
of H(Gpk+1 ,C24)in → H(Gpk+1 ,C24)abs over p ∈ H(Gpk+1 ,C24)abs.
We will now display the cover ϕp . Let E be any elliptic curve in Weierstrass
normal form, and [pk+1] : E → E multiplication by pk+1. Mod out by the action
of {±1} on both sides of this isogeny to get
E/{±1} = P1w
ϕ
pk+1−→ E/{±1} = P1z,
a degree p2(k+1) rational function. Compose E → E/{±1} and ϕpk+1 for the Galois
closure of ϕpk+1 . This geometrically shows Ni(Gpk+1 ,C24) 6= ∅. If E has definition
field K, so does ϕpk+1 . We may, however, expect the Galois closure field of ϕpk+1
to have interesting constants, from the definition fields of pk+1 division points on
E. This is the subject of Serre’s Theorem and [Fr04, §5.2-5.3].
6.3. N3 def= {Ni(G,C±32)in}G∈QF2(3)×sH3 . Prop. 6.5 says, unlike n = 2, for
any G ∈ N3, Ni(G,C±32)in is nonempty. This vastly differs from the conclusion of
Prop. 6.3. Our proof combines Harbater-Mumford reps. (Ex. 6.6) with the cyclic
action of H3 on (Z/p)
2. We make essential use of the Frattini property.
Proposition 6.5. Fˆ2,p ×sH3 is the unique C±32 p-Nielsen class limit.
Proof. First we show Nielsen classes with G = Gp = (Z/p)
2×sH3 (p 6= 2) are
nonempty by showing each contains an H-M rep. Let 〈α〉 = Z/3, with the notation
on the left meaning multiplicative notation (so, 1 is the identity). The action of α
is from (6.1b). For multiplication in Gp use the analog of that in §6.2.2.
Suppose g1 = (α,v1), g2 = (α,v2) ∈ G generate G. Then, (g1, g−11 , g2, g−12 ) is
in Ni(G,C±32)in. Further this element is an H-M rep. Conjugate this 4-tuple by
(1, v3) (for inner equivalence) to change g1 to (α,v1 + v3 − α(v3)). As I2 − α is
invertible on (Z/p)2 we can choose v3 so v1 = 0. To find such generators, consider
g1g
−1
2 = (1,−v2) and g21g2 = (1, α−1(v2)). So, g1, g2 are generators precisely if
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〈−v2, α−1(v2)〉 = (Z/p)2. Such a v2 exists because the eigenvalues of α are distinct.
So (Z/p)2 is a cyclic 〈α〉 module. If x2+x+1 mod p has no solution, then 〈α〉 acts
irreducibly and any v2 6= 0 works. From quadratic reciprocity this is equivalent to
−3 is not a square mod p, or p ≡ −1 mod 3.
Now consider any Nielsen class in N3 defined by G = U ×sH3 with U having
(Z/p)2 as a quotient. There is a surjective map ψ : G→ (Z/p)2 ×sH3, and it is a
Frattini cover. So, if g′1, g
′
2 are generators of (Z/p)
2×sH3 given by the proof above,
then any respective order 3 lifts of g′1, g
′
2 to g1, g2 ∈ G will automatically generate
G. Therefore the representative (g1, g
−1
1 , g2, g
−1
2 ) of the Nielsen class Ni(G,C±32)
in
lifts (g′1, (g
′
1)
−1, g′2, (g
′
2)
−1). This shows all Nielsen classes are nonempty. 
6.4. Projective cusp types. Let r = 4 and g ∈ Ni(G,C)in,rd (or any reduced
equivalence). Then, the orbit of g under the cusp group Cu4
def
= 〈q2,Q′′〉 interprets
as a cusp of the corresponding j-line cover. Certain Nielsen class representatives
define especially useful cusps. We define these relative to a prime p. [FrS04, §5.2]
calls these g-p′ cusps, and when r = 4, their representatives g = (g1, . . . , g4) in
reduced Nielsen classes have the following property:
(6.3) Both H2,3(g)
def
= 〈g2, g3〉 and H1,4(g) = 〈g1, g4〉 are p′ groups; their
orders are prime to p.
Recall the shift sh = q1 · · · qr−1 as an operator on Nielsen classes: For
g ∈ Ni(G,C), (g)sh = (g2, . . . , gr, g1).
Example 6.6 (H-M reps.). Suppose h1 and h2 are elements generating a group
G and consider the 4-tuple h = (h1, h
−1
1 , h2, h
−1
2 ). If h ∈ Ni(G,C), we say h is a
Harbater-Mumford representative (H-M rep.) of the Nielsen class. If C are p′
conjugacy classes, then (h)sh is a a representative for a p′ cusp.
[FrS04, Prop. 5.1] generalizes how we use H-M reps., in Prop. 6.5 as follows.
Suppose level 0 of a Modular Tower, for the prime p, has representatives of g-p′
cusps. Then applying Schur-Zassenhaus gives projective systems of g-p′ cusps. This
is the only method we know to show there are nonempty Nielsen classes at all levels.
So, we don’t know whether g-p′ cusps are necessary for a result like Prop. 6.5.
For this case alone we pose a problem that aims at deciding that. Use the action
of H4 = 〈q1, q2, q3〉 in §6.1 (from (3.3)). For Nielsen classes from N3, it is easy to
show all representatives of g-p′ cusps (p 6= 3) must be shifts of H-M reps.
Problem 6.7. Suppose O is an H4 orbit on Ni(Fˆ2,p ×sH3,C±3)in,rd. Must O
contain the shift of an H-M rep.?
7. Relating Problemg=01 and Problem
g=0
2
Our last topic discusses, using the work of others, what might be the meaning
and significance of an intrinsic uniformizer for a 1-dimensional genus 0 moduli space.
7.1. Explicit equations. As §2.2.2 notes, our computations were with pencil
and paper. Many saw the then unpublished pieces we used from [Fr95a, p. 349]
and [Fr99, §8] in 1969 at the writing of [Fr73]. Precisely relating to the j-line
is more recent, though you see these computations are easy. Further, they create
a framework for finding a parameter for a moduli cover of the j-line having an
internal interpretation.
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7.1.1. Couveignes calculations. Jean-Marc Couveignes used computer-assisted
calculations to find equations for Davenport pairs [CoCa99]. He also gave a tech-
nique for uniformizing some moduli of the type we are considering. Necessarily, the
moduli was of genus 0 covers, and the moduli space of genus 0 [Co00]. Prop. 4.1
and Prop. 5.1 produce a natural geometry behind the genus 0 moduli from Daven-
port’s arithmetically defined problem. We compare our computation with that from
[CoCa99], whose tool was PARI Ver. 1.920.24 with Maple used as a check.
Equations for those degree 7, 13 and 15 polynomials are in [CoCa99, §5.1],
[CoCa99, §5.3] and [CoCa99, §5.4]. [Fr80, p. 593] has Birch’s brute force calcu-
lation of degree 7 Davenport pairs. He and Guy also did the degree 11 case (three
branch point covers, so up to reduced equivalence this is just one pair of polynomi-
als). Degree 13 is the most interesting. There the difference set argument produces
the nontrivial intertwining of four polynomials for each point of the space X∞13 . As
the [CoCa99] calculations take considerable space, we don’t repeat them. Still,
a statistical comparison indicates the extra complexity (supported by theory) in
the degree 13 case. Here is the character count for Couveignes’ expression for the
general polynomial in each case (not counting spaces):
(7.1) degree 7: 146 ; degree 13: 1346 ; degree 15: 819 .
7.1.2. Significance of the j-line cover. Neither Birch nor Couveignes relates
their equations to the j-line. Still, two points help compare [Co00] with our goals.
(7.2a) Using [GHP88], Harbater patching can sometimes produce the equa-
tion for the general member a family of genus 0 covers.
(7.2b) Using formal fibers of a moduli problem avoids direct computation of
a possibly large base extension (when no version of rigidity holds).
I think (7.2a) refers to moduli of genus 0 covers, when a Nielsen class gives data
to normalize a parameter for each cover in the family. We explain below this
computational handle that starts from degenerate situations and at the cusps.
Grothendiecks’ original method, reviewed in [Fr99, §3.6], is totally compatible.
Except, applying Grothendieck’s method requires a computationally inexact Artin
approximation to achieve an algebraic deformation. It is around that last step that
Couveignes uses his genus 0 assumptions.
The example of [CoCa99, p. 48] has some version of reduced parameters,
though over the λ-line, not the j-line. [CoCa99, p. 56] gives the practical sense of
(7.2b). We use his formal deformation parameter µ. His example serves no exterior
problem. Still, it illustrates the computational technique. Though we admire it,
we want to show why there are many constraints on its use to compute equations.
7.1.3. Constraints in Couveignes’ example. The group for his Nielsen classes is
S7, and his conjugacy classes C
c are those represented by the entries of
(7.3) gµ = ((2 3 4)(6 7), (1 2 5 6), (1 7), (2 3 4 5 6 7)
−1).
He interpolates between two 3 branch point covers with respective branch cycles:
(7.4)
g0 = ((2 3 4)(6 7), (1 2 5 6), (1 2 3 4 5 6 7)
−1) and;
g1 = ((1 2 3 4 5 6 7), (1 7), (2 3 4 5 6 7)
−1).
His four conjugacy classes are all distinct. Then, the reduced family of absolute
covers in the Nielsen class, as a j-line cover, automatically factors through the λ-
line as ψ¯c : H¯(S7,Cc)abs,rd → P1λ. He finds explicit equations ϕ0 and ϕ1 for the
unique covers branched over {0, 1,∞} ∈ P1j with branch cycles represented by g0
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and g1. An analyst would view this as forming ϕµ : P
1
wµ → P1z as a function of
µ ∈ (0, 1) so that as µ 7→ 0 (resp. 1) ϕµ degenerates to ϕ0 (resp. ϕ1).
Topologically this is a coalescing , respectively, of the first two (last two) branch
points. Realize, however, compatible with the statement in §2.2.1, this is not an
algebraic process. We want equations for ϕµ in the coordinates of the parameter
space H¯(S7,Cc)abs,rd. [CoCa99, p. 43-48] refers to [DFr94, Thm. 4.5] to compute
the action of the λ-line (not j-line) version of γ∗0 , γ
∗
1 , γ
∗
∞ (as in Propositions 4.1
and 5.1). He concludes H¯(S7,Cc)abs,rd has genus 0. Dropping reduced equivalence
gives a fine moduli space (reason as in §4.2.1).
To track the λ-line, we must express coordinates for p ∈ H(S7,Cc)abs,rd in the
algebraic closure of Q(λ). This space is irreducible, from the analog of γ0, γ1, γ∞
acting transitively. For the same reason as in our Davenport pair examples, reduced
equivalence gives a b-fine moduli space (§4.2). These are hypotheses that satisfy the
easiest case of braid rigidity . So, the cardinality of the reduced Nielsen class equals
the degree of those coordinates over Q(λ) ([Fr77, Cor. 5.3], [MM99, Thm. 5.3] or
[Vo¨96, §10.3.1]; responding to the potential problem of (7.2b)).
[Co00, p. 50] uses a set of classical generators (as in §2.2.1) around branch
points. Then, the effect of coalescing a pair of branch points, say, as µ 7→ 1
interprets simply. It is as if you replaced the 3rd and 4th of the classical generators
by their product. Still, this is topological, not algebraic, data.
For that he normalizes a parameter wµ (to appear in ϕµ(wµ)) by selecting 3
distinguished points on the cover ϕµ. These correspond to selecting 3 distinguished
disjoint cycles in the branch cycles gµ in (7.3). He wants wµ = wµ,1 to survive (in
the limit µ 7→ 1) to give w1 (similarly with w0). So, the points he chooses must
survive the coalescing. It is a constraint on the explicit equations that he can pick
three such points. It is a separate constraint that he can do the same on the other
limit µ 7→ 0, producing a parameter wµ,0 for µ near 0.
Here in [Co00, p. 50-51] a reader might have difficulty (see the reference).
Naming the three points (labeled V3, V2, V6), where wµ,1 takes respective values
0, 1,∞ (chosen for µ 7→ 1) appears after their first use in equations. That is because
of a misordering of the printed pages. He analytically continues these choices along
µ ∈ (0, 1). They assure wµ,0/wµ,1 is wµ,0(V2)/wµ,1(V2), expressed in meaningful
constants from ramification of ψ¯c, as a function of µ. [Co00] then explains what
to do with expressions for ϕµ(wµ,k), k = 0, 1 expressed as local power series. He
uses their truncation up to the necessary degree of accuracy for their determination
from the algebraic conditions. Details on the genus 0 moduli space come into play
to precisely express coefficients of a general member of the family.
7.1.4. Using geometric compactifications. Couveignes applied coordinates from
[GHP88] for his explicit compactification. Many use a compactification around
cusps, placing over the cusp something called an admissible cover of (singular)
curves. Arithmetic applications require knowing that the constant field’s absolute
Galois group detects the situation’s geometry. My version is a specialization se-
quence [Fri95b, Thm. 3.21]. This gives meaningful action on projective sequences
of cusps. The goal is to see exactly how GQ acts from its preserving geometric
collections like g-p′ cusps (§6.1).
My treatment, however, did not aim at explicit equations. [DDE04, Thm. 1.3
and Thm. 4.1] gave a treatment of [Fri95b, Thm. 3.21] using admissible covers (the
version in [We99]). For that reason, they compactify with a family that has H-M
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admissible covers around the H-M cusps. (They use Hurwitz, not reduced Hurwitz,
spaces.) A corollary of [Fri95b, Thm. 3.21] has simple testable hypotheses that
guarantee there is a unique component of the moduli space containing H-M cusps
(so it is over Q). Those hypotheses rarely hold if r = 4.
So, I wish someone could do the following.
Problem 7.1. Approach the genus 1 components in Ex. 6.2 as did Couveignes
for his examples.
Couveignes’ explicit constrains fail miserably here. Ex. 6.2 is a family of very
high genus curves with no distinguished disjoint cycles in their branch cycle de-
scriptions. Still, the topics of [DDE04] and [We99] are relevant. The two genus 1
components of Ex. 6.2 are both H-M rep. components. The two components come
from corresponding orbits for H4 acting on inner Nielsen class orbits. They are,
however, not total mysteries: An outer automorphism of G1(A5) joins the orbits.
(None of that is obvious; [FrS04, §7] will have complete documentation.)
7.1.5. An intrinsic uniformizing parameter. Interest in variables separated poly-
nomials f(x)− g(y), those §2.1 calls Davenport pairs, first came from factorization
questions ([DLS61] and [DS64]). As [Fr04, §1.1.2] explains, Davenport’s own
questions showed his interest in the finite field properties. That exhibited them
with delicate arithmetic properties. Given that, we should express a uniformizing
parameter, for Xn (n = 7, 13, 15) using the arithmetic behind their investigation.
We don’t know if there is such, though [Fr04] suggests some based on functions in
(x, y) (satisfying f(x)− g(y) = 0) that are constant along fibers to the space Xn.
7.2. A piece of John Thompson’s influence. I speak only of John’s in-
fluence in specific mathematical situations related to this paper. John and I had a
conversation in 1986 on the way to lunch at University of Florida. This one conver-
sation brings a luminous memory, so singular it may compress many conversations.
7.2.1. John’s formation of Problemg=02 . As we walked, I summarized the group
theory from solving several problems, like Davenport’s. Each came with an an equa-
tion that we could rewrite as a phrase on primitive (genus 0) covers. My conclusion:
There were always but finitely many rational function degree counterexamples to
the most optimistic hopes. Yet, there were some counterexamples.
Further, to solve these problems required nonobvious aspects of groups. For
example: In Davenport’s problem, we needed difference sets and knowledge of all
the finite groups with two distinct doubly transitive permutation representations
that were equivalent as group representations (I got this from [CKS76]). Quite
like the classification, many simple groups and some new number theory, impinged
on locating the polynomial Davenport pairs. That was my pitch.
John responded that he was seized with the underlying problem. His initial
formulation was this. Suppose G is a composition factor of the covering monodromy
of ϕ : X → P1z with X of genus g. Then, it is a genus g group.
Problem 7.2. We fix an integer g and exclude alternating and cyclic groups.
Show: Only finitely many simple groups have genus g.
As above, the genus 0 primitive cover case suffices. This was my encouragement
for the project. It is nontrivial to grab a significant monodromy group at random.
(You will always get the excluded groups.) Still, the genus 0 problem would display
exceptions. These should contribute conspicuously, as happened with the Schur,
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Davenport and HIT problems. That is, a general theorem would have sporadic
counterexamples. While they might be baffling, they would nevertheless add to
the perceived depth of the result. Especially they would guide situations of higher
genus, and in positive characteristic. Example: I suggested there would be new
primitive rational functions beyond those coming from elliptic curves, that had the
Schur cover property: Giving one-one maps on P1z(Fp) for ∞-ly many primes p.
John suggested we work toward this immediately. I had hoped, then, he would
be interested in my approach to using the universal p-Frattini cover of a finite
group. My response was that Bob Guralnick enjoyed this type of problem and
knew immensely more about the classification than I. So was born Problemg=02 , and
the collaboration of Guralnick-Thompson.
7.2.2. Progress on Problemg=02 . John showed me the initial list from his work
with Bob on the affine group case. The display mode was groups presented by
branch cycle generators: an absolute Nielsen class (§2.2). I noted three degree
25 rational functions requiring just the branch cycle argument [Fr77, p. 62] to see
they had the Schur cover property. (You measure this by distinguishing between its
arithmetic and geometric monodromy groups.) meant it did not come from elliptic
curves, or twists of cyclic or Chebychev polynomials.
We now have a list of Nielsen classes sporadic for the Schur property (Schur-
sporadic; [GMS03, Thm. 1.4]). [Fr04, §7.2.1] uses this as we did Mu¨ller’s polyno-
mial 0-sporadic list in this paper.
Problemg=02 in John’s form is true. There are only finitely many sporadic genus
0 groups. Most major contributors are in this chronological list: [GT90], [As90],
[LS91], [S91], [GN92], [GN95], [LSh99], and [FMa01]. Reverting to the primi-
tive case parceled the task through the 5-branch Aschbacher-O’Nan-Scott classifi-
cation of primitive groups [AS85].
7.2.3. Guralnick’s optimistic conjecture. Yet, there is an obvious gap between
the early papers and the two at the end. The title of [LSh99] reveals it did not
list examples precisely as John did at the beginning. We can’t yet expect the
exceptional Chevalley groups to fall easily to such explicitness; you can’t grab your
favorite permutation representation with them. Still, composition factors are one
thing, actual genus 0 primitive monodromy groups another.
Definition 7.3. We say T : G → Sn, a faithful permutation representation,
with properties (7.5) and (7.6) is 0-sporadic.
Denote Sn on unordered k sets of {1, . . . , n} by Tn,k : Sn → S(nk) by (Tn,1 the
standard action). Alluding to Sn (or An) with Tn,k nearby refers to this presenta-
tion. In (7.6), Va = (Z/p)
a (p a prime). Use §6.2.2 for semidirect product in the
TVa case on points of Va; C can be S3. For the second (An, Tn,1) case, T : G→ Sn2 .
(7.5) (G, T ) is the monodromy group of a primitive (§2.2) compact Riemann
surface cover ϕ : X → P1z with X of genus 0.
(7.6) (G, T ) is not in this list of group-permutation types.
• (An, Tn,1): An ≤ G ≤ Sn, or An ×An ×sZ/2 ≤ G ≤ Sn × Sn ×sZ/2.
• (An, Tn,2): An ≤ G ≤ Sn.
• TVa : G = V ×sC, a ∈ {1, 2}, |C| = d ∈ {1, 2, 3, 4, 6} and a = 2 only if
d does not divide p− 1.
Rational functions f ∈ C(x) represent 0-sporadic groups by f : P1x → P1z. We
say (G, T ) is polynomial 0-sporadic, if some f ∈ C[x] represents it.
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Definition 7.4. Similarly, we say (G, T ) is g-sporadic if (7.5) holds replacing
genus 0 by genus g.
For g-sporadic, the list of (7.6) is too large. [GMS03, Thm. 4.1] tips off the
adjustments for g = 1 (§7.2.4). For, g > 1, g-sporadic groups should be just
An ≤ G ≤ Sn of Tn,1 type, and cyclic or dihedral groups.
[GSh04] has 0-sporadics with an An component. [FGMa02] has 0-sporadics
groups with a rank 1 Chevalley group component. Magaard has written an outline
of the large final step: Where components are higher rank Chevalley groups. Like
the classification itself, someone going after a concise list of such examples for a
particular problem will have difficulty culling the list for their problem. Various
lists of the 0-sporadics appear in many papers.
If someone outside group theory comes upon a problem suitable for the mon-
odromy method or some other, can they go to these papers, look at the lists and
finish their projects? [So01] has anecdotes and lists on the classification that many
non-group theorists can read. Pointedly, however, is it sufficient to allow you or
I to have replaced any contributor to [GMS03]? Unlikely! How about to read
[GMS03]? Maybe! Yet, not without considerable motivation.
One needs familiarity with the relation between primitive subgroups of Sn and
simple groups, the description from Aschbacher-O’Nan-Scott. That does not rely
on the classification. Rather, it treats simple group appearances as a black box.
To decide if there are simple groups satisfying extra conditions contributing to the
appearance of a particular primitive group, you must know special information
about the groups in [So01, p. 341].
7.2.4. Qualitative versus quantitative. John’s desire for documenting 0-sporadic
groups added many pages to the literature. What did particular examples do? How
does one present specific examples to be useful? We have been suggesting §2.4 as a
model. Mueller’s list reveals just how relevant was Davenport’s Problem for nailing
polynomial 0-sporadic groups. Other examples, like [FGS93] and [GMS03], use
a condition about a group normalizing G. This eliminated much of the primitive
group classification. A seeker after applying the same method may find they, too,
have such a useful condition, making it unnecessary to rustle through many of the
lists like [FGMa02] or [GSh04]. We explain. Warning: An (S5, T5,2) sporadic
case occurs in answer a simple question about all indecomposable f ∈ Z[x] on
Hilbert’s irreducibility theorem. Nor can you just look at a 0-sporadic Nielsen class
to decide if it has an arithmetic property to be HIT-sporadic (a name coined for
this occasion; [DFr99, §2-§3]). From experience, these sporadics, in service of a
real problem, attract all the attention.
[GMS03, Thm. 1.4] classified 0-sporadics with the Schur property (Schur-
sporadics) over number fields. In [Fr80, p. 586] we used the Schur property to
show how to handle an entwining between arithmetic and geometric monodromy
groups. Group theory setup: Two subgroups G ≤ Gˆ ≤ Sn of Sn have this property.
(7.7) There is a τ ∈ Gˆ \G so that g in the coset Gτ implies g fixes precisely
one integer (see Ex.7.5).
[GMS03] calls our Schur covering property, arithmetic exceptionality.)
[GMS03, Thm. 1.4, c)] has the list where the genus of the Galois closure
exceeds 1. These are the Schur-sporadics: Only finitely many 0-sporadic groups
occur. Yet, John’s original problem posed sporadic to mean the composition factors
included other than cyclic or alternating groups. All three types of degree 25 alluded
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to above were not sporadic from this criterion. Indeed, the only nonsporadic from
this criterion in the whole list were the groups PSL2(n) with n = 8 and 9, and
these had polynomial forerunners from [Mu95]. The more optimistic conjecture of
§7.2.3 emerged because of the care John insisted upon.
Also, how about the nonsporadic appearances? Would you think big theorem
when you hear of a study of dihedral groups? Yet, [Se68] is a big theorem. It
is the arithmetic of special four branch point dihedral covers. The kind we call
involution: They are in the Nielsen class Ni(Dpk+1 ,C24), four repetitions of the
involution conjugacy class in Dpk+1 . [Fr04, §5.2-5.3] connects this to exceptional
covers (think Schur covering property). [Fr04, App. C] shows alternating and
dihedral groups are dual for arithmetic questions about monodromy group covers.
Example 7.5 (Rational functions and the open image theorem). Notice that
Dp ≤ Z/p ×s (Z/p)∗ ≤ Sp satisfies the criterion of (7.7). The goal is to describe
rational functions f ∈ K(x) with K some number field so the Galois closure group
Gˆf (resp. Gf ) of f(x)− z over K(z) (resp. C(z)) gives such a pair. The only sim-
plification is that f can’t decompose into lower degree polynomials over K. When
E is an elliptic curve without complex multiplication in §6.2.2 produces f indecom-
posable over K, but decomposable over C. This is one of the two nonsporadic cases
where the Galois closure cover for f : P1w → P1z has genus 1. [GMS03, Thm. 1.4,
b)] has the complete list where the Galois closure cover has genus 1. A reader new
to this will see some that look sporadic. Yet, those come from elliptic curves and
topics like complex multiplication. They are cases where K = Q and there are
special isogenies over Q defined by a p-division point not over Q.
7.2.5. Monstrous Moonshine uniformizers. Recall a rough statement fromMon-
strous Moonshine. Most genus 0 quotients from modular subgroups of PSL2(Z)
have uniformizers from θ-functions that are automorphic functions on the upper half
plane. This inspired conjecture, to which John significantly contributed [To79a],
gives away John’s intense desire to see the genus 0 monodromy covers group theo-
retically. A recent Fields Medal to Borcherds on this topic corroborates the world’s
interest in genus 0 function fields, if the uniformizer has significance.
The Santa Cruz conference of 1979 alluded to on [So01, p. 341] ([Fe80] and
[Fr80] came from there) had intense discussions of Monstrous Moonshine. This
was soon after a suggestion by A. Ogg: He noticed that primes p dividing the order
of the Monster (simple group; denote it by M) are those where the function field
of the normalizer of Γ0(p) in PSL2(R) has genus zero. A. Pizer was present: He
contributed that those primes satisfy a certain conjecture of Hecke relating modular
forms of weight 2 to quaternion algebra θ-series [P78]. Apparently Klein, Fricke and
Hecke had recognized the problem of finding the function field generator of genus
0 quotients of the upper half-plane, not necessarily given by congruence subgroups
of PSL2(Z). It seems somewhere in the literature is the phrase genus 0 problem
attached to a specific Hecke formulation.
Thompson concocted a relation between q = e2piiτ -expansion coefficients of
j(τ) = q−1 +
∑∞
n=0 unq
n (u0 = 744, u1 = 196884, u2 = 21493760, u3 = 864299970,
u4 = 20245856256, u5 = 333202640600) and irreducible characters of M . At the
time, the Monster hadn’t been proved to exist, and even if it did, some of its
character degrees weren’t shown for certain. ([To79a] showed if the Monster ex-
isted, these properties uniquely defined it.) John noted the coefficients listed for j
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are sums of positive integral multiples of these. With this data he conjectured a
q-expansion with coefficients in Monster characters with these properties [To79b]:
• the q expansion of j is its evaluation at 1; and
• the other genus 0 modular related covers have uniformizers from its
evaluation at the other conjugacy classes of M .
[Ra00, p. 28] discusses those automorphic forms on the upper half plane with
product expansions following Borcherd’s characterization. Kac-Moody algebras
give automorphic forms with a product expansion. The construction of a Monster
Lie Algebra that gave q-expansions matching that predicted by Thompson is what
— to a novice like myself — looks like the main story of [Ra00].
Is there any function, for example on any of the genus 0 spaces from this paper
that vaguely has a chance to be like such functions? Between [BFr02, App. B.2]
and [Ser90b] one may conclude the following discussion.
All components of the Hrdp,k s in §6.1 have θ-nulls canonically attached to their
moduli definition. So do many of the quotients between Hrdp,k+1 and Hrdp,k. For the
Hrdp,k s we really do mean θ-nulls defined by analytically continuing a θ function on
the Galois cover ϕp : Xp → P1z attached to p ∈ Hrdp,k, then evaluating it at the
origin. Usually such θ-nulls have a character attached to them. Here that would
be related to the genus of Xp. So, we cannot automatically assert these θ-nulls are
automorphic on the upper half plane (compare with genus 1 versions in [FaK01]).
[Si63] (though hard to find) presents the story of θ-functions defined by unimodular
quadratic forms. These do define automorphic functions on the upper half plane.
The discussion for H2,1 alluded to two genus 1 and two genus 0 components.
The θ for the genus 0 components is an odd function. So its θ-null will be identically
0. For the genus 1, components, however, it is even, and both those components
cover (by a degree 2 map) a genus 0 curve between H2,1 and H2,0. That is one
space we suggest for significance.
7.2.6. Strategies for success. [B03] has a portrait of Darwin as a man of con-
siderable self-confidence, one who used many strategies to further his evolution
theory. Though this is contrary to other biographies of Darwin, the case is convinc-
ing. Darwin was a voluminous correspondent, and his 14,000+ letters are recorded
in many places. Those letters reflected his high place in the scientific community.
They often farmed out to his correspondent the task of completing a biological
search, or even a productive experiment. So, great was Darwin’s reputation that
his correspondents allowed him to travel little (in later life), and yet accumulate
great evidence for his mature volumes. Younger colleagues (the famous Thomas
Huxley, for example) and even his own family (his son Francis, for instance) pre-
sented him a protective team and work companions. The success of the theory of
evolution owes much to the great endeavor we call Charles Darwin.
[Ro03] reflects on the different way mathematical programs achieve success in
his review of essays that touch on the growth of US mathematics into the inter-
national framework. He suggests the international framework that [PaR02] touts
may not be the most compelling approach to analyzing mathematical success.
Recently, historians of science have tried to understand how
. . . locally gained knowledge produced by research schools
becomes universal, a process that involves analyzing all the
various mechanisms that produce consensus and support
GENUS 0 PROBLEMS 25
within broader scientific networks and communities. Sim-
ilar studies of mathematical schools, however, have been
lacking, a circumstance . . . partly due to the prevalent be-
lief that mathematical knowledge is from its very inception
universal and . . . stands in no urgent need to win converts.
There are two genus 0 problems: Problemg=01 and Problem
g=0
2 . They seem very
different. Yet, they are two of the resonant contributions of John Thompson, outside
his first area of renown. His influence on their solutions and applications is so large,
you see I’ve struggled to complete their context. The historian remarks intrigue me
for it would be valuable to learn, along their lines, more about our community.
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