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Ground control of unmanned aerial vehicles (UAV) is a key to the advancement of this 
technology for commercial purposes. The need for reliable ground control arises in 
scenarios where human intervention is necessary, e.g. handover situations when auton-
omous systems fail. Manual flights are also needed for collecting diverse datasets to 
train deep neural network-based control systems. This axiom is even more prominent for 
the case of unmanned flying robots where there is no simple solution to capture optimal 
navigation footage. In such scenarios, improving the ground control and developing 
better autonomous systems are two sides of the same coin. To improve the ground 
control experience, and thus the quality of the footage, we propose to upgrade onboard 
teleoperation systems to a fully immersive setup that provides operators with a stereo-
scopic first person view (FPV) through a virtual reality (VR) head-mounted display. We 
tested users (n = 7) by asking them to fly our drone on the field. Test flights showed 
that operators flying our system can take off, fly, and land successfully while wearing 
VR headsets. In addition, we ran two experiments with prerecorded videos of the flights 
and walks to a wider set of participants (n = 69 and n = 20) to compare the proposed 
technology to the experience provided by current drone FPV solutions that only include 
monoscopic vision. Our immersive stereoscopic setup enables higher accuracy depth 
perception, which has clear implications for achieving better teleoperation and unmanned 
navigation. Our studies show comprehensive data on the impact of motion and simulator 
sickness in case of stereoscopic setup. We present the device specifications as well 
as the measures that improve teleoperation experience and reduce induced simulator 
sickness. Our approach provides higher perception fidelity during flights, which leads to 
a more precise better teleoperation and ultimately translates into better flight data for 
training deep UAV control policies.
Keywords: drone, virtual reality, stereoscopic cameras, real time, robots, first person view
inTrODUcTiOn
One of the biggest challenges of unmanned aerial vehicles (UAV) (drones, UAV) is their teleopera-
tion from the ground. Both researchers and regulators are pointing at mixed scenarios in which 
control of autonomous flying robots creates handover situations where humans must regain control 
under specific circumstances (Russell et al., 2016). UAV fly at high speeds and can be dangerous. 
Therefore, ground control handover needs to be fast and optimal. The quality of the teleoperation 
has implications not only for stable drone navigation but also for developing autonomous systems 
themselves because captured flight footage can be used to train new control policies. Hence, there 
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is a need to better understand the implications of the ground 
control and find a solution that provides the best combination 
of human teleoperation and autonomous control in one visual 
setup. Existing commercial drones can be controlled either from 
a third person view (TPV) or from a first person view (FPV). The 
TPV type of operation creates control and safety problems, since 
operators have difficulty guessing the drone orientation and may 
not be able to keep eye contact with them even at short distances 
(>100 m). Furthermore, given that effective human stereo vision 
is limited to 19  m (Allison et  al., 2009), it is hard for humans 
to estimate drone’s position relative to nearby objects to avoid 
obstacles and control attitude/altitude. In such cases, the ground 
control gets more challenging the further the drone gets from the 
operator.
Typically, more advanced consumer drone control setups 
include FPV goggles with VGA (640 × 480) or WVGA (800 × 480) 
resolution and limited field of view (FOV) (30–35°).1 Simpler sys-
tems may use regular screens or smartphones for displaying FPV. 
Most existing systems only send monocular video feed from the 
drone’s camera to the ground. Examples of these systems include 
FatShark, Skyzone, and Zeiss.2 These systems are able to transmit 
video feeds over analog signals in 900 MHz, 1.2–1.3 GHz, and 
2.4 GHz bands with low latency video transmission and graceful 
reception degradation, allowing flying drones at high speeds and 
near obstacles. These systems can be combined with FPV glasses: 
e.g., Parrot Bebop or DJI drones with Sony or Zeiss Cinemizer 
FPV glasses (see text footnote 2). Current drone racing cham-
pionship winners are flying on these precise setups and achieve 
average speeds of 30  m/s. Unfortunately, analog and digital 
systems proposed to date have a very narrow (30–40°) FOV and 
low video resolution and frame rates, cannot be easily streamed 
over Internet, and are limited to a monocular view (which affects 
distance estimations). These technical limitations have been 
shown to significantly affect the performance and experience in 
robotic telepresence in the past (Chen et al., 2007). In particular, 
sensory fidelity is affected by head-based rendering (produced by 
head tracking and digital/mechanical panning latencies), frame 
rate, display size, and resolution (Bowman and McMahan, 2007). 
Experiments involving robotic telecontrol and task performance 
have shown that FPV stereoscopic viewing presents significant 
advantages over monocular images; tasks are performed faster 
and with fewer errors under stereoscopic conditions (Drascic, 
1991; Chen et al., 2007). In addition, providing FPV with head 
tracking and head-based rendering also affects task performance 
regardless of stereo viewing; e.g., by using head tracking even 
with simple monocular viewing participants improved at solving 
puzzles under degraded image resolutions (Smets and Overbeeke, 
1995). Even though depth estimation can be performed using 
monocular motion parallax through controlled camera move-
ments (Pepper et  al., 1983), the variation of the intercamera 
distance affects performance on simple depth matching tasks 
involving peg alignment (Rosenberg, 1993). Indeed, a separation 
of only 50% (~3.25 cm) between stereoscopic cameras significantly 
1 FatShark: http://www.fatshark.com/.
2 FPV guide: http://www.dronethusiast.com/the-ultimate-fpv-system-guide/.
improved performance over conventional 2D monoscopic lapa-
roscopes (Fishman et al., 2008), all in all, showing clear evidence 
of significant performance implications between monoscopic and 
stereoscopic visions for telerobot operation and potentially for 
FPV drone control.
In sum, most of the technical factors described as basic for an 
effective teleoperation of robots in FPV are related with having a 
more immersive experience (wider FOV, stereo vs. mono, head 
tracking, image quality, etc.), which can be ultimately achieved 
through virtual reality (VR) (Spanlang et  al., 2014). In that 
line, there have been several attempts to use new VR headsets 
like Oculus Rift for drone FPV control (Hayakawa et al., 2015; 
Ramasubramanian, 2015). Oculus Rift VR headset may provide 
360° view with help of digital panning, potentially creating an 
immersive flight experience given enough camera data. However, 
it is known that VR headsets and navigation, which does not 
stimulate the vestibular system, generate simulator sickness 
(Pausch et al., 1992). This is increased by newer head-mounted 
displays (HMDs) with greater FOV, as simulator sickness 
increases with wider FOVs and with navigation (Pausch et  al., 
1992). Hence, simulator sickness has become a serious challenge 
for the advancement of VR for teleoperation of drones.
Some experiments have tried to reduce simulator sickness 
during navigation by reducing the FOV temporarily (Fernandes 
and Feiner, 2016) or increasing the sparse flow on the peripheral 
view also affecting the effective FOV (Xiao and Benko, 2016). 
Postural stability can also modulate the prevalence of sickness, 
being more under control when participants are sitting rather 
than standing (Stoffregen et al., 2000). In general, VR navigation 
induces mismatched motion, which is internally related to incon-
gruent multisensory processing in the brain (González Franco, 
2014; Padrao et al., 2016). Indeed, to provide a coherent FPV in 
VR, congruent somatosensory stimulation and small latencies are 
needed, i.e., as the head rotates so does the rendering (Sanchez-
Vives and Slater, 2005; Gonzalez-Franco et al., 2010). If the track-
ing systems are not responsive enough or induce strong latencies, 
the VR experience will be compromised (Spanlang et al., 2014), 
and this alone can induce simulator sickness.
Some drone setups have linked the head tracking to mechani-
cally panned cameras control3 to produce coherent somatosensory 
simulation. Such systems provide real-time, stereo FPV from the 
drone’s perspective to the operator (Hals et al., 2014), as shown 
by the SkyDrone FPV.4 However, the latency of camera pan-
ning inherent in the mechanical systems can induce significant 
simulator sickness (Hals et al., 2014). Head tracking has also been 
proposed to directly control the drone navigation and rotations 
with attached fixed cameras; however, those systems also induced 
severe lag and motion sickness (Mirk and Hlavacs, 2015), even if 
a similar approach might work in other robotic scenarios without 
navigation (Kishore et  al., 2014). Overall, latencies in panning 
can be overcome with digital panning of wide video content 
captured by wide-angle cameras. This approach has been already 
implemented using only monoscopic view in commercial drones 
3 Oculus FPV: https://github.com/Matsemann/oculus-fpv.
4 Sky Drone: http://www.skydrone.aero/.
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such as the Parrot Bebop drone, without major simulator sick-
ness being induced. However, still there is no generic option for 
stereoscopic FPV control for drone teleoperation nor it is known 
the extent of the associated simulator sickness. A solution with 
stereoscopic video feed would have clear implications not only 
for operators’ depth perception but also can help with autono-
mous drone navigation and path planning (Zhang et al., 2013). 
UAV equipped with mono-camera-based need to rely on frame 
accumulation to estimate depth and ego motion with mono 
SLAM/visual odometry (Lynen et al., 2013; Forster et al., 2014). 
Unfortunately, these systems cannot recover world scale from 
visual cues alone and rely on IMUs with gyroscopes, acceler-
ometers (Lynen et al., 2013), or special calibration procedures to 
estimate world scale. Inaccuracies in scale estimation contribute 
to errors in vehicle pose computation. In addition, depth map 
estimation requires accurate pose information for each frame, 
which is challenging for mono SLAM systems. These issues have 
led several drone makers to consider using stereo systems5,6 that 
can provide world scale and accurate depth maps immediately 
from their stereo cameras only for autonomous control. However, 
current stereo systems typically have wide camera baselines7 to 
increase depth perception and are not suitable immersive stereo-
scopic FPV for human operators. Hence, they are not suitable for 
optimal handover situations. It would be beneficial to have one 
visual system that would allow for both immersive teleoperation 
and can be used in autonomous navigation.
For both cases of ground controlled and autonomous flying 
robots, there is a need to better understand the implications of 
the FPV control and to find a solution that will provide both the 
best operator experience and the best conditions for autonomous 
control. Therefore, we propose an immersive stereoscopic tel-
eoperation system for drones that allows high-quality ground 
control in FVP, improves autonomous navigation, and provides 
better capabilities for collecting video footage for training future 
autonomous and semiautonomous control policies. Our system 
uses a custom-made wide-angle stereo camera mounted on a 
commercial hexacopter drone (DJI S900). The camera streams 
all captured video data digitally (as H.264 video feed) to the 
ground station connected to a VR headset. Given the preliminary 
importance of stereoscopic view on other teleoperation scenarios, 
we hypothesize important implications of stereoscopic view also 
for the specific case of ground drone control in FPV. We tested the 
prototype in the wild by asking users (n = 7) to fly our drone on 
the field. Also we ran two experiments with prerecorded videos of 
the flights and walks with a wider set of participants (n = 69 and 
n = 20) to compare the current commercial drone FPV solution 
monoscopic vs. our immersive stereoscopic setup. We measured 
the quality of the experience, the distance estimation abilities, 
and simulator sickness. In this article, we present the device and 
the evidence of how our system improves the ground control 
experience.
5 DJI Phantom 4: https://www.dji.com/phantom-4.
6 Parrot´s stereo devkit: https://www.engadget.com/2016/09/08/parrot-drone- 
dev-kit/.
7 ZED camera: https://www.stereolabs.com/.
MaTerials anD MeThODs
apparatus
Our system consists of a custom wide-angle stereo camera with 
fisheye (185°) lenses driven from an onboard computer that 
streams the video feed and can be attached to a drone. In our test 
scenario, we attached our vision system to a modified commercial 
hexacopter (DJI S900) typically used for professional film mak-
ing8 (Figure 1).
We chose this drone since it can lift rather heavy camera setup 
(1.5 kg) and has superior air stability for better video capture. It 
is possible to miniaturize our setup with better/smaller hardware 
and mount it on a smaller drone. The 180° left and right stereo 
frames are fused into one image and streamed live to Oculus Rift 
DK2 headset as H264 stream. Correct stereo views are rendered 
on the ground station at 75 FPS based on operator’s head poses. 
This allows the operator to freely look around with little latency in 
the panning (<10 ms) while flying the drone via an RC controller 
(Futaba) or Xbox controller. Figure 2 describes our setup.
The stereo camera system is made of two Grasshopper 3 cam-
eras with fisheye Fujinon lenses (2.7 mm focal length and 185° 
FOV) mounted parallel to each other and separated by 65 mm 
distance [average human interpupillary distance (IPD)] (Pryor, 
1969). Each camera has 2,048 × 2,048 resolution and 1″ CMOS 
sensor with a global shutter and are synchronized within 10 ms 
range. In our test setup, the camera is rigidly attached to the DJI 
S900 hexacopter (without mechanical gimbal), so the pilot can 
use horizon changes as orientation cues (Figure  3). We used 
simple rubber suspension to minimize vibration noise.
An onboard computer, NVIDIA Tegra TK1, reads left and 
right video frames from the cameras, concatenates them as one 
image (stacks on vertically), encodes the fused image in H264 
with a hardware accelerated encoder, and then streams it with 
UDP over WiFi. We used gstreamer1.0 pipeline for streaming 
and encoding. In normal functioning, the system can reach 28–30 
frames per second encoding speed at 1,600 × 1,080 resolution per 
camera/eye. The onboard computer (Tegra TK1) is also capable of 
computing depth maps from incoming stereo frames for obstacle 
avoidance. Unfortunately, it could not do both tasks (video 
streaming and depth computation) in real time, so our experi-
ments with depth computation were limited and not real time. 
Better compute (e.g., with newest Tegra TX1) would allow both 
FPV teleoperation and autonomous obstacle avoidance systems 
to run simultaneously.
On the ground, the client station provides FPV control of the 
drone through an Oculus Rift DK2 VR headset attached to a lap-
top (Figure 3) and Xbox or RC controller. In our setup, the digital 
panning is enabled by the head tracking of the VR headset. We 
render correct views for left and right eyes based on current user’s 
head pose and by using precomputed UV coordinates to sample 
the pixels. We initialize these UV coordinates by projecting 
vertices of two virtual spheres onto fisheye frames using camera 
intrinsic parameters calculated as in Eq. 1 and then interpolating 
UVs between neighboring vertices. This initialization process 
8 DJI S900 hexacopter: http://www.dji.com/product/spreading-wings-s900.
FigUre 2 | Block diagram of our system.
FigUre 1 | Modified DJi s900 hexacopter (right) with the stereo camera and the Tegra TK1 embedded board attached (left).
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creates sampling maps that we use during frame rendering. The 
calibration of the fisheye equidistant camera model intrinsic and 
extrinsic parameters was done with 0.25 pixels reprojection error 
by using OpenCV (Zhang, 2000).
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At runtime, DirectX pipeline only needs to sample pixels from 
left and right frames per precomputed UV coordinate mappings 
to render correct views based on viewer’s head pose. This process 
is very fast and allows rendering at 75 frames per second, which 
avoids judder and reduces simulator sickness even though the 
incoming video feed is only 30 frames per second. The wide FOV 
of the video (180°) enables the use of digital panning on the client 
side, so the operator can look around while wearing Oculus VR 
headset. Digital panning has less than 10 ms latency and therefore 
is superior to mechanical panning in terms of reducing simulator 
sickness. In our setup, the digital panning is enabled by the head 
tracking of the VR headset and rendered by sampling according 
to precomputed maps. The mapping is computed via our fisheye 
camera model at initialization, and it projects the hemispheres 3D 
vertices into the correct UV coordinates on the left–right frames. 
UV coordinates for 3D points that lie in between those vertices 
are interpolated by the rendering pipeline (via bilinear interpola-
tion). When the head pose changes, the 3D pipeline updates its 
viewing frustum and only renders pixels that are visible (accord-
ing to a new head pose).
In total, the system has 250 ± 30 ms latency from the action 
execution till the video came through the HMD. Most of the 
delay was introduced during the H264 encoding, streaming, and 
decoding of the video feed and can be improved with more pow-
erful onboard computing. Nevertheless, the system was usable 
despite these latency limitations.
experimental Procedure
Participants (n = 7) were asked to fly the drone; in addition, a 
video stream from the live telepresence setup was recorded in the 
same open field. Real flight testing was limited due to US Federal 
Aviation Administration restrictions.
To further study the role of different components on the 
experience such as the monoscopic vs. stereoscopic view, the 
perceived quality, and the simulator sickness levels, we also run 
two additional experiments (n =  69 and n =  20) using prere-
corded videos. In both cases, we provided offline experience of 
prerecorded videos of a flight and a ground walk. Participants 
in these conditions, a part from the simulator sickness question-
naire (Kennedy et al., 1993), also stated their propensity to suffer 
motion sickness in general (yes/no) and whether they played 3D 
videogames (yes/no) or 2D videogames (yes/no).
Participants were recruited via email list. The experimental 
protocol employed in this study was approved by Microsoft 
FigUre 3 | (left) ground station setup. Operator flying a drone via our first person view system: GT control, oculus head-mounted display. (Right) The flight view 
from the operator perspective. Watch Movie S1 in Supplementary Material to see the setup at work.
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Research, and the experimental data were collected with the 
approval and written consent of each participant following the 
Declaration of Helsinki. Voluntaries were paid with a lunch card 
for their participation.
Real Flight Test
To test our FPV setup for drone teleoperation, we asked seven par-
ticipants (all male, mean age = 45.14, SD = 2.05) to fly our drone 
in the open field. Participant flew for about 15 min while wearing 
VR HMD. All participants had the same exposure time to reduce 
differences in simulator sickness (So et al., 2001). It is also known 
that navigation speed affects simulator sickness, being maximal 
at 10 m/s and stabilizing for faster navigation speeds (So et al., 
2001). In our case, participants were able to achieve speeds in the 
range of 0–7 m/s. In the real-time condition, participants could 
choose the speed, but to reduce differences, they all completed the 
experiment in the same open space and were given same instruc-
tions as to where to go and how to land the drone on the return. 
Participants did not have previous experience with the setup nor 
with VR. After the experience, participants completed a simpli-
fied version of the simulator sickness questionnaire (Kennedy 
et al., 1993) that ultimately rates the four levels of sickness (none, 
slight, moderate, and severe).
Experiment 1
To evaluate how different viewing systems (mono vs. stereo) 
influence human operators’ perception in a drone FPV scenario, 
we ran a first experiment with 20 participants (mean age = 33.75, 
SD = 10.18, 5 female). Participants wearing VR HMDs (Oculus 
Rift) were shown prerecorded stereoscopic flights and walk-
throughs. We asked participants to estimate the camera height 
above the ground in these recordings. Half of the participants 
were exposed to a ground navigation and the other half to a flight 
navigation. All participants experienced the same video in mono-
scopic and stereoscopic view (in counterbalanced order) and 
were asked to report their perceived height in both conditions.
Experiment 2
To further study the incidence of simulator sickness, we recruited 
69 participants (mean age =  33.84, SD =  9.50, 13 female) to 
experience the stereoscopic flight through prerecorded videos 
in VR HMD. Participants were initially randomly recruited, 
and 61% of the initial sample had correct vision, 29% were 
nearsighted, and 10% were farsighted. These demographics 
are in line with previous studies of refractive error prevalence 
(The Eye Diseases Prevalence Research Group, 2004). Additional 
farsighted participants were recruited to achieve a larger number 
of participants in that category (n = 16). The final demographics 
of the study contained 52% of population with correct vision, 
25% of nearsighted, and 23% farsighted. Participants in this 
experiment also stated their propensity to suffer motion sick-
ness in general (yes/no), whether they played 3D videogames 
(yes/no), and their visual acuity (20/20, farsighted, and near-
sighted). Participants were clarified that they would classify as 
nearsighted if they could not properly focus on distant objects; 
farsighted if they could see distant objects clearly, but could not 
see near objects in proper focus; and 20/20 if they had normal 
vision without corrective lenses. Half of the participants reported 
propensity to have motion sickness.
resUlTs
ground control experiment
Participants (n = 7) in the live tests could take off, fly, and land 
the drone at speeds less than 7 m/s, and none of the participants 
reported moderate-to-severe simulator sickness after the experi-
ence, even though four of them reported propensity to generally 
suffer motion sickness and only three of them played 3D games. 
Users reported the sensation of flying and out-of-body experi-
ences (Blanke and Mohr, 2005). In addition, participants showed 
a great tolerance for latency, since the system had 250 ± 30 ms 
latency, but while controlling the drone, they could not notice 
the latency, which was clear for an external observer. This effect 
might have been triggered by action-binding mechanisms, by 
which perceived time of intentional actions and of their sensory 
consequences that can affect consciousness of actions by reducing 
perceived latencies (Haggard et al., 2002). Overall, the system was 
able to achieve top speeds of 7 m/s without accidents. Even though 
the drone was capable of faster propulsion, the latency together 
with the action-binding latency perception demonstrated critical 
FigUre 4 | Plot representing the estimated height (in meters) 
depending on the navigation mode (ground/flight) and viewing 
condition (stereo/mono). The horizontal line shows the actual height of the 
camera for both scenarios (1.8 m in the ground scene and 3.5 m in the flight 
scene).
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at higher than 7 m/s speeds, speed at which landing of the drone 
could provoke involuntary crashes. These speeds are limited 
compared to the 16 m/s speed advertised by the drone manufac-
turer; however, that speed is maximal only with no payload, and 
our camera setup with batteries weighs over 3.3 kg; in fact, the 
manufacturer does not recommend flying at such speeds.9
The sickness level between the real-time and offline condi-
tions was significantly different (Pearson’s Chi-squared test of 
independence, χ2 = 9.5, df = 3, p = 0.02), and participants in the 
real-time condition did not report simulator sickness, while 29% 
of the participants in Experiment 2 reported moderate-to-severe 
motion sickness.
Experiment 1
An important feature for unmanned drone navigation is the 
ability for both the embedded autonomous system and the drone 
operator to perform distance estimations. In the monoscopic 
condition, participants significantly overestimated distances 
when compared to their estimation on the stereoscopic condi-
tion (Wilcoxon signed-rank paired test V = 52, p = 0.013, n = 40; 
Figure 4). Although the real height/altitude of the camera was 
1.8  m in the Ground scene (walkthrough), participants of the 
monoscopic condition estimated the height/altitude to be 
2.1 ± 0.16 m, and participants in the stereoscopic condition esti-
mated 1.8 ± 0.15 m. Similarly, in the Flight scene (drone flight) 
where the real height/drone altitude was 3.5  m, participants 
in the monoscopic condition estimated the height/altitude to 
be 3.9 ± 0.7 m, while the estimation was more accurate in the 
stereoscopic condition 3.4 ± 0.6 m.
We found that participants who reported their experience to 
be better in the stereoscopic condition were also more accurate 
at the distance estimation in that condition (Pearson, p = 0.06, 
r = 0.16). Similarly, participants who reported their experience 
to be better in the monoscopic condition were also more accurate 
at the distance estimation during the monoscopic condition 
(Pearson, p = 0.05, r = −0.44). However, we did not find a sig-
nificant correlation between the height/altitude perception and 
the IPD of the participants (Pearson, p = 0.97, r = 0.0).
In general, over 40% of the participants in this experiment 
reported no motion sickness at all during the experience, while 
28% reported slight, 15% moderate, and 18% severe motion 
sickness. We did not find a significant difference across modes 
and conditions in simulator sickness (Wilcoxon signed-rank 
paired test V = 27, p = 0.6078). The difference between reported 
simulation sickness in the live control system and the offline 
experiment is mainly due to the effect of “observation only” vs. 
“action control.”
Experiment 2
Arguably the sickness in the prerecorded experience can be con-
sidered low because 71% participants in this condition reported 
none-to-slight motion sickness. (Figure 5 shows the distribution 
of the simulator sickness.)
9 http://www.dji.com/product/spreading-wings-s900/.
To explore the covariates describing simulator sickness, we 
run a correlation study (Table 1). Results show that self-reported 
propensity to generally suffer of motion sickness is significantly 
correlated with the actual reported simulator sickness (Pearson, 
p = 0.026, r = 0.27); therefore, we explore the difference in simu-
lator sickness and find it significantly higher for people with sick-
ness propensity (Kruskal–Wallis chi-squared = 6.27, p = 0.012), 
probably indicating the importance of the predominant vestibu-
lar mechanism in the generation of simulator sickness. On the 
other hand, playing 3D games did not correlate with the reported 
motion sickness (p =  0.98, r =  0.00), i.e., visual adaptation to 
3D simulated graphics cannot describe the extent of the simula-
tor sickness when immersed in an HMD. More in particular, 
we find that simulator sickness was not significantly different 
depending on the gaming experience (yes/no) (Kruskal–Wallis 
chi-squared = 0.017, p = 0.89).
As expected, based on extensive visual acuity studies (The Eye 
Diseases Prevalence Research Group, 2004), we find a strong cor-
relation of visual acuity with age (p = 0.004, r = 0.34); however, 
age was not a significant descriptor for motion sickness nor any 
other variable.
To better study the effects of simulation sickness, we divide the 
participants who have propensity (n = 35) from those who do not 
(n = 34), and we analyze the results for both groups. Participants 
who reported propensity to motion sickness showed different 
levels of sickness depending on their visual acuity (Figure  6). 
More in particular, simulator sickness was found significantly 
higher for farsighted participants (n  =  11), when compared 
to nearsighted (n  =  8) (Kruskal–Wallis chi-squared  =  5.98, 
TaBle 1 | Pearson correlation matrix for experiment 1.
simulator 
sickness
age Propensity Vision 
acuity
Age p = 0.599, 
r = 0.06
Propensity p = 0.026*, 
r = 0.27
p = 0.644, 
r = −0.06
Vision acuity p = 0.377, 
r = 0.11
p = 0.004*, 
r = 0.34
p = 0.134, 
r = 0.18
3D gaming p = 0.983, 
r = 0.00
p = 0.725, 
r = −0.04
p = 0.736, 
r = −0.04
p = 0.807, 
r = 0.03
Significant values in bold: *p < 0.05.
FigUre 5 | Distribution of simulator sickness among participants in 
the offline condition. The boxplot at the bottom represents the 
distribution’s quartiles, SD, and median (statistics of the distribution: 
mean = 1.14, median = 1, SEM = 0.11, SD = 0.97).
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p =  0.014); no significant differences were found with normal 
vision (n = 16).
DiscUssiOn
In this article, we presented a drone visual system that implements 
immersive stereoscopic FPV that can be used to improve current 
ground control scenarios. This approach can improve teleopera-
tion and handover scenarios (Russell et al., 2016), can simplify 
autonomous navigation (compared to monoscopic systems), and 
help in capturing better video footage for training deep control 
policies (Artale et al., 2013).
Our results show that in the real-time condition, with our 
system, users can fly and land without problems. Results suggest 
that simulator sickness was almost non-existent for participants 
who could control the camera navigation in real time, but 
affected 29% of participants in the prerecorded condition. This is 
congruent with previous findings (Stanney and Hash, 1998). We 
hypothesize that intentional action-binding mechanisms played 
a key role during the real-time condition (Haggard et al., 2002; 
Padrao et al., 2016). Furthermore, tolerance in perceivable laten-
cies for participants of the real-time condition is also explainable 
through those mechanisms (Haggard et al., 2002). In fact, having 
an expected outcome of the action could have helped in the 
offline condition, e.g., introducing visual indications of future 
trajectories could have reduced their simulator sickness. Further 
research is needed to compare our latencies to those introduced 
by physical panning systems; however, given the low ratios of 
simulator sickness during the real flights, digital panning seems 
to be more usable. One shortcoming of using digital panning is 
that depending on the view direction, it can further reduce the 
stereoscopic baseline. This problem would not occur with physi-
cal panning.
Our test results from Experiment 1 show that the effective-
ness in flight distance estimations improved with stereoscopic 
vision, without significant impact on the induced motion sick-
ness when compared to the monoscopic view, i.e., participants 
can guess distances and heights more accurately in the stereo 
setup than in mono and therefore can maneuver the drone more 
efficiently/safely. Hence, we believe that our system can help in 
providing a better experience to drone operators and improving 
teleoperation accuracy. A higher quality teleoperation is critical 
in delivering better handover experiences and in collecting bet-
ter flight data for autonomous control training.
Results from Experiment 2 showed a more systematic study 
on the incidence of motion sickness of our immersive setup on 
the general population. We find that predisposition for motion 
sickness was a good predictor of simulator sickness, which is 
in agreement with previous findings (Groen and Bos, 2008). 
Interestingly, previous 3D gaming experience did not affect the 
results in our experiment. Our results also show that participants 
who have propensity for motion sickness (n = 35) had different 
simulator sickness distributions depending on their visual acu-
ity. Being those with farsighted vision, the ones more affected by 
simulator sickness, it might be that these subjects have a higher 
propensity for general motion sickness due to their visual acuity. 
In fact, effects of visual acuity to simulator sickness are probably 
related to other visual imparities that have also been described 
to affect simulator sickness such as color blindness (Gusev 
et al., 2016). The fact that no significant differences were found 
between nearsighted and 20/20 could be related to the corrective 
lenses; therefore, their vision could be considered corrected to 
20/20 in this experiment.
Even though we found visual acuity to correlate with age, 
which is in agreement with The Eye Diseases Prevalence Research 
Group (2004), in general (independently of propensity to motion 
sickness), age alone was not explanatory variable for simulator 
sickness.
Previous reviews on US Navy flight simulators reported that 
incidence of sickness varied from 10 to 60% (Barrett, 2004). The 
wide variation on results seems to depend on the design of the 
experience and the technology involved. Indeed, HMDs have 
evolved significantly in FOV and resolution, both aspects being 
critical to simulator sickness (Lin et al., 2002). In that sense, our 
study is relevant as it uses state-of-the-art technology and explores 
the prevalence for the specific experience of camera captured VR 
navigation during drone operation for a considerable population. 
FigUre 6 | Distribution of simulator sickness among participants who have motion sickness propensity for the different types of visual acuity. The 
boxplots at the bottom represent the distribution’s quartiles, SD, and median of the populations.
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Although other recent experiments on simulator sickness have 
concentrated more on computer graphic generated VR and do 
not feature drone operation (Fernandes and Feiner, 2016). Given 
the importance of simulator sickness in the spread of FPV control 
for drones (Biocca, 1992), and the expected growth in the con-
sumer arena, we hope these results shed light on the perceptual 
tolerances during navigation of drones from an FPV using VR 
setups.
To summarize, our results provide evidence that an immersive 
stereoscopic FPV control of drones is feasible and might enhance 
the ground control experience. Furthermore, we provide a com-
prehensive study of implications at the simulator sickness level 
of such a setup. Our proposed FPV setup is to be understood 
as a piece to be combined with autonomous obstacle avoidance 
algorithms that run on the drone’s onboard computer using the 
same cameras.
There are some shortcomings in our setup. On the one 
hand, the real flight testing was limited, and most of the study 
was done with prerecorded data. Nevertheless, the results on 
simulator sickness might be comparable. Indeed, our real 
flight results suggest that the system might even be performing 
better in terms of simulator sickness. On the other hand, we 
did not compare directly to TPV systems that are also very 
dominant in consumer drones. TPV systems do not suffer 
from simulator sickness and might allow for larger speeds. 
However, in the context of out-of-sight drones and handover 
situations, TPV might not always be possible, and FPV systems 
can solve those scenarios. In addition, we believe that further 
experimentation with the baselines of the cameras might be 
interesting. Human baseline is limited to 19 m (Allison et al., 
2009), but with camera capturing systems, this can be modified 
and enable greater distance estimations when necessary. Our 
system had also issues that would make it hard to operate in a 
real environment, such as the weight of the setup, 3.3 kg with 
batteries, which significantly reduces the remaining payload 
capacity of the drone and the latency of 250 ms, which makes 
it impossible to fly the drone at speeds higher than 7  m/s. 
Both aspects, weight and latency, can be improved in future 
development after the prototyping phase, for example, by 
miniaturizing the cameras and improving the streaming and 
encoding computation.
Overall, we believe that such a system will enhance the 
control and security of the drone with trajectory correction, 
crash prevention, and safety landing systems. Furthermore, the 
combination of a human FPV drone control with automatic low-
level obstacle avoidance is superior to fully autonomous systems 
at the time of writing. In fact, current regulations are required 
to contemplate handover situations (Russell et al., 2016). While 
the human operator is responsible for higher level navigation 
guidance with current regulations, the low-level automatic 
obstacle avoidance could decrease operator’s cognitive load 
and increase the security of the system. Our FPV system can 
be used for both operator’s FPV drone control and automatic 
obstacle avoidance. In addition, our system can be used to 
collect training data for machine learning algorithms for fully 
autonomous drones. Modern machine learning approaches 
with deep neural networks (Artale et al., 2013) need big data 
sets to train the systems; such data sets need to be collected 
with optimal navigation examples that can be obtained using 
ground FPV navigation systems. With our setup, the same 
stereo cameras can be used to evaluate the navigation during 
semiautonomous or autonomous flying and also to provide an 
optimal fully immersive FPV drone control from the ground 
when needed.
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