A Frattini theory for non-associative algebras was developed in [13] and results for particular classes of algebras have appeared in various articles. Especially plentiful are results on Lie algebras. It is the purpose of this paper to extend some of the Lie algebra results to Leibniz algebras.
Introduction
Following Barnes [5] , we will say that an algebra is Leibniz if it satisfies the identity x(yz) = (xy)z + y(xz). Hence, left multiplication is a derivation. (Many authors use a definition requiring that right multiplication is a derivation instead of our choice. ) We focus on Leibniz algebras in which the Frattini ideal is 0. Recall that the Frattini ideal is the largest ideal that is contained in the Frattini subalgebra. For Lie algebras, these concepts coincide when either the algebra is solvable [4] or when the underlying field has characteristic zero. To the best of our knowledge, the only known time when they are not equal is the three dimensional cross product algebra over a field of characteristic 2 and algebras which have this algebra as a direct summand. We show in Example 3.3 that the Frattini subalgebra of a solvable Leibniz algebra need not be an ideal. We also show that in the characteristic 0 case, the Frattini subalgebra is always an ideal. For algebra A, the Frattini ideal will be denoted by Φ(A) and the Frattini subalgebra by F (A). We show that many of the Lie algebra results from references [11] - [15] carry over to the Leibniz case. In particular, we investigate elementary Leibniz algebras, those algebras A in which the Frattini ideal of every subalgebra of A is 0.
The Frattini subalgebra for Leibniz algebras already appears in [5] . There, Barnes extends his Lie algebra result which yields that if A/W is nilpotent, then A is nilpotent when W is an ideal contained in the Frattini subalgebra of the Leibniz algebra A.
Let A be a Leibniz algebra. The following is a review of material found in [5] . Any product of n copies of a is 0 unless the product is left normed; hence, we define a n = a(a(...(aa)...)). Define A 1 = A and inductively define A n = AA n−1 . It is known that the product of any n elements from A is in A n . A is nilpotent of class c if A c+1 = 0 but A c = 0. Let Z(A) be the center of A; that is, Z(A) = {x|xa = 0 = ax for all a ∈ A}. Z(A) is an ideal in A.
If A is nilpotent of class c, then A c ⊂ Z(A) and therefore, Z(A) = 0. Define the upper central series of A as usual, and it follows that A is nilpotent if and only if the upper central series terminates at A.
If W is a subalgebra of A, define the left centralizer of W as Z l A (W ) = {x ∈ A|xW = 0} and the centralizer of W as Z A (W ) = {x ∈ A|xW = W x = 0}.
We will often use the following result, which is Lemma 1.9 in [5] . Cartan subalgebras are defined in Leibniz algebras using the same definition as in Lie algebras; they are nilpotent, self-normalizing subalgebras. They are discussed in [5] and [12] . Further results on Cartan subalgebras of Leibniz algebras can be obtained by directly following the proofs in Lie algebras. In particular, as in Lie algebras, solvable Leibniz algebras have Cartan subalgebras (see Theorem 3 in [3] for a proof of the Lie algebra case) and Lemma 1.2. If W is an ideal in a Leibniz algebra A, U is a subalgebra of A with W ⊆ U, U/W is a Cartan subalgebra of A/W and H is a Cartan subalgebra of U, then H is a Cartan subalgebra of A.
The proof of this lemma is the same as the Lie algebra proof of Lemma 4 in [3] .
Proof. Since B is minimal, either BA = 0 or ba = −ab for all a ∈ A and b ∈ B. Hence it is sufficient to work on the left of B. Let A j+1 B = A(A j B). If AB = 0, both results hold. Suppose that AB = 0. Then there is an integer k such that A k+1 B = 0 and A k B = 0. Hence 0 = A k B ⊆ B ∩ Z(A), so 1 holds. Since Z(A) is an ideal and B is minimal, 2 holds. 
Let A be a Leibniz algebra with Φ(A) = 0. If W is an abelian ideal of A, then there exists a subalgebra V of A such that A is the semidirect sum of U and V by Lemma 7.2 of [13] .
Since C is an ideal, E is invariant under multiplication by K and is annihilated by D. Therefore, E is an ideal in A. Let B be a minimal ideal of A contained in E. Then Proof. This follows from the last result and Theorem 5.5 of [5] . Theorem 2.6. Let A be a Leibniz algebra with Φ(A) = 0. Then A = Asoc(A) ∔ V where V is a Lie algebra which is isomorphic to a subalgebra of the derivation algebra of Soc(A).
Proof. Asoc(A) is complemented in A by a subalgebra B by Lemma 7.2 of [13] . For x ∈ A let L x and R x be left and right multiplication by x on Soc(A) and
is the direct sum of minimal ideals of A. Let W be one of these minimal ideals. When acting on W , either From this corollary, we immediately obtain the following extension of the classical Lie algebra result. Proof. By Theorem 2.6, A = Asoc(A) ∔ V where V is a Lie subalgebra of A that is isomorphic to a subalgebra D of the derivation algebra of Soc(A) and D consists of left multiplication by elements of A. Each minimal ideal is a minimal left ideal since right multiplication by x ∈ A restricted to the minimal ideal is either 0 for all x ∈ A or is the negative of left multiplication by x for all x ∈ A by Lemma 1.1. Hence, D acts completely reducibly on Soc(A). Therefore, D has the desired form by Theorem 11, chapter 2 of [7] . Proof. If B is an ideal in A and B is contained in F (A), then F (A/B) = F (A)/B by Proposition 4.3 of [13] . Hence it is enough to show the result when B = Φ(A) = 0. In this case, we need only show that F (A) = 0. Then A can be written as in Theorem 2.6 and we use the notation that is used there. Since V is a Lie algebra, F (V ) = Φ(V ). Furthermore, V is the direct sum of ideals, each of which is simple or one dimensional. Clearly Φ(V ) = 0. Hence F (A) ⊆ Asoc(A). Asoc(A) is the direct sum of minimal ideals B i of A, each of which is abelian. Each B i is complemented by the maximal subalgebra C i which is the direct sum of V and the remaining B j . Then
Elementary Leibniz Algebras
A Leibniz algebra A will be called elementary if the Frattini ideal of every subalgebra of A is 0. The analogous concept has been studied in both group theory and Lie algebras. 2. Nil(A) = Soc(A), and Nil(A) is complemented by a subalgebra C.
A 2 is abelian, is a semisimple A-module, and is complemented by a subalgebra D.
Furthermore, the complements to A 2 are precisely the Cartan subalgebras of A.
Proof. Assume that 1 holds. Φ(A) = 0. Then Nil(A) = Asoc(A) = Z A (Soc(A))). Since A is solvable, Asoc(A) = Soc(A). Hence Nil(A) is abelian and is complemented by a subalgebra. Hence 2 holds.
Assume that 2 holds. Since A is solvable, Nil(A) = Soc(A) = Asoc(A) and, since A 2 is nilpotent, A 2 ⊆ Nil(A). Hence, A 2 is abelian. Since A acts completely reducibly on Asoc(A), A acts completely reducibly on A 2 , and A 2 is complemented in Asoc(A) by an ideal B. Now B + C complements A 2 , and 3 holds.
Assume that 3 holds. Since Φ(A) ⊆ A 2 always holds, there exists an A-invariant subspace B which complements Φ(A) in
Under the conditions of the proposition, Nil(A) = A 2 ⊕ Z(A) and both A 2 and Z(A) are the direct sums of minimal ideals of A. If B is one of these minimal ideals, then B is central or AB + BA = B.
If H is a Cartan subalgebra of A,
It is not always the case that if Φ(A) = 0 that Φ(M) = 0 when M is a subalgebra of A, even if A is solvable as the following example shows.
Example 3.2. Let F be a field of characteristic p where p is prime and V be a vector space with basis e 1 , ..., e p . Define:
x(e j ) = e j+1 with subscripts mod p y(e j ) = (j + 1)e j−1 with subscripts mod p z(e j ) = e j . Then [y, x] = z and the other commutators between x, y, and z are 0. Let H be the three-dimensional Lie algebra with basis x, y, z.
is a derivation since L is a Lie algebra; hence, I + R e 2 is an automorphism, and K is a subalgebra with basis x + 3e 1 , y + e 3 , z + e 2 . It is easily checked that H and K are maximal subalgebras with H ∩ K = 0. Hence Φ(L) = 0 while Φ(H) = 0.
The Frattini subalgebra of a solvable Lie algebra is an ideal [4] . This result does not carry over to Leibniz algebras. We continue with the construction in Example 3.2.
Example 3.3. Let F , V , and H be as in Example 3.2, with left multiplication of H on V the same as in that example, but V H = 0, and let A be the Leibniz
, the left center of A. If xA = 0, then xV = 0. Hence V x = 0 and x ∈ Z A (V ). Hence x ∈ V and V = Z l (A), since V is a minimal ideal in A. By Lemma 5.12 of [5] , V is complemented by a unique subalgebra in A, which is H. H is a maximal subalgebra of A and every other maximal subalgebra of A contains V . These subalgebras are precisely those of the form V ∔ M where M is maximal in H. Let Ω be the set of all maximal subalgebras in H. Then
which is not an ideal in A. 
Thus, part 3 of Proposition 3.1 holds, and Φ(M) = 0.
Suppose that M does not contain A 2 . Then M + A 2 falls in the preceding case. Hence we may assume that
by the last proposition. Let H be a Cartan subalgebra of M. By Lemma 1.2, H is a Cartan subalgebra of A. Therefore, H is a complement of 
Hence H is a complement to M 2 in M. Now M satisfies part 3 of Proposition 3.1 and Φ(M) = 0.
As in Lie algebras, there is a converse to Theorem 3.4. The Lie algebra result is shown in [15] . We show the extension to Leibniz algebras in Theorem 3.8. The following is a direct extension of a Lie algebra result and the proof is the same as in the Lie algebra case as shown in Proposition 2 and Theorem 2 in [12] . The following result is Lemma 7.1 of [13] . Lemma 3.6. Let A be an algebra and B be an ideal in A. If U is a subalgebra of A which is minimal with respect to the property
The next result is shown for Lie algebras as Lemma 2.3 of [14] , but the proof is valid for Leibniz algebras also.
Lemma 3.7. If A is an elementary Leibniz algebra and B is an ideal in A,
then there exists a subalgebra C such that A = B + C and B ∩ C = 0. Proof. Let A be a minimal counterexample. Since Φ(A) = 0, A = B + C, where B = Nil(A) = Asoc(A) and C is a Lie subalgebra. If C is nilpotent, then it is abelian, A 2 ⊆ B and we are done. Suppose that C is not nilpotent. Let M 1 be a maximal subalgebra of C containing C 2 and M = B +M 1 . Then A 2 ⊆ M. Then M 2 is an ideal in A and is nilpotent by induction. Hence
, where D is a one dimensional subalgebra with basis x.
We claim that B is the unique minimal ideal of A. Suppose that B = B 1 + · · · + B t , where each summand is a minimal ideal in A and t > 1. Let
is a Lie set whose span is A 2 and left multiplication by each s in the Lie set is nilpotent on A 2 . Hence A 2 is nilpotent by the theorem in [6] , which is a contradiction. Hence B is the unique minimal ideal in A.
We claim that M 1 = Nil(C) = Asoc(C) is the unique minimal ideal in C. Suppose that M 1 = B 1 + · · · + B t , where each summand is a minimal ideal of C and t > 1. Let C j = B + B j + D. By induction, C j 2 is nilpotent and C j 2 = B j B + DB + DB j , since B is an abelian minimal ideal in A and B j is an abelian minimal ideal in C. L c is nilpotent on C j 2 for each
is a Lie set, A 2 is nilpotent by [6] , a contradiction. Hence t = 1 and A = B + C = B + (M 1 + D) where B is a minimal ideal in A, M 1 is a minimal ideal in C, and D is a one dimensional subalgebra with basis x.
Let E be the algebraic closure of K. We will show that E ⊗ A 2 is nilpotent, hence that A 2 is nilpotent. Since Nil(C) = Asoc(C) = M 1 , L x acts completely reducibly on M 1 . For each m ∈ M 1 , L m acts completely reducibly on B since B ⊆ Asoc(B + Km). Passing to E ⊗ A, since K is perfect, the extension of these left multiplications are diagonalizable on E ⊗ M 1 and E ⊗ B respectively. In the second case, the L m commute, so the L m are simultaneously diagonalizable on E ⊗ B. We will show that (E ⊗ A) 2 is nilpotent under these conditions, and hence assume that K is algebraically closed. Hence there is a basis of eigenvectors, m 1 , . . . m t in M 1 for L x . Therefore xm j = c j m j for some c j ∈ K. If c j = 0 for any j, then 0 is an eigenvalue of L x on M 1 . Since M 1 is irreducible over K, M 1 is one dimensional and C is two dimensional abelian, a contradiction to M 1 being the unique minimal ideal in C. Thus c j = 0 for all j. Also, B is the direct sum of root spaces
Since A construction of solvable elementary Lie algebras is given in [15] . Let A be a vector space and let B be an abelian Lie subalgebra of gl(A) which acts completely reducibly on A. Forming the semidirect sum of A and B one obtains an elementary, solvable, almost algebraic Lie algebra L. We can use this construction to obtain elementary, solvable, Leibniz algebras. Since A = Asoc(L), A is the direct sum of minimal ideals of L. Let A = A 1 + A 2 , where each summand is an ideal in L. Define the Leibniz algebra L * to be the vector space A + B with the same multiplication as in L except that 
Hence B is isomorphic to a subalgebra of gl(K). Since K is contained in Asoc(A), K is completely reducible as a B-module. Hence E is of type I. 5 implies 1. As in Lie algebras, the direct sum of elementary Leibniz algebras is elementary, hence A is elementary.
Classification of Elementary Leibniz Algebras
A Leibniz algebra, A, is elementary if the Frattini ideal of every subalgebra of A is 0. By Theorem 3.5, if the underlying field has characteristic 0, then A is elementary if the Frattini subalgebra of every subalgebra of A is 0. The following two theorems have been shown for Lie algebras in [14] and [15] respectively. Proof. If A is semisimple, then A is a Lie algebra and it is of type 1, which follows from [14] .
In general A = B + (Z ⊕ S), where B = Asoc(A), Z is abelian, and S is as in 1. Suppose that S is not 0. We claim that BS = SB = 0. Since S is as in part 1, let T be one of the simple summands in S. Consider the subalgebra C = B + T and let D be a minimal ideal of C contained in B. If dim D = p ≥ 2, then there exists t ∈ T = sl 2 (K) and a 1 , a 2 , . . . , a p , with ta i = a i+1 for i = 1, . . . p − 1 and ta p = 0. Either Dt = 0 or td = −dt for all d ∈ D. In either case Φ(E) = E 2 = 0, where E is the subalgebra generated by t and the a i . This contradiction forces p = 1 and T D = 0 = DT . Hence SB = 0 = BS. Thus Z acts completely reducibly on B. Again using that DS = 0 or ds = −sd for all d ∈ D and s ∈ S, Z acts completely reducibly on the left of B. Hence L z is semisimple for each z ∈ Z. Since Z is abelian, the left multiplications of z ∈ Z are simultaneously diagonalizable on B, hence there are bases for Z and B such that the left multiplications hold as in 2 and then the right multiplications hold using Lemma 1.1.
The converse is clear.
We next obtain the result of the last theorem for Leibniz algebras over fields of characteristic p > 3. 
