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We perform a systematic evaluation of a diverse set of algorithms for the ridesharing problem which is, to
the best of our knowledge, one of the largest and most comprehensive to date. In particular, we evaluate 12
different algorithms over 12 metrics related to global efficiency, complexity, passenger, driver, and platform
incentives. Our evaluation setting is specifically designed to resemble reality as closely as possible. We achieve
this by (a) using actual data from the NYC’s yellow taxi trip records, both for modeling customer requests,
and taxis (b) following closely the pricing model employed by ridesharing platforms and (c) running our
simulations to the scale of the actual problem faced by the ridesharing platforms.
Our results provide a clear-cut recommendation to ridesharing platforms on which solutions can be
employed in practice, and demonstrate the large potential for efficiency gains. Moreover, we show that simple,
lightweight relocation schemes – which can be used as independent components to any ridesharing algorithm
– can significantly improve Quality of Service metrics by up to 50%. As a highlight of our findings, we identify
a scalable, on-device heuristic that offers an efficient, end-to-end solution for the Dynamic Ridesharing and
Fleet Relocation problem.
1 INTRODUCTION
The emergence and widespread use of ridesharing in recent years has had a profound impact on
urban transportation in a variety of ways. Amongst others, it has mitigated congestion costs (such
as commute times, fuel usage, accident propensity, etc.), it has enabled marketplace optimization
for both passengers and drivers, and it has provided great environmental benefits. Ridesharing
however results in some passenger disruption as well, due to compromise in flexibility, increased
travel time, and loss of privacy and convenience. Thus, in the core of any ridesharing platform lies
the need for an efficient balance between the incentives of the passengers, the drivers, and those of
the platform.
Optimizing the usage of transportation resources is not an easy task, especially for cities like New
York, with more than 13000 taxis and 270 ride requests per minute. For example, [20] estimates that
45000 customer requests remain unmet each day in New York, despite the fact that approximately
5000 taxis are vacant at any time. In fact, on aggregate, drivers spend about 47% of their time not
serving any passengers. Moreover, up to 80% of the taxi rides in Manhattan could be shared by
two riders, with only a few minutes increase in travel time [3]. A more sophisticated matching
policy could mitigate these costs by better allocating available supply to demand. As a second
example, coordinated vehicle relocation could also be employed to bridge the gap on the spatial
supply/demand imbalance and improve passenger satisfaction and Quality of Service (QoS) metrics.
Drivers often relocate to find passengers: 61.3% of trips begin in a different neighborhood than the
drop-off location of the last passenger [20], yet currently drivers move without any coordinated
search behavior, resulting in spatial search frictions.
Given the importance of the ridesharing problem for transportation and the economy, it is not
surprising that the related literature is populated with a plethora of papers, proposing different
solutions along different axes, such as efficiency [2–4, 15, 30, 44, 60], platform revenue [6, 21], driver
incentives [51, 71] or fairness [49, 66]. Most of the related work can be broadly categorized as either
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(a) empirical papers, that propose heuristics tailored for the ridesharing problem and evaluate their
performance on experimental scenarios or (b) theoretical papers, that design algorithms for more
abstract versions of the problem (e.g., matching under uncertainty, in the presence of deadlines,
etc.) and provide worst-case guarantees for their performance.
Despite the seeming heterogeneity of the solutions that have been proposed in this vast literature,
the algorithmic primitives of the ridesharing problem can be pinpointed to the following two. First,
we need to use efficient algorithms to match passengers with other passengers, or passengers with
vehicles, and secondly, we need to account for the future when choosing which requests to service,
in order to achieve a better placement of vehicles for potential future requests. The former challenge
is more broadly studied by the extensive literature of matching algorithms, whereas the latter is
analogous to the central objective of the classical k-taxi or k-server problem, for which several
solutions have been proposed. Additionally, if one has access to some distributional knowledge
of the domain, ‘accounting for the future’ could also be alternatively interpreted as a matching
setting, where idle vehicles are ‘provisionally matched’ with requests that are expected to appear in
the near future.
In this context, we are interested in the following fundamental questions:
How can we adapt and combine the classical algorithms for these fundamental settings, to
apply them to the ridesharing problem? Which of these algorithms work well in practice,
in a realistic ridesharing scenario, for a host of different objectives? Can we leverage
historical data for dynamic vehicle relocation to close the gap on the spatial supply/demand
imbalance?
In order to properly answer these questions, we strongly believe that there is a need for a thorough
empirical evaluation of different approaches in a quite realistic setting, and this is what we do in
the present paper.
1.1 Our Contributions
(1) We perform a comprehensive, and systematic evaluation of a diverse set of algorithms
for the ridesharing problem.We have evaluated 12 different algorithms over 12metrics. We put
extra emphasis on designing an evaluation setting which resembles reality as closely as possible, in
every aspect of the problem. Our list of metrics includes amongst others the total distance saved
as a result of ridesharing, the pick-up times and delay incurred by the passengers, the profit and
search frictions of drivers, and the platform revenue. To the best of our knowledge, this is the first
end-to-end experimental evaluation of this magnitude.
(2)We examine the extent to which relocation of idle taxis can improve QoS objectives, by
closing the gap on spatial supply/demand imbalance.We propose relocation schemes which
are based on matching algorithms and make use of the historical data to predict future requests.
Our results here are irrefutable: Relocation schemes based on lightweight matching algorithms
improve several QoS metrics radically (exceeding 50% in certain cases), suggesting that relocation
should be a vital part of any efficient ridesharing algorithm.
(3) As a highlight of our results, we identify a scalable, on-device heuristic (the ALMA
algorithm of [28]) that offers an efficient, end-to-end solution for the Dynamic Ridesharing and
Fleet Relocation problem.
We firmly believe that our findings provide a clear-cut recommendation to ridesharing platforms
on which solutions they should employ in practice.
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1.2 Discussion and Related Work
The dynamic ridesharing – and the closely related dynamic dial-a-ride (see [1]) – problem has
drawn the attention of diverse disciplines over the past few years, from operations research
to transportation engineering, and computer science. Solution approaches include constrained
optimization [2, 3, 56, 64], weighted matching [4, 11, 28, 30, 72], other heuristics [10, 50, 56, 61, 62],
reinforcement learning [40], or model predictive control [22], among others. We refer the interested
reader to the following surveys [1, 27, 38, 42, 55, 63] for a review on the optimization challenges,
various algorithmic designs adopted over the years, a classification of existing ridesharing systems,
models and algorithms for shared mobility, and finally models and solution methodologies for the
dial-a-ride problem, respectively.
As we mentioned in the introduction, the key algorithmic components of ridesharing are the
following. First, it is an online problem, as the decisions made at some point in time clearly affect the
possible decisions in the future, and therefore the general approach of the field of online algorithms
and competitive analysis is applicable [17, 52]. Secondly, it is clearly a matching setting, both
for bipartite graphs (for matching passengers with taxis) and for general graphs (for matching
passengers to shared rides). In fact, several of the algorithms that have been proposed in the
literature for the problem are for different variants of online matching. Finally, ridesharing displays
an inherent connection to the k-taxi problem [26, 37, 45], which, in turn, is a generalization of the
well-known k-server problem [46, 47]1. In the k-taxi problem, once a request appears (with a source
and a destination), one of the k taxis at the platform’s disposal must serve the request. Viewing
shared rides (multiple passengers that have already been matched in a previous step) as requests,
one can clearly apply the k-taxi (and k-server algorithms) to the ridesharing setting. Granted, the
k-server algorithms have been designed to operate in a more challenging setting in which (a) the
requests have to be served immediately, whereas normally there is some leeway in that regard, often
at the expense of customer satisfaction, and (b) the positions of requests are typically adversarially
chosen, rather than following some distribution, as is the case in reality. Despite those facts, the
fundamental idea behind these algorithms is a pivotal part of ridesharing, as it aims to serve existing
requests efficiently, but at the same time place the vehicles as well as possible to serve future requests.
This is also the main principle of the relocation strategies for idle taxis.
The algorithms that we consider in this paper are appropriate modifications of themost significant
ones that have been proposed for the aforementioned key algorithmic primitives of the ridesharing
problem, aswell as heuristic approacheswhich are based on the same principles, but were specifically
designedwith the ridesharing application inmind.We emphasize that suchmodifications are needed,
primarily because many of these algorithms were tailored for sub-problems of the ridesharing
setting, and end-to-end solutions in the literature are rather scarce.
Much of the related work in the literature focuses on approaches that are inherently centralized
and require knowledge of the full ridesharing network, which makes them rather computationally
intensive. As an additional goal of our investigation, we would like to identify solutions that are
lightweight, decentralized, and which ideally run on-device. Of course there have been proposed
some hybrid, and decentralized approaches for the ridesharing problem (e.g., [40, 64]), and several of
the algorithms that we include in our experimental evaluation can be implemented in a decentralized
manner. As it turns out though, the ALMA algorithm of [28], which has been designed with precisely
these objectives in mind (low computational complexity, scalability, and low communication cost),
performs very well across the board with respect to our objectives.
1In fact the latter two problems are quite closely connected, and algorithms for the k-server problem can be used to solve
the k-taxi problem. See [26] for more details.
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An important component of a successful ridesharing application is relocation. Many studies in
shared mobility systems have shown that the adoption of a relocation strategy can help improve
the system performance for their specific context [3, 12, 20, 40, 54, 58, 68]. Strategies include using
a short window of known active requests [3], historical demand [40], or prediction techniques
to predict future demand [65]. Yet, relocation by nature increases vehicle travel distance, leading
to undesirable consequences (economical, environmental, maintenance, management of human
resources, etc.), thus a balance needs to be struck. Most of the employed relocation approaches
are course-grained; the network is generally divided into several zones, blocks, etc. [40, 54, 68]
and the entities (e.g., the vehicles) move between the zones. However, compared to other shared
mobility systems, dynamic ridesharing posses unique challenges, meaning that such coarse-grained
approaches are not appropriate: most of them are centralized – thus computationally intensive
and not scalable –, they might not take into account the behavior of other drivers, potentially
leading to over-saturation of high demand areas, and, most importantly, they are slow to adapt to
the highly dynamic nature of the problem (e.g., responding to high demand generated by a concert,
or the fact that vehicles remain free for only a few minutes at a time). The problem clearly calls for
fine-grained solutions, yet such approaches in the literature are still rather scarce. In this paper, we
employ such a fine-grained relocation scheme (similarly to [3]), based on matching between the
idle taxis and the potential requests, which is better suited for the problem at hand.
Finally, we emphasize that, while several papers in the literature provide detailed evaluations on
realistic datasets, (e.g., see [2, 3, 28, 60, 61]), they either (a) only consider parts of the ridesharing
problem and therefore do not propose end-to-end solutions, (b) only evaluate a few newly-proposed
algorithms against some basic baselines, (c) only consider a limited number of performance metrics,
predominantly with regard to the overall efficiency and often without regard to QoS metrics or (d)
perform evaluations on a much smaller scale, thus not capturing the real-life complexity of the
problem. On the contrary, our work provides a comprehensive evaluation of a large number of
proposed algorithms, over multiple different metrics, and for real-world scale, end-to-end problems.
2 PROBLEM STATEMENT & MODELING
In this section we formally present the Dynamic Ridesharing, and Fleet Relocation (DRSFR) problem.
To avoid introducing unnecessary notation, we only present the description of the model here;
precise notation and details are provided in the respective sections where they are used.
In the DRSFR problem there is a (potentially infinite) metric spaceX representing the topology of
the environment, equipped with a distance function δ : X ×X → R≥0. Both are known in advance.
At any moment, there is a (dynamic) set of available taxi vehiclesVt , ready to service customer
requests (i.e., drive to the pick-up, and subsequently to the destination location). Between servicing
requests, vehicles can relocate to locations of potentially higher demand, to mitigate spatial search
frictions between drivers. Customer requests appear in an online manner at their respective pick-up
locations, wait to potentially be matched to a shared ride, and finally are serviced by a taxi to their
respective destination. In order for two requests to be able to share a ride, they must satisfy spatial,
and temporal constraints. The former dictates that requests should be matched only if there is good
spatial overlap among their routes. Yet, due to the latter constraint, requests cannot be matched
even if they have perfect spatial overlap, if they are not both ‘active’ at the same time. Finally,
the DRSFR is an inherently online problem, as we are unaware of the requests that will appear in
the future, and need to make decisions before the requests expire, while taking into account the
dynamics of the fleet of taxis. The goal is to minimize the cumulative distance driven by the fleet of
taxis, while maintaining high QoS, given that we serve all requests. Serving all requests improves
passenger satisfaction, and, most importantly, allows us to ground our evaluation to a common
scenario, ensuring a fair comparison.
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2.1 Performance Metrics
2.1.1 Global Metrics. .
Distance Driven: Minimize the cumulative distance driven by all vehicles for serving all the
requests. We chose this objective as it directly correlates to passenger, driver, company, and
environmental objectives (minimize cost, delay, CO2 emissions, maximize the number of shared
rides, improve QoS, etc.). All of the evaluated algorithms have to serve all the requests, either as
shared, or single rides.
Complexity: Real-world time constraints dictate that the employed solution produces results in a
reasonable time-frame2.
2.1.2 Passenger Specific Metrics –Quality of Service (QoS). .
Time to Pair: Expected time to be paired in a shared ride, i.e., E[tpaired − topen], where topen, tpaired
denote the time the request appeared, and was paired as a shared ride respectively. If the request is
served as a single ride, then tpaired refers to the time the algorithm chose to serve it as such.
Time to Pair with Taxi: Expected time to be paired with a taxi, i.e., E[ttaxi − tpaired], where ttaxi
denotes the time the (shared) ride was paired with a taxi.
Time to Pick-up: Expected time to passenger pickup, i.e., E[tpickup − ttaxi], where tpickup denotes
the time the request was picked-up.
Delay: Additional travel time over the expected direct travel time (when served as a single ride,
instead of a shared ride), i.e., E[(tdest − tpickup) − (t ′dest − tpickup)]. tdest, and t ′dest denote the time the
request reaches, and would have reached as a single ride, its destination.
Research conducted by ridesharing companies shows that passengers’ satisfaction level remains
sufficiently high as long as the pick-up time is less than a certain threshold. The latter is corroborated
by data on booking cancellation rate against pick-up time [67]. In other words, passengers would
rather have a short pick-up time and long detour, than vice-versa [19]. This also suggests that
an effective relocation scheme can considerably improve passenger satisfaction by reducing the
average pick-up time (see Section 5.1).
2.1.3 Driver Specific Metrics. .
Driver Profit: Total revenue earned minus total travel costs.
Number of Shared Rides: Directly related to the profit. By carrying more than one passenger at
a time, drivers can serve more requests in a day, which consequently, increases their income [69].
Frictions: Waiting time experienced by drivers between serving requests (i.e., time between
dropping-off a ride, and getting matched with another). Search frictions occur when drivers are
unable to locate rides due to spatial supply and demand imbalance. Even though in our scenario
matchings are performed automatically, without any searching involved by the drivers, lower
frictions indicate lower regret by the drivers, thus lower temptation to potentially switch to an
alternative ridesharing platform.
2.1.4 Platform Specific Metrics. .
Platform Profit: Usually a commission on the driver’s fee3, and passenger fees (which, given that
we serve all the requests, the latter would be constant across all the employed algorithms).
2For example UberPool has a waiting period of at most 2 minutes until you get a match (https://www.uber.com/au/en/ride/
uberpool/), thus any algorithm has to run in under that time to be applicable in real life.
3E.g., Uber charges partners 25% fee on all fares (https://www.uber.com/en-GH/drive/resources/payments/).
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Fig. 1. Request per minute on January 15, 2016 (blue line). Mean value = 272 requests (yellow line).
Quality of Service (QoS): Refer to the aforementioned, passenger specific metrics. Improving the
QoS to their costumers correlates to the growth of the company.
Number of Shared Rides: The matching rate is important especially in the nascent stage of a
ridesharing platform [31].
We do not report separate values on the aforementioned metrics, as they directly correlate to
their respective passenger, and driver specific ones.
2.2 Modeling
2.2.1 Dataset. We have used the yellow taxi trip records of 2016, provided by the NYC Taxi and
Limousine Commission4. For every request, the dataset provides amongst others the pick-up and
drop-off times, and geo-location coordinates. Time is discrete, with granularity of 1 minute (same
as the dataset). On average, there are 272 new requests per minute, totaling to 391479 requests on
the broader NYC area (352455 in Manhattan) on the evaluated day (Jan, 15). Figure 1 depicts the
request arrival per minute on the aforementioned day.
2.2.2 Taxi Vehicles. A unique feature of the NYC Yellow taxis is that they may only be hailed
from the street and are not authorized to conduct pre-arranged pick-ups. This provides an ideal
setting for a counter-factual analysis since (1) we can assume a realistic position of each taxi at the
beginning of the simulation (last drop-off location), and (2) all observed rides are obtained through
search, thus – assuming reasonable prices, and delays – customers do not have nor are willing to
take an alternative means of transportation. Thus, validating our choice that all of the algorithms
considered will have to eventually serve all the requests. By law, there are 13, 587 taxis in NYC5.
The majority of the results presented in this paper use a much lower number of vehicles (what we
call base number) for three reasons: (1) to reduce the complexity of the problem, given that most
of the employed algorithms can not handle such a large number of vehicles, (2) to evaluate under
resource scarcity – making the problem harder – to better differentiate between the results, and (3)
to investigate the possibility of a more efficient utilization of resources, with minimal cost to the
consumers. However, we still present simulations for a wide range of vehicles, up to close to the
total number. The number, initial location, and speed of the taxi vehicles were calculated as follows:
• We calculated the base number of taxis, as the minimum number of taxis required to serve
all requests as single rides (no ridesharing). If a request appears, and all taxis are occupied
serving other requests, we increase the required number of taxis by one. This resulted to around
4000 − 5000 vehicles (depending on the size of the simulation, see Section 5). Simulations were
conducted for {×0.5,×0.75,×1.0,×2.0,×3.0} the base number.
4https://www1.nyc.gov/site/tlc/about/tlc-trip-record-data.page
5https://www1.nyc.gov/site/tlc/businesses/yellow-cab.page
Panayiotis Danassis, Marija Sakota, Aris Filos-Ratsikas, and Boi Faltings 7
• Given a number of taxis, V , the initial position of each taxi is the drop-off location of the last V
requests, prior to the starting time of the simulation. To avoid cold start, we compute the drop-off
time of each request, and assume the vehicle occupied until then.
• The vehicles’ average speed is estimated to 6.2 m/s (22.3 km/h), based on the trip distance and
time per trip as reported in the dataset, and corroborated by the related literature (in [60] the
authors estimated the speed to be between 5.5 − 8.5 m/s depending on the time of day).
2.2.3 Customer Requests. A request, r , is a tuple ⟨tr , sr ,dr ,kr ⟩. Request r appears (becomes
open) at its respective pick-up time (tr ), and geo-location (sr ). Let dr denote the destination. Each
request admits a willingness to wait (kr ) to find a match (rideshare), i.e., we assume dynamic waiting
periods per request. The rationale behind kr is that requests with longer trips are more willing to
wait to find a match than requests with destinations near-by. After kr time-steps we call request r ,
critical. If a critical request is not matched, it has to be served as a single ride. Recall that in our
setting all of the requests must be served. Let Ropent ,Rcriticalt denote the sets of open, and critical
requests respectively, and let Rt = Ropent ∪ Rcriticalt .
We calculate kr as in related literature [28]. Letwmin, andwmax be the minimum and maximum
possible waiting time, i.e.,wmin ≤ kr ≤ wmax,∀r . Knowing sr ,dr , we can compute the expected trip
time (E[ttrip]). Assuming people are willing to wait proportional to their trip time, letkr = q×E[ttrip],
where q ∈ [0, 1]. wmin,wmax, and q can be set by the ridesharing company, based on customer
satisfaction (following [28], letwmin = 1,wmax = 3, and q = 0.1).
2.2.4 Rides. A (shared)ride, ρ, is a pair ⟨r1, r2⟩, composed of two requests. If a request r is served
as a single ride, then r1 = r2 = r . Let Pt denote the set of rides waiting to be matched to a taxi at time
t . Contrary to some recent literature on high capacity ridesharing (e.g., [3, 50]), we purposefully
restricted ourselves to rides of at most two requests for two reasons: complexity, and passenger
satisfaction. The complexity of the problem grows rapidly as the number of potential matches
increases, while most of the proposed/evaluated approaches already struggle to tackle matchings
of size two on the scale of a real-world application. Moreover, even though a fully utilized vehicle
would ultimately be a more efficient use of resources, it diminishes passenger satisfaction (a frequent
worry being that the ride will become interminable, according to internal research by ridesharing
companies) [18, 69]. Given that a hard constraint is the servicing of all requests, we do not assume
a time limit on matching rides with taxis; instead we treat it as a QoS metric.
2.2.5 Distance Function. The optimal choice for a distance function would be the actual driving
distance. Yet, our simulations require trillions of distance calculations, which is not attainable.
Given that the locations are given in latitude and longitude coordinates, it is tempting to use the
Haversine formula6 to estimate the Euclidean distance, as in related literature [18, 61]. We have
opted to use the Manhattan distance, given that the simulation takes place mostly in Manhattan.
To evaluate our choice, we collected more than 12 million actual driving distances using the Open
Source Routing Machine (project-osrm.org), which computes the shortest path in road networks.
Manhattan distance’s error, compared to the actual driving distance, was −0.5 ± 2.9 km, while
Euclidean distance’s was −3.2 ± 3.8 km.
2.2.6 Pricing. A combination of an one-time flag drop fee (β = 2.2 $7), distance fare (πI = 0.994
$/km for a single ride, πI I = 0.8 $/km shared7), fuel price (3.2 $/gal8), and vehicle mileage (46.671
6https://en.wikipedia.org/wiki/Haversine_formula
7https://www.uber.com/us/en/price-estimate/
8https://www.eia.gov/dnav/pet/pet_pri_gnd_dcus_sny_m.htm
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(a) Request – Request Matching (b) (Shared) Ride – TaxiMatching (c) Idle Taxi Relocation
Fig. 2. The three separate components of the DRSFR problem.
km/gal [20]). The aforementioned fuel price and mileage result in a cost per km c = 0.0686 $/km.
The revenueM(ρ) of a taxi driver from serving ride ρ is given by the following equation [20]:
M(ρ) =
{
β + πI δ (sr ,dr ) − cδ (sv , sr ,dr ) , if ρ single
2β + πI I δ (sr1 ,dr1 |r2) + πI I δ (sr2 ,dr2 |r1) − cδ (sv , sr1 , sr2 ,dr1 ,dr2 ) , if ρ shared
(1)
where, with some slight abuse of notation, δ (sv , sr ,dr ) denotes the distance from the current
location of the taxi sv , to the pick-up and subsequently drop-off location of the ride, δ (sr1 ,dr1 |r2)
denotes the distance driven from the pick-up to the destination of r1, given that r1 will share the
ride with r2 (similarly δ (sr2 ,dr2 |r1) for r2), and finally, δ (sv , sr1 , sr2 ,dr1 ,dr2 ) denotes the total driving
distance of the taxi for serving the two requests starting from sv .
2.2.7 Embedding into HSTs. A starting point of many of the employed k-server algorithms is
embedding the input metric space X into a distribution µ over σ -hierarchically well-separated trees
(HSTs), with separation σ = Θ(log |X| log(k log |X|)), where |X| denotes the number of points.
It has been shown that solving the problem on HSTs suffices, as any finite metric space can be
embedded into a probability distribution over HSTs with low distortion [34]. The distortion is of
order O(σ logσ |X|), and the resulting HSTs have depth O(logσ ∆), where ∆ is the diameter of X
[7].
Given the popularity of the aforementionedmethod, it is worth examining the size of the resulting
trees. Given that the geo-coordinate system is a discrete metric space, we could directly embed it
into HSTs. Yet, the size of the space is huge, thus for better discretization we have opted to generate
the graph of the street network of NYC. To do so, we used data from openstreetmap.org. Similarly
to [60], we filtered the streets selecting only primary, secondary, tertiary, residential, unclassified,
road, and living street classes, using those as undirected edges and street intersections as nodes.
The resulting graph for NYC contains 66543 nodes, and 95675 edges (5018, and 8086 for Manhattan).
Given that graph, we generate the HSTs [60].
3 EMPLOYED ALGORITHMS & CHALLENGES
3.1 Problem Decomposition
The DRSFR problem can be decomposed into the following three parts (Figure 2):
(a) Request – request matching to create a (shared) ride,
(b) Ride to taxi matching,
(c) Relocation of the idle fleet.
Complexity issues make the simultaneous consideration of all three problems when taking a
decision impractical. Instead, a more realistic approach is to tackle each component individually,
under minimum consideration of the remaining two. Each of the aforementioned components is
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a significant problem in its own right. Step (a) refers to the problem of Online Maximum Weight
Matching with Delays – given a non-bipartite graph, nodes appear in an online manner and leave
after some time-steps. Nodes can be matched only while being present, and the goal is to maximize
the cumulative utility over a finite time horizon [5, 33]. Step (b) can be viewed either as an Online
Maximum Weight Bipartite Matching with Delays [4] – the difference here being that the graph
is bipartite, with rides on one side, and taxis on the other – or as a k-Taxi Problem [26] (and by
extension as a k-Server Problem [46, 47]). In the latter formulation, k taxis (servers) have to move
to serve all the requests while minimizing the total distance traveled, with the caveat being that
each will end up at the destination of the served request. Finally, step (c) can be either viewed
as the k-center problem or the more general k-Facility Location Problem [41], concerned with the
optimal placement of facilities (taxis) to minimize transportation costs, or as an Online Maximum
Weight Matching problem, performed on the history of requests. Given the high complexity of the
former problems (they are both NP-hard, in fact, APX-hard [36, 43]), we have opted for the latter
interpretation.
3.2 Algorithms
We have evaluated a variety of approaches ranging from offline maximumweight matching (MWM),
and greedy solutions, to online MWM, k-Taxi/Server algorithms, and linear programming. Offline
algorithms (e.g., MWM, ALMA, Greedy) can be run either in a just-in-time (JiT) manner – i.e.,
when a request becomes critical – or in batches, i.e., every x minutes (given that our dataset has
granularity of 1 minute, we run in batches of 1, and 2 minutes). We solve each of the three steps of
the DRSFR problem (Figure 2) individually. When possible, we use the same algorithm for both
steps (a) and (b). k-Taxi/Server algorithms, though, can not solve step (a), thus we opted to use
the best performing algorithm for step (a) (namely the offline MWM run in batches). Step (c) was
treated separately; due to the computational complexity of most of the evaluated approaches, we
opted to evaluate only the most promising solutions. In what follows, we will start by describing
the employed approaches for the ridesharing part, i.e., steps (a) and (b). In the Section 4 we describe
the employed techniques for dynamic relocation.
Matching Graphs: At time t , let Ga = (Rt , Eat ), where Eat denotes the weighted edges between
requests. With a slight abuse of notation, let δ (sr1 , sr2 ,dr1 ,dr2 ) denote the minimum distance required
to serve both r1, and r2 (as a shared ride, i.e., excluding the case of first serving one of them and
then the other) with a single taxi located either in s1, or s2. The weightwr1,r2 of an edge (r1, r2) ∈ Eat
is defined as wr1,r2 = δ (s1,d1) + δ (s2,d2) − δ (sr1 , sr2 ,dr1 ,dr2 ) (similarly to [3, 28]). If r1 = r2, let
wr1,r2 = 0 (single passenger ride). Intuitively, this number represents an approximation (given that
it is impossible to know in advance the location of the taxi that will serve the ride) on the travel
distance saved by matching requests r1, and r29.
Similarly, at time t , let Gb = (Pt ∪ Vt , Ebt ), where Ebt denotes the weighted edges between
rides and taxis. With a slight abuse of notation, let δ (sv , sr1 , sr2 ,dr1 ,dr2 ) denote the minimum
distance required (out of all the possible pick-up and drop-off combinations) to serve both r1, and
r2 with a single taxi located at sv . The weightwr1,r2 of an edge (r1, r2) ∈ Ebt is defined aswr1,r2 =
1/δ (sv , sr1 , sr2 ,dr1 ,dr2 ). If r1 = r2 (single passenger ride), let δ (sv , sr1 , sr2 ,dr1 ,dr2 ) = δ (sv , sr1 ,dr1 ). For
the step (b) of the DRSFR problem, we run the offline algorithms every time the set of rides (Pt ) is
not empty.
3.2.1 MaximumWeight Matching (MWM). To match requests into shared rides (step (a) of
the DRSFR problem), we find the maximum weight matching on Ga . To match rides with taxis (step
9It also ensures that the shared ride will cost less than the single ride option.
Panayiotis Danassis, Marija Sakota, Aris Filos-Ratsikas, and Boi Faltings 10
(b)), we find the maximum weight matching on Gb . On both cases we use the blossom algorithm
[32]. Not surprisingly, MWM results in high quality allocations, but that comes with an overhead
in running time, compared to simpler, ‘local’ solutions (see Section 5). This is because blossom’s
running time – on a graph (V ,E) – is O(|E | |V |2), and we have to run it three times, one for each step
of the DRSFR problem. Additionally, the MWM algorithm inherently requires a global view of the
whole request set in a time window, and is therefore not a good candidate for the fast, decentralized
solutions that are more appealing for real-life applications.
3.2.2 ALtruistic MAtching Heuristic (ALMA) [28]. ALMA is a recently proposed lightweight
heuristic for weighted matching. A distinctive characteristic of ALMA is that agents (in our context:
requests / rides) make decisions locally, based solely on their own utilities. While contesting for
a resource (in our context: request / taxi), each agent will back-off with probability that depends
on their own utility loss of switching to their respective remaining resources. Agents that do not
have good alternatives will be less likely to back-off and vice versa. It is inherently decentralized,
requires only a 1-bit partial feedback, and has constant in the total problem size running time, under
reasonable assumptions on the preference domain of the agents. Thus, it is an ideal candidate for
an on-device solution. Moreover, in [28] it was shown to achieve high quality results on a simpler
version of step (a) of the DRSFR problem.
3.2.3 Greedy. Greedy is a very simple algorithm, which selects a node i randomly, and matches
it with j = argmax(wi, j ). Greedy approaches are appealing10, not only due to their low complexity,
but also because real-time constraints dictate a short planning windows which diminish the benefit
of batch optimization solutions compared to myopic approaches [69].
3.2.4 Approximation (Appr) [11]. Similar to MWM, this is a recently-proposed offline algorithm
for solving steps (a), and (b) of the DRSFR problem. It takes a two-phase approach: first, it matches
requests to shared rides using minimum weight matching based on the shortest distance to serve
any request pair but on the worst pickup choice. Then it matches rides to taxis using again minimum
weight matching, and assuming the weight to be the distance of the closest pick-up location of the
two. The authors of [11] prove a worst-case approximation guarantee of 2.5 for the algorithm.
3.2.5 Postponed Greedy (PG) [5]. This is another very recently proposed, 1/4-competitive
algorithm for maximum weight online matching with deadlines (step (a) of the DRSFR problem).
Contrary to our setting, it was designed for fixed deadlines, i.e., kr = c,∀r ∈ R. When a request
r appears, the algorithm creates a virtual seller and a virtual buyer for that request. The buyer
matches greedily with the best seller so far, and the choice remains fixed. When r becomes critical,
it’s role will be randomly finalized either as a seller, or buyer. If r is a seller, and a subsequent buyer
was matched with r , the match is finalized. The major difference is that in our setting requests
become critical out-of-order, and a critical request can not be matched later. Thus, when a request
becomes critical, if determined to be a seller, the match is finalized (if one has been found), otherwise
the request is treated as a single ride.
3.2.6 Greedy Dual (GD) [15]. An online algorithm for solving the Min-cost (Bipartite) Perfect
Matching with Delays, i.e., both steps (a), and (b) of the DRSFR problem, based on the popular
Primal-Dual technique [39]. The weight (cost) of an edge in this setting includes arrival times
as well, specifically wr1,r2 = (δ (s1, s2) + δ (d1,d2))/uaverage + |t1 − t2 |, where uaverage is the average
speed (see Section 2.2.2). The algorithm partitions all the requests into active sets, starting with
the singleton {r } for a newly arrived request r . Every time-step these actives sets grow, until the
10[69] reports that GrabShare’s scheduling component has used an entirely greedy approach to allocate bookings to drivers.
Lyft also started with a greedy system [18].
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weight of edges of different active sets make the dual constraints of the problem tight. Then the
active sets merge, and the algorithm matches as many pairs of free requests in these sets as possible.
It’s a O(|R|)-competitive algorithm, that works with infinite metric spaces, potentially making
the algorithm better suited for applications like the DRSFR problem. Yet, it does not take into
account the willingness to wait (kr ), missing matches of requests that became critical. Despite being
designed for bipartite matchings as well, we opted out from using it for step (b) since it would
require to create a new node every time a taxi vehicle drops-off a ride and becomes available.
3.2.7 Balance (Bal) [53]. Balance is simple and classical k-server algorithm from the literature
of competitive analysis. A ride is served by the taxi that has the minimum sum of the distance
traveled so far plus its distance to the source of the ride (chosen randomly between the sources of
the two requests composing the ride). It is min-max fair, i.e., it greedily minimizes the maximum
accumulated distance among the taxis. The competitive ratio of the algorithm is |X| − 1 in arbitrary
metric spaces with |X| points [53].
3.2.8 Harmonic (Har) [57]. Harmonic is another classical randomized algorithm from the k-
server literature, which is simple and memoryless. It matches a taxi with a ride with probability
inversely proportional to the distance from its source (chosen randomly between the sources of the
two requests composing the ride). The trade-off for the simplicity is the high competitive ratio,
which is O(2 |V | log |V|) [9].
3.2.9 Double Coverage (DC) [23]. Double-coverage is one of the two most famous k-server
algorithms in the literature. The algorithm is designed for HSTs and extends to general finite metric
spaces X via HST embeddings. First we perform the embedding [8, 35] and then, to determine
which taxi will serve a ride, all unobstructed taxis move towards its source (chosen randomly
between the sources of the two requests composing the ride) with equal speed. When during this
process, a taxi becomes obstructed (i.e., its path is blocked by another taxi), it stops, while the
rest keep moving. When a taxi reaches the leaf with the ride, the process stops, and each taxi
maintains it’s position on the HST. Given that only leafs correspond to locations on X, we chose to
implement the lazy version of the algorithm (which is equivalent to the original definition e.g., see
[46]), i.e. only the taxi serving the request will move on X. This is also on par with the main goal
of minimizing the distance driven. The algorithm is k-competitive on all tree metrics [24].
3.2.10 Work Function (WFA) [25, 47]. WFA is perhaps the most important k-server algorithm,
as it provides the best competitive ratio to date, due to the celebrated result of [47]. It is a dynamic
programming approach which, intuitively, computes the optimal solution until time t − 1, plus a
greedy cost for switching taxi locations. An obvious obstacle that makes the algorithm intractable
in practice is that the complexity rises from step to step, resulting in computation and/or memory
issues. We implemented an efficient implementation using network flows, as described in [59]. Yet,
as the authors of [59] state as well, the only practical way of using the WFA is switching to its
window versionw-WFA, where we only optimize for the lastw rides. Even though the complexity
of w-WFA does not change between time-steps, it does change with the number of taxis. The
resulting network has 2|P | + 2|V| + 2 nodes, and we have to run the Bellman–Ford algorithm [13]
at least once to compute the potential of nodes and make the costs positive (Bellman–Ford runs in
O(|P||V|). We refer the reader to [14]) for more details on network optimization. As before, the
source of the ride is chosen randomly between the sources of the two requests composing the ride.
3.2.11 k-Taxi [26]. This is a very recent algorithm for the k-taxi problem, which provides the best
possible competitive ratio for the problem. The algorithm operates on HSTs, where the rides and
taxis at any time are placed at its leaves. First, it generates a Steiner tree that spans the leaves that
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have taxis or rides, and then uses this tree to schedule rides, by simulating an electrical circuit.
In particular, whenever a ride appears at a leaf, the algorithm interprets the edges of the tree
with length R as resistors with resistance R, which determine the fraction of the current flow that
will be routed from the node corresponding to the taxi towards the ride. These fractions are then
interpreted as probabilities which determine which taxi will be chosen to pick up the ride.
3.2.12 High Capacity (HC) [3]. Highly cited paper, and the only one in our evaluated approaches
that addresses vehicle relocation (step (c)). Contrary to our approach, they tackle steps (a), and (b)
simultaneously, leaving step (c) as a separate sub-problem. Their method consists of five steps: (i)
computing a pairwise request-vehicle shareability graph (RV-graph) [60], (ii) computing a graph of
feasible trips and the vehicles that can serve them (RTV-graph), (iii) computing a greedy solution
for the RTV-graph, (iv) solving an ILP to compute the best assignment of vehicles to trips, using
the previously computed greedy solution as an initial solution, and finally (v - optional) if there
remain any unassigned requests, solving an ILP to optimally assign them to idle vehicles based on
travel times. Given the ILP formulation, this is the most promising approach in terms of solution
quality, but it is not scalable, and effectively impractical to apply in the real world. Worse case, the
number of variables in the ILP is O(|V||R|2) – which results in 27 - 216 million variables, given
that every time-step we have approximately 300 - 600 requests, and as many taxis – and the number
of constraints is |V| + |R |. The latter make hard to even compute the initial greedy solution in
real-time. The authors of [3] circumvent this problem by enforcing delay constraints, but in our
modeling every algorithm has to serve all requests, resulting in a prohibited large ILP. We use
IBM-CPLEX [16] to solve the resulting ILPs.
3.2.13 Baseline: Single Ride. Uses MWM to schedule the serving of single rides to taxis (there
is no ridesharing, i.e., we omit step (a) of the DRSFR problem).
3.2.14 Baseline: Random. Makes randommatches, provided that the edgeweight is non-negative.
While our evaluation contains many recently proposed algorithms for matching, the observant
reader might notice that, with the exception of k-taxi, our k-server algorithms are from the classical
literature. We did consider more recent k-server algorithms (e.g., [7, 29, 48]), but their complexity
turns out to be prohibitive. This is mainly because they proceed via an ‘online rounding’ of an
LP-relaxation of the problem, which maintains a variable for every (time-step, point in the metric
space) pair. Even for one hour (3600 time-steps) and only for our discretization of Manhattan (5018
nodes), we need more than 18 million variables (230 million for NYC).
4 DYNAMIC VEHICLE RELOCATION
The aim of any relocation strategy is to improve the spatial allocation of supply. Serving requests
redistributes the taxis, resulting in an inefficient allocation. One can assume a ‘lazy’ approach,
relocating vehicles only to serve requests. While this minimizes the cost of serving a request (e.g.,
distance driven, fuel, etc.), it results in sub-optimal QoS. Improving the QoS (especially the time to
pick-up, since it highly correlates to passenger satisfaction, see Section 2.1.2) plays a crucial role in
the growth of a company. The goal then is to:
Improve the QoS metrics, while minimizing the excess distance driven.
There are two ways to enforce relocation: passive, and active. Ridesharing platforms, like Uber
and Lyft, have implemented market-driven pricing as a passive form of relocation. Counterfactual
analysis performed in [20] shows that implementing pricing rules can result in daily net surplus
gains of up to 232000 and 93000 additional daily taxi-passenger matches. While the gains are
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Fig. 3. Percentage of similar trips per hour in Manhattan, January 15, 2016 (blue line). Mean value = 13.3%
(yellow line).
substantial, the market might be slow to adapt, and drivers and passengers do not always follow
equilibrium policies. Contrary to that, our approach is active, in the sense that we directly enforce
relocation. Moreover, we adopt a more anthropocentric approach: in our setting, the demand is fixed,
thus the goal is not to increase revenue as a result of serving more rides, but rather to improve the
QoS11.
There are many ways to approach dynamic relocation (part (c) of the DRSFR problem). High
Capacity [3] solves an ILP, which could reach high quality results, but it is not scalable nor practical.
Ideally, we would like a solution that can run on-device. The k-server algorithms perform an implicit
relocation, yet they are primarily developed for adversarial scenarios, and do not utilize the plethora
of historic data12. In reality, requests follow patterns that emerge due to human habituality (e.g.,
during the first half of the day in Manhattan, there are many more drop-offs in Midtown compared
to pickups [20]). Density based clustering [70] is a natural approach, yet, due to the vast number
of requests, the only discernible clusters were of large regions (Manhattan, Bronx, Staten Island,
Brooklyn, or Queens), which does not allow for fine-grained relocation. Given the high density of
the requests, and the low frictions of the taxis (i.e., taxis remain free for relocation only for a short
time window), we opted for a simple, fine-grained, matching approach. As a matter of fact, we
tried zone based relocation (generating zones based on historical data using the OPTICS clustering
algorithm [70], or using pre-defined clusters based on population density according to the NYC
census data13), but achieved significantly inferior results.
4.1 Patterns in Customer Requests
To confirm the existence of transportation patterns, we performed the following analysis: For each
request r on January 1514, we searched the past three days for requests r ′ such that |tr − tr ′ | ≤ 10,
δ (sr , sr ′) ≤ 250, and δ (dr ,dr ′) ≤ 250. The results are depicted in Figure 3. On average, 13.3% of the
trips are repeated across all three previous days, peaking at 43.7% on rush hours (e.g., 6-8 in the
morning).
4.2 Proposed Approach
We propose a fine-grained, weighted matching relocation, which is plug-and-play and can be
combined with any algorithm for steps (a) and (b). Given the existence of transportation patterns,
we use the history to predict a set of expected future requests. Specifically, let D, and T be the
11Decreased delays can also in turn improve revenue by serving more requests in a fixed time window.
12NYC TLC has been proving data on yellow taxi trips since 2009.
13https://guides.newman.baruch.cuny.edu/nyc_data/nbhoods
14January 15, 2016 was selected as a representative date for our simulations since it is not a holiday, and it is a Friday thus
sampling for past requests results in a representative pattern (contrary to sampling on a weekend for example).
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Table 1. Employed algorithms for each step of the DRSFR problem.
Step (a) Step (b) Step (c)
MaximumWeight Matching (MWM) MWM MWM MWM/ALMA/Greedy
ALtruistic MAtching Heuristic (ALMA) [28] ALMA ALMA ALMA
Greedy Greedy Greedy Greedy
Approximation (Appr) [11] Appr Appr -
Postponed Greedy (PG) [5] PG MWM -
Greedy Dual (GD) [15] GD MWM -
Balance (Bal) [53] MWM Bal -
Harmonic (Har) [57] MWM Har -
Double Coverage (DC) [23] MWM DC -
Work Function (WFA) [25, 47] MWM WFA -
k-Taxi [26] MWM k-Taxi -
High Capacity (HC) [3] HC HC (HC)
sampling windows, in days and minutes respectively (we used D = 3, and T = 2). Let t denote the
current time-step. The set of past requests on our sampling window is Rpast = {r : tr − t ≤ T }, as
long as r appeared at most D number of days prior to t . The set of expected future requests Rfuture
is generated by sampling from Rpast. Relocation is performed in a just-in-time manner, every time
the set of idle vehicles is not empty. We generate similar matching graphs as in Section 3.2, and
then we proceed to match requests to shared rides, and rides to idle taxis. The difference being
that now the set of nodes of Ga is Rfuture ∪ Rt . Finally, each idle taxi starts moving towards the
source of its match (given that these are expected rides, the source is picked at random between
the sources of the two requests composing the ride).
We use theMWM,ALMA, andGreedy algorithms for the weighted matching. It is worth noting
that we evaluated different approaches for the edge weights of Gb (ride – taxi matching). The best
performing one in our scenario was the inverse of the distance, which makes sense given that we
want to improve QoS, while minimizing the extra distance driven. Yet, depending on objectives, one
might use different weights (e.g., the expected profit).
Table 1 presents all of the evaluated algorithms, subdivided into the three parts of the DRSFR
problem. For example, k-Server algorithms can not solve step (a), thus we use the best performing
algorithm for step (a), i.e., MWM. Similarly for PG, and GD for step (b).
5 SIMULATION RESULTS
In this section we present the results of our evaluation. For every metric we report the average
value out of 8 runs. In this section we shortly detail only the most relevant results. Please refer
to Section A.1 of the appendix for the complete results including larger test-cases on the broader
NYC area and omitted metrics, standard deviation values, algorithms (e.g., WFA, and HC had to be
evaluated in smaller test-cases), etc.
We first present our results on one hour, and base number (see Section 2.2.2) of taxis (Figure 4).
Then we show that the results are robust at a larger time-scale (one day, Figure 5), and varying
number of vehicles (2138 - 12828, Figure 6). Finally we present results on the step (c) of the DRSFR
problem: dynamic relocation (Table 2, Figure 7).
Distance Driven: In the small test-case (Figure 4a) MWM performs the best, followed by Bal (+7%).
ALMA comes second (+19%), and then Greedy (+21%). The high performance of Bal in this metric
is because it uses MWM for step (a), which has a more significant impact on the distance driven.
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(a) Distance Driven (m) (b) Elapsed Time (ns) (c) Time to Pick-up (s) (d) Delay (s)
Fig. 4. January 15, 2016 – 08:00 - 09:00 – Manhattan – #Taxis = 4276 (base number).
(a) Distance Driven (m) (b) Driver Profit ($) (c) Frictions (s) (d) Delay (s)
Fig. 5. January 15, 2016 – 00:00 - 23:59 (full day) – Manhattan – #Taxis = 5081 (base number).
(a) Distance Driven (m) (b) Time to Pick-up (s) (c) Delay (s) (d) Cumulative Delay (s)
Fig. 6. January 15, 2016 – 08:00 - 09:00 – Manhattan – #Taxis = {2138, 3207, 4276, 8552, 12828}.
Similar results are observed for the whole day (Figure 5a), with Bal, ALMA, and Greedy achieving
+4%, +18%, and +22% compared to MWM, respectively. Figure 6a shows that as we decrease the
number of taxis, Bal loses its advantage, Greedy is pulling away from ALMA (9%worse than ALMA),
while ALMA closes the gap to MWM (+17%).
Complexity: To estimate the complexity, we measured the elapsed time of each algorithm. Greedy
is the fastest one (Figure 4b), closely followed by Har, Bal, and ALMA. ALMA is inherently decen-
tralized. The red overlay denotes the parallel time for ALMA, which is 2.5 orders of magnitude
faster than Greedy.
Time to Pick-up: MWM exhibits exceptionally low time to pick-up (Figure 4c), lower than the
single ride baseline. ALMA, Greedy, and Bal have +69%, +76%, and +33% compared to MWM,
respectively. As before, Figure 6b shows that as we decrease the number of taxis, Bal loses its
advantage, and Greedy is pulling further away from ALMA. Note that to improve visualization, we
removed DC’s pick-up time as it was one order of magnitude larger than Appr.
Delay: PG exhibits the lowest delay (Figure 4d), but this is because it makes 26% fewer shared rides
than the rest of the high performing algorithms. ALMA has the smallest delay (−13% compared
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to MWM), with Greedy following at −1%, while Bal has +63% (both compared to MWM). As the
number of taxis decrease (Figure 6c), ALMA’s gains increase further (−22% compared to MWM).
Figure 6d depicts the cumulative delay, which is the sum of all delays described in Section 2.1.2,
namely the time to pair, time to pair with taxi, time to pick-up, and delay. An interesting observation
is that reducing the fleet size from 12828 (×3.0 of the base number) to just 3207 (×0.75 of the base
number) vehicles (75% reduction) results in only approximately 2 minutes of additional delay. This
goes to show the great potential for efficiency gains such technologies have to offer.
Profit & Frictions: Contrary to their performance in QoS metrics, GD, and Appr achieve the
highest driver profit, 12% and 8% higher than MWM, respectively (although the low QoS and
increased distance driven suggest low quality matchings, which can explain the higher revenue,
yet deems them undesirable). Bal, and Har follow with +2 − 3%. ALMA and Greedy achieve the
similar profit to MWM. PG exhibits significantly worse results (−13%), due to the lower number of
shared rides it matches.
Small differences in driver profit can have a significant impact on the platform’s profit. There
are 13587 taxis in NYC5, 67 − 85% of which are on the road at one time (i.e., 9103 - 11549 taxis). The
additional 2% profit of Bal translates to $32.3 additional revenue in a day. Multiplied by the total
number of taxis, and assuming that the platform keeps 25% as commission3, this results in $73506 -
$93258 additional revenue per day for the platform.
Figure 5b also depicts the maximum (red dot), and minimum (green dot) value of a driver’s profit.
Closer to the mean maximum value suggests a fairer algorithm for the drivers. Moreover, it is
worth noting that the minimum value for all the algorithms is zero, meaning that there are taxis
which remain unutilized (in spite of the fact that the number of taxis – in this scenario 5081 – is
considerably lower than the current fleet size of yellow taxis).
Finally, Figure 5c shows the driver frictions. Just like with the profit, k-server algorithms seem to
outperform matching algorithms by far. Compared to MWM, Bal and Har achieve a 97% decrease,
while ALMA and Greedy achieve a 31%, and 23% decrease respectively. Given that we have a fixed
supply, lower frictions indicate a more even distribution of rides amongst taxis.
Time to Pair with Taxi & Number of Shared Rides: Excluding the test-case with the smallest
taxi fleet (×0.5 the base number), the time to pair with taxi was zero, or close to zero, for all
the evaluated algorithms. The latter comes to show the potential for efficiency gains and better
utilization of resources using smart technologies. The number of shared rides is approximately
the same for all the employed algorithms, with notable exception the PG which makes 26% fewer
shared rides.
5.0.1 MWM vs. Greedy Approaches: MWM seems to perform the best in the total distance
driven, and the QoSmetrics, which is reasonable since it makes optimal matches amongst passengers.
Yet, MWM is hard to scale and requires a centralized solution. Greedy approaches are appealing15,
not only due to their low complexity, but also because real-time constraints dictate short planning
windows which would potentially diminish the benefit of batch optimization solutions compared
to myopic approaches [69].
5.0.2 ALMA vs. Greedy Approaches: ALMA was inherently developed for multi-agent appli-
cations. Agents make decisions locally, using completely uncoupled learning rules, and require
only a 1-bit partial feedback [28], making it an ideal candidate for an on-device implementation.
This is fundamentally different than a decentralized implementation of the Greedy algorithm for
example. Even in decentralized algorithms, the number of communication rounds required grows
15[69] reports that GrabShare’s scheduling component has used an entirely greedy approach to allocate bookings to drivers.
Lyft also started with a greedy system [18].
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Table 2. Relocation Gains.
MWM ALMA Greedy
Time to Pick-up -48.95% -55.18% -55.03%
Time to Pick-up SD -52.97% -58.22% -58.21%
Delay -15.95% -17.79% -17.73%
Delay SD -19.25% -20.96% -20.98%
Cumulative Delay -38.37% -43.23% -43.11%
Total Distance 5.48% 6.25% 6.24%
Fig. 7. Time to Pick-up (s) – End-To-End Solution
January 15, 2016 – 00:00 - 23:59 – Manhattan – #Taxis = 5081
than 50% (e.g., ALMA decreases the pick-up time by 55%, and its standard deviation (SD) by 58%),
while increasing the driving distance by only 6%. The cumulative delay is decreased by 43%. Recall
that the proposed approach is plug-and-play and can be combined with any algorithm for steps (a)
and (b) of the DRSFR problem. Table 2 uses MWM for steps (a) - (b). This provides the evaluated
algorithms with a common ground, and allows for fair comparison focused only on the relocation
part.
As a final step, we evaluate end-to-end solutions, using MWM, ALMA, and Greedy to solve all
three of the steps of the DRSFR problem. Figure 7 depicts the time to pick-up (error bars denote one
SD of uncertainty), a metric highly correlated to passenger satisfaction level [16, 53]. We compare
against the single ride base line (see Section 3.2.13). Once more, the proposed relocation scheme
results in radical improvements, as the time to pick-up drops (compared to the single ride) from
+14.09% to −41.76% for MWM, from +74.14% to −9.33% for ALMA, and finally, from +86.10% to
−7.97% for Greedy. The latter comes to show that utilizing a simple relocation scheme can eliminate
the negative effects of ridesharing on the QoS metrics.
6 CONCLUSION
The next technological revolution will be interwoven to the proliferation of intelligent systems. As
we bridge the gap between physical and cyber worlds, we will give rise to decentralized, multi-agent
based technologies, ideally run on-device. In this paper, we show that a recently proposed heuristic
(ALMA), which exhibits such properties, offers an efficient, end-to-end solution for the Dynamic
Ridesharing, and Fleet Relocation problem.
Table 2. Relocation Gains. Fig. 7. Time to Pick-up (s) – End-To-End Solution.
+R in the x-axis labels indicates the use of relocation.
January 15, 2016 – 00:00 - 23:59 – Manhattan – #Taxis = 5081.
with the size of the problem. However, in practice the real-time constraints impose a limit on the
number of rounds, and thus on the size of the problem that can be solved within them. In fact,
ALMA is of a greedy nature as well, albeit it utilizes a more intelligent backing-off scheme, thus
there are scenarios where ALMA significantly outperforms the greedy, as proven by the simulation
results. For example, in more challenging scenarios (smaller taxi fleet, or potentially different types
of taxis) the smarter back off mechanism results in a more profound difference.
5.1 Relocation
A crucial trade-off of any relocation scheme is improving the QoS metrics, while minimizing the
excess distance driven. Table 2 shows that our proposed scheme successfully balances this trade-off.
In particular, ALMA – the best performing overall – radically improves the QoS metrics by more
than 50% (e.g., ALMA decreases the pick-up time by 55%, and its standard deviation (SD) by 58%),
while increasing the driving distance by only 6%. The cumulative delay is decreased by 43%. Recall
that the proposed approach is plug-and-play and can be combined with any algorithm for steps (a)
and (b) of the DRSFR problem. In this case, Table 2 uses MWM for steps (a) - (b). This provides the
evaluated algorithms with a common ground, and allows for fair comparison focused only on the
relocation part.
As a final step, we evaluate end-to-end solutions, using MWM, ALMA, and Greedy to solve all
three of the steps of the DRSFR problem. Figure 7 depicts the time to pick-up (error bars denote one
SD of uncertainty), a metric highly correlated to passenger satisfaction level [19, 67]. We compare
against the single ride baseline (see Section 3.2.13). Once more, the proposed relocation scheme
results in radical improvements, as the time to pick-up drops (compared to the single ride) from
+14.09% to −41.76% for MWM, from +74.14% to −9.33% for ALMA, and finally, from +86.10% to
−7.97% for Greedy. Th latter comes to how that utilizing a simple relocation scheme can eliminate
the negative effects of ridesharing on the QoS metrics.
6 CONCLUSION
The next technological revolution will be interwoven to the proliferation of intelligent systems. As
we bridge the gap between physical and cyber worlds, we will give rise to decentralized, multi-agent
based technologies, ideally run on-device. To gain insight into the problem, it is highly important
to evaluate a diverse set of candidate solutions in settings designed to closely resemble reality.
In this work, we focused on the key algorithmic components of the Dynamic Ridesharing and
Fleet Relocation problem. To the best of our knowledge, our evaluation setting is one of the largest
and most comprehensive to date. Our findings provide a clear-cut recommendation to ridesharing
platforms, and validates the capacity for deployment of our proposed approach. As a highlight of
our paper, we show that a recently proposed heuristic (ALMA), which exhibits the aforementioned
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desired properties, offers an efficient, end-to-end solution for the Dynamic Ridesharing and Fleet
Relocation problem.
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A APPENDIX
A.1 Simulation Results in Detail
In this section we present in detail the results of our evaluation of Section 5 including, but not
limited to, larger test-cases (broader NYC area), and the omitted algorithms, graphs, and tables. For
every metric we report the average value out of 8 runs. The dataset was cleaned to remove requests
with travel time shorter than one minute, or invalid geo-locations (e.g., outside Manhattan, Bronx,
Staten Island, Brooklyn, or Queens).
Section A.2 08:00 - 09:00 – Manhattan: We begin with our small test-case: one hour (08:00 -
09:00), base number of taxis (i.e., 4276, see Section 2.2.2), limited to Manhattan. Figure 8, and Table
2 depict all the evaluated metrics, while the latter also includes the standard deviation of each value.
Finally, Table 3 presents the relative difference (percentage of gain or loss) compared to MWM
(first line of the table). In what follows, we will adhere to the same pattern, i.e., presenting two
tables for the same evaluation, one containing the absolute values, and one presenting the relative
difference compared to the algorithm in the first line of the table. We were able to run most of the
algorithms in this test-case, except for WFA which we run only for {×0.5,×0.75} the base number
of taxis, and HC which is so computationally heavy, that we had to run a separate test-case of only
10 minutes (see Section A.6).
Offline algorithms (e.g., MWM, ALMA, Greedy) can be run either in a just-in-time (JiT) manner
– i.e., when a request becomes critical – or in batches. The following two tables (Tables 4, and 5)
evaluate the performance of each algorithm for each option. Given that our dataset has granularity
of one minute, we run in batches of one, and two minutes. Moreover, due to the large number
of requests, at least one request turns critical in every time-step. Thus, JiT and in batches of one
minute produced the exact same results. To allow for the evaluation of every algorithm (except HC),
we run the evaluation in a smaller scale, i.e., 2138 taxis ({×0.5} the base number of taxis). These
tables also include the results for the WFA algorithm. Every other result presented in this paper
assumes the best performing option for each of the algorithms (usually batch size of two minutes).
Finally, Figure 9 shows that our results are robust to a varying number of vehicles (2138 - 12828).
Section A.3 00:00 - 23:59 (full day) – Manhattan: We continue to show that the results are
robust to a larger time-scale. As before, Figure 10, and Tables 6, and 7 depict all the evaluated
metrics.
Sections A.4 08:00 - 09:00, and A.5 00:00 - 23:59 (full day) – Broader NYC Area: In the
following two sections, we show that our results are robust to larger geographic areas, specifically
in the broader NYC Area, including Manhattan, Bronx, Staten Island, Brooklyn, and Queens. Figure
11, and Tables 8, and 9, and Figure 12, and Tables 10, and 11 depict all the evaluated metrics, for
one hour, and one day respectively.
Section A.6 08:00 - 08:10 – Manhattan: This is a limited test-case aimed to evaluate the HC
algorithm, due to its high computational complexity. Figure 13, and Tables 12, and 13 depict all the
evaluated metrics.
Section A.7 Dynamic Vehicle Relocation – 00:00 - 23:59 (full day) – Manhattan: In this
section, we present results on the step (c) of the DRSFR problem: dynamic relocation. We fix an
algorithm for steps (a), and (b) – specifically MWM – to allow for a common ground and a fair
comparison, focused only on the relocation part. Figure 14, and Tables 14, and 15 depict all the
evaluated metrics.
Section A.8 End-To-End Solution – 00:00 - 23:59 (full day) – Manhattan: As a final step, we
evaluate end-to-end solutions, using MWM, ALMA, and Greedy to solve all three of the steps of
the DRSFR problem. Figure 15, and Tables 16, and 17 present all the evaluated metrics.
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A.2 08:00 - 09:00 – Manhattan
(a) Total Distance Driven
(m)
(b) Elapsed Time (ns)
[LOG]
(c) Time to Pair (s) (d) Time to Pair with Taxi
(s)
(e) Time to Pick-up (s) (f) Delay (s) (g) Cumulative Delay (s) (h) Driver Profit ($)
(i) Number of Shared Rides (j) Frictions (s)
Fig. 8. January 15, 2016 – 08:00 - 09:00 – Manhattan – #Taxis = 4276 (base number).
Table 2. January 15, 2016 – 08:00 - 09:00 – Manhattan – #Taxis = 4276 (base number).
Distance
Driven (m) SD
Elapsed
Time (ns) SD
Time to
Pair (s) SD
Time to Pair
with Taxi (s) SD
Time to
Pick-up (s) SD Delay (s) SD
Cumulative
Delay (s)
Driver
Profit ($) SD
Number of
Shared Rides SD Frictions (s) SD
MWM 4.76E+07 0.00E+00 1.54E+12 0.00E+00 32.05 30.90 0.00 0.00 122.78 146.36 28.56 76.94 183.39 92.42 59.75 9.54E+03 0.00 232.30 420.13
ALMA 5.67E+07 1.14E+05 8.09E+10 4.36E+09 31.95 30.99 0.00 0.00 206.93 246.41 24.79 77.61 263.67 91.65 53.22 9.61E+03 10.46 206.59 387.78
Greedy 5.77E+07 8.97E+04 4.37E+10 2.73E+09 32.16 31.02 0.00 0.00 215.82 249.18 28.19 79.89 276.17 92.05 52.55 9.55E+03 18.52 200.17 381.71
Appr 7.90E+07 0.00E+00 1.06E+12 0.00E+00 30.29 30.19 0.00 0.00 580.48 427.45 71.13 133.34 681.90 98.89 40.52 1.00E+04 0.00 203.84 315.85
PG 6.27E+07 1.05E+05 8.55E+11 2.18E+10 59.69 43.21 0.00 0.00 219.16 282.64 13.77 61.12 292.62 80.08 45.69 7.11E+03 28.92 190.24 384.91
GD 6.62E+07 0.00E+00 7.54E+12 9.01E+10 52.91 32.09 14.67 18.27 225.96 267.47 143.82 313.95 437.36 103.65 56.84 9.01E+03 0.00 166.78 348.97
Bal 5.11E+07 5.16E+04 4.60E+10 2.09E+09 32.05 30.89 0.00 0.00 163.20 156.45 46.67 120.62 241.91 94.98 30.95 9.54E+03 0.00 621.14 490.55
Har 7.61E+07 2.47E+05 4.28E+10 2.41E+09 32.05 30.89 0.00 0.00 540.38 479.35 50.84 129.03 623.27 95.18 41.59 9.54E+03 0.00 279.55 282.88
DC 1.23E+08 5.41E+06 1.79E+13 1.05E+12 32.05 30.89 0.00 0.00 0.00 10458.42 52.29 125.51 6051.60 96.94 196.20 9.54E+03 0.00 133.54 349.94
k-Taxi 5.97E+07 2.31E+05 5.23E+13 3.00E+12 32.05 30.89 0.00 0.00 288.89 372.65 47.09 120.88 368.02 94.90 62.00 9.54E+03 0.00 188.68 343.92
Single 8.51E+07 0.00E+00 8.12E+11 0.00E+00 0.00 0.00 0.02 1.04 133.36 201.19 0.00 0.00 133.38 24.88 7.30 0.00E+00 0.00 119.80 291.01
Table 3. January 15, 2016 – 08:00 - 09:00 – Manhattan – #Taxis = 4276 (base number). Each column presents
the relative difference compared to the first line, i.e., the MWM (algorithm - MWM) / MWM, for each metric.
Distance
Driven (m) SD
Elapsed
Time (ns) SD
Time to
Pair (s) SD
Time to Pair
with Taxi (s) SD
Time to
Pick-up (s) SD Delay (s) SD
Cumulative
Delay (s)
Driver
Profit ($) SD
Number of
Shared Rides SD Frictions (s) SD
MWM 0.00% – 0.00% – 0.00% 0.00% – – 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% – 0.00% 0.00%
ALMA 19.15% – -94.75% – -0.29% 0.30% – – 68.54% 68.36% -13.19% 0.88% 43.78% -0.84% -10.93% 0.72% – -11.07% -7.70%
Greedy 21.24% – -97.16% – 0.35% 0.40% – – 75.78% 70.25% -1.30% 3.84% 50.59% -0.41% -12.06% 0.08% – -13.83% -9.14%
Appr 65.95% – -30.85% – -5.47% -2.28% – – 372.79% 192.06% 149.01% 73.30% 271.83% 6.99% -32.18% 4.81% – -12.25% -24.82%
PG 31.69% – -44.50% – 86.27% 39.86% – – 78.51% 93.12% -51.81% -20.56% 59.57% -13.35% -23.54% -25.48% – -18.10% -8.38%
GD 39.03% – 389.79% – 65.11% 3.87% – – 84.04% 82.75% 403.50% 308.04% 138.49% 12.15% -4.87% -5.63% – -28.21% -16.94%
Bal 7.41% – -97.01% – 0.00% 0.00% – – 32.92% 6.90% 63.39% 56.77% 31.91% 2.76% -48.19% 0.00% – 167.39% 16.76%
Har 59.98% – -97.22% – 0.00% 0.00% – – 340.13% 227.52% 78.00% 67.70% 239.87% 2.98% -30.39% 0.00% – 20.34% -32.67%
DC 158.13% – 1061.10% – 0.00% 0.00% – – -100.00% 7045.82% 83.09% 63.13% 3199.91% 4.88% 228.37% 0.00% – -42.51% -16.71%
k-Taxi 25.48% – 3293.85% – 0.00% 0.00% – – 135.29% 154.62% 64.85% 57.11% 100.68% 2.68% 3.76% 0.00% – -18.78% -18.14%
Single 78.81% – -47.28% – -100.00% -100.00% – – 8.62% 37.46% -100.00% -100.00% -27.27% -73.08% -87.78% -100.00% – -48.43% -30.73%
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(a) Total Distance Driven
(m)
(b) Elapsed Time (ns)
[LOG]
(c) Time to Pair (s) (d) Time to Pair with Taxi
(s)
(e) Time to Pick-up (s) (f) Delay (s) (g) Cumulative Delay (s) (h) Driver Profit ($)
(i) Number of Shared Rides (j) Frictions (s)
Fig. 9. January 15, 2016 – 08:00 - 09:00 – Manhattan – Varying #Taxis = {2138, 3207, 4276, 8552, 12828}.
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A.3 00:00 - 23:59 (full day) – Manhattan
(a) Total Distance Driven
(m)
(b) Elapsed Time (ns)
[LOG]
(c) Time to Pair (s) (d) Time to Pair with Taxi
(s)
(e) Time to Pick-up (s) (f) Delay (s) (g) Cumulative Delay (s) (h) Driver Profit ($)
(i) Number of Shared Rides (j) Frictions (s)
Fig. 10. January 15, 2016 – 00:00 - 23:59 (full day) – Manhattan – #Taxis = 5081 (base number).
Table 6. January 15, 2016 – 00:00 - 23:59 (full day) – Manhattan – #Taxis = 5081 (base number).
Distance
Driven (m) SD
Elapsed
Time (ns) SD
Time to
Pair (s) SD
Time to Pair
with Taxi (s) SD
Time to
Pick-up (s) SD Delay (s) SD
Cumulative
Delay (s)
Driver
Profit ($) SD
Number of
Shared Rides SD Frictions (s) SD
MWM 9.45E+08 0.00E+00 3.48E+13 0.00E+00 32.10 30.84 0.00 0.00 184.55 274.34 32.14 87.69 248.79 1420.37 895.19 1.67E+05 0.00 4127.47 10597.84
ALMA 1.12E+09 2.73E+05 5.42E+12 3.31E+11 31.98 31.01 0.00 0.00 281.70 405.36 27.32 86.78 341.00 1406.70 736.46 1.68E+05 29.39 3047.45 7264.56
Greedy 1.15E+09 5.93E+05 3.30E+12 3.86E+11 32.18 31.05 0.00 0.00 301.04 407.70 31.93 90.56 365.15 1414.66 719.44 1.67E+05 26.29 3242.70 8167.00
Appr 1.48E+09 0.00E+00 2.37E+13 0.00E+00 30.14 30.18 0.00 0.00 624.13 473.31 82.75 156.13 737.02 1536.97 478.35 1.76E+05 0.00 2421.75 4505.68
PG 1.22E+09 4.64E+05 2.39E+13 1.50E+12 58.58 42.99 0.00 0.00 290.18 431.80 17.16 84.29 365.91 1234.17 603.66 1.26E+05 95.74 3044.98 8561.98
Bal 9.85E+08 2.42E+05 2.56E+12 1.39E+11 32.10 30.84 0.00 0.00 201.85 225.85 47.51 126.16 281.47 1452.66 107.31 1.67E+05 0.00 1516.33 221.62
Har 1.43E+09 1.46E+06 2.34E+12 3.85E+11 32.10 30.84 0.00 0.00 584.05 533.66 53.08 132.72 669.23 1458.51 187.05 1.67E+05 0.00 1106.16 246.76
Single 1.60E+09 0.00E+00 2.54E+13 0.00E+00 0.00 0.00 5.59 99.05 161.77 355.37 0.00 0.00 167.36 376.90 116.72 0.00E+00 0.00 756.43 1216.88
Table 7. January 15, 2016 – 00:00 - 23:59 (full day) – Manhattan – #Taxis = 5081 (base number). Each column
presents the relative difference compared to the first line, i.e., the MWM (algorithm - MWM) / MWM, for
each metric.
Distance
Driven (m) SD
Elapsed
Time (ns) SD
Time to
Pair (s) SD
Time to Pair
with Taxi (s) SD
Time to
Pick-up (s) SD Delay (s) SD
Cumulative
Delay (s)
Driver
Profit ($) SD
Number of
Shared Rides SD Frictions (s) SD
MWM 0.00% – 0.00% – 0.00% 0.00% – – 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% – 0.00% 0.00%
ALMA 18.29% – -84.43% – -0.39% 0.56% – – 52.64% 47.76% -15.00% -1.04% 37.06% -0.96% -17.73% 1.08% – -26.17% -31.45%
Greedy 21.92% – -90.52% – 0.23% 0.68% – – 63.12% 48.61% -0.65% 3.27% 46.77% -0.40% -19.63% 0.41% – -21.44% -22.94%
Appr 57.08% – -32.07% – -6.12% -2.16% – – 238.19% 72.53% 157.50% 78.05% 196.24% 8.21% -46.56% 5.69% – -41.33% -57.48%
PG 29.57% – -31.48% – 82.46% 39.38% – – 57.23% 57.40% -46.61% -3.87% 47.08% -13.11% -32.57% -24.49% – -26.23% -19.21%
Bal 4.24% – -92.64% – 0.00% 0.00% – – 9.37% -17.67% 47.85% 43.87% 13.13% 2.27% -88.01% 0.00% – -63.26% -97.91%
Har 51.67% – -93.28% – 0.00% 0.00% – – 216.47% 94.53% 65.19% 51.36% 168.99% 2.68% -79.10% 0.00% – -73.20% -97.67%
Single 69.00% – -27.23% – -100.00% -100.00% – – -12.35% 29.54% -100.00% -100.00% -32.73% -73.46% -86.96% -100.00% – -81.67% -88.52%
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A.4 08:00 - 09:00 – Broader NYC Area (Manhattan, Bronx, Staten Island, Brooklyn,
Queens)
(a) Total Distance Driven
(m)
(b) Elapsed Time (ns)
[LOG]
(c) Time to Pair (s) (d) Time to Pair with Taxi
(s)
(e) Time to Pick-up (s) (f) Delay (s) (g) Cumulative Delay (s) (h) Driver Profit ($)
(i) Number of Shared Rides (j) Frictions (s)
Fig. 11. January 15, 2016 – 08:00 - 09:00 – Broader NYC Area – #Taxis = 4972 (base number).
Table 8. January 15, 2016 – 08:00 - 09:00 – Broader NYC Area – #Taxis = 4972 (base number).
Distance
Driven (m) SD
Elapsed
Time (ns) SD
Time to
Pair (s) SD
Time to Pair
with Taxi (s) SD
Time to
Pick-up (s) SD Delay (s) SD
Cumulative
Delay (s)
Driver
Profit ($) SD
Number of
Shared Rides SD Frictions (s) SD
MWM 6.48E+07 0.00E+00 1.81E+12 0.00E+00 32.34 31.34 0.00 0.00 164.59 401.29 33.01 104.44 229.94 104.67 81.54 1.02E+04 0.00 219.19 415.07
ALMA 7.86E+07 2.48E+05 9.61E+10 1.02E+10 32.09 31.32 0.00 0.00 287.93 646.99 29.55 167.88 349.58 104.13 72.74 1.03E+04 5.88 191.41 379.85
Greedy 8.18E+07 2.96E+05 4.88E+10 7.00E+09 32.32 31.40 0.00 0.00 317.48 720.24 34.73 170.53 384.53 104.68 69.88 1.02E+04 12.28 185.35 374.04
Bal 7.22E+07 1.15E+05 3.09E+10 6.01E+09 5.49 18.97 0.00 0.00 234.85 428.34 67.79 219.01 308.14 109.57 65.24 1.03E+04 0.00 571.11 516.22
Single 1.20E+08 0.00E+00 1.03E+12 0.00E+00 0.00 0.00 10.44 83.19 212.61 577.74 0.00 0.00 223.06 26.37 9.21 0.00E+00 0.00 85.07 211.52
Table 9. January 15, 2016 – 08:00 - 09:00 – Broader NYC Area – #Taxis = 4972 (base number). Each column
presents the relative difference compared to the first line, i.e., the MWM (algorithm - MWM) / MWM, for
each metric.
Distance
Driven (m) SD
Elapsed
Time (ns) SD
Time to
Pair (s) SD
Time to Pair
with Taxi (s) SD
Time to
Pick-up (s) SD Delay (s) SD
Cumulative
Delay (s)
Driver
Profit ($) SD
Number of
Shared Rides SD Frictions (s) SD
MWM 0.00% – 0.00% – 0.00% 0.00% – – 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% – 0.00% 0.00%
ALMA 21.37% – -94.68% – -0.75% -0.08% – – 74.94% 61.23% -10.48% 60.74% 52.03% -0.52% -10.79% 1.02% – -12.67% -8.49%
Greedy 26.34% – -97.30% – -0.04% 0.20% – – 92.90% 79.48% 5.20% 63.27% 67.24% 0.01% -14.31% 0.42% – -15.44% -9.88%
Bal 11.44% – -98.29% – -83.01% -39.48% – – 42.69% 6.74% 105.35% 109.70% 34.01% 4.68% -20.00% 1.77% – 160.56% 24.37%
Single 84.67% – -42.94% – -100.00% -100.00% – – 29.18% 43.97% -100.00% -100.00% -2.99% -74.80% -88.71% -100.00% – -61.19% -49.04%
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A.5 00:00 - 23:59 (full day) – Broader NYC Area (Manhattan, Bronx, Staten Island,
Brooklyn,Queens)
(a) Total Distance Driven
(m)
(b) Elapsed Time (ns)
[LOG]
(c) Time to Pair (s) (d) Time to Pair with Taxi
(s)
(e) Time to Pick-up (s) (f) Delay (s) (g) Cumulative Delay (s) (h) Driver Profit ($)
(i) Number of Shared Rides (j) Frictions (s)
Fig. 12. January 15, 2016 – 00:00 - 23:59 (full day) – Broader NYC Area – #Taxis = 6533 (base number).
Table 10. January 15, 2016 – 00:00 - 23:59 (full day) – Broader NYC Area – #Taxis = 6533 (base number).
Distance
Driven (m) SD
Elapsed
Time (ns) SD
Time to
Pair (s) SD
Time to Pair
with Taxi (s) SD
Time to
Pick-up (s) SD Delay (s) SD
Cumulative
Delay (s)
Driver
Profit ($) SD
Number of
Shared Rides SD Frictions (s) SD
MWM 1.45E+09 0.00E+00 4.71E+13 0.00E+00 32.26 31.24 0.00 0.00 244.90 433.03 40.01 131.68 317.17 1675.21 949.14 1.85E+05 0.00 4238.58 10671.94
ALMA 1.74E+09 5.28E+05 7.20E+12 1.37E+11 32.09 31.44 0.00 0.00 394.30 701.06 32.17 133.83 458.57 1659.01 741.69 1.88E+05 22.08 3286.78 8808.76
Greedy 1.81E+09 2.36E+06 3.92E+12 3.31E+11 32.28 31.49 0.00 0.00 427.74 750.89 37.92 137.07 497.93 1667.74 672.62 1.87E+05 16.76 3357.00 9464.19
Bal 1.57E+09 2.60E+05 2.42E+12 1.60E+11 4.97 18.17 0.00 0.00 293.91 457.48 70.17 216.02 369.04 1736.02 153.93 1.89E+05 0.00 1666.22 570.20
Single 2.55E+09 0.00E+00 3.70E+13 0.00E+00 0.00 0.00 62.85 753.27 298.52 1147.60 0.00 0.00 361.37 405.82 80.73 0.00E+00 0.00 512.34 437.98
Table 11. January 15, 2016 – 00:00 - 23:59 (full day) – Broader NYC Area – #Taxis = 6533 (base number). Each
column presents the relative difference compared to the first line, i.e., the MWM (algorithm - MWM) / MWM,
for each metric.
Distance
Driven (m) SD
Elapsed
Time (ns) SD
Time to
Pair (s) SD
Time to Pair
with Taxi (s) SD
Time to
Pick-up (s) SD Delay (s) SD
Cumulative
Delay (s)
Driver
Profit ($) SD
Number of
Shared Rides SD Frictions (s) SD
MWM 0.00% – 0.00% – 0.00% 0.00% – – 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% – 0.00% 0.00%
ALMA 20.13% – -84.69% – -0.53% 0.64% – – 61.01% 61.90% -19.59% 1.63% 44.58% -0.97% -21.86% 1.34% – -22.46% -17.46%
Greedy 25.04% – -91.66% – 0.05% 0.80% – – 74.66% 73.41% -5.22% 4.09% 56.99% -0.45% -29.13% 0.68% – -20.80% -11.32%
Bal 8.15% – -94.85% – -84.61% -41.85% – – 20.01% 5.65% 75.38% 64.05% 16.35% 3.63% -83.78% 1.83% – -60.69% -94.66%
Single 75.86% – -21.44% – -100.00% -100.00% – – 21.90% 165.02% -100.00% -100.00% 13.94% -75.78% -91.49% -100.00% – -87.91% -95.90%
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A.6 08:00 - 08:10 – Manhattan
(a) Total Distance Driven
(m)
(b) Elapsed Time (ns)
[LOG]
(c) Time to Pair (s) (d) Time to Pair with Taxi
(s)
(e) Time to Pick-up (s) (f) Delay (s) (g) Cumulative Delay (s) (h) Driver Profit ($)
(i) Number of Shared Rides (j) Frictions (s)
Fig. 13. January 15, 2016 – 08:00 - 08:10 – Manhattan – #Taxis = 2779 (base number).
Table 12. January 15, 2016 – 08:00 - 09:00 – Manhattan – #Taxis = 2779 (base number).
Distance
Driven (m) SD
Elapsed
Time (ns) SD
Time to
Pair (s) SD
Time to Pair
with Taxi (s) SD
Time to
Pick-up (s) SD Delay (s) SD
Cumulative
Delay (s)
Driver
Profit ($) SD
Number of
Shared Rides SD Frictions (s) SD
MWM 8.38E+06 0.00E+00 9.92E+10 0.00E+00 34.32 30.93 0.00 0.00 109.83 125.56 28.08 80.29 172.23 25.30 29.59 1.69E+03 0.00 9.51 31.75
ALMA 9.76E+06 6.10E+04 8.28E+09 1.93E+09 33.88 30.71 0.00 0.00 177.21 216.99 24.49 75.40 235.58 25.09 26.38 1.70E+03 9.76 5.29 22.26
Greedy 9.91E+06 1.06E+04 3.66E+09 7.61E+08 34.16 30.88 0.00 0.00 181.43 216.19 27.05 74.92 242.64 25.19 26.14 1.70E+03 7.55 5.37 21.50
HC 8.72E+06 0.00E+00 7.52E+12 0.00E+00 0.13 4.02 0.06 2.78 125.69 155.09 41.77 106.45 167.65 25.56 29.61 1.70E+03 0.00 6.45 27.19
Table 13. January 15, 2016 – 08:00 - 08:10 – Manhattan – #Taxis = 2779 (base number). Each column presents
the relative difference compared to the first line, i.e., the MWM (algorithm - MWM) / MWM, for each metric.
Distance
Driven (m) SD
Elapsed
Time (ns) SD
Time to
Pair (s) SD
Time to Pair
with Taxi (s) SD
Time to
Pick-up (s) SD Delay (s) SD
Cumulative
Delay (s)
Driver
Profit ($) SD
Number of
Shared Rides SD Frictions (s) SD
MWM 0.00% – 0.00% – 0.00% 0.00% – – 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% – 0.00% 0.00%
ALMA 16.40% – -91.65% – -1.28% -0.70% – – 61.34% 72.81% -12.80% -6.09% 36.78% -0.83% -10.87% 0.95% – -44.37% -29.90%
Greedy 18.17% – -96.31% – -0.45% -0.15% – – 65.18% 72.18% -3.67% -6.68% 40.88% -0.43% -11.65% 0.44% – -43.57% -32.29%
HC 3.98% – 7474.61% – -99.61% -87.01% – – 14.44% 23.52% 48.74% 32.59% -2.66% 1.02% 0.05% 0.47% – -32.16% -14.37%
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A.7 Dynamic Vehicle Relocation – 00:00 - 23:59 (full day) – Manhattan
(a) Total Distance Driven
(m)
(b) Time to Pair (s) (c) Time to Pick-up (s) (d) Delay (s)
(e) Cumulative Delay (s) (f) Driver Profit ($) (g) Number of Shared Rides (h) Frictions (s)
Fig. 14. Dynamic Vehicle Relocation – January 15, 2016 – 00:00 - 23:59 (full day) – Manhattan – #Taxis = 5081
(base number).
Table 14. Dynamic Vehicle Relocation – January 15, 2016 – 00:00 - 23:59 (full day) – Manhattan – #Taxis =
5081 (base number).
Distance
Driven (m) SD
Elapsed
Time (ns) SD
Time to
Pair (s) SD
Time to Pair
with Taxi (s) SD
Time to
Pick-up (s) SD Delay (s) SD
Cumulative
Delay (s)
Driver
Profit ($) SD
Number of
Shared Rides SD Frictions (s) SD
NoRel 9.45E+08 – – – 32.10 30.84 0.00 0.00 184.55 274.34 32.14 87.69 248.79 1420.37 895.19 1.67E+05 0.00 4127.47 10597.84
MWM 9.97E+08 – – – 32.10 30.84 0.00 0.00 94.21 129.01 27.01 70.81 153.33 1408.73 674.38 1.67E+05 0.00 2372.57 5366.92
ALMA 1.00E+09 – – – 32.10 30.84 0.00 0.00 82.72 114.61 26.42 69.31 141.24 1407.37 447.49 1.67E+05 0.00 1898.47 2739.70
Greedy 1.00E+09 – – – 32.10 30.84 0.00 0.00 82.99 114.65 26.44 69.29 141.53 1407.41 440.30 1.67E+05 0.00 1880.72 2962.94
Table 15. Dynamic Vehicle Relocation – January 15, 2016 – 00:00 - 23:59 (full day) – Manhattan – #Taxis =
5081 (base number). Each column presents the relative difference compared to not using relocation (algorithm
- NoRel) / NoRel, for each metric.
Distance
Driven (m) SD
Elapsed
Time (ns) SD
Time to
Pair (s) SD
Time to Pair
with Taxi (s) SD
Time to
Pick-up (s) SD Delay (s) SD
Cumulative
Delay (s)
Driver
Profit ($) SD
Number of
Shared Rides SD Frictions (s) SD
NoRel 0.00% – – – 0.00% 0.00% – – 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% – 0.00% 0.00%
MWM 5.48% – – – 0.00% 0.00% – – -48.95% -52.97% -15.95% -19.25% -38.37% -0.82% -24.67% 0.00% – -42.52% -49.36%
ALMA 6.25% – – – 0.00% 0.00% – – -55.18% -58.22% -17.79% -20.96% -43.23% -0.92% -50.01% 0.00% – -54.00% -74.15%
Greedy 6.24% – – – 0.00% 0.00% – – -55.03% -58.21% -17.73% -20.98% -43.11% -0.91% -50.81% 0.00% – -54.43% -72.04%
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A.8 End-To-End Solution – 00:00 - 23:59 (full day) – Manhattan
(a) Total Distance Driven
(m)
(b) Time to Pair (s) (c) Time to Pick-up (s) (d) Delay (s)
(e) Cumulative Delay (s) (f) Driver Profit ($) (g) Number of Shared Rides (h) Frictions (s)
Fig. 15. End-To-End Solution – January 15, 2016 – 00:00 - 23:59 (full day) – Manhattan – #Taxis = 5081 (base
number)
Table 16. End-To-End Solution – January 15, 2016 – 00:00 - 23:59 (full day) – Manhattan – #Taxis = 5081 (base
number).
Distance
Driven (m) SD
Elapsed
Time (ns) SD
Time to
Pair (s) SD
Time to Pair
with Taxi (s) SD
Time to
Pick-up (s) SD Delay (s) SD
Cumulative
Delay (s)
Driver
Profit ($) SD
Number of
Shared Rides SD Frictions (s) SD
Single 1.60E+09 – – – 0.00 0.00 5.59 99.05 161.77 355.37 0.00 0.00 167.36 376.90 116.72 0.00E+00 – 756.43 1216.88
MWM 9.45E+08 – – – 32.10 30.84 0.00 0.00 184.55 274.34 32.14 87.69 248.79 1420.37 895.19 1.67E+05 – 4127.47 10597.84
MWM+R 9.97E+08 – – – 32.10 30.84 0.00 0.00 94.21 129.01 27.01 70.81 153.33 1408.73 674.38 1.67E+05 – 2372.57 5366.92
ALMA 1.12E+09 – – – 31.98 31.01 0.00 0.00 281.70 405.36 28.02 88.30 341.70 1406.70 736.46 1.68E+05 – 3047.45 7264.56
ALMA+R 1.15E+09 – – – 32.02 31.04 0.00 0.00 146.68 210.60 23.22 70.06 201.92 1397.14 440.45 1.68E+05 – 1815.54 3295.10
Greedy 1.15E+09 – – – 32.18 31.05 0.00 0.00 301.04 407.70 32.85 92.71 366.07 1414.66 719.44 1.67E+05 – 3242.70 8167.00
Greedy+R 1.16E+09 – – – 32.17 31.02 0.00 0.00 148.88 207.00 27.46 75.18 208.52 1404.95 422.37 1.67E+05 – 1726.67 2487.20
Table 17. End-To-End Solution – January 15, 2016 – 00:00 - 23:59 (full day) – Manhattan – #Taxis = 5081 (base
number). Each column presents the relative difference compared to the Singe Ride baseline (algorithm - Singe)
/ Singe, for each metric.
Distance
Driven (m) SD
Elapsed
Time (ns) SD
Time to
Pair (s) SD
Time to Pair
with Taxi (s) SD
Time to
Pick-up (s) SD Delay (s) SD
Cumulative
Delay (s)
Driver
Profit ($) SD
Number of
Shared Rides SD Frictions (s) SD
Single 0.00% – – – – – 0.00% 0.00% 0.00% 0.00% – – 0.00% 0.00% 0.00% – – 0.00% 0.00%
MWM -40.83% – – – – – -100.00% -100.00% 14.09% -22.80% – – 48.66% 276.85% 666.95% – – 445.65% 770.90%
MWM+R -37.59% – – – – – -100.00% -100.00% -41.76% -63.70% – – -8.39% 273.76% 477.77% – – 213.66% 341.04%
ALMA -30.01% – – – – – -100.00% -100.00% 74.14% 14.07% – – 104.17% 273.23% 530.96% – – 302.88% 496.98%
ALMA+R -28.17% – – – – – -100.00% -100.00% -9.33% -40.74% – – 20.65% 270.69% 277.36% – – 140.02% 170.78%
Greedy -27.86% – – – – – -100.00% -100.00% 86.10% 14.73% – – 118.73% 275.34% 516.38% – – 328.69% 571.14%
Greedy+R -27.17% – – – – – -100.00% -100.00% -7.97% -41.75% – – 24.59% 272.76% 261.87% – – 128.27% 104.39%
