Benchmark timings are presented for the fragment molecular orbital method on a Blue Gene/P computer. Algorithmic modifications that lead to enhanced performance on the Blue Gene/P architecture include strategies for the storage of fragment density matrices by process subgroups in the global address space. The computation of the atomic forces for a system with more than 3000 atoms and 44 000 basis functions, using second order perturbation theory and an augmented and polarized double-ζ basis set, takes ∼7 min on 131 072 cores.
' INTRODUCTION
In recent years, a breakdown in Dennard's scaling 1 has prevented CPU clock speeds from increasing significantly without giving rise to punitive power and cooling requirements. Fortunately, however, Moore's law 2 has continued to apply, and this has allowed processor designers to partially mitigate for the effect of plateauing clock speeds by having multiple compute units on a chip. This is evident in the mobile processor market where low power dual core processors are common all the way through to state of the art supercomputers equipped with massively multicore processor nodes and special purpose accelerators. On the other hand, the aggregate floating point (or more general computational) performance of a chip/socket or even collection of chips/sockets in a node is expanding at a rate that is considerably greater than the speed at which data can be transferred between chips/sockets/nodes. This scenario significantly challenges the scalability of dense algebra problems, particularly the large, distributed matrix operations that are endemic in electronic structure algorithms. 3, 4 Scientific application programmers have in turn responded by seeking ways to break down a problem into manageable parts, exploiting the locality of certain properties to yield multiple levels of model scaling in a given method, as well as multiple levels of parallelism, in order to better map the computation onto the architecture. One such method in electronic structure theory is the fragment molecular orbital (FMO) 5À7 method that is the focus of the work presented here.
While there are many other fragment-based methods, 8À19 a distinctive feature of the FMO method is that the electrostatic potential (ESP) that represents the entire system is included during the calculation of the energy of each individual fragment. Further, a many-body expansion is used to account for the interfragment interactions. The FMO approach has the chief advantages of scaling nearly linearly in computation cost with the problem size, the avoidance of any empirically fitted parameters, and compatibility with all quantum chemical methods. Thus, the FMO method offers considerable flexibility to mitigate the traditional bottlenecks of quantum chemistry in terms of cost, memory, and communication bandwidth. Parallel scalability derives from the concurrent and asynchronous execution of individual fragment calculations on distinct processor subgroups, provided that even load balancing can be achieved as it has been in this work.
For parallel execution, the FMO implementation in GAMESS (General Atomic and Molecular Electronic Structure System) 20, 21 can make use of the distributed data interface (DDI), 22, 23 and its generalization to subgroups, the generalized DDI (GDDI).
24
GDDI allows processor subgroups to be created in such a way that, during an FMO calculation, they can access fragment data from other subgroups asynchronously in a "one-sided" fashion. Consequently, the FMO method is emerging as a highly effective means of harnessing modern supercomputing hardware to treat systems with thousands of atoms quantum-mechanically.
The FMO method has been applied to a broad range of large systems. Among many important examples of FMO applications are studies in protein folding 25 and drug design, 26À29 and an interface with the qualitative structureÀactivity relationship (QSAR).
30
The FMO method has also been applied to oligosaccharides, 31 zeolites, 32 nanowires, 33 and molecular clusters, in particular to the explicit treatment of solvents. 34, 35 One purpose of the present study is to demonstrate that the FMO method can make effective use of massively parallel computers that approach the petascale (i.e., the effective use of ∼100 000 or more compute cores) in both speed and resources. Second, this capability will facilitate future applications for the study of large, complex chemical problems that might otherwise be computationally intractable. Software development for massively parallel (i.e., peta and exascale) computers is frequently well behind the advances in hardware; therefore, efficient computational methods are needed to take advantage of the new computational architectures that are becoming available, as well as those that are anticipated in the near future. The FMO method discussed in the present work is one viable example of new high performance software in electronic structure theory.
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ARTICLE ' METHODS AND COMPUTATIONAL DETAILS
The FMO method has been described extensively elsewhere; 6, 7, 36 therefore, only a brief description will be given here. The basic equation to obtain the total energy of the system divided into N fragments is
where E 0 I and E 0 IJ are the internal energies of fragments I (monomers) and their pairs IJ (dimers), polarized by the ESP field of all other fragments determined self-consistently. ΔD IJ is the difference between the density of the dimer IJ and the sum of the densities of the monomers I and J; V IJ is the ESP for dimer IJ. The FMO2 level of theory includes the explicit pair corrections shown in the second and third terms of eq 1, while FMO1 corresponds to the sum over monomers in the first term of the equation. The gradient is obtained by taking the fully analytic derivative of the FMO energy, recently developed by Nagata et al. 37, 38 The FMO1 method, which was used for scalability tests in the previous papers, gives the internal energies of the fragments in the presence of the fields of all other fragments and also describes the many-body polarization, as demonstrated by the pair interaction energy decomposition analysis (PIEDA). 39 The individual fragment polarization energies E I PL can be calculated as
where E I 0 is the internal energy of fragment I (i.e., the energy computed without the field of the other fragments). All of the energies E I 0 can be calculated in a single run and used to estimate the many-body polarization in large systems.
The key to achieving high parallel efficiency is the multilevel hierarchical approach, GDDI, that has so far been limited to two levels.
24, 40 Specifically, computer nodes are divided into groups, and each group is assigned a particular fragment or fragment pair calculation to perform. The calculations within a group are performed without communication to other groups. However, at several points during the calculation some communications are required. The most important of these communications is to exchange fragment densities and to accumulate a total property, such as the energy. All workload balancing is done dynamically, at both the inter-and intragroup levels.
In general, the number of groups is chosen to balance the losses due to synchronization. For example, when a group finishes early and has to wait for the others to finish, having fewer groups is more efficient. On the other hand, when fewer nodes are assigned to a group, the parallelization within a group (e.g., an RHF or MP2 calculation of a given fragment or dimer) is more efficient, so having more groups is preferred. It has been shown previously 24 how varying the group size affects the synchronization and data exchange timings, as well as the general performance. For water clusters with a uniform fragment size, the load balancing is simpler than for proteins, 24 for which other techniques such as doing the larger jobs first 24 and employing semidynamic load balancing 40 (i.e., static load balancing on large GDDI groups for a few large fragments and dynamic load balancing on small GDDI groups for the rest) have been found to be necessary. Because the number of tasks is different for monomers vs dimers, a different grouping strategy is often employed for these two different components of a calculation, with the regrouping performed at the end of the monomer step. Guidelines for the grouping of CPU cores have been given elsewhere. 9 In general, it is recommended that each group does several calculations for more even load balancing, especially when fragments are different sizes. As an example, consider FMO2 calculations on 4096 water molecules at the RHF/6-31G(d) level of theory, with each fragment defined to be two water molecules. This means there are 2 098 128 dimers. Most of these dimers are far enough apart to be treated using the ESP approximation, but 24 411 dimers must still be treated with quantum mechanics. If one uses 2048 groups for the dimer calculations, there will be ∼12 dimers/group. The total wall clock time for this set of calculations is 11.5 min. Doubling the number of dimer groups to 4096 increases the wall clock time to 14.6 min. So, there is clearly a dependence on the number of groups that is used in each step of a calculation. In the present work, the default FMO options are used, except that all ESPs are computed using the one-electron approximation.
Prior to this work, FMO calculations were performed on computer clusters with dozens, or at most hundreds, of CPU cores with local disks attached to each node. In such cases, the I/O required to store and access the fragment densities is negligible compared to the total times. However, on supercomputers containing thousands to tens of thousands of cores, the I/O constitutes a major bottleneck. Due to recent multicore CPU development, the CPU core count continues to increase while the number and efficiency of storage devices typically lags far behind. Additionally, many modern massively parallel computers such as the K computer 41 or the Blue Gene/P computer 42 have no local storage. The I/O system that is usually provided on such computers generally does not meet the I/O demands in the FMO production code, due to the required access to fragment densities in order to calculate ESPs.
In previous FMO implementations, the master process of each group created a direct-access file in which the densities of all fragments are stored. The new approach, employed here, is based on a large array containing all fragment densities created in shared memory distributed among nodes. The standard DDI functionality described elsewhere is used. 23 The fragment densities are stored on data servers and sent on demand to compute nodes directly, with these communications sometimes involving intergroup operations. In addition, the RAMDISK feature on the Blue Gene/P was found to be effective in reducing I/O to hard disks by causing scratch files to be written to the memory of the nearest I/O node, thereby greatly improving performance. The main difference between the density file and other scratch files is that the latter are local to each group calculation and need not be made accessible to other groups, while the former must be made either fully global or synchronized between groups at some points. The underlying MP2 gradient calculations also use DDI memory. 22, 43 As an example of the consequent gain in efficiency, consider 1024 water molecules whose energy was calculated using FMO2 with MP2 and the 6-31G(d,p) basis set, both with the previous disk-based implementation ("FMOd") and the new implementation ("FMOm"). Each calculation was run on 1024 nodes (4096 cores) on a Blue Gene/P computer. The wall time required for the FMOd calculation was 335.4 min, whereas the corresponding FMOm wall time was 10.7 min. This is a dramatic improvement in efficiency. This 31-fold speed-up demonstrates that the DDI-based density storage is paramount to running FMO calculations effectively on large-scale parallel computers.
The hardware platform used for all calculations was the Blue Gene/P computer (Intrepid) at the Argonne Leadership Computing Facility (ALCF). A Blue Gene/P node consists of a quad-core 
' RESULTS
Water clusters were used as the test systems for the benchmarks that are presented here, as they permit a convenient and systematic series of problem sizes. The following procedure was used to construct the water clusters used in this work. First, the oxygen atoms were fixed to grid points with an increment equivalent to the OÀO separation of a typical hydrogen bond, taken to be 2.98 Å. The hydrogen atoms were fixed at the MP2/aug-cc-pVDZ OÀH bond length and angle, matching the intended level of theory that will be subsequently applied to the entire cluster. The directional orientation of this fixed geometry was chosen at random. Water molecules were first arranged in cubes containing eight waters. This arrangement yields fragments containing 1, 2, 4, and 8 waters in a "droplet" configuration rather than a "chain", since the former is more favorable to the convergence of both the local and global FMO-RHF equations, and since bulk water contains primarily droplet-like clusters. A sufficient number of cubes is then created in order to yield the desired "slab" of water, itself as close to cubic as possible.
To survey a range of cluster sizes, calculations were performed on clusters containing 128, 256, 512, 1024, 2048, and 4096 waters. To assess scalability across a range of processor partitions, 1, 2, 4, 8, 16, and 32 racks of Intrepid were used. In all calculations, the FMO series is taken to second-order (FMO2), sufficient for kcal/mol agreement of the energies with full calculations. The choice of two water molecules per fragment was found to give kcal/mol accuracy as well as the best overall performance, scalability, and execution time. The number of processor groups was chosen to be equal to the number of fragments. Larger choices for the number of groups, as might be done in an attempt to align that number with the number of socalled "self-consistent" dimers, were found to adversely increase the communication overhead and give a sharp decline in performance. The level of theory was chosen to be MP2, because (despite its limitations) MP2 has been found to give results in good agreement with coupled cluster, CCSD(T), calculations for water clusters. 44 Single-point energies and gradients were computed for all clusters. The gradients will be used in future dynamics simulations. Two series of calculations were performed spanning the cluster sizes and processor partitions noted above: the first series uses the 6-31G(d) atomic basis set 45 (see Table 1 ); the second series uses the aug-cc-pVDZ basis set 46 (see Table 2 ). The next basis set in the "Dunning" series, aug-cc-pVTZ, 46 is more than twice as large (105 Cartesian basis functions for water) as the aug-cc-pVDZ basis set (43 Cartesian functions), so only a shortrange of small clusters could be computed in a reasonable time with the current hardware. Calculations in a given partition series (row) of the tables begin below 1 h in duration and continue to either the point of "diminishing returns" regarding scalability or the maximum partition, whichever comes first. The scalability of the largest calculation, that of 4096 waters (having 12 288 atoms) at the MP2/6-31G(d) level of theory, is depicted in Figure 1 , where it may be seen that the computations scale rather well with a system size up to the full complement of more than 131 000 cores.
The scaling of the cost of the calculation with problem size may be assessed by examining the columns in Tables 1 and 2 . In Table 1 , with the smaller basis set, doubling the size of the a The atomic basis set is 6-31G(d). system increases the cost by roughly a factor of 3. For the larger basis set, the corresponding factor is a bit smaller, between 2 and 3. This is not as good as linear scaling, but considerably better than quadratic scaling. The deviation from the linear regime is mainly caused by the increasing fraction of the far separated dimers computed with the electrostatic approximation. As the cluster size increases, the parallel scalability with the number of cores improves, as one would expect. The aug-cc-pVDZ calculations are on the order of 10 times more expensive than the corresponding 6-31G(d) calculations. This is consistent with the basis set roughly doubling in size on going from the smaller (Table 1) to the larger (Table 2 ) basis set, combined with the cubic increase in the fragment cost with the number of basis functions. Of great interest with regard to the use of the FMO method are the prospects for ab initio MP2 molecular dynamics (MD) simulations of bulk water and other fluids. The approximate linear scaling exhibited in the tables makes such calculations feasible. The present benchmarks provide reference points for the estimation of costs within the current hardware constraints. For example, MD step times on the order of 1 min for clusters 512À1024 water molecules are highly encouraging.
' SUMMARY
This work has demonstrated that the FMO code in GAMESS can efficiently utilize "petascale" processor counts. Specifically, the GAMESS/FMO method can use up to 131 072 processor cores of a Blue Gene/P supercomputer to obtain the MP2 atomic forces for a system with more than 4000 atoms, with the 6-31G (d) basis set, in approximately 7 min. Of course, the Blue Gene/P is not the only supercomputer architecture capable of achieving petascale computing. However, the group division of processors chosen for this work is unique to the Blue Gene/P architecture due to the great number of variables required for optimal efficiency during electronic structure calculations. These variables include fragment size (number of basis functions per fragment and homogeneity of fragment size), level of theory (e.g., HF, MP2 etc), and most importantly the computer architecture being used. While the first two variables can affect the accuracy of the FMO calculation, the last variable can also affect these choices due to computational resources available. Likewise, depending on the level of theory, memory requirements may necessitate larger GDDI groups.
The number of cores per node, amount of memory per core, network speed, and CPU clock rate as well as the choice of communication layer (e.g, MPI, ARMCI) can all affect how the user chooses the GDDI group division. The relatively small node size (four cores per node) of the Blue Gene/P architecture makes it particularly flexible in terms of the GDDI group size. However, other architectures, such as the Cray XE6 and SGI Altix, typically consist of 12À16 cores per node with significantly higher clock rates. These numbers are only likely to increase with advances in microprocessor technology, leading to an increase in the minimum GDDI group size. The obvious solution to this issue is to simply increase the fragment size in order to maintain a high level of computational efficiency, with the byproduct being an increase in the accuracy of the FMO calculation. This exemplifies the importance of GDDI group choice by showing the importance of proper group size for the appropriate fragment size.
Problem sizes in the thousands-of-atoms range represent a "critical mass" in the applicability of electronic structure theory to chemistry at which many issues of national strategic importance (for instance, renewable energy and medicine), including systems on the biological scale (e.g., proteins), become accessible with predictive capability and detailed understanding. The FMO method is clearly able to address such problems with both efficiency and accuracy. Further improvements in performance will necessitate addressing several remaining bottlenecks. Among these are load balancing, the communications (e.g., input/ output) overhead, and the use of outdated programming paradigms, especially in legacy codes. All of these issues are being addressed by the authors and colleagues and will continue to be addressed in the future.
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