A possible way to study the reionization of cosmic hydrogen is by observing the large ionized regions (bubbles) around bright individual sources, e.g., quasars, using the redshifted 21 cm signal. It has already been shown that matched filter-based methods are not only able to detect the weak 21 cm signal from these bubbles but also aid in constraining their properties. In this work, we extend the previous studies to develop a rigorous Bayesian framework to explore the possibility of constraining the parameters that characterize the bubbles. To check the accuracy with which we can recover the bubble parameters, we apply our method on mock observations appropriate for the upcoming SKA1-low. For a region of size 50 cMpc around a typical quasar at redshift 7, we find that ∼ 20 h of integration with SKA1-low will be able to constrain the size and location of the bubbles, as well as the difference in the neutral hydrogen fraction inside and outside the bubble, with 10% precision. The recovery of the parameters are more precise and the SNR of the detected signal is higher when the bubble sizes are larger and their shapes are close to spherical. Our method can be useful in constraining the properties of the quasar as well as the cosmic reionization history.
INTRODUCTION
The detection and understanding the properties of the very first radiating sources in the Universe is one of the frontiers of modern astronomy. Detecting these sources directly using presently available facilities is challenging as they are apparently faint and also the observations are limited with several systematic effects. Nevertheless, a significant amount of progress has been achieved towards detecting these high redshift galaxies (Hu et al. 2010; Kashikawa et al. 2011; Ellis et al. 2013; Bouwens et al. 2017 ) and quasars (Fan et al. 2006; Mortlock et al. 2011; Venemans et al. 2015; Bañados et al. 2018) through various surveys over last few decades.
An indirect way to detect these sources would be through their effect on the neutral gas (mainly hydrogen and helium) in the intergalactic medium (IGM). It is believed that the radiation from these primordial sources would modify the ionization and thermal state of the neutral hydrogen (H i ) IGM during the Cosmic Dawn (CD) and the Epoch Email: ghara.raghunath@gmail.com of Reionization (EoR). The signal from the cosmological H i can, in principle, be detected through the redshifted 21 cm signal using low-frequency radio telescopes. In fact, several existing radio interferometers such as the Low Frequency Array (LOFAR) 1 (van Haarlem et al. 2013; Patil et al. 2017) , the Precision Array for Probing the Epoch of Reionization (PAPER) 2 (Parsons et al. 2014) , the Murchison Widefield Array (MWA) 3 (Bowman et al. 2013; Tingay et al. 2013) etc. have dedicated their valuable resources to detect this signal from the EoR. Highly sensitive future telescopes such as the Square Kilometre Array (SKA) 4 and Hydrogen Epoch of Reionization Array (HERA) 5 will also observe this signal from the Cosmic Dawn as well.
Since the expected cosmological signal is much weaker than the system noise and the astrophysical foregrounds, one requires a good theoretical understanding of the generation of the signal for interpreting the data. Over the last few decades, several theoretical studies have been aimed towards understanding the details of the EoR. These studies include analytical calculations (e.g., Furlanetto et al. 2004; Paranjape & Choudhury 2014; Nebrin et al. 2019; , semi-numerical simulations Mesinger & Furlanetto 2007; Santos et al. 2008; Thomas et al. 2009; Choudhury et al. 2009; Ghara et al. 2015a; Choudhury & Paranjape 2018) , and full radiative transfer numerical simulations Mellema et al. 2006; McQuinn et al. 2007; Shin et al. 2008; Baek et al. 2009 ). The general consensus from these studies is that the ultra-violet (UV) photons from the first sources create ionized bubbles which later overlap and complete the reionization around redshift ∼ 5.5−6 (Fan et al. 2006; Stark et al. 2011; Planck Collaboration et al. 2018; Kulkarni et al. 2019 ). Using these theoretical models, the detectability of the signal has been extensively studied in terms of various statistical quantities such as the power spectrum (Greig & Mesinger 2015; Shimabukuro & Semelin 2017; Schmit & Pritchard 2018) , the bi-spectrum Giri et al. 2019 ) and the size distribution of the ionized bubbles . All these studies show that the signal detectability critically depends on the population and properties of these early sources.
A method complimentary to using the statistical quantities is to detect the signature of ionized bubbles around the individual sources, e.g., using the H i 21 cm maps (Mellema et al. 2015; Ghara et al. 2017) . In fact, the characteristic sizes of these bubbles are expected to be as large as several tens of comoving megaparsec (cMpc) at a stage when the universe is only 50% ionized (see e.g, Giri et al. 2018) . Nevertheless, since the strength of the 21 cm signal is weak, the detection of such large H ii bubbles still remains an open challenge.
A possible method to detect these individual bubbles is by using the matched filter (Datta et al. 2007 ). The technique applies predefined filters, such as spherical top-hat filters in the image space, to the measured visibilities for enhancing the detectability of H ii regions from the EoR. Previous studies such as Datta et al. (2007) ; Majumdar et al. (2012) have shown that this is an efficient method to detect the large isolated H ii bubbles during the EoR. For example, they found that H ii regions with size 25 cMpc should be easily detected for ∼ 1200 h of observation with LOFAR (Datta et al. 2012a) . The method has been extended also to the Cosmic Dawn by Ghara et al. (2016) where one expects isolated regions with strong absorption signal around the individual/clustered sources (see e.g., Ghara et al. 2015a) .
The detection of luminous quasars as early as at redshift 7 (Mortlock et al. 2011; Bañados et al. 2018) suggests that the size of H ii regions around those rare sources will be larger compared to those around the galaxies hosting stars. Thus, the locations of these quasars are suitable for targetted searches using matched filtering techniques. In fact, Majumdar et al. (2012) have shown that it is, in principle, possible to constrain the properties of the quasars and the surrounding IGM through the matched filtering method with present telescopes, although the observational time required can be quite large. The study also assumed that the observations will be targetted towards the known quasars.
In general, however, such favourable situations may not be common during the EoR. Thus, it is important to develop a framework to detect H ii regions (or 21-cm signal in general) through a blind search in 21 cm maps where no prior information about the locations of the ionized regions is known. In addition, it is also important to develop methods to constrain the properties of the bubbles (e.g., the position and the size) through the same signal.
In this work, our goal is to develop a mathematically rigorous method to detect and measure the quantities that characterize the properties of the bubble. We essentially extend the method used in Datta et al. (2007) ; Majumdar et al. (2012) to a Bayesian approach with the aim of constraining the properties of the ionized bubbles. To achieve this, we make use of methods developed for detecting the weak gravitational waves from isolated sources buried under the detector noise (Finn 1992) . The method allows one to calculate the likelihood of detecting a bubble buried within the telescope noise. The likelihood thus defined depends on the model used for the signal which, in turn, depends on several parameters (e.g., the position and size of the bubble along with the neutral hydrogen fraction of the surrounding medium). One can implement the already existing and widely-used Markov Chain Monte Carlo (MCMC) algorithms to explore the multi-dimensional parameter space of the filter and obtain the corresponding posterior probability distribution. We apply this framework to simulated mock visibilities of SKA1-low which contain the expected signal and system noise. This allows us to check how accurately do the inferred parameter values match the input signal and also to work out the expected precision with which the parameters can be recovered.
This paper is structured in the following way. In section 2, we describe the basic methodology including the likelihood calculations used in this study. In section 3, we describe the mock visibilities used in this paper. In particular, the different subsections describe simulations of the 21 cm signal and the calculation of system noise used in this study. We present our results in section 4 before we conclude in section 5. The cosmological parameters used in this study are Ωm = 0.32, ΩΛ = 0.68, ΩB = 0.049, h = 0.67, ns = 0.96, and σ8 = 0.83, which are consistent with P lanck (Planck Collaboration et al. 2014 ).
FRAMEWORK
The directly measurable quantities in a radio interferometric observation are the visibilities. The measured visibilities V ( U , ν) depend on the baseline vector U and the observation frequency ν. The baseline for a pair of individual antennas of the interferometer is given by U = d/λ, where d is the distance between the two antennas and λ = c/ν is the observing wavelength. Besides the 21-cm signal, the measured visibilities will also contain foregrounds from our Galaxy and extragalactic point sources, the instrumental noise, and other systematic effects (e.g., the ionosphere and radio frequency interference). In this study, we assume that the foregrounds and other systematic effects can be identified and subtracted perfectly from the visibilities. Under such an assumption, the visibilities contain only the redshifted 21-cm signal and system noise. Thus, we can write
where S and N represent the contributions from the signal and system noise respectively. The main principle of this framework is to smooth the measured visibilities using an appropriate filter and define a likelihood which can be used for Bayesian parameter estimation. In the matched filter formalism, the smoothing filter is chosen as whatever we expect the signal to be. In this sense, the filter would depend on the parameters required to model the signal.
Unfortunately, the characterization of the expected signal in terms of a few parameters is not straightforward as the signal is product of several complex physical processes. Due to this, earlier studies like Datta et al. (2007) have used simple filters which assumes spherical H ii regions around the sources. We too follow the same approach and use the simple spherical top-hat filter in this work. It is important to keep in mind that this may not necessarily be the optimum filter for detecting H ii bubbles as their shapes in the map may be more complex because of significant overlap between individual H ii regions. However, as we will show later, this simple-minded filter serves our purpose adequately for measuring the position and size of the bubble.
We characterize the spherical top-hat filter in terms of five parameters as given below.
• R (cMpc): radius of the spherical top-hat filter.
• θX (arcmin): x-coordinate of the centre of the filter along the angular direction.
• θY (arcmin): y-coordinate of the centre of the filter along the angular direction.
• ∆ν (MHz): frequency difference between the central frequency channel of the radio observation and the channel that contains the centre of the filter.
• A δT b (mK): the amplitude of the signal outside the H ii bubble (which is essentially determined by the difference of the average neutral hydrogen fraction outside and inside the bubble).
We label the set of these five parameters as µ ≡ {R, θX , θY , ∆ν, A δT b }. Let us denote the Fourier transform of the top-hat filter, appropriate for the visibility space, as S f ( U , ν; µ).
Likelihood calculation
In a Bayesian framework, the conditional probability that a particular signal S f ( U , ν; µ), characterized by the parameters µ, is present in the data V ( U , ν) is proportional to (Finn 1992) 
where p(µ) is a prior probability that the signal S f ( U , ν; µ) can be characterized by the parameters µ. The quantity ρB( U , ν) is the normalized baseline distribution which satisfies the condition
and σrms is the rms of the system noise map. The details of this calculation are given in Appendix A. We should point out that this conditional probability is nothing but the posterior distribution of the parameters and hence can be used to obtain the confidence intervals on the multi-dimensional parameter space using conventional Bayesian parameter estimation methods. For a uniform prior, we can write the logarithm of the likelihood as
Given the data V , the likelihood can be computed for any parameter set µ. The best-fit parameterμ is the one that maximizes the likelihood. As already mentioned, the way the likelihood is defined above, one can also obtain the confidence contours using standard Bayesian methods. In this study, we use the Markov Chain Monte Carlo-based publicly available code cosmomc 6 (Lewis & Bridle 2002) to explore the five-dimensional parameter space of the model signal and to estimate the best fit parameter valueμ and the confidence intervals. We also note that a related quantity is the signal-tonoise ratio defined as (Finn 1992) ,
which essentially measures the strength of detected signal.
MOCK VISIBILITIES
In order to test how well the likelihood-based analysis recovers the underlying true properties of the ionized bubbles with the upcoming telescopes, we need to generate mock visibilities appropriate for these instruments. In this work, we focus on visibilities appropriate for the upcoming SKA1low. For this, we consider the presently announced antenna configuration of SKA1-low. This revised configuration of the SKA1-low consists of 512 antenna stations 7 . In our mock observation, we assume that a region with declination −30 • is observed for 4 hours daily. The details of the mock observation are given in Table 1 .
As mentioned in equation (1), the measured visibility is the sum of the cosmological signal and the system noise (ignoring the foregrounds and other systematics). The methods used to generate the signal and noise are described next.
The cosmological H i 21 cm signal
The expected 21-cm signal is simulated using the code grizzly (Ghara et al. 2015a which uses one-dimensional radiative transfer schemes to generate the brightness temperature cubes from the outputs of an N -body simulation. Details of the N -body simulation as well as the method are given below.
N -body simulation
The dark matter only N -body simulation was carried out using code cubep 3 m 8 (Harnois-Déraps et al. 2013). The simulation provides snapshots of density and velocity fields and also the list of haloes from redshift 20.134 to redshift 6. The time difference between two successive snapshots is 10 Myr. The grid dimension of the density and velocity fields is 216 3 , while the size of the simulation box is 200/h cMpc.
The minimum mass of the haloes identified using the spherical over-density method is 2.2 × 10 9 M . The same N -body simulation was previously used in Ghara et al. (2015b) .
Modelling the radiation sources
We assume that each halo identified from the N -body simulation contains a galaxy. The radiation from the galaxy is contributed by two components: stars and a mini-quasar powered by the central black hole. The stellar population is taken to be the Population II stars which turn out to be the main contributors to the hydrogen ionizing photons. We assume the stellar mass of the galaxy is proportional to the mass of the host dark matter halo with the proportionality constant fixed such that the number of ionizing photons emitted per second per stellar mass in the dark matter halo is ∼ 5.67 × 10 43 . This choice gives rise to reionization history such that the reionization ends around redshift 6. The spectral energy distribution (SED) of the stars is generated using the publicly available code pegase (Fioc & Rocca-Volmerange 1997; Ghara et al. 2015a ).
For the mini-quasars, the SED is taken to be a simple power-law with spectral index 1.5. The X-ray luminosity 9 , produced predominantly by the mini-quasars, is taken to be 5% of the UV luminosity of the galaxy. With these assumptions, the spectrum of the galaxy is entirely determined by the host dark matter halo mass.
Simulation of H i maps using grizzly
We begin by creating a library which consists of a large number of one-dimensional profiles of xHII, TK around isolated sources for different combinations of dark matter halo masses, redshifts and density contrast. These profiles are Table 1. used to generate the ionization maps and kinetic temperature maps in grizzly. In this code, we first estimate the size of ionized regions around each source and assign H ii regions around the sources using the library already created. At the same time, we also compute the "unused" ionizing photons in the overlapped regions. These unused photons are then redistributed among the overlapping sources by increasing the size of the ionized regions appropriately. The ionization fraction in the partially ionized regions is calculated using a simple overlap prescription and the kinetic temperature maps are generated using a correlation between the ionization fraction and TK (for details, see Ghara et al. 2015a; Islam et al. 2019 ). Finally, we generate the Lyα flux maps assuming that the Lyα photons flux decrease as 1/R 2 where R is the radial distance from the source. We generate the spin temperature TS maps using this Lyα photon field assuming the collisional coupling is negligible at the redshift of our interest. It is straightforward to generate the brightness temperature maps from the maps of density contrast (δ), neutral fraction (xHI) and spin temperature (TS) using (see e.g., Madau et al. 1997; Furlanetto et al. 2006 )
mK, (6) where θ is the angular position of the observed region and ν = 1420/(1 + z) MHz is the frequency of observation. Tγ(z) = 2.73 ×(1+z) K denotes the brightness temperature of the Cosmic microwave background (CMB). It is straightforward to convert the three-dimensional position x in the simulation box to an angle θ on the sky and a frequency ν along the line of sight.
While generating the δT b maps, we also include the effect of the peculiar velocities of the gas in the IGM by moving the gas elements appropriately along the line of sight. In addition, we include another line of sight effect, popularly known as the "light-cone" effect which accounts for the evolution of the signal with redshift or observational frequency (Ghara et al. 2015b ). Finally, we reduce the resolution of the simulated map by factor 2 using a top-hat smoothing filter in order to reduce the computation time of our analysis. Our final two-dimensional maps thus have 108 2 grids.
The left-hand panel of Figure 1 presents one such twodimensional slice from the light-cone at redshift ∼7. The angular resolution of the map is 1.075 which corresponds to 2.76 cMpc length on the sky plane. The volume averaged ionization fraction at redshift 7 is ∼ 0.4 for the chosen reionization model. The kinetic temperature of the gas in the IGM is well above the CMB brightness temperature due to significant X-ray heating. This fact, with a strong Lyα coupling, makes the signal almost insensitive to the spin temperature fluctuations at that redshift. Thus, the fluctuation in δT b , as shown in Figure 1 , is solely due to the fluctuation in ionization fraction and density field, see equation (6).
The gridded visibilities of the signal are generated by performing a discrete Fourier transform of the twodimensional slice at each frequency channel (an example of such a channel is shown in the left-hand panel of Figure 1 ):
where the sky specific intensity at frequency ν can be related to δT b as,
Here, A( θ) denotes the primary beam pattern of individual antenna. We have assumed a rather wide primary beam which allows us to set A( θ) ≈ 1 for the rest of the work. The quantity F ( U , ν) represents the sampling function of the baselines, i.e., F = 1 for the grid points with at least one measured visibility, and F = 0 otherwise.
Noise simulation
We assume that the system noise N ( U , ν) at different baselines and frequency channels are uncorrelated. The rms noise for each baseline, polarization and frequency channel can be written as
where ∆νc and ∆tc are the frequency channel width and the correlator integration time respectively. The quantities A eff and Tsys represent the effective collecting area of individual antenna and the system temperature respectively. The values of these quantities as used in this study can be found in Table 1 . The noise at each baseline and frequency channel can be reduced by integrating over a longer time t obs , in which case we can scale the rms by ∆tc/t obs and obtain
The two-dimensional maps of the noise visibilities are generated by assuming the noise to be a gaussian random variable with zero mean and rms as given in equation 10. The real space noise maps can be generated by performing Fourier transforms of those visibility maps. The rms of the noise maps thus generated can be expressed as
where NB = Nant(Nant − 1)/2 is the number of baselines for Nant number of antennas in the interferometer and NC = Bν /∆νc is the total number of channels given the total bandwidth Bν . The values of these quantities too can be found in Table 1 . The bandwidth used in this study corresponds to the size of our simulation box which is 200/h cMpc. On the other hand, the frequency resolution 175 kHz and the angular resolution 1.075 correspond to same length scale 2.76 cMpc, the grid resolution of the maps. The righthand panel of Figure 1 shows the noise map corresponding to the frequency channel at redshift 7 for 20 h of observation time with SKA1-low. The rms of the map is 35.3 µJy per beam which is equivalent to a brightness temperature of 370 mK at this resolution. One can see that the rms of the noise map is quite large compared to the signal strength as shown in the left-hand panel of the same figure. The rms can be reduced further by integrating over a longer observation time and lowering the resolution (Ghara et al. 2017 ).
RESULTS

Toy model: an isolated H ii bubble in a uniform neutral medium
Before applying our method of detecting bubbles on mock data sets generated from realistic reionization maps, we test the performance of this on a simple toy model which is that of an isolated spherical H ii bubble in a uniform neutral medium. We assume that the centre of this H ii bubble coincides with the centre of the field of view and also with the central frequency channel (which corresponds to redshift 7). The amplitude of the brightness temperature of the neutral medium outside the bubble is set to 30 mK, which is typical of the IGM at these redshifts. We list the values of these input parameters in the second column of Table 2 . The visibility amplitude of the H ii bubble at the central frequency channel as a function of the baseline length U ≡ | U | is shown in the left-hand panel of Figure 2 . The visibility amplitude |S| decays at the larger baselines. The oscillatory feature of this curve corresponds to the Fourier transform of the spherical H ii bubble which has sharp edges. In the right-hand panel of Figure 2 , we show |S| as a function of the frequency (with respect to the central channel) for a baseline U = 30. As expected, the amplitude decreases at frequency channels away from the centre of the test bubble. These are consistent with earlier studies such as Datta et al. (2007) .
The noise amplitude, generated according to the parameters given in Table 1 , is shown by dotted lines in both the panels of Figure 2 . The number density of small baselines (U ∼ 100) is larger than that of large baselines (U ∼ 1000) for the proposed antenna configuration of SKA1-low (see e.g., Ghara et al. 2016 ). This makes the noise at small baselines less compared to the large baselines. Clearly, the signal from this test H ii bubble is above the noise level and hence detectable at baselines U 300 which corresponds to an angular scale of ∼ 11 (and a linear scale ∼ 30 cMpc).
In Figure 3 , we plot the likelihood Λ(µ) as a function of all the different filter parameters for this toy model of H ii bubble. For these plots, we vary one parameter at a time while the other four parameters are fixed to their known values. One can easily see that the likelihood becomes maximum when the parameter values approach the input values as shown by the vertical dashed lines. These results thus confirm that the likelihood defined this way is a good choice for the analysis to estimate parameters. In order to explore the effect of the filter radius on the recovery of the signal amplitude A δT b outside the bubble, we calculate the dependence of the likelihood on A δT b for R = 70 cMpc (keeping in mind that the bubble radius is only 50 cMpc). This result is shown by the dashed curve in the rightmost panel in the bottom row of Figure 3 . We find that the likelihood peaks at A δT b ∼ 11 mK (the vertical dot-dashed line), which is smaller than the input value of 30 mK. The reason for this is that the filter size is taken to be larger than the H ii bubble size and hence, this spherical filter contains a contribution from the neutral regions in addition to the bubble. This reduces the contrast between the signal amplitude within the filter and outside. Thus, A δT b peaks at (δT b,box −δT b,fil ) where δT b,box , δT b,fil are the mean δT b for the entire box and for the volume inside filter respectively which turns out to be ∼ 11 mK. This exercise will be important in subsequent discussions. Now that we know that the likelihood will be maximum when the filter parameters are such that it mimics the test H ii signal, we can estimate the strength of the signal by computing the SNR for the best-fit parameters (which would be the true input values in this toy model). We find that the SNR of the H ii bubble is ∼ 200 for 20 h of observation with SKA1-low. We also plot the SNR as a function of the radius H ii bubble for the same observation configuration as in Figure 4 . We show the results for three different values of A δT b as shown in the figure, where smaller values of A δT b correspond to higher ionization fraction outside the bubble. For A δT b = 30 mK (which corresponds to a completely neutral medium outside the bubble), the SNR for a 20h-long SKA1low observation at redshift 7 for a bubble radius as small as ∼ 10 cMpc will result in an SNR ∼ 10, which indicates a highly significant detection. However, the SNR decreases to 3 for A δT b = 10 mK (which corresponds to a medium that is ∼ 67% ionized outside the bubble). In reality, the IGM outside the bubble will clearly be partially ionized because of the presence of other galaxies, hence detection of very small bubbles could be challenging as this exercise shows. We will discuss these in more detail in section 4.2 when we consider more realistic scenarios of reionization.
As a final exercise with the toy model, we use the combined likelihood with MCMC-based analysis to constrain the parameters characterizing the filter (and hence the signal). In this case, we assume that we do not have any prior knowledge of the size or position of the bubble and hence vary all the five free parameters of the filter simultaneously. Such exploration of the five-dimensional parameter space of the filter not only provides the bestfit parameters but also the corresponding confidence intervals. The details of the MCMC analysis are listed in Table 2 . The best-fit parameters we obtain areμ = {50.11 cMpc, 0.02 , 0.02 , −0.002 MHz, 29.65 mK} which are consistent with the input parameters of the input H ii bubble. The standard deviation also gives a fair idea about the typical error-bars on the parameters for 20h of observation. The confidence intervals obtained from the MCMC analysis are shown in Figure 3 . The top panel in each column shows the probability distribution function (PDF) for the corresponding parameter. One can see that the PDFs peak at the input parameter values (shown by the vertical dotted lines) of the test H ii bubble. We also note from the twodimensional contours that there is no significant correlation between the parameters. Note that the range of parameter space plotted in this figure is smaller compared to the total prior range of parameter space explored in the analysis (see Table 2 ), hence none of the constraints are affected by the priors.
Realistic scenario
Next, we consider several realistic scenarios of the 21 cm signal from the EoR. These scenarios are motivated by the recent detections of high-redshift quasars (Mortlock et al. 2011; Kashikawa et al. 2015; Venemans et al. 2015; Bañados et al. 2018) . These rare quasars are very luminous compared to the galaxies and thus, expect to create large H ii bubbles around them. In principle, one may expect that the H ii regions around those rare quasars will be distinct in size. Hence the measurement of the size of such H ii regions around the individual quasars can unravel various properties of these sources, such as the luminosity of ionizing photons produced by them, their age etc.
We model such bright quasars by assuming that there is one such source in our simulation box, and we take the most massive halo within the box at redshift 7 to be the host. Following Mortlock et al. (2011) , we set the luminosity of this quasar so that it emits 1.3 × 10 54 ionizing photons per second. These choices are similar as adopted in Majumdar et al. (2012) . In our simulation, the position of the rare quasar turns out to be θX = 34.94 , θY = 37.625 , ∆ν = −0.875 MHz. Note that the quasar is included in addition to all other sources (stars and mini-quasars) as described in Section 3.1.2. For our chosen reionization history, the ionizing photons from the galaxies set the volume averaged ionization fraction at redshift 7 to ∼0.4.
To test the performance of our likelihood-based framework, we choose three different models for the bright quasar as follows:
(i) Galaxy − Quasar30M yr: In this model, we assume the lifetime of the quasar is 30 Myr at redshift 7.
(ii) Galaxy − Quasar10M yr: This is similar to the previous scenario except that the lifetime of the quasar is taken to be 10 Myr at redshift 7.
(iii) Galaxy − noQuasar: In this model, there are no bright quasars in the box. Hence the box only contains ionized regions generated by the stars and mini-quasars as described in section 3.1.2.
In the bottom panels of Figure 6 , we show the twodimensional maps of δT b on the sky plane with the slice chosen such that it contains the most massive dark matter halo in the box. The top panels of the same figure show the maps where the vertical axes is along the frequency di-rection. The three panels from left to right correspond to the three scenarios mentioned above. The volume average brightness temperature of these three scenarios are 9.9 mK, 10 mK, and 10.1 mK respectively, the difference being due to the size of the ionized region produced by the luminous quasar. The H ii region around the quasar is distinctly larger compared to the other H ii bubbles in the middle and left panel of the figure. Also, the size of the H ii region around the quasar increases with the lifetime. It is also interesting to note that the ionized region around the most massive halo is larger compared to the other such regions even in the absence of any luminous quasar (see the right panel of Figure  6 ). These agree with previous results of Datta et al. (2012b) ; Feng et al. (2013) ; Kakiichi et al. (2017) . Although there are no luminous quasars in the box, the largest H ii regions nevertheless are expected to be around the massive haloes which form earlier in time and hence contain more number of stars than the less massive haloes. Also, these massive haloes are strongly clustered, hence the overlap of the H ii bubbles is quite efficient leading to larger H ii regions.
Next, we apply our parameter estimation method to the visibilities of these maps. The specifications of the observations are the same as previously used in the toy model of the isolated H ii region in the previous section (see also Table  1 ). We first take the case where the location of the quasar is known from, say, optical or IR observations. In this case, three of the five parameters θX , θY and ∆ν are fixed beforehand and we perform the MCMC analysis by varying only two parameters R and A δT b . Note that under this approach, Figure 7 . Posterior constraints obtained from the MCMC analysis over the two-dimensional parameter space characterizing the model bubble signal. The analysis assumes that the location of the bubble is known beforehand. The contour levels in the two-dimensional contour plots represent 1σ and 2σ confidence levels respectively. The diagonal panels represent the marginalized probability distribution of each parameter. The panels from left to right represent the Galaxy −Quasar30M yr, Galaxy −Quasar10M yr and Galaxy −noQuasar models respectively. The mock observation setup is described in Table 1 .
Parameters Explored range
Galaxy − Quasar30M yr Table 3 . Similar to Table 2 , this shows the results of the MCMC analysis for three models of the luminous quasar surrounded by realistic ionized regions. We assume that the position of the quasar is known from other experiments and vary only two parameters R and A δT b .
the model Galaxy − noQuasar is only of academic interest as there is no quasar at the target location.
The results of the two-parameter MCMC analysis for these three scenarios are shown in Figure 7 and listed in Table 3 . The best-fit value of the parameter R represents the characteristic size of the H ii regions around the quasar host. The best-fit value of R as obtained from the MCMC analysis for the Galaxy − Quasar30M yr model is R ∼ 55 cMpc which is visually similar as shown in the left panel of Figure 6 . The best-fit regions are highlighted by the dashed circles in the figure. We also find that the best fit value of A δT b is ∼ 9.5 mK which is very close to, but smaller than, the mean of the brightness temperature of the box (which is 9.9 mK in this case). The reason for this slight decrease in the amplitude is because the spherical filter is unable to describe the complex shape of the ionized bubble and includes some neutral regions. We also note from the table that the precision of these recovered parameters is 1%.
The conclusions are similar for the other model including the quasar, i.e., Galaxy − Quasar10M yr. The best-fit values of R and A δT b are 45 cMpc and 9.1 mK respectively for this case.
Unlike these two scenarios, the best-fit parameters for the scenario Galaxy − noQuasar is not straightforward to interpret. We find that the best-fit parameter values of R and A δT b are ∼ 50 cMpc and ∼ 4 mK, respectively in this case. The best-fit size of the filter appears to be larger than the expected size of the H ii region around the most massive halo (see the right panels in Figure 6 ). On the other hand, the best fit value of A δT b is smaller than < δT bbox > (and also the best fit value of A δT b as obtained from other two scenarios) by a factor of 2.5. The main reason behind this is that the H ii regions around the chosen point are nonspherical in shape, while the filter we are using to model the region is perfectly spherical. As a result, there are no set of parameters for which the filter overlaps significantly with the ionized region (as compared to the other two models). Hence, the maximum likelihood corresponds to a filter of size R ∼ 50 which contains a mixture of ionized and neutral regions. This leads to
Interestingly, the best-fit R obtained for the Galaxy − noQuasar is very similar to the other two models. This indicates that the size the ionized region, as detected by the spherical filter, cannot distinguish between scenarios where the quasar is present against those where it is absent. This finding is consistent with that of Kakiichi et al. (2017) who find that the ionized bubbles around massive haloes are driven by the stars in and around the halo. However, we also find that the amplitude A δT b of the signal is significantly smaller in the Galaxy − noQuasar which can, in principle, be used to infer about the presence of the quasar.
The SNR corresponding to the best-fit parameters for the Galaxy − Quasar30M yr, Galaxy − Quasar10M yr and Galaxy − noQuasar models are 74.6, 50.6 and 26.7 respectively. Note that the SNR is lower in case of Galaxy − noQuasar although the best fit size of the H ii region is larger than the Galaxy − Quasar10M yr model. This is due to the smaller best fit value of the parameter A δT b in the Galaxy − noQuasar model. In fact, a smaller SNR in the Galaxy − noquasar model is expected as the size of the H ii bubble is smaller which can be seen in the maps. Also, note that all these SNRs are smaller compared to the SNR estimated for the toy H ii bubble model. This is due to a smaller A δT b value in these realistic scenarios where the region outside the bubbles are significantly ionized by other sources.
Next, we will consider the full five-dimensional parameter space study for the scenario Galaxy − quasar30M yr. Figure 8 shows the parameter constraints from this MCMC analysis. The best-fit parameter values (standard deviations) obtained from the analysis are R = 54.9(0.16) cMpc, θX = 36.78 (0.1 ), θY = 38.1 (0.11 ), ∆ν = −0.92(0.01) MHz and A δT b = 9.81(0.1) mK. Clearly, these best-fit values of the parameters correspond to the largest H ii bubble in the field of view which is the ionized region around the quasar as shown in the left panel of Figure 6 . For reference, note that the location of the most massive halo corresponds to θX = 34.94 , θY = 37.625 and ∆ν =-0.875 MHz. Thus the recovered location of the bubble centre does not exactly correspond to the halo location, however, the deviation is 5%. The SNR obtained from these best-fit values of the filter parameters is 76.4 which is very similar to what we found in the case where the location of the quasar was assumed to be known. Re-doing the same analysis for even smaller observation time t obs ∼ 5 h, we find the best fit values approach the expected values quite well with a SNR ∼ 36.
When we vary all the parameters of the Galaxy − Quasar10M yr model, the best-fit parameter values (standard deviations) obtained are R = 44.2(0.36) cMpc, θX = 37.7 (0.17 ), θY = 38.9 (0.15 ), ∆ν = −0.772(0.03) MHz and A δT b = 9.48(0.19) mK which correspond to a SNR of 52. These are similar to what we found when we varied only two parameters R and A δT b assuming that the source location is known. On the other hand, the best-fit parameters for the Galaxy − noQuasar model are R = 41.1(1.8) cMpc, θX = 41.6 (0.36 ), θY = 42.6 (0.98 ), ∆ν = −0.48(0.08) MHz and A δT b = 6.6(0.39) mK (with a SNR of 32). In this case, the inferred R is slightly smaller and the inferred A δT b is slightly larger than what we found in our previous analysis assuming the quasar location to be known.
To summarize the results, we find that our Bayesian likelihood-based framework should be able to measure the locations and sizes of the largest H ii bubbles and also an estimate of the neutral fraction outside at redshift ∼ 7 even for a shallow observation with the SKA1-low. Of course, this framework has a limitation because the H ii region we are trying to detect is modelled as spherical while the actual shapes could be quite different. In this sense, our method cannot provide all the details of the signal which, e.g., tomographic maps can provide. However, it is important to keep in mind that the detection of the H ii region directly in images requires a much longer observation time. For example, a 10σ detection of the peak signal through images with resolution ∼ 10 and bandwidth 19 MHz at redshift 7 requires at least ∼ 60 h of SKA1-low observation time (Ghara et al. 2017 ). On the contrary, our filter-based method is able to detect the H ii bubbles using much less observation time, say, between 5-20 h. This thus motivates a new observation strategy which consists of two steps: The first step is to detect a large H ii bubble by applying the filters on the observed visibilities in a shallow observation with a few hours of observation time with SKA1-low. As these large H ii regions may be rare, several such shallow observations should be done towards the different field of views. This strategy will also be useful to avoid field with complex features from the foregrounds, ionosphere etc. Once, a tentative detection of the signal in some field is done, the next step will be to observe that field for a longer time. These deeper observations will be useful to visually distinguish the H ii regions in images and characterize the signal with more detail.
CONCLUSIONS & DISCUSSIONS
In this study, we introduce a Bayesian approach to explore the possibility of constraining the properties of individual ionized regions during the Epoch of Reionization using the upcoming SKA1-low. Our framework closely follows the calculations of Finn (1992) meant for detecting and measuring parameters of gravitational wave. We extend the matched filtering technique of Datta et al. (2007) ; Majumdar et al. (2012) to find a more rigorous method to obtain the posterior distribution of the parameters that characterize the ionized bubble given an input observational data.
In this work, we assume that the signal from the bubble can characterized by a spherical top-hat filter having five parameters, namely, the radius and the three position coordinates of the centre of the sphere and an amplitude that measures the contrast between the signal inside and outside the H ii region. This spherical signal is used to define the likelihood which is then coupled to an MCMC-based analysis to extract the parameters of the H ii regions from the simulated mock observations appropriate for the SKA1-low. This entire framework is suitable for both targetted and also blind searches of the H ii regions during the EoR. The main findings of this study are listed below.
• When we test the framework on a toy model involving a single isolated H ii bubble in an uniform medium, the method accurately estimates the size and position of the bubble. In addition, it also determines the average brightness temperature of the signal accurately. The SNR, which measures the strength of the detection, increases with the size of the H ii bubble. The SNR of the test H ii bubble of size ∼ 50 cMpc at redshift ∼ 7 is ∼ 200 for 20 hours of observation time with SKA1-low when the medium outside is completely neutral. For the same observation, the SNR ∼ 10 for a H ii bubble of size as small as ∼ 10 cMpc.
• When we apply the same framework to more realistic reionization maps, the framework determines the position and size of the largest H ii bubble in the FOV reasonably accurately.
• The bubble properties can be recovered more accurately when the bubble is large and close to spherical in shape. This is the case, e.g., when the quasar has a relatively long lifetime. In the case of an irregular shaped H ii region, the estimated characteristic size of the bubble can be larger than the real size. In that case, the contrast between the averaged brightness temperatures of the entire volume and regions inside the bubble turns out to be smaller.
• We find the SNR of the H ii region around a typical quasar as observed in Mortlock et al. (2011) is ∼ 70 for 20 hours of observation with SKA1-low. However, the SNR varies with the size of the bubble which, in turn, depends on the properties of the quasar and the surrounding IGM. Thus, we argue that the estimated size of the H ii region around a quasar using our method can provide information about the properties of the quasar.
While we find that the detectability of the large H ii regions during the EoR is significant when we apply this method to the observed visibilities, we should also keep in mind the various assumptions that go into this study. This study assumes that the observed visibilities are accurately calibrated and all artifacts have been removed. In reality, such a favorable scenario is difficult to achieve. In addition, we assumed that the Galactic and extra-galactic foregrounds are well behaved and can be removed accurately from the visibilities. In principle, our method can be extended such that it can be applicable to visibilities with the well-behaved foregrounds. This may reduce the SNR slightly. We will address the performance of the pipeline in the presence of foregrounds in future studies.
While our present work is focussed on detecting the large H ii regions during the epoch of reionization, the same formalism is also applicable to find emission/absorption regions during the Cosmic Dawn. During the Cosmic Dawn, the IGM is expected to consist of large emission/absorption regions around the sources (see e.g., Ghara et al. 2015a Ghara et al. , 2017 Ross et al. 2019) . Such blind searches can indicate the possible positions of sources at such high redshifts and thus, will be relevant for future NIR observations with instruments such as the JWST.
Now, while calculating the detectability of the signal, we are usually interested in the quantity P (S f |V ) defined as the conditional probability that the signal S f ( U , ν; µ), for unknown µ, is present given the observed V ( U , ν). If this probability P (S f |V ) exceeds a pre-decided detection threshold, then we assume to have detected the signal. Using Bayes' theorem, we can write
where P (V |S f ) is the probability of measuring V if S f is present, P (S f ) is the prior that the signal S f is present and P (V ) is the probability that V is observed. One can express P (V ) in terms of two probabilities: S f present and S f absent:
where P (0) is the prior that the signal is not present and P (V |0) is the probability of observing V in absence of the signal 10 . Further, we can write the probability P (V |S f ) that the signal is present as an integral over probabilities that the signal is characterized by a particular parameter set µ:
In the expression above, P [V |S f (µ)] is the probability density of observing V assuming S f (µ) with a particular µ is present and p(µ) is the prior probability density that S f is characterized by µ.
The above equations can be manipulated to obtain
where
and
If we are interested in measuring the values of the parameters µ, then we need to compute the the conditional probability p[S f (µ)|V ] that the particular signal S f ( U , ν; µ) characterized by µ is present in the data V ( U , ν). Note that this probability is given by 
such that the integral dµ p[S f (µ)|V ] = P (S f |V ). Since p[S f (µ)|V ] ∝ Λ(µ) and the denominator is independent of µ, the probability distribution is essentially determined by Λ(µ). For example, to obtain the best-fit parametersμ, it is sufficient to maximize the quantity Λ(µ) (or equivalently, ln Λ(µ)).
A1 Explicit form of Λ(µ)
Let us now work out the explicit form of the conditional probability defined in equation (A7) in terms of the telescope properties. To do this, first note that the conditional probability of measuring V ( U , ν) when the particular signal S f ( U , ν; µ) is present is the same as the conditional probability of measuring V ( U , ν) = V ( U , ν) − S f ( U , ν; µ) when the signal S f ( U , ν; µ) is not present in V ( U , ν), i.e.,
Hence it is sufficient for us to work out the form of P (V |0).
In absence of the signal, the visibility is simply given by the noise V ( U , ν) = N ( U , ν) which, in our case, is assumed to be a realization of a gaussian random field. Let us assume that there are NB baselines labelled by Ui, i = 1, 2, . . . , NB, 10 Note that in conventional likelihood calculations, the quantity P (V ) corresponds to the probability of observing the data which is expected to be independent of the model. Hence this quantity is fixed by normalization condition. In our case, P (V ) is implicitly dependent on the signal we are trying to detect. and NC frequency channels να, α = 1, 2, . . . , NC . The visibilities can then be labelled as Viα ≡ V ( Ui, να). We can then write the probability as
where σN,iα is the rms of the noise in the baseline i and frequency channel α. Assuming the visibilities Viα for different i, α to be independent, we can write
At this point, let us shift to the continuum limit with the identification i,α (. . .) −→ d 2 U dν nB( U , ν) (. . .)
where nB( U , ν) d 2 U dν gives the number of baselines in the interval d 2 U dν and ρB( U , ν) is the corresponding normalized distribution d 2 U dν ρB( U , ν) = 1.
Hence the ratio that appears in the expression for Λ(µ) is given by where σ 2 rms = σ 2 N /(NBNC ) is the rms of the noise map. For uniform prior on parameters, Λ(µ) is nothing but the likelihood function.
