Abstract-This paper presents two Artificial Neural Network (ANN) based models for the prediction of peak outflow from breached embankment dams using two effective parameters including height and volume of water behind the dam at the time of failure. Estimation of optimal weights and biases in the training phase of the ANN is analysed by two different algorithms including Levenberg-Marquardt (LM) as a standard tech nique used to solve nonlinear least squares problems and Imperialist Competitive Algorithm (ICA) as a new evolutionary algorithm in the evolutionary computation field. Comparison of the obtained results with those of the conventional approach based on regression analysis shows a better performance of the ANN model trained with ICA. Investigation on the uncertainty band of the models indicated that LM predictions have the least uncertainty band whilst ICA's have the lowest mean prediction error. More analysis on the models' uncertainty is conducted by a Monte Carlo simulation in which 1000 randomly generated sets of input data are sampled from the database of historical dam failures. The result of 1000 ANN models which have been analysed with three statistical measures including p factor, d factor, and DDR confirms that LM predictions have more limited uncertainty band.
INTRODUCTION
Prediction of peak outflow (Q p ) from breached embankment dams is an important procedure for emergency action plan preparation and risk assess ment [25] . Therefore, development of simple and pre cise approaches to deal with such problems has been the focus of a multitude of contributions to the litera ture in the last decades [5, 9, 13, 28, 32] . Despite a plethora of reliable experiments and case studies, the problem of breach outflow prediction is still debatable [11, 24] . It seems that this is partly due to the complex ity of the phenomenon and low accuracy of data driven from historical dam failures [8] , and the most likely reason because of the limitation of the com monly used analytical tools (i.e., regression analyses).
The traditional approach typically uses historical datasets in order to develop relations between Q p and height and/or volume of water behind a dam. These relations with low levels of complexity are still neces sary, especially when detailed simulations are not intended or impossible to apply easily or conveniently [10] . However, these relations need to be represented 1 The article is published in the original.
with the relevant uncertainty such as confidence limit. For instance, Wahl [30] showed that the uncertainties of peak outflow predictions associated with a number of these relations were larger, hence predictions of peak outflow had an uncertainty of approximately ±0.3 to ±1 order of magnitude. However, the Froe hlich peak outflow relation [9] had the lowest uncer tainty. Pierce et al. [24] applied the uncertainty analy sis used by Wahl [30] to some new developed relations and showed their uncertainty bands were consistently between 0.45 and 0.6 of an order of magnitude. Froe hlich [9] evaluated the uncertainty of the parameters in breach formation relations which form the shape of a trapezoid. He used the expected values of breach parameters with their variances in stochastic models for dam breach flooding using a Monte Carlo simula tion approach. The results of his research represented probability distributions of peak outflow rates covering all potential outcomes of the flood model where peak values were more than two and one half times the mean value.
As an alternative to the traditional regression anal ysis, artificial neural networks (ANN) recently attracted the attention of many researchers in this field due to its data driven nature, model-free form pre FARHAD HOOSHYARIPOR et al. dictions, and tolerance to data errors [4, 12, 13, 23] . In a recently developed ANN model, Nourani et al. [23] collected data from historical cases, laboratory, and a physically based numerical model and used the ANN to simulate outflow hydrograph from the earthen dam breach. The sensitivity analysis of their work con firmed that both height of water in the reservoir and reservoir volume at the time of failure are the most important physical parameters compared to others when dealing with the breach process.
Although the application of the ANN has been demonstrated in the dam break analysis compared to the conventional regression analysis, a robust solution obtained from this model is of paramount importance to its wide and successful application. To the best of the authors' knowledge, this application coupled with uncertainty analysis has not been addressed in this field. Thus, the quantified uncertainty as a band for estimated peak outflow values can help for a better assessment of the reliability of the predicted outflow hydrographs at the dams and downstream locations. Basically, the sources of uncertainty related to ANNs are [31] : (1) noisy and limited training data: construc tion of training set (by random sampling) is prone to sampling variations, (2) model limitations: local min ima, suboptimal optimization procedures, (3) inap propriate parameterization model (network topology). Regarding to the above mentioned limitations, this study aims to develop an ANN model using the avail able datasets considering back propagation and artifi cial intelligence approaches in the network training phase along with the relevant uncertainties in the modelling procedure. The focus of the sources of uncertainty will be on the uncertainty stemming from randomly generated sampling of training data sets. Quantification of the uncertainties can help decision makers be aware of the level of uncertainties in the ANN estimations. The rest of the paper describes the methodology for development of the ANN models as well as uncertainty analysis. Then, the results are pre sented and discussed. Finally, conclusions are drawn and some recommendations are made in the last sec tion.
DATABASE COLLECTION AND REGRESSION ANALYSIS
The proposed methodology uses a database, including 93 actual embankment dam failures col lected by Hooshyaripor and Tahershamsi [13] from numerous sources [9, 24-26, 29, 32] . Most of the investigators in this field have applied part of this dataset to develop equations for estimation of breach parameters and outflow hydrograph characteristics including peak outflow. For instance, Froehlich [9] assembled data from 22 embankment dam failures and developed a new empirical relation based on multiple regression analysis for rapid estimation of peak out flow from a breached embankment dam as: (1) where Q p is predicted peak outflow, m 3 /s; H w is height of water in the reservoir at the time of failure, m, and V w is reservoir volume at the time of failure, m 3 . Wahl [30] confirmed this expression as one of the best empirical relations that ever been developed. There fore, Froehlich expression is used here as a benchmark for comparing with the performance of the developed models.
ARTIFICIAL NEURAL NETWORK MODEL

Architecture of the ANN
Neural Networks are typically thought as black boxes trained to a specific task on a large number of data samples. A typical network would consist of three layers of neurons, including input, hidden and output layers. Many theoretical and experimental works have shown that single hidden layer is sufficient for ANNs to approximate a complex nonlinear function [7, 21] . A previous study on this database by Hooshyarypor and Tahershamsi [12] showed that an appropriate ANN for this application can be envisaged as a feed forward three layer ANN in which tangent sigmoid and purline transfer functions are applied in the hid den and output layers, respectively. Mean square error (MSE) between the observed data and corresponding simulated results is also employed as a function for measuring the performance indicator. The appropriate technique for ANN training plus the required number of neurons in the hidden layer will be described in the next section.
Training of the ANN
To achieve an efficient ANN model, the ANN training is needed with sufficient data in order to min imise the MSE between the actual data and network responses. (2) where y i is observed value, f(x i ) is corresponding pre dicted value by the ANN, x i is the independent vari ables (here V w and H w ) and m is the number of datum pairs (here is equal to 93). Several training algorithms have been proposed in the literatures for minimisation of the MSE by determining the optimal network's weights and biases. In this study, two different algo rithms are examined for training the ANN models include ICA and LM which are outlined below. Levenberg⎯Marquardt Algorithm The LM method developed by Levenberg [16] and Marquardt [18] provides a numerical solution for a nonlinear function over a space of parameters of the function. The LM technique is based on a minimiza tion problem which are solved particularly by least squares curve fitting and nonlinear programming. This method is a popular curve fitting algorithm used in many software applications for solving generic curve fitting problems. However, finding a local minimum is guaranteed which may be not a global minimum. The primary application of LM algorithm is in the least squares curve fitting problem. Given a set of m empir ical datum pairs of independent and dependent vari ables (x i , y i ), the method determines the parameters α of the model curve f(x, α) by minimising the sum of the squares of the deviations:
LM algorithm is an iterative procedure starting with an initial guess for the parameter vector α. For each iteration, α is replaced with a new estimate α + δ. To determine δ, Levenberg [16] proposed the fol lowing equation: (4) where J is the Jacobean matrix whose ith row equals J i , f and y are vectors with ith component f(x i , α) and y i , respectively, and I is the identity matrix, giving as the increment δ, to the estimated parameter vector α. The (non negative) damping factor, λ, is adjusted at each iteration. If the reduction of S is rapid, a smaller value can be used, bringing the algorithm closer to the Gauss-Newton algorithm, whereas if an iteration gives insufficient reduction in the residual, λ can be increased, giving a step closer to the gradient descent direction.
Levenberg's algorithm has the disadvantage that if the value of damping factor, λ, is large, inverting J T J + λI is not used at all. Marquardt provided the insight that the user can scale each component of the gradient according to the curvature so that there is larger move ment along the directions where the gradient is smaller. This avoids slow convergence in the direction of small gradient. Therefore, Marquardt replaced the identity matrix, I, with the diagonal matrix consisting of the diagonal elements of J T J, resulting in LM algo rithm:
Imperialist Competitive Algorithm
Essentially, ICA is a new progressive meta heuristic algorithm for optimisation [14] . The algorithm starts from random generation of a set of candidate solutions in the search space of the optimisation problem. The
randomly generated solutions are called initial coun tries each of which contains an array of decision vari ables for a candidate solution. Given an array of N var decision variables for a solution in an optimisation problem, the country is defined by an N var × 1 array as: (6) where p i is ith decision variable in a country (solution). The weights and biases of the ANN are the decision variables of the ICA and the MSE is used as the cost function which needs to be minimised. Similar to LM algorithm, the ICA employs tangent sigmoid and purline transfer functions in the hidden and output layers, respectively. Therefore, assuming one hidden layer in the ANN, predicted variable can be calculated as (7) where x i is ith input variable; Y p is predicated variable; N in is the number of input variables; M is the number of neurons in the hidden layer; W ij is weight of ith input variable and jth neuron in tangent sigmoid func tion;
is weight of jth neuron for purline function; b j is bias of jth neuron in tangent sigmoid function; b' is bias in purline function. Given two input variables of V w and H w (N in = 2), one output variable of Q p (N out = 1) and M neurons in the hidden layer, the total number of decision variables (N var in Eq. (6)) equals
The objective (cost) function is the power of each country. The countries in a population is split into two groups of imperialists and colonies. A number of the best countries with the least cost functions become Imperialists and start taking control of other countries which become colonies and form the initial Empires [2] .
Two main operators of this algorithm are "Assimi lation" and "Revolution". Assimilation makes the colonies of each empire to become closer to the impe rialist state in the space of socio political characteris tics (optimisation search space). Revolution brings about sudden random changes in the position of some of the countries in the search space. During assimila tion and revolution a colony might reach a better posi tion and has the chance to take the control of the entire empire and replace the current imperialist state of the empire [19] . The total power (cost) of an empire is mainly affected by the power of imperialist country, but the power of the colonies of an empire has an effect, albeit negligible, on the total power of that empire. Thus, the total cost of an empire is defined as: (8) where ξ is a positive number that is considered to be less than 1. A small value for ξ implies that the total [ ]
power of an empire is determined by just the imperial ist. A large value implies an increasing role for the col onies in determining the total power of an empire.
All empires try to expand their colonies to other empires and control them. This imperialistic competi tion gradually would lead to decrease in the power of weaker empires and increase in the power of more powerful ones. Over elapsing time, all the empires except the most powerful one will collapse and all the colonies will be under control of this unique empire. In this paper, the number of pre specified iterations is considered as stopping criteria for the ICA. More details about the ICA technique can be found in the relevant documents by Atashpaz Gargari and Lucas [2] , Atashpaz Gargari et al. [3] , Kaveh and Talatahari [15] , Nazari Shirkouhi et al. [19] , Hosseini nasab et al. [14] , and Tahershamsi and Sheikholeslami [27] .
UNCERTAINTY ANALYSIS
Methodology
To compare the performance of the two aforemen tioned algorithms in the ANN models, an uncertainty analysis is carried out by using Monte Carlo simula tion (MCS). Thus, the results of the ANN models, each of which is trained with a lot of randomly selected sample sets of input data, are compared to assess the uncertainty of the developed ANN models. To do so, collected database, including H w , V w , and Q p are first characterized using a probability density function (PDF). Then, N sets of datasets each of which includes input and the relevant output data are ran domly selected from the associated PDFs by using MCS technique. In the present work, similar to the methodology proposed by Marce et al. [17] , sampling is taken directly from the database rather than PDFs. The adopted method is much simpler and can save computational time in multiple runs. Each ANN model is trained, validated with a portion of a selected set of input datasets and consequently the generated output (i.e., peak outflow) obtained from the remain ing portion of the datasets is saved as the result of the ANN model. This procedure is repeated frequently for the whole N sets. Theoretically, the number of sets (value of N) needs to be as many as the number in which the result of a new run does not affect the prob ability distribution of the output variable [22] . Here it is assumed that 1000 times are sufficient for multiple runs of the randomly generated ANN model. Finally, the statistical indices (e.g. mean, median, variance, and percentiles) are collected for further comparison.
Model Uncertainty Quantification
In order to compare the performance of the ANN models, a number of error quantification measures are used here as follows: (1) coefficient of determina tion (R 2 ) representing the association degree between predicted and observed values; (2) average error (AE) equal to the algebraic difference between predicted and observed values; (3) mean absolute error (MAE); and (4) root mean square error (RMSE). In addition, to quantify the uncertainty of the two algorithms for training the ANN models, three techniques are used here: (1) p factor: the percentage of observed data bracketed by the 95 present prediction uncertainty (95PPU) bands. This technique is usually used to quantify the strength of calibration; (2) d factor: the non dimensional distance between upper and lower limits of the predictions and represents the strength of uncertainty analysis; and (3) developed discrepancy ratio (DDR): the ratio of predicted value to the observed value. These techniques are briefly outlined in the following. P factor is calculated as [1] : (9) where n is the number of observations, x o is the observed value, and x l and x u correspond to 2.5th and 97.5th percentiles of the cumulative distribution of every predicted variable, respectively. The ideal value for p factor is where all observed values are enclosed by the 95PPU (p factor equals 100).
On the other hand, the average distance between the upper and the lower 95PPU (or the degree of uncertainty) is calculated as [1] : (10) A dimensionless measure of the d factor can be expressed as: (11) where σ x is the standard deviation of the observed val ues. Obviously, the magnitude of d factor is directly proportional to the amount of uncertainty in the out puts. The desirable values for this indicator are less than 1 and the ideal value is for zero when there is no error in the predicted output [1] .
The statistical measures introduced by Eqs. (9) and (11) only show the average accuracy in the model operation and are not able to present any information about the probability distribution of the predictions. To cover this characteristic of the prediction value, another statistical measure known as DDR is applied. Based on the definition of DDR proposed by Noori et al. [20] this statistic is defined as (12) where x p is the predicted value. For a number of DDR values related to predicted values of the ANN models, DDR value are standardized as (13) factor count 1 (
where X i is DDR value, Z i is the standardized value of X i , and X max and X min are the maximum and minimum values of DDR, respectively. Then, the standardized values are normalised (Q i ) using Gaussian function as (14) where μ z and σ z are the mean and standard deviation of standardized DDR values, respectively. The plot between Q i and Z i values represents a probabilistic dis tribution of predictions illustrating a band (confidence interval) of prediction errors plus the most probable values.
RESULTS AND DISCUTION
Development of ANN Models
To develop the ANN models, 85% of the total observations of embankment dam failure are kept for ANN training and the rest 15% are employed for com parison of the performance between the ANN models and the Froehlich relation. Note that the test dataset is not used for derivation of neither the ANN models nor the empirical relation. Since the output value of the tan sigmoid function in the hidden layer needs to be bounded between -1 and +1, initially both the input and output variables are rescaled between -1 and +1 according to Eq. (13) where X i is the value of each vari able, Z i is the rescaled value of X i , and X max and X min are the maximum and minimum values of each variable, respectively. In the ANN model with LM training algorithm (model I), the training algorithm stops when over fitting of validation data occurs [6] , whilst stopping criteria for the ICA training technique (model II) is the number of iterations for reaching appropriate values of ANN's weights and biases, which will be specified after a number of trial runs. To achieve efficient ANN models, a sensitive analysis was conducted for different numbers of neurons in the hid den layer and finally the network with four and three neurons would result in the minimum mean square errors for the model I and II, respectively. The input data of the first layer are the height of water (H w ) and reservoir volume (V w ) and the only output of the third layer is the predicted peak outflow (Q p ). Figure 1 shows the results of the ANN model with LM training tech nique for both training and test steps. As it can be seen, most of the predicted values in the test step closely match the corresponding observed values although there are some major discrepancies. Rather, they include 22 points in calibration step (27.5% of calibra tion datasets) and 1 points in the test step (7.7% of test datasets) with unsatisfactory predictions. It can be seen that most of the badly predicted points are related to low values (Q p < 100 m 3 /s) of small dams. This can be attributed to the fact that the ANN has tried to min imise the overall performance function (here MSE) by approximating the predicted values to the observed values. Therefore, the ANN strives to minimise this As the value of M is examined to be three in the sec ond model, the number of decision variables is 13. Given the number of total countries is assumed to be 40, the number of imperialist and colony countries are considered as 15 and 25, respectively. According to the previous studies [1, 14, 19] and after a number of trial runs, the values of the parameters of revolution rate and assimilation were set to 0.2 and 2, respectively. Also, ξ equal to 0.1 was used for most of the runs. The conducted sensitivity analysis (not shown here) revealed that the number of iterations (epochs) equal to 70 would result in appropriate outputs and thus this number is used as stopping criteria for the rest of the runs. Figure 2 illustrates the performance of the ANN model with ICA training technique for both training and test steps. Similar to the previous training tech nique, there are some imprecise predictions in the training and test steps. Likewise, the imprecise predic tions are more related to the observed values less than 100 m 3 /s. As a result, it could be argued that the devel oped ANN models cannot be a proper predictor for Q p < 100 m 3 /s. Thus, this part of data (23 out of 93 available datasets) are discarded from rest of the analysis. Note that data exclusion has no significant effect on the obtained results. For better judgment, the statistical indices are cal culated and given in Table 1 . As it can be seen, while the peak outflow prediction for Froehlich relation outperforms the ANN models with respect to AE val ues, the performance of the ANN models is better for the other three indices (i.e., R 2 , MAE, and RMSE val ues) indicating that the predictions made using the statistical technique may be viewed with more scepti cism. Additionally, when comparing all statistical indi ces of the models, the performance of the ANN model with ICA training algorithm outperforms the other models.
Comparison of the indices' values between the two ANN models indicates that the ICA training method is more efficient than the LM algorithm. This can be due to the fact that the LM algorithm finds a local minimum while ICA as an evolutionary algorithm is unlikely to trap in a local optimum and is able to search more and find better solutions in the search space of the decision variables. Figure 3 shows a comparison between the perfor mance of the ANN models and Froehlich relation. As it can be seen, the ANN model with ICA shows the best prediction compared to the observed values while Froehlich relation underestimates the observed values, this is typically shown in Figs. 3a and 3b . For instance, the observed peak outflow of Banqiao dam failure is 78100 m 3 /s while estimated value for Froehlich rela tion is 16735 m 3 /s which is 78% less than the observed value. In another case for Liujiatai dam failure (Fig. 3b ) the observed value is 28000 m 3 /s while the estimated value of Froehlich relation is 9032 m 3 /s (about 67% less than the observed value). The main cause of this event can be attributed to the low impact of V w over Q p in Froehlich relation as evaluated by Babaeyan Amini et al. [4] and Hooshyaripor and Tahershamsi [12] .
Results of Uncertainty Analysis
The prediction uncertainty of the ANN models can be expressed in many ways [30] . Here two indicators are employed for quantifying the uncertainty of pre dictions, including prediction error in logarithmic scale and confidence limits of prediction. The predic tion error indicator is calculated as:
(15) For estimation of confidence limit indicator, the mean ( ) and standard deviation (σ e ) of the prediction errors are first calculated. Negative and positive mean values indicate the underestimation and overestima tion of the predictors over the observed values, respec tively. A 95% confidence band (limits) around the pre dicted value of a parameter can be expressed as: (16) In addition, for a better estimation of uncertainty indicators, the outlier exclusion algorithm is also applied to the series of prediction errors as follows: (1) the median (T) of the e i values is first determined; (2) Then, the absolute values of the deviations from the median is calculated and the median of these abso lute deviations (MAD) is determined; (3) (5) any observations for which |Z i | > 2.5 is discarded from the dataset. For a sampling from a perfect normal dis tribution, this method rejects at the 98.7% probability level. Table 2 summarizes the result of uncertainty quan tification for both indicators. The Table shows that the predictions with ICA training technique are entirely in the range, and thus no outlier exclusion happens to the results of this method. In addition, analysis reveals that outlier exclusion has increased value by 1.5% and reduces ±2σ e value by 17% for the LM algorithm and the values have decreased respectively by 19.6 and 4.6% in the case of Froehlich relation. The positive values of mean prediction error for ANN models show that on average the models are overestimating. Figure 4 illustrates the best fit line with the predic tions and the uncertainty band related to the model I e To prepare the database for uncertainty analysis, 1000 sampling sets are selected in which randomly 85 and 15% of data are assigned for training and valida tion, respectively. Hence, the uncertainty of 1000 developed ANN models were measured by the afore mentioned indicators (i.e., p factor and d factor) pre sented in Table 3 . Average values of R 2 , MAE, and RMSE are also provided in the table. As it can be seen, for LM algorithm is 27% better and also the and values of this algorithm are 17 and 24%, respectively less than those of ICA. Additionally, the values of p factor indicate that predictions made by the LM technique are almost 16% more in the range of 95PPU than those of ICA. On the other hand, d factor value of ICA is 35% less than that of the LM algorithm which demonstrates a less uncertainty band for this algorithm (Fig. 5) . Overall, predictions based on the ICA, although closely match the observations, they lack covering the observations for 32% of the times. Thus, the LM algorithm seems to outperform the ICA algorithm with respect to uncertainty analysis of mul tiple runs, although the best ANN model could be developed using the ICA algorithm as shown previ ously.
In order to conduct a more comprehensive com parison, another index (DDR) is applied. Thus, DDR for all prediction values were first calculated as DDR values (Eq. (12)), standardized as Z i values (Eq. (13)) and then normalised as Q i values (Eq. (14)). For a bet ter judgment and intuitive visualization, Q i values are plotted against Z i values to illustrate the distribution of uncertainties around the model's predictions for a number of embankment dams. Figure 6 illustrates dis tributions of the obtained results for 9 of the embank ment dams which can be the representatives for all 93 embankments. The obtained distributions for the other embankment dams are presented in the appen dix. According to Noori et al. [20] , the more maxi mum Q DDR value, the less prediction error can be expected from the bell shaped distribution. According to Table 4 , the maximum Q DDR related to LM is on average 4.3% more than that of ICA. This percentile increases to 6% if all embankments be considered. Out of 9 considered embankments, ICA has a slightly bet ter performance in the cases of Ireland no. 5, Lake Avalon, and Lake Latonka. Furthermore, most of the distributions in Fig. 6a are skewed to the right implies the model on average is expected to be underestimat ing for the undertaken cases. On the other hand, the distributions of Fig. 6b are approximately symmetric about the y axis demonstrates that ICA predictions are normally distributed around the mean predict, hence the average of the prediction values can be a good representative for ICA results.
A further comparison of the dispersion of probabil ity distribution is related to confidence interval of 95% equal to ±2σ z which represents the limits of 95% of the predicted values. Obviously, if the 95% confidence interval is larger, this indicates the greater amount of uncertainty would be expected for the prediction data. The confidence interval of 95% for Z DDR probability distributions of 9 analysed embankment dams are given in Table 4 . As it can be seen, 95% confidence interval values of ICA for three of the dams (i.e., Ire land no. 5, Lake Avalon, and Lake Latonka) are a slightly less than those of LM algorithm and the results are vice versa for the other six embankments. Accord ing to the table, the 95% confidence interval related to LM algorithm is on average 2% less than that of ICA. Considering all 93 cases this percentile increases to 3%. This implies that LM predictions are closer to the mean, hence the number of outlier predictions is expected to be less in LM algorithm emphasizing the result of p factor in the previous section.
CONCLUSIONS
Due to the importance of emergency action plan preparation and risk assessment at the time of dam failure, development of simple and precise prediction models for the peak outflow of breached embankment dams have been a challenge in the recent decades. The present work developed two ANN models for peak outflow prediction and compared them with the empirical relation. Then, it focused on evaluating the performance of ICA and LM algorithms for ANN training. ICA is a new evolutionary algorithm, in the evolutionary computation field based on the human's socio political evolution and LM algorithm is a com mon method of training ANNs called multi stage dynamic system optimization. The problem of peak outflow prediction from breached embankment dams was undertaken and the data for 93 case studies col lected from the literatures were used in this analysis. According to the results, a three layer ANN model with three and four neurons in the hidden layer, respectively, for ICA and LM was found to be appro priate for the ANN models. By considering the statis tic indices, ICA was recognized as better training algo rithm. The comparison with Froehlich relation indi cated that this relation may underestimate the peak outflow values particularly for large embankment dams. On the other hand, the ANN models had a rea sonable performance for large amount of peak out flows although the ANN model predictions were not applicable for the peak outflow less than 100 m 3 /s.
The results of the uncertainty analyses indicated both ANN models had a good performance and the difference between their uncertainty bands was insig nificant. Then the uncertainty of the ANN models in the modelling procedure was conducted by a Monte Carlo simulation. Two indicators, including p factor and d factor parameters were calculated and com pared for this analysis which showed the minor superi ority of ICA algorithm rather than LM. The analysis of uncertainty with another parameter, DDR, showed that LM predictions are more reliable than ICA train ing technique, although the best ANN model can be developed using ICA training algorithm. 
