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Abstract—This paper describes a framework for the
investigation and modeling of human spatial guidance
behavior in complex environments. The model is derived
from the concept of interaction patterns, which represent
the invariances or symmetries inherent in the interactions
between an agent and its environment. These patterns
provide the basic elements needed for the formalization
of spatial behavior and determine a natural hierarchy that
can be unified under a hierarchical hidden Markov model.
I. ORIGIN AND UNDERLYING PRINCIPLES
Spatial behavior has been an active research topic in
psychology and robotics over the past few decades. What
fascinates researchers is the ability of trained humans to
spontaneously generate behavior for problems that are
often not tractable from a computational standpoint [1].
Take driving a car for instance, it involves a driver, a
car (the driver and the car together can be taken as the
agent), as well as the surrounding environment. All three
have their own dynamics. The driver needs not only to
comprehend the dynamics of each single component,
but also needs to have a holistic understanding of the
dynamics of the entire agent-environment system.
Furthermore, these types of problems generally in-
volve processes that obey quite different principles.
Sensing and perception are often considered to be prob-
abilistic, while cognition and action are considered to be
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deterministic [2], [3]. A driver or pilot has to integrate
all these processes while factoring in the overall goal of
the task, e.g., driving to a specified location safely and
as fast as possible.
Theories regarding the organization of behavior can
be categorized into two main schools: model-based
approaches and non-representational approaches. Most
non-representational approaches like tau coupling [4], or
more recently models based on information processing
and dynamical principles [5], provide useful explanations
of the perception-action loop in behavior. However,
the behavior is almost always formulated in terms of
some low-dimensional dynamics without specific mean-
ing. Their main limitations is that they cannot explain
complex behaviors involving the composition of several
behaviors, such as those that result from more complex
environments with a remote goal state.
Model-based approaches [6], [7], on the other hand,
tend to focus either on the perception or the action side;
they are rarely presented under a unified framework.
If they are, they are most often based on the generic
“sense-model-plan-act” model, which due to its rigidity
makes it challenging to explain the flexible and adaptive
capabilities of human spatial behavior.
This short paper only highlights the key concepts and
results. For a comprehensive treatment of the concepts
that we introduce, as well as the details regarding the
experiments, the algorithms and the results, please refer
to [8]–[10].
II. MODELED RELATIONSHIPS
Considering the range of complexities involved in
the agent-environment dynamics and the perception-
cognition-action processes, one of the fundamental ques-
tion that need to be addressed in the study of spatial
behavior is what aspects of these dynamics are funda-
mental in explaining how spatial behavior is organized.
Our modeling framework is built on the analysis of the
agent-environment dynamics as illustrated in Fig. 1(a)
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Fig. 1. (a) A conceptual pattern-based hierarchical guidance model.
(b) Hierarchical hidden Markov model of guidance behavior, compris-
ing two layers with the interaction pattern serving at the link between
the two.
and focuses on the understanding and characterizing
the emerging interaction patterns, and how these can
then help formalize the analysis of behavior and the
development of a model like the HHMM shown in
Fig.1(b).
A. Agent-Environment Dynamics and Interaction Pat-
terns
The dynamics of an agent can be described as:
x˙ = f(x,u) (1)
where x ∈ X ⊆ Rn is the agent state, u ∈ U ⊆ Rm
is the control law. In order for an agent to perform a
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Fig. 2. Optimal guidance behavior of Dubins’ vehicle for an
environment with multiple obstacles.
guidance task, it should be able to perceive the world via
i(t) = h(e(t)), where i(t) is the information and e ∈ E
is the environment state, which can be represented as
e(t) = g(x(t)), and choose an appropriate action u(t) to
bring itself from an initial state x0 to a goal state xf . The
process of choosing the right action can be written in the
form of a control policy as u(t) = k(x(t), i(t)). Putting
all these components together results in the following
closed-loop agent-environment dynamics:
x˙ = f(x, k(x, h(g(x)))) (2)
The collection of all the agent state trajectory, {x(t) : t ∈
[t0, tf ]}, together with the corresponding environment
state trajectory, {e(t) : t ∈ [t0, tf ]}, with respect to
this closed-loop dynamics is our formal definition of
guidance behavior [9].
We can introduce two types of relationships over
guidance behavior. One relationship ∼g is defined by
extending the concept of motion primitive [11]: two
trajectories, ←−si L and ←−sj L1, satisfy ←−si L ∼g ←−sj L if there
exist a m ∈M and control histories, ←−u Li and ←−u Lj such
that:
(Ψ(m,←−s Li ),←−u Li ) = (←−s Lj ,←−u Lj ) (3)
1For computational convenience, both the ∼g and ∼s relationships
are defined on the symbolic representations of guidance behavior
instead of the continuous form (2), which can be obtained through a
quantization, q : X×E→ A, where A is a finite set of symbols which
is called the state alphabet. With such a quantization, the set of all
trajectories can then be written as:
←−
S = {←−s Li : si−L+1, ..., si, s ∈
A, L ∈ Z+, i ∈ Z}. The controls can be quantized similarly.
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where L ∈ Z+, M is some finite-dimensional Lie group,
and Ψ is the action of this group M on the state manifold
X, Ψ := M×X→ X. The following two conditions need
to be held for all m ∈M , x ∈ X, e ∈ E, t ∈ [t0, tf ] and
all u ∈ U in order to satisfies (3):
Ψ(m,xu(t;x0)) = x
u(t; Ψ(m,x0)) (4)
and
Ψ|E(m, eu(t; e0)) = eu(t; Ψ|E(m, e0)) (5)
where Ψ|E is the restriction of mapping Ψ in E and it can
be well defined on the assumption that the environment
state can be written in the form of some relative quanti-
ties, e(t) = x(t)−xr. (4) implies that if t→ (x(t),u(t))
is an integral curve of (1), so is t→ (Ψ(m,x(t)),u(t)).
(5) can be interpreted similarly.
The other relationship ∼s is defined using the concept
of causal state [12]:
←−si K ∼s ←−sj L ⇔ P (−→S |←−si K) = P (−→S |←−sj L) (6)
for all semi-infinite
−→
S = s0s1..., where K,L ∈ Z+ and
P stands for probability. Since, in this paper, we are
only concerned with deterministic systems, we can then
assign P equal to one. In this setting, the state s0 is then
called a subgoal, in the sense that, from this state on,
the two trajectories, ←−si K and ←−sj L, will follow the same
trajectories
−→
S . We will drop the length variables K and
L here and denote the members of any length in the set←−
S by ←−s .
It can be easily verified that both ∼g and ∼s are
equivalence relationships. Thus, if ←−s ∈ ←−S , one type
of equivalence class over
←−
S can be defined in the
following two steps (the order of these two operations
is interchangeable): [←−s ] = {←−s ′ ∈ ←−S : ←−s ′ ∼s ←−s } and
[[←−s ]] = {[←−s ]′ ∈ [←−s ] : [←−s ]′ ∼g [←−s ]}. Each equivalence
class [[←−s ]] is called an interaction pattern to reflect
the fact it captures invariances inherent in the agent-
environment interactions.
For the guidance behavior of Dubins’ vehicle as shown
in Fig. 2, the agent state and the environment state are
invariant with respect to a translation and a rotation about
a vertical axis, or to the actions of the symmetry group
M = SE(2). Each element of M can be written in the
form of a 3×3 matrix m(ψ, t), with rotation angle ψ
and the translation vector t = [tx, ty]′. For the example
trajectories shown in Fig. 2, according to (3) and (6),
we have pi1 ∼s pi2 and pi3 ∼g pi4. And taking the ∼s
equivalence (e.g., equating the two black trajectories)
results in the partitions of the state space (encircled
by obstacle boundaries, red and green lines, which
correspond to repelling and attracting manifolds, respec-
tively [10]), and subsequently taking the ∼g equivalence
(e.g., equating the two purple trajectories) results in two
interaction patterns: one corresponds to approaching the
subgoals from the left, such as guidance behaviors in
partition A, and the other corresponds to approaching the
subgoals from the right, such as guidance behaviors in
partition B. Actually, after a mirror reflection symmetry
is added to group M , only a single interaction pattern is
left.
B. Experimental Investigation and Validation
Next we proceeded to investigate the agent-
environment dynamics and validate the concept of inter-
action pattern using experimental data. The approach to-
gether with the necessary computational tools from ma-
chine learning, system identification and pattern recog-
nition are summarized in the following five steps (I-V).
Experimental trajectory data was collected from ag-
ile guidance tasks performed with a miniature remote
control helicopter [10] (Fig. 3) in our interactive guid-
ance and control lab [13]. The data was represented
as xn(i), i = 1, ...Nn, n = 1, ..., N with N as the
number of trajectories and Nn as the number of data
point for trajectory n. The helicopter planar rigid-body
motion is fully characterized by four variables xn(i) :=
[xn(i), yn(i), vn(i), ψn(i)]′, where [xn(i), yn(i)]′ is the
position, vn(i) is the speed and ψn(i) is the course angle.
(I) Symbolic representation and subgoal identification:
Transformation of the trajectory data into a symbolic
representation and identifying pairwise subgoals based
on the definition (6). The transformation is done by
quantizing the state space into mutually exclusive
cells according to q. Each cell is a letter of the state
alphabet A. If a data point xn(i) falls within a cell, it is
represented by the corresponding letter sn(i). Once the
transformation is done for each data point, the original
measurement data xn(i), i = 1, ...Nn, n = 1, ..., N is
transformed into its corresponding symbolic form as
sn(i), i = 1, ...Nn, n = 1, ..., N .
(II) Subgoal clustering and trajectory segmentation:
The extracted subgoals are clustered applying Isomap,
multidimensional scaling and K-means methods. The
experimental trajectories are then clustered into ∼s
equivalent segment clusters based on their membership
subgoal.2 The original trajectory sample data are
2The application of our clustering operation is based on the as-
sumption that the “observed” subgoals extracted from step (I) are the
expression of some “hidden” subgoals, where the number of hidden
subgoals is much smaller than the observed ones. The distribution of
the observed subgoals can be modeled by a mixture of Gaussians as
follows [14].
3
0 0.5 1 1.5 2 2.5
0
0.5
1
1.5
2
2.5
3
xN
(m
)
yE(m)
A
(a)
0 0.5 1 1.5 2 2.5
0
0.5
1
1.5
2
2.5
3
xN
(m
)
yE(m)
A
B
(b)
Fig. 3. Trajectory segmentation results for two different tasks.
augmented by their memberships as follows:
[xm(i)′, ξm(i)]′, i = 1, ...Mm,m = 1, ...,M
with M as the number of trajectory segments, Mm as
the number of data point for trajectory segment m, and
ξm(i) as the membership of data point xm(i) with 1 ≤
ξm(i) ≤ K∗. The segmentation results for two tasks are
shown in Fig. 3.
(III) ∼g equivalence analysis: To prove that one seg-
ment cluster ξ1 is symmetric to another cluster ξ2
according to ∼g equivalence definition (3) or they both
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Fig. 4. Matching results. (a) Superimposed trajectory segments. (b)
The relative difference between correspondence points.
belong to a same interaction pattern, it suffices to
show that for any trajectory xu(t;x0) from cluster ξ1,
there exists an action m from the symmetry group M
and a trajectory xu
′
(t′;x′0) from cluster ξ2 such that
xu(t′;x′0) = Ψ(m,x
u(t;x0)) holds and all the m’s are
the same, and vice versa. This evaluation was formulated
as a parameter optimization problem. The matching
results for two of the clusters are shown in Fig. 4.
(IV) Analysis of dynamical characteristics: The dy-
namical characteristics of guidance behavior in each
segment clusters (as sample interaction patterns) is ana-
lyzed using piecewise affine (PWA) model [15]. A PWA
system is defined by the following state-space equations:
x(t+ 1) = Aix(t) +Biu(t) + di, for x ∈ Xi,u ∈ Ui
(7)
where {Xi}lmi=1 and {Ui}lmi=1 are polyhedral partitions of
X and U (each partition can be called a mode), and di is
the noise term. As shown in Fig. 5, for each segment
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Fig. 5. (a) Data points according to their mode memberships. (b)
shows a typical fitted distribution of velocity, tangential and normal
accelerations for a segment cluster.
cluster, three modes with distinguished characteristics
can be identified. They are a starting mode (mode 3)
ms, a coasting mode (mode 1) mc, and an approaching
mode (mode 2) ma.
(V) Meta-behavioral analysis: The transition among
the segment clusters and their spatial boundaries are in-
vestigated based on general dynamical systems concepts.
The transition boundaries among the patterns can be
approximately characterized as attracting and repelling
manifolds [9], [10]. The functional form of time-to-go
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Fig. 6. (a) Vector field computed from experimental data. (b) Predicted
partition. In both of these two figures, black lines mark the locations of
subgoals, red line marks the location of repelling manifold, and green
lines mark the locations of attracting manifolds.
(TTG) function is first learned from experimental data
and then a wavefront method based on optimality princi-
ples can be used to derive the partitions: the subgoals are
determined as the locations where the wavefront defined
by the learned TTG function meet the vertices of obsta-
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cles; the repelling manifolds correspond to the locations
where two wavefronts originating from either a goal or
a subgoal meet; and the attracting manifolds correspond
to subgoals and their directions are determined by the
gradient of the wavefront. Fig. 6 shows the predicted
partitions that result from this method compared to the
original partitions.
C. Integration under a Hierarchical Hidden Markov
Model
In summary, steps I and II correspond to taking the ∼s
equivalence. Each extracted segment cluster can be seen
as a sample interaction pattern. In step III, the ∼g equiv-
alence of these segment clusters is evaluated. The results
from the first three steps confirm that interaction patterns
do exist in human guidance behavior and that they can be
explained using equivalence concepts. Following, in step
IV and V, the micro and macro organizational principles
within and across these patterns are investigated. Here
the results show that the transitions between modes
within and across the patterns can be described through
simple rules.
The analysis of guidance behavior based on interaction
patterns suggests that guidance behavior follows a natu-
ral and systematic hierarchical organization. The overall
system can be formalized using a hierarchical hidden
Markov model (HHMM) as shown in Fig. 1(b). For the
example in this paper, state x is taken as [x, y, v, ψ]′ and
the measurement is taken to be the same as x. Mode m
can take on three values: ms, mc and me. The edges or
dependencies among m and x at different times, along
with the Boolean mode switching node fm, are learned
in step IV. Together, they correspond to the PWA systems
learned from the interaction patterns. Similarly, the edges
among subgoals g and the Boolean goal switching mode
fg can also be learned from experimental data in step
V.
III. PROBLEM ADDRESSED
Our method based on an analysis of the guidance be-
havior in terms of agent-environment dynamics enabled
to identify that the keystone in the organization of spatial
behavior represents the invariances inherent to guidance
behavior. These were described as interaction patterns
and then used to formalize the guidance behavior under
a hierarchical HHMM.
Similar efforts of building formal models to study hu-
man behavior can also be found in vision [3] and motor
control [6]. Our framework distinguishes itself by en-
compassing the entire perception-cognition-action loop.
Furthermore, compared to some non-representational
frameworks [4], [5], thanks to the hybrid nature of
our model, our framework can be easily extended and
generalized to investigate more complex scenarios and
behaviors.
Our framework also provides an avenue for under-
standing the organizational mechanisms humans and
animals may utilize in order to reduce the burden of
planning as well as to enable flexible and adaptive behav-
ior. Our model suggests that high-level planning can be
performed using an interaction pattern library, which can
be understood as the repertoire of guidance capability
that accounts for the agent-environment interactions. The
cardinality of this library is much smaller than that
of the entire state space. The results also show that
explicit details of the agent’s dynamics are not necessary
for planning; it is how those dynamics manifest in the
interaction patterns that really matter.
The HHMM model shows that once a composition of
interaction patterns has been elaborated, the pilot must
primarily monitor whether the subgoal corresponding to
the currently employed interaction pattern is attained
and whether the interaction pattern remains valid. As
long as the goal is not attained, the same subgoal and
information extraction law h(.) and control law k(., .) are
applied. Once it is, a new subgoal, information extraction
law h(.) and control law k(., .) are initiated.
Finally, it is important to underscore, that our frame-
work relies largely on a data-driven approach. Assump-
tions regarding the nature and mechanisms underlying
guidance behavior are kept to a minimum; the knowledge
used to build the key elements of our model is almost
entirely derived from the invariances that exist in the
interactions between the agent and the environment.
The details about the functional form of our interaction
patterns, the number of them, the laws dictating the
transitions between one pattern to the next could in
principle all be learned from experimental data.
IV. APPLICATIONS
The HHMM model provides both descriptive and
predictive capacities. This makes it useful for a range
of engineering and scientific applications. Being able to
predict the pilot’s behavior and performance based on the
environment, task and mission elements is relevant to a
number of applications. The model could be used as part
of an active cueing system. Predicting behavior allows
to identify potential failure states and then alerting the
pilot and/or switching control modality.
The hierarchic model delineates the relevant functions
and levels of representation. This knowledge can be
used to determine the different modalities of interactions
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available to an operator and will help determine the
design specifications for a broader range of human-
machine control modalities.
Another application for our framework is the devel-
opment of novel planning and control algorithms for au-
tonomous systems. For instance, one ongoing challenge
in robotics is the brittleness of robot’s performance [2].
The gained knowledge of the principles that dictate
the organization of spatial behavior will support our
understanding of the adaptive guidance capabilities and
in turn help design algorithms needed to operate in less
structured and partially known environments.
V. LIMITATIONS AND DEVELOPMENT
OPPORTUNITIES
Due to the limited number of scenarios, only the
functional form of the time-to-go are learned while the
organizational rule is assumed to follow some optimality
principle. Although the prediction of the locations of
subgoals and boundaries are reasonable, data from a
broader range of experiments are needed to learn the
high-level transition laws from experimental data.
In terms of development opportunities, the modeling
framework provides a new way to study perceptual and
control mechanisms. The organization of behavior based
on the interaction patterns must be intimately linked
to the perceptual mechanisms. In fact these patterns
are the manifestation of the perception-action loop. We
are currently conducting experiments with eye tracking
device determine relationships between attention patterns
and behavior. These experiments will help us account
for the specific perceptual mechanisms in the agent-
environment model.
Following the same vein, the functional description
provided by the model makes it possible to understand
what potential measurements can be used to investigate
operator workload and attention. Brain imaging and
brain activity analysis is still often treating the brain
as a black box. Our hierarchic model provides a more
precise picture of the type of activation levels (control,
perceptual, planning) expected as a function of the stage
in the task.
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