Practical tools for knowledge discovery from databases must be efficient enough to handle large data sets found in commercial environments. Attribute-oriented induction has proved to be a useful method for knowledge discovery. Three algorithms are AOI, LCHR and GDBR. We have implemented efficient versions of each algorithm and empirically compared them on large commercial data sets. These tests show that GDBR is consistently faster than A01 and LCHR. GDBR's times increase linearly with increased input size, while times for A01 and LCHR increase non-linearly when memory is exceeded. Through better memory management, however, A01 can be improved to provide some advantages.
Introduction
Knowledge discovery from databases (KDD) is the nontrivial extraction of implicit, previously unknown, and potentially useful information from data [7] . As a branch of machine learning, KDD encompasses a number of automated methods whereby useful information is mined from data stored in databases. When a KDD method is implemented as a practical tool for knowledge discovery in databases, efficiency is requried for handling the large input data sets encountered in commercial environments. In this paper we present the results of a comparison of three similar KDD algorithms to determine their suitability for application to large commercial databases.
Our work was motivated by the desires of corporate sponsors, such as Rogers Cablevision, to use our knowledge discovery tools on a 5 gigabyte database. Discovery tasks that we have explored have usually been geared to relating two or three attributes to each other to see if there is any interesting relationship between them. For example, is there any relationship between the area in which a customer lives and the types of services subscribed to or the pay per view movies rented? We found that certain areas had very high occurrences of one product and very low Occurrences of others. This type of information can aid in effective target marketing campaigns.
Attribute-oriented induction is a KDD generalization technique which, given a relation retrieved from a relational database, generalizes its contents on an attribute by attribute basis [ 2 ] . The goal of relation generalization is to produce a small table of information that summarizes the input data to such a degree that people can easily recognize the interesting patterns that emerge from the generalized data. The generalization process is limited by a set of attribute thresholds, each of which specifies the maximum number of distinct values that may exist in the generalized relation for a given attribute. Attribute-oriented generalization techniques produce useful and informative summaries of input data in much less time than standard database techniques commonly used by data managers in commercial environments.
The primary algorithm for attribute-oriented induction, which we call AOI, runs in O(np) time where n is the number of input tuples (database records) and p is the number of tuples in the generalized relation [8]. A related algorithm, LCHR (Learn CHaracteristic Rule), accomplishes the same result, but differs slightly in its method [3] . LCHR runs in O(n log a) time where n is the number of input tuples [ 2 ] . The space requirement of both A01 and LCHR is O(n) since they both store the whole input relation either in memory or on disk. Their memory requirements grow with increased input size, causing excessive memory use and a performance degradation for large inputs.
In [4] we presented GDBR (Generalize DataBase Relation), an on-line and space efficient attributeoriented algorithm which takes identical input to A01 and LCHR and produces identical output, but runs in O(n) time. For typical knowledge discovery tasks, GDBR uses a small, constant amount of memory. In Section 2 we present the results of empirical tests between AOI, LCHR and GDBR. In Sections 3, we describe some improvements to A01 which make it more useful and conclude the paper in Section 4. An extended version of this paper which describes the algorithms in more detail and presents the theoretical analyses is presented in We implemented efficient versions of GDBR, A01 and L,CHR and ran empirical timing tests for varied input sizes and attribute thresholds. In this section, we present the results of those tests. In Section 2.1 we describe how the tests were structured. In Section 2.2 we present the results of tests that varied input size while keeping attribute thresholds constant. In Section 2.3 we present the results of tests that varied attribute thresholds for a fixed input size.
Our implementation of A01 and LCHR closely followed the algorithms presented in [8] and [3] respectively and originated from a prototypical implementation of DBLEARN [ 11 supplied to us by J. Han.
We made every effort to make the implementations as fast as possible while remaining consistent with the published algorithms [6] .
'resting Methods
We benchmarked the three algorithms to specifically time the generalization process separate from database retrieval. To effectively compare the algorithms, however, some modifications to GDBR were necessary. A01 and LCHR require that the whole relation be read into memory before generalization. The input is read, therefore, and then the actual generalization process can be timed separately. GDBR, however, is an on-line algorithm. This makes timing just the generalization part impossible since built in timing functions are not precise enough to time the generalization of one tuple each time it is retrieved from the database. We therefore separated the data retrieval portions of GDBR from the actual generalization operations. The input relation was retrieved from the database in blocks of tuples and stored in memory. This structure was then generalized by GDBR on a tuple by tuple basis as though it were being retrieved from a database.
For GDBR and AOI, we ran each test ten times and computed the average time. This was easily accomplished since neither algorithm is destructive to the input relation, and the same input was used multiple times. LCJXR, however, is destructive to the input since each ungeneralized concept is replaced by a generalized concept, and the generalized relation is then sorted in place. To run the test multiple times, the data must be retrieved ten times separately, or the input relation must be duplicated between each generalization. As we will see in Sections 2.2 and 2.3, however, LCHR times were much greater than the GDBR and AOI. In this light, running the test multiple times to get a slightly more precise measurement was unnecessary, and LCHR was timed only once for an approximate measure.
We ran the tests on an IBM compatible PC with 32 Megabytes of RAM and an Intel 66 MHz 80486DX2 processor. The operating system was IBM's 0 9 2 and the database was IBM's DB2/2 relational DBMS. The data was commmial data supplied by a corporate sponsor.
Tests varying input size
The first set of two tests varied the number of tuples read from the database from 100,000 to 500,000 in 100,000 tuple increments. Only input relations with two or three attributes were generalized since these are typical of the tasks we have been running in actual knowledge discovery sessions. The input relations contained both discrete and continuous (numerical) attributes. A constant attribute threshold of 4 was used for all attributes.
Test 1 (see Table 1 ) involved an input relation with three attributes, two discrete product codes and a dollar amount. For all timing tables in this section, the algorithms are listed in the top row and the input size in the left hand column. Cells of the table represent generalization times in seconds.
We note first of all that LCHR takes substantially longer than the other two algorithms, taking from 12 to 248 times as long as GDBR and about 7 times as long as AOI. LCHR was slower primarily due to sorting the input relation, which we timed to take approximately 95% of its overall time. GDBR ranges from 2 to 36 times faster than AOI.
The times for A01 and LCHR increase in an approximately linear manner until 400,000 or more tuples are input. Then times increase non-linearly when the input sizes exceed memory limitations and 
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disk swapping occurs. The amount of increase will vary somewhat depending on the relative RAM and disk speeds of a given system. This increase, however, emphasizes the primary disadvantage of the unbounded space requirements of A01 and LCHR when large input relations are generalized. On the other hand, GDBR uses a relatively small, constant amount of memory, independent of input size. We would therefore expect to see the times for GDBR continue to increase in a linear fashion, regardless of input size.
Test 2 ( Table 2 ) involved an input relation with two attributes, a product code and a dollar amount. Since memory was not exceeded by either A01 or LCHR, their time increases are linear and are relatively proportional to those of GDBR. Under no memory limitations, A01 is approximately 1% times slower than GDBR. 
Tests varying attribute thresholds
The second set of tests were run on fixed sized input relations (250,000 tuples), and varied attribute thresholds. This set was designed to test A01 and GDBR since their times are related to the size of the generalized relation. The number of tuples in the generalized relation is in turn related to the attribute thresholds.
Two tests in this category, Tests 3 and 4, are sufficient to indicate general trends. The results of Test 3 are presented in Table 3 . The left hand column of Table 3 represents the attribute thresholds for the three attributes of the input relation.
The primary observation we draw from Test 3 is that times for GDBR remain relatively constant, LCHR increases only marginally, but A01 increases steadily as attribute thresholds increase. AOI's increase is due to the search of the generalized relation when each tuple is inserted. As the attribute thresholds increase, the generalized relation grows in size and takes longer to search for each insertion point. From the trends indicated in Table 3 , we would expect that AOI's time would eventually exceed that of LCHR when attribute thresholds get large enough. In current practice, however, this may never happen since attribute thresholds are generally low.
Overall, GDBR ranges from 1.4 to 6 times as fast as A01 and 12 to 13 times as fast as LCHR in these tests. A01 ranges from 9 times faster than LCHR with low attribute thresholds down to only about twice as fast with higher thresholds.
The results of Test 4, which used an input relation with two attributes, are given in Table 4 , and parallel the patterns observed in Test 3. Attribute thresholds, however, are somewhat smaller and therefore the increases in A01 are not as dramatic.
In summary, empirical tests on large input relations show that GDBR consistently outperfoms both A01 and LCHR. GDBR ranges from being marginally faster to 36 times faster than AOI, and 12 to 250 times faster than LCHR. The primary advantages of GDBR are derived from its small, constant memory requirements. When large input relations are generalized, the O(n) memory requirements of A01 and LCHR cause memory to be exceeded and disk swapping to begin. This causes a non-linear increase in time, degrading the performance of A01 and LCHR. GDBR, however, increases only linearly with increased input size, and so its times remain small. Increasing the attribute thresholds also does not affect the times of GDBR significantly, while the times for A01 increase as thresholds increase.
Algorithm Improvements
While the times for LCHR are substantially greater than both A01 and GDBR, the times for A01 are more acceptable when memory limitations are not encountered. The memory requirements of the A01 algorithm can be reduced. A01 stores each individual input tuple in ungeneralized form before generalization [8] . The size of the input relation is therefore O(n) for n input tuples. When the input relation grows large, memory is eventually exceeded and disk swapping begins. Many of these tuples, however, are duplicated at the lowest level of generality. When generalization occurs, all duplicate tuples are combined and a count of the number of tuples contributing to the combined tuple is tracked. The A01 algorithm can be modified to store the input relation not as individual input tuples but as unique, minimally generalized tuples. When a tuple is read from the database, the structure in which the input tuples are stored is searched for a match. If one is not found, the tuple is inserted as a new tuple with a count of 1. If a match is found, the count of the matched tuple is incremented. In this way only one storage structure is needed for each unique minimally generalized tuple.
The precise effect of these changes to the run time of A01 is unclear. However, in our experience, we have found that the number of distinct tuples read from a database is much less than the total number of tuples read. As such, A01 would be much less likely to exceed memory limitations and would therefore not suffer the increased time penalty seen in Table 1 .
This change to the A01 algorithm will increase its usefuliness in comparison to GDBR. Since GDBR is an on-line algorithm and does not store the input relation, the input must be read again if overgtmeralization occurs and the user desires a less general result. This database access can be very time consuming. AOI, however, stores the input in memory. If overgeneralization occurs, the input can simply be regeneralized from the minimally generalized tuples without access to the database.
Conclusion
We have noted that GDBR is O(n) and requires only ai small, contant amount of memory. These two factors combine to enhance its performance over a wide variety of input conditions. We empirically demoinstrated this on relatively large input sets drawn from commercial databases, varying both the attribute thresholds and the input relation size to ensure the validity of the results. While GDBR is fast, however, modifications to the A01 algorithm will cause it to have greater flexibility than GDBR.
As fast and memory efficient algorithms, GDBR itnd an improved A01 will enhance the potential for iiutomated knowledge discovery from large databases. The algorithms provide a suitable basis for a. software tool for knowledge discovery. Where a number of concept hierarchies exist for a database, we foresee creating processes which explore the various irelationships in the database in an automated fashion. The faster the algorithm runs and the more memory efficient it is, the more thoroughly we can explore the ]possibilities available.
