In the context of nonparametric regression models with one-sided errors, we consider parametric transformations of the response variable in order to obtain independence between the errors and the covariates. In view of estimating the tranformation parameter, we use a minimum distance approach and show the uniform consistency of the estimator under mild conditions. The boundary curve, i.e. the regression function, is estimated applying a smoothed version of a local constant approximation for which we also prove the uniform consistency. We deal with both cases of random covariates and deterministic (fixed) design points. To highlight the applicability of the procedures and to demonstrate their performance, the small sample behavior is investigated in a simulation study using the so-called Yeo-Johnson transformations.
Introduction
Before fitting a regression model it is very common in applications to transform the response variable. The aim of the transformation is to gain efficiency in the statistical inference, for instance, by reducing skewness or inducing a specific structure of the model, e.g. of the regression function or homoscedasticity. In practice often a parametric class of transformations is considered from which an 'optimal' one should be selected data-dependently (with a specific purpose in mind). A classical example is the class of Box-Cox power transformations introduced for linear models by Box and Cox (1964) . There is a vast literature on parametric transformation models in the context of mean regression and we refer to the monograph by Carroll and Ruppert (1988) . Powell (1991) introduced Box-Cox transformations in the context of linear quantile regression; see also Mu and He (2007) who considered transformations to obtain a linear quantile regression function. Horowitz (2009) reviewed estimation in transformation models with parametric regression in the cases where either the transformation or the error distribution or both are modeled nonparametrically. Linton, Sperlich and Van Keilegom (2008) suggested parametric estimators for transformations, while the error distribution is estimated nonparametrically and the regression function is additive. In this paper, the aim of the transformation is to induce independence between the covariables and the errors. Linton et al. (2008) considered profile likelihood and minimum distance estimation for the transformation parameter. The results for the profile likelihood estimator were generalized for nonparametric regression models by Colling and Van Keilegom (2016) .
All literature cited above is about mean or quantile regression. In contrast in the paper at hand we consider boundary regression models. Such nonparametric regression models with one-sided errors have been considered, among others, by Hall and Van Keilegom (2009) , Meister and Reiß (2013) , Jirak, Meister and Reiß (2014) and Drees, Neumeyer and Selk (2018) . Relatedly, estimation of support boundaries have been considered, for instance, by Härdle, Park and Tsybakov (1995) , Hall, Park and Stern (1998) , Girard and Jacob (2008) and Daouia, Noh and Park (2016) . Such models naturally appear when analyzing auctions or records or production frontiers. Unlike conditional mean models, regression models with onesided errors (as well as quantile regression models) have the attractive feature of equivariance under monotone transformations. Thus in such a model with monotone transformation of the response one can recover the original functional dependence in an easy manner. Similar to Linton et al. (2008) the aim of our transformation is to induce a model where the error distribution does not depend on the covariates. Independence of errors and covariates is a very typical assumption in regression models. For boundary models this assumption is met, e.g., by Müller and Wefelmeyer (2010) , Meister and Reiß (2013) , and Drees et al. (2018) . A transformation inducing (approximate) independence between the covariable and the error would allow for a global bandwidth selection in the adaptive regression estimator suggested by Jirak et al. (2014) . Wilson (2003) pointed out that in production frontier models, independence assumptions are needed for validity of bootstrap procedures for nonparametric frontier models (see Simar and Wilson, 1998) and suggested some tests for independence of errors and covariates (see also Drees et al., 2018) .
While Linton et al. (2008) found advantages of the profile likelihood approach over minimum distance estimation of the transformation parameter in corresponding mean regression transformation models, this is at the cost of strong regularity conditions, among others a bounded error density with bounded derivative. In the context of boundary models with error distribution which is regularly varying in zero and irregular, one needs to avoid assumptions on bounded densities. Thus we investigate a minimum distance approach to estimate the transformation parameter and give mild model assumptions under which the estimator is consistent. We consider the cases of random covariates and deterministic (fixed) design points.
The remaining part of the manuscript is organized as follows. In section 2 the model is explained, while in section 3 the estimation procedure is described. In section 4 we show consistency of the transformation parameter estimator. In section 5 we present simulation results, while the proofs are given in the appendix.
Model 2.1 The random design case
We consider a regression model with independent and identically distributed observations (X i , Y i ), i = 1, . . . , n, with univariate covariates X i distributed on [0, 1] . We are interested in the upper boundary curve of the observations and thus conduct the model
with one-sided errors η i ≤ 0. To identify the boundary curve g we assume
We consider a family L = {Λ ϑ |ϑ ∈ Θ} of strictly increasing and continuous transformations. For each ϑ ∈ Θ one can consider the transformed responses Λ ϑ (Y i ). Note that those form a boundary regression model with boundary curve h ϑ = Λ ϑ • g, because Now we assume that there exists a unique transformation Λ 0 = Λ ϑ 0 in the class L such that in the corresponding boundary regression model
the errors and the covariates are stochastically independent. Note that for notational simplicity we have set Λ 0 = Λ ϑ 0 and h 0 = h ϑ 0 . Further denote by F 0 the cumulative distribution function (cdf) of the independent and identically distributed (iid) ε i , then F 0 (0) = 1 and F 0 (−∆) < 1 for all ∆ > 0 by (2.2) and (2.3) respectively. The conditional distribution of Λ ϑ (Y i ) for some general ϑ ∈ Θ reads as
while the boundary curve for parameter ϑ can be written as
The aim is to estimate ϑ 0 from the observations. Note that even if the model does not hold exactly (i.e. there does not exist any ϑ 0 ∈ Θ that leads to exact independence of the errors and covariates) the transformation can be useful in applications because it will reduce the dependence.
Remark 2.1 Yeo and Johnson (2000) generalized the Box-Cox transformations by suggesting
− log(−y + 1), if y < 0, ϑ = 2 which are typically considered for ϑ ∈ Θ = [0, 2] because then they are bijective maps Λ ϑ :
R → R. For those parameters both Λ ϑ and Λ −1 ϑ have bounded derivatives on compact sets and thus those transformations fulfill the assumptions needed for our main result. Note that, of course, a linear transformation Λ(y) = a + by on observations from the original model (2.1) will never alter the dependence of the error distribution on the design points as then Λ(Y i ) = Λ • g(X i ) + bη i with boundary curve Λ • g = a + bg and errors bη i . If the transformations in the parametric class would look almost linear within the data range, the procedure will not perform well.
The fixed design case
In the fixed design case we consider a triangular array of independent observations Y i,n , i = 1, . . . , n, and deterministic design points 0 < x 1,n < · · · < x n,n < 1. We consider the boundary regression model 5) where the cdf of η i,n , say F γ(x i,n ) , may depend on the point of measurement and satisfies F γ(x) (0) = 1 and F γ(x) (−∆) < 1 for all x ∈ [0, 1], ∆ > 0. Once again we assume existence of a unique transformation Λ 0 = Λ ϑ 0 in the class L such that setting h 0 = h ϑ 0 in the corresponding regression model
the cdf of the errors does not depend on the design points, i.e. ε i,n ∼ F 0 ∀i, n. Note that, as in the random design case, F 0 (0) = 1 and F 0 (−∆) < 1 for all ∆ > 0 and
Example 2.2 Figures 1 and 2 show realizations of data from the original model (2.5) and the transformed model (2.6). For each figure, in the upper left panel the curve g is depicted with the original data (x i,n , Y i,n ), i = 1, . . . , n = 100, and the upper right panel shows the corresponding non-iid errors η i,n . The lower left panel shows the curve h 0 while the lower right panel shows the iid errors ε i,n , i = 1, . . . , n.
3 Estimating the transformation
The random design case
If ϑ 0 were known we could estimate the regression function (upper boundary curve) h 0 by a local constant approximation, i.e.
where b n 0 is a sequence of bandwidths. For this estimator we will show uniform consistency under the following assumptions.
(A1) Model (2.4) holds with iid ε 1 , . . . , ε n ∼ F 0 and F 0 (0) = 1, F 0 (−∆) < 1 for all ∆ > 0, and ε 1 , . . . , ε n are independent of X 1 , . . . , X n .
(A2) The covariates X 1 , . . . , X n are iid with cdf F X and continuous density f X that is bounded and bounded away from zero.
(A3) The regression function h 0 is continuous on [0, 1].
(A4) Let (b n ) n∈N be a sequence of positive bandwidths that satisfies lim n→∞ b n = 0 and lim n→∞ (log n)/(nb n ) = 0.
Note that we do not require any assumption on the error distribution. In particular, in the setup of regularly varying distributed errors, all the results hold for regular as well as irregular distributions. In what follows, let · ∞ denote the supremum norm. The proof of the lemma is given in the appendix. The result applies for a model without transformation. Thus, as a by-product, we show uniform consistency of a boundary curve estimator in models with random covariates (and non-equidistant fixed design, see Lemma 3.3), while in contrast Drees et al. (2018) assumed equidistant design and obtained rates of convergence under stronger assumptions on F 0 . For general ϑ ∈ Θ we define a simple boundary curve estimator accordingly as
The local constant estimator can be improved by introducing slight smoothing. To this end, let K be a density with compact support and a n some sequence of bandwidths that decreases to zero such that na n → ∞. Defineĥ
thenĥ ϑ is also uniformly consistent for h ϑ ; see Lemma 4.2. b n = 0.5n −1/3 , a n = 0.5b n with n = 100.
Based on this estimator we define the joint empirical distribution function of residuals and covariates asF n,ϑ (y, s) =
For ϑ = ϑ 0 , the covariate X i and the error Λ ϑ (Y i ) − h ϑ (X i ) are stochastically independent and thus, the joint empirical distribution function minus the product of the marginals, namelyF n,ϑ (y, s) − F n,ϑ (y, 1)F X,n (s), estimates zero for ϑ = ϑ 0 . HereF X,n (·) =F n,ϑ (∞, ·) denotes the empirical distribution function of X 1 , . . . , X n . We will use this idea to estimate the transformation parameter ϑ 0 . To this end, for any function h :
and note that G n (ϑ,ĥ ϑ )(y, s) =F n,ϑ (y, s) −F n,ϑ (y, 1)F X,n (s). Our criterion function will be
for some semi-norm · as described in the following assumption. For instance one can consider one of the following semi-norms,
for some integrable weight function w :
for some integrable weight function w : R →
The first two semi-norms correspond to Kolmogorov-Smirnov and Cramér-von Mises distances, respectively, while the last two are mixtures of both.
Now we define the estimatorθ of ϑ 0 as the minimizer of M n (ϑ) over Θ, i.e.
For the following theory also the weaker condition M n (θ) ≤ inf θ∈Θ M n (ϑ)+o P (1) is sufficient. Note that
which reduces to F 0 (y) for ϑ = ϑ 0 and h = h 0 . Now considering expectations we define
and note that M (ϑ 0 ) = G(ϑ 0 , h 0 ) = 0. In section 4 we formulate assumptions under whicĥ ϑ consistently estimates ϑ 0 .
The fixed design case
In the fixed design model (2.6) we define the estimator for the boundary curve h 0 as
and obtain uniform consistency under the following modified assumptions. We set x 0,n = 0 and x n+1,n = 1.
(A1') Model (2.6) holds with independent ε 1,n , . . . , ε n,n with cdf F 0 (∀n) such that F 0 (0) = 1,
(A2') The design points 0 < x 1,n < · · · < x n,n < 1 are deterministic.
(A4') Let (b n ) n≥0 be a sequence of positive bandwidths that satisfies lim n→∞ b n = 0 and lim n→∞∆n log(n)/b n = 0 for∆ n := max 1≤i≤n+1 (x i,n − x i−1,n ).
Lemma 3.3 Under model (2.6) with assumptions (A1'), (A2'), (A3) and (A4') we have
The proof is given in the appendix. For general ϑ ∈ Θ we define a consistent boundary curve estimator as
In analogy to (3.3) we define, for any function h : [0, 1] → R,
The criterion function is again M n (ϑ) = G n (ϑ,ĥ ϑ ) whereĥ ϑ is defined accordingly as in (3.2) and with this the transformation parameter estimator is similar to (3.4). In order to consider the same deterministic G as in (3.5) an additional assumption is needed.
(A2") The design points 0 < x 1,n < · · · < x n,n < 1 are deterministic. There exists a cdf F X with continuous density function f X : [0, 1] → R which is bounded and bounded away from zero such that max i=1,...,n+1
Assumption (A2") is common in literature on fixed design regression models. It allows the application of the mean value theorem for integrals to obtain, for some
Thus it follows from (A2") that∆ n in assumption (A4') has the exact rate n −1 and therefore assumption (A4') reduces to (A4). Further the following Riemann sum approximations for bounded integrable functions ϕ can be applied to get
In the next section we state conditions under whichθ = arg min ϑ∈Θ M n (ϑ) consistently estimates ϑ 0 .
Main result
To prove consistency of the estimator for the transformation parameter we need the following additional assumptions.
(B1) For every δ > 0 there exists some > 0 such that
(B2) L = {Λ ϑ | ϑ ∈ Θ} is a class of strictly increasing continuous functions R → R.
Then the class L S = {Λ ϑ | S | ϑ ∈ Θ} is pointwise bounded and uniformly equicontinuous, i.e. sup ϑ∈Θ |Λ ϑ (y)| < ∞ for all y ∈ S, and for every > 0 there exists some δ > 0 such that sup ϑ∈Θ |Λ ϑ (y)−Λ ϑ (z)| < for all y, z ∈ S with |y − z| ≤ δ.
ϑ |S | ϑ ∈ Θ} is pointwise bounded and uniformly equicontin-
ϑ (z))| < ∞ for all z ∈S, and for every δ > 0 there exists some γ > 0 such that sup ϑ∈Θ |Λ 0 (Λ
(B5) For some τ > 0, F 0 is uniformly continuous on the setC = {Λ 0 (Λ from (B4) with balls of radius with respect to the sup norm. Thus also the sup norm bracketing numbers of those classes are finite, i.e.
(see, e.g., Lemma 9.21 in Kosorok, 2008) . Assumptions (B3)-(B5) can be seen as minimal assumptions on the class L = {Λ ϑ | ϑ ∈ Θ} and F 0 . As typically the sets S,S andC are unknown, the assumptions can be replaced by stronger assumptions that hold on all compact sets. Further under stronger assumptions on the smoothness of F 0 , Λ ϑ and
ϑ , the theoretical results can be generalized to semi-norms that are not restricted to a compact C × [0, 1] as in assumption (N1). Assumption (B6) is standard in kernel smoothing and is needed for the smoothed estimatorĥ ϑ to be consistent. While we noticed in the simulations that slight smoothing improves the procedure, the following theorem still holds whenĥ ϑ is replaced by the non-smooth estimatorh ϑ .
The following theorem states consistency of the transformation parameter estimator. 
The proof is given in the appendix. One basic ingredient is the following result, which is also proven in the appendix.
Lemma 4.2 (i). (The random design case.) Under model (2.4) with assumptions
(ii). (The fixed design case.) Under model (2.6) with assumptions (A1'), (A2'), (A3), (A4'), (B2), (B3), (B6), we have sup ϑ∈Θ
The consistency result in Theorem 4.1 should be seen as a first step in the analysis of transformation boundary regression models. An interesting and challenging topic for future research is to derive an asymptotic distribution ofθ − ϑ 0 (properly scaled) and to investigate the asymptotic influence of the estimation on subsequent procedures based on the transformed data. This is beyond the scope of the paper as yet there are no results on the uniform asymptotic distribution ofh 0 − h 0 in the literature.
Simulations
To study the small sample behavior, we generate data as Y = Λ −1 ϑ 0 (h 0 (x) + ε). We focus on the equidistant design framework and examine the two regression functions h 0 (x) = 10(x − 1 2 ) 2 and h 0 (x) = 1 2 sin(2πx) + 4x for two different error distributions, namely the Weibull distribution with scale parameter 1 and shape parameter 3 and the exponential distribution with mean 1/3. We consider samples of size n = 50 and n = 100. It means that we investigate the following four models is chosen accordingly to Drees et al. (2018) and simulations are based on 1000 iterations. We use the Epanechnikov kernel to smooth the boundary curve estimator and compare the results for two smoothing parameters a n = b n /2 and a n = b n /20. The transformation parameter estimator is as in (3.4) on the interval [−0.5, 2.5], where the semi-norm in the criterion function M n (ϑ) is chosen as in in (i), (ii), (iii), and (iv) in the examples of Condition (N1).
In the following we denote the according estimators as TKS, TCM, TKSCM and TCMKS. Here, TKS and TCM refer to Kolmogorov-Smirnov and Cramér-von Mises distances respectively, while TKSCM and TCMKS are mixtures of both. For simplicity, the weight functions are chosen identically equal to 1 in all the settings, i.e., w(y, s) = 1 for all (y, s) ∈ R × [0, 1], w(y) = 1 for all y ∈ R and w(s) = 1 for all s ∈ [0, 1] in (ii), (iii) and (iv), respectively (although for the theory we assumed a compact support). We sum up the simulation results in the following 8 tables. Tables 1, 3, 5, 7 and Tables 2,  4 , 6, 8 deal with Models (5.1) to Models (5.4) for a n = b n /2 and a n = b n /20, respectively. In Figure 5 , we have represented the density function of each estimator for the Model (5.1) when ϑ 0 = 0.5 with n = 100 and a n = b n /20, which corresponds to the settings of Table  2 . To assess the performance of our estimates, we provide for each estimator the mean, the median and the Mean Integrated Squared Error (MISE) in brackets for five values of the true parameter ϑ 0 = 0, 0.5, 1, 1.5, 2. The best-performing one regarding the mean (respectively the MISE) is highlighted in bold (respectively is underlined).
Looking at the MISE, it turns out that the estimator using the Cramér-von Mises distance (TCM) out-performs in many cases even when it does not out-perform the mean; see Tables  1 and 2 when n = 100 for instance. Besides, as it is intented, results are better in most of the cases when the sample size n increases. However, this does not hold for every case.
For instance, one may see in Table 2 that for the second estimator TCM, the results are better for n = 50 than for n = 100. This might relate to a sensitivity with respect to the choices of bandwidth and smoothing parameter. A lot of criteria may be used to judge the performance of the estimators. We mainly deal here with the mean and the MISE but we emphasize that using different criteria (e.g. median absolute deviation or the mode) could give different results concerning the comparison of the methods. For instance, results in Table 7 for n = 100, a n = b n /2 and ϑ 0 = 1 are quite not accurated regarding the mean (e.g. 0.845 for the TCM). Nevertheless, looking at Figure 6 , it appears that the plots of the densities look satisfactory. Finally, it is clear that the TCM and the TKSCM out-perform in the Model (5.3) and in the Model (5.4), respectively. Nonetheless, in a general setting, we are not able to state which estimator performs better since it depends first on the criterium selected to judge the performance but more importantly on the choice of the bandwidths and the smoothing parameter. We obtain similar results for random design case.
A Proofs
Let us fix some notation: · and · are the floor and ceiling functions respectively;F = 1−F denotes the survival function associated to a cdf F ; X 1 d = X 2 means that two random variables X 1 , X 2 share the same distribution; a n ∼ n→∞ b n holds if there exists a constant c > 0 such that lim n→∞ a n /b n = c for two sequences (a n ) n≥1 and (b n ) n≥1 of nonnegative numbers; A c is the complement of a set A.
For reader's convenience, we start by proving the uniform consistency of the boundary curve estimator for the fixed design caseh 0 defined in (3.1).
A.1 Proof of Lemma 3.3
To prove Lemma 3.3, we first need the following technical lemma.
Lemma A.1 Assume model (2.6) holds under ssumptions (A1'), (A2') and (A4'). Then we have
Proof. The proof is similar to the proof of Lemma A.2 in Drees et al. (2018) but some adaptations are needed to deal with non-equidistant fixed design points. Let Z 1 , Z 2 , . . . be iid with the same distribution as −ε i,n with cumulative distribution function U . To prove the result, we shall show that
For n ≥ 0, let 0 < k ≤ n, x ∈ [0, 1] and set I n = [x − b n , x + b n ]. Assume that exactly k points lie in I n , say x m+1,n < · · · < x m+k,n ∈ I n for some m < n + 1 − k. We shall distinguish two cases.
(
(2) If x m,n or x m+k+1,n do not exist, which means that either x m+1,n = x 0,n = 0 or x m+k+1,n = x n+1,n = 1. Consider the first case x m+1,n = x 0,n (the extremal case is x = 0). Then we have
A similar inequality holds for x m+k+1,n = x n+1,n = 1 (with the extremal case x = 1).
In both cases, (1) and (2) yield to
and for l ≥ 0, define
Then, for all y > 0, we have
Under (A1'), the random variables M n,l are iid. It follows that, for l even (and similarly for l odd),
This leads to
Besides for n ≥ 0, we also have
Until now, plugging inequality (A.2) in inequality (A.1), we have shown that for > 0
To conlude the proof, it remains to prove that the right-hand side in (A.3) tends to 0 for all > 0. As
Note that Assumption (A4') implies . Choosing c < | log(U ( ))|, we thus have
since log(U ( )) < 1 under (A1'). This concludes the proof. 2
We are now ready to prove Lemma 3.3. Proof of Lemma 3.3. On the one hand, we have 
with Lemma A.1. Finally, combining equations (A.7) and (A.8), it follows that
which is the desired result. 2
A.2 Proof of Lemma 3.1
Similarly to the fixed design case, we first need the following intermediary lemma. 
Lemma A.2 Assume model (2.4) holds with assumptions (A1), (A2) and (A4
Proof. The proof essentially uses the same arguments as in Lemma A.1. For n ≥ 1 denote X (1) < X (2) < · · · < X (n) the order statistics of the random design sample X 1 , X 2 , . . . , X n . Let π be the random permutation of {1, . . . , n} such that X (i) = X π(i) , i = 1, . . . , n. Due to the independence between the errors and the covariates under (A1), ε π(1) , . . . , ε π(n) are iid with cdf F 0 . Let Z i = −ε π(i) , i = 1, . . . , n, then Z 1 , . . . , Z n are iid with cdf U and we need to show that
Define for n ≥ 1 the event
for a suitable constant C > 0 specified later. Note that on Ω n , there are at least Cnb n covariates in each of the intervals [x − b n , x + b n ]. We will first show that lim n→∞ P(Ω n ) = 1. To this end, for n ≥ 1 let f n,x (z) = I{|x − z| ≤ b n } and note that
Applying the mean value theorem of integration, it follows that 2b n sup
Then, there exists a constant C 1 > 0, which actually corresponds to the lower bound of the density function f X involved in Assumption (A2) such that
uniformly over x ∈ [0, 1]. Fix n ≥ 1 and denote P n f n,x := 1 n n i=1 f n,x (X i ) and P f n,x := E[f n,x (X 1 )] so that P n and P refer to the empirical measure and the distribution of the random design sample X 1 , . . . , X n , respectively. By (A.11) P f
, which is finite under (A2). Moreover, since |f n,x (X)| ≤ 1 and the assumption on the covering number is fulfilled (see Example 38 and Problem 28 to be convinced in Pollard (1984) ), Theorem 37 in Pollard (1984, p. 34 ) holds and we have sup
From this together with (A.10) and (A.12) it follows that lim n→∞ P(Ω n ) = 1. It means that for any sub-interval I n := [x − b n , x + b n ], there are at least Cnb n random design points with probability converging to 1. Thus, for n ≥ 1 define d n := Cnb n and l n = n dn . Keeping on the same notation than in Lemma A.1, for all y > 0, we finally obtain
To conlude the proof, it remains to prove that the right-hand side in the latest equation tends to 0 for all > 0. We already know that lim n→∞ P (Ω c n ) = 0. Thus, since l n ∼ n→∞ n/d n , it arises if
Let c > 0. It has been shown in Lemma A.1, equation (A.5) (setting∆ n = 1/n, n ≥ 1) that Assumption (A4) implies
Then, for n sufficiently large − log (b n ) ≤ cnb n . Choosing c < | log(U ( ))|, we thus have
since log(U ( )) < 1 under (A1) and nb n → ∞ when n → ∞ necessarily under (A4). This proves equation (A.9) and concludes the proof. 2
The proof of Lemma 3.1 is analogous to the proof of Lemma 3.3.
A.3 Proof of Lemma 4.2
We give the proof in the random covariates case. The fixed design case is almost identical. Let > 0. Note that Λ 
From Lemma 3.1 we have h 0 − h 0 ∞ = o P (1) and thus with assumption (B3) it follows that
and therefore the assertion of the lemma. 2
A.4 Proof of Theorem 4.1 in the random covariate case
By the argmax theorem applied to the criterion function M n (ϑ) multiplied by (−1) and using assumption (B1) it suffices to show that
(see Kosorok, 2008 , Theorem 2.12(i)). To obtain this, note that
Note that for any deterministic function h we have E[Ḡ n (ϑ, h)] = G(ϑ, h). The assertion of the theorem follows from
and Lemmas A.3 and A.4 . 2 Lemma A.3 Under the assumptions of Theorem 4.1 (i),
Proof. From Lemma 4.2 follows the existence of some deterministic sequence a n 0 such that the probability of the event A.15) converges to one. Thus we assume in what follows that (A.15) holds. We only consider the difference between the first sum in the definition ofḠ n (ϑ, h) (see (A.14)) and the first integral in the definition of G(ϑ, h) (see (3.5)). The difference between the second sum and the second integral can be treated similarly. Applying (A.15) the first sum inḠ n (ϑ,ĥ ϑ )(y, s) can be nested as
while the first integral in G(ϑ,ĥ ϑ )(y, s) can be nested as
Thus we have to consider
and the same terms with y + a n replaced by y − a n , which can be treated completely analogously. We have to show that sup ϑ∈Θ H
n,ϑ = o P (1) and sup ϑ∈Θ H (B3)), and a n → 0.
Let n be large enough such that |a n | ≤ τ for τ both from (B5) and (B4). Now to prove sup ϑ∈Θ H
(1)
where P n denotes the empirical measure of (X 1 , Y 1 ) , . . . , (X n , Y n ), and P the measure of (X 1 , Y 1 ), and
with C τ as in assumption (B4). The assertion follows from the Glivenko-Cantelli theorem as stated in Theorem 2.4.1 in van der Vaart and Wellner (1996) if we show that the bracketing number N [ ] ( , F, L 1 (P )) is finite for each > 0. To this end let > 0 and for the moment fix s ∈ [0, 1], ϑ ∈ Θ and z ∈ C τ . Choose δ > 0 corresponding to as in assumption (B5).
Now choose a finite sup-norm bracketing of length γ for the class L S = {Λ ϑ | S : ϑ ∈ Θ} according to (4.1) with γ as in assumption (B4) corresponding to the above chosen δ. For the fixed ϑ this gives a bracket h ≤ h ϑ ≤ h u of sup-norm length γ.
Choose a finite sup-norm bracketing of length δ for the class
ϑ |S : ϑ ∈ Θ} according to (4.1). For the fixed ϑ this gives a bracket
Then consider the bounded and increasing function
and choose a finite partition of the compact
Now for the function f ∈ F that is determined by ϑ, s and z, a bracket is given by
by the definition of [s , s u ] and [z , z u ] and using the construction of brackets above (note B5) and (B4)).
There are finitely many such brackets to cover F and thus the assertion follows. 2
Lemma A.4 Under the assumptions of Theorem 4.1 (i),
Proof. According to assumption (N1) it suffices to show
Recalling the definition of G in (3.5) we see that the assertion follows from Lemma 4.2 and uniform continuity of F 0 and of
A.5 Proof of Theorem 4.1 in the fixed design case
The first part of the proof is similar to the random design case. Here, we use
where the definition for M and G is as in the random case, and
is a Riemann-sum approximation of G(ϑ, h)(y, s). Note that for any deterministic function h we haveG n (ϑ, h) = E[Ḡ n (ϑ, h)]. The assertion of the theorem follows from .17) and from Lemmas A.5-A.7 by an application of the arg-max theorem. For (A.17) note that with assumption (A2")
Lemma A.5 Under the assumptions of Theorem 4.1 (ii),
Proof. As in the proof of Lemma A.3 we assume in what follows that (A.15) holds. We only consider the difference between the first sum in the definitions of G n (ϑ, h) and the first sum inG n (ϑ, h) (see (3.6) and (A.16), respectively). The difference of the second sums can be treated similarly. Applying (A.15) the first sum in G n (ϑ,ĥ ϑ )(y, s) can be nested as
while the first sum inG n (ϑ,ĥ ϑ )(y, s) can be nested as
n,ϑ = o P (1) and sup ϑ∈Θ H (B3)), and a n → 0. Now to prove sup ϑ∈Θ H
n,ϑ = o P (1), let > 0 and for the moment fix s ∈ [0, 1], ϑ ∈ Θ and y ∈ C. Choose δ > 0 corresponding to as in assumption (B5). Let n be large enough such that |a n | ≤ τ for τ both from (B5) and (B4).
and choose a finite partition of the compact C in intervals [y k , y k+1 ] such that D n (y k+1 ) − D n (y k ) < . For the fixed y, denote the interval containing y by [y k , y k+1 ] = [y , y u ]. Note that the brackets depend on n. This is suppressed in the notation because it is not relevant for the remainder of the proof because the number of brackets is O( −1 ), uniformly in n.
Now we can nest as follows
and have
by (A.18) 
using the construction of brackets above (note that
u − h ∞ ≤ γ and recall assumptions (B5) and (B4)).
n,ϑ (y, s)| can be bounded by O( ) + o(1) plus a finite maximum over the absolute value of terms
However, those converge to zero in probability by a simple application of Chebychev's inequality. This completes the proof of sup ϑ∈Θ H
n,ϑ = o P (1) and thus of the lemma. 2
Lemma A.6 Under the assumptions of Theorem 4.1 (ii),
Proof. The proof is analogous to the proof of Lemma A.4. 2
Lemma A.7 Under the assumptions of Theorem 4.1 (ii),
Recalling the definitions ofG n in (A.16) and G in (3.5) we only consider the first sum and first integral, respectively. It holds by the mean value theorem for integration
for some ξ i,n ∈ [x i−1,n , x i,n ]. Now the assertion follows from assumption (A2"), uniform continuity of F 0 and of Λ 0 • Λ −1 ϑ (uniformly in ϑ) and from Table 1 : Mean, median and MISE for Model (5.1) for n = 50 and n = 100 with a n = b n /2. 2) for n = 50 and n = 100 with a n = b n /2. 2) for n = 50 and n = 100 with a n = b n /20. 3) for n = 50 and n = 100 with a n = b n /2. 3) for n = 50 and n = 100 with a n = b n /20. Table 7 : Mean, median and MISE for Model (5.4) for n = 50 and n = 100 with a n = b n /2. Table 8 : Mean, median and MISE for Model (5.4) for n = 50 and n = 100 with a n = b n /20.
