We obtain exact analytic solutions of the diffusion-influenced excited-state reversible geminate recombination reaction, A*ϩB↔(AB)*, with two different lifetimes and quenching under the influence of a constant external field in one dimension. These fundamental solutions generalize two previous results ͓Kim et al., J. Chem. Phys. 111, 3791 ͑1999͒; 114, 3905 ͑2001͔͒ and provide us with the insight necessary to analyze their specific relations and asymptotic kinetic transition behaviors. We find that the number of kinetic transitions can be changed due to interplay between the field strength and lifetimes. Unlike the previous works, the number of lifetime dependent transitions is found to be one or zero. On the other hand, the number of the field dependent transitions becomes two, one, or zero. We find a new pattern of kinetic transition e t →t Ϫ1/2 →e t when there is only one field dependent transition.
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I. INTRODUCTION
Recently Gopich and Agmon 1, 2 found that an interesting kinetic transition behavior can be observed at long times for a diffusion-influenced excited-state reversible germinate recombination when the lifetimes of reactant and product are different. Agmon 3 extended the results to the case with a competing quenching process. At nearly the same time, Kim and Shin 4 found a way to obtain the exact Green functions or the fundamental solutions for geminate reversible reaction in three dimensions ͑3D͒. This result led Gopich and Agmon 5 to find the exact solutions including two different lifetimes and quenching in 3D. This theoretical prediction of the kinetic transition was confirmed experimentally with the kinetics of excited-state proton transfer from a photoacid to solvent. 6 On the other hand, Kim et al. 7 ͑Part I͒ were successful to obtain the exact results of the excited-state geminate recombination in one dimension ͑1D͒ and found that the different lifetime effect can cause the similar kinetic transition behavior in 1D as well as in 3D. The exact results in 1D are important not only because they can be applied to a class of effectively 1D systems such as polymers or DNA chains [8] [9] [10] but also because they are practically useful to obtain the numerical results for the nongeminate case by the efficient Brownian dynamics simulations. [11] [12] [13] [14] [15] [16] Later on, Kim et al. 17 ͑Part II͒ proved that the external field could also cause kinetic transitions by obtaining the exact solutions considering both the reversibility and the external field effect in the ground-state geminate system. They noted an interesting mathematical isomorphism between solutions of Part I and Part II.
Then, it is a natural question what effect the external field can give to the dynamics in the excited-state geminate reversible recombination. The main purpose of the present paper is to obtain the general exact solutions by combining the previous works of Part I with Part II. The general solutions can give us the straight answer for the external field effect on the excited-state geminate system as well as the theoretical insight about the interplay between the field and lifetime effects. Indeed, we find that the field effect can destroy the lifetime-dependent kinetic transition of Part I and the lifetime effect can play a destructive role in the fielddependent kinetic transitions of Part II. Thus, we will show that the number of asymptotic kinetic transitions can be changed as the values of lifetime or the field strength are varied.
This paper is organized as follows: We obtain the exact solutions in Sec. II and three special cases are investigated in Sec. III. Long-time asymptotic behaviors are obtained in Sec. IV and the numerical results are discussed in Sec. V followed by concluding remarks in Sec. VI.
II. EXACT SOLUTIONS
Consider a pair of point particles, an electronically excited A* particle and a ground state B particle diffusing on a line under the influence of a constant external field. When two particles collide, they can associate with the intrinsic rate constant k a into the excited-state bound pair (AB)*, which can dissociate reversibly with the rate k d . The competing contact quenching reaction with the rate k q can also occur. The excited-states A* and (AB)* can decay to their ground state with the rate k 0 Ј and k 0 , respectively. The present mechanism can be depicted as follows: 
͑2.22͒
We can get the roots by solving the cubic equation
where
2 )/9, and B 2 ϭ(27b 3 Ϫ9b 1 b 2 ϩ2b 1 3 )/54.
We find that the following amusing relations hold:
In the time domain the Green function in the present system becomes
͑2.32͒
W͑x,y ͒ϭexp͑ 2xyϩy 2 ͒erfc͑ xϩy ͒ ͑2.33͒
and i j kϭ1,2,3. Here we define qЈϵe k 0 Јt q and erfc(x) is the complementary error function. We call qЈ(x,t) by the effective Green function. One can note that W(0,␣ i ͱDt)
The binding probabilities can be calculated in the same way as above. The expressions of the binding probability of initially unbound state in the Laplace domain and the time domain are given by
For the binding probability of initially bound state, we get q ͑ *,sϪk 0 Ј͉*͒ϭ
The probability function p(x,t͉*) can be obtained by the detailed balance condition
which can be simplified for the effective probability functions as
Let us define the survival probability of the unbound or bound state by S͑t͉x 0 or *͒ϭ ͵ 0 ϱ p͑x,t͉x 0 or *͒dx.
͑2.40͒
The present survival probabilities have different structures from those in the previous works because the latter correspond formally to the integration procedure of p(x,t)e ax over x ͓see Eq. ͑2.18͔͒. Their expressions in the Laplace and time domains are given by
Here we similarly define the effective survival probability, SЈ(t͉x 0 or *).
The generalized normalization condition does not depend on the field strength and, therefore, is the same as in Part I,
͑2.45͒
In the time domain, this condition can be rewritten as
III. SPECIAL CASES
The general exact results in the previous section contain complicated expressions of the roots. In some special cases, the roots and, thus, the results can be simplified. Here we consider the following three important cases.
A. The transition region
One can see from Eq. ͑2.22͒ that at least one of the roots vanishes when
As in Parts I and II, the transition behavior can appear in this case. Suppose that the vanishing root is ␣ 3 , then
2 D͔, the two roots can be rewritten as
The binding and survival probabilities for this case can be easily obtained by substituting these roots,
͑3.10͒
Note that ␣ 1 Ϫ␣ 2 ϭ⌬ 1 /D.
B. Irreversible case
For the irreversible case k d ϭ0 or k a ϭ0. Thus k a k d ϭ0 and b 3 ϭb 1 b 2 as can be seen from Eq. ͑2.26͒. One can also see from Eq. ͑2.27͒ that one of the summations of two roots vanishes. Suppose that ␣ 1 ϩ␣ 2 ϭ0, then the roots are given by
in which either k d or k a must be set to zero. The probabilities can also be obtained by the substitution of these roots,
Here, the expressions of qЈ(*,t͉x 0 ) and SЈ(t͉*) for the irreversible case are not much simplified and thus omitted here.
For the case that Eq. ͑3.1͒ also holds, namely, for the transition region in the irreversible case, aDϭk a ϩk q and/or a qЈ͑*,t͉x 0 ͒ϭ
͑3.17͒
C. One root is Àa
One can see from Eq. ͑2.29͒ that one root, say, ␣ 3 becomes Ϫa when the following condition is satisfied:
͑3.18͒
Interestingly, this relation corresponds to the transition region in Part I and it always holds in Part II. This case can be regarded as a generalized case of Part II in that one root (␣ 3 ) is Ϫa. We can calculate the other roots as
The survival probability functions can be simplified to
The generalized normalization conditions can be reduced to the following relations:
͑3.23͒
SЈ͑t͉*͒ϩqЈ͑*,t͉*͒ϭ 1
If there is no quenching reaction, Eq. ͑3.23͒ is further reduced to S(t͉x 0 )ϩq(*,t͉x 0 )ϭexp(Ϫk 0 Јt). For the equal lifetimes case, Eq. ͑3.24͒ is simplified to S(t͉*)ϩq(*,t͉*) ϭexp(Ϫk 0 Јt).
IV. ASYMPTOTIC SOLUTIONS
The unimolecular reactions make all the excited molecules decay to their ground states at very long times. To effectively cancel out the unimolecular decay effect, we multiply the probabilities by exp(k 0 Јt). The effective excited-state probabilities are of interest because they show kinetic transition behaviors at long times.
From a physical point of view, the kinetic transition behavior from the power-law decrease to the exponential increase results from the fact that the diffusion effect becomes less dominant as the field effect and/or the lifetime effect become͑s͒ stronger, recalling that the power-law behavior is a characteristic of the diffusion-influenced reactions. From a mathematical point of view, the kinetic transition behavior arises from the following feature of the error function or the W-function for large t,
which is Eq. ͑4.1͒ of Part II. Therefore, the asymptotic long time behavior critically depends on the sign of the root ␣.
Since the sign of b 3 (ϭ␣ 1 ␣ 2 ␣ 3 ) directly depends on each sign of the roots, it plays an important role in determination of the long time behavior. This is the reason why the transition region appears when b 3 ϭ0 in the previous works.
A. Power-law decrease region
In order to have the long time power-law behavior, the exponential term should not appear in the W-function or all roots should be positive. We can prove that all roots are positive if b 1 (ϭ␣ 1 ϩ␣ 2 ϩ␣ 3 ) and b 3 are both positive. This can be realized when ͑1͒ all roots are positive or ͑2͒ one root is positive with two negative roots. According to Eq. ͑2.28͒, when both b 1 and b 3 are positive, the signs of ␣ 1 and ␣ 2 ϩ␣ 3 should be the same. Therefore, the case ͑2͒ is not allowed. Consequently, both b 1 and b 3 should be positive to give the power-law behavior at long times.
In Part I, only the sign of b 3 needs to be considered to analyze the long time asymptotic behavior since b 1 is always positive there. In Part II and the present system, however, b 1 can be negative when aDϾk a and aDϾk a ϩk q , respec-tively, and so we have to check the sign of b 1 as well as that of b 3 . There are three roots aϭ0, aϭa Ϯ , where a Ϯ ϵ(k a Ϯͱk a 2 ϩ4k d D)/2D, satisfying the condition b 3 ϭ0 in Part II. But b 1 is negative for aϭa ϩ which makes the effective binding probabilities increase exponentially at long times. Since we considered the effective deviation function of the binding probability from the equilibrium value in Part II which shows t Ϫ1/2 transition behavior. This was the reason that aϭa ϩ was regarded as a transition point in Part II.
We can see from Eqs. ͑2.20͒ and ͑2.26͒, b 1 and b 3 can be positive, respectively, when the parameters satisfy the following relations:
͑4.2͒
Thus the effective binding probabilities show the t Ϫ3/2 power behavior at long times as follows:
͑4.4͒
The following generalized relation holds analogous to Eq. ͑4.6a͒ in Part I:
͑4.5͒
One can easily check, with the help of Eq. ͑2.26͒, that Eqs. ͑4.3͒ and ͑4.4͒ reduce to those in Part I when aϭ0. On the other hand, these reduce to those in Part II (k 0 ϭk 0 Јϭk q ϭ0) only when aϽ0. When aϾ0, one root becomes negative in Part II and the asymptotic behavior becomes an exponential increase. The effective survival probabilities show different asymptotic behaviors from earlier works. They show t Ϫ1/2 behavior in Part I ͓see Eq. ͑4.3͒ in Part I͔ and exponentially increasing behavior in Part II. Notice that the latter behavior can be seen from Eqs. ͑3.21͒ and ͑3.22͒ with k 0 ϭk 0 Јϭ0 and k q ϭ0. In the present case the asymptotic expressions of the effective survival probabilities become
where H(a) is the Heaviside function. These survival probabilities show the t Ϫ3/2 behavior when aу0 while increase exponentially when aϽ0. This different asymptotic behavior from the previous works arises from the different interplays of terms containing aͱDt and ϪaͱDt in Eqs. ͑2.42͒ and ͑2.44͒.
Notice that asymptotic expressions of Parts I and II cannot be obtained from Eqs. ͑4.6͒ and ͑4.7͒ either by taking limits of a→0 or k 0 ,k 0 Ј→0. This kind of situation also arises when we take the irreversible limits as shown in Parts I and II.
B. Exponential increase region
There is at least one negative root when either b 1 or b 3 is negative and the long time asymptotic behavior shows exponentially increasing behavior. This can occur when the following relations are satisfied:
The asymptotes in this region are controlled by the terms containing the negative root. One has to apply the second relation in Eq. ͑4.1͒ to the corresponding probabilities in order to obtain asymptotic solutions. When only one root is negative ͑say, ␣ 1 Ͻ0), we get the following asymptotic expression for the binding probability of the initially bound state:
qЈ͑*,ϱ͉*͒ϳ
Asymptotic expressions of other probabilities can be easily obtained similarly.
C. Transition region
The transition behavior can be obtained when b 3 ϭ0 ͓Eq. ͑3.1͔͒ and b 1 Ͼ0. In this case one root vanishes. From Eq. ͑2.28͒, we can prove that two roots are either positive or complex conjugate with positive real parts. As mentioned in Sec. IV A, we should also check the sign of b 1 in the transition region unlike Part I where it is always positive. From the corresponding equations in Sec. III A, we obtain the asymptotic expressions of the binding probabilities as follows:
͑4.11͒
The asymptotic expressions of the binding probabilities, Eqs. ͑4.10͒ and ͑4.11͒, again reduce to those in Part I when a ϭ0 but reduce to those in Part II only when aϽ0. When a Ͼ0, the asymptotic behavior belongs to the exponentially increasing region as explained in Sec. IV A. The effective survival probabilities show different asymptotic behaviors from earlier works. They converge toward constant values with t Ϫ1/2 decreasing behavior in Part I ͓see Eq. ͑4.9͒ of Part I͔ and exponentially increasing behavior in Part II. The latter behavior can be also seen from Eqs.
͑3.21͒ and ͑3.22͒ with k 0 ϭk 0 Јϭ0 and k q ϭ0. In the present case, we obtain the asymptotic effective survival probabilities as follows:
͑4.13͒
These survival probabilities show the t Ϫ1/2 behavior when aу0 while increase exponentially when aϽ0.
For the irreversible case, the long time expressions of Eqs. ͑3.16͒ and ͑3.17͒ are given by
͑4.15͒
Note that the dependence on x 0 appears in Eq. ͑4.14͒ unlike Eq. ͑4.10͒.
V. NUMERICAL RESULTS
We investigate numerically the kinetic transition behaviors with respect to k 0 Ј ͑the lifetime effect͒ and a ͑the field effect͒ since both effects take parts in the long time behavior in the present system.
A. The lifetime effect
In order to investigate the lifetime effect ͑with two different lifetimes͒, we display the time-dependence of qЈ(*,t͉*) for several values of k 0 Ј in Fig. 1 . We use the same parameters as those in Part I except aϭ0.1, namely, k a ϭ1.0, k d ϭ0.1, k q ϭ0.1, k 0 ϭ0.2, and Dϭ1.0. We can observe the usual transition pattern from Fig. 1 
͑3.1͒, we obtain
from which one transition point is calculated. In the present parameter set, the transition occurs at k 0 Јϭ0.19. The solid lines are the exact results from Eq. ͑2.37͒. The dotted lines are from appropriate asymptotic expressions: Equation ͑4.4͒ for the power-law decrease region, Eq. ͑4.9͒ for the exponential region, and Eq. ͑4.11͒ for the transition region. Although Eq. ͑5.1͒ is a generalized version of Eq. ͑3.1͒
in Part I, there is an interesting difference. Since k 0 Ј cannot be negative and b 1 Ͼ0 in order to have the transition behavior, there is no transition if following relations hold:
In other words, only exponentially increasing asymptotic behavior exists for all values of k 0 Ј . To demonstrate this fact, we plot the evolution of qЈ(*,t͉*) for two values of k 0 Ј ; exponential increase for k 0 Јϭ0.01 and t Ϫ1/2 decrease for k 0 Ј ϭ0.0 below which there is no t Ϫ3/2 decrease region. The values of parameters are the same as in Fig. 1 except k 0  ϭ0 .01, which is the critical value for satisfying the condition for transition given by Eq. ͑5.2͒. When k 0 Ͻ0.01, there is no lifetime-dependent transition and qЈ(*,t͉*) always increases exponentially regardless of values of k 0 Ј ͑Fig. 2͒.
Another demonstration of nontransition behavior is related to Eq. ͑5.3͒. We plot the evolution of qЈ(*,t͉*) for two values of k 0 Ј in Fig. 3 showing no lifetime-dependent kinetic transition. The values of parameters are the same as in Fig. 1  except aϭ1.1 , which is the critical value given by Eq. ͑5.3͒. Notice that Part I is a special case where the condition of Eq. ͑5.3͒ cannot be met unless k a ϭk q ϭ0. This is why there is always one transition point in Part I.
B. The field effect
In order to investigate the field effect, we rearrange Eq. ͑3.1͒ in terms of a to get the following cubic equation:
͑5.4͒
The transition region is obtained when Eq. ͑5.4͒ and the condition aDϽk a ϩk q ͑or b 1 Ͼ0) are satisfied. However, one root of Eq. ͑5.4͒ is always bigger than (k a ϩk q )/D as proved in the Appendix and it does not satisfy the condition of b 1 Ͼ0. Therefore, the transition region can occur at most at two values of a. Actually, the number of the transition points is determined by the number of real roots of Eq. ͑5.4͒ smaller than (k a ϩk q )/D. It depends on the sign of the discriminant of Eq. ͑5.4͒. 19 Two transitions exist for the negative discriminant, one transition for zero value of discriminant, and no transition for positive discriminant.
In Fig. 4 , we plot the evolution of qЈ(*,t͉*) for several values of a showing two field-dependent kinetic transitions. The values of parameters are the same as in Fig. 1 For k 0 Јϭ0.3 and the same other parameters, the discriminant is positive and the roots of Eq. ͑5.4͒ are a 1 ϭϪ0.036357ϩ0.289742i, a 2 ϭϪ0.036357Ϫ0.289742i and a 3 ϭ1.172714. Notice that a 1 and a 2 are complex conjugates and a 3 Ͼ1.1. Therefore, there is no transition for these parameters as shown in Fig. 5 .
One peculiar transition occurs for the zero discriminant when k 0 Јϭ0.210683 with other parameters same as in Fig. 1 The values of parameters are the same as in Fig. 1 except k 0 Јϭ0.0. Fig. 1 except k 0 Јϭ0.3.
show the transition. So we can expect only one transition behavior in this case. In Fig. 6 →e t pattern appears as a is increased. This can be understood by the fact that the inner region (a 1 ϽaϽa 2 ) is collapsed due to the coalescence of two roots causing the disappearance of the t Ϫ3/2 region.
VI. CONCLUDING REMARKS
We have obtained the exact Green function and binding and survival probabilities for the diffusion-influenced excited-state geminate reversible reaction with two different lifetimes and quenching under the influence of a constant external field in one dimension. The binding probabilities have the same structures as those in the previous works even though the detailed expressions of roots are different. This is the reason why we can use the mathematical isomorphism. However, the survival probabilities have more complicated and different structures than those of previous works.
By investigating the long time asymptotic expressions of the effective probability functions, we found that the number of asymptotic kinetic transitions can be changed depending on certain conditions. In our previous works, the number of transitions is always fixed. As the difference of lifetimes is changed, the number of lifetime dependent transitions is found to be one (t Ϫ3/2 →t Ϫ1/2 →e t ) or zero. The latter case is due to the destructive interplay of the field strength with lifetimes.
On the other hand, as the field strength is changed, the number of the field dependent transitions becomes two, one, or zero. It depends on the sign of the discriminant of a cubic equation for a at transition ͓Eq. ͑5 Notice that the latter relation is similar to Eq. ͑2.27͒. Since the product of sum of two roots is negative, three sums should be ϩ, ϩ, Ϫ or Ϫ, Ϫ, Ϫ. By Eq. ͑A1͒, the latter is not possible and only one sum is negative. To satisfy Eq. ͑A1͒, the root which is not included in the negative sum should be bigger than (k a ϩk q )/D. As a result only one root is bigger than (k a ϩk q )/D.
