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Abstract
We give a detailed derivation of the second-order (local) hydrodynamics for Boltzmann equation with an
external force by using the renormalization group method. In this method, we solve the Boltzmann equation
faithfully to extract the hydrodynamics without recourse to any ansatz. Our method leads to microscopic
expressions of not only all the transport coefficients that are of the same form as those in Chapman-Enskog
method but also those of the viscous relaxation times τi that admit physically natural interpretations. As
an example, we apply our microscopic expressions to calculate the transport coefficients and the relaxation
times of the cold fermionic atoms in a quantitative way, where the transition probability in the collision term
is given explicitly in terms of the s-wave scattering length as. We thereby discuss the quantum statistical
effects, temperature dependence, and scattering-length dependence of the first-order transport coefficients
and the viscous relaxation times: It is shown that as the temperature is lowered, the transport coefficients
and the relaxation times increase rapidly because Pauli principle acts effectively. On the other hand, as
as is increased, these quantities decrease and become vanishingly small at unitarity because of the strong
coupling. The numerical calculation shows that the relation τπ = η/P , which is derived in the relaxation-
time approximation and used in most of literature without almost any foundation, turns out to be satisfied
quite well, while the similar relation for the relaxation time τJ of the heat conductivity is satisfied only
approximately with a considerable error.
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I. INTRODUCTION
The hydrodynamic equation is expressed in terms of macroscopic quantities such as the pres-
sure, particle number density, and fluid velocity, and takes a universal form irrespective of the
microscopic dynamics of the system. The detailed microscopic properties of the system are renor-
malized into transport coefficients such as the shear viscosity, heat conductivity and so on. There-
fore, the elaborate investigation of the transport coefficients is one of the most important tasks
to reveal the microscopic properties of the fluid. For instance, the fluid with a tiny shear viscos-
ity is realized in the experiment of ultracold Fermi gases at the unitarity [1–6]: The value of its
shear viscosity is close to a quantum bound that is theoretically proposed [7, 8], implying the re-
alization of the strongly correlated systems at the unitarity [9–14]. The hydrodynamic behavior
with a small shear viscosity is also discovered in the ultra-relativistic heavy ion collision experi-
ments at the Relativistic Heavy Ion Collider (RHIC) at the Brookhaven National Laboratory and
the Large Hadron Collider (LHC) at CERN, which may again suggest that the created matter, i.e.,
Quark-gluon plasma (QGP) is a strongly coupled system (see Refs. [15, 16], for instance). It is
noteworthy that, in spite of very large difference of the energy scale, these systems share common
hydrodynamic properties, and the hydrodynamic equation provides us with a unified way to study
their dynamics.
However, there is a problem in the application of the Navier-Stokes equation, besides the
causality problem typical to the relativistic hydrodynamics: In finite systems, there are the cen-
tral region where the density is large enough to apply the naive viscous hydrodynamic equation,
and the peripheral region where the naive hydrodynamic description breaks down due to the small
density. In the latter, since the system slowly approaches the thermal equilibrium state due to the
lack of enough collision rate, we need to take into account more microscopic dynamics. To this
end, we should incorporate the relaxation process of dissipative currents, which is characterized
by viscous relaxation times [10, 17–21]. The second-order hydrodynamic equation describes the
mesoscopic dynamics including the relaxation of the dissipative currents, in addition to the ordi-
nary hydrodynamic behavior described by the Navier-Stokes equation. It should be emphasized
that, though the importance of the second-order hydrodynamics has been recognized and many
attempts has been done to derive it, its formulation is still controversial [22–27].
In this paper, we derive the second-order hydrodynamic equation from the Boltzmann equa-
tion for non-relativistic systems by using the renormalization group (RG) method [28–40]. In
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the RG method, we faithfully solve the Boltzmann equation and extract the hydrodynamics as a
low-energy effective dynamics of the kinetic theory. It has been applied to derive the first- and
second-order hydrodynamic equations for both relativistic and non-relativistic systems [38, 41–
45], and desirable properties have been already shown for the resultant equation such as causality,
stability, positivity of the entropy production rate, and the Onsager’s reciprocal relation without
imposing any assumption a priori [45, 46]. Moreover, the microscopic expressions obtained for
the transport coefficients such as the shear viscosity, heat conductivity and so on coincide with
those derived in the celebrated Chapman-Enskog method, while the novel microscopic expres-
sions of the viscous relaxation times written in terms of the relaxation functions allow physically
natural interpretations as the relaxation times. As an extension of Ref. [44], we take account of
the effect of quantum statistics and external forces. As an application, we use our microscopic
expressions to calculate the shear viscosity, heat conductivity, and viscous relaxation times of the
stress tensor and heat flow of the cold fermionic atoms in a quantitative way, where the transi-
tion amplitude in the collision term is given explicitly in terms of the s-wave scattering length
as: The microscopic expressions given in forms of correlation functions are converted to linear
integral equations, which we solve numerically without recourse to any approximation. On the
basis of the numerical results, we discuss the quantum statistical effects, temperature dependence,
and scattering-length dependence of the first-order transport coefficients and the viscous relaxation
times: It is shown that at low temperatures, quantum statistics acts so effectively that the transport
coefficients and the relaxation times increase rapidly because Pauli principle almost forbids parti-
cle scatterings other than the forward ones. On the other hand, as as is increased up to unitarity,
these quantities decrease monotonically and become vanishingly small at unitarity because of the
strong coupling. We also examine how well the relation τπ = η/P and its analog for the heat
conductivity are satisfied, where τπ is the viscous relaxation time of the stress tensor, η the shear
viscosity, and P the pressure. These relations are obtained from the Boltzmann equation with use
of the relaxation-time approximation (RTA), which has been widely applied to a lot of studies of
the kinetic theory [19–21]. Although the RTA might happen to be valid for a system close to the
local equilibrium, its quantitative reliability is unclear and has been hardly checked even apart
from the fact that the relaxation times should have different values depending on the realization
process: We are only aware of [47] in which the validity of the RTA is analytically examined up
to some approximations. We show that the relation τπ = η/P holds quite well, while the similar
relation for the relaxation time τJ of the heat conductivity is satisfied only approximately with a
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considerable error. Here we should mention that a brief report of the present work is already given
in Ref. [48], and the present paper give the detailes of not only the analytic but also numerical
calculations.
This paper is organized as follows: In Sec. II, we briefly summarize the properties of the
Boltzmann equation. In Sec. III, we derive the second-order hydrodynamic equation by using RG
method, and show the resultant equations and microscopic expressions of the transport coefficients.
In Sec. IV, we reduce the microscopic expressions of the transport coefficients and the viscous
relaxation times for the numerical calculations. In Sec. V, we show the numerical results of the
transport coefficients and the viscous relaxation times, and discuss the physical properties of the
numerical results with temperature and the scattering length being varied. Convergence of the
numerical results are confirmed in the last part of this section. In Sec. VI, we give the concluding
remarks. In Appendix. A, we give a useful formula which is used to solve the Boltzmann equation.
In Appendix. B, we present the detailed derivation of the relaxation equation.
II. BOLTZMANN EQUATION
In this section, we give a brief review of the Boltzmann equation and its properties. The Boltz-
mann equation, which describes the time-evolution of the one-body distribution function fp(t,x)
in the phase space, takes the following form:(
∂
∂t
+ v ·∇+ F ·∇p
)
fp(t,x) = C[f ]p(t,x), (1)
with v ≡ p/(2m) and the collision integral given by
C[f ]p(t,x) =
1
2
∫
p1
∫
p2
∫
p3
W(p, p1|p2, p3)
(
f¯pf¯p1fp2fp3 − fpfp1 f¯p2 f¯p3
)
. (2)
Here, we have introduced the notations
∫
p
≡
∫
d3p/(2π)3 and f¯ ≡ 1 + af . a represents quantum
statistics, i.e., a = −1(+1) for fermion (boson) and a = 0 for the classical Boltzmann gas. F
represents the external force which particles experience. In this paper, we consider the force driven
by the scalar potential, F = −∇Ep with Ep = |p|2/(2m) + V (x), where any inhomogeneous
mean fields may be incorporated into the potential V . W is a transition matrix given by
W = |M|2(2π)4δ(Ep + Ep1 −Ep2 −Ep3)δ
3(p+ p1 − p2 − p3), (3)
with the scattering amplitudeM. The transition matrix has the following symmetries
W(p, p1|p2, p3) =W(p2, p3|p, p1) =W(p1, p|p3, p2) =W(p3, p2|p1, p). (4)
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By using these symmetries one finds that the following identity is satisfied for an arbitrary space-
time dependent vector Φp(x):∫
p
ΦpC[f ]p =
1
8
∫
p
∫
p1
∫
p2
∫
p3
W(p, p1|p2, p3)
×
(
Φp + Φp1 − Φp2 − Φp3
)(
f¯pf¯p1fp2fp3 − fpfp1 f¯p2 f¯p3
)
. (5)
When Φp vanishes Eq. (5), Φp is called a collision invariant, and any linear combination of con-
served quantities, i.e., the particle number, momenta, and energy, is found to be a collision invari-
ant. Accordingly, Φp = α+ β · p+ γEp ≡ Φinvp (x) with the space-time dependent coefficients α,
β and γ is a collision invariant.
In the Boltzmann theory, the entropy density and current are defined by
{s,Js} ≡ −
∫
p
{1, v}
(
fp ln fp −
f¯p ln f¯p
a
)
, (6)
which satisfies
∂s
∂t
+∇ · Js = −
∫
p
ln
(
fp
f¯p
)(
∂fp
∂t
+ v ·∇fp
)
= −
∫
p
ln
(
fp
f¯p
)
C[f ]p. (7)
In the second equality, we have utilized the fact that the force term does not contribute as∫
p
ln
(
fp
f¯p
)
F ·∇pfp = −F ·
∫
p
fp∇p ln
(
fp
f¯p
)
= −F ·
∫
p
fp
(
∇pfp
fp
−
a∇pfp
f¯p
)
= −F ·
∫
p
∇pfp
f¯p
= −
1
a
F ·
∫
p
∇p ln f¯p = 0. (8)
where F is assumed to be independent of momentum and we have neglected surface terms. From
Eq. (7), one finds that entropy is conserved if ln(fp/f¯p) is a collision invariant Φinvp (x), i.e., fp =
1/[e−Φ
inv
p (x) − a], which is reduced to the form of a local equilibrium distribution function,
f stp =
1
e(m|v−u|2/2+V−µ)/T − a
=
1
e(|δp|2/(2m)+V −µ)/T − a
. (9)
Here we have introduced the relative momentum δp. The relative momentum δp and relative
velocity δv against the fluid velocity u are defined by δp ≡ mδv ≡ mv −mu.
III. DERIVATION OF HYDRODYNAMICS
The RG method is a general framework to identify (fewer) slow variables and extract their
dynamics from the original complicated dynamics [28, 30, 31, 36]. In this section, we solve
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the Boltzmann equation (1) to derive the second-order hydrodynamic equation by applying the
RG method. The key to extract mesoscopic dynamics in addition to the slowest macroscopic
dynamics is how to identify the excited modes, which is realized by utilizing the doublet scheme
[44, 45] to which we refer the details of the RG method applied to Boltzmann equation to extract
hydrodynamics, although any mean field is not included in the Boltzmann equation there.
A. Solving the Boltzmann equation
We perform the perturbative calculation assuming that the mean free path is much smaller
than the spatial variation of the potential term. We introduce the bookkeeping parameter ǫ to the
Boltzmann equation (1),(
∂
∂t
+ ǫv ·∇+ ǫF ·∇p
)
fp(t,x) = C[f ]p(t,x). (10)
The parameter ǫ is interpreted as the Knudsen number defined by (mean free path)/(macroscopic
length scale). Note that the external force is also assumed to be as small as spatial inhomogeneity
since it is caused by the spatial variation of the external potential.
We expand the distribution function in the following perturbation series with respect to ǫ,
f˜(t; t0) = f˜
(0)(t; t0) + ǫf˜
(1)(t; t0) + ǫ
2f˜ (2)(t; t0) +O(ǫ
3), (11)
and solve the Boltzmann equation order by order under the initial condition,
f˜(t = t0) = f(t = t0) = f
(0)(t0) + ǫf
(1)(t0) + ǫ
2f (2)(t0) +O(ǫ
3), (12)
which is taken to be an exact solution of the Boltzmann equation (10).
The zeroth order equation with respect to ǫ reads
∂
∂t
f˜ (0)p (t; t0) = C[f˜
(0)]p(t; t0). (13)
Since we are interested in a slow motion in the asymptotic regime, we seek for the solution of the
following equation,
∂
∂t
f˜ (0)p (t; t0) = 0, (14)
which is equivalent to
C[f˜ (0)]p(t; t0) = 0. (15)
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This equation leads to the condition
f¯pf¯p1fp2fp3 = fpfp1 f¯p2 f¯p3 . (16)
By taking logarithm of both sides of this equation we note that the equation requires that ln(fp/f¯p)
should become a linear combination of {1,p, E} the coefficients which are constant in time t but
may depend on the space coordinate x and the initial time t0. From the discussion in the last
section, we see that the zeroth order solution takes the form of a local equilibrium distribution
function,
f˜ (0)p (t; t0) = f
eq
p (t0) =
(
exp
[
(m/2)|v − u(t0,x)|
2 − µTF(t0,x)
T (t0,x)
]
− a
)−1
, (17)
where we have defined µTF (t0,x) = µ(t0,x) − V (x). Five integration constants T (t0,x),
u(t0,x), and µ(t0,x) are would-be temperature, fluid velocity, and chemical potential, which
will be lifted to dynamical variables eventually to characterize the slowest dynamics of resultant
hydrodynamics.
Next, we consider the first order equation:
∂
∂t
f˜ (1)(t) = f eqf¯ eqL(f eqf¯ eq)−1f˜ (1)(t) + f eqf¯ eqF0, (18)
with the initial condition
f˜ (1)(t = t0, t0) = f
(1)(t0) ≡ f
eqf¯ eqΨ(t0). (19)
Ψ(t0) is to be determined later. Here, the linearized collision operator L and the inhomogeneous
term F0 are defined by
Lpq ≡ (f
eq
p f¯
eq
p )
−1 δ
δfq
C[f ]p(t)
∣∣∣∣
f=feq
f eqq f¯
eq
q
= −
1
2f¯ eqp
∫
p1
∫
p2
∫
p3
W(p, p1|p2, p3)f
eq
p1 f¯
eq
p2 f¯
eq
p3
×
[
δ3(p− q) + δ3(p1 − q)− δ
3(p2 − q)− δ
3(p3 − q)
]
, (20)
Fip ≡ F [f˜
(i)]p ≡ −(f
eq
p f¯
eq
p )
−1 (v ·∇+ F ·∇p) f˜
(i)
p . (21)
For arbitrary vectors ψp and χp, the linearized collision operator has the following three significant
properties:
〈ψ, Lχ〉 = 〈Lψ, χ〉 , 〈ψ, Lψ〉 ≤ 0, Lϕα = 0, (22)
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with the definition of the inner product given by
〈ψ, χ〉 ≡
∫
p
f eqp f¯
eq
p ψpχp. (23)
The linearized collision operator has five zero modes,
ϕ00p = 1, ϕ
i
0p = δp
i, ϕ40p =
|δp|2
2m
− hTF, (24)
with hTF being the enthalpy density, the explicit form of which will be given shortly. The zero
modes satisfy the orthogonality relation
〈ϕα0 , ϕ
β
0 〉 = c
αδαβ. (25)
with the following normalization factors
c0 = T
∂n
∂ µTF
, ci = mnT, c4 =
3nT
2
(
hTF −
3n
2
(
∂n
∂µTF
)−1)
. (26)
The particle number density n and the enthalpy density hTF are defined by
n(t,x) ≡
∫
p
f eqp (t,x), (27)
hTF(t,x) ≡ h(t,x)− V (x) ≡ e(t,x) +
P (t,x)
n(t,x)
− V (x). (28)
(29)
The energy density e and the pressure P are given by
e(t,x) ≡
1
n
∫
p
f eqp (t,x)
(
|δp|2
2m
+ V (x)
)
, (30)
P (t,x) ≡
1
3
∫
p
f eqp (t,x)δv · δp, (31)
respectively. We define P0-space and Q0-space as the space spanned by the zero modes given in
Eq. (24) and its complemental space, respectively. The associated projection operators are defined
as
[P0ψ]p ≡
4∑
α=0
ϕα0p
cα
〈ϕα0 , ψ〉, (32)
Q0 ≡ 1− P0, (33)
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for an arbitrary vector ψp. By solving the first order equation we obtain the first-order perturbative
solution:
f˜ (1)(t; t0) =f
eqf¯ eq
[
e(t−t0)L(Ψ(t0) + L
−1Q0F0) + (t− t0)P0F0 − L
−1Q0F0
]
. (34)
Though we have formally obtained the first-order solution, the initial condition has not yet been
determined. The determination of Ψ is done in the following way [45]: We expand Eq. (34) up to
the first-order with respect to |t− t0|,
f˜ (1)(t; t0) =f
eqf¯ eq
[
Ψ(t0) + (t− t0)(LΨ(t0) +Q0F0 + P0F0)
]
. (35)
Such an expansion makes sense because we need only tangents of perturbative solution when
applying the RG equation. Now, we require that the tangent space of the perturbative solution
becomes smallest, which is realized by choosing LΨ(t0) so that LΨ(t0) and Q0F0 belong to a
common space, and we define P1-space and Q1-space by the space spanned by Eq. (35) and its
complemental space, respectively. As is worked out in App. A, L−1Q0F0 is calculated to be
[L−1Q0F0]p = −
σij
T
[L−1πˆij ]p −
∇iT
T 2
[L−1Jˆ i]p, (36)
where we have introduced excited modes (πˆijp , Jˆ ip) defined by
πˆijp ≡ δv
〈iδpj〉, Jˆ ip ≡
(
|δp|2
2m
− hTF
)
δvi. (37)
Here for an arbitrary tensor A, A〈ij〉 ≡ ∆ijklAij with the definition of a symmetric traceless tensor
∆ijkl ≡ 1
2
δikδjl + 1
2
δilδjk − 1
3
δijδkl. Therefore, it is physically natural to choose Ψ(t0) so that it
belongs to the space spanned by ([L−1πˆij]p, L−1Jˆ i]p), and Ψ(t0) may be parametrized as
Ψp(t0) = −5
[L−1πˆij]p
〈πˆkl, L−1πˆkl〉
πij(t0)− 3
[L−1Jˆ i]p
〈Jˆ l, L−1Jˆk〉
Jk(t0), (38)
with eight would-be integral constants πij(t0) and J i(t0), which will be identified as the stress ten-
sor and heat flow, respectively. From Eq. (35), P1-space is found to be spanned by doublet modes
(πˆijp , Jˆ
i
p) and ([L−1πˆij ]p, [L−1Jˆ i]p). The doublet modes are the very excited modes necessary for
describing the mesoscopic dynamics.
The second-order equation reads
∂
∂t
f˜ (2)(t; t0) = f
eqf¯ eqL(f eqf¯ eq)−1f˜ (2)(t; t0) + f
eqf¯ eqK(t− t0), (39)
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with the definitions,
K(t− t0) ≡ F [f˜
(1)(t)] +
1
2
B
[
(f eqf¯ eq)−1f˜ (1)(t), (f eqf¯ eq)−1f˜ (1)(t)
]
, (40)
B[χ, ψ]pq1q2 ≡ −(f
eq
v f¯
eq
p )
−1 δ
2
δfq1δfq2
C[f ]v
∣∣∣∣
f=feq
f eqq1 f¯
eq
q1
χq1f
eq
q2
f¯ eqq2 ψq2 . (41)
Then, the second-order perturbative solution is given by
f˜ (2)(t; t0) = f
eqf¯ eq
[(
1− e(t−t0)
∂
∂s
)(
−
∂
∂s
)−1
P0 − e
(t−t0)
∂
∂sG(s)Q0
]
K(s)
∣∣∣
s=0
, (42)
with an initial condition
f (2)(t0) = −f
eqf¯ eqG(s)Q0K(s)
∣∣∣
s=0
, (43)
which is chosen so as to exclude the fast dynamics in the Q1-space. Here
G(s) ≡
(
L−
∂
∂s
)−1
. (44)
Thus, the perturbative solution up to the second order with respect to ǫ takes the following
form:
f˜(t; t0) = f
eq + ǫf eqf¯ eq
[
e(t−t0)L(Ψ(t0) + L
−1Q0F0) + (t− t0)P0F0 − L
−1Q0F0
]
+ ǫ2f eqf¯ eq
[(
1− e(t−t0)
∂
∂s
)(
−
∂
∂s
)−1
P0 − e
(t−t0)
∂
∂sG(s)Q0
]
K(s)
∣∣∣
s=0
, (45)
with the initial condition:
f(t0) =f
eq + ǫf eqf¯ eqΨ− ǫ2f eqf¯ eqG(s)Q0K(s)
∣∣∣
s=0
. (46)
We have completed the perturbative calculation, but Eq. (45) is valid only near the arbitrary
initial time t0 and apparently breaks down for large |t − t0| due to the secular terms. To improve
the perturbative solution into the global solution, we apply the RG equation given by
d
dt0
∣∣∣∣
t0=t
f˜(t; t0) = 0, (47)
which make the thirteen would-be integration constants T (t0), ui(t0), µ(t0), πij(t0), and J i(t0)
into the time-dependent dynamical variables T (t), ui(t), µ(t), πij(t), and J i(t). In other words, the
RG equation describes the dynamics of the hydrodynamic variables and the dissipative currents.
By substituting the solution of Eq. (47) into f˜(t; t0 = t), we obtain the approximate solution to the
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original equation (1) that has a validity in the global domain of time up to O(ǫ2)[30]. Geometrically
speaking, the RG equation (47) together with this substitution makes an envelope of the family of
curves {f˜(t; t0)}t0 parametrized by the arbitrary initial time t0 [30]. It can be shown that the
envelope function thus constructed satisfies the Boltzmann equation in the global domain up to ǫ2.
In practice, we shall see that projections of the RG equation Eq. (47) onto P0-space and P1-space
indeed lead to the equation of continuity and the equation of relaxation, respectively [44, 45].
B. Hydrodynamics
The projection of the RG equation (47) onto the P0-space is done by taking the inner product
of the zero modes (24) and the RG equation (47) as follows,∫
p
ϕα0p
[
∂
∂t
+ ǫ (v ·∇+ F ·∇p)
]
[f eq + ǫf eqf¯ eqΨ]p = 0 +O(ǫ
3). (48)
While the inner product of the excited modes (24) and the RG equation leads to∫
p
[L−1(πˆij, Jˆ i)]p
[
∂
∂t
+ ǫ (v ·∇+ F ·∇p)
]
[f eq + ǫf eqf¯ eqΨ]p
= ǫ〈L−1(πˆij, Jˆ i), LΨ〉+ ǫ2
1
2
〈L−1(πˆij, Jˆ i), B[Ψ,Ψ]〉+O(ǫ3). (49)
A straightforward calculation reduces Eq. (48) into the familiar equations
Dn
Dt
= −n∇ · u, (50)
mn
Dui
Dt
= −∇iP + nF i +∇jπij, (51)
Tn
Ds
Dt
=∇ · J + σjkπjk, (52)
where we have introduced the Lagrange derivative defined by D/Dt = ∂/∂t + u ·∇. As worked
out in Appendix. B, Eq. (49) is reduced into the following relaxation equations
πij = 2ησij − τπ
D
Dt
πij − ℓπJ∇
〈iJ j〉
+ κ(1)πππ
ij
∇ · u+ κ(2)πππ
k〈iσj〉k − 2τππ
k〈iωj〉k
+ κ
(1)
πJJ
〈i∇j〉n+ κ
(2)
πJJ
〈i∇j〉P + κ
(3)
πJJ
〈iF j〉
+ bππππ
k〈iπj〉k + bπJJJ
〈iJ j〉, (53)
J i = λ∇iT − τJ
D
Dt
J i − ℓJπ∇
jπij
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+ κ
(1)
Jππ
ij∇jn+ κ
(2)
Jππ
ij∇jP + κ
(3)
Jππ
ijF j
+ κ
(1)
JJJ
i
∇ · u+ κ
(2)
JJJ
jσij + τJJ
jωij
+ bJJπJ
jπij . (54)
The microscopic expressions of the shear viscosity and heat conductivity, which are the first-order
transport coefficients, are given by
η ≡ −
1
10T
〈πˆij , L−1πˆij〉, (55)
λ ≡ −
1
3T 2
〈Jˆ i, L−1Jˆ i〉, (56)
while the viscous relaxation times are given by
τπ ≡
1
10Tη
〈πˆij, L−2πˆij〉, (57)
τJ ≡
1
3T 2λ
〈Jˆ i, L−2Jˆ i〉. (58)
Explicit expressions of the other coefficients are summarized in App. B. Defining “time-evolved”
vectors {πˆijp (s), Jˆ
ij
p (s)} = {[e
sLπˆij]p, [e
sLJˆ ij ]p}, we may convert Eqs. (55)-(58) into the following
forms
η =
1
10T
∫ ∞
0
ds〈πˆij(0), πˆij(s)〉, λ =
1
3T 2
∫ ∞
0
ds〈Jˆ i(0), Jˆ i(s)〉, (59)
τπ =
∫∞
0
ds s〈πˆij(0), πˆij(s)〉∫∞
0
ds〈πˆij(0), πˆij(s)〉
, τJ =
∫∞
0
ds s〈Jˆ i(0), Jˆ i(s)〉∫∞
0
ds〈Jˆ i(0), Jˆ i(s)〉
, (60)
which may give the clearer physical interpretation. Some remarks are in order here: (i) Eq. (59)
is consistent to the Green-Kubo formula [49–51]. They actually take the same form as those of
the Chapman-Enskog method. (ii) The forms of Eq. (60) give the time constant of the correlation
function of the microscopic dissipative currents, which are physically natural forms as viscous
relaxation times. (iii) As is already expressed in the relaxation equations, the transport coefficient
of πk〈iωj〉k in Eq. (53) and that of J iωij in Eq. (54) identically coincide with −2τπ and τJ , respec-
tively; the analytical derivation of these relations are given in Appendix. B. (iv) Terms including
quadratic vorticity term ωk〈iωj〉k do not appear in our relaxation equations.
The last two points are consistent with the result shown in Ref. [47]. We should emphasize that
these results are obtained in an exact manner without recourse to any approximation.
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IV. COMPUTATIONAL METHOD OF THE TRANSPORT COEFFICIENTS AND RELAX-
ATION TIMES
In this section, bearing the application to the ultracold Fermi gases realized in the cold-atom
experiments in mind, we compute the transport coefficients and the relaxation times to calculate
the shear viscosity, heat conductivity, and the viscous relaxation times of the stress tensor and heat
flow of cold Fermi gasses assuming that the s-wave scattering is dominant in the collision integral
(2): To consider the s-wave scattering in the Fermi gases, we assume the gases are composed of
spin-1/2 particles and they interact in the singlet state. Then, the scattering amplitude in Eq. (3) is
given by
M =
4π
a−1s − iq
, (61)
where as is the s-wave scattering length and q = (p − p1)/2 is the incoming relative momen-
tum. Given the scattering amplitude Eq. (61), the reduction of the expressions (55)-(58) to forms
workable for numerical computations is still involved. By adapting the method developed for the
relativistic case [52], we make the reduction in the following three steps:
• Simplify the linearized collision operator (20) by performing integrations with Eq. (61)
being inserted.
• Discretize the momentum with a finite number Np of momenta, and solve the finite-
dimensional linear equation
[
LX
]
p
= (πˆij, Jˆ i)p to obtain the Np-dimensional vector
Xp ≡
[
Lˆ−1(πˆij, Jˆ i)
]
p
numerically.
• Evaluate Eqs. (55)-(58) with Xp =
[
Lˆ−1(πˆij , Jˆ i)
]
p
thus obtained inserted numerically.
• Increase the number Np, and repeat the above procedure until the convergence is achieved.
First we introduce the following dimensionless quantities for later covenience:
τ ≡
δp
pF
=
δv
vF
, (62)
µ′ ≡
µTF
εF
, T ′ ≡
T
εF
, (63)
n′ ≡
n
p3F
= 1/(3π2), (64)
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with the Fermi velocity and the Fermi energy
pF ≡ (3π
2n)1/3, vF ≡
pF
m
, εF ≡
p2F
2m
. (65)
τ is a dimensionless momentum and the primed variables are also dimensionless. We shall sup-
press the prime in this appendix.
First, we reduce the linearized collision operator. A dimensionless linearized collision operator
is given by
L′[φ]τ ≡
1
4εF
L[φ]p = −
1
2f¯ eqε
∫
τ1
∫
τ2
∫
τ3
W ′(τ, τ1|τ2, τ3)f
eq
τ1
f¯ eqτ2 f¯
eq
τ3
(φp + φp1 − φp2 − φp3). (66)
The equilibrium distribution function is given by
f eqε =
1
e(ε−µ)/T − a
, (67)
with the dimensionless energy density ε = |τ |2 ≡ τ 2. The dimensionless transition matrix W ′
reads
W ′(τ, τ1|τ2, τ3) = |M
′|2(2π)4δ(τ 2 + τ 21 − τ
2
2 − τ
2
3 )δ
3(τ + τ 1 − τ 2 − τ 3) (68)
with the dimensionless scattering amplitudes defined byM′ ≡ mpFM. For the s-wave scattering,
the dimensionless scattering amplitude is given by
|M′|2 ≡ |mpFM|
2 =
16π2
(pFas)−2 + q2
, (69)
where we have introduced 2q ≡ (p − p1)/pF = τ − τ 1. In this paper, we suppose that the
scattering amplitude depends on only q = |q|, i.e., M =M(q).
Now, we convert the linearized collision operator (66) into a convenient form for the numerical
calculations.
L′[φ]τ = −k(τ )φp −
∫
τ1
f eqε1 [K1(τ , τ 1)−K2(τ , τ 1)]φp1 (70)
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with the following definitions
k(τ ) =
∫
τ1
f eqε1 K1(τ , τ 1), (71)
K1(τ , τ 1) =
1
2f¯ eqε
∫
τ2
∫
τ3
|M′(|τ − τ 1|/2)|
2f¯ eqε2 f¯
eq
ε3
× (2π)4δ(τ 2 + τ 21 − τ
2
2 − τ
2
3 )δ
3(τ + τ 1 − τ 2 − τ 3), (72)
K2(τ , τ 1) =
e(ε1−µ)/T
f¯ eqε
∫
τ2
∫
τ3
|M′(|τ − τ 2|/2)|
2f eqε2 f¯
eq
ε3
× (2π)4δ(τ 2 + τ 22 − τ
2
1 − τ
2
3 )δ
3(τ + τ 2 − τ 1 − τ 3). (73)
We partially perform the integrations (71)-(73). To this end, we define the total momentum and
relative momentum as follows,
P ≡ τ + τ 1, q ≡ (τ − τ 1)/2, P
′ ≡ τ 2 + τ 3, q
′ ≡ (τ 2 − τ 3)/2. (74)
Then, Eq. (72) may be converted as follows:
K1(p,p1) =
1
2f¯ eqε
∫
P ′
∫
q′
|M′(q)|2f¯ eq
|P ′+2q′|2/4
f¯ eq
|P ′−2q′|2/4
× (2π)4δ
(
P 2
2
+ 2q2 −
P
′2
2
− 2q
′2
)
δ3(P −P ′)
=
q
16πf¯ eqε
|M′(q)|2
∫
d cos θf¯ eqP 2/4+q2+Pq cos θf¯
eq
P 2/4+q2−Pq cos θ
=
q
16πf¯ eqǫ
|mpFM(q)|
2 T
(1− a2e−(P 2+4q2−4µ)/2T )Pq
× ln


(
1− ae−(P
2+4q2+4Pq−4µ)/4T
)(
e(P
2+4q2+4Pq−4µ)/4T − a
)
(1− ae−(P 2+4q2−4Pq−4µ)/4T ) (e(P 2+4q2−4Pq−4µ)/4T − a)

 , (75)
where
cos θ =
P · q′
Pq′
, (76)
P =
√
τ 2 + 2ττ1 cosχ + τ 21 , (77)
q =
√
τ 2 − 2ττ1 cosχ+ τ 21
2
, (78)
cosχ =
τ · τ 1
ττ1
. (79)
So we may write as
K1(τ , τ 1) = K1(τ, τ1, χ). (80)
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Therefore, Eq. (71) reads
k(τ ) =
1
(2π)2
∫
dτ1τ
2
1 f
eq
ε1
∫
d cosχK1(τ, τ1, χ) ≡ k(τ). (81)
Next, we evaluate Eq. (73).
K2(τ , τ 1) =
e(ε1−µ)/T
f¯ eqε
∫
P ′
∫
q′
|M′(|P − P ′ + 2q − 2q′|/4)|2f eq
|P ′+2q′|2/4
f¯ eq
|P ′−2q′|2/4
× (2π)4δ(2P · q + 2P ′ · q′)δ(3)(2q + 2q′)
=
e(ε1−µ)/T
64π2qf¯ eqε
∫
dP ′′P ′′dφ
∣∣M′(√q2 + P ′′2/16)∣∣2
× f eq
(|P−2q|2+P ′′2+2P ′′·P )/4
f¯ eq
(|P+2q|2+P ′′2+2P ′′·P )/4
≡ K2(τ, τ1, χ), (82)
where we have changed the integration variables from P ′ to P ′′ = P ′ − P . The inner product
P ′′ · P is evaluated as follows: We can take the Cartesian coordinates such that the vectors P ′′
and P are parametrized as
P = P t(sinχ′, 0, cosχ′), P ′′ = P ′′ t(cosφ, sinφ, 0), (83)
without loss of generality (see Fig. 1). Then, the inner product P ′′ · P is evaluated as
P ′′ · P = PP ′′ sinχ′ cosφ, (84)
with
cosχ′ ≡
P · q
Pq
. (85)
Secondly, by using the expression of L obtained above, we evaluate [L−1πˆij ]p and [L−1Jˆ i]p in
the following way. Microscopic expressions of the stress tensor and the heat flow are given by
πˆijp = −pF vF
√
k(τ)
τ 2
c∗(τ)τ 〈iτ j〉, Jˆ ip = −εF vF
√
k(τ)
τ
b∗(τ)τ i, (86)
with the definitions
c∗(τ) ≡ −
τ 2√
k(τ)
, b∗(τ) ≡ −
τ√
k(τ)
(τ 2 − hTF), (87)
where hTF is the (dimensionless) enthalpy given by
hTF =
5
2
∫
dτ τ 4f eqε . (88)
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FIG. 1. Schematic figure
Without loss of generality, L−1πˆij and L−1Jˆ i may be expressed in terms of scalars C∗(τ) and
B∗(τ) as
[L′−1πˆij ]p =
pF vF
τ 2
√
k(τ)
C∗(τ)τ 〈iτ j〉, [L′−1Jˆ i]p =
εFpF
τ
√
k(τ)
B∗(τ)τ i. (89)
Then, πˆijp = L′[L′−1πˆij]p and πˆijp = L′[L′−1πˆij]p can be written as
c∗(τ) = C∗(τ) +
1
(2π)2
∫
dτ1τ
2
1 f
eq
ε1
1√
k(τ)k(τ1)
×
∫
d cosχ
(
3
2
cos2 χ−
1
2
)
[K1(τ, τ1, χ)−K2(τ, τ1, χ)]C
∗(τ1), (90)
b∗(τ) = B∗(τ) +
1
(2π)2
∫
dτ1τ
2
1 f
eq
ε1
1√
k(τ)k(τ1)
×
∫
d cosχ cosχ[K1(τ, τ1, χ)−K2(τ, τ1, χ)]B
∗(τ1). (91)
By solving these equations numerically, we obtain C∗(τ) and B∗(τ), which gives L−1πˆij and
L−1Jˆ i by using Eq. (89).
Finally, the transport coefficients may be obtained by evaluating the expressions given by
η = −
1
10(εFT )
〈πˆij, L−1πˆij〉 = n
1
10T
∫
dτ τ 2f eqε f¯
eq
ε c
∗(τ)C∗(τ), (92)
λ = −
1
3(εFT )2
〈Jˆ i, L−1Jˆ i〉 =
n
m
1
4T 2
∫
dτ τ 2f eqε f¯
eq
ε b
∗(τ)B∗(τ), (93)
for the first-order transport coefficients, and
τπ =
1
10(εFT )η
〈L−1πˆij, L−1πˆij〉 =
1
εF
1
40T (η/n)
∫
dτ τ 2f eqε f¯
eq
ε
1
k(τ)
C∗(τ)C∗(τ), (94)
τJ =
1
3(εFT )2λ
〈L−1Jˆ i, L−1Jˆ i〉 =
1
εF
1
16T 2(mλ/n)
∫
dτ δp2f eqε f¯
eq
ε
1
k(τ)
B∗(τ)B∗(τ), (95)
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FIG. 2. Scattering length dependence of the shear viscosity (left panel) and heat conductivity (right panel)
at the Fermi temperature, T = TF . The blue square and red circle indicate the classical Boltzmann gas and
Fermi gas, respectively.
for the viscous relaxation times.
In practice, the momentum is discretized with a degrees of freedom Np, and we vary Np until
the convergence of the results is achieved. The convergence of the numerical results are shown in
Sec. V C.
V. NUMERICAL RESULTS
In this section, we show the numerical results of the shear viscosity, heat conductivity, and
the viscous relaxation times of the stress tensor and heat flow of cold Fermi gasses. Varying the
scattering length as and temperature, we focus on the quantum statistical effects of the transport
coefficeints and relaxation times. We also exaine the relaxation-time approximation in a quantita-
tive way using our results; some of the results are briefly reported in Ref. [48].
A. Quantum statistical effects on the transport coefficients
First, we calculate the shear viscosity and heat conductivity with varying the scattering length.
The unitary limit is taken by as →∞, i.e., (pFas)−1 = 0, where pF is the Fermi momentum. For
the classical Boltzmann gas, we set a = 0 in Eq. (2) and the corresponding equilibrium distribution
function reads f eqp = e−(|δp|
2/2m−µTF)/T
. For the Fermi gas, we take into account the quantum
statistics by setting a = −1, and the equilibrium distribution function is f eqp = [e(|δp|
2/2m−µTF)/T +
1]−1. The resultant data show that, as the scattering length increases, the viscous effects decrease
(Fig. 2), and the quantum statistical effects increase (Fig. 3). The scattering-length dependence
18
FIG. 3. Scattering length dependence of the quantum statistical effects for the shear viscosity (red square),
heat conductivity (blue circle), the viscous relaxation times of the stress tensor (green triangle), and that of
the heat conductivity (purple rhombus) are respectively shown at the Fermi temperature.
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FIG. 4. Scattering length dependence of the shear viscosity (left panel) and heat conductivity (right panel).
The red square, blue circle, and green triangle correspond to the Fermi gas with the temperature T/TF =
0.1, 1, 5, respectively.
of the quantum statistical effects indicates that the quantum nature becomes apparent at unitarity,
where the atomic gases are strongly correlated. We also see that the shear viscosity and heat
conductivity decrease as the scattering length becomes smaller and they are smallest at the unitary
limit for any temperature (Fig. 4).
Figure 5 shows the temperature dependence of η/n and mλ/n. The quantum statistical effect
increases the η/n and mλ/n. The difference between the classical gas and the Fermi gas becomes
larger as temperature decreases. In particular, at the temperature T < TF , the differences become
clear and those of the Fermi gases diverge. Three comments are in order here. (i) The quantum
statistical effect is not negligible even above T ∗, below which pairing effects dominate and our
computation becomes invalid. (ii) The increases of the shear viscosity and heat conductivity for
19
FIG. 5. Temperature dependence of the shear viscosity (left panel) and heat conductivity (right panel) at
the unitarity, (pFas)−1 = 0. The blue square and red circle indicate the first-order transport coefficients
of classical Boltzmann gas and the Fermi gas, respectively. The black dashed and dotted lines show the
superfluid-transition temperature Tc ≃ 0.15TF and the pairing-formation temperature T ∗ ≃ 0.22TF , re-
spectively.
the Fermi gas at small temperature are naturally understood in terms of the Pauli blocking effect;
a good Fermi sphere is formed at low temperature and thus the elastic scattering rate other than
the forward one is so greatly suppressed due to the Pauli blocking that the energy and momen-
tum transport become quite efficient, which implies the increase of the shear viscosity and heat
conductivity. (iii) Our result of the shear viscosity might implies that the kinetic approach is un-
reliable near the unitarity at low temperature even above the T ∗, in contrast to the previous works
which claim good agreement between experimental results and theoretical results based on the
Boltzmann equation without quantum Fermi statistics as low as 0.3TF at unitarity.
The viscous relaxation times exhibits similar behaviors as the first-order transport coefficients.
The differences between the classical gas and the Fermi gas increase at low temperature and near
unitarity (see Fig. 6 and 7).
B. Reliability of the relaxation-time approximation
In the RTA, the collision integral in Eq. (2) is replaced by
C[f ]p = −
fp − f
eq
p
τ
, (96)
where τ is a free parameter which determines the time scale for a non-equilibrium system to relax
toward the equilibrium states. Under the approximation, the shear viscosity and heat conductivity
20
FIG. 6. Scattering length dependence of the viscous relaxation times of the stress tensor (left panel) and heat
flow (right panel) at the Fermi temperature, T = TF . The blue square and red circle indicate the viscous
relaxation times of classical Boltzmann gas and the Fermi gas which evaluated without the RTA, while the
purple triangle and green rhombus indicate those evaluated with the RTA given by Eqs. (99) and (100). The
black dashed and dotted lines show Tc and T ∗, respectively.
FIG. 7. Temperature dependence of the viscous relaxation times of the stress tensor (left panel) and heat
flow (right panel) at the unitarity, (pFas)−1 = 0. The blue square and red circle indicate the viscous
relaxation times of classical Boltzmann gas and the Fermi gas which evaluated without the RTA, while the
purple triangle and green rhombus indicate those evaluated with the RTA given by Eqs. (99) and (100). The
black dashed and dotted lines show Tc and T ∗, respectively.
are calculated to be [19–21]
ηRTA = τP, λRTA =
τ
12mT
(
7Q−
75P 2
n
)
, (97)
where Q is defined by Q ≡
∫
p
δv2δp2f eqp . In addition, it should be noted that the viscous relaxation
times are given by τ ,
τRTAπ = τ
RTA
J = τ. (98)
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FIG. 8. Temperature dependence of the viscous relaxation times of the stress tensor and heat flow of the
unitary Fermi gas. The red square and blue circle respectively indicate the viscous relaxation times of the
stress tensor and heat conductivity which evaluated without the RTA, while the green triangle and purple
rhombus indicate those evaluated with the RTA given by Eqs. (99) and (100). The black dashed and dotted
lines show Tc and T ∗, respectively.
FIG. 9. Temperature dependence of the error caused by the RTA are shown for the shear viscosity (red
square), heat conductivity (blue circle), the viscous relaxation times of the stress tensor (green triangle),
and that of the heat conductivity (purple rhombus) are respectively shown at unitarity. The black dashed
and dotted lines show Tc and T ∗, respectively.
In the RTA, the relaxation-time scales of the system is characterized by only one parameter τ ,
which must be determined phenomenologically or based on more elaborated microscopic analyses.
However, the viscous relaxation times of the stress tensor and heat conductivity given by Eqs. (57)
and (58) take the considerably different values (Fig. 8). This results are clearly contradict to
Eq. (98) and indicate that the RTA should be modified so as to incorporate the multiple relaxation-
22
time scales. To this end, we determine the viscous relaxation times independently with the help
of the relations Eq. (97) derived from the RTA and exact value of the shear viscosity and heat
conductivity as follows: We evaluate the viscous relaxation time of the stress tensor by
τ =
ηexact
P
≡ τ˜RTAπ , (99)
While the viscous relaxation time of the heat conductivity is evaluated as
τ =
12mTλexact
(7Q− 75P 2/n)
≡ τ˜RTAπ . (100)
We note that ηexact, λexact, τ exactπ , and τ exactJ denote the transport coefficients and viscous relaxation
times, which are respectively calculated from Eqs. (55)-(58) in an exact manner, as in the analyses
in the last subsection. In Fig. 6 and 7, we compare the viscous relaxation times with and without
the RTA and the numerical results of Eqs. (99) and (100) actually behave similarly compared with
the exact ones qualitatively. It is remarkable that ηexact/P well reproduces the viscous relaxation
time of the stress tensor τ exactπ for both the classical gas and the Fermi gas regardless of temperature
and scattering length. On the other hand, the RTA still has the quantitative error and always
underestimates the viscous relaxation time of the heat conductivity compared with those evaluated
exactly. It is noteworthy that the error of τJ caused by the RTA for the Fermi gas decreases at
low temperature in contrast to that for classical gas, which is independent of temperature (Fig. 9).
This behavior may be understood as follows: The RTA is a kind of the linear approximation of
the collision integral with respect to the deviation of the distribution function from the equilibrium
one. The deviation is attributed to the excitations of quasi-particles due to the nonequilibrium
process and decreases in the cold fermionic gases since the Pauli-blocking effect suppresses the
excitation of the quasi-particles inside the Fermi sphere. Therefore the linear approximation work
well and the RTA reproduces the exact value of the viscous relaxation time of the heat conductivity.
It is noted that the expressions (99) and (100) derived with the RTA can be obtained by a closure
approximation
〈πˆij, L−2πˆij〉 → 〈πˆij, L−1πˆij〉〈πˆij, L−1πˆij〉/〈πˆij, πˆij〉, (101)
in the exact expressions given by Eqs. (57) and (58). Such a closure approximation is reminiscent
of the mean-field (or Hartree) approximation, and it may imply that the RTA might be validated if
the vector space Lπˆij is saturated by πˆij . Equation (99) is verified by noticing 〈πˆij , πˆij〉 = 10TP
and 〈πˆij , L−1πˆij〉 = 10Tηexact from Eq. (55). Then by applying the replacement (101) to Eq. (57),
23
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FIG. 10. Temperature dependence of the shear viscosity (left top panel), heat conductivity (right top panel)
and viscous relaxation times of the stress tensor (left bottom panel) and heat flow (right bottom panel) at the
unitarity. Quantum Fermi statistics is taken into account in these figures. Np is a number of meshes for the
discretized momentum space and the purple rhombus, green triangle, the blue circle and red square indicate
Np = 30, 50, 100, 150, respectively.
we obtain Eq. (99) as,
τπ =
1
10Tηexact
〈πˆij, L−2πˆij〉
→ τ˜RTAπ =
1
10Tηexact
〈πˆij, L−1πˆij〉〈πˆij, L−1πˆij〉
〈πˆij, πˆij〉
=
ηexact
P
. (102)
Eq. (100) is also verified in an analogous way.
C. Convergence properties of the numerical results
We show that the numerical results of shear viscosity, heat conductivity, and viscous relaxation
times of the stress tensor and heat flow, are well convergent. In Fig. 10, Np is a number of meshes
for the discretized momentum space. We have confirmed that the temperature dependences of all
the quantities shown here are well convergent with Np = 150. In this confirmation, momentum
upper cutoff are taken as large enough for the numerical results not to depend on them. We have
24
also checked their scattering dependence and they are well convergent as well.
VI. CONCLUSION
In this paper, we have derived the second-order hydrodynamic equation for non-relativistic
systems with the microscopic expressions of all the transport coefficients including the viscous
relaxation times by applying the RG method: It is notable that the shear viscosity and heat con-
ductivity have the same expressions as those by the Chapman-Enskog method, and the viscous
relaxation times take new but natural forms. Though the inclusion of the quantum statistical ef-
fects do not change the form of the hydrodynamic equation, it makes the microscopic expressions
of the transport coefficients different, which gives the remarkable differences in the value of the
transport coefficients.
By using the transport coefficients that we have obtained, we have calculated in a full numerical
way the shear viscosity, heat conductivity and viscous relaxation times of the stress tensor and heat
flow. Any approximation has not been used in the numerical evaluation of these quantities in the
present work, which has given the exact values based on the Boltzmann equation, and the numer-
ical convergence is readily confirmed. We have found that the Fermi statistics makes significant
contributions to the first-order transport coefficients and viscous relaxation times at low tempera-
ture or small scattering length due to the Pauli blocking in the rigid Fermi sphere, which suppresses
the collision rate and results in highly viscous systems. Furthermore, by using the numerical results
we have examined the reliability of the relations τπ = η/P and τJ = 12mTλ/(7Q − 75P 2/n),
which are derived with recourse to the RTA and used rather extensively. The resulting data have
shown that the ratio of the shear viscosity and pressure well agrees with the viscous relaxation
time. This agreement is consistent with Ref. [47] and suggest the reliability of the RG method.
Furthermore, the results encourage us to use the relation τπ = η/P , which greatly simplifies the
evaluation of the viscous relaxation time of the stress tensor. On the other hand, the latter rela-
tion for the viscous relaxation time does not appear to be reliable. Thus, we should use the value
evaluated by Eqs. (57) and (58) instead of Eq. (97) for the viscous relaxation time of the heat con-
ductivity, and also need to investigate the time evolution of fluids with these transport coefficients
inserted in order to examine how quantitatively significant the difference of τJ evaluated with and
without the RTA is.
The numerical evaluation of the other transport coefficients are left as a future work. Then,
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we may apply the obtained second-order hydrodynamic equation to the analysis of the time evo-
lution of the ultracold atomic gases. Furthermore, we should take account of systems with phase
transitions. In particular, the behavior of the transport coefficients near the critical region and
investigation of how they affect on the time-evolution of fluids are interesting.
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Appendix A: Determination of the initial condition of the first-order perturbative equation
In this appendix, we present a detailed calculation of Eq. (36). F0p given in Eq. (21) is calcu-
lated as
F0p = −(f
eq
p f¯
eq
p )
−1 (v ·∇+ F ·∇p) f˜
(i)
p
= −vi
∇iT
T 2
(
|δp|2
2m
− µTF
)
−
1
T
viδpj∇iuj − vi
∇iµTF
T
+ F i
δpi
mT
. (A1)
Then, we can calculate the projection of F0 onto the Q0-space as
[Q0F0]p = [F0 − P0F0]p = F0p −
4∑
α=0
ϕα0p
cα
〈ϕα0 , F0〉 = −
σij
T
πˆijp −
∇iT
T 2
Jˆ ip, (A2)
where we have used the definitions of the projection operators (33) in the first equality and (32) in
the second equality. Then, we arrive at Eq. (36) ,
[L−1Q0F0]p = −
σij
T
[L−1πˆij ]p −
∇iT
T 2
[L−1Jˆ i]p. (A3)
Appendix B: Detailed derivation of relaxation equation
We show a detailed derivation of the relaxation equation and give the explicit expressions of all
the coefficients appearing in it. To this end, we reduce Eq. (49) into the relaxation equation. Using
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the vector notations
ψˆαp = {πˆ
ij
p , Jˆ
i
p}, (B1)
χˆαp =
{
πˆijp
2Tη
,
Jˆ ip
T 2λ
}
, (B2)
ψα = {πij, J i}, (B3)
Xα =
{
2ησij, λ∇iT
}
, (B4)
with which we can write as Ψ = L−1χˆαψα and Q0F0 = −χˆα1Xα. Equation (49) can be converted
into the following form
ǫ〈L−1ψˆα, χˆβ〉ψβ
= ǫ〈L−1ψˆα, χˆβ〉Xβ + 〈L−1ψˆα, L−1χˆβ〉
D
Dt
ψβ + ǫ〈L−1ψˆα, δKiL−1χˆβ〉∇iψβ
+ ǫ
〈
L−1ψˆα, f eqf¯ eq
(
D
Dt
+ ǫδK ·∇+ ǫF ·∇K
)
f eqf¯ eqL−1χˆβ
〉
ψβ
− ǫ2
1
2
〈L−1ψˆα, B[L−1χˆβ1 , L
−1χˆγ ]〉ψβψγ, (B5)
where we have defined [δKi]p ≡ δpi/m = δvi and [∇iK ]p ≡ ∇ip.
The coefficients of the first, third, and fourth terms in the right-hand side of Eq. (B5) can be
written as
〈
L−1ψˆα, ψˆβ
〉
=

−2Tη∆ijkl 0
0 −T 2λ∆ij

 , (B6)
〈
L−1ψˆα, L−1ψˆβ
〉
=

2Tητπ∆ijkl 0
0 T 2λτJ∆
ij

 , (B7)
〈
L−1ψˆα, δKmL−1ψˆβ
〉
=

 0 T 2λℓπJ∆ijkl
2TηℓJπ∆
ijkl 0

 , (B8)
where transport coefficients introduced here are defined as follows:
τπ ≡
1
10Tη
〈
πˆij, L−2πˆij
〉
, (B9)
τJ ≡
1
3T 2λ
〈
Jˆ i, L−2Jˆ i
〉
, (B10)
which are viscous relaxation times for the stress tensor and heat flow, respectively, and
ℓπJ ≡
1
5T 2λ
〈
L−1πˆij, δKiL−1Jˆ j
〉
, (B11)
ℓJπ ≡
1
10Tη
〈
L−1Jˆ i, δKjL−1πˆij
〉
, (B12)
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which are so called viscous relaxation lengths.
Then, let us rewrite the last term in the right-hand side of Eq. (B5) as
ǫ2
2
〈
L−1πˆij , B[L−1χˆβ ][L−1χˆγ ]
〉
ψβψγ = bππππ
m〈kπl〉m + bπJJJ
〈kJ l〉, (B13)
ǫ2
2
〈
L−1Jˆ i, B[L−1χˆβ][L−1χˆγ ]
〉
ψβψγ = bJπJπ
ijJ j , (B14)
where the transport coefficients are defined by
bπππ ≡
3
70T 2η2
〈
L−1πˆij, B[L−1πˆik][L−1πˆjk]
〉
, (B15)
bπJJ ≡
1
10T 4λ2
〈
L−1πˆij, B[L−1Jˆ i][L−1Jˆ j ]
〉
, (B16)
bJJπ ≡
1
10T 3ηλ
〈
L−1Jˆ i, B[L−1Jˆ j ][L−1πˆij ]
〉
. (B17)
We consider the forth term in the right-hand side of Eq. (B5):
ǫ
〈
L−1ψˆα, (f eqf¯ eq)−1
[
D
Dt
+ ǫδK ·∇+ ǫF ·∇K
]
f eqf¯ eqL−1χˆβ
〉
ψˆβ
= ǫ
〈
L−1ψˆα, (f eqf¯ eq)−1
∂
∂T
[f eqf¯ eqL−1χˆβ]
〉
ψˆβ
DT
Dt
+ ǫ2
〈
L−1ψˆα, (f eqf¯ eq)−1δKa
∂
∂T
[f eqf¯ eqL−1χˆβ]
〉
ψˆβ∇aT
+ ǫ
〈
L−1ψˆα, (f eqf¯ eq)−1
∂
∂µTF
[f eqf¯ eqL−1χˆβ
〉
ψˆβ
DµTF
Dt
+ ǫ2
〈
L−1ψˆα, (f eqf¯ eq)−1δKa
∂
∂µTF
[f eqf eqL−1χˆβ ]
〉
ψˆβ∇aµTF
+ ǫ
〈
L−1ψˆα, (f eqf¯ eq)−1
∂
∂ub
[f eqf eqL−1χˆβ]
〉
ψˆβ
Dub
Dt
+ ǫ2
〈
L−1ψˆα, (f eqf¯ eq)−1δKa
∂
∂ub
[f eqf eqL−1χˆβ]
〉
ψˆβ∇aub
+ ǫ2
〈
L−1ψˆα, (f eqf¯ eq)−1∇aK [f
eqf eqL−1χˆβ]
〉
ψˆβ
F a
m
. (B18)
The Lagrange derivative of T , µTF , and ub are rewritten by using the balance equation up to the
first order with respect to ε, which corresponds to the Euler’s equation:
DT
Dt
= −ǫ
2T
3
∇ · u+O(ǫ2), (B19)
DµTF
Dt
= −ǫ
2µTF
3
∇ · u+O(ǫ2), (B20)
Dub
Dt
= −ǫ∇iP + ǫnF i +O(ǫ2), (B21)
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where we have used the relation dn = (∂n/∂T )dT + (∂n/∂µTF )dµTF in the derivation of
Eq. (B20). Then, Eq. (B18) takes the following forms
ǫ
〈
L−1πˆij , (f eqf¯ eq)−1
[
D
Dt
+ ǫδK ·∇+ ǫF ·∇K
]
f eqf¯ eqχˆβ
〉
ψβ
= −ǫ2
(
κ(1)πππ
ij
∇ · u+ κ(2)πππ
k〈iσj〉k + κ(3)πππ
k〈iωj〉k + κ
(1)
πJJ
〈i∇j〉n+ κ
(2)
πJJ
〈i∇j〉P + κ
(3)
πJJ
〈iF j〉
)
,
(B22)
ǫ
〈
L−1Jˆk, (f eqf¯ eq)−1
[
D
Dt
+ ǫδK ·∇+ ǫF ·∇K
]
f eqf¯ eqL−1χˆβ
〉
ψβ
= −ǫ2
(
κ
(1)
Jππ
ij∇jn + κ
(2)
Jππ
ij∇jP + κ
(3)
Jππ
ijF j + κ
(1)
JJJ
i
∇ · u+ κ
(2)
JπJ
jσij + κ
(3)
JπJ
jωij
)
,
(B23)
where we have used ∇iuj = σij + ωij + δij∇ · u/3 with the vorticity ωij ≡ (∇iuj − ∇jui)/2,
and the transport coefficients are defined as follows:
κ(1)ππ ≡ −
1
10
〈
L−1πˆij , (f eqf¯ eq)−1
[
−
2T
3
∂
∂T
−
2µTF
3
∂
∂µTF
+
1
3
δKa
∂
∂ua
]
f eqf¯ eqL−1πˆij
Tη
〉
,
(B24)
κ(2)ππ ≡ −
6
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∆kjab
〈
L−1πˆij , (f eqf¯ eq)−1δKa
∂
∂ub
f eqf¯ eqL−1πˆki
Tη
〉
, (B25)
κ(3)ππ ≡ −
2
15
Ωkjab
〈
L−1πˆij , (f eqf¯ eq)−1δKa
∂
∂ub
f eqf¯ eqL−1πˆki
Tη
〉
= −2τπ, (B26)
κ
(1)
πJ ≡ −
1
5
〈
L−1πˆij , (f eqf¯ eq)−1δKi
2T 2
3nT − 2AhTF
[
∂
∂T
− s
∂
∂µTF
]
f eqf¯ eqL−1Jˆ j
T 2λ
〉
, (B27)
κ
(2)
πJ ≡ −
1
5
〈
L−1πˆij , (f eqf¯ eq)−1
×
[
−δKi
2AT/n
3nT − 2AhTF
∂
∂T
+ δKi
1
n
∂
∂µTF
−
∂
∂ui
]
f eqf¯ eqL−1Jˆ j
T 2λ
〉
, (B28)
κ
(3)
πJ ≡ −
1
5
〈
L−1πˆij , (f eqf¯ eq)−1
[
n
∂
∂ui
+∇iK
]
f eqf¯ eqL−1Jˆ j
T 2λ
〉
, (B29)
κ
(1)
Jπ ≡ −
1
10
〈
L−1Jˆ i, (f eqf¯ eq)−1δKj
2T 2
3nT − 2AhTF
[
∂
∂T
− s
∂
∂µTF
]
f eqf¯ eqL−1πˆij
Tη
〉
, (B30)
κ
(2)
Jπ ≡ −
1
10
〈
L−1Jˆ i, (f eqf¯ eq)−1
×
[
−δKj
2AT/n
3nT − 2AhTF
∂
∂T
+ δKj
1
n
∂
∂µTF
−
∂
∂uj
]
f eqf¯ eqL−1πˆij
Tη
〉
, (B31)
κ
(3)
Jπ ≡ −
1
10Tη
〈
L−1Jˆ i, (f eqf¯ eq)−1
[
n
∂
∂uj
+∇jK
]
f eqf¯ eqL−1πˆij
Tη
〉
, (B32)
κ
(1)
JJ ≡ −
1
3
〈
L−1Jˆ i, (f eqf¯ eq)−1
[
−
2T
3
∂
∂T
−
2µTF
3
∂
∂µTF
+
1
3
δKa
∂
∂ua
]
f eqf¯ eqL−1Jˆ i
T 2λ
〉
, (B33)
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κ
(2)
JJ ≡ −
1
5
∆ijkl
〈
L−1Jˆ i, (f eqf¯ eq)−1δKk
∂
∂ul
f eqf¯ eqL−1Jˆ j
T 2λ
〉
, (B34)
κ
(3)
JJ ≡ −
1
3
Ωijkl
〈
L−1Jˆ i, (f eqf¯ eq)−1δKk
∂
∂ul
f eqf¯ eqL−1Jˆ j
T 2λ
〉
= τJ , (B35)
where Ωijkl ≡ (δikδjl − δilδjk)/2 is an antisymmetric projection operator, and A is defined by
A ≡ T∂n/∂µTF.
Here, we show that κ(3)ππ = −2τπ by analytically evaluating the inner product of Eq. (B26).
Without loss of generality, L−1πˆµν may be written as
L−1πˆij = C(|δK|)∆ijklδKkδK l. (B36)
We do not need the specific form of C(|δK|) in this computation. Then κ(3)ππ can be written as
κ(3)ππ = −
2
15
Ωkjab
〈
C(|δK|)∆ijcdδKcδKd, (f eqf¯ eq)−1δKa
∂
∂ub
f eqf¯ eqC(|δK|)∆kiefδKeδKf
Tη
〉
.
(B37)
Here we write down useful formulae for further conversion:
ΩkjabδKa
∂
∂ub
|δK| = ΩkjabδKa
−δKb
|δK|
= 0, (B38)
Ωkjab∆ijcdδKcδKdδKa∆kief [−δbeδKf − δbfδKe] =
3
2
∆ijklδKiδKjδKkδK l
=
3
2
∆ijklδKkδK l∆ijabδKaδKb. (B39)
By using these formulae, Eq. (B37) is calculated to be
κ(3)ππ = −
2
15
Ωkjab
〈
C(|δK|)∆ijcdδKcδKd, δKa
C(|δK|)∆kief(−δbeδKf − δbfδKe)
Tη
〉
= −
2
15
3/2
2Tη
〈Lˆ−1πˆµν , Lˆ−1πˆµν〉
= −2τπ. (B40)
Similarly we can show that κ(3)JJ = τJ by evaluating the inner product of Eq. (B35).
Combining the formulas derived so far, we can rewrite the relaxation equation Eq. (B5) in the
30
following forms:
ǫπij = ǫ2ησij − ǫ2τπ
D
Dt
πij − ǫ2ℓπJ∇
〈iJ j〉
+ ǫ2κ(1)πππ
ij
∇ · u+ ǫ2κ(2)πππ
k〈iσj〉k − ǫ22τππ
k〈ωj〉k
+ ǫ2κ
(1)
πJJ
〈i∇j〉n+ ǫ2κ
(2)
πJJ
〈i∇j〉P + ǫ2κ
(3)
πJJ
〈iF j〉
+ ǫ2bππππ
k〈iπj〉k + ǫ2bπJJJ
〈iJ j〉, (B41)
ǫJ i = ǫλ∇iT − ǫ2τJ
D
Dt
J i − ǫ2ℓJπ∇
jπij
+ ǫ2κ
(1)
Jππ
ij∇jn + ǫ2κ
(2)
Jππ
ij∇jP + ǫ2κ
(3)
Jππ
ijF j
+ ǫ2κ
(1)
JJJ
i
∇ · u+ ǫ2κ
(2)
JJJ
jσij + ǫ2τJJ
jωij
+ ǫ2bJJπJ
jπij . (B42)
Putting back ǫ = 1, we arrive at Eqs. (53) and (54).
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