The individual-activation-factor memory proportionate affine projection algorithm (IAF-MPAPA) provides a good solution for echo cancelation. However, the IAF-MPAPA with fixed regularization factor requires a tradeoff between fast convergence rate and low steady-state misalignment. In this paper, the mathematical relationship between the regularization factor and the steady-state mean square error (MSE) of the IAF-MPAPA was deduced. The mathematical formula of the steady-state MSE indicates that it is inversely proportional to the value of regularization factor. Then, inspirited by the evolutionary method, the IAF-MPAPA with evolving regularization (ERIAF-MPAPA) was proposed. The ERIAF-MPAPA increases or decreases the regularization factor by comparing the power of output error with a threshold which contains the information of the steady-state MSE. For highly sparse impulse responses, simulation results demonstrate that the proposed ERIAF-MPAPA offers better convergence performance than other proportionate-type APAs in terms of convergence rate and steady-state misalignment.
I. INTRODUCTION
The basic principle of an echo canceller is to build a model of the echo path impulse response [1] . In most situations, such as network echo cancellation, the echo paths are sparse in nature, i.e., most of the impulse response components are zero or small while the rest have a significant magnitude [2] . As a result, the standard normalized least mean squares (NLMS) and affine projection algorithm (APA) converge slowly [2] , [3] . To solve this difficulty, some proportionate-type adaptive filter algorithms [4] - [11] were proposed by assigning an adaptive individual gain factor in proportion to the latest estimate of the filter coefficients.
Compared with the standard NLMS, the proportionate NLMS (PNLMS) [4] provides fast initial convergence when the impulse responses are sparse. However, the convergence rate of the PNLMS decreases rapidly after that fast initial convergence, and it is not applicable to the dispersive impulse responses. Though the improved PNLMS (IPNLMS) [5] is applicable for the dispersive impulse responses, it provides slow initial convergence rate for highly sparse impulse responses. In [6] , the PNLMS algorithm with individual-activation-factors (IAF-PNLMS) was proposed, which assigns an individual activation factor to each adaptive filter coefficient for more accurate gain factor.
It is well known that the APA offers an improved convergence performance for colored input signals, notably for speech input signals. To enhance the performance for sparse impulse responses, the proportionate APA (PAPA) [7] and the improved PAPA (IPAPA) [8] was proposed by extending the ''proportionate'' ideas of PNLMS, IPNLMS, respectively. To reduce the complexity, the memory IPAPA (MIPAPA) [9] was proposed by exploiting the ''history'' of the proportionate factors recursively. Since the individual gain factor allocation of MIPAPA is the same as that of IPAPA, it couldn't provide fast initial convergence rate. To address this problem, the individual-activation-factor memory PAPA (IAF-MPAPA) [10] and the block-sparse memory PAPA (BS-MPAPA) [11] were proposed.
In general, the design objectives for the adaptive filters are fast convergence rate and small steady-state misalignment.
To meet this conflicting requirement, many variable stepsize [12] , [13] and evolving projection order methods [14] , [15] have been proposed so far. The evolving order APA (E-APA) [14] indicates that the steady-state mean square error (MSE) depends on the step-size and projection order. According to that conclusion, E-A PA evolves the projection order to speed up the convergence. However, neither variable step-size APA (VSS-APA) nor E-APA is a suitable choice for sparse impulse responses, because they don't utilize the sparsity.
The Gramian matrix needs to be inverted in the standard APA and proportionate-type APA. In order to avoid numerical difficulty, a positive constant δ called the regularization factor is commonly used to regularize the matrix. Besides the step-size and the projection order, the regularization factor also plays an important role in the convergence of APA and proportionate-type APA [3] . It has been verified that a larger regularization factor results in a smaller steady-state MSE, but a slower convergence rate [16] , [17] . However, the mathematical relationship between regularization factor and steady-state MSE is unclear. Ref. [17] indicates that the regularization factor depends upon the variance of input signal and the echo-to-noise ratio. It shows robust performance under different circumstances, but at the expense of slow convergence.
In this paper, through analysis of steady-state MSE of the IAF-MPAPA, the relationship between regularization factor and steady-state MSE was expressed in mathematical form. Then, motivated by the evolutionary method [13] , the IAF-MPAPA with evolving regularization (ERIAF-MPAPA) was proposed. The proposed ERIAF-MPAPA increases or decreases the regularization factor by comparing the power of output error with the threshold which contains the information of the steady-state MSE. Simulation results show that the proposed algorithm outperforms the IPAPA-β IPAPA [17] , the VSS-APA and the IAF-MPAPA with different regularization factors in terms of convergence rate and steady-state misalignment.
II. BRIEF REVIEW OF IAF-MPAPA
In an echo canceller configuration, as shown in Fig. 1 , the input signal vector x(n) is filtered through the unknown sparse impulse response
where
is the background noise, superscript T denotes the matrix transposition, and L is the length of the impulse response. An adaptive filter defined byĥ(n) = [ĥ 0 (n),ĥ 1 (n), . . . ,ĥ L−1 (n)] T is used to model the sparse impulse response h(n).
The standard IAF-MPAPA algorithm is summarized as follows: where X(n) = [x(n), x(n − 1), . . . , x(n − P + 1)] is the input signal matrix containing P most recent input signal vectors, with P denoting the projection order,
T is the desired signal vector, e(n) = [e 0 (n), e 1 (n − 1), . . . , e P−1 (n − P + 1)] T is the error vector, δ is the regularization factor, µ is the step-size, and I P denotes a P × P identity matrix. The ''proportionate memory'' matrix P(n) is recursively evaluated as
where the matrix
The operator denotes the Hadamard product, and the individual gain factor g l (n − 1) in the vector g(n − 1) is evaluated as
with individual activation factor
III. PROPOSED ALGORITHM A. STEADY-STATE MSE
Recently, under the assumptions that the background noise is statistically independent of the input signal matrix X(n) and X(n) is statistically independent of e(n) at steady-state, the work by Shin and Sayed [18] indicates that the expressions for the steady-state MSE of the APA in a stationary system is
denotes mathematical expectation, Tr{·} denotes the trace of matrix, σ 2 v is the variance of noise, S ≈ diag{1, 0, . . . , 0}. In [14] , the steady-state MSE of the APA was simplified as
Unlike the APA, the IAF-MPAPA allocates an individual gain factor for each filter coefficient, which should be taken into account in the evaluation of steady-state MSE. Taking account of (3) and (5), η u and A n become
Note that the matrix X(n) in (16) can't be replaced by P(n), it's a variable introduced by computation [18] . Now, we present the two required assumptions for the simplification of steady-state MSE which are stated as follows:
A1) The input signal is white.
A2) The individual gain vector g(n − 1) converges to g(n), i.e.,
A1 is a common assumption which has been used in many literatures [17] , [19] . Ifĥ(n − 1) →ĥ(n) as n → ∞, the individual activation factor q l (n) will converge to the corresponding coefficient magnitude |ĥ l (n)| [6] , [10] , i.e.,
Based on the definition of the gain factor g l (n) [see (7), (8) and (9)], g l (n) tends to be proportional to coefficient magnitude |ĥ l (n)|, which meets the proportionate requirement [6] , [10] . Thus, A2 is verified. Thereby, the matrix P(n) equals to G(n − 1)X(n), where G(n − 1) = diag{g 0 (n − 1), g 1 (n − 1), . . . , g L−1 (n − 1)} is a diagonal matrix. R(n) and A n can be rewritten as
To simplify the expression (10), performing the eigenvalue decomposition of the matrix
where (n) is a diagonal matrix formed by the eigenvalues of X T (n)G(n − 1)X(n), and V(n) is the modal matrix whose columns are the eigenvectors of X T (n)G(n − 1)X(n). Then, performing the inverse transformation of the matrix R(n), we get
For further processing, it's necessary to get the eigenvalues,
Based on A1 and (7), we obtain
where σ 2 x is the variance of the input signal x(n), it is evaluated as
where λ is a weighting factor. Thus, the matrix from (3) and its inverse can be rewritten as
Based on the evolutionary method, the exact mathematical expectation in (10) should be replaced by an instantaneous value. Based on (20), (21), (23), (25), and (26), A n can be simplified as
and the instantaneous values of α u and η u are
Substituting (27), (28) and (29) into the right-hand side of (10), we get the steady-state MSE of the IAF-MPAPA
Compared with (14) , the steady-state MSE of the IAF-MPAPA contains the information of regularization factor and input signal. This demonstrates that the steady-state MSE is not only influenced by the step-size, the projection order and the noise, but also by the regularization factor and the input. Moreover, it can be seen that the steady-state MSE is inversely proportional to the regularization factor, i.e., a larger VOLUME 5, 2017 δ results in a lower MSE. Thus, adapting the regularization factor reasonably will help enhance the performance of adaptive filter.
B. EVOLVING REGULARIZATION FACTOR
The ''classical'' choice of regularization factor is δ = βσ 2 x /(2L), where β is a positive constant [17] . Replacing δ by δ n in equation (30), we get
It suggests that the IAF-MPAPA with regularization factor δ n−1 will converge to ε(δ n−1 ) at the steady-state. Therefore, if e 2 0 (n) is larger than ε(δ n−1 ), δ n should be reduced by µ δ σ 2 x /(2L) from δ n−1 to accelerate convergence, where µ δ is a positive constant called the evolution step-size. On the other hand, when e 2 0 (n) is smaller than ε(δ n−1 ), if e 2 0 (n) is smaller than ε(δ n−1 + µ δ σ 2 x /(2L)), δ n should be increased by µ δ σ 2 x /(2L) from δ n−1 for lower steady-state misalignment. The upper threshold ξ n and the lower threshold θ n are
The value of regularization factor is positive, so δ n can't be less than the minimum allowable value δ min . The proposed ERIAF-MPAPA algorithm is summarized in Table 1 .
It is concluded that the thresholds depend on the instantaneous estimate of steady-state MSE. When the power of output error is larger than the upper threshold, the upper threshold plays the role of decreasing the regularization factor to speed up the convergence. When the adaptive filter converges to the lower threshold, the lower threshold serves as a switching point to increase the regularization factor. The increase of regularization factor aims to further decrease the steady-state misalignment. In practice, the value of regularization factor needs not to be strictly accurate, and an approximate value can achieve very good effect [17] . Thus, though the white input assumption was used in the development [see (23)], the expression of the steady-state MSE is useful enough to adapt the regularization factor for correlated inputs.
C. PRACTICAL CONSIDERATIONS 1) ESTIMATION OF THE NOISE VARIANCE
The estimation of noise variance is important to the proposed ERIAF-MPAPA. The variance of noise is not a priori in many situations, and many estimation method have been proposed [12] , [20] . The estimation method which was proposed in [12] is simple and practical, and it can be used directly for the proposed ERIAF-MPAPA. It can be described as follows: 
2) RESET ALGORITHM FOR A SYSTEM SUDDEN CHANGE
The value of δ n can be very large with the evolution. When the system changes, the value of e 2 0 (n) will be larger than ξ n for some time to speed up the convergence. In this condition, δ n can't decline rapidly to the optimal value due to the constant evolution step-size. Consequently, if the number of times the corresponding event occurs is larger than the threshold, the regularization factor needs to be reset for quickly tracking the changed system. This scheme is summarized in Table 2 . 
D. COMPUTATIONAL COMPLEXITY
In Table 3 , the computation cost of the proposed ERIAF-MPAPA is compared with that of various algorithms in terms of the total number of additions, multiplications, and comparisons. For the proposed ERIAF-MPAPA, (P 2 + P + 1)L + 6 additions, (P 2 + 4)L + P 2 + 21 multiplications, and L + 4 comparisons are needed for each iteration. The contribution of the regularization evolution part is L + 6 additions, L + 19 multiplications and 2 comparisons, and that of the reset part is 2 comparisons. Besides, P × P matrix inversion is required for all the algorithms. It is obvious that the regularization evolution part slightly increases the computational complexity.
IV. SIMULATION RESULTS
Simulations were performed in the context of network echo cancellation. The unknown highly sparse impulse response length is 512, and its sampling rate is 8 kHz, as shown in Fig. 2 . The length of adaptive filter is L = 512, too. The far-end signal is either an AR (1) process generated by filtering a white, zero-mean, Gaussian noise through a first-order system 1/(1-0.9z −1 ) or a speech sequence. An additional white Gaussian noise, with 20dB or 30dB signal-to-noise ratio (SNR), is added to the system output. By shifting the echo path to the right by 12 samples in the middle of convergence, an echo path change scenario is simulated in all the following experiments. For all the algorithms, the step-size is µ = 0.1, and the weighting factor is λ = 1 − 1/(6L). For the proposed ERIAF-MPAPA, the minimum value of regularization factor is δ min = σ 2 x /(2L), thr = 20 and δ re = 5σ 2 x /(2L) are used for the reset algorithm. For the VSS-APA, the value of regularization factor is proportional to the projection order [12] , and the values shown in Table 4 are used for it. The proportionality parameter of IPAPA-β IPAPA is chosen as κ = 0. The simulation results are obtained by an ensemble averaging over 100 independent trials. The performance is evaluated with the normalized misalignment (in dB), which is defined as 20log 10 (E[||h −ĥ(n)|| 2 ]/||h|| 2 ). Fig. 3 shows the convergence curves of the IAF-MPAPA with different regularization factors, IPAPA-β IPAPA , VSS-APA, and ERIAF-MPAPA with SNR = 20dB, P = 2 for AR (1) input. The evolution step-size is µ δ = 0.05 for the ERIAF-MPAPA. As the VSS-APA doesn't exploit the sparsity of impulse response, it has the slowest convergence rate in all algorithms. As expected, the IAF-MPAPA with β = 20 achieves faster convergence rate than that with β = 500, but has higher steady-state misalignment. Moreover, it can be seen that the IAF-MPAPA with β = 20 converges faster than the IPAPA-β IPAPA due to the better gain factor allocation strategy. It is clearly observed that the ERIAF-MPAPA not only has faster convergence and tracking rate than other algorithms, but also obtains lower steady-state misalignment. The performance improvement is due to the fact that the ERIAF-MPAPA adapts the regularization factor according to the evolution strategy.
The evolutions of the regularization factor and γ for ERIAF-MPAPA are shown in Fig. 4 . It can be noticed that the value of regularization factor varies with the evolution, and gets large. In addition, the value of γ gets large in initial stage of convergence or when the system changes. As a result, the ERIAF-MPAPA is able to reset the regularization factor for quickly tracking the changed system.
The convergence curves of these APAs with P = 8 for AR (1) input are shown in Fig. 5 . All the APAs have faster convergence rate as the projection order increases. The convergence rate of the IAF-MPAPA with β = 500 is similar to that of the IAF-MPAPA with β = 20, but the former has significantly lower steady-state misalignment. This indicates that large regularization factor is suitable for high projection order. Similarly, the ERIAF-MPAPA needs large evolution step-size to accelerate evolution speed. As can be seen, the ERIAF-MPAPA with µ δ = 0.05 converges slowly after the fast initial convergence, but the ERIAF-MPAPA with larger µ δ = 0.2 is able to keep fast convergence. It also can be noticed that the ERIAF-MPAPA with µ δ = 0.2 is still superior to other APAs for a large projection order. Fig. 7 describes the convergence curves of these APAs with SNR = 30dB for projection orders P = 2 and P = 8 respectively. The input is an AR (1) process. The evolution step-size is µ δ = 0.01 for the ERIAF-MPAPA with P = 2. Similarly, a large µ δ = 0.2 is used for the ERIAF-MPAPA with P = 8. The ERIAF-MPAPA still has better convergence performance than other APAs. It demonstrates that the ERIAF-MPAPA processes good robustness under different circumstances. Moreover, it can be observed that the steady-state misalignment declines as the SNR increases.
Finally, Figs. 8 and 9 describe the convergence curves of these APAs with SNR = 20dB for projection orders P = 2 and P = 8 respectively. The input is a speech sequence. The evolution step-sizes µ δ = 0.005 and µ δ = 0.15 are used for the ERIAF-MPAPA with P = 2 and the ERIAF-MPAPA with P = 8 respectively. Simulation results with speech input in Figs. 8 and 9 are coincident with those results with AR (1) input in Figs. 3 and 5 . In addition, as it can (1) input. Accordingly, the regularization factor is especially important for the speech input. It also can be observed that the ERIAF-MPAPA outperforms others in terms of convergence rate and steady-state misalignment.
V. CONCLUSION
In this paper, the ERIAF-MPAPA was proposed to offer better convergence performance for the impulse responses with high sparseness. First, the mathematical relationship between the regularization factor and the steady-state MSE of the IAF-MPAPA was derived, which provided a theoretical basis for the adaptation of regularization factor. Then, the proposed ERIAF-MPAPA increases or decreases the regularization factor by comparing the power of output error with a threshold which is associated with instantaneous value of the steady-state MSE. At last, considering the abrupt change of echo paths, the reset algorithm was proposed to track the changed system quickly. The experiment results indicate that the proposed algorithm outperforms other competing algorithms in terms of convergence rate and steady-state misalignment. He is currently a tenured Professor with the Ruhr West-University of Applied Sciences, Germany. He is also a Professor with the School of Microelectronics, Tianjin University, and an Expert on the Thousands of People Plan in Tianjin. His current research interests include signal processing, image processing, multimedia technology, electromagnetic pulse data acquisition, and image technology.
