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ABSTRACT 
Acoustic emission (AE) technique is one of the popular diagnostic techniques used for 
structural health monitoring of mechanical, aerospace and civil structures. But several 
challenges still exist in successful application of AE technique. This paper explores various 
tools for analysis of recorded AE data to address two primary challenges: discriminating 
spurious signals from genuine signals and devising ways to quantify damage levels.  
INTRODUCTION 
Acoustic emission (AE) technique is one of the several diagnostic techniques used for 
structural health monitoring (SHM) applications. AE is the phenomenon where high 
frequency stress waves are generated by rapid release of energy within a material, caused by 
sources such as initiation/growth of cracks, material dislocations and yielding. AE technique 
involves recording the stress waves by means of sensors and appropriate data acquisition 
system and subsequent analysis of the recorded signals to gather information about the nature 
of the source of emission [1]. AE technique is highly sensitive to crack activity (active cracks 
generate while dormant ones do not) and can provide continuous in-situ monitoring. Despite 
the advantages, successful use of AE technique for structural health monitoring applications 
has several challenges. A number of spurious sources can also produce AE signals which can 
mask genuine damage related signals; hence, it is important to accurately and automatically 
sort extraneous acoustic emission from crack based acoustic emission [2]. Another important 
challenge is quantifying the level of damage to assess severity of sources.  
With the availability of advanced computing resources and data storage and transmission 
capability, recording and analysis of the complete AE signal waveforms is gaining popularity. 
Though the signals captured by sensors are affected by the medium of propagation and the 
sensor characteristics, the signals still contain some information about the nature of the 
source [3]. Hence, complete waveform based analysis approach is believed to be yield better 
results than traditional approach of using parameters alone in source discrimination. To 
analyse the recorded waveforms, frequency analysis using Fourier transform and 
time-frequency analysis using short time Fourier transform (STFT) and wavelet analysis are 
popular tools. Ratios of energy distribution in different frequency bands from wavelet 
analysis has been used to identify different potential failure modes in composites [4]. As 
similar source mechanisms emit similar signals, search for similarity also helps in source 
discrimination. Cross-correlation coefficients in time domain and magnitude squared 
coherence (MSC) in frequency domain can be used to check if signals are similar or not [3, 5, 
6]. Quantifying damage level is usually attempted using different AE signal parameters or a 
combination of these. Two promising ways of quantifying damage level are: (a) b-value 
analysis and (b) intensity analysis using the historic and severity indices. More about b-value 
can be found in [7-9] and about intensity analysis in [10-12]. 
This paper aims to explore different source discrimination strategies and the ways to 
quantify severity of AE sources, by analysing results from AE testing in laboratory. 
EXPERIMENTATION 
For source differentiation experiments, two sources of AE signals were generated by (a) 
breaking 0.5 mm pencil leads (Hsu-Nielsen source) and (b) dropping steel balls (6 mm 
diameter) from a height of 15 cm on a 4 m long steel beam. Ten sets of each test were carried 
out. A four channel µ-disp PAC (Physical Acoustics Corporation) system along with two 
R15α sensors (made by PAC, resonant at 150 KHz) placed at distances of 1.5 m (named 
Sensor S1) and 3 m (named Sensor S2) from the source were used for data acquisition. The 
sensors were coupled to the test specimen using vacuum grease and magnetic holders. For 
each hit, data was acquired at a sampling rate of 1 MHz (one sample per 1 μs) and recorded 
for duration of 15 ms. Signals recorded were then analysed, first by calculating energy 
distributions in different frequency bands from STFT analysis. Then, cross-correlation 
coefficient and magnitude squared coherence were calculated using Matlab commands 
‘xcorr’ and ‘mscohere’ to check signal similarity in time and frequency domains respectively. 
The command ‘xcorr’ gives the value of 1 for two identical signals. Similarly, ‘mscohere’ 
gives values lying between 0 and 1 which indicate how well two signals correspond to each 
other at each frequency; with the value of 1 indicating exact match [13]. 
For damage quantification experiment, three point bending test was carried to simulate 
cracking on a 300 mm long, 25 mm by 25 mm square cross-sectioned steel piece with a 15 
mm notch cut through it, see Figure 1. INSTRON tensile machine with 100 KN load-cell was 
used to apply loads to the specimen at a loading rate of 1 mm/min. Same µ-disp PAC system, 
as well as similar settings as previously, were used for AE data acquisition. An R15α 
resonant sensor (Sensor 1) and a WSα broadband sensor (Sensor 2) were placed at the ends of 
the beam, equidistant from the crack. 
    
Figure 1. Three point bending test for damage quantification 
RESULTS AND DISCUSSION 
For source differentiation experiments, time-frequency spectra of a pencil lead break 
(PLB) and a ball drop (BD) signal recorded by sensor S1 calculated by STFT [14] are shown 
in Figure 2 (squared coefficients are shown, representing energy). Only initial 2 ms of data 
were used for analysis purposes. From STFT analysis, frequencies between 0 till 500 KHz 
were divided into eight equally spaced bands and energy distribution in these bands was 
calculated as the ratios of the total energy. The ratios in different frequency bands for 
different PLB and BD signals are given in Table 1. From Table 1, it is seen that for BD 
signals most energy (74-79%) lie in frequencies less than 62.5 KHz while almost no energy 
lies above 125 KHz. For PLB signals, energies are distributed pretty equally between then 
bands 0-62.5 KHz, 62.5-125 KHz and 125-187.5 KHz. Hence this distinct distribution of 
energy in different bands can act as a suitable guide for source differentiation. 
a) b)  
Figure 2. Signals (upper) along with STFT representation (below): (a) PLB and (b) BD 
 
Next, cross-correlation analysis was performed between two pencil lead breaks signals 
and then between a pencil lead break and a ball drop signal recorded by sensor S1. Results 
are shown in Figure 3. 
 
Figure 3. Cross-correlation between (a) two PLB signals (b) a PLB and a BD signal 
 
High cross-correlation (maximum value 0.86) is seen for two PLB signals (Figure 3a) 
while that between PLB and BD signals is only about 0.5 (Figure 3b). Cross-correlation of 
the first PLB signal with remaining nine PLB tests gave an average maximum value was 0.87 
(in the range between 0.80 and 0.91) while that for cross-correlation between the PLB with 
10 BD signals was 0.48 (in the range between 0.38 and 0.54). 
Performing correlation between the same PLB recorded by S1 and each of the ten PLBs 
recorded by S2 gives the maximum values of cross-correlation coefficients between 0.13 and 
0.17, with a mean value of 0.14. This is lower than the value of 0.48 obtained in earlier 
analysis between a PLB and BD signals recorded by the same sensor. 
From coherence analysis, a typical plot of MSC values versus frequencies between two 
PLB signals recorded by S1 is shown in Figure 4a and a similar plot between PLB and BD 
signals recorded by S1 is shown in Figure 4b. Figure 4a indicates closer match of frequencies 
between the signals in the range 20 - 400 KHz (bandpass range), with an average value of 
0.73. On the other hand, Figure 4b indicates less coherence in that range, with average MSC 
value of 0.27. Calculating MSC values of first PLB signal with the rest PLB signals mean 
values lie in the range 0.71 – 0.75, while mean MSC values of the PLB signal with other ten 
ball drop signals recorded by S1 lie in the much smaller range of 0.25 – 0.35 with a mean 
value of 0.29. 
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Figure 4. MSC vs. frequencies for (a) two PLB signals and (b) a PLB and a BD signal 
 
Similar analysis was then carried out between the PLB signal recorded by S1 with ten 
PLB signals recorded by S2. Average MSC values lied in the range between 0.16 till 0.2, 
with a mean of 0.18. As earlier with cross-correlation coefficients, this value is lower than the 
value obtained earlier between PLB and BD signals recorded by same sensor. Thus, it is seen 
that same sensor-different sources signals have higher coherence and correlation compared to 
different sensors - same source signals. This shows that sensor characteristics have major 
effects on resulting signal waveforms. Among three source identification criteria used in this 
study, energy distribution proved better equipped than rest two in distinguishing different 
sources (even when recorded by different sensors). 
For damage quantification experiment, due to ductility of steel, the samples did not 
fracture but slowly yielded after reaching a load value at around 3 KN. The load then varied 
non-linearly and peaked at around 5 KN and started to decrease when the test was stopped. 
Though the beam did not fracture completely, crack originated at the base of the notch and 
grew significantly when the test was stopped. Due to less sensitivity of Sensor 2, fewer 
events were recorded; hence, only Sensor 1 data were used for analysis purposes. To perform 
b-value analysis, amplitudes were first divided into 5 dB and then 2 dB range staring from 40 
dB and the number of hits (N) in each interval was counted. Plots of log (N) against 
amplitude range are shown in Figure 5. 
(a)  (b)  
 
Figure 5. b-value analysis (a) 5 dB divisions, (b) 2 dB divisions 
 
From Figure 5, number of events (in logarithmic scale) and amplitude range vary linearly 
and b-values of around 1.64 and 1.8 are seen (20 times the slope). By testing concrete 
specimens and performing b-value analysis in different stages, Carpentri et al. have found the 
b-values to lie between 1.5 and 1 [8]. But values for steel have not been quoted in literature, 
so more experiments and data analysis will be needed to confirm the values for steel 
specimens. 
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Historic indices and severity indices were both calculated next and plotted in Figure 6. 
  
 
Figure 6. (a) Historic index against time, (b) Severity against time, (c) Intensity 
chart for metal piping industry [11] 
 
When maximum values of severity and historic indices (1.75, 3 x 10
7
) are plotted against 
each other and then compared with intensity chart used for metal piping industry to see which 
region it lies in (Figure 6c), the value is seen to lie well outside the ranges shown in the chart 
but still in the region E. Since actual crack growth increased in this test and the specimen 
nearly failed, position in this region proves that this is major defect. Similar high values were 
seen in studies in glass fibre-reinforced composites by Gostautas [11]. The trend of intensity 
values of high structural significance occurring toward the top right-hand corner of the chart 
and values of less significance near the bottom left has been mentioned in [11]. Development 
of newer guidelines for intensity analysis is necessary for each specific application. 
CONCLUSIONS 
Two important issues in AE monitoring technique, namely source identification and 
damage quantification were addressed in this study. Three tools – energy distribution in 
different frequency bands from Short-time Fourier analysis, maximum cross-correlation value 
and average magnitude coherence values, were tested to check signal similarity. Signals from 
two different sources recorded by a same sensor could be easily distinguished by all three 
tools. When different sensors were used, energy distribution proved to be a better criterion in 
source differentiation. 
Regarding damage quantification, two methods were used to analyse experimental data – 
b-value analysis and intensity analysis. So far, b-value analysis and intensity analysis have 
been mainly used for concrete structures; hence more research is necessary to apply them in 
steel structures such as bridges. It is also more interesting to perform intensity analysis and 
b-value analysis for different stages of loading or different loading cycles and then compare 
the values, which will then show how severe the damage is and when it occurs. 
To conclude, it can be said that source identification and damage quantification are 
important issues in AE monitoring and hence more study and research is necessary in these 
areas to increase the effectiveness of AE technique. 
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Table 1 - Energy distribution in different frequency bands 
0-62.5 
KHz 
62.5-125 
KHz 
125-187.5 
KHz 
187.5-250 
KHz 
250-312.5 
KHz 
312.5-375 
KHz 
375-437.5 
KHz 
437.5-500 
KHz 
For PLB signal (shown in Figure 3) 
0.26 0.33 0.37 0.01 0.03 0.00 0.00 0.00 
For BD signal(shown in Figure 3) 
0.71 0.28 0.01 0.00 0.00 0.00 0.00 0.00 
Average for all ten PLB signals (recorded by sensor S1 at 1.5 m) 
0.27 0.35 0.34 0.01 0.03 0.00 0.00 0.00 
Average for all ten BD signals (recorded by sensor S1 at 1.5 m) 
0.79 0.20 0.01 0.00 0.00 0.00 0.00 0.00 
Average for all ten PLB signals (recorded by sensor S2 at 3 m) 
0.29     0.46     0.22     0.01     0.01     0.00     0.00     0.00 
Average for all ten BD signals (recorded by sensor S2 at 3 m) 
0.74     0.25     0.00     0.00 0.00 0.00 0.00 0.00 
 
