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O P E N I N G  REMARKS 
William Macoughtry, Ass is tant  Head 
Spacecraf t  Control Programs Branch, Goddard Space F l i g h t  Center 
Welcome t o  t h e  1987 Goddard Conference on Space Applicat ions of 
A r t i f i c i a l  I n t e l l i g e n c e  and Robotics.  That long and r a t h e r  
bureaucra t ic  sounding t i t l e  was discussed a t  some length  by t h e  
Conference s t e e r i n g  committee and was chosen t o  t r y  t o  convey t h e  
essence of what we want t h i s  conference t o  be. 
F i r s t ,  t h e  word "Goddard" was used, not only because t h e  confer- 
ence i s  obviously a t  Goddard Space F l igh t  Center, and sponsored 
by Goddard, but a l s o  because we want t h e  people of Goddard t o  
b e n e f i t  from t h e  conference, by rece iv ing  information from t h e  
aerospace community, and by l e t t i n g  t h e  community know what we 
a r e  doing here a t  Goddard i n  these  two important f i e l d s .  We 
focused on "space" because while t h e  i n t e r e s t i n g  and innovat ive 
uses of A 1  and Robotics a r e  expanding throughout many f i e l d s ,  we 
f e l t  a  need t o  narrow our a t t e n t i o n  t o  those uses which c o n t r i -  
bute  d i r e c t l y  t o  t h e  work we a r e  doing here a t  Goddard. 
The word "appl ica t ions"  was included because t h i s  Conference 
s t a r t e d  l a s t  year a s  a  grass- roots  conference, by those  of u s  who 
a r e  pr imar i ly  involved with applying t h e  ever-more powerful t o o l s  
which A1 and exper t  systems give us t o  meet t h e  chal lenges of 
today's and tomorrow's space program, r a t h e r  than doing bas ic  
research i n  t h e  t h e o r e t i c a l  foundations of t h e  f i e l d .  We f e e l  
t h a t  t h e r e  a r e  o the r  appropr ia te  oppor tun i t i e s  t o  l e a r n  about 
t h a t  aspect  of t h e  a r t .  
While l a s t  year ' s  conference was devoted s o l e l y  t o  exper t  s y s -  
tems, we have a  two day conference t h i s  year t o  examine both ex- 
p e r t  systems and robot ics ,  a s  t h e r e  i s  a  symbiotic r e l a t i o n s h i p  
between these  two f i e l d s  of study and because Goddard's responsi-  
b i l i t i e s  toward t h e  F l igh t  Telerobotic  Servicer  f o r  t h e  Space 
S t a t i o n  makes robo t i c s  p a r t i c u l a r l y  of i n t e r e s t  a t  t h i s  time and 
p lace .  Our co-chairman, Lloyd Purves, w i l l  g ive you more i n f o r -  
mation on t h e  subjec t  of robot ics  tomorrow. 
Our major problem i n  preparing f o r  t h i s  year ' s  conference has 
been coping with t h e  high l e v e l  of i n t e r e s t  i n  a t tending ,  and the  
lack  of f a c i l i t i e s  here a t  Goddard which could house i n  one room 
a l l  those who would l i k e  t o  have p a r t i c i p a t e d .  We e s p e c i a l l y  
want t o  welcome those of you viewing the  conference i n  Building 
2 6  and a t  o the r  loca t ions  around t h e  Center by c losed-c i rcu i t  
t e l e v i s i o n ,  and thank you f o r  demonstrating your committment t o  
the  conference by p a r t i c i p a t i n g  i n  t h i s  way. W e  w i s h  t o  i n v i t e  
you t o  view the  software demonstrations and pos te r  ses s ions  i n  
t h e  bui ld ing  8 venue a t  the  times ind ica ted  on your agenda. 
We would welcome any suggestions from t h e  a t tendees  concerning 
ways t o  improve t h i s  conference i n  the  f u t u r e .  I f  you wish t o ,  
p lease  leave a  note with t h e  Birch and Davis coordina tors  a t  t h e  
r e g i s t r a t i o n  a r e a s .  
~ i n a l i ~ ,  I would l i k e  t o  t h a n k  o u r  c o n f e r e n c e  commit tee  members, 
whom you w i l l  f i n d  l i s t e d  i n  your  agenda  package ,  f o r  c o n t r i b u t -  
i n g  i d e a s  a n d  l a b o r  t o  make t h e  c o n f e r e n c e  a r e a l i t y ,  a n d  Goddard 
management f o r  b a c k i n g  a n d  e n c o u r a g i n g  o u r  e f f o r t s .  Not least ,  I 
wi sh  t o  r e c o g n i z e  t h e  c o n t r i b u t i o n s  o f  o u r  s u p p o r t i n g  c o n t r a c -  
t o r s ,  Bendix  F i e l d  E n g i n e e r i n g  C o r p o r a t i o n  a n d  OR1 I n c o r p o r a t e d ,  
who have  s u p p o r t e d  t h e  c o n f e r e n c e  b o t h  m o n e t a r i l y  a n d  by t h e i r  
d i l i g e n c e ,  a n d  o f  B i r c h  a n d  Dav i s ,  who h a v e  p r o v i d e d  c o n f e r e n c e  
c o o r d i n a t i o n  s e r v i c e s .  
Now, I would l i k e  t o  i n t r o d u c e  o u r  k e y n o t e  s p e a k e r .  M r .  John  
Quann, Deputy D i r e c t o r  o f  Goddard Space  F l i g h t  C e n t e r ,  h a s  a dis-  
t i n g u i s h e d  c a r e e r  d e v e l o p i n g  a n d  managing s c i e n c e  a n d  a p p l i c a -  
t i o n s  u s e s  o f  s p a c e  t e c h n o l o g y .  H e  formed a n d  headed  t h e  I n f o r -  
m a t i o n  E x t r a c t i o n  D i v i s i o n  which d e v e l o p e d  c o m p u t a t i o n a l  a n d  
a n a l y t i c a l  methods  r e q u i r e d  by r emote  s e n s i n g .  Upon d i r e c t  re- 
q u e s t  f rom t h e  E x e c u t i v e  O f f i c e  o f  t h e  P r e s i d e n t ,  h e  led t h e  
development  o f  t h e  D e c i s i o n  I n f o r m a t i o n  D i s p l a y  System, which 
p r o d u c e s  f u l l  c o l o r  demographic  maps o f  s t a t i s t i c a l  i n f o r m a t i o n  
f o r  u s e  by l e g i s l a t i v e  a n d  e x e c u t i v e  b r a n c h e s  o f  s t a t e ,  l o c a l ,  
a n d  F e d e r a l  gove rnmen t s .  I n  1980,  h e  was a p p o i n t e d  D i r e c t o r  of  
t h e  M i s s i o n  a n d  Da ta  O p e r a t i o n s  D i r e c t o r a t e ,  i n  which p o s t  h e  
s e r v e d  u n t i l  h i s  appo in tmen t  as Deputy D i r e c t o r  o f  Goddard Space  
F l i g h t  C e n t e r  i n  September,  1 9 8 2 .  Among h i s  o t h e r  r e s p o n s i b i l i -  
t i es ,  h e  i s  co-chairman o f  t h e  1987 AIAA/NASA I n t e r n a t i o n a l  
C o n f e r e n c e  on I n f o r m a t i o n  Sys tems i n  t h e  Space  S t a t i o n  Era, and  
he  i s  t h e  g e n e r a l  cha i rman  o f  t h e  1988 AIAA/NASA/DOD Confe rence  
on  Automat ion  a n d  R o b o t i c s .  
The 1987 Goddard Conference on Space App 1 icat ions of Artificial Intel 1 igence 
-= (A11 and Robotics was sponsored jointly by the following groups at Goddard 
Space Flight Center: 
Spacecraft Control Programs Branch ( Code 514)  
Data Systems Technology Division (Code 520) 
Telecommunication Systems Branch (Code 531 ) 
Off ice of Telerobotic Engineering (Code 706) 
The conference committee responsible for planning and organizing the 
conference consisted of: 
Willian Macoughtry (co-chairman), Code 514.0 
Lloyd Purves (co-chairman) , Code 706 
Dorothy Perk i ns, Code 522.1 
James Rash, Code 531.1 
Carolyn Dent, Code 514.0 
Peter Hughes, Code 522.1 
Ellen Stolarik, Bendix Field Engineering Corp. 
David Beyer, Bendix Field Engineering Corp. 
Ronald Littlefield, Bendix Field Engineering Corp. 
Beryl Hosack, OR1 
These Proceedings were edited and produced as a joint effort by the Bendix 
Field Engineering Corporation tlOSS Software Services and Documentation 
Services. 
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Abrtract 
The Transformation portion of the HST Proposal Entry Processor System converts an 
astronomer-oriented description of a scientific observing program into a detailed description 
of the parametem needed for planning and scheduling. The Transformation system is one 
of a very few rulebased experta systems that haa ever entered an operational phase. The 
day to day operation of the system and its rulebase are no longer the responsibility of the 
original developer. AB a result, software engineering properties of the rulebased approach 
become more important. In this paper, we discuss maintenance issues associated with the 
coupling of rules within a rulebaaed system and offer a method for partitioning a rulebase 
so that the amount of knowledge needed to modify the rulebase is minimized. This method 
is also used to develop a measure of the coupling strength of the rulebase. 
=Staff Member of the Space Telescope Science Institute 
'Operated by the h c i a t i o n  of Universities for Remarch in htronomy for the National Aeronautics and 
Space Administration 
1 Introduction 
The Hubble Space Telescope (HST) is an orbiting optical observatory to  be launched by the 
Space Shuttle in late 1988. Using a rulebased expert system written in OPS5, the Transfor- 
mation system converts an  astronomer-oriented description of a scientific observing program 
into a detailed description of the parameters needed by the planning and scheduling portion 
of the HST Science Operations Ground Support S y ~ t e m . ~  Transformation has been in an 
operational phase since December 1985. During its early stages of the operational phase, 
the primary designer and implementer of the rulebased portion of the Transformation Sys- 
tem remained responsible for development and maintenance of the rulebase. Eight months 
later, the system was turned over to  a member of the software group who had limited 
prior exposure t o  the project. The Transformation system is one of a very small number of 
rulebased expert systems that  has entered an operational phase. Rulebased systems have 
traditionally been developed as research projects, and have been maintained by their orig- 
inal implementers. As expert system techniques and technolgy mature, a trend towards 
developing rulebased systems for practical applications will occur. These systems will be 
developed with the expectation that  they will grow and evolve throughout the life of the 
project. With this evolution, the notion of a software life cycle becomes relevant and the 
software life cycle that  rulebase systems undergo does not correspond to  that of conven- 
tional software systems.' Unlike software problems that are solved by a more algorithmic 
approach, A1 programs tend to  implement problems which have not been completely speci- 
fied. As a result, expert systems raise some interesting software engineering considerations. 
In this paper, we discuss some of the maintenance issues associated with the coupling of 
rules for a rulebased system. We present a method for partitioning a rulebase in such a 
way that the knowledge required to make a modification to the rulebase is minimized. The 
method is also used to derive a metric that can be used as a measure of coupling strength. 
2 Background 
In OPS5, like many expert system languages, knowledge is encoded as a set of rules or 
productions with the following format: 
IF antecedents THEN consequents 
Facts from a global database, usually termed working memory, are matched with the an- 
tecedents (also referred to  as left hand side or LHS). The matched rulelfacts pairs (in- 
stantiations) are put into a conflict set. A conflict resolution strategy is applied to  the 
set to determine the instantiation to be fired. During the firing process, the consequent 
prescribed by the rule corresponding to the instantiation is established. In general, this 
process creates new facts, and the inference cycle proceeds to the match step. This process 
continues until the conflict set is empty or the process is halted explicitly by the program- 
mer. This paradigm encourages the opportunistic behavior of rules and when the situation 
is right (e.g. when the antecedents match the facts), the rules are instantiated and fired. 
'Transformation is described in detail in j7] 
'See :5' for more information 
This phenomenon distinguishes rulebase systems from an algorithmic approach to software 
problems. In other words, the order of application of the program's functional pieces (in 
this case rules), is not built into the program, and will not be determined until runtime. 
On another level, such inferencing systems may seem to be common coupled. In common 
coupling, functional modules are linked through a global data structure. In OPS5 any rule 
may potentially read or write any part of working memory since rules share the entire 
working memory data  area. However, working memory is partitioned into elements of 
data  classes (analogous to  traditional data  structures), and rules refer to working memory 
elements by class name, and attribute (field) name. Therefore, coupling in rulebased systems 
more closely resembles stamp coupling. Stamp coupling is similar to  common coupling 
except that  the global data items are shared more selectively between components that  use 
them.' 
The partitioning of groups of rules according to  a goal strategy is presently one of the more 
viable method of controlling inferencing in 0 P S 5  (compared to, for example running several 
smaller ruebased programs in sequence). There is no way for the developer to 'programn 
the conflict resolution strategy, she may only choose between MEA and LEX.6 Meta rules 
are not presently possible due to the strict partitioning of rule memory, working memory, 
and the conflict set.' 
The Transformation rulebase is a goal oriented rulebase which consists of seven goals, some 
of which contain sub goals and task lists, but all control is imposed a t  a very high level. The 
rulebase is 'partitioned" into goal sets which reside in files; that is, rules pertaining to a 
specific goal or subgoal are found in a single file. When writing rules, the natural tendency 
is to  group rules according to their functionality. For instance, a knowledge engineer might 
group in a file all rules that merge exposures. From the maintainers standpoint, this method 
has its disadvantages as well as advantages. The most obvious advantage is that  if a new 
rule to merge exposures needs to be added, there are several examples for a maintainer to 
follow. In addition, if a problem arises in how exposures are merged, the problem area may 
be localized, and hence easier to debug. The disadvantage lies in what occurs downstream 
from this problem. For instance, if a new rule is added to  merge exposures, what else might 
that change affect? This is a formidable problem for a maintenance programmer who is not 
well versed in the structure inherent in the rulebase. 
Other A1 developers have suggested an automated approach to partitioning a rule set 
based on a measure of Yrelatednessn. Rules would be grouped according to the facts that 
they share - where a fact is some data representation that  if changed in one rule would affect 
another rule in some way. Since there are several ways in which two rules could reference the 
same fact, the facts would be weighted, and the measure of "relatedness" would be based on 
these facts. The rulebase would then be partitioned into groups according to how strongly 
rules were related. Although these arguments and the related tools have merit, there are 
still some issues that  need to be addressed. For instance, choosing a measure of relatedness 
is still a rather arbitrary process, although a more sophisticated clustering algorithm to 
partition the rulebase might be helpful. In addition, within a partitioned rulebase, there 
-- - - 
'See [4j and [2j for a complete discussion of common and stamp coupling 
'Refer to 111 for an explanation of MEA and LEX 
'see 161 for a discussion of meta rules 
"See 131 for details 
may be subtle interactions between rules within a set of grouped rules or between the groups 
themselves. Moreover, the grouping procedures do not guarantee a small number of groups. 
What is needed then, is a method for maintenance programmers to understand the coupling 
of rules in general. 
3 A Model for Partitioning a Rulebase 
We first take a look a t  the possible ways in which rules may be coupled. We know that 
rules are related to one another through the facts that  they share. In OPS5 there are 
essentially three different ways of altering facts in working memory: through a make, modify 
or remove. A make creates a new working memory element. A remove deletes a working 
memory element from the database. Conceptually, a modify is a combination of a make 
and a remove. It deletes a working memory element, and replaces it with the appropriate 
new working memory element. 
Below is an example of two rule which are coupled by a make action. (All of the following 
examples are actual rules from the 'Itansformation rulebase. For the purposes of under- 
standing how rules are coupled, it is not necessary to  comprehend the semantic content of 
the rule.) The first rule, Find-parallel-with-mergeable-ezposures uses the make command 
to  create a working memory element with class name mergeable-ezposures. Since the specb 
ified attributes of this working memory element Ymatch" a subset of the antecedent of 
rule Remove-mergeable-ezposures-if-same-mode-d-perte ,  we consider these rules to be 
related. 
(p find-parallel-with-mergeable-expomuram 
(goal 
'ham-name merge-expomurem 
'has-mtatum active 
'task-limt find-potential-expowre-margem) 
(expomure-link 
'ham-expomure-number <parallel-exposure> 
^is-linkod-to *primary-expomure> 
'ham-link-type parallel-with ) 
(mergeable-level 
'symbol 
'value 
- -> 
parallel-with 
<patallel-with-level>) 
(make mergeable-expomuram 
'firmt-expomure-number *primary-expomure> 
'second-exposure-number <parallel-expomure> 
'in-unmergeable f alse 
'is-mergeable-level <parallel-with-lavel> 
'merge-type parallal-with 
'ham-unique-label (genatom) ) 
(goal 
'ham-name merge-exposures 
^ham-status active 
-tamk-list find-potential-expoaura-margee) 
(exporure-rpocification 
'in-internal-target-type 0 I 
'ham-expomure-numbmr <first-expomure> 
'firet-aperture-used <aperture> 
(mergeable-level 
^mymbol 
^value 
parallel-with 
<parallel-with-level> 
<<mergeablo-oxporuro-link> 
(mergoable-exporurrm 
'firmt-exponure-number <first-exposure> 
'ir-mergeable-level <parallel-with-level> 
^mecond-oxpomure-number <rocond-expomure> ) } 
(oxpomure-rpecification 
-ham-oxporuro-numbor <second-exporurr> 
-is-internal-target-tpe <> I 
'firrt-aperture-used <> <aperture> 
(modify <mergeable-exporurr-link> 
-1 unmergod-oxpomurem)) 
When discussing relatedness, it is important to keep in mind that  this is a static analysis 
of the problem. Because rulebased systems are data  driven, rules will interact differently 
with different sets of data. A static approach to  the problem is simply, what portion of the 
rulebase might possibly be affected by a particular rule change, given any set of data. 
Figure 1 gives a pictorial representation of the relationship between these two rules. It 
shows that  if Find-parallel-with-mergeable-ezposurewere modified, there is a possibility that  
Remove-mergeable-ezposures-ij-same-mode-dff-aperture might be affected by the change. 
4 
Find-parallel-with Remove-mergeable-exposures- 
mergeable-exposures if-same-mode-diff-aperture 
Figure 1.0 Coupling Rules through a make action 
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Next we look a t  two rules that  are coupled by a remove action. The rule, Remove-mergeable- 
ezposures-if-first-is-an-acpuisition removes a working memory element that  may have been 
created by Find-parallel-w'th-mergeable-ezposures: 
(p find-parallal-with-margaabla-axpomuram 
(goal 
-has -name marge-axporuram 
-ham-mtatum activa 
-talk-limt find-potential-expomura-margas) 
(axposure-link 
'ham-axposura-number 
'is-linkad-to 
'has-link-tva 
(maka mergaabla-axposuram 
'firmt-exposura-numb.r 
-macond-axpomura-nwbar 
'im-unmargeabla 
-im-margaabla-leva1 
-marga-typa 
'ham-uniqua-label 
<parallrl-axposura> 
<primary-axpomura> 
parallal-with ) 
parallel-with 
<parallsl-rith-la~~l>) 
*primary-exporure> 
<parallel-axpomura> 
f alee 
<parallel-with-laval> 
parallal-with 
(ganatom) 
(goal 
^ham-name marga-axposuram 
-ham-mtatum act iva 
'tamk-list find-potential-expoaura-margas) 
(axpomura-link 
^ham-expoaura-number <first-axpomure> 
'has- link-type <<ONBOARD-ACq IMT-ACQ > ) 
--> 
We will represent the relationship of two rules coupled by a remove as is shown in figure 
2.0. Note that  we picture the relationship slightly different for a remove coupling than 
we did for a make coupling. In the case of a remove , the arrow is pointing in the 
opposite direction to show that in order for Find-parallel-with-mergeable-ezposures to be 
affected by a modification of the rule Remove-mergeable-ezposures-if-first-is-an-acquzsitzon, 
Find-parallel-with-mergeable-ezposures must already have been instantiated based on this 
working memory element. 
Remove-mergeable-exposures- Find-parallel-with- 
if-first-is-an-acquisition mergeable-exposu res 
Figure 2.0 Coupling Rules through a remove action 
In order to demonstrate the coupling created by a modify, it is necessary to use three rules. 
The first rule Remove-fos-hrs-merge-if-only-second-mode-is-rapid uses the modify action 
to change the class name of mergeable-ezposures to unmerged-ezposures. Since the specified 
attributes of the working memory element with class name unmerged-ezposures "matches' 
the antecedent of the rule link-alignments-with-unmerged-ezposures, these rules are said to 
be coupled. On the other hand, when Remove-fos-hrs-merge-if-only-mode-is-rapid uses the 
modify action to  change the class name of a working memory element it is in affect removing 
the working memory element mergeable-ezposures. So, based on the same principle as the 
remove example, we consider these two rules also to be coupled. 
(goal 
^har-name merge-exposures 
^ha*-rtatur active 
^task-list f ind-potent ia l -exporn-mergos  ) 
(exposure-link 
^ham-axposure-numbor <linked-exporure> 
^im-linked-to A <main-exposure> 
^has-link-typa SANE-ORIENT ) 
(exporure-rpecification 
^has-exporuro-numbor clinked-expomure> 
(mergeable-level 
'symbol 
^value 
- ->  
mame-orientation 
<same-orientation-lovol>) 
(make mergeable-expomurer 
-first-exposure-number <main-exposure> 
recond-exporure-number <linked-expomure> 
-im-unmergeable true 
-is-mergeable-level <mame-orientation-leval> 
'merge-tpe same-orientation 
-has-unique-label (genatom) ) 
(goal 
'has-name merge-exposures 
'has-status active 
-task-lirt find-potential-exposure-merges ) 
<<mergeable-expomw-link> 
(mergeable-exposuras 
-first-exposure-number 
-second-expomure-number 
"merge-type 
(expomure-mpecification 
-ham-exposure-number 
'usem-SI-configuration 
'uses-SI-operating-mode 
<firat-expomure> 
<mecond-exposure> 
<<mequonce-no-gap consecutive 
same-orientation>> 
true) 3 
<firmt-exposure> 
<< fos/bl fom/rd hrs >> 
<> rapid 1 
(exposure-mpecification 
-has-exposure-number <second-exposure> 
'usem-SI-operating-mode rapid ) 
- -> 
(modify <mergeable-exposure-link> 
a 1 unmerged-exporures ) )  
(p link-alignmentm-with-unmergad-exposurea 
(goal 
-ham-name merge-alignments 
-ham-status active 
-task-list find-potential-alignment-margem) 
(make mmrgeable-alignmanta 
-ham-firat-alignment-order <first-alignment-order> 
-ham-second-alignment-order <second-alignment-ordmr> 
-has-unique-labml (gsnatom) ) ) 
link-alignments-with- 
unmerged-exposures 
Remove-fos-hrs-merge-if- 
only-second-mode-is-rapid 
Find-same-orientation- 
mergeable-exposures 
Figure 3.0 Coupling Rules through a modify action 
4 A More Formal Way to Express A Coupling 
What we have seen so  far is t ha t  if two rules are coupled by our definition, the rhs of one 
rule feeds the  lhs of another rule. But what is actually meant by one rule feeding another? 
Let's introduce a notation t o  make the  notion precise. 
We can think of a rule as consisting of three parts: i ts name, its associated conditions, and 
its actions. A rule j is denoted by R3. 
The first condition of the lhe of Rl is called c , , ~  , the second cj,a and so on. Similarly the 
first action will be a,,~ and so forth. 
We say R, feeds R, if the pattern corresponding to some action of R, , say a,,, matches 
some condition clause of rule 4, say cj,,. This is expressed in a predicate calculus as : 
3 z 3 Y ( ~ m  ( f p  aj,z C I , ~ ) )  
where fp is a function that given some rule action returns the pattern to which the rule 
action corresponds, and p, is a predicate that takes two patterns and returns true if they 
match and false otherwise. 
As examples of the notation suppose Rj is the rule find-parallel-with-mergable-exposures 
and R, is the rule Remove-mergable-exposures-if- fist-is-an-acquisition. Then: 
(mergeable-exposures 
^first-propooal-id 
-first-version 
^first-exposure-number 
^second-proposal-id 
'second-version 
-second-exposure-numbar 
'is-unmergeable 
-is-mergeable-level 
^merge-type 
'has-unique-label 
<parallel-proposal-id> 
<parallel-version> 
<primary-exposure> 
<parallel-proposal-id> 
<parallel-version> 
<parallel-exposure> 
f alee 
<parallel-with-level> 
parallel-with 
(genatom) 
and 
(mergeable-exposures 
^first-proposal-id <proposal-id> 
-first -version <version> 
^first-exposure-number <first-exposure> ) 
The general operation of the predicate p, on the simple type matches should now be 
presented. If the element class of two patterns differs, then the predicate returns false. 
Otherwise, an attribute by attribute match is attempted. If an attribute is paired with a 
variable in one or both patterns, then the patterns match on that attribute. If they both 
are paired with the same constant, then again they match. If the attribute is not mentioned 
in the condition pattern, then it matches the action pattern for the attribute. Note that 
the pm predicate returns true if all corresponding pairs of attributes match. 
5 Using the Network 
Clearly if every rule is coupled with every other rule in the system then the system is 
completely coupled. The maximum number of arcs is then n2, where n is the number of 
rules in the rulebase. The ratio of actual arcs in the network to n2 is a measure of the 
degree to which the rulebase is coupled. If the ratio is unity then any rule could interfere 
with any other. The lower the ratio the more local is the effect of a typical rule in the 
rulebase and the higher the degree of stamp coupling in the system. 
To find the group of rules whose behavior may be directly affected by the addition of a new 
rule we need only regard the network of rules. Figure 4.0 represents a part of the network 
for some rulebase. The dotted arcs in the figure represent the new coupling that  will occur 
if rule new-remove is added to  the rulebase. Suppose for the sake of simplicity that both 
R1 and R6 contain a single make action on their rho. The solid coupling lines flowing from 
R1 represent the match that  occurs between the newly created wme from the make action 
of R1 and the conditional elements on the lhr of R2 and R3. (This is also true for the 
solid lines between R6 and R3,R4, and R5). The dotted line from R1 to  new-remove shows 
that  the make-pattern which creates a working memory element will match some set of 
conditional elements on the LHS of new-remove. 
YEW RULE 
new-move 
-I=> 
Figure 4.0 Grouping Rules 
Now, note that  it is only possible to remove something from the right hand side of a rule, 
if the pattern is matched on the left hand side of that same rule. Therefore, the pattern 
of the element removed in new-remove will match some condition in R2 and R3. If new- 
rule fires, and instantiations corresponding to rules R2 and R3 are in the conflict set, the 
instantiations will be removed. Thus, the behavior of rules R2 and R3 is altered by the 
-- 
addition of new-remove. If R2 and R3 are not fully matched, they will exist in the Rete 
network. In this case, the new-remove will push these rules farther away from the conflict 
set. Note also that  the behavior of R1 is not affected by the addition of new-remove. 
We can make a similar argument for rules R4 and R5 based on the coupling between R6 
and new-remove. Simply put, the group of rules affected by the addition of new-remove will 
be those rules with the same parent as new rule (i.e. the siblings of new-remove). 
We therefore see that  the group of rules that the new rule could possibly affect directly 
is { Rz , R3, R4, Rs ) . Naturally the instantiations actually affected by the firing of a rule 
depends on the data on which a system is operating and the conflict set resolution strategy. 
The case for adding a new make rule is similar.The group of rules whose behavior might be 
affected directly is the set of all immediate successors to  the new rule. A new modify, since 
it is functionally the same as a make and remove, will affect the union of the two groups 
directly. 
Although we have not yet implemented the tool for construction and transversal of the 
network, its implementation in Lisp should be fairly straightforward. The formal presenta- 
tion is written mostly in terms of predicates and functions. A dialect of Lisp that  supports 
object-oriented programming could be used to  represent nodes by making each node in the 
net an instance of a 'rule class". Methods could be attached to these classes that  would 
retrieve a rule's predecessors, successors, etc. Having devised this general framework for 
determining coupling between rules, our work is now directed toward implementing this 
tool and exercising it on the Transformation system. -- 
6 Conclusions 
The Transformation system is one of a small group of rulebased systems that  has entered 
into an operational phase. Because the original developer is no longer involved with the 
day to day operations of the system, the software engineering attributes of the system have 
become more important. This paper has focused on the nature of rule coupling in the 
system and has presented a method for understanding the coupling properties of the 0PS5 
rulebase. We have constructed a general network depicting how rules are coupled within 
a rulebase, and this network is the basis for deriving a measure of the degree of common 
coupling for the rules within the rulebase. Furthermore, we have shown how a tool which 
operates on the principles of this network will allow a maintainer to modify a rulebase with 
a clearer understanding of how the modification will impact the existing rulebase. 
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ABSTRACT 
This paper describes the ERBS-TDRSS Contact Planning System 
(ERBS-TDRSS CPS) that has been built to help Earth Radiation 
Budget Sate1 1 ite (ERBS) f 1 ight operat ions personnel generate 
requests for service from the Tracking and Data Relay Satellite 
System (TDRSS). The ERBS-TDRSS CPS is written in the C language 
and runs on an IBM PC-AT. It uses a graphics interface and the 
Transportable Inference Engine (TIE-1 ) developed for NASA-GSF C. 
First, ERBS-TDRSS Ground Track Orbit Prediction data are 
electronically transferred to the ERBS flight operations area 
where, in its batch mode, the ERBS-TDRSS CPS automatically 
generates requests for TDRSS service (usually for one week). In 
this process, a series of scheduling strategies is used to 
generate requested events while TIE-1 determines whether each 
requested event is consistent with ERBS scheduling constraints. 
As requested events are rejected, alternative context-sensitive 
strategies are used to generate new requested events until a 
schedule is completed. In the interactive scheduling mode the 
ERBS planner can edit a schedule that has been previously built 
or choose which alternative scheduling strategies the ERBS-TURSS 
CPS should use to build a schedule. Finally, a report generator 
builds "Schedule Requests" for each separate ERBS-TDRSS contact. 
1. INTRODUCTION 
Generating weekly schedules of requests f o r  communications 1 i nks  
(contacts)  between t h e  Ear th  Radiat ion Budget Sate1 1 i t e  (ERBS) 
and the  Tracking and Data Relay S a t e l l i t e  System (TDRSS) has been 
a manual, labor - in tens ive  task. I n  t h i s  a c t i v i t y ,  the  ERBS 
f 1 i g h t  operat ions planner f i r s t  obta ins l a rge  Ground Track O r b i t  
P red ic t i on  data p r i n t o u t s  from the  F l i g h t  Dynamics F a c i l i t y  and 
performs a v i sua l  inspect ion  t o  f i n d  des i red  ERBS-TDRSS contact  
times. I n  se lec t i ng  good contact  times, t h e  planner must 
consider a1 1 o f  t h e  ERBS schedul i n g  const ra in ts ,  make experienced 
judgements, and avoid er rors .  Af ter  a schedule o f  contacts has 
heen determined, separate "Schedule Requestsu f o r  each separate 
ERBS-TDRSS contact  have t o  be prepared and sent t o  the  Network 
Contro l  Center (NCC) v i a  the  Mission Planning Terminal. If 
p a r t i c u l a r  requests f o r  TDRSS serv ice  a re  r e j e c t e d  by the  NCC, 
a d d i t i o n a l  e f f o r t  i s  requ i red  by t h e  ERBS planner t o  generate 
a1 t e r n a t i v e  requests t o  s a t i s f y  ERBS requirements. 
A system t o  automate t h i s  p lanning process has been b u i l t  and i s  
being tes ted  by ERBS f l i g h t  operat ions personnel. This system i s  
c a l  l e d  the  ERBS-TDRSS Contact Planning System (ERBS-TDRSS CPS) . 
The ERBS-TDRSS CPS i s  w r i t t e n  e n t i r e l y  i n  t h e  C language and 
operates on an I B M  PC-AT. It features a user - f r iend ly  graphics 
i n t e r f a c e  and the  Transportable Inference Engine (TIE-1) 
developed f o r  NASA-GSFC/Code 51 4 by Bendix F i e l d  Engineering 
Corporation. The Transportable Inference Engine (TIE-1) was 
described a t  t he  1986 Goddard A1 Conference (McLean [1986]). A 
NASA-GSFC/Code 514 document descr ib ing  the  ERBS-TDRSS CPS and two 
descr ib ing  the  I n t e r a c t i v e  Experimenter Planning System Version 
3.0 Prototype (on which t h e  ERBS-TDRSS CPS i s  based) are  l i s t e d  
i n  the  reference sect ion. 
This paper w i l l  f i r s t  describe how ERBS-TDRSS Ground Track O r b i t  
P red ic t i on  data are  t rans fe r red  t o  t h e  IBM PC-AT i n  the  ERBS 
f l i g h t  operat ions area and used i n  generat ing resource windows 
f o r  the  ERBS-TDRSS CPS schedu 1 i n g  process. 
Next, the batch scheduling' mode of the ERBS-TDRSS CPS will be 
described. In this mode a schedule of requests for TDRSS service 
. (usually for a 1-week period) can be generated without any 
interaction with the ERBS flight operations planner. Here, the 
ERBS-TDRSS CPS uses a series of context-sensitive scheduling 
strategies (McLean and Littlefield [1987]) from a strategies 
knowledge base to generate requested events. The embedded 
inference engine TIE-1 determines whether each requested event is 
consistent with ERBS scheduling constraints contained in a 
constraint knowledge base. As requested events are rejected by 
TIE-1, alternative strategies generate new requested events until 
a schedule is completed. Examples will be given to show how this 
strategy and constraint information is represented in knowledge 
bases. 
Following the description of the batch scheduling mode, this 
paper will describe the various schedul ing and editing features 
of the ERBS-TDRSS CPS in its interactive scheduling mode. In 
this mode the ERBS flight operations planner can interact with 
the automated schedul ing capabi 1 it ies of the ERBS-TDKSS CPS to 
build a schedule or edit a schedule of events that has previously 
been built. 
Finally, the report generator which is used to produce "Schedule 
Requests" for each separate ERBS-TDRSS contact will be described, 
and some general conclusions related to the EKBS-TDRSS CPS will 
be presented. 
2. RESOURCE WINDOW GENERATION 
ERBS-TDRSS Ground Track Orbit Prediction data are transferred 
from the Flight Dynamics Facility (FDF) at NASA-GSFC to an IBM 
4341 mainframe in the Command Management Facility (CPIF) area 
where a "filter" program is run to obtain a desired subset of the 
orbit data. The filtered orbit data are then transferred 
electronically to an IBM PC-AT located in the EKBS flight 
operat ions area where the  "ERBS t o  IEPS" (ETOI 1 program reformats 
the  data, b u i l d s  f i l e s  conta in ing  data f o r  one week o r  less  
(because o f  IBM PC-AT memory 1 i m i t a t i o n s ) ,  and generates resource 
windows f o r  the  ERBS-TDRSS CPS schedul i ng  process. 
I n  running the  ETOI  program, the  ERBS f l i g h t  operat ions planner 
must spec i fy :  (1 )  whether ERBS i s  f l y i n g  "forward" o r  "backward" 
along i t s  o r b i t a l  t r a c k  ( t h e  ERBS f l i g h t  o r i e n t a t i o n  i s  
p e r i o d i c a l l y  switched and t h i s  affects antenna obs t ruc t i on  
angles) and ( 2 )  t he  azimuth and a l t i t u d e  o b s t r u c t i o n  angles t o  be 
used f o r  t he  S-band S ing le  Access-2 (SSA2) TDRS antenna and the 
M u l t i p l e  Access (MA) TDRS antenna. Present ly  t he re  i s  o n l y  one 
TDRS i n  the  TDRS System f o r  t h e  ERBS-TDRSS CPS t o  consider. From 
the  o r b i t  data the  ETOI program reads: (1 )  ERBS d a y l i g h t  pe r iod  
in format ion,  (2 )  ERBS o r b i t  number information, and ( 3 )  TDRS 
antenna angle in format ion.  As output, t h e  ETOI program spec i f i es :  
a. S t a r t  and stop dates and times f o r  ERBS o r b i t a l  d a y l i g h t  
periods. 
b ERBS o r b i t  numbers w i t h  s t a r t  and stop dates and times 
c. TDRS MA antenna v iewing per iods fo r  ERBS 
d. TDRS SSA2 antenna viewing per iods f o r  ERBS 
3. THE BATCH SCHEDULING MODE 
I n  the  batch schedulfng mode the  ERBS-TDRSS CPS b u i l d s  a schedule 
o f  ERBS-TDRSS contac ts  f o r  two d i f f e ren t  types o f  spacecraf t  
a c t i v i t i e s :  ( 1  ) tape recorder  dumps and (2)  S t ra tospher ic  
Aerosol and Gas Experiment (SAGE) moni tor  events. Tape recorder  
drrmps are f o r  sending tape recorded data from ERBS t o  TDRSS. 
SAGE moni tor  events a re  f o r  sending rea l - t ime  data  obta ined by 
the  ERBS SAGE-I1 inst rument  (see EKBE Program document l i s t e d  i n  
t he  references)  du r ing  selected sunr ise o r  sunset periods. 
I n  h u i l d i n g  a  schedule o f  ERBS-TDRSS contacts, e i t h e r  the  MA TDKS 
antenna o r  t he  SSA2 TDRS antenna can be requested. Tape recorder  
dump events (TRU dumps) a re  planned every o ther  o r b i t  ( i f  
poss ib le )  and r e q u i r e  an event du ra t i on  o f  e i t h e r  (1 )  30 minutes 
v i a  the  MA TDRS antenna o r  ( 2 )  20 minutes v i a  the  SSA2 TDRS 
antenna. A  30-minute TRU dump v i a  the  PIA TDRS antenna i s  
requested f i r s t  (by t h e  "START" s t ra tegy ) .  I f  the  MA TDRS 
v iewing pe r iod  i s  no t  ava i l ab le ,  t he  ERBS-TDRSS CPS next requests 
a  20-minute TRU dump du r ing  a  SSA2 TDRS viewing pe r iod  (us ing  the  
"EVENT' s t ra tegy) .  I f  n e i t h e r  t he  o r i g i n a l  MA TDHS viewing 
p e r i o d  nor  t h e  SSA2 TDRS viewing pe r iod  i s  ava i lab le ,  t he  
ERBS-TDRSS CPS requests (as a  t h i r d  choice)  a 30-minute TRU dump 
v i a  MA i n  t h e  next o r b i t  (us ing  t h e  NEXT s t ra tegy ) .  The way t h i s  
s t r a t e g y  in format ion i s  represented i n  t h e  s t r a t e g i e s  knowledge 
i s  i l l u s t r a t e d  i n  t he  example below. 
TRU Dump v i a  MA 
;event t o  be scheduled every 2 o r b i t s  
2  
;durat ion o f  event:  
0:30 
;s t rategies : 
START MA TDRS viewing per iods 
EVENT TRU Dump v i a  SSA2 
NEXT 
TRU Dump v i a  SSA2 
;event t o  be scheduled every 2 o r b i t s  
;durat ion o f  event: 
START SSA2 TDRS viewing per iods 
One sunr ise SAGE moni to r  event and one sunset SAGE moni tor  event 
a re  requested every 16 o r b i t s .  These events must each have a 
du ra t i on  o f  13 minutes f o r  e i t h e r  t h e  MA TDRS antenna o r  the  SSAZ 
TDRS antenna and must take p lace wh i l e  ERBS i s  i n  an appropr iate 
sunr ise o r  sunset window. Sunrise SAGE events must s t a r t  10 
minutes be fore  ERBS d a y l i g h t  wh i l e  sunset SAGE events must s t a r t  
10 minutes be fore  ERBS n igh t .  A 13-minute MA TDRS antenna 
contac t  i s  requested f i r s t .  If the MA TDRS v iewing pe r iod  i s  
unavai lable, a 13-minute SSA2 TDRS antenna contact  i s  requested. 
If n e i t h e r  t he  MA TDRS nor  t he  SSA2 TDRS antenna contact  i s  
avaf lab1 e, a forward-backward search a lgo r i t hm (NEXT-PRIOR 
s t ra tegy )  i s  i n i t i a t e d  t o  look f o r  t h e  MA TDRS antenna v iewing 
p e r i o d  t h a t  i s  as c lose  as poss ib le  t o  t h e  i n i t i a l  requested 
event. If a p rev ious l y  scheduled TRU dump event i s  encountered, 
t h e  ERBS-TORS CPS t r i e s  t o  " s h i f t u  t h e  TRU dump event w i t h i n  i t s  
resource window i n  o rder  t o  make room f o r  t he  SAGE moni tor  event. 
An example o f  t h e  way these pr imary and a l t e r n a t i v e  s t ra teg ies  
f o r  sunr ise SAGE events are  represented i n  t he  s t ra teg ies  
knowledge base i s  shown below and on the  nex t  page. 
Sunrise SAGE v i a  MA 
;event t o  be scheduled every 16 o r b i t s  
16 
;durat ion of event: 
0: 13 
;bias 
-0: 10 
; s h i f t  
TRUE 
;st rategies : 
START Day 1 i gh t 
EVENT Sunrise SAGE v i a  SSAZ 
NEXT 
P R I O R  
NEXT 2 
PRIOR 2 
NEXT 3 
PRIOR 3 
NEXT 4 
PRIOR 4 
NEXT 5 
PRIOR 5 
NEXT 6 
PRIOR 6 
NEXT 7 
PRIOR 7 
The constraint knowledge base contains the ERBS scheduling 
constraints used by the inference engine (TIE-1) to determine 
whether requested events from the strategies knowledge base can 
he scheduled. For TRU dumps via the SSA2 TDRS antenna, the 
constraint knowledge base requires: (1) that the start and stop 
times requested he within the appropriate antenna availability 
window, ( 2 )  that no other events be scheduled during the interval 
requested, and ( 3 )  that the event be of the proper duration. If 
a constraint is violated a diagnostic message from the constraint 
knowledge base is written to a log file. In the interactive mode 
this diagnostic message is displayed on the screen. The manner 
in which this information is represented in the constraint 
knowledge base is shown below and on the next page. 
, 
TRU Dump via SSA2 
event name e q TRU Dump via SSA2 
in SSA2 TDRS window eq true 
"The SSA2 TRU Dump you are trying to schedule must 
be within a SSA2 TDRS window." 
event du ra t i on  e q 20 
"The du ra t i on  o f  the SSA2 TRU Dump you are t r y i n g  
t o  schedule i s  not  20 minutes. A PE-SU2 event 
requ i res  20 minutes." 
c o n f l i c t i n g  event n e TKU Uump v i a  MA 
"The SSA2 TRU Dump you are t r y i n g  t o  schedule 
c o n f l i c t s  w i t h  a p rev ious l y  scheduled TKU Dump 
v i a  MA." 
conf  1 i c t i n g  event ne Sunrise Sage v i a  MA 
"The SSA2 TRU Dump you a re  t r y i n g  t o  schedule 
c o n f l i c t s  w i t h  a p rev ious l y  scheduled Sunrise 
SAGE event v i a  MA." 
conf  1 i c t i  ng event n e Sunrise Sage v i a  SSA2 
"The SSA2 TRU Dump you are  t r y i n g  t o  schedule 
c o n f l i c t s  w i t h  a p rev ious l y  scheduled Sunrise 
SAGE event v i a  SSA2." 
conf  1 i c t i n g  event n e Sunset Sage v i a  MA 
"The SSA2 TRU Dump you are t r y i n g  t o  schedule 
c o n f l i c t s  w i t h  a p rev ious l y  scheduled Sunset SAGE 
event v i a  MA." 
conf 1 i c t i n g  event ne Sunset Sage v i a  SSA2 
"The SSA2 TRU Dump you are t r y i n g  t o  schedule 
c o n f l i c t s  w i t h  a p rev ious l y  scheduled Sunset SAGE 
event v i a  SSA2." 
For  sunr ise  SAGE events v i a  the  MA TDRS antenna, t h e  c o n s t r a i n t  
knowledge base requ i res :  (1 )  t h a t  t he  s t a r t  and stop t imes 
requested be w i t h i n  t h e  appropr ia te  antenna a v a i l a b i l i t y  window, 
(2 )  t h a t  t h e  s t a r t  and stop times requested be w i t h i n  the  
appropr iate sunr ise  window, ( 3 )  t h a t  no o ther  event i s  scheduled 
du r ing  the  i n t e r v a l  requested, and ( 4 )  t h a t  t h e  event i s  of the  
proper  durat ion. I f  a  c o n s t r a i n t  i s  v io la ted ,  a  message i s  
w r i t t e n  t o  a l o g  f i l e .  I n  t h e  i n t e r a c t i v e  mode, t h i s  d iagnost ic  
message i s  d isp layed on the  screen. The way i n  which t h i s  
in fo rmat ion  i s  represented i n  t he  c o n s t r a i n t  knowledge base i s  
shown below and on t h e  nex t  page. 
Sunrise SAGE v i a  MA 
event name e  q  Sunrise SAGE v i a  MA 
i n  SAGE morning i n t e r v a l  eq t r u e  
"The sunr ise  MA SAGE event you a re  t r y i n g  t o  
schedule does no t  s t a r t  10 minutes be fore  onset 
of o r b i t  day l i gh t .  Respecify t h e  event times." 
i n  MA TDRS window e  q  t r u e  
"The Sunrise MA SAGE event you are t r y i n g  t o  
schedule must be w i t h i n  an MA TDRS window." 
event du ra t i on  e  q 13 
"The du ra t i on  o f  the  MA SAGE event you are t r y i n g  
t o  schedule i s  no t  equal t o  13 minutes. A PE-M02 
event requ i res  13 minutes." 
c o n f l i c t i n g  event ne TRU Dump v i a  SSA2 
"The MA SAGE event you are trying to schedule 
conflicts with a previously scheduled TKU Dump 
via SSA2." 
conflicting event ne TRU Dump via MA 
"The MA SAGE event you are trying to schedule 
conflicts with a previously scheduled TRU Dump 
via MA." 
conflicting event ne Sunrise Sage via SSA2 
"The MA SAGE event you are trying to schedule 
conflicts with a previously scheduled sunrise 
SAGE event via SSA2." 
conf 1 icting event ne Sunset Sage via MA 
"The MA SAGE event you are trying to schedule 
conflicts with a previously scheduled sunset SAGE 
event via MA." 
conf 1 icting event n e Sunset Sage via SSA2 
"The MA SAGE event you are trying to schedule 
conf 1 icts with a previously scheduled sunset SAGE 
event via SSA2." 
4. INTERACTIVE SCHEDULING MODE 
The ERBS f 1 ight operat ions planner begins an interactive 
scheduling session by calling up a schedule (either a blank 
schedule or a schedule that has been previously bui it) and 
selecting the types of items to be displayed in the 
schedule-building window. These items are initially displayed on 
24-hour timelines where the start and stop times of each event are 
shown graphically. From the main menu located just below the 
schedule-building window, the planner may select one of eight 
options by (1) using cursor positioning or (2) using the key 
representing the first letter of the menu option, and then 
pushing the ENTER key. The eight options that can be selected 
from the main menu are: 
HELP : Pushing the "h" key at any time provides help 
messages concerning the operation of the 
scheduling system. 
ITEMS : 
DAY: 
LIST: 
ZOOM : 
SCROLL : 
QUIT: 
Pushing the "i" key allows the planner to select 
a different group of timeline items to be 
displayed in the schedule-building window. 
Pushing the "d" key allows the planner to select 
the day for which 24-hour timelines are shown in 
the schedule-building window. 
Pushing the "e" key provides the planner with 
several options for editing schedules (de3cribed 
in more detail below and on the next page). 
Pushing the "1" key provides numerical listings 
of the start and stop times for the items shown 
graphically in the schedule-building window. 
Pushing the "z" key allows timelines shown in the 
schedule-building window to be zoomed from 
24 hours to as few as 8 minutes. 
Pushing the "s" key allows the planner to scroll 
to new items or to new time values. 
Pushing the Itq" key provides several options for 
saving files and exiting from the interactive 
scheduling mode. 
If the EDIT option is chosen, the planner can either (1) insert 
or delete individual events in a schedule or ( 2 )  choose which 
alternative scheduling strategies the EKBS-TDRS CPS should use to 
build a schedule of events. If the first EDIT option is chosen, 
a type of spacecraft activity to edit is first selected. Next, 
an event of the selected type is manually requested by (1) typing 
the desired start and stop times for the event or (2) using the 
cursor to graphically locate the desired start and stop times for 
the event on the graphics interface. After an event is 
requested, the inference engine ( T I E - 1  ) determines whether the 
requested event is consistent with the ERBS scheduling 
constraints in the constraint knowledge base. If the inference 
enqine returns a status of "OK", the color of the bar that 
represents the requested event on the graphics interface changes 
to blue to indicate that the event has been successfully 
scheduled. However, if the inference engine returns a status of 
"NOT-OKu, the system sends a diagnostic message to the planner 
indicating why the selected event cannot be scheduled, 
While in the EDIT mode the planner can invoke the ZOOM, SCROLL, 
or LIST feature without going back to the main menu by pushing 
the "z", "s", or "1" key. In addition, three other editing 
features are available directly from the EDIT mode by key 
selection, including: 
OVERRIDE: Pushing the "0" key a1 lows the planner to enter 
a password to override the constraints in the 
constraint knowledge base to schedule an event. 
EXPAND: Pushing the "e" key while the cursor is resting 
on a scheduled event provides an expanded 
listing of information concerning that 
particular event. 
DELETE : Pushing the "d" key while the cursor is resting 
on a scheduled event deletes the event. 
The second main EDIT option allows the ERBS flight operations 
planner to interact with the ERBS-TORS CPS and choose which 
alternative scheduling strategies the ERBS-TDRS CPS should use to 
build a schedule. In this mode the planner has the option of: 
(1) utilizing only the primary scheduling strategies in the 
strategies knowledge base ( ignoring a 1 ternat ive schedul ing 
strategies) to build a schedule, ( 2 )  utilizing all of the 
context-sensitive schedul ing strategies (primary and alternative) 
in the strategies knowledge base to build a schedule, or ( 3 )  
specifying with the "y" (yes) key or the "n" (no) key which 
alternative scheduling strategies the ERBS-TDRSS CPS should use 
to build a schedule. With the third option, the ERBS-TDKSS CPS 
asks the planner whether each specific alternative strategy can 
be used, waits for the planner's yes or no response, and then 
either tries the strategy or not depending on the planner's 
response. If a particular scheduling strategy fails, the 
ERBS-TDRS CPS provides a diagnostic message to explain why the 
event cannot be scheduled. As events are successful ly scheduled, 
they are displayed graphically on the appropriate timeline. 
5. GENERATING SCHEDULE REQUESTS 
After a schedule of contacts has been built and saved as an 
output file, a "report-generation" program is invoked to read 
information in the output schedule file, along with information 
from the activities section of the strategies knowledge base, to 
prepare "Schedule Requests" for each separate ERBS-TDRSS contact 
period. The ERBS flight operations planner controls the report 
qeneration program through a configuration f i le by specifying : 
the date to be printed on each form, the name of the output 
schedule file to be read, the name of the report file to be 
created, the name of the strategies knowledge base to be used, 
the form file to be used, and the map file to be used. The map 
file specifies where data from the output schedule file and the 
strategies knowledge base are placed on the completed "Schedule 
Request" forms. 
The requests for TDRSS service are then sent (via the Mission 
Planning Terminal) to the Network Control Center which has the 
responsibility of determining the usage of the Tracking and Data 
Relay Sate1 lite System by all NASA and non-NASA users. If 
particular requests for TDRSS service are rejected, the 
ERBS-TDRSS CPS can be used to select and generate alternative 
ERBS-TDRSS contact requests to try to satisfy ERBS mission 
requirements. 
6. CONCLUSIONS 
As this paper is being completed, the ERBS-TDRSS CPS has been 
delivered to ERBS flight operations personnel for use but has not 
been fully evaluated. Early indications are that the EKBS-TDKSS 
CPS will be very useful in automating several planning/scheduling 
activities performed by the ERBS flight operations planner, 
including: 
a. Reading ERBS-TDRSS Ground Track Orbit Prediction data 
and generating resource windows. 
b. Applying context-sensitive primary and alternative 
scheduling strategies to generate requested events. ~f 
desired, the ERBS flight operations planner may 
interact with the ERBS-TDRSS CPS to select which 
alternative scheduling strategies the EKBS-TDRS CPS 
uses to generate requested events. 
c. Checking requested events for consistency with the ERBS 
scheduling constraints before adding them to a schedule 
of events. With the use of a special password, the 
ERBS f 1 ight operations planner may manual ly overide the 
constraints in the constraint knowledge base to 
schedule an event. 
d. Preparing "Schedule Request" forms for each separate 
ERBS-TDRSS contact in the proper format. 
A valuable feature of the ERBS-TDRSS CPS is that its strategies 
and constraint knowledge bases can be easily edited to reflect 
changing operational requirements for the system that may 
occasionally arise. In addition, since the source code for the 
entire ERBS-TDRSS CPS (including the embedded inference engine 
and the user-friendly graphics interface) was developed by the 
NASA-GSFC/CO~~ 514 contractor, extensive modifications or 
enhancements to the system can be made. 
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ABSTRACT 
The Mission Operations Planning Assistant (MOPA) is a 
knowledge-based system developed to support the planning 
and scheduling of instrument activities on the Upper 
Atmospheric Research Satellite (UARS). The MOPA system 
represents and maintains instrument plans at two levels of 
abstraction in order to keep plans comprehensible to both 
UARS Principal Investigators and Command .Management 
personnel. The hierarchical representation of plans also 
allows MOPA to automatically create detailed instrument 
activity plans from which spacecraft command loads may be 
generated. 
The MOPA system was developed on a Symbolics 3640 computer 
using the ZetaLisp and ART languages. MOPAts features 
include a textual and graphical interface for plan 
inspection and modification, recognition of instrument 
operational constraint violations during the planning 
process, and consistency maintenance between the different 
planning levels. This paper describes the current MOPA 
system. 
INTRODUCTION 
The UARS is a multi-instrument orbiting obsenratory 
scheduled to be launched by the Space Shuttle in 1991. The 
UARS will provide experimenters at remote locations with 
data on the temperature, composition, and dynamics of the 
earth's upper atmosphere. 
Mission planning for a satellite such as the UARS is a 
complex and knowledge intensive process. There are ten 
instruments whose activities must be defined and 
coordinated daily for the estimated 18 month life of the 
mission. The mission planners need to be cognizant of the 
functions and capabilities of each instrument as well as 
the spacecraft itself. In addition, there are constraints 
and interdependencies among the instruments themselves and 
between the instruments and the spacecraft. Mission 
planners are also required to reason at different levels of 
abstraction during the process of translating high level 
descriptions of instrument activity into detailed command 
sequences. 
The instrument planning scenario for the UARS is divided 
into three phases with each phase resulting in the 
formulation of a different plan. The three plans (in 
chronological order) are the Long Term Science Plan, the J 
Daily Science Plan, and the Activity Plan. 
The Long Term Science Plan is developed by the UARS 
instrument scientists (principal investigators) prior to 
the launch of the spacecraft. This plan describes how each 
of the instruments will be utilized in order to achieve the 
scientific objectives of the mission. After UARS launch 
and instrument checkout, the principal investigators will 
update the Long Term Science Plan to reflect changes in 
instrument performance or to include the study of new items 
of scientific interest. It is expected that this plan will 
change infrequently. 
The Mission Planning group, based at GSFC, is responsible 
for developing a Daily Science Plan for each day of the 
UARS mission. This plan is developed using the operational 
strategy developed in the Long Term Science Plan. The 
Daily Science Plan specifies the operations of each 
instrument in terms of scientific objectives. 
The final plan, the Activity Plan, is also developed daily 
by the Mission Planning Group. The Activity Plan specifies 
the operation of the instruments in terms of the detailed 
activities that each instrument will perform. These 
instrument activities at are at a level of detail suitable 
for the generation of spacecraft commands. This command 
generation is performed by the UARS Command Management 
System using the Activity Plan as input. 
PROBLEM 
The problem addressed by the MOPA system is to support the 
Mission Planning Group in the process of generating Daily 
Science and Activity Plans. In order to create these 
plans, the Mission Planning Group requires some of the 
knowledge possessed by the principal investigators. This 
knowledge falls into three general categories: 
1. Instrument operations to achieve scientific objectives 
Each instrument can operate in different modes 
depending on the particular objective to be satisfied. 
For example, most of the instruments have several modes 
for data collection, calibration, and safing. The 
Mission Planning Group must know these modes and the 
conditions under which they should be selected in order 
to achieve the scientific objectives of the mission. 
2 .  Instrument operational limitations and restrictions 
There are certain operating constraints placed upon the 
instruments. The improper operation of an instrument 
can result in damage to itself or another instrument, 
or in degradation of the data being captured by the 
instrument. The Mission Planning Group must be aware 
of these restrictions during the process of generating 
Daily Science and Activity Plans. 
3. Translation of scientific objectives into detailed 
command sequences. 
The process of creating the Activity Plan from the 
Daily Science Plan requires that the Mission Planning 
Group decompose activities specified in terms of 
scientific objectives into the detailed activities 
which must be executed by the instrument to carry out 
the objective . 
MOPA CAPABILITIES 
The MOPA system provides many features to aid the mission 
planner in the creation of the various plans. This section 
provides an overview of MOPA features. 
Generic Plans 
In the MOPA system, the Principal Investigators knowledge 
of instrument operations to achieve scientific objectives 
is represented in the form of Generic Plans. MOPA Generic 
Plans attempt to capture much of the information present in 
the Long Term Science Plan. These plans are specified at 
such a level of abstraction as to be readily interpretable 
by the UARS Principal Investigators. The Generic plan 
specifies for each instrument, the conditions under which 
an instrument operation should be performed. Typically the 
conditions are expressed in terms of spacecraft orbital 
events such as sunrises or equator crossings. 
Additionally, these conditions may be expressed in terms of 
the operations of the spacecraft or other instruments. The 
instrument operations specified in the Generic plan 
identify abstract functions, usually scientific objectives, 
to be accomplished by the instrument. MOPA provides the 
mission planner with the ability to choose from a 
collection of previously created Generic Plans, selecting 
one that may be appropriate for the particular planning 
day. 
Daily Science Plan generation 
The MOPA system uses the selected Generic Plan together 
with orbital and other events scheduled for the day in 
order to automatically generate a Daily Science Plan. The 
Daily Science Plan is graphically represented by the MOPA 
interface in a timeline format. MOPA can also, at the 
option of the user, resolve conflicts between instrument 
operations in the plan. The user interface provides the 
planner with the ability to quickly view and modify the 
Daily Science Plan created by MOPA. 
Activity Plan generation 
Once the Daily Science Plan has been generated and 
reviewed, MOPA can automatically derive the Activity Plan 
from it. The Activity plan can then be displayed and 
modified through the user interface in either a graphical 
or textual manner. As with the Daily Science Plan, MOPA 
can resolve any conflicts between instrument operations. 
Constraint checking 
MOPA provides the capability to constraint check instrument 
operations specified in either the Daily Science or the 
Activity Plans. The MOPA system can represent and check a 
wide variety of operational constraints. 
User Interface 
-
The main purpose of the MOPA user interface is to provide 
the user with mechanisms to create, examine, and modify 
Daily Science and Activity Plans. MOPA has two different 
types of displays for these plans; A textual display and a 
graphical timeline display. MOPA reduces the amount of 
typing the user must perform by making extensive use of the 
mouse. Typical uses of the mouse are to select commands 
from menus, manipulate instrument activities and events, 
and scroll through displays. 
Reverse Plan Maintenance 
The Reverse Plan Maintenance feature of MOPA allows the 
user to make modifications to either the Activity Plan or 
the Daily Science Plan and "reflect" these changes back to 
the high level plan for the day, the Generic Plan. The 
ntailoredll Generic Plan can then be saved for later use. 
This fegiture saves the user from having to edit the Generic 
Plan and then regenerate both the Daily Science and 
Activity Plans. 
USER 
-
INTERFACE 
In order to take advantage of the Symbolics windowing 
system features and object oriented design methodology, we 
have implemented the user interface portion of MOPA 
entirely in ZetaLisp. This design decision requires us to 
map ART schemata into ZetaLisp flavor objects which can 
then be used by the user interface subsystem. This mapping 
has been made almost transparent by using the flavors 
facility of ZetaLisp. We have defined a flavor called LART 
(Lisp to ART) from which all references to ART schemata 
from Lisp are made. Using the LART flavor, we can attach 
procedures (methods) to the schemata to perform such 
functions as accessing and updating attributes, and drawing 
activities and events on the screen. 
Refreah Tlmoline 
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Figure 1 
Figure 1 illustrates the MOPA display of a sample Generic 
Plan. The menus at the top of the screen allow the user to 
select different MOPA functions by pointing the mouse at 
the items within the menus. The menus are divided into 
functions pertaining to Events, Generic Plans, Daily 
Science Plans, and Activity plans. A System menu is 
available to modify certain system parameters and to enter 
suggestions or comments about experiences with the MOPA 
system. 
At the center of the MOPA screen is a sample Generic Plan. 
Within the Generic Plan are entries for each UARS 
instrument which describe when certain instrument 
operations should be performed. This display may be 
vertically scrolled using the mouse cursor. At the bottom 
of the screen is a window area for informational messages. 
The messages within this display may also be scrolled using 
the mouse cursor. 
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A timeline display of a Daily Science Plan is shown in 
figure 2. At the top of the display is a title which 
indicates the plan level and the name of the plan. On the 
next line are displayed the start time of the interval 
being displayed, the Julian date, and the interval end 
time. The interface provides both horizontal and vertical 
scrolling of the display. Horizontal scrolling can be 
accomplished in several ways according to user preference. 
The character font for the display may also be adjusted. 
Each timeline in the display can also be manipulated. The 
user can rearrange timelines, delete them from the display, 
or merge two timelines together. By pointing the mouse 
cursor over activities or events, the user can obtain a 
menu of several actions that may be performed; delete, 
edit, and 'replace. Constraint violation messages appear in 
the display below the timeline display. Activities with 
constraint violations are highlighted in the timeline 
display by drawing a thick line above them. The constraint 
violation messages have functions associated with them; the 
user may either display the constraint structure itself, or 
locate the activity with the violation. 
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The Activity Plan can be displayed in a textual format as 
shown in figure 3. The attributes of the activities are 
displayed at the top of the display and their values for 
each activity are displayed below. Before the display 
appears, the user is presented with a menu of all activity 
attributes. The user may then select those attributes 
which he would like displayed as well as the order he would 
like them displayed in. In this way, the activities can be 
presented to the user sorted by any activity attribute, for 
example by start time or instrument. This display may be 
scrolled vertically using the mouse. Each activity entry 
in the display is mouse sensitive. The user can delete, 
add, or edit an activity simply by pointing the mouse over 
the activity. 
KNOWLEDGE REPRESENTATION 
There are several classes of entities which MOPA must 
reason about; Events, Activities, Instruments, Plans, and 
Constraints. We have chosen to represent all of these 
entities using ART'S frame based representation facility 
referred to as schemata. In this section we discuss the 
representations of two important entities: instrument 
activities and constraints. 
Activities 
Central to the design of MOPA is the representation of 
instrument activities. Figure 4 illustrates a sample 
instance of an activity. All activity schemata have 
certain basic attributes associated with them. These 
attributes include the activity start time, end time, and 
duration. An activity is linked to the instrument which 
performs it via the activit -of relation. There are two + relations of an activ ty which relate the activity to 
constraints. The has-pre-condition relation has as its 
value the constraint schema which limit the performance of 
the activity. The has-constraint-violation relation is 
used during the constraint checking process. The value of 
this relation is either NIL, meaning this activity violates 
no constraints, or the names of the constraint schema that 
this activity violated. 
. 
Activity Abstraction Hierarchies 
Activities are represented at different levels of 
abstraction in the Daily Science plan and Activity plan. 
In the Daily Science Plan, the activities to be performed 
by an instrument. are specified in terms of the scientific 
objective to be obtained. At the Activity Plan level, the 
activities are the detailed operations necessary to carry 
out the objective. MOPA1s representation of activities 
allows for the construction of activity hierarchies to 
provide for both levels of specification. 
For example, one function of a particular instrument might 
be to collect data about carbon dioxide level at some point 
in the earth's atmosphere. In order to make the collection 
of this type data, the instrument is powered on, a filter 
of the instrument must be set to a certain position, the 
instrument's microprocessor must cycle in this 
configuration for some duration, and then the instrument is 
powered off at completion. We might define a hierarchy of 
activities in which nCollect C02 Dataw could be an abstract 
activity composed of the primitive activities power-on, 
set-filter, cycle, and power-off. The planner could then 
specify *Collect C02 Datan as an activity to be performed 
by the instrument in the ~eneric or Daily Science plans. 
Two relations within the activity schema facilitate the 
construction of activity abstraction hierarchies: 
has-sub-activity and sub-activity-of. The has-sub-activity 
relation links an activity to its detailed com~onents. the 
sub-activity-of relation provides a link in the opposite 
direction. MOPA allows these activity hierarchies to be 
constructed in an arbitrarily complex manner, with as many 
levels of activities as are desired. Different abstraction 
hierarchies may also share common components if necessary. 
The activity shown in Figure 4 has a link to three 
constraint schemata via the has-pre-condition relation. 
This activity is associated with two more detailed 
activities via the has-sub-activity relation. 
Activity instance schema 
(defschama solstice-solar-observation 
(is-a activity) 
(name solar-obs) 
(short-name sun) 
(has-pre-condition minimum-duration-10-minutes 
maximum-duration-38-minutes 
sspp-suntracking-constraint) 
(activity-of solstice) 
(duration 9000) 
(has-sub-activity (sun-obs-start 
sun-obs-stop))) 
Figure 4 
Constraints 
The activities of the UARS instruments are often restricted 
by operational limitations called constraints. In MOPA, we 
define a constraint as a condition which must be true in 
order for an activity to be performed. Constraints, 
represented as ART schemata, are linked to the activities 
which they constrain via the has-pre-condition relation. 
These constraints take a variety of forms. This section 
describes the classification of constraints used by MOPA 
and their representations. 
The schema definition of a generic constraint is shown in 
Figure 5. Each constraint has a severity attribute 
associated with it. The value of this attribute is an 
indication of the severity of violating this constraint. 
In the MOPA prototype the two possible values for this 
attribute are LOSS-OF-DATA and INSTRUMENT-DAMAGE. The 
result attribute indicates the specific result of violating 
the constraint. The description attribute of the 
constraint is a text representation of the error message 
given the user if the constraint is violated. 
Generic Constraint schema 
(defschema constraint 
(severity) 
(result) 
(constraint-type) 
(description) ) 
Figure 5 
Constraint Classification 
We have identified two major classes of constraints: value 
constraints and relational constraints. The value type of 
constraint, shown in Figure 6, restricts the range of 
values that an attribute of an activity schema can have. 
This type of constraint is often used in MOPA to enforce 
maximum and minimum durations of an activity. The 
slot-name attribute specifies the attribute of the acfivity 
whose value is to be restricted. The restriction-value 
attribute identifies the constraining value of the 
attribute. The predicate-name attribute specifies a Lisp 
predicate to be invoked to compare the restriction-value to 
the value of the activity slot-name attribute. 
Slot Value Constraint Class schema 
--
(defschema slot-value-constraint 
(is-a constraint) 
(slot-name) 
(restriction-value) 
(constraint-type slot-value-constraint) 
(predicate-name)) 
Figure 5 
The other general class of constraint, the relational 
constraint, is shown in Figure 7. This class of constraint 
specifies a relation which must hold between two 
activities. For example, the relational constraint allows 
us to specify the constraint that one activity must occur 
during another activity. 
The predicate-name attribute of the relation-constraint 
schema has the same meaning it did for the value 
constraint. The schema-name attribute of the 
relation-constraint schema, points to an activity schema. 
The relation defined in the predicate-name attribute must 
be true between the schema-name attribute value, and the 
activity to which this constraint is attached. 
Relational Constraint Class schema 
(defschema relation-constraint 
(is-a constraint) 
( schema-name) 
(predicate-name)) 
Figure - 7
An example of a relational constraint used in MOPA is the 
sspp-suntracking constraint shown in figure 8.  his 
constraint is attached to activities such as 
solstice-solar-observation to indicate that the SSPP must 
be in Sun tracking mode during these activities. In this 
case, the schema-name attribute of the 
sspp-suntracking-constraint schema has the value sun-track, 
which is the SSPP Sun  racking event. The predicate-name 
value is overlaps, a predicate which determines if one 
activity or event overlaps another in time. 
Relational Constraint instance schema 
(defschema sspp-suntracking-constraint 
(instance-of relation-constraint 
(schema-name sun-track) 
(predicate-name overlaps) 
(severity loss-of-data) 
(result nPoor data qualityH) 
(description "This activity requires the SSPP 
to be in sun-tracking moden)) 
DESIGN 
The section discusses the design of two important processes 
in MOPA; The generation of Activity Plans from Daily 
Science Plans, and the constraint checking process. These 
two processes operate on the activity and constraint 
schemata representations described in the previous section. 
Activity Plan Generation 
The MOPA prototype system automatically generates an 
Activity Plan from a Daily Science Plan. This process 
involves a decomposition of abstract activities into their 
detailed component activities. The generation process 
contains two main components: Activity Decomposition and 
~ctivity Instantiation. 
Activity Decomposition - The Activity Plan generation 
process begins with a coliection of scheduled activities at 
the Daily Science Plan level. The activities specified at 
this level may have has-sub-activity links to other more 
detailed activities, or they may be "primitivem activities 
(i.e. They have no has-sub-activity links). 
The generate process iterates through a list of all 
activities specified at the DSP level. Each activity is 
processed individually. If the activity is "primitive", 
then decomposition is unnecessary, and the activity is 
added to the list of activities at the Activity Plan level. 
If the activity is linked to more detailed activities via 
the has-sub-activit relation, the decomposition process 
performs a recurs e depth-first search of the activity 
hierarchy. This search collects a list of activities found 
at the "bottomw or lowest level of the activity hierarchy. 
This list of activities will be included in the list of 
Activity Plan level activities after each new activity is 
instantiated. 
Activity Instantiation 2 If the decomposition process is 
performed, a list of detailed activities is created. These 
detailed activities are the schema names of the generic 
activities. The generic activities provide default values 
for the activities which are actually instantiated 
(scheduled). The Activity Instantiation process creates 
instances of these generic activities, filling in speci-fic 
values for attributes of the particular instance. The 
attributes whose values must be assigned are: start-time, 
duration, end-time, sub-activity-of, priority, and 
has-event. 
Constraint Checking 
There are three components involved in the checking 
process: Generic constraint processing, Constraint schema 
U definitions, and Constraint evaluation functions, The 
constraint schema definitions were described in the 
previous section on Knowledge Representation, 
Generic Constraint Processinq - Constraint checking can be 
performed at either the ~aily-science or the Activity Plan 
levels. In the MOPA user interface, these two options are 
selectable from the menus at the top of the MOPA displays. 
MOPA maintains separate lists of activities created at each 
of the two plan levels. When constraint checking is 
selected, MOPA examines only those activities created at 
the appropriate plan level. 
The Generic Constraint processing functions iterate through 
activities examining their has-pre-condition attribute. if 
the value of this relation is not NIL, MOPA proceeds to 
evaluate each constraint attached to the activity. As 
described in the Knowledge Representation section, MOPA has 
two general classes of constraints: Value and Relational. 
MOPA checks the constraint type of the constraint and 
invokes one function to evaluate Value constraints, and 
another to evaluate Relational constraints. The arguments 
to these functions are the constrained activity and the 
constraint itself. 
The evaluation of the Value constraint types is fairly 
straightforward. The predicate-name, slot-name, and 
restriction-value values are first retrieved from the 
constraint schema. Then, using the slot-name value, the 
appropriate attribute value from the activity schema is 
retrieved. Finally, the predicate-name function is invoked 
with the attribute value of the activity and the 
restriction-value as arguments. If the function returns 
the value NIL (false), then a constraint violation is 
detected and a function is invoked to attach the constraint 
schema to the has-constraint-violation attribute of the 
activity. A message is also sent to the Constraint 
Violations window. 
The Relational constraint evaluation process is similar to 
the evaluation of the Value constraints. The difference 
between the two lies in the method of invoking the 
predicate-name function. The semantics of the Relational 
constraint type indicates that the specified relation must 
hold between the constrained activity, and at least one 
occurrence of the activity specified in the constraint. 
For example, the sspp-suntracking-constraint specifies that 
the solstice-solar-observation activity can only occur 
while the SSPP is in sun-tracking mode. In the schema 
representing this constraint, the schema-name attribute has 
the value sun-track. The Relational constraint evaluation 
function finds all occurrences of the sun-tracking 
activity, and applies the predicate-name function to each 
activity. If the predicate-name function returns T for any 
of the occurrences, then the constraint is satisfied and no 
violation is detected. If no occurrence satisfies the 
constraint (i-e. returns T) then a constraint violation is 
detected and the constraint notification process begins. 
CONCLUSION 
The Mission Operations Planning Assistant has proven the 
applicability of the knowledge-based approach to mission 
planning. Several important concepts were demonstrated in 
the prototype; ~ctivity abstraction hierarchies to 
facilitate multi-level planning , Reverse Plan maintenance, 
a general mechanism for the representation and evaluation 
of constraints, and contextual activity priorities. 
MOPA has also demonstrated the effectiveness of a 
frame-based knowledge representation capability. In the 
early stages of the development of MOPA, we had implemented 
a large portion of the prototype using a rule-based 
approach. We discovered that this approach had several 
weaknesses: lack of structure, difficult to test and 
verify, difficult to maintain, and it hinders generic 
development. We believe the frame-based approach used in 
MOPA is key to developing maintainable and deliverable 
systems. 
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ABSTRACT 
The Evolutionary Definition Office (EDO) at the Langley 
Research Center (LaRC) has the responsibility to analyze and 
evaluate alternative growth options of the Space Station and 
its utilization. Under contract to the EDO, Computer 
Technology Associates (CTA) has developed a PC-based 
automated mission and resource planning tool, AUTOPLAN. 
AUTOPLAN1s input is a proposed profile of missions, 
including for each: start year, number of allowable slip 
periods, mission duration, and requirement profiles for one 
or more resources as a function of time. The user also 
inputs a corresponding availability profile for each 
resource over the whole time interval under study. Subject 
to the size of a given problem and microcomputer performance 
limitations, AUTOPLAN finds all integrated schedules which 
do not require more than the available resources. 
AUTOPLAN is implemented in Arity compiled PROLOG, and 
executes on an IBM Pc/AT with 640 KB memory. There is 
particular interest in small-scale planning and scheduling 
systems in the Space Station program because of the trend 
toward decentralizing them functions. The iterative 
resolution and recursion features of PROLOG greatly simplify 
the programming of this problem, and make it easy to 
customize or generalize the solution evaluation algorithm. 
The quantitative capabilities of the tool and several 
postprocessor interpretive aids presently under assessment 
are described, and a realistic sample application of the 
tool suite is presented. 
1. Introduction 
The Space Station Mission Requirements Data Base (MRDB) 
contains information on over 300 scientific, technology 
development, and commercial missions proposed for the Space 
station. Each of these missions is characterized by 
requirements for supporting resources, including crew time 
for assembly, servicing, and operation, electrical power, 
thermal dissipation, and communications. The design of the 
flight segment must be able to allocate these resources 
among the various payloads installed at any given time. The 
implication of this allocation is a need for comprehensive 
resource scheduling and operations coordination. 
With Phase B preliminary design studies complete, enough is 
known about the configuration and build-up of the Space 
Station to allow meaningful comparisons between the 
projected demand for resources and the availability of these 
resources over time. Recent studies have shown that many 
resource categories will be seriously oversubscribed from 
the outset of Station activation. A recent McDonnell Douglas 
Astronautics Company (MDAC) study for the ED0 has shown that 
many of the more resource-intensive payloads will probably 
have to be operated intermittently if all customers are to 
be accommodated. Resource scheduling and operations 
coordination are thus developing into major aspects of 
integrated Station operations. 
Because of the great complexity of the Station system, 
efficient distribution of available resources will have to 
be automated to a high degree. The competition of a large 
number of host and user subsystems, with widely differing 
requirements and operating priorities and options, for many 
dissimilar resources will not be adjudicable by manual 
methods. Worse, an important design objective supporting 
operational flexibility is replanning on as short a time 
scale as possible. 
These factors suggest that the scheduling and coordination 
approach likely to be adopted will be a hierarchical one, 
where gross allocations will be made in a top-down fashion, 
and detailed schedules will be propagated upwards for 
integration into master schedules. Naturally, there will be 
a degree of iteration in this flow. A general approach of 
this type has the most promise for supporting a telescience 
operations concept and allowing maximum latitude in detailed 
planning and operations to end users. 
One beneficial effect of a hierarchical approach to resource 
allocation and scheduling is that the problem is more 
tractable at each level than a simultaneous, global solution 
would be. This fits in well with a user accommodation 
concept emphasizing distributed operations; it also suggests 
the need for automated planning tools suitable -for end- 
users. AUTOPLAN can be viewed as a prototype for an 
automated scheduling tool which is capable of solving 
complex scheduling problems on a modest hardware 
configuration likely to be found at anyaend-user site. 
The algorithm used by AUTOPLAN to search for successful 
mission sets must take into account the large search space 
that could be involved. In order to reduce that search 
space, AUTOPLAN searches for solutions in a recursive- 
descent, tree-like manner. Each mission is a node in this 
tree, and the number of branches at that node is the number 
of slips allowed for that mission. Successive missions on 
the list are then extension sub-branches. The central 
looping core of AUTOPLAN is a mixture of both iteration and 
recursion. A mission is appended to the solution set by 
iteratively reading and testing successive entries for that 
mismion. If one of these tests is successful, the next 
mission on the mission list, and thus the next level (node) 
of the search tree, is tried through recursion. As AUTOPLAN 
moves down the search tree, it maintains a running sum of 
resource use of each resource for each time period and 
compares them against the corresponding resource envelopes; 
if the partial sum of any resource for any operating period 
becomes larger than the corresponding available resource, 
that search path is truncated. This allows AUTOPLAN to 
discard many failure paths without examining them because 
the tree is cut at that node and all subsequent branches are 
summarily removed from the search space. The result of this 
truncation is a significant improvement in performance for 
problems with sparse solutions. 
Because AUTOPLAN maintains these running sums, and execution 
time will be reduced if branches close to the root are cut 
off, an analystean speed up the searching process by 
arranging the missions in deceasing resource use order. In 
addition, since AUTOPLAN saves failure as well as solution 
sets, an analyst can order the missions by priority, and 
then examine the failure file for partial mission sets which 
were able to accommodate at least the high priority 
missions. 
AUTOPLAN was written in compiled Arity PROLOG. Because of 
the backtracking and unification features of PROLOG and its 
natural support for list processing and recursion, the tree- 
oriented search was easily implemented. During design and 
implementation, it was recognized that the searching 
algorithm should be optimized for speed. To achieve this, 
interpretation and display of solutions and failures have 
been isolated from the searching algorithm. As a result, 
the raw output is not very readable without postprocessing. 
Also, there is no error checking of mission data during the 
solution search so all data must be entered through a 
preprocessor. To retain maximum flexibility, AUTOPLAN was 
developed with no resource or time period limits, other than 
the computing power of the host computer. Any number of 
resources and any time period granularity can be 
accommodated. 
To runAUTOPLAN, an input data file is created from mission 
and resource data using a data set editor. As the program 
is executed, the input data file is read, and each mission 
with allowed slips is expanded. Expanding a mission 
consists of creating an additional entry for the mission for 
each time period it is allowed to slip. Once all missions 
have been read and expanded, AUTOPLAN asks the user whether 
a single solution or all solutions are desired, and then 
prompts for the type of runtime display. There are three 
types of runtime displays: Full Graphics, Resource Use Only, 
or Successes and Failures Only. 
Full Graphics Display - This option displays a grid that 
highlights periods with excessive requirements, a 
dynamic list for each resource that shows the actual 
quantity being used in each period, and counts of 
successes and failures (Figure 2). 
Resource Use Only - This option displays a list for each 
resource being examined and the counts of successes and 
failures . 
Successes and Failures Only - This option displays only 
the success and failure counts tried so far. 
Lastly, the user is prompted for the solution and failure 
file names, and the search begins. Full solutions and 
partial lists for failed permutations are saved in these 
files for input to the postprocessor. Once the last solution 
is found, the elapsed time is displayed and the program 
ends. The solutions and failures are viewed using 
postprocessing software. 
4. The AUTOPOST Post~rocessor 
When AUTOPLAN identifies a solution or a failure, it writes 
it to the solution or failure file. The solution and 
failure records in their raw form are not very useful to a 
human analyst, because they are in a highly compacted, 
PROLOG-readable form. The postprocessor reads the solution 
and failure files produced by AUTOPLAN and presents the data 
to the analyst in a more intelligible form. 
The present postprocessor package, AUTOPOST, offers three 
postprocessors: 
Mission Schedules - This produces a chart, similar to 
Figure 3, graphically showing the operational interval 
of each mission in a solution set. A separate chart is 
displayed for each of the solution or failures sets. 
Average Resource Use - This produces a histogram for each 
of the resources showing the average amount, averaged 
over all successful schedules, consumed in each 
period. The envelope of available resources is also 
shown on the report (Figure 4). 
Most Efficient Solution - Because by definition all 
missions must be flown in each schedule solution, the 
integrated consumption of any resource for all 
solutions is the same. This postprocessor searches the 
solution file for the solution whose peak usage of a 
selected resource is the smallest. In the following 
example, solution 2 would be selected as the "most 
efficientN solution. 
Solution 1 Solution 2 
[10,11,12,9,6,10] [10,8,11,9,10,10] 
Because of the modularity of AUTOPOSTts design, additional 
postprocessors can be added easily as their need is 
identified by Space Station analysts. 
5. Case Study - Technoloqy Development Attached Payloads 
In order to conduct an illustrative, yet realistic, analysis 
with the available data, CTA selected 14 technology 
development missions, both U.S. and foreign, from the list 
of 33 attached payload missions grouped together in a recent 
MDAC evolution study. Technology development missions were 
selected because of their special interest to the LaRC Space 
Station Technology Office. 
Although AUTOPLANts full graphics display is capable of 
handling up to five resource categories at a time, and the 
central algorithm has no limitation at all, only power andd 
IVA crew time for daily operations were analyzed in this 
study. Other interesting parameters available in the MRDB, 
such as physical volume and up- and downmass, need 
additional information before they can be applied as 
quantitative schedule constraints. 
2.1 ASSUMED MISSION LIST 
The mission subset chosen for study consists of Manned Base 
"attached payloads1' not included in any of the other MDAC 
categories, further qualified by being either U.S. or 
foreign technology development missions. All SAAX missions, 
therefore, were excluded, as were all Japanese S-XXX and E- 
XXX missions. 
Some of the 14 missions on the resulting list showed 
essentially continuous resource requirements after 
activation; others tended to operate for a year or so at a 
time, skipping one or more years between operational 
periods. In defining allowable slips for the missions on the 
list, the following rule was applied: for missions with 
continuous operation, allow no slips unless the first 
operational year is 1994, when resources are especially 
scarce; for missions beginning in 1994 or having embedded 
non-operational periods in the schedule, allow one or more 
slip years. 
This principle does not represent any programmatic 
considerations, but it is conducive to optimum use of 
- 
resources. 
Although the missions in the list are baselined in the MRDB 
against a 1992 start date, their schedules are all mapped 
here onto a LaRC Critical Evaluation Task Force (CETF) 1994 
resources timeline. This is equivalent to an a priori, 
uniform two year delay for all missions. Individual slips 
for selected missions are then applied to this modified 
schedule, as described above. 
The resulting mission list, with assigned allowable slips, 
is as follows: 
Mission Allowed Slips Mission Allowed Slim 
TDMX2 4 4 1 0 years TDMX2321 P years 
TDMX2 011 0 TDMX2574 0 
TDMX2132 0 T-007 0 
T-001 1 TDMX2542 1 
TDMX2 0 6 1 1 T-008 0 
TDMX2153 2 TDMX2541 2 
TDMX23 11 1 TDMX254 3 0 
The total number of possible schedule permutations for these 
input data is: 
5.2 ASSUMED INDIVIDUAL MISSION RESOURCE REQUIREMENTS 
This study considers only payload requirements for power and 
daily IVA crew time. Crew time requirements for setup, 
servicing, reconfiguration, and teardown are not addressed. 
The data used were extracted from the ED0 MRDB (EDOM), using 
a partially implemented data extraction program. 
In order to compute daily requirements for these two 
resources, it is necessary to interpret the contents of the 
data base. For power, a conservative algorithm is applied: 
if a given payload is operational on any day in a given 
year, it is assumed to draw resources every day of the year. 
Standby, normal operating, and peak demands are combined in 
proportion to their time fractions as tabulated in the data 
base. For crew time, a more liberal algorithm is applied: it 
is assumed that crew needs can be scheduled against one 
another within each year period in such a way as to minimize 
conflicts. That is, the mean daily crew time for a given 
payload over a year is computed by prorating the requirement 
per operational day by the number of days in that year that 
the payload was in operation. It should be noted that either 
algorithm, i.e., the conservative or liberal one, could be 
applied to any resource. Or, an average requirement could be 
computed from the two algorithms. The choice amounts to an 
emulation of the results of scheduling at a more detailed 
level. 
Figure 1 presents the power and crew data extracted from the 
EDOM, as shown in a report produced by the EDOM Mission 
Analysis Tool (EMAT) software. 
5.3 ASSUMED TOTAL USER RESOURCE ENVELOPES 
The CETF briefing presents profiles for total user 
allocations of both power and IVA crew time; the resources 
provided to attached payloads must be a subset of this total 
user allocation, and technology development attached 
payloads will, in turn, be allowed a portion of this subset. 
For power, a CETF graph shows approximately 20 KW available 
to all users until the solar dynamic generating system is 
installed in the last quarter of 1994. Then the user power 
resource increases to about 70 KW, from which it gradually 
declines because of mounting system requirements for the 
growing Station to about 60 KW in 1997. For the first year, 
1994, the average total user power is then: 
Note that this method of resource combining is only a 
compromise between conservative and liberal approximations, 
and does not strictly represent detailed scheduling within 
the one year time period granularity. For example, this 
computation suggests that a solitary 25 KW device could be 
operated all year, whereas it actually could be operated for 
only the last three months. Similarly, it incorrectly 
suggests that a single 60 KW experiment could not be 
operated at all. This inaccuracy in accounting for 
scheduling within the finest time granularity can be reduced 
by using finer time divisions, but it will also be reduced 
for cases with less abrupt changes in resource availability 
or for situations where the most demanding resource sinks 
absorb a smaller fraction of the total available. 
For 1995, the average total user power is 70 KW. It is 
assumed that there is a linear decrease for the next two 
years to 60 KW, after which, in the absence of additional 
information, total available user power is assumed constant. 
Further increases in system requirements might be offset by 
improved efficiency, addition of capacity or other 
augmentations. This leads to the following profile for total 
user power, expressed in KWhour/day: 
Year - KW XWhour/dav 
A similar argument is adopted for IVA crew time. From the 
CETF briefing, there is no permanent crew presence until the 
final third of 1994. From then through the first third of 
1995, the graph indicates about 72 hours per week available 
to all users. From then until the end of the first third of 
1996, the total weekly allocation is 128 hours. Finally, 
after that point, 244 hours per week of IVA crew time are 
available for sharing by all users. The necessary 
computation for 1994 is: 
24.0 = 0.33 x 72 hours 
For 1995: 
109.3 = 0.67 x 128 hours + 0.33 x 72 hours 
For 1996: 
205.3 = 0.67 x 244 hours + 0.33 x 128 hours 
For 1997 and later years, the answer is simply 244 hours per 
week of IVA crew time for all users. Converted to IVA crew 
hours per day for all users, this is: 
Year Hours/week Hours/dav 
5.4 ASSUMED TECHNOLOGY DEVELOPMENT RESOURCE ALLOCATION 
As hypothesized above, the technology development attached 
payload user community can expect to be allocated only a 
fraction of the total resource pool available to all users. 
The precise fraction must be set on policy grounds. Other 
user groups include science and commercial users, and, 
within each of these groups, attached payloads must compete 
with laboratory equipment and servicing requirements. This 
case study assumes that the technology attached payload 
community will be allocated 20%. The resulting distributions 
for power and crew IVA time are listed in the following 
tables: 
YEAR POWER CREW 
(KWhour/day ) (IVA Manhour/day) 
It is evident that IVA crew time is an especially scarce 
resource, especially in the first two years of manned 
operations. The crew requirement analyzed here includes only 
regular periodic operations, and omits IVA needs for setup, 
configuration changes, servicing, and teardown. According to 
Figure 1, five of the missions on the list do not require 
any of this periodic crew activity. 
5.5 RESULTS 
Performance figures given in the discussion are based on 
execution on a PC/AT with 1.1 MB RAM; 512 KB of this RAM are 
configured as RAM-disk containing the input data set and 
PROLOG's dynamic data base,. Additional, but small, 
performance improvement is possible by writing the output 
success and failure data sets also to RAM-disk. 
For the resource availability assumptions used, the number 
of failures found is 95, with only 4 possible solutions out 
of 288 possible permutations. AUTOPOST displays of the 
solutions are shown in Figures 3 and 4. Figure 3 shows the 
feasible mission timeline for each solution, and Figure 4 
shows the total resource consumption as a function of time, 
averaged over all missions. This second plot, which also 
lists and displays the limiting resource envelope, is 
helpful in gaining a qualitative understanding of the 
critical resources and critical times. Execution time 
required was 2 minutes and 3 seconds. 
Two additional cases were run to observe AUTOPLAN'S behavior 
in discarding solutions for this data set as the envelopes 
were shrunken. The algorithm concluded that no solution was 
possible if only 14% of the total resources are allocated to 
this mission set. This was determined after examining 77 
profiles of the 288 in 1 minute and 23 seconds. 
In the extreme case of only 12% allocation, the first 
examined mission with a non-zero crew requirement, TDMX2132, 
required 0.5 manhours per day. This could not be provided by 
the total crew allocation. Since this mission was not 
allowed any slippage, AUTOPLAN terminated its search with 
this single failure in less than a second. 
5.6 CASE STUDY CONCLUSIONS 
The results presented for this illustrative example allow a 
number of conclusions to be drawn about the assumed scenario 
for scheduling the technology development attached payload 
missions and about AUTOPLAN and its use. 
The feasibility of an integrated schedule is critically 
dependent on the resources available. A change of even a few 
percent can mean the difference between many choices in 
schedule and no solutions at all. 
Separated from other mission groups as done here, the 
assumed model of the technology development community would 
need approximately 20% of total power and daily IVA crew 
time available to users. This does not include requirements 
for setup, servicing, and teardown. Of course, it is not 
necessary that the percentage allocation of different 
resources (e.g., power and crew) be the same. 
Crew requirements for setup, servicing, and teardown 
should also be included in the over-all crew requirement 
evaluation. 
Contingency margins should be subtracted out of 
allocated envelopes. 
Policy guidance should be available to help assign slip 
allowances, if realistic results are to be obtained. 
The fidelity of the results are only as accurate as the 
input resource budgets and input mission requirements; 
determining these are the limiting factors for study 
accuracy. 
AUTOPLAN exhibited adequate performance for a realistic 
problem on a widely available equipment configuration. 
Although the processing power of the PC/AT does limit the 
size of problems which can be solved at once, it is adequate 
to support useful analyses at individual levels in a 
hierarchical allocation model. 
AUTOPLAN enables the mission analyst to perform 
schedule evaluations not possible by other means. 
Postprocessor functions are the key to making the 
results useful; these functions need not be limited to 
simple displays, but could include additional logical or 
arithmetic operations, since the solution data set fully 
characterizes all solutions. One candidate is a precedence 
filter which could select all solutions wherein certain 
missions are completed before initiation of others. 
The code is not restricted to problems based on ten, 
one-year time intervals; that is, it could evaluate daily 
schedules over a month, or hourly schedules over a day. 
However, a flexible data set editor is required to simplify 
input data set construction for input data other than 
standard MRDB timelines. Development of such an editor is 
planned as a follow-on activity. 
Future Plans 
Although AUTOPLAN is capable of analyzing data from any 
source, its use is presently restricted by limited support 
tools to data extracted from the EDOM reorganized version of 
the MRDB. Several postprocessor functions are also in place, 
as illustrated in the case study. Enhancements to the tool 
suite can be roughly divided into three groups: extensions 
to the algorithm itself, improvements in input data set 
construction, and addition of postprocessing functions. 
The basic functionality of AUTOPLANvs search and evaluation 
algorithm is very general. Most enhancements to the main 
program are likely to provide additions to reporting of 
search by-product information for postpro~essor use, or 
alternatives to the evaluation algorithm. For example, the 
simple add-and-compare test for schedule viability could be 
replaced by a more sophisticated test. In general, however, 
increased complexity in the core processing will degrade 
performance in searching the candidate solution space. 
Wherever possible, enhancements should be implemented 
through pre- or postprocessor functions. 
One of the major limitations of the present package is 
difficulty getting data into AUTOPLAN. No software is 
currently available to help a user edit input data extracted 
from the EDOM: mission parameters must be used exactly as 
contained in the data base, even if the user has better 
information. Secondly, although AUTOPLAN is capable of 
solving entirely different problems, for example, scheduling 
individual hours during the day or individual days during 
the month, no tool is available to construct input data sets 
from scratch. It is expected that capabilities in both of 
these areas will be developed during a follow-on task. 
Finally, a diversity of postprocessors will be needed to 
support the needs of different analysts. The postprocessors 
implemented so far are simply the most obviously useful. 
Since AUTOPOST operates on only known solutions, brute 
performance is not the over-riding concern that it is for 
the AUTOPEAFJ search algorithm. As a logic programming 
environment, PROLOG facilitates the construction of complex 
logical inferencing functions. New modules could be 
implemented and integrated easily into the AUTOPOST 
framework. Use of the AUTOPLAN/AUTOPOST package on real 
Space Station problems is expected to suggest numerous 
useful extensions. 
This work was performed under contract NAS1-18247. 
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ABSTRACT 
At the Jet Propulsion Laboratory (JPL), the scheduling of spacecraft 
activities is a complex endeavor for which streamlining is always 
being sought. Using the Comet Rendezvous Asteroid Flyby mission (CRAF 
- proposed for 1993 launch) as a development base, PLAN-IT (a frame- 
based expert scheduling system shell) has been adapted to assist in 
one phase of schedule generation. PLAN-IT CRAF automatic scheduling 
routines attempt to return a fgood-cutl schedule which can be adjusted 
by an expert with time-saving graphic manipulation tools. Work to 
date has led to a "GO" decision on technical factors for online 
capability development. 
INTRODUCTION 
The scheduling of spacecraft activities at the Jet Propulsion 
Laboratory (JPL) is a very involved process requiring many personnel 
over long time periods (1,2). The use of specialized automation tools 
has evolved and been encouraged over the years to increase the 
effectiveness and responsiveness to changes in the scheduling 
processes (3). Although the use of automation in the scheduling 
process reduces the workload of scheduling personnel, a main benefit 
is to gather more science data by allowing the scheduling of as many 
activities as possible while controlling mission risk. 
Recent interest has increasingly focused on the potential of 
artificial intelligence (AI) to achieve those ends (4) . Future 
spacecraft schedules will have a greater need for advanced scheduling 
automation tools because of enhanced spacecraft capabilities and the 
desire to automate tasks which are now labor intensive. 
The scheduling of spacecraft activities may be divided into five 
phases (5) : 
1) Request Generation Collection and preprocessing of 
requirements 
2) Request Integration Integration of requests into a 
timeline 
3) Activity Detail Design Refinement of detail in schedule 
4) Sequence Generation Translation of plan to a sequence 
of commands 
5) Command Generation Translation of commands to 
program load 
A scheduling program called PLAN-IT, short for Plan-Integrated 
Timelines, provides general interactive scheduling capabilities using 
A1 techniques. It has proved to be applicable to spacecraft 
scheduling in the Request Integration Phase. The test case for the 
study of this applicability was the Comet Rendezvous Asteroid Flyby 
(CRAF) mission and is the subject of this paper. 
BASIC, STRUCTURED, AND EXPERT 
SCHEDULING TECHNIQUES 
Recent literature has pointed out advantages to "evolutionary 
delivery" or other staged delivery of complex, innovative software 
systems (6 ,7 ) .  This paper takes the view that construction of an 
Expert System for scheduling benefits by this treatment. A scheme for 
evolution of expert functionality is outlined in this section. 
The art of scheduling encompasses many techniques and methods for 
generating a "good" schedule. Schedulers' techniques fall into three 
categories: Basic, Structured and Expert. One approach to development 
of an Expert System for a given scheduling application is to evolve 
from a simple to a more complex level of support. This can be done by 
increasing the level of intelligence belng represented in the system, 
progressing from the Basic through the Structured and finally the 
Expert categories of support as outlined below. Attempts to develop 
Expert Systems from manual systems or those automated at only a Basic 
support level may incur excessive and unnecessary development risk. 
An Expert System should encompasses not only the Expert techniques, 
but also the Basic and Structured techniques as described below. 
The Basic category of scheduling techniques emphasizes manual control 
of basic operations performed on individual activities. Basic 
techniques focus on a single activity and not on how this activity 
affects other activities. lmowledge of how a decision affects the 
schedule may be represented in the system and displayed graphically. 
That knowledge does not control execution of a command at the basic 
level, but may be used to report information to the operator. Using 
this knowledge, the operator controls execution. One of the effects 
of this is allowing systems to be partially functional in real 
environments with less completeness in the system internal knowledge. 
The Basic category encompasses three functional operations: move an 
activity to another time frame, delete an activity, and add new 
activities to the schedule. 
This category emphasizes manual execution which gives the user the 
flexibility to move activities at his discretion. The user scans the 
schedule and manually moves an activity to an area of lesser conflict. 
The strength of these techniques is best illustrated where it is 
desired to alter a schedule which has already been generated. 
These Basic techniques  a r e  widely used i n  schedul ing .  Systems which 
address  t h i s  ca tegory  of  techniques  can be a p p l i e d  i n  a wide v a r i e t y  
of schedul ing  s i t u a t i o n s .  An e x p e r t  schedul ing  system ' s h e l l f  should  
inc lude  t h e s e  b a s i c  opera t ions .  
Structured 
The S t r u c t u r e d  category incorpora tes  more knowledge of t h e  a t t r i b u t e s  
o f  a n  a c t i v i t y .  System i n t e r n a l  knowledge c o n t r o l s  e x e c u t i o n  o f  
func t ions  t o  a g r e a t e r  degree t h a n  with t h e  Basic category.  Examples 
o f  knowledge a t t r i b u t e s  i n c l u d e  s e p a r a t i o n  c r i t e r i a  o r  p recedence  
r e l a t i o n s  among a c t i v i t i e s .  The S t r u c t u r e d  c a t e g o r y  a l s o  o p e r a t e s  
coherent ly  on groups of  a c t i v i t i e s  o r  combines the e f f e c t s  of  s e v e r a l  
b a s i c  techniques.  
The f o l l o w i n g  examples o f  s t r u c t u r e d  o p e r a t i o n s  show why more 
knowledge about  a c t i v i t i e s  must be p r e s e n t  i n  t h e  system f o r  c o r r e c t  
execution: 
1. Move a c t i v i t y  A a f t e r  a c t i v i t y  B. 
2. Adjust separa t ion  t i m e s  between a c t i v i t i e s  of type 
C t o  a maximum of 20 minutes and a minimum of 5 minutes. 
3.  I n s e r t  a c t i v i t y  D between a c t i v i t i e s  E and F, 
and shorten i ts  dura t ion  accordingly. 
4 .  Repeat a c t i v i t y  G a t  t h e  same t i m e ,  every 
day of t h e  week. 
5. Reschedule a c t i v i t y  H a t  time Z ,  and automatical ly 
reschedule a c t i v i t i e s  l o g i c a l l y  dependent on a c t i v i t y  H 
accordingly. 
It can  b e  s e e n  t h a t  o p e r a t i o n s  i n  t h e  S t r u c t u r e d  c a t e g o r y  a r e  more 
s p e c i f i c  t h a n  t h o s e  i n  t h e  Bas ic  ca tegory .  There may be a subse t  of 
o p e r a t i o n s  which a r e  a p p l i c a b l e  t o  b r o a d  g e n e r i c  c l a s s e s  o f  
scheduling.  For ins tance ,  Operation 5 could be inc luded i n  a gener i c  
s c h e d u l i n g  t o o l  devo ted  t o  h a n d l i n g  problems w i t h  i n t e r - a c t i v i t y  
temporal dependencies such a s  on a P e r t  Chart .  The opera t ions  i n  t h e  
S t r u c t u r e d  c a t e g o r y  a r e  u s u a l l y  v e r y  s p e c i f i c  f o r  a p a r t i c u l a r  
app l i ca t ion .  
The Expert category is  charac ter ized  by operat ions which: 
a) Encompass many a c t i v i t i e s  
b )  Include h e u r i s t i c s  o r  ' r u l e s  of thumb' f o r  s impl i fy ing 
scheduling problems 
C )  Generate "good" schedules by complex ru les ,  such as :  
1. Rearranging t h e  schedule t o  minimize t o t a l  c o n f l i c t .  
2. Rearranging t h e  schedule t o  minimize t h e  variance i n  
work loads over t i m e .  
3 .  Delete a c t i v i t i e s ,  a s  necessary u n t i l  c o n f l i c t s  a r e  
el iminated.  
There  i s  no h a r d  a n d  f a s t  d i v i s i o n  between S t r u c t u r e d  c a t e g o r y  
t e c h n i q u e s  a n d  Exper t  c a t e g o r y  t e c h n i q u e s .  E v o l u t i o n  from t h e  
S t r u c t u r e d  c a t e g o r y  t o  t h e  Exper t  c a t e g o r y  i s  a low-r i sk  means of  
evolving towards an Expert System for a specific scheduling 
application. 
PLAN-IT OVERVIEW 
This section provides an overview description of PLAN-IT, the tool 
used to develop the scheduler for the CRAF test case. The term 
"developers" used in this context refers to the people customizing 
PLAN-IT for a particular application. The term "user" refers to the 
person who will use the customized version of PLAN-IT to generate 
schedules. 
PLAN-IT is an interactive scheduling tool. PLAN-IT is written in 
Zetalisp on a Symbolics 3640 using version 6.1 of the operating 
system. PLAN-IT utilizes the frame features and object oriented 
programming capability provided by the Zetalisp FLAVOR system. The 
Symbolics has a high-resolution graphic screen and a three key mouse 
which is utilized by PLAN-IT to enhance the user interface. 
The PLAN-IT screen (see Figure 1) graphically displays the activities 
which are scheduled and the resources the activities utilize. The 
PLAN-IT screen graphically represents the methods experts use to lay 
out a schedule. The upper portion of the PLAN-IT screen displays 
activities as a series of horizontal lines. Resources are represented 
as horizontal rectangles (thick rectangular bars) directly below the 
activity area. A white area in the resource line indicptes that a 
resource is not allocated; gray implies utilization within the bounds 
of a given maximum; black indicates an interval of oversubscription or 
conflict . 
Activities are internally represented with frames (8,9).  Resources 
are internally represented as blackboards (8,lO). Each resource line 
maintains internal lists of conflict and usage ratings for each 
interval of time. These interval bounds are determined as the point 
where usage differs. Any change (permanent or provisional) to an 
activity forces maintenance of the associated blackboards with an 
optional screen update. 
PLAN-IT 'strategies' are blocks of code which, when invoked, assist 
the user in resolving or analyzing conflicts. These strategies are 
initiated from a pop-up menu. 
Developers customizing PLAN-IT to a given application must have 
knowledge of PLAN-IT'S internal functions and a background in 
Zetalisp. Software to interpret the input file and to display the 
desired output to the end user must be generated for each unique 
application. Each resource timeline is defined by utilizing a series 
of macros developed specifically by the original PLAN-IT designers. 
Code which defines and displays conflict on the resource blackboards 
must be written, again with help of PLAN-IT macros. The next step is 
the design and implementation of software strategies to assist the 
user in generating a "good" schedule. Since PLAN-IT is an ongoing 
development, changes to the core code (i.e., below the level of the 
macros), may be required in a specific application when conditions are 
not fully representable in the macros. 
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CRAF PROBLEM OVERVIEW 
The CRAF m i s s i o n  h a s  a proposed l aunch  d a t e  o f  1993 (11). A f t e r  a 
c r u i s e  of s e v e r a l  yea r s  wi th  severa l  g r a v i t a t i o n a l  a s s i s t s  from c l o s e  
f l y b y  o f  p l a n e t a r y  b o d i e s  and a n  a s t e r o i d  e n c o u n t e r ,  CRAF w i l l  
encounter  t h e  comet Tempe1 2 near  t h e  o r b i t  of  J u p i t e r  i n  1996. A f t e r  
conduc t ing  p r e l i m i n a r y  s c i e n c e  a c t i v i t i e s ,  CRAF w i l l  accompany t h e  
comet p a s t  p e r i h e l i o n  ( c l o s e s t  approach t o  t h e  sun)  i n  1999. The 
e a r l y  encounter  phase i s  expected t o  have power r e source  c o n s t r a i n t s  
due t o  t h e  combined e f f e c t s  of s p a c e c r a f t  dependency on s o l a r  power 
while d i s t a n t  from t h e  sun, b a t t e r y  s torage ,  and a small nuclear  power 
source. 
The s p a c e c r a f t  ins t ruments  a r e  housed on two s e p a r a t e l y  movable scan 
p l a t f o r m s ,  on a s t a t i o n a r y  boom, and on t h e  s p a c e c r a f t  body. The 
ins t ruments  on p la t forms a r e  f i x e d  t o  those  platforms,  t h u s  it i s  t h e  
p l a t f o r m  t h a t  i s  s lewed t o  a c h i e v e  t h e  p r o p e r  o r i e n t a t i o n  f o r  a  
r e q u e s t e d  obse rva t ion ,  not  t h e  ins t rument  i t se l f .  These ins t ruments  
c o l l e c t  s c i e n c e ,  e n g i n e e r i n g  and n a v i g a t i o n a l  d a t a .  T h i s  d a t a  i s  
c o l l e c t e d  at  s p e c i f i c  da ta  r a t e s  which must e i t h e r  be recorded on t a p e  
o r  communicated t o  t h e  ground v i a  antennas i n  t h e  Deep Space Network 
(DSN) . 
Our t es t  set c o n s i s t e d  of n i n e  h y p o t h e t i c a l  r e q u e s t s  f o r  s c i e n c e ,  
n a v i g a t i o n  and e n g i n e e r i n g  a c t i v i t i e s  over  a  one week p e r i o d  nea r  
Tempe1 2 p e r i h e l i o n .  Each reques t  r ep resen ted  m u l t i p l e  occurences of 
an  a c t i v i t y ,  s o  t h e  n i n e  r e q u e s t s  expanded t o  77 a c t i v i t i e s .  The . 
a c t i v i t i e s  had requirements and c o n s t r a i n t s  on ins t rument  usage, t h e  j 
p l a t f o r m  p o i n t i n g  p o s i t i o n ,  s p a c e c r a f t  o r i e n t a t i o n ,  d a t a  r a t e ,  and 
separa t ion  t i m e .  One request  required use of t h e  d i g i t a l  t a p e  recorder 
(DTR) f o r  r e c o r d  and playback.  Ground r u l e s  f o r  t h i s  demons t ra t ion  
s t i p u l a t e d  t h a t  a l l  a c t i v i t i e s  were t o  be performed d u r i n g  t h e  n i n e  
h y p o t h e t i c a l  CRAF DSN t r a c k i n g  viewperiods (See Figure  2 ) .  The d a t a  
r a t e  c o n s t r a i n t s  i n  t h o s e  t r a c k s  p l a c e  l i m i t a t i o n s  on t h e  DSN l i n k  
c a p a b i l i t i e s  and tape  playback speeds. 
From t h e  n ine  reques t s ,  t h e  developers  e x t r a c t e d  t h e  d e t a i l s  impl ied  
by t h e  r e q u e s t s  a n d  d e r i v e d  t h e  d e f i n i t i o n s  f o r  c o n f l i c t  and  
c o n s t r a i n t  v i o l a t i o n  c o n d i t i o n s .  The fo l lowing  i s  a  d e s c r i p t i o n  of 
t h e  ex t rac ted  d e t a i l s .  
F i r s t ,  of  t h e  n ine  reques t s ,  two were multi-phase. These two mul t i -  
phase  r e q u e s t s  were expanded i n t o  f i v e  s i n g l e - p l a s e  r e q u e s t s  f o r  a 
t o t a l  of twelve  r e q u e s t s .  A d e s c r i p t i o n  of t h e  twelve r e q u e s t s  and 
t h e i r  a t t r i b u t e s  a r e  found i n  Figure 3 .  
Second, r e q u e s t s  f e l l  i n t o  two c a t e g o r i e s :  shor t -  and long-durat ion.  
The s h o r t - d u r a t i o n  a c t i v i t i e s  were performed one o r  more t i m e s  p e r  
week. These s h o r t - d u r a t i o n  a c t i v i t i e s  had a h i g h e r  p r i o r i t y  t h a n  
a c t i v i t i e s  which were reques ted  continuously throughout t h e  one-week 
per iod .  
I n  c o n t r a s t ,  t h e  l o n g - d u r a t i o n  a c t i v i t i e s  were r e q u e s t e d  t o  b e  
continuous. Por t ions  of  these  a c t i v i t i e s  could be suspended i n  f avor  
of t h e  short-durat ion a c t i v i t i e s .  
FIGURE 2 DEEP SPACE NETWORK TRACKING 
ASSIGNMENTS FOR CRAF TEST BED 
DURATION OF 
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8 
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8 
8 
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STATION 
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45 
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65 
D A T A  
R A T E  
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40.7 
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70 
34 
70 
34 
70 
34 
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1 
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1 
2 
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DEFINITIONS: 
ACTIVITY 
VTARCAL-RT 
VTARCAL-RCD 
VTARCAL-PB 
MAGROL 
NOPNAV 
DCOUNT 
VJETA 
MCHAR-C 
MCHAR-A 
WCHAR-L 
WLOU 
WHIGH 
Cont  - C o n t i n u o u s  
DC - Dust C o u n t e r  
D-C - Don ' t  Care ,  d o e s n ' t  m a t t e r  If s p a c e c r a f t  is m a n e u v e r i n g  o r  s t a t i o n a r y  
HPSP - High P r e c i s i o n  Scan P l a t f o r m e  
INSTRUMENT 
I S S  
I S S  
--- 
MAG 
I S S  
DC 
I SS 
NMS 
NMS 
NMS . 
P WA 
P WA 
ISS - Imaging  Subsys tem ( c a m e r a s )  
LPSP - Low P r e c i s i o n  Scan  P l a t f o r m  
MAG - Magnetonmter 
HNVR - S p a c e c r a f t  r e q u i r e d  t o  m n u e v e r  
PLATFORM 
HPSP 
HPSP 
--- 
--- 
Hl SP 
LPSP 
HPSP 
LPSP 
LP SP 
LPSP 
--- 
--- 
NMS - N e u t r a l  Marr S p e c t r o m e t e r  
PWA - Plasma Wave A n a l y z e r  
STAT - S p a c e c r a f t  r e q u i r e d  t o  b e  s t a t i o n a r y  
MANEUVER 
STAT 
MNVR 
STAT 
HNVR 
STAT 
STAT 
STAT 
STAT 
STAT 
STAT 
D-C 
D-C 
(1) LPSP p o i n t e d  a t  t h e  comet SO* o f  t i m e  a s  w e l l  a s  
a t  l e a s t  o n c e  e v e r y  two h o u r s  f o r  1 0  m i n u t e s  
( 2 )  O c c u r e n c o s  w i t h i n  e a c h  t r a c k  t o  be s e p a r a t e d  by a t  l e a s t  
5 h o u r s  b u t  n o t  more t h a n  7 h o u r s  
TARGET 
STAR-FIELD 
CAL-PLATE 
--- 
--- 
STAR/COMET 
COPlET 
COMET-JET 
COMET 
ANTI-COMET 
COKET 
--- 
--- 
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Third, from the twelve requests, definitions for conflict and 
constraint violation conditions were derived. Conflicts occurred when 
activities were scheduled in a time frame which required more 
resources than were available. 
An example of an instrument usage conflict is two activities requiring 
the same instrument to be scheduled at the same time. An instrument 
can only accomodate one activity at a time. 
An example of a constraint violation can occur with respect to 
spacecraft movement. An activity requiring the spacecraft to be 
stationary during its observation cannot be scheduled in the same time 
frame as an activity requiring the spacecraft to be maneuvered. A 
more detailed description of conflict and constraint definitions is 
included in the next section. 
PLAN-IT CUSTOMIZATION FOR CRAF 
This section discusses the CRAF test case with respect to PLAN-IT. 
The representations of the various data elements such as activities, 
resources, conflicts and constraints are discussed below. The 
different scheduling technique categories (Basic, Structured, Expert) 
added to the PLAN-IT repertoire, and the rationale for selecting these 
techniques are reviewed. 
Three engineers developed the PLAN-IT overlay code for the CRAF test 
case over a time span of seven months. The seven month implementation 
period included: 1) gaining experience in LISP programming, 2) 
familiarization with the PLAN-IT core code, 3) defining the CRAF- 
specific representation and processing requirements, and 4) coding of 
those requirements. The engineers combined work experience included 
spacecraft scheduling and programming for resource allocation 
problems. The original PLAN-IT designers were available for 
consultation throughout the seven months, as were CRAF spacecraft 
engineers. Development efforts culminated in a PLAN-IT CRAF proof-of- 
concept demonstration in October 1986, followed by informal CRAF 
project recognition of the product's overall potential. 
Activities were represented as frames with slots for each specific 
attribute of the activity. The attributes were a unique identifier, 
the start/stop times, the duration of the activity, maneuver status, 
platform targetting, data rate, and time windows. PLAN-IT created the 
activity frames as it parsed the input request data file. 
Resources were internally represented as blackboards. Each resource 
timeline contained time intervals, conflict and usage ratings. As 
activities were moved within the schedule, the resource blackboards 
updated themselves accordingly. Following is a description of each 
resource utilized by the CRAF activities and a description of the 
c o n f l i c t  and  c o n s t r a i n t  c o n d i t i o n s  t h a t  were a p p l i c a b l e  t o  e a c h  
resource.  
Instrument usage w a s  r ep resen ted  on t h e  INSTRUMENT USAGE l i n e s  (PWA, 
ISS, DCS, MAG, NMS r e s o u r c e  l i n e s  i n  F i g u r e  1 ) .  A unique  r e s o u r c e  
l i n e  was a s s i g n e d  t o  each  of t h e  f i v e  i n s t r u m e n t s .  The c o n f l i c t  
r e p r e s e n t a t i o n  a s s o c i a t e d  w i t h  e a c h  of t h e  i n s t r u m e n t  r e s o u r c e  
t ime l ines  w a s  correspondingly simple - a s i n g l e  instrument usage could 
be  reques ted  by only one a c t i v i t y  wi th in  any time frame. Graphica l ly  
t h e  r e s o u r c e  t i m e l i n e s  d i s p l a y e d  whi te  when t h e  i n s t r u m e n t  i s  n o t  
used,  g r a y  when t h e  i n s t r u m e n t  w a s  r e q u e s t e d  f o r  u s a g e  by one  
a c t i v i t y ,  and b l a c k  when s e v e r a l  a c t i v i t i e s  r e q u e s t e d  t h e  same 
i n s t r u m e n t  i n  t h e  same t i m e  frame.  Ded ica ted  i n s t r u m e n t  u s e  was 
assumed t o  be  requ i red  f o r  a l l  CRAF a c t i v i t i e s ,  a l though i n  p r a c t i c e ,  
s c i e n t i s t s  occasionally use t h e  same da ta  f o r  mul t ip le  experiments. 
The d a t a  r a t e  r e source  was rep resen ted  on t h e  DATA RATE l i n e .  Each 
DSN antenna i s  charac te r i zed  with t h e  a b i l i t y  t o  support  a s p a c e c r a f t  
t r a c k  w i t h i n  i t s  maximum d a t a  r a t e  c a p a c i t y  which i s  determined by 
equipment c o n f i g u r a t i o n  and d i s t a n c e  t o  t h e  s p a c e c r a f t .  F i g u r e  2 
shows t h e  data r a t e  capaci ty  f o r  each test  DSN t r a c k .  All a c t i v i t i e s  
w e r e  scheduled wi th in  t h e  given data r a t e  envelopes. The DSN antennas 
can support  s e v e r a l  a c t i v i t i e s  i n  t h e  same t i m e  i n t e r v a l  provided t h e  
sum of t h e  a c t i v i t i e s '  da ta  rates does not exceed t h e  maximum DSN l i n k  
c a p a c i t y .  The DATA RATE r e s o u r c e  l i n e  showed w h i t e  when no d a t a  
a c t i v i t y  took place,  gray when some bandwidth was used, and black when 
t h e  maximum da ta  r a t e  w a s  exceeded. 
T a r g e t t e d  usage  of i n s t r u m e n t s  on t h e  Low P r e c i s i o n  Scan P la t fo rm 
(LPSP) was r e p r e s e n t e d  on t h e  LPSP TARGET l i n e .  These i n s t r u m e n t s  
had very genera l  t a r g e t t i n g  c r i t e r i a .  General t a r g e t s  were symbolized 
by t h e  t a r g e t  name, f o r  example, EARTH, STAR and COMET. A c t i v i t i e s  
were i n  c o n f l i c t  when they disagreed on general  po in t ing  requirements. 
The LPSP TARGET r e source  l i n e  showed g ray  when an ins t rument  on t h e  
low p r e c i s i o n  scan  p la t fo rm had t a r g e t t i n g  requi rements .  Thus, t h e  
resource  l i n e  showed white when none of t h e  LPSP ins t ruments  was used 
o r  i f  an LPSP instrument was i n  use but  untarget ted .  Black showed when 
c o n f l i c t i n g  t a r g e t s  were requested f o r  t h e  same t i m e .  
Usage of  ins t ruments  on t h e  High P r e c i s i o n  Scan P la t fo rm (HPSP) w a s  
r e p r e s e n t e d  on t h e  BPSP TARGET l i n e .  I n  c o n t r a s t  t o  t h e  LPSP, t h e  
HPSP i n s t r u m e n t s  ( i . e . ,  t h e  cameras)  had  such  e x a c t  t a r g e t t i n g  
c r i t e r i a  t h a t  no two i n d e p e n d e n t l y  r e q u e s t e d  a c t i v i t i e s  c o u l d  
c o n j o i n t l y  u t i l i z e  t h e  same pla t form o r i e n t a t i o n .  Representing exac t  
t a r g e t t i n g  c r i t e r i a  (azimuth and e l e v a t i o n  a n g l e s )  would r e q u i r e  a 
s i g n i f i c a n t  coding e f f o r t  beyond t h e  coding a s s i s t a n c e  provided by t h e  
PLAN-IT macros. 
.' 
For  t h e  above r e a s o n s ,  t h e  HPSP TARGET l i n e  showed a c o n f l i c t  
whenever t h e  h i g h  p r e c i s i o n  scan  p l a t f o r m  s u p p o r t e d  two d i f f e r e n t  
a c t i v i t i e s  c o n c u r r e n t l y ,  r e g a r d l e s s  of  how t h e y  were targetted. I n  
t h i s  d a t a  s e t ,  t h e  r e s u l t  was somewhat t r i v i a l i z e d  by t h e  f a c t  t h a t  
only  one ins t rument  was p r e s e n t  on t h e  HPSP, u n l i k e  t h e  a c t u a l  p l a n  
f o r  CRAF which h a s  a complement of  s c i e n t i f i c  and e n g i n e e r i n g  
instruments on t h e  HPSP. 
Maneuver s t a t u s  was represented on the MANEWER resource l i n e .  
Activities had one of the following maneuver states: YES maneuver the 
spacecraft, NO don't maneuver the spacecraft or DON'T CARE whether the 
spacecraft is  manuevered or stationary. The assumptions made were: 
(a) No two act iv i t ies  which required the spacecraft t o  
maneuver could share the same maneuver 
(b) No activity which required the spacecraft t o  be stationary 
could coexist with an activity which maneuvered, 
though several stationary act iv i t ies  could co-exist w i t h  
each other 
(c) Activities which don't care about maneuvering 
could coexist with any other activity. 
Maneuver conflict code was written which stated that i f  two act iv i t ies  
of t he  type (a)  o r  (b)  occurred, a conf l i c t  was displayed on the  
MANEUVER resource l ine.  Portions of the maneuver resource l ine  showed 
gray i f  one or more ac t iv i t i es  requiring a stationary spacecraft were 
concurrent,  or  i f  a s ing le  a c t i v i t y  requir ing a maneuver was 
scheduled. Any ac t iv i ty  with LPSP or HPSP t a rge t t ing  requirements 
required, by default,  a stationary spacecraft unless a maneuver was 
specifically requested (e.g., VTARCAL). 
The assumptions deta i led  above were i n  accord w i t h  the  t e s t  case. 
Realistically, the following qualifiers should be noted: 
(a) Maneuvers, such as spacecraft ro l l  maneuvers, 
could sometimes be shared by several act ivi t ies.  
(b) The degree of "hardness" of the stationary spacecraft 
requirement varies. 
The DTR-#ODE resource l ine  was coded t o  show white when no ac t iv i ty  
was taking place on the tape recorder, l ight  gray when recording was 
scheduled, dark gray when data  was played back, and black when 
recording and playback were scheduled in conflict. 
The other major constraints included minimum and maximum separation 
times between a c t i v i t i e s ,  percentage of time pointed a t  spec i f ic  
targets ,  and separation time between targetted in tervals  of a given 
a c t i v i t y .  These const ra ints  were not represented on the  resource 
timelines, so conflict was handled by coding special functions t o  run 
from a menu as  discussed below. This meant tha t  the code t o  detect 
these conditions could not be in tegrated w i t h  other in te rac t ive  
processing or other strategies through the PLAN-IT blackboard system. 
Separation time cons t ra in t s  were handled by the  PLAN-IT input 
preprocessor. It s e t  up time windows during which a c t i v i t i e s  could 
take place. Thus i f  activity-A was required to  precede activity-B by 5 
t o  7 hours, and activity-A was placed by the preprocessor a t  1 0 : O O  AM, 
it placed activity-B a t  3:00 PM w i t h  an associated two-hour window 
ending a t  5:00 PM. In t h i s  ' s t a t ionary '  time window, i f  something 
moved activity-A, there  was no mechanism t o  move the window for  
activity-B; that would be a 'dynamic' time window, which PLAN-IT could 
not support except a t  the expense of considerable CPU time. Although 
code for  it could be written, i t e r a t i v e  s t ra teg ies  would r u n  much 
longer. The following is a description of three constraints of this 
type. 
Tarpet Time Percentage Constra in ts  were requirements to track a 
certain target with a certain instrument for a definite minimum 
percentage of the time. The underlying, unstated requirement was that 
the requester desired full time tracking, knowing it could not be 
achieved, but wanted to register the fact that when the activity was 
suspended, the need to resume that tracking increased with time. 
Tota l  T i m e  Percentage Cons t ra in t s  were similar to Target Time 
Percentage Constraints, except they were untargetted. There was some 
overlap in coding these constraints. 
S e p a r a t i o n  T i m e  C o n s t r a i n t s  took the form of repetition 
requirements. Repetitive activities were required to be separated by 
either a minimum or a maximum amount of time or both. Again there was 
an overlap in coding with the constraints above. 
PLAN-IT did not contain the techniques described in the Basic, 
Structured and Expert categories. PLAN-IT did provide the structures 
for gathering the data required for implementation of the different 
scheduling categories. The three scheduling categories are described 
with respect to the PLAN-IT CRAF test case. PLAN-IT provided 
assistance in the development of the Basic Category techniques by 
providing a method by which the Basic techniques could be coded in 
LISP and interfaced with the existing core of code. 
The Basic techniques developed for CRAF have not yet been incorporated 
into generic PLAN-IT. The program's good graphic and mouse interface, 
when combined with application code, enhances user friendliness. 
The PLAN-IT CRAF test case emphasized features which gave the user 
full control while generating a schedule. The Basic category 
operations designed and coded for PLAN-IT CRAF included: 
El - Move moused activity to moused time. 
E2 - Delete moused activity. 
E3 - Examine moused activity detail. 
PLAN-IT facilitated development of the S t r u c t u r e d  Ca tegory  
techniques in the same manner as it did for the Basic category 
techniques. Broad classes of scheduling problems (such as a Pert chart 
application) have not been implemented in generic PLAN-IT. So, the 
developers wrote the software to accomodate the Structured techniques. 
The following is a description of some of the operations implemented 
for PLAN-IT CRAF in the Structured category. 4 
DELETE CONFLICTING PART (Al) was used to delete any part of the moused 
on activity which is in conflict in any way. The strategy was to move 
short-duration activities around manually using El (to get them out of 
conflict with each other) then run A 1  on each long-duration activity. 
This quickly creates a conflict free schedule for some tracks. 
Some a c t i v i t i e s  were i n  c o n f l i c t  s o l e l y  because of t a r g e t  and maneuver 
c o n f l i c t s .  A 1  c o u l d  delete t h o s e  a c t i v i t y  p o r t i o n s ,  b u t  t h e r e  were 
cases where it would be b e t t e r  t o  r e l a x  t h e  t a r g e t t i n g  c o n s t r a i n t  and 
p r e s e r v e  t h e  a c t i v i t y  i t s e l f  i n  u n t a r g e t t e d  mode dur ing  an o therwise  
c o n f l i c t i n g  maneuver. For example it was b e t t e r  f o r  t h e  d u s t  coun te r  
t o  b e  c o u n t i n g  d u s t  i n  a d i r e c t i o n  away from t h e  comet t h a n  n o t  
count ing  a t  a l l .  Th i s  s c e n a r i o  w a s  accomplished by app ly ing  DECIMATE 
ACTIVITY (A2) t o  long-duration a c t i v i t i e s ,  which c u t  them up i n t o  t e n  
s e p a r a t e  descendan t  a c t i v i t i e s ,  fo l lowed  by UNTARGET (A3) on t h e  
c o n f l i c t i n g  t e n t h s ,  fol lowed by RECONNECT CONTIGUOUS ACTIVITIES (A4)  
which would reconnect t h e  'decimated1 a c t i v i t y .  A l l  t h e s e  a r e  d i r e c t e d  
by t h e  mouse. 
Another s c e n a r i o  was t o  DECIMATE a l l  t h e  long events ,  d e l e t e  some of 
t h e  t e n t h s  us ing E2, move t h i n g s  around manually using E l ,  t hen  EXPAND 
EVENTS WITHOUT CONFLICT (AS) which would expand t h e  decimated e v e n t s  
a f t e r  t h i s  manual ' s h u f f l i n g '  t o  t h e  e x t e n t  p o s s i b l e  w i t h o u t  
i n s t i t u t i n g  c o n f l i c t s .  
I n  t h e  Expert Category d i f f e r e n t  c u s t o m i z a t i o n s  o f  PLAN-IT have  
i n c l u d e d  complex ' s t r a t e g i e s '  which were a t t e m p t s  t o  code a s  much 
e x p e r t i s e  as p o s s i b l e  i n t o  t h e  s o f t w a r e .  W e  t a i l o r e d  one of  t h e s e ,  
SHUFFLE TO REDUCE CONFLICT ( S l ) ,  and found t h a t  it worked w e l l  t o  
reduce  c o n f l i c t  t o  an i n i t i a l  minimum. This  minimum was a s t a r t i n g  
po in t  f o r  t h e  rest of t h e  scheduling operat ions.  
The PLAN-IT i n i t i a l  a l l o c a t o r  p i l e s  a c t i v i t i e s  on t o p  of each o the r  a t  
t h e  beg inn ing  of  t h e i r  windows, r e g a r d l e s s  of c o n f l i c t .  S i n c e  many 
a c t i v i t i e s  have  windows a week l o n g ,  t h i s  c r e a t e d  a n  i n i t i a l  
a l l o c a t i o n  wi th  a l o t  of c o n f l i c t  a t  t h e  beginning o f  t h e  week. One 
h e u r i s t i c  w e  coded and t r i e d  wi th  some success  was DISTRIBUTE LOW- 
DENSITY EVENTS (S2) .  It c o l l e c t e d  events  which occurred l e s s  than once 
p e r  t r a c k  and a l l o c a t e d  them e v e n l y  among t h e  t r a c k s .  I t s  o n l y  
c o n s t r a i n t  was not  t o  put  a c t i v i t i e s  i n  t r a c k s  which could not  support 
t h e  reques ted  d a t a  rate. 
The combination which seemed t o  give the  b e s t  r e s u l t  w a s  t o  execute S2 
then S1 t o  r e t u r n  a "good cut"  schedule. 
Specialized Constraint Checking c o u l d  n o t  b e  p r a c t i c a l l y  
r e p r e s e n t e d  i n  t h e  b lackboards ,  because  t h e i r  i n t e g r a t i o n  i n t o  t h e  
basic c o n f l i c t  d e f i n i t i o n s  r e s u l t e d  i n  excess ive  execut ion  t i m e .  The 
dec i s ion  w a s  made t o  have separa te  r epor t ing  code which w a s  invoked by 
an o p e r a t o r  c a l l  from t h e  menu. The d i sadvan tage  was t h a t  o p e r a t o r  
d e c i s i o n s  cou ld  cause  i n c r e a s e d  c o n f l i c t  i n  t h e s e  a r e a s  wi thout  t h e  
o p e r a t o r  be ing t h e  least aware of it till an e x p l i c i t  check was made 
l a t e r .  
The TIME-CHECKER ( C l )  r o u t i n e  compared r e q u i r e d  s e p a r a t i o n  t i m e  t o  
a c t u a l  s e p a r a t i o n  t i m e  c o n s t r a i n t s  f o r  a supp l i ed  a c t i v i t y  name, and 
d isplayed a c t i v i t i e s  and time per iods  which v i o l a t e d  requirements f o r  
minimum o r  maximum separa t ion  t imes.  
POPUP-STATS (C2) showed a percentage of t h e  time spent  suppor t ing  an 
a c t i v i t y  along with t a r g e t t i n g  percentages. 
ANALYSIS OF THE CRAF DEMONSTRATION RESULTS 
The CRAF demonstration was successful. Conflicts could be eliminated 
and constraints were reported within a reasonable time span, and in a 
user-natural way. The core of the interactive scheduling capability 
shows sufficient promise to be worth incorporating into an operational 
tool, and basis exists for further development towards an Expert 
System for the spacecraft scheduling problem. 
It was our feeling that use of the mouse and menu techniques, as 
opposed to keyboard input, was necessary for the successful creation 
of a user-natural impression. Every time the scheduler takes his eyes 
off the screen to input keystrokes, he loses concentration on the 
problem. PLAN-IT made it possible to design an interface profitably 
emphasizing the mouse and menu. 
It is unclear whether the final CRAF science instrumentation set will 
present problems of a qualitatively different nature from the test 
set. The general observation is that each instrument tends to present 
a qualitatively unique scheduling challenge. 
The number and complexity of constraints imposed on the range of 
acceptable results would likely be far greater in a real situation. 
This is partly a function of the number of instruments and wider 
variety of requests, and partly of operational experience. A wide 
variety of conflict and constraint conditions need to be studied to 
characterize the tractable conditions. 
FUTURE WORK 
Although the PLAN-IT CRAF initial development met its objectives, 
additional work is implied for the future if the ultimate objective of 
operational support is to be met. 
There is a requirement to represent steps within activities, with 
temporal and precedence interrelationships among the steps. It is 
generally agreed the test set representation was biased in favor of 
single-step, single-resource activities. However this is not 
considered a research issue, since other PLAN-IT implementations (12) 
support multi-step activities. 
Dr. Boris Katz (Massachusetts Institute of Technology) demonstrated a 
natural language parser for possible use as a front end for the PLAN- 
IT scheduling process (13). Data originating from natural language 
was translated to Lisp forms which were fully compatible with the CRAF 
test bed PLAN-IT software. Data was input, displayed and updated at 
high speed using the Katz parsing system. We are optimistic such 
capability will have a place in spacecraft scheduling pending further 
definition of the role for natural language in that endeavor. 
The power and energy management quandary inherent in being dependent 
on energy collected by solar panels is likely to require a heuristic 
solution peculiar to the CRAF spacecraft. The resource can be modelled 
as a continuous function dependent on distance from the sun. 
Future work includes expansion in the Request Integration and the 
Activity Detail Design areas including'tape recorder management. 
Heuristics and functions different from the test case will be 
required. 
The current support for CRAF can be enhanced to include scheduling of 
activities outside tracking times. 
CONCLUSIONS 
The PLAN-IT CRAF effort was successful because of the efficacy of the 
tools afforded by PLAN-IT as a development base. PLAN-IT CRAF showed 
promise in its ability to assist interactively with integrating 
requests in a complex mission, using a subset of the mission resources 
over a subset of the conflict and constraint conditions. 
With Project approval, capabilities to be added to the CRAF scheduling 
paradigm include power, energy and tape recorder management. 
Capabilities which require additional coding include activities 
outside of tracking times, and providing multi-step activity 
definitions. 
Suggested improvements for the generic PLAN-IT core rose out of the 
CRAF effort: (1) provide Basic category commands, and (2) provide a 
language in which a higher-level lapplicationsl coder can design 
Structured and Expert Levels operations for his application. 
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An Expert System That Performs A Satellite Stationkeeping Maneuver 
M. Kate Lines-Browning and John L. Stone, Jr. 
Abstract: 
In this paper, we describe the development and capabilities of a prototype expert sys- 
tem that provides real-time spacecraft system analysis and command generation. At present, 
ESSOC (Expert System for Satellite Orbit Control) is capable of performing the stationkeeping 
maneuver for a geostationary satellite. 
ESSOC guides the operator through the stationkeeping operation by recommending 
appropriate commands that reflect both the changing spacecraft condition and previous 
procedural action. Information regarding satellite status is stored in a knowledge base internal 
to the expert system. This howledge base is continuously updated with processed spacecraft . 
telemetry. Information on the procedural structure is encoded in production rules. The 
independence of the procedural rules from each other, and from the knowledge base, makes 
the system easy to maintain and expand. 
Particular attention is directed to distinctive features of the ESSOC system and its 
development, namely, the structured methods of knowledge acquisition, and the design 
and performance-enhancing techniques that enable ESSOC to operate in a real-time 
environment. 
1.0 Introduction 
Certain properties of current satellite operation techniques indicate that significant 
benefit may be derived by introducing automation into the field of satellite operations. First. 
satellites are difficult to operate, requiring skilled teams that are both difficult to assemble 
and expensive to maintain. Second, errors on the part of the flight crew can be expensive 
to rectify or can even be irreversible. Aut,omating satellite operations offers a number of 
distinct advantages: 
1) Swift anomaly detection and response; 
2 ) Identification of transient conditions; 
3 )  Correct operational response to the aforementioned conditions; and 
4 )  Capability to implement increasingly complex flight rules. 
As proof of the concept that the use of expert systems is an efficient method of achiev- 
ing the goals listed above we have developeci ESSOC, a orototypc exptxrt system for satel- 
lite operations. 
Rather than construct a system to completely handle all satpllite operations, we limited 
the scope of ESSOC operation to a sut)set of the op~rations for a mlssion Furthermore, 
once a prototype system was produced, the  nodular dt.slgn inherent tn ESSOC wol~ld enable 
us to expand the system over time. 
We selected the stationkeeping maneuver for the TDRS- 1 spacecraft as the domain for 
our development effort. The choice of spacecraft was predicated upon the availability of 
knowledge engineers familiar with the domain. Thc cho~ce of the particular satellite oper- 
ation to be automated was more arbitrary, but the stationkeeping maneuver met the fol- 
lowing desirable criteria: 
1 ) Need for swift response to problems; 
2 )  Rcasonable procedure duration (approximately 3 hours); 
3)  Manageable domain size/development complexity; 
4 )  Universality of application to different satellites; 
5 )  Critical need for correct commanding; 
6 )  Greatest potential benefit to current TDRS operations. 
Conveniently, the TSIM real-time TDRS Simulator was available to serve in the test bed 
for ESSOC, providing both a telemetry stream and a command response. 
Using the techniques outlined herein, ESSOC prepares the satellite (in this case the 
TSIM real-time simulator) for the orbit adjustment by recommending and sending com- 
mands that route propellant to the appropriate thrusters for attitude control and firing 
the delta V thrusters. Attitude control modes are switched as necessary and the success 
or failure of each step of the procedure is verified continuously via telemetry. The user 
is notified of problems as problems are detected. ESSOC generates satellite commands in 
response to anomalies and displays them for user action. 
2.0 The TDRS Spacecraft 
The TDRS spacecraft (shown in Figure 1) is a 3-axis-controlled, bias-momentum- 
stabilized communications satellite. Launched in 1983 and stationed at 71° West longitude, 
TDRS-1 will be joined by at least two similar spacecraft yet to be launched. During normal 
on orbit operations, reaction wheels are used to control the attitude, while one pound (nomi- 
nal) thrusters are used occasionally to remove accun~ulated wheel momentum. These same 
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FIGURE 1. ON-ORBIT CONFIGURATION 
thrusters are also used periodically to adjust the TDRS orbit to correct for perturbations, 
and to maintain the TDRS attitude and thrust vector during this correction procedure. 
The thrusters use catalytic decomposition of hydrazine on a heated catalyst bed, which 
must have its temperature maintained through proper commanding. The earth sensors 
provide pointing error information provided the satellite is within five degrees of the proper 
attitude. The solar arrays provide electric power, and must be maintained in the correct, 
sun-pointing position by rotating them about the pitch axis as the satellite orbits. Various 
antennas included in the spacecraft payload may also be seen (Figure 1). Further details 
on the TDRS may be found in "TDRS Spacecraft Operations."' 
3.0 The ESSOC Expert System 
The ESSOC expert system resides on a Symbolics 3675 LISP machine. It receives 
processed telemetry data via Ethernet from the ESSOC front end processor which resides 
on a VAX 11/785. The telemetry data is provided by a real-time spacecraft simulator that 
also resides on the VAX. In this section, we will discuss each portion of this configuration 
separately. A discussion of the link between the two machines is found in section 3.3.5. 
3.1 ESSOC Development Environment 
The Symbolics 3675 LISP machine is a stand-alone, single-user LISP workstation. Our 
system is equipped with both a black-and-white console and a color graphics monitor. The 
programming environment supports multi-windowing, multi-tasking, incremental develop- 
ment of programs, and optimized LISP programming. We used LISP to implement the expert 
system functions that dealt with the color graphics, procedure timing, networking, and 
arithmetically intensive functions used by procedural rules. Most of the expert system, 
however, was developed using the expcrt system rlcveloprnent shell, ART (Automated 
Reasoning Tool), which greatly expedited expert system development. ART provides an 
inference engine and mechanisms for representing frames (schemata), rules (backward and 
forward chaining), and inheritance relations. 
Telemetry data for the expert system is provided t)y a real-time, high-fidelity simula- 
tor of the TDRS spacecraft (TSIM) that resides on ehp VAX 1 ll"i85. Because the simulator 
is able to model response to commanding in telernet.ry, t,he simulator provides a telemetry 
stream (1000 bits per second) functionally identical to that of the spacecraft. Hence, in 
designing the expert system, we were able to consider the sitnulator indistinguishable from 
the satellite. 
ESSOC's front end processor, which resides on the VAX, is responsible for processing 
the raw telemetry data from the simulator into a specified format and placing it into a 
processed telemetry buffer on the VAX. Thc conversion of data is performed in t,wo steps. 
First. the front end processor breaks t.hc dat,a from the simulator down into complete telem- 
etry frames and stores these frarrles in a buffer on the VAX. Whenever the processed telem- 
etry buffer becomes empty, the second step of the processing is performed. The second 
step of the conversion process changes this raw clata into engineering units, performs trend 
determination, and labels the data values with ASCII tags. The front end processor places 
the resulting data into the processed telemetry buffer which holds up to 64 frames (32'768 
bits) of t e l e m e t r ~ . ~  
3.2 Expert System Development 
Using the "rapid prototyping" method of software development, a working prototype 
of the ESSOC expert system was developed within six months. The first three months of 
the project were spent in an intensive knowledge acquisition phase. The information col- 
lected at this time was used to select a scheme for representing knowledge in the expert 
system that would allow the system to operate in real time and to be expanded. After decid- 
ing on the general design of the system, the information gained from the domain experts 
(in this case, spacecraft engineers) was organized and converted into code. The expert sys- 
tem prototype generated from the initial data was evaluated by the domain expert and 
suggestions for improvements made by the spacecraft engineers were incorporated into 
the system. The development cycle then repeats: the spacecraft engineers are interviewed 
by the knowledge engineers to obtain more information about the problem domain, this 
knowledge is organized and encoded, and the resultant system is evaluated by the experts. 
With each iteration of the development cycle, the system becomes more refmed and complete. 
From our initial interviews with the spacecraft engineers, it was clear that there were 
two basic types of knowledge about the problem domain that were needed by the system: 
procedural knowledge and structural knowledge about the spacecraft. Hence, we drew the 
methods to organize our data from two distinct software design methodologies: Object 
Oriented Design (OOD) and Structured Analysis Design Technique (SADT)? In implement- 
ing the expert system, we encoded the structural knowledge in frames, and we encoded 
the procedural knowledge in forward-chaining rules. The ESSOC expert system therefore. 
[nay be described as a hybrid-frameirule-based system. 
3.3 Expert System StructureIOperation 
The ESSOC expert system is composed of three main portions: 1) the rule base, 2) 
the knowledge base (ESSOC's internal representation of the satellite); and 3) the user mter 
face In addition. ESSOC requlres processing of the satellite data by custom software In 
the following sections, we discuss each of the parts of the expert system in more deta~l 
and the flow of data throughout the expert system and its test bed. 
3.3.1 Rule Base 
The rule base of the expert system contains all the procedural knowledge of the sys- 
tem (i.e., procedures for detecting and correcting anomalies as well as the procedure for 
the delta V itself). The procedural knowledge gained from interviewing the engineers was 
divided into specfic phases which were then sut~divided into discrete activities. As prescribed 
by the SADT methodology, each of these activities was then analyzed by identifying the 
inputs, outputs, and constraints associated with each of the activities.' In composing rules, 
the left (IF) side of the production rule contained t.he input conditions and the constraint 
c-onditions, whereas the right (THEN) side of the rule contained the items in the output 
portion of the activity description. Examples of an activity decomposition and the resul- 
tant ART rule are shown in Figure 2. 
Because we anticipated that there would be a large number of rules in the system, 
and because ART'S inference engine considers every rule for matching in every inference 
cycle, a strategy to speed the matching of rule patterns against the data base was employed. 
The rules were partitioned into functionally related sets called rulesets. Rulesets may be 
designated as active or inactive based on the relevance of the function of this ruleset to 
the current status of the maneuver. The status of a rulcset (active or inactive) is dynami- 
cally determined by a set of metarules that respond to specific telemetry, timing, and 
sequencing conditions. The first condition for matching a rule is that the rule be a part 
of a ruleset which is active. Since only a few of t t l ~  r~1leset.s are active at any one time 
in the maneuver, the time that the system sp'encts pattern matching is greatly reduced. 
The list of rulesets which are active is stored in a data structure in the knowledge base. 
In addition to the metarules, there are two other general categories of rulesets: phase- 
specific and phase-independent rules. Phase-.specific rules perform the delta V procedure. 
For example, there is one ruleset that enables the catalyst bed heaters, and another that 
opens the propellant valves, etc. There are a total of 22 phase-specific rulesets. Phase- 
independent rulesets are those that perform monitoring functions. There are a t,otal of six 
phase-independent rulesets. For a more detailed listing of these rulesets, see the paper 
"An Expert System for Satellite Orbit Control.":' 
As an example of the operation of a monitoring (phase-independent) ruleset, we dis- 
cuss the Rhold monitor found in ESSOC. This monitor is active for a considerable period 
RULE BASE 
RESULTANT ART RULE: 
(defrule S-11-01 
(schema operation-status 
(current-rulesets configure-rcs-for-earth-mode) 
(current-message none) 
(current-command none)) 
(schema TCMD-0077 
(status none)) 
(schema thruster-package (valve-drive-electronics A)) 
= > 
(modify 
(schema operation-status 
(current-command TCMD-0077))) 
#L (new-line hew-window) 
#L (insert-string 'view-window "Rule S-11-01 
Fired.") 
#L (choose-command-option "TCMD, 0077" 16) 
#L (clear-window 'rule-window) 
#L (insert-string 'rule-window 
IF the current activity is configure rcs for 
earth mode 
AND the A valve drive electronics are to be 
used 
THEN send command TCMD, 0077 to turn 
on the A valve drive electronics")) 
IS READILY CONVERTED INTO 
ESSOC 
SADT ACTIVITY DESCRIPTION: 
TIME-TO-BURN-START s 1:10 
RTMS SET-UP VERIFIED 
AN ART RULE 
PID 623 
(VDE-0 ON) 
PID 639 
(VDE-A OFF) CONTROL 
t 
rn 
INPUT 
7 
TCMD, 0078 
TCMD, 0077 
TCMD, 0114 
TCMD, 0115 
FIGURE 2. THE SADT DESCRIPTION 
Configure 
RCS 
for 
Earth mode 
OUTPUT 
during the delta V procedure, during which several of the phase-dependent steps execute. 
At intervals that are unknown in advance, the Rhold monitor interrupts the normai proce- 
dure to recommend commands. This operation is detailed as follows. 
Shortly following launch, a failure rendered 13 of the 24 TDRS hydrazine thrusters 
unusable? further complicating control of the spacecraft. The failed thrusters are shown 
(in black) on the diagram of the spacecraft in Figure 3. In particular, the lack of an operat- 
ing negative roll thruster required an alternative method to provide negative roll torque 
for attitude control. The workaround developed requires firing a pair of yaw thruster pulses 
that cancel in yaw but have a fractional negative roll torque. The command sequence for 
performing the pair firing is called "Rholdn," where n is a number from one to seven denot- 
ing the number of thruster pulse pairs. These command sequences must be performed 
to provide negative roll control authority whenever thrusters are used for attitude control, 
such as during the delta V procedure. 
Currently, the attitude control system specialist instructs t.he satellite controller to com- 
mand the spacecraft by observing the earth sensor roll error, and issuing corrective satel- 
lite commands based upon hisiher intuition and experience. Incorporated in ESSOC is a 
roll axis controller, the Rhold monitor. The block diagram for this monitor is shown in Figure 
4. While unremarkable in design (further details on automatic controliers of this type may 
be found in the book rltrtornutic Corttrol S!/,stc~rr~~s~),  the ability to use a real-time controller 
in an expert system illustrat~es the performance margin and flexibility found in ESSOC. 
tZ NOTE POSITIVE THRUSTER FIRINGS CAUSE 
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FIGURE 4. RIIOLD MONITOR CONTROL LAW BLOCK DIAGRAM
In ESSOC, the controller itself is implemented in LISP on the Symbolics with the excep-
tion of the data filters, which are described in Section 3.3.5. Previous implementations
of this type of controller by CONTEL, were done in FORTRAN as a closed (no operator
control over commanding) LoopJ
When the controller determines that commanding is required, a condition is set in the
expert system knowledge base that causes a rule firing which displays the proper com-
mand for user action. As detailed in the user interface section, a monitor-generated rule
preempts any procedural commands in requesting user action.
3.3.2 The ESSOC Knowledge Base
As prescribed by the OOD method, features of the spacecraft were identified as objects;
the operations which act upon these objects were identified and the object's attributes and
values were listed, s With the structural knowledge organized in this way, the conversion
of the knowledge into ART's schemas (ART's frame-based knowledge representation) was
a very natural process. Figure 5 shows an example of a schema which represents a spacecraft
object in the knowledge base. ART's relational network allows the system to represent not
only parts of the spacecraft, but also the relationships between spacecraft parts. Values
from the telemetry data are stored in the knowledge base schemas and updated from incom-
ing telemetry data. Thus, at any given moment the state of the knowledge base reflects
the current status of the satellite; this portion of the knowledge base may be regarded as
a satellite simulator internal to the expert system.
In addition to information about the spacecraft, certain control structures are also present
in the knowledge base. One important control structure that we have already discussed
is the schema that keeps track of the rulesets which are active. Another important control
device is ESSOC's clock. The clock schema stores the current Greenwich Mean Time and
additional needed timing information such as the time until thruster burn start, duration
7
, 
An ESSOC Control Structure: the ESSOC Clock 
(defschema operation-time ;time of delta v operation 
(gmt "330:OO:OO:OO") ;(ddd:hh:mm:ss) 
(duration 100.0) ;deci-seconds 
(new-time no) ;old/no/yes/new 
(new-duration no) ;no/yes 
(universal-time 0)) ;seconds since 1/1/1900 
A portion of the ESSOC Satellite Representation: the th-Z3B Thruster 
(defschema th-Z3B) 
(instance-of thruster) 
(thruster-id th-Z3B) 
(status dis) ;pid 680 (enldis) 
(health working) ;(working/failed) 
(duty-cycle 0) ;(%) 
(temp 0) (redundant-thruster-id th-Z3B) 
(cat-bed-heater-id cat-bed-htr-Z3B) 
(propellant-valve-id prop-valve-Z3B) ; prop-valve-xxx 
(thermistor-id therrnisto~Z3B)) 
L 
FIGURE 5. ESSOC KNOWLEDGE BASE 
of thruster firlng and whether this information has been changed while configuring for 
the delta V maneuver. ESSOC's clock is updated from the system clock and may be accessed 
easily by any of the rules 
3.3.3 ESSOC User Interface 
The ESSOC system is equipped with two monitors: a black-and-white monitor and a 
high-resolution color monitor. The black-and-white console is an interactive user interface 
that functions as the conlnnand terminal. The color monitor is used for generating graphics 
that augment, rather than replace, displays that are currcrttiy available to the satellite 
controller. 
ESSOC displays its recon~mendations and rrlessages to t.he user in a specific window 
on the black-and-white screen. The operator may send or cancel a command, or confirm 
a message recommended by ESSOC by selecting the appropriate option from the command 
menu with the mouse. From this user intcrfhce, the  expert system may query the user 
for information not found in the telemetry, and may request confirmation that certain proce- 
dures have been accomplished before procccling with the delta V. High-priority commands 
are displayed on pop-up menus that covcr the command window, forcing the operator to 
respond befor? continuing with tho proccdure. III separate windows, ESSOC displays a his- 
tory of recom~nendetf commancls, a hist.ory of t,he cornmar~ds that have been sent and a 
brief justification of the currentJy rccommcnded colnmand or message. In addition to the 
command int.crface present on the t)lack-and-white screen, additional windows give help- 
ful information to the operator concerning the Greenwich Mean Time, lengt,h of time prior 
to thruster firing, and the current phase of the delta V operation. The operator may also 
send a satellite commands at will from this screen. 
The ESSOC color graphics are displayed on a high-resolution (1280 X 1064) 24-bit color 
graphics screen. While not strictly necessary for ESSOC operation (in contrast to the 
monochrome display), information on this display is provided to aid the user in his/her 
decision making. 
?I date, two real-time displays have been implemented. The first depicts the current 
configuration of the TDRS Attitude Control Subsystem. The values displayed on the screen 
are obtained from the spacecraft telemetry found in the ESSOC database. The second depicts 
the orientation of the spacecraft with respect to the earth. Attitude position limits are indi- 
cated by rectangles about the center of the earth (nadir). Earth sensor fields of view are 
indicated by animated rectangles that are repositioned to reflect spacecraft attitude motion. 
The coordinate transformations and graphics for the display are coded in LISP; the data 
are drawn from the expert system's knowledge base. 
3.3.4 ESSOC's Inferencing Cycle 
The ESSOC expert system's inferencing cycle is a slight modification of the standard 
match-select-fire inferencing cycle; the ESSOC cycle consists of four distinct steps rather 
than three. The operational cycle is as follows: first, the expert system examines the infor- 
mation in its database and determines which, if any, of the operational rules are matched; 
second, the system selects one of the rules that have been matched; third, ESSOC exe- 
cutes one of these rules; fourth, the system reads any data present in the data buffer on 
the Symbolics into the knowledge base. The pattern-matching and the rule selection, con- 
flict resolution algorithms are provided by the expert system tool ART, whereas the data- 
polling and parsing functions were custom-made for this application and implemented in 
LISP. Kote that the expert system does not wait for data; if no telemetry data are present 
in the buffer, the expert system continues inferencing. 
Commands and messages are generated and displayed to the user during the third step 
of the cycle, as a result of rule execution. 
3.3.5 ESSOC's Data Flow 
Because ESSOC is data driven, it is important to discuss the methods by which data 
are generated and placed into the system's data str~ictures. As previously discussed, the 
system and its knowledge base reside on a Syrnbolics 3675 while the source of data (the 
simulator TSIM) and the data preprocessor reside on a VAX 111785 (see Figure 6). 
Expert systems are CPU-intensive, often requiring 80 to 90 percent of the CPU's process- 
ing power. Because the processing of the telemetry data involves trend determination and 
conversion to engineering units, which are arithmetically intensive, and because perform- 
ing of processing on the Symbolics would significantly interfere with the expert system's 
use of the processor, we decided to perform all thch telemetry data processing on the VAX. 
This design decision greatly enhanced ESSOC's real-time performance. The following para- 
graphs describe the flow of data in the system, t l ~ ~  operational cycle of ESSOC and the 
way in which the two are integrated. 
The flow of information between the expert system and the simulator is bidirectional; 
spacecraft telemetry data are transmitted frorn the sirnulator to the expert system and com- 
mands are transmitecl fro111 the expert system to the simulator. 
The transmission of corrlmands to the simulator from ESSOC is totally under the oper- 
ator's control; commands may be sent at any time the expert system is in operation. 
Whenever the operator sends a command, the command is transmitted to the VAX. The 
system is designed so that the simulator will accept the commands coming over the link 
and will model a response in t e l e m e t r ~ . ~  
In contrast, the transmission of telemetry to the Symbolics is controlled by software 
on the Symbolics. The simulator generates data continuously. To prevent data loss, data 
is buffered on both the VAX and the Symbolics side of the link. The ESSOC front end proces- 
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FIGURE 6. ESSOC DATA FLOW V&X 
sor converts the raw data into blocks of processed telemetry data. 
The ESSOC front end preprocessor receives the binary bit stream and performs real- 
time conversion of the telemetry data to engineering units. Following the conversion, cer- 
tain parameters are further processed through sliding average fdters and derived rate filters. 
The data are then associated into object-value-attribute pairs and sent to the output buffer 
as ASCII strings. The derived parameters are sampled each 0.512 seconds, averaged or 
fit over .5.12 seconds, and are placed in the processed telemetry buffer at 2.56 second inter- 
vals. The front end processor is implemented in FORTRAN on a VAX 11/785, co-resident 
with the spacecraft simulator. 
When the data buffer on the Symbolics side of the link is empty, one frame of processed 
telemetry is sent across the network in a block and stored in the buffer. At the proper time 
in its inferencing cycle, the expert system places Lhis buffered information into its knowledge 
base. At this point, the data buffer on the Symbolics side is empty and another data block 
is requested from t,he processed telemetry buffer. Data transmission across the Ethernet 
occurs asynchronously with respect to the ESSOC expert system operational cycle. It is 
important to note that the system continues to inference and monitor telemetry data even 
when the system has requested user irtput,. Because the system continues to check data 
and inference, anomalous conditions will not go tindet,ectcd during the time that ESSOC 
is awaiting a user response. 
4.0 Testing 
In testing ESSOC, we first tested each individual rule by presetting its conditions in 
the knowledge base and then determining if the rule fired and if the proper actions were 
taken. 
After the individual rules of the system were verified, the complete rule base was tested 
by transmitting known data generated by an off-line TDRS-1 simulator to the expert sys- 
tem through the expect system's TSIM-VAX link. Scenarios were constructed that gener- 
ated data to test the function of each ruleset. Because we had complete control over the 
data in the scenario, we could determine whether the rules were firing at the correct time 
and under the proper circumstances. Using an off-line simulator rather than telemetry tapes 
allowed us to control, as well as generate, anomalous data with which to test the monitor- 
ing rule sets. 
Future testing of ESSOC will be accomplished by linking the system to the simulator 
TSIM, although at the time of this writing, this link has not been tested. 
5.0 Conclusions and Discussion 
ESSOC has demonstrated that expert systems technology has promise for supplementing 
current communications spacecraft control and monitoring methods. By using an expert 
system to perform the TDRS-1 delta V procedure, the probability of incorrect command- 
ing can be greatly reduced. Changing spacecraft conditions are detected as they occur, 
and the proper response made immediately. Virtually any failure mechanism that can be 
identified in advance may be entered in the knowledge base during the development and 
operational phases. 
While some of the above capabilities may be achieved through other methods (e.g., 
/ rame- rule-based expert systems, conventional programming techniques), the hybrid rule'f 
based expert system is faster and far easier to maintain. Since the rulesets are function- 
ally independent, additional rules may be added easily to either expand capability or correct 
faults. 
No discussion of ESSOC's capabilities would be complete without mentioning some 
of its limitations. The types of support that.an expert system (or any other system) may 
provide for a given fault during a process are: 1) anomaly detection; 2) attaining safe con- 
figuration; 3) performing corrective action/identifying workarounds; and 4) cancelling the 
process. At present, ESSOC provides only anomaly detection, the ability to cancel the proce- 
dure, and a limited capacity for workarounds. Performing corrective actioni'identifying wor- 
karounds would theoretically appear to be the most desirable capability to develop in an 
expert system, but in a majority of cases it is more desirable in practice to attain a safe 
configuration. A number of reasons supporting this conclusion are listed below. 
1) It is simpler to identify a type of problem than it is to correct a specific one. Each 
problem type has a procedure that corrects a farnily of problems and places the spacecraft 
into a safe configuration. Because there is one procedure per problem type rather than 
one procedure per problem, the number of corrective procedures that the experts must 
define is reduced. 
2) I t  is more cost effective. While the chance of a particular failure scenario occurring 
is quite small, considerable expense is required to develop, implement, and test each of 
a large number of explicit failure scenarios. Conversely, simply configuring the satellite 
for a safe haven, prior to corrective action by specialist input, prevents this excessive level 
of expenditure. 
3) It is safer. Any of a number of events, which may require distinct recovery proce- 
dures, may produce similar symptoms in the telemetry. Thus, the actual failure mode may 
not have been foreseen at the time of expert system development, leading to incorrect 
response and unnecessary risk. 
While the above discussion suggests that safe haven anomaly recovery is in general 
preferable to explicit recovery, there are exceptions. For certain failure modes, the failure 
causality and corrective action is relatively simple, and consequently, the costs of not per- 
forming these actions is great. Likewise, certain failure modes can be identified as having 
a greater probability of occurrence than others which warrants an increased level of expert 
system response capability. For these cases, it is preferable to implement a full recovery 
procedure. 
While ESSOC is used for performing the delta V procedure, the techniques used by 
ESSOC can be generally applied to spacecraft control. A system like ESSOC could be 
expanded to handle many tasks in satellite operations. The ultimate god would be to enlarge 
the expert system so that it could perform all phases of satellite control. 
With slight modification to the system, the user can be eliminated from the control 
loop entirely; the expert system would request user interaction only as unforeseen cir- 
cumstances occur. Under these circumstances, manpower needs would be greatly reduced. 
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ABSTRACT 
Deep Space Network (DSN) resource scheduling is the process of distributing 
ground-based facilities to track multiple spacecraft.  The Jet Propulsion 
Laboratory has carried out extensive rcsearch to find ways of automating 
this process in an effort to reduce time and manpower costs. This paper 
presents a resource-schcduling system entitlcd Plan-It with a description of 
its design philosophy. Plan-It's currcnt on-line usage and limitations in 
scheduling the resources of thc DSN are discussed, along with potential 
enhancements for DSN application. 
INTRODUCTION 
Scheduling is  believed to be one of the most difficult issues artificial 
intelligcncc (AI) has attcmpted to rcsolve. This papcr addrcsscs the how and 
why of A1 structures and techniques which were used in resolving the DSN 
Rcsource Allocation scheduling problcm. Finally, the results, which caused a 
factor of six spced-up in the schcdulc gcneration process, will be discussed. 
This papcr cncompasscs three main topics. The first part of the paper 
dcscribcs the constraints and rcquircmcnts of thc DSN Rcsource Allocation 
scheduling problem, followcd by a dcscription of the design philosophy 
behind the A1 schcduling system Plan-It ,  providing the conceptual  
background for this approach. The remaining portion of the paper will 
discuss Plan-It intcgration and application to DSN Rcsourcc Allocation 
schcduling, along with what has been learned from the task. 
DSN RESOURCE ALLOCATION PROBLEM DESCRIPT'ION 
The Deep Space Network is a worldwide system of tracking antennas, 
consisting of three ground stations spaced 120 degrees in longitude from 
each other. The stations are located in Canbcrra, Australia; Madrid, Spain; 
and Goldstone,  California. As the earth rotates, this  geographical 
arrangement of stations ensures that a spacecraft will be visible to at least 
one ground station at any timc. Each station has a minimum of three 
antennas, two 34-meter dishes (one with receiver only, the other with a 
transmitter) and a 64-meter dish antenna. 
Scheduling DSN support for tracking spacecraft is a very difficult 
problem, involving many dynamic factors that influence or  even change a 
scheduler's strategy from month to month. The schedule is based on a set of 
constraints consisting of viewperiods, project requests, and DSN system 
r e q u i r e m e n t s .  
Viewperiods are time intervals in which radio dishes have line of sight to 
their targets. This line of sight is required to monitor the signal from a 
particular spacecraft or to uplink commands. When the DSN antenna is used 
for radar imagery of a planet, the planet must be viewable by the antenna. 
These timc intervals may also be referred to as time windows. 
Projcct demands upon the systcm fall into two major categories. The first 
consists of vicwpcriod-dependent rcquiremcnts that a project levies upon the 
DSN. Flight projects usually submit a document containing these time- 
spccific tracking rcqucsts for thc spacecraft and the minimum antenna 
tracking rcquircments for the project. For instancc, a project may require 
ten continuous hours of coverage in duration once a day on a 64-meter 
antcnna. This rcqucst not only implies multiple usagc of an antcnna 
resource, but also implics viewpcriod restrictions on whcrc thc activities 
may be placcd in the schcdulc. Somc non-spacecraft rcquests are also 
viewperiod dependcnt, i f  the project wishes to track a planet or a quasar. 
The second category of projcct requests are known as non-viewperiod- 
dcpendcnt rcqucsts, and deal with non-time depcndcnt observations, such as 
ccrtain classes of radio astronomy. These may be in the samc format as that of 
the first category, but contain no target-timing rcstriction. Both categories 
of rcqucsts havc two types of rcqucsts: gcncric and spccific. The generic 
rcqucst indicates multiplc activities occurring in the schcdulc, with some 
tirnc-dcpcndcnce rclationship beiwccn thcm. Thc spccific rcquest specfies a 
spccific datc, timc, antcnna, and duration which a projcct rcquircs for 
antcnna coverage. 
The DSN also imposes many constraints on the system in the form of 
station maintenance requirements. Each antcnna requires a certain amount 
of maintenance, usually eight hours a week. This maintcnance activity is 
further constrained by not allowing personnel to cross workshift boundaries 
at the station. Thcrc arc also times when thc station is unmanned, so no 
requested activity may be schedulcd during such time. Other DSN activities 
may be antenna upgrades, antenna calibration, and special activities. 
In addition to thc activities and constraints listed above, the scheduler 
must observe certain scheduling techniques which may further constrain 
the schedule. For example, no two antennas may simultaneously track the 
same spacecraft for more than 30 minutes, unless simultaneous tracking was 
specifically requested by the project. This limitation/restriction is  used to 
maximize use of scarce antenna time. 
Another potential problem the scheduler must address is  viewperiod 
overlap among two spacecraft, causing a conflict in their tracking requests. 
This conflict forces the scheduler to work out some kind of compromise, such 
as juggling the projects' requests between other radio antennas or  stations, 
or  arranging some time-sharing schedule on an antenna between the two 
projects. These are just two of the many different strategies available to the 
scheduler in resolving this conflict. 
The amount of constraints and the number of spacecraft requiring 
tracking yield an incredible number of solutions to a schedule for a 
particular situation. Thc schcdulcr's job is to find the solution which best 
opt imizes  antenna usagc,  mccting at  least  the minimum tracking 
requirements of cach projcct. 
The prcccding tcxt has described but a fcw of the basic factors a scheduler 
must considcr in establishing a basic DSN schcdule. However, there are 
many other special rcqucsts and situations which may change this situation. 
For examplc, when a project has a planetary encounter, all of that project's 
. requests become specific rcqucsts, which now provide for  continuous 
spacecraft tracking for most of the encounter period. Two or  more antennas 
may be uscd in tracking the spacecraft simultancously for hours at a time. 
These types of constantly fluctuating constraints make the DSN scheduling 
problcm a uniquc one for which the scarch for a better solution still 
c o n t i n u e s .  
A significant contributing factor to the problem with the DSN Resource 
allocation plan is that as spacecraft gct farthcr and farther away from earth, 
a larger diameter antcnna is rcquircd to pick up the signal from the 
spacccraft. And since thcrc arc few antcnnas capable of picking up deep 
space signals, thcre is a grcat dcal of  competition between the projects for 
the large antenna rcsourccs. 
As the number of projects requiring support increased ovcr the years, and 
morc special events occurred closer together, cach rcquiring more and more 
support, it bccamc increasingly morc difficult to produce a realistic schedule 
in a reasonable amount of time. To ovcrcomc this difficulty thc DSN Resource 
Allocation Group was formcd to dcvclop an automated process to reduce 
prcparation time and enhance rcliability of thc schcdulc. The proposed 
proccss is split into two parts. Thc first part consists of the Computer-Aided 
Rcsource Allocation and Planning system (CARPA), which provides an initial 
version of thc schcdulc aftcr all the constraints and requests have been 
cntcrcd into the system. This was a batch-mode scheduling system that uses 
a dynamic priority bin-packing tcchniquc. Thc sccond part consists of 
manually refining the plan to fit a particular situation. 
Each part of the process, however, has its own special problems. A major 
problem in the refining process is that the conditions for which a schedule 
was produced may drastically change as the timeframe to implement the 
schedule approachcs. This sometimes requires massive changes to a schedule, 
which must be made quickly and accurately. Excessive delays can cause 
further problems in the DSN schedule because the delays may impact a 
project 's future inputs in planning communications with i ts  respective 
spacecraft. Hence a need exists to further automate the process. 
DSN RESOURCE ALLOCATION PLAN-IT OPERATION 
Plan-It was developed to address the final refinemcnt or tweaking portion 
of the scheduling proccss. The DSN scheduling problcm was addressed by the 
resource-scheduling systcm Plan-It operating in several conceptual modes, 
from the most primitive to almost fully automatic. Another requirement 
Plan-It had to meet was the ability to interface with CARPA. 
The figures on thc following page show some of the capabilities a user 
can invoke in Plan-It on a typical DSN schedule. Figurc 1 shows a menu of 
statistics, giving the user a quantitative measure of how the radio dishes are 
being used. Figure 2 shows the user mousing on a black conflict area to 
gathcr furthcr information about that particular conflict. Mcnu interaction 
is the main user intcrface to thc program. Every operation is mouse driven. 
The menus are acccsscd successivcly through a tree structure applicable to a 
particular task category, such as cditing, data ifo, stratcgy implementation 
and modification, and graphical display control. Thc functions sclccted from 
the mcnus dircct thc tool to do diffcrcnt tasks. Thc major sclcclable functions 
a rc  graphical  manipula t ion,  data  i /o ,  schedu lc  n ~ a n i p u l a t i o n  and 
ve r i f i ca t ion .  
The graphical display and uscr's ability to manipulate it maximize the 
bandwidth of information that passcs betwcen the pcrson and the program. 
Each user has his own way of wanting lo see how activities lay out in the 
schedule. To satisfy this nccd, Plan-It enables thc uscr to dynamically 
rcorder rcqucsts and resourcc lines on thc scrccn. This furrhcr cnhances 
the user-natural intcrfacc so a pcrson can intuitively rcsolve conflict and 
opportunity patterns sccn on the screen. Further capabilities the user 
possesses with Plan-It arc rcdcfining the relative sizcs of the activity- 
plotting pane and the resource line pane. In order not to overwhelm the 
user with an abundance of schcduling data, the Plan-It screen consists of two 
major panes acting as small view windows on a much largcr scratchpad of 
thc schcdule timclinc. If the uscr wishes to conccntratc only on a few 
rcsources but scc morc of thc activity layout, hc changes the relative 
proportions bctwccn the two windows. The final graphical manipulation 
tool thc uscr has at his disposal is the ability to change the frequency that 
Plan-It updatcs its windows. By dcfault, Plan-It will update its windows 
whenever any action occurs. If thc uscr docs not wish to see all of the 
intermediate action taking placc during a task exccution, hc can change the 
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frequency of update to occur at whatever time interval he desires. 
Via the menu interface, thc user loads in the scheduling problem and data 
filcs. There are several different types of files Plan-It would accept for DSN 
schcduling,  ranging from Plan-It's initialization files, viewperiod o r  
targetting files, and the schedule file output from CARPA. The user's task is 
to iterate on the input requests o r  partially generated schedule and to  
finalize the schedule. During any point of the operation of Plan-It, the user 
can request via a menu to either save the present state of the schedule o r  
view statistics of the resource usage. The statistics gives the user another 
quantitative means of measuring his progress toward completion of the 
schcdule, rathcr than thc graphical view that is always present in Plan-It, 
The saved schedule file can be later loaded in to resume scheduling from that 
point .  
DSN RESOURCE ALLOCATION SCHEDULE GENERATION PROCESS 
CARPA gencrates the initial schedule. After CARPA completes this phase 
of the scheduling process, the CARPA schedule file is transferred to Plan-It 
for further refinements. In many instances CARPA adequately resolves the 
initial schcdule with some lower priority rcquests deleted. Once Plan-It 
receives the CARPA filc, the deleted rcqucsts are brought back into the 
schcdule. The resource lines rcprescnting lhc radio antennas utilized by the 
rcqucsts graphically depict the conflict arcas. The uscr may mouse on the 
conflict area to obtain further information on ihc exact time frame and 
rcquests or activitics contributing to the conflict. Secing the conflicts and 
opportunities motivates thc uscr to cithcr cdit or invokc specific heuristics to 
further resolve lhe schcdule. This display rcprcsentation can be seen in the 
figurcs undcr thc menus. Aftcr many cyclcs of iteration betwccn the user 
and Plan-It, the schedulc will finally be complctcd. 
This modc of operalion shows that thc Plan-It schcduling process is totally 
uscr-controlled. As thc uscr edits the schcdule, he supplies the intuition and 
motivation to apply and guide the supplied Plan-It heuristics, called 
strategies. The "user-natural" graphical interface of the program allows the 
user to see conflicts and opportunities as they arise from previous actions in 
Plan-It, whether initiated by him or the strategies. Upon viewing the 
results, the user can cdit directly or invoke other strategies. This is the 
circular-action cycle that the user cooperating with the Plan-It employs to 
produce a schcdule. 
Thc most utilitizcd concept in thc Plan-It systcm is the strategies. 
Strutcgics act as a library of simplc DSN schcduling heuristics for usc by the 
Resource Allocalion Team. Thcsc strategies may be scoped by user-imposed 
constraints or modifications, specified by strategy-modification menus. For 
cxan~pic ,  in DSN scheduling thcre is an activity-expansion strategy, the 
purpose of which is to expand any activity or rcquest to its maximum 
allowable duration without causing conflicts. The fact that thc user does not 
havc to be precise on the amount of expansion or which activities to expand 
demonstrates the robustness of these strategies. Also, the strstcgy may be 
modified by the uscr to expand about the middle of the activity or expand 
forward or cvcn backwards. The user may furthcr scopc thc strategy to take 
action only on non-conflicting activities of a ccrtain class of projects that 
only use specific radio dishes within particular intervals of time. This broad 
flexibility of modifying the strategy further enhances the user interaction 
in a more satisfying schcduling process. 
WHAT'S BEEN LEARNED 
One thing learned from watching thc Rcsourcc Allocation Team schedule 
the DSN is that a scheduler tends to avoid resolving the schedule in a 
chronological order. This jumping about to different time frames on the 
schcdulc during the scheduling process is a result of changing perspective 
or focus level. Peoplc look for opportunitics and quick fixes. Initially, during 
the early phases of schcdule dcvclopment, thc uscr lays out the requests in 
the schedule at thcir preferred locations and applies global strategies. This 
dcfincs the gcneral layout of the schcdulc. This action may produce conflicts 
throughout the schedule, but the user usually is not concerned with them 
until latcr, unless by changing his focus levcl he can quickly resolve a 
conflict that may appcar during that proccss. As the user goes through the 
Plan-It action cycle, the typcs or pattcrn of conflicts shown cause the user to 
localizc his focus lcvcl to thc particular conflict or opportunity at hand. At 
this point, hc may cdit thc spccific activity, causing the conflict or invoking 
a strategy on thc conflict ilsclf to rcsolvc i t .  Both thc Plan-It strategies and 
thc uscr monitor thcir pcrformancc from thc rcsourcc lincs. Prcscntly, only 
thc uscr is knowlcdgcablc cnough to changc focus lcvcl and choose the order 
of  invoking the stratcgics. 
The last and most important featurc cnlphasizcd in Plan-It's creation is 
cooperation with pcoplc. Approaching a cornplicatcd schcduling problem in 
a top-down, time-ordcrcd programmatic manncr docs not work. Knowledge of 
thc problem domain must be gathcrcd from sccing how pcople deal with it. 
In thc DSN schcduling domain,  resource contention and tracking 
opportunitics play a major rolc in determining how a person allocates his 
time and effort in resolving the schcdule. Presently, Plan-It views the 
schcduling problem solcly from one basic pcrspcctive: thc resource lines. 
This singlc viewpoint forccs the Plan-It stratcgics to be morc algorithmic 
rathcr than intuitive drivcn,  thus limiting the scheduling-resolving 
capabilities of Plan-It. But because the person actually sccs what Plan-It 
sccs,  hc can supply thc conflict pattcrn and opportunity rccognition, 
changing pcrspcctivc and focus control as nccdcd to rcsolvc a scheduling 
problcrn.  
CONCLUSION 
Originally thc Rcsourcc Allocation Tcam gcncratcd schcdulcs manually. 
This manual operation was rcduccd in part by CARPA. However, even with 
an initial computcr-gcncratcd schcdulc, thc Rcsourcc Allocation team was 
barcly ablc to kccp pace with the realtime generation of schedules, taking 
ncarly a month to gcncrate one month's schedulc. The close interaction 
between Plan-It and the scheduler resulted in a rapid turnaround time for 
producing schedules. It is now possible to generate schedules for an entire 
year within two months. Plan-It's user-natural concept and graphical 
display increase the uscr's scheduling prowess by enabling him to readily 
see thc results of the actions he performs in the schedule itself. But in spite 
of this improvement in scheduling performance, additional research is  
nccdcd to address the issue of incorporating the user's intuitive abilities into 
P lan- I t .  
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Space Station Platform Management System (PMS) 
Replanning Using Resource Envelopes 
by 
Joy Lee Bush, Anna Critchfield, and Audrey Loomis 
. l '  Computer Sciences Corporation, System Sciences Division 
Abstract 
One of the responsibilities of the Space Station Platform Management System (PMS) is to 
maintain constraint-free, short-term plans for platform and free-flyer activities. Both 
the replanning function and the associated constraint-checking function are viewed as 
potentially requiring expert system assistance. 
This paper describes the PMS Resource Envelope Scheduling System (PRESS) expert 
system, which is currently under development. PRESS capabilities will include the 
following: 
o Plan, replan, and perform constraint checking using resource envelopes 
resembling those required for telescience 
o Initialize itself using the results of a previous run 
o Infer the replanning needs associated with a change in resource availability 
o Allow the user to determine the level of interaction (including an advisory 
capability) with the system during execution. 
o Generate both a graphic timeline and a report as output 
PRESS is being developed on an IBM PCIAT using TeKnowledge, Inc.'s M.l expert system 
shell. PRESS activity definitions and constraints are based on those defined for the Cosmic 
Background Explorer (COBE) mission scheduled for launch in early 1989. 
I. Backaround 
The development of the Platform Management System (PMS) Resource Envelope 
Scheduling System (PRESS) is part of an on-going task contracted to Computer Sciences 
Corporation by the Mission Operations Division (code 51 1) and the Data Systems 
Technology Division (code 520) of NASA at Goddard Space Flight Center. PRESS is a 
prototype expert system being developed as part of an effort to study the feasibility of 
using expert system technology in the Space Station environment. Thus PRESS attempts to 
implement some of the functions that have been defined for the PMS, and to use the 
"resource envelope" concept that has been developed for Space Station applications but is 
not yet fully defined. 
]I. PMS F u n c t w  
The PMS (as defined in the PMS Definition Document, October 1986) is a software system 
that provides operational management services among payloads and platform systems. It 
consists of an automated on board segment, the Platform Management 
Application (PMA), and a ground segment, the Platform Management Ground Application 
(PMGA). Seven functions have been defined for the PMS: 
(1) Short-Term Plan Management - modify, as necessary, a short-term plan in 
response to requests from operators, customers, subsystems and payloads; 
(2) Schedule Execution - execute the short term plan by coordinating instructions to 
payloads and systems; 
(3) Operations Monitoring and Activity Logging - track and store data for anomaly 
investigation and billing; 
(4) Intersystern/Payload Testing - execute testing as desired by platform operators; 
(5 )  Conflict Recognition and Resolution - recognize and prevent conflicting activities; 
(6) Fault Handling - supervise fault management and reconfiguration for payloads and 
systems; and 
(7) Transaction Checking - control messages to on board destinations. 
The goals of PRESS are: to research the feasibility of expert system applications in 
providing PMS functionality; to use (and therefore help define) the resource envelope 
concept as a basis for automatic scheduling; to implement COBE functions as a 
proof-of-concept; and to evaluate the suitability of the system development environment 
for expansion of this prototype or more complex developmentldelivery efforts. 
PRESS addresses two of the PMS functions. The first of these is the Short-Term Plan 
Management function. This function involves the PMGA receiving a plan from the 
Platform Support Center, and uplinking appropriate portions to the PMA. The PMGA and 
the PMA may receive plan changes requested by operators, customers, subsystems, and 
payloads. The second function, Conflict Recognition and Resolution, involves the 
monitoring of resource usage, allocation, and margins. Conflicts for resource usage are to 
be resolved on a priority basis. This function will be used in deciding whether a given 
request may be scheduled. The PMA and the PMGA are required to modify the short-term 
schedule while maintaining a conflict-free plan that does not exceed the platform's 
resource capabilities or compromise its safety. 
Another PMS issue that will be explored via PRESS is how autonomous the 
scheduling/rescheduling functions can be made for eventual on board usage. The process of 
PRESS development will help to identify specific areas where human intervention is 
critical. Functions that can be safely migrated to the on board system will be identified. 
PRESS will implement the short-term plan management function and the conflict 
recognition and resolution function using specific constraints from the Cosmic Background 
Explorer (COBE) spacecraft. PRESS will perform both initial scheduling and replanning 
to accommodate updates; will constantly update resource usage with each schedule 
modification; and will check constraints and limitations such as safety margins via a table 
lookup. PRESS is designed with provision for as much flexibility as possible, so that the 
demonstration of the rapid prototype can elicit feedback regarding which approaches 
appear the most useful. The prototype under development involves a smaller set of 
resources and constraints (primarily uplink and downlink time slots) than will be 
encompassed by the PMS, but the application will demonstrate basic functionality in 
serving as a proof-of-concept for using the expert system approach in PMS functions. 
Figure 1 depicts the placement of an expert system that would include the PRESS functions 
in the PMS. 
JV. PR 
A final PRESS prototype system is planned for September 1987, with a rapid prototype 
demonstration scheduled for early May 1987. Table 1 lists the functions of the final 
prototype and indicates whether they will be implemented in the rapid prototype. Briefly, 
the rapid prototype will create a new schedule, and will accept scheduling requests either 
from a file or manual input. The rapid prototype expects some operator interaction and 
provides the advisory capability to suggest alternative time slots. It generates output in 
the form of a graphic timeline and a printed report. Feedback following the rapid 
prototype demonstration will be critical in determining the direction of further PRESS 
development. Section VI discusses PRESS functionality in detail. 
An "activity " is the item being scheduled. It may be anything from a complex scientific 
experiment to a single use of a communications link. An activity may thus consist of more 
than one event, with each event represented as one envelope. An activity is represented to 
PRESS in the form of one or more "resource envelopes". 
Each "resource envelope" is equivalent to an event and represents a time period, one or 
more resources whose use is required, and a usage level (if appropriate). It is assumed 
(for scheduling purposes) that, within an envelope, resource usage is stable. Since 
"resource envelope" represents the requests for scheduling that will come to PRESS, we 
will refer to them as "request envelopes", in order to avoid confusion with the 
representation of the resources themselves. 
Examples of "resources" are power, an instrument, a communications link, etc. 
The "schedule" or "schedule timeline" is produced by the system to show what activities 
have been scheduled within a given time period. PRESS output shows the activities plotted 
against the resource used over time, so that the schedule timeline is actually a set of 
parallel timelines, one for each resource, with usage periods identified with an activity 
identifier. 
PRESS will accept user input interactively or from a stored file, and will be capable of 
creating a new schedule or modifying an existing schedule. PRESS will generate as its 
final product a schedule timeline, available both graphically and in a printed report. Some 
of the PRESS functions, described below have yet to be implemented; others exist in the 
current form of the rapid prototype. The discussion corresponds to the "and-or" graph of 
PRESS functions shown in Figure 2, with some key issues expanded in section VII. 
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Initialize Scheduling Consultation 
Initialization will be performed once for each consultation session. The user must input 
information regarding the data input "mode", the location of the initial timeline, and the 
required level of interaction. These modes will be active through the entire consultation 
and cannot be changed within the same session. 
PRESS will load initial files based on user-provided input including the start and end 
times for the requested schedule; whether the request is for the creation of a new schedule 
or for the replanning of an existing schedule; and the designation of the schedule 
immediately preceding the current schedule chronologically. For an initial planning 
effort, the schedule timeline will be empty, and resource availability information will be 
loaded from the default Resource Availability file. For replanning (modifying an existing 
schedule), the user-specified files, including the existing Schedule Timeline, and the 
corresponding Resource Availability file, will be loaded. 
The user will determine the mode of system execution, including the level of operator 
interaction (automatic or nonautomatic) and the request mode (schedule planlreplan or 
change in resource availability). If the nonautomatic mode is selected, the user can 
specify a number of requests (N), so that, after the automatic processing of every N 
requests, control returns to the operator. This allows the examination or graceful 
termination of the system before processing of all requests is completed. Also in 
nonautomatic mode, an advisory feature is available which allows PRESS to widen the 
requested time windows to present some alternatives for an otherwise unschedulable 
request. This is discussed in more detail below. The user may also select manual request 
input, which requires the user to input request envelopes manually on a one-by-one 
basis. Automatic mode executes scheduling without operator interaction and without the 
advisory capability. 
Incorporate Schedule Updates 
Requests for changes in resource availability are satisfied by processing modifications to 
the Resource Availability file. Requests for activity scheduling or rescheduling are 
satisfied by processing the requests for addition, deletion, or modification of activities in 
the form of request envelopes. The output of this function will be the modified Schedule 
Timeline and the Resource Availability file. 
PRESS will accept input identifying resource availability changes such as equipment 
failures. This type of input will include times, if applicable, and the corresponding, 
changed resource limit(s). Two special processing steps are required. First, the 
available resource level must be updated by inserting the new limits. Second, all 
scheduled activities drawing on the changed resource must be reexamined; they may not 
still be schedulable. 
PRESS will compute new resource availability as a function of the following components: 
R = F(0, N, S, C) 
where R - new remaining resource availability (can be positive or negative) 
0 - currently available level of resource 
N - requested changes of resource availability 
S - scheduled activities drawing on the resource 
C - other constraints applied to the resource. 
A positive or zero value of the remaining resource availability means that the existing 
Schedule Timeline is still valid and to complete the consultation, it is only necessary to 
update the Resource Availability file. Negative value of the remaining resource 
availability means that the existing Schedule Timeline is no longer valid. To resolve the 
negative resource availability level, PRESS will identify the affected activities and delete 
them from the existing Schedule Timeline, creating a positive resource availability level. 
The changes will be reflected in the Resource Availability file, and requests to add those 
activities back to the schedule will be generated; they can thus be rescheduled in priority 
order up to the limit of the available resources. 
PRESS will permit users to request the deletion or modification of a previously scheduled 
activity, possibly involving a series of envelopes. PRESS will automatically locate all 
envelopes affected by the changes and update the Schedule Timeline and the corresponding 
Resource Availability file. Should the modification involve an increased use of resources, 
PRESS will locate dependent events on the Schedule Timeline and will try to reschedule all 
involved events. The new resource requirements will be validated in the same way as 
adding a new request. 
In adding a single request envelope or a series of request envelopes comprising a single 
activity, the system will first check the list of requests for any related envelopes. All the 
related envelopes will then be validated together. 
Validation 
PRESS will begin the validation process by locating the requested resource(s) in the 
Resource Availability file. When these resources are found, PRESS will try to schedule an 
activity exercising the maximum duration scheduling and conflict handling concepts (these 
will be discussed in detail in Section VII). Once a time slot has been found, the legality of 
the activity at that time will be checked against other constraints, such as incompatibility 
with any already scheduled activities or orbital events. If no conflicts are encountered, 
the request is flagged as successfully scheduled. Otherwise it is passed to the conflict 
resolution function. 
When running in fully interactive mode, PRESS will execute an advisory feature which 
suggests to the user, in cases where no match is found within the initial (i.e. 
envelope-specified) time range, what "compromises" can be made in moving the start 
time or shortening the duration in order to successfully schedule the request. If the user 
agrees to consider the suggested (altered) times, they are added to a list. When the system 
has exhausted possible compromises, the user is presented with the list of candidate time 
slots and asked to choose one or none. If the user selects none, the request is not scheduled; 
otherwise, the selected times are used, and the request is flagged as successfully scheduled. 
Figure 3 depicts the situations where this advisory feature can be applied. In Case 1, 
PRESS has located an available resource within the requested duration window, but not 
PRESS 
advises 
user to 
move start 
time to T(rs) 
PRESS 
advises 
user to reduce 
duration time I ' D(max) 
T(re) - T(rs) < D(min) CASE 2. 
PRESS 
advises 
user to move I 
I 
start time ____. 
'  mine 
to T(b') T(re)-T(b) < D(min); T(re) - D(min) = T(b') 
if user T(rs) <= T(bl) < T(b); T(b) < T(re) 
.-l-----l--ll-----l------------l--------- 
does not agree c x E 3  
PRESS 
advises 
user to reduce I ~ ( m a x ) - - l  
duration time 
to D(minl) L ~ ( m i n ) I  T(re)-T(b) < D(min); 
T(b) - earliest start time 
-- requested start times window T(e) - latest start time 
-- requested minimum duration D(min) - minimum time duration 
. . . . , . . . . . . . . . 
. . . .  /....:l.::...: ..... :.....:... -- requested maximum duration D(max) -maximum time duration 
T(rs) - resource start time 1- -- available resource time interval T ( ~ ~ )  resource end time 
T(bl) - advised start time 
D(minl) - advised duration 
Figure 3. PRESS Advisory Feature Applications 
within the requested start time window. PRESS therefore computes the earliest available 
start time, which in this case will be the resource availablity start time, and advises the 
user that if the start time may be moved, then a candidate scheduling slot has been found. 
Case 2 illustrates a possible compromise in altering duration. Case 3 illustrates the 
situation in which the possibility of either altering the start time or shortening the 
duration may be considered. 
If the scheduling attempt is successful, the updates are reflected in the Schedule Timeline 
and the Resource Availability file. If the attempt fails, "delete" and "add" requests will be 
generated for the lowest priority conflicting activity, and PRESS will choose the next 
request for processing. Because "delete" requests have the highest priority, the requested 
deletion will be processed before another attempt is made to schedule the activity. This 
process will iterate until either the current activity is scheduled or the current activity 
becomes the lowest priority activity and is deleted itself. In that case, the request is 
marked for no further processing and is included in the final report to the user as an 
unscheduled request. 
The final Schedule Timeline will be saved and reported to the user at the end of the run. 
The user will have the option of reentering the scheduling process before exiting from 
PRESS. The Schedule Timeline and the Resource Availability file will be stored along with 
continuity information regarding how the time period for the current schedule fits with 
other scheduled runs. Graphics representing the Schedule Timeline will be displayed 
along with an option to display the resource timeline and continuity information. The user 
will be provided with information on any requests that could not be satisfied and will be 
given an opportunity to place any replanning requests for the scheduled time. A file 
containing a printable report will be generated at the user's request. 
VII. Kev Issues Addr-d bv PRFSS 
Request Envelope Types 
Activity scheduling requests will be typed according to the following: "delete" a currently 
scheduled event; "modify" a currently scheduled event; and "add" an event not yet 
scheduled. "Modify" requests are divided into "modify-1", a request that involves no 
increase of any resource utilization and a decrease in the use of at least one resource, and 
"modify-2", a request involving either the same or an increased level of resource 
utilization. 
Priority 
A two-step scheme is envisioned for PRESS. Its intent is to minimize internal 
rescheduling/backtracking by ensuring that PRESS is always doing the most important job 
of which it is aware. Priority conflicts will occur primarily when a high-priority 
activity must be added to a previously prepared schedule. 
The first criterion for determining the priority of an input request is the activity request 
type. Before assigning priority, PRESS must examine "modify" requests to classify them 
as either "modify-1" or "modify-2". "Delete" and "modify-1" requests, processed in any 
order, are PRESS top-priority actions, because they return resources to the system. 
"Add" and "modify-2" requests are considered when there are no outstanding "delete" and 
"modify-1" requests. Their priorities are assumed to be supplied externally. The chosen 
request is marked after being processed by the system, whether successfully scheduled or 
not, so that it will be ignored when the next request is chosen. 
Maximum Duration Scheduling 
Each envelope submitted for scheduling will have an associated start time window 
(earliest and latest start time) and duration window (minimum and maximum duration). 
First, PRESS will attempt to schedule the earliest possible start time within the start 
time window and the maximum duration. If this attempt fails, PRESS will try to find the 
earliest start time and the maximum duration allowed by the resources' availability, still 
within the requested time window. Figure 4 illustrates possible ways in which an 
optimum time slot may be found. 
This strategy tends to minimize backtracking by assuring that an envelope is never 
considered unschedulable because the wrong subset of acceptable time was chosen for the 
envelope. The strategy also biases scheduling in favor of high-priority activities, by 
assigning them the maximum amount of available time. (This scheduling strategy could be 
refined by giving the conflict resolution function awareness that a low priority activity 
might be scheduled by decreasing the duration of a conflicting high priority activity). 
Multiple Envelopes 
One of the key issues yet to be handled is the scheduling of multiple-envelope requests 
(i.e. activities composed of more than one event, and thus represented by more than one 
envelope). Scheduling a multiple-envelope activity imposes additional constraints on the 
system due to the need to schedule all of the activity component events, in the proper 
sequence. The scheduled times of the multiple-envelopes may involve mutual 
interdependencies (e.g., no time gaps permitted between envelopes, or specified time gaps 
required between envelopes). The system must be able to recognize an envelope as part of 
a series representing a single activity, both on input for scheduling and on making any 
schedule adjustments. When, after scheduling, any envelope in a series is adjusted, all 
other envelopes must also be reconsidered. We have not yet finalized an approach to 
handling this issue, but we make the following preliminary assumptions: requested time 
windows in a multiple envelope activity must contain no gaps, and the envelopes must be 
scheduled back-to-back chronologically. The approach we will try initially will involve 
the generation of "delete" and "add" requests for the entire series. We believe, 
particularly for this issue, that it is crucial to emphasize the use of frequent rapid 
prototyping and expert input in order to better define and refine the optimal correlation 
between data representation, user interface, and the PRESS knowledge base. 
Constraint Checking 
Envelopes active at the same time may conflict in one of two ways: they may 
First choice 
. , found: 
earliest time 
of start I 
window and I ' D(max) 2
maximum 
duration T(rs)=T(b)-n; n >=O 
T(re)>=T(b)+D(max) 
Acceptable 
time found: 
within requested 
start window 
and maximum 
duration T(b) < T(rs) <= T(e) 
T(re)>=T(rs)+D(max) 
Acceptable 
time found: 
within requested 
start window I ~ ( m a x )  - 
and duration 
window 
Acceptable 
time found: 
within requested 
start window I ' ' D(max) 2 
and duration 
window T(rs) <= T(b) < T(re) 
T(re) >= T(b)+D(min) 
-- requested start times window T(b) - earliest start time 
,,, ,.. ::..ri..i<.:,:w.:.i:.:.:<.:. 
'~"'''"' % . . . .  . .. . . . . _.__ . - - I ........  .....  .....  ................ ....1 requested minimum duration T(e) - latest start time 
. . . . .  1 . - :  -:.:: i - - i . {  -- requested maximum duration D(min) - minimum time duration D(max) -maximum time duration )-I-- available resource time interval T(rs) - resource start time 
T(re) - resource end time 
Figure 4. Optimum Time Slots with Maximum Duration Approach 
oversubscribe available resources or they may require incompatible operating conditions. 
The first type of conflict is handled via the maximum duration scheduling approach. 
Operating condition constraint violations (e.g., incompatible experiments) will be 
checked, possibly with a combination of table lookup and rules in the knowledge base. We 
recognize that contextual information is critical for performance of this function. 
VIII. PRFSS Input and Outp(Lt 
PRESS will expect scheduling requests in the form of request (resource) envelopes, 
where each envelope represents an event, and one or more events comprise an activity. 
Figure 5(a) depicts the request envelope definition as it is input by the user and with the 
additional fields added for internal use by PRESS. The resource envelope includes a list of 
resource/usage-level pairs. The user will have the choice of file or manual input for 
scheduling requests. If the former is selected, PRESS will accept an ASCII file consisting 
of envelopes in list form with the required fields separated by commas. If manual input is 
chosen, the user must type in the envelope, when prompted by the system. 
Other input required by PRESS includes a file defining the available resources and, for the 
replanning function, files containing the existing Schedule Timeline and the corresponding 
Resource Availability file. 
PRESS represents each resource in list form. Figure 5(b) depicts the fields contained in 
a resource definition. PRESS dynamically creates and destroys resource representation 
lists. For an initial plan, PRESS loads a default Resource Availability file. For a replan, 
PRESS loads the Resource Availability file corresponding to the Schedule Timeline being 
considered. 
PRESS outputs the result of the scheduling activity in the form of a graphic timeline and a 
printed report. PRESS generates the timeline dynamically, using information from an 
output file containing the scheduled request envelopes, annotated with the times actually 
scheduled. This same file is used to generate the printed report. The Resource 
Availability file is output containing the resource representation lists that match the 
scheduled activities. 
IX. PRESS Development Environment 
M.l by TeKnowledge was chosen because it appeared to have many of the capabilities 
desired at the start of this task. These include the capability of easy interface with a 
language outside of the system domain, in this case, C; both forward and backward chaining 
capability; flexible control structures; provision for use of meta-knowledge; data 
representation which include a list structure; and built-in explanation facilities. In 
addition, the system is already into its third release and is well supported. 
We are unable to provide an accurate evaluation of the M.l shell at this point in 
development, but a full evaluation of the shell for the PRESS application will be part of 
our final report. 
The M.l software runs on an IBM PCIAT with a Video 7 EGA graphics board and an NEC 
Multisync color monitor. The operating system is IBM PC DOS, version 3.1 0. 
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Several areas requiring particular attention have come up during the course of this 
project. The question of the nature of the user interface remains, especially in terms of 
the most convenient and useful input and output. Some new information on this issue is 
expected at the time of the rapid prototype demonstration, but the most informed feedback 
will arise only when PRESS is tested by operators in an approximate real-life situation. 
Another side of the user interface question is the level of human interaction required. 
Since PMS aims include the eventual migration of software from ground to on-board, we 
are attempting to give this issue some attention. Our initial response has been to make the 
system as flexible as possible by allowing the level of human interaction to be specified at 
the start of a consultation. Currently, if the fully automatic mode is chosen, PRESS will 
be unable to extend any additional flexibility in time-slot scheduling beyond that provided 
in the original request envelope. PRESS may help to identify types of requests to which 
automatic scheduling option may be applied. This function requires additional knowledge 
allowing the system to choose, on its own, from a list of candidate schedule opportunities. 
Two of the most difficult technical issues to be solved by PRESS are multiple-envelope 
handling and constraint checking. These issues have been only superficially discussed 
here because our approach to solving them has not yet been fully defined. Both of these 
areas will require further definition by area experts, and it is hoped that the PRESS 
prototype will help to elicit that information. 
The authors wish to acknowledge Ed Lewis (GSFC code 520), Dolly Perkins (GSFC code 
520), Steve Tompkins (GSFC code 51 I), Steve Wadding (GSFC code 51 I ) ,  and Larry 
Zeigenfuss (GSFC code 51 1) for their encouragement and helpful discussions. This work 
was funded by the National Aeronautics and Space Administration, Goddard Space Flight 
Center for the Mission Operations Division (GSFC code 51 0) and the Data Systems 
Technology Division (GSFC code 520) under task assignment 31 9000. 
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ABSTRACT 
Communications Link Expert Assistance Resource (CLEAR) is a real time, fault diagnosis 
expert system for the Cosmic Background Explorer (COBE) Mission Operations Room 
(MOR). The CLEAR expert system is an operational prototype which assists the MOR 
operator/analyst by isolating and diagnosing faults in the spacecraft communication link 
with the Tracking and Data Relay Satellite (TDRS ) during periods of realtime data 
acquisition . 
This paper discusses the mission domain, user requirements, hardware configuration, 
expert system concept, tool selection, development approach, and system design. 
Development approach and system implementation are emphasized. Also discussed are 
system architecture, tool selection, operation, and future plans. 
INTRODUCTION 
The Communications Link Expert System 
Resource (CLEAR) is an expert system to 
be implemented and demonstrated for the 
Cosmic Background Explorer (COBE) 
Payload Operations Control Center (POCC) 
as a joint project between the Mission 
Operations Division and the Data Systems 
Technology Division within the Mission 
Operations and Data Systems Directorate 
at Goddard Space Flight Center. The 
purpose of this joint project is to design 
and implement an expert system to 
monitor and isolate faults of the COBE and 
Tracking and Data Relay Satellite (TDRS) 
communications link and to provide advice 
to correct these faults. 
BACKGROUND 
NASA's Tracking and Data Relay Satellite 
System (TDRSS) has placed the 
responsibility of configuring, monitoring 
and troubleshooting many types of 
spacecraft communications upon the 
analysts at the consoles in the realtime 
environment of the POCC. The result is a 
complex task which, if not handled quickly 
and properly, can result in poor 
utilization of TDRSS services, inefficient 
spacecraft operations and potential 
hazards to spacecraft health and safety. 
Operating the spacecraft communications 
links with the TDRS requires realtime 
evaluation of a mission oriented subset of 
more than 100 configuration and 
performance parameters and requires 
knowledge of both TDRSS services and 
spacecraft communications systems. This 
evaluation of realtime data must be 
correlated with an understanding of these 
services and systems both to isolate 
problems and to select appropriate 
courses of action to resolve identified 
problems. 
At present, extensive training and 
communication of actual experience are 
used to develop MOR analyst capabilities to 
the fullest. Regardless, the size of the 
task places a large burden on the operator. 
It is the objective of automation, 
specifically utilization of an expert 
system acting as an advisor, to produce a 
more reliable, more efficient and less 
error prone system of operations. 
Spacecraft communication links with the 
Tracking and Data Relay Satellite and 
TDRSS services are used routinely and by 
many missions. This gives the CLEAR 
system a very high utility, particularly i f  
only minor modifications are needed to 
allow other missions to use the system. 
The rationale for choosing the COBE 
spacecraft communication links as the 
domain was timeliness. Ground system 
preparation for the mission including 
acquisition of MOR equipment was just 
starting at the time of the decision to 
develop the expert system. This equipment 
included computer workstations of 
sufficient power to support an expert 
system and the designers felt that one 
workstation would normally be available 
during operational periods. 
MISSION DOMAIN 
The COBE, a single observatory mission 
in the area of astrophysics and 
specifically cosmology, will be launched 
in early 1989 and placed in a 900-km 
altitude, circular Sun-synchronous 
terminator (twilight) orbit. The COBE 
will use the TDRSS single access (SSA) 
S-band service for nominal on-orbit 
tracking, command, and telemetry 
support. 
The COBE ground system will acquire data 
via both the Ground Network (GN) and the 
Space Network (SN). The GN will provide 
the interface to the COBE POCC and the 
Sensor Data Processing Facility (SPDF) 
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for the COBE science dump data. The SN 
will provide realtime data acquisition, 
command interface and tracking. 
The Flight Operations Team (FOT), 
operating from the COBE POCC, will 
perform and participate in mission 
planning, realtime telemetry evaluation, 
off-line in-depth analysis, COBE-unique 
data base inputs, and assist in descrepancy 
and enhancement reporting, software 
testing, experiment-scientist interfaces, 
command management and generation, 
orbit and attitude-data coordination and 
data accountability. 
COBE realtime operations will consist of 
four or five 20-minute TDRSS SSA 
forward and return events per day and 
will be used for uplinking stored 
commands, ranging, time management, 
and observatory safety and health 
monitoring. The CLEAR will support these 
periods of realtime operations. 
The COBE POCC will be located in the 
Multi-Satellite Operations Control 
Center (MSOCC). A dedicated COBE 
Mission Operations Room (MOR) will be 
provided. Telemetry data from TDRSS or 
the ground receiving station will enter 
MSOCC via Nascom circuits. The data 
will enter the Telemetry and Command 
(TAC) computer and processed in the 
Application Processor (AP) computer for 
display at keyboard CRT's in the MOR. 
The COBE Project Flight Operations 
Team performs the function of 
controlling the COBE satellite. MOR 
facility requirements include console 
facilities for three operations positions. 
One of the three positions will be used for 
CLEAR. 
USER REQUIREMENTS 
The following are the functional and 
performance requirements specifications 
for the Communications Link Expert 
Assistance Resource. The information 
herein was extracted by the CLEAR 
knowledge engineers working with 
available TDRSS and COBE 
documentation and with the domain 
expert. 
To carry out its task, the CLEAR 
system will perform the following five 
functions: 
Data Conversion, 
Configuration Checking, 
Communication Link Monitoring, 
Fault Diagnosis, and 
Event Logging. 
CLEAR is to have no effect upon the COBE 
POCC processing systems and is to be 
transparent to other MSOCC systems. The 
CLEAR system will be a strictly passive 
component of the system supporting COBE 
realtime operations. 
CLEAR is to be transportable within the 
MOR The system will run on any 
Engineering Analysis Workstation (EAW) 
in the COBE POCC without hardware 
modification and with the same operating 
system level  software, e.g. 
communication package, graphics routines 
and device drivers, used by other 
application programs. 
CLEAR is to use a standard 
communication package to be developed 
for POCC workstation applications. The 
data furnished by the AP will be ordered 
(positional not keyword) ASCII text 
(alphanumeric not binary). The system 
will extract the TDRSS performance data 
Operations Data Messages (ODM) and 
spacecraft status parameters from the 
communication buffer and convert them to 
the internal format required by the expert 
system. 
COBE and TDRSS configuration parameters 
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for the scheduled event are to be set at 
initialization of the expert system. The 
CLEAR system will allow the operator to 
input values for configuration 
parameters, current date and clock time. 
The system will log the configuration 
parameters for the event. These 
parameters will be utilized by CLEAR to 
check for the start of the event and for 
the correct event configuration and will 
notify the analyst of any discrepancy. 
The analyst is to be able to correct the 
data if the error lies in the CLEAR 
configuration parameters rather than in 
the COBE or TDRSS configuration. After 
the corrected data has been entered, the 
expert system can be reset and restarted. 
CLEAR is to be driven by ODM and status 
data sent by the AP. The system will 
monitor the input data (communication 
buffer arrival) frequency and will warn 
the analyst i f  input is not received within 
the expected (4 to 5 second) interval. The 
expert system will monitor the 
communications link parameter values to 
detect and isolate faults. 
CLEAR is to diagnose the faults identified 
during an event. The system will 
determine possible sources or causes of a 
copy of the log, to trace and analyze the 
activity of the expert system during the 
event and to extract statistics for 
evaluation of system performance. 
CLEAR is to operate in realtime with a 
performance requirement derived from 
the expected 3 to 7 second communication 
buffer (input data) arrival frequency. 
The expert system will convert input data, 
check parameter values and perform 
inferences within this time interval. 
Event logging, operator dialog and 
explanations are not realtime events 
subject to the performance requirement. 
HARDWARE CONFIGURATION 
The computer on which the CLEAR will 
run will be any one of the three 
workstations being used for console 
operations in the COBE MOR. These 
workstations are IBM AT compatible 
personal computers that attach to the 
POCC communications network as 
workstations which receive a composite of 
operator display screens. The 
configuration of these AT compatible 
personal computers is as follows: 
Kandl AT running at 8 mHz clock 
speed, 
fault, rank multiple possibilities in 
order of probability and present the Dolen DC-4 (to be upgraded to DC-8, 
when available) Video Board supporting 
result to the analyst. The system will RS- 170A, 
also recommend course(s) of action that 
might be taken by the analyst. I f  30 MByte hard disk, 
requested, the system will explain the 
reasoning used to diagnose a fault and 1.2 MByte and 360 KByte floppy disk 
recommend a course of action. drives, 
CLEAR is to log ail expert system activity 1.5 MByte AST Advantage Memory 
for post event analysis. The system will Board, 
time tag all identified faults and will 
record the inferences, the diagnoses, the 4 RS-232 communications ports, 
recommendations offered and the actions 
taken as (and if) indicated by the 1 parallel port, and 
analyst. The system will provide flon- Color display compatible of 640 x 
realtime utilities to print a formatted 480 pixels in 8 colors. 
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This configuration will support the 
Intelligent Systems Corporation (ISC) 
video format for compatibility with 
MSOCC and the POCC display systems. 
The Kandl AT is configured with 512 
KBytes of internal RAM with an additional 
1.5 MBytes of Extended Memory RAM 
available on the AST advantage card. 
Although there is a 640 KByte addressable 
memory limit of PC-DOS 3.1, the 1.5 
MByte AST Advantage Memory Card can be 
configured as a RAM disk and used for 
storing data buffers, or as a repository 
for other executable code that could be 
swapped into the DOS memory area on 
demand. 
The Kandl AT will contain a 30 MByte hard 
(fixed) disk for storage use. The 
operating system and other support 
programs are predicted to occupy 
approximately 10-1 5 MBytes of disk 
storage. This leaves ample storage for the 
entire CLEAR application and supporting 
files which are predicted to be less than 
one MByte of disk storage. The amount of 
memory required by the CLEAR Event Log 
is not included in this figure as it is 
presently not known how much storage 
will be required. 
EXPERT SYSTEM CONCEPT 
The CLEAR expert system is to assist the 
analyst in the MOR in operating the COBE 
spacecraft communication links with the 
TDRS. The following functions are to be 
performed by the system: 
monitor the spacecraft 
communication data, 
isolate suspected faults for analysis, 
diagnose actual faults, 
determine the set of alternative 
actions, 
rank and display the possible 
responses for the analyst, 
explain the diagnosis, the selection of 
alternatives and the ranking of possible 
responses, and 
activate the operator selected 
response (future enhancement not part 
of initial prototype). 
Two very significant requirements are the 
"realtime" response required of the 
expert system and the mandatory 
requirement that the effect of the CLEAR 
on the operational system be either nil 
or minimal. These two requirements 
considered together have generated the 
concept of the CLEAR expert system 
prototype attached to the operational 
system as if it were an operator's 
workstation display. This approach, 
rather than that an embedded or inline 
system, is expected to reduce the effect of 
the prototype expert system on the 
operational system to the minimum and to 
meet the response requirement. 
TOOL SELECTION 
The realtime response required of the 
CLEAR system translates into a 
performance requirement for the expert 
system. The data driven and diagnostic 
nature of the expert system place 
interface and inference logic requirements 
on the tool selected to build the 
application. Further selection criteria 
come from the hardware and software 
compatibility requirements. The CLEAR 
must run on the POCC workstation which 
is an IBM AT compatible personal 
computer and must use operating system 
level software written in C and compiled 
under MicrosoftQ C Version 4.0. 
A number of secondary (desireable rather 
than mandatory) requirements are also 
used in the selection including cost, 
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number of tool users, length of tool usage, 
stability of supplier, development 
environment and availability of source 
code. The secondary selection criteria are 
used to rank the expert system building 
tools that satisfy the mandatory 
requirements. 
Although several commercially available 
expert system building tools meet the 
mandatory requirements based upon 
avai lable informat ion including 
independent benchmark tests, product 
reviews and reported user experience in 
using these products, none is ranked 
higher than a NASA expert system building 
tool, CLIPS. 
CLIPS, a tool for the development of 
expert systems, was created by the 
Artificial Intelligence Section of the 
Mission Planning and Analysis Division at 
NASAIJohnson Space Center. CLlPS 
provides an inference engine and language 
syntax which provides the framework for 
the construction of rule-based systems. 
CLlPS was entirely developed in C for 
performance and portability. The key 
features of CLlPS are: 
. . ard Cha~r~ l lg  Rules 
CLlPS allows 
free form patterns, single and multi- 
field variable bindings across patterns, 
user defined predicate functions on the 
LHS of a rule, and other powerful 
features. 
CLIPS has been installed 
on over half a dozen machines with 
little or no code changes. 
I Performance: CLIPS' perfor- 
mance on minicomputers (VAX, SUN) is 
comparable to the performance of high 
powered expert system tools in those 
environments. On microcomputers, 
CLlPS outperforms most other 
microcomputer based tools. 
Embeddable. CLIPS systems may be 
embedded within other C programs and 
called as a subroutine. 
provides an interactive, text oriented 
development environment, including 
debugging aids. 
telv I- With C; Users 
may define and call their own functions 
from within CLIPS. 
Extensible: CLIPS may be easily 
extended to add new capabilities. 
ce Code; CLIPS comes with all 
source code and can be modified or 
tailored to meet a specific users' needs. 
Iv Documented: CLIPS comes with 
a full reference manual complete with 
numerous examples of CLlPS syntax. 
Examples are also given on how to 
create user defined functions and CLlPS 
extension. A User's Guide to introduce 
expert system programming with 
CLlPS is also available. 
CLlPS is available through: 
Computer Software Management and 
Information Center (COSMIC) 
NASA Software Dissemination Center 
University of Georgia 
Athens, Georgia. 
DEVELOPMENT APPROACH 
The CLEAR system is being implemented in 
three phases. The first phase, which was 
completed February 28, 1987, was the 
rapid prototyping phase. The prototype 
was developed on a Symbolios 3640 Lisp 
Machine using the Automated Reasoning 
Tool (ART). The first phase demonstrated 
the expert system technology and an 
understanding of the problem domain 
using an advanced development 
environment. The products of this phase 
that transfer to the next are the user 
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interface and the knowledge base. 
The second phase of implementation is the 
operational prototyping phase. This 
operational prototype is being developed 
on the Kandl AT using CLIPS and the 
Microsoft@ C 4.0 compiler. In this phase, 
the CLEAR team will evaluate hardware 
and software performance, and locate 
problems using the actual operational 
environment driven by simulated 
operational data. In addition to the early 
determination and resolution of problems, 
the knowledge base is being enhanced and 
the entire system will transfer to the final 
phase. 
The third and final phase of the CLEAR 
system implementation is the installation 
in the COBE MOR of the hardware and 
software developed in the second phase. 
Deferred components and enhancements 
stemming from the second phase will be 
developed at this time. This operational 
prototype will be integrated, tested and 
available to assist the MOR operator1 
analyst during COBE operations. 
During the first two phases, CLEAR 
receives simulated data from a locally 
written Data Simulator. The simulator 
transmits data resembling the data that 
CLEAR will receive from the MSOCC 
Applications Processor after installation 
and integration in the third phase. The 
CLEAR team developed the Data Simulator 
to allow testing and debugging of the 
expert system without having to wait for 
simulated test data in the last phase. 
The Data Simulator is a software program 
that resides on a VAX 8600. This design 
prevents the simulator from interfering 
with the processing time of the computer 
on which CLEAR is running. The design 
also allows the simulator to be used to test 
CLEAR on both the Symbolics 3640 in the 
first phase and the Kandl AT in the second 
without rewriting or transporting the 
software program. 
In the third phase, CLEAR will have a 
physical interface with the MSOCC 
Applications Processor (AP). 
SYSTEM ARCHITECTURE 
The CLEAR system software architecture 
consists of the Expert System and two 
Interface Subsystems (Figure 1 ). 
The Expert System is a forward- 
chaining, rule-based system. It is 
implemented using the C Language 
Integrated Production System (CLIPS), an 
expert system development tool developed 
by Johnson Space Center. CLIPS was 
chosen because it is forward-chaining, 
portable, and supports integration of 
external functions written in the 
CLEAR Software Architecture 
CRT 
Figure 1 
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programming language 'C' . 
The User Interface subsystem interfaces 
the user's CRT display to the Expert 
System. This subsystem generates all of 
the text and graphics to be displayed to the 
user on the CRT. Independently developed 
Video Interface Routines are utilized by 
this subsystem to produce the screen 
display. 
The Data Interface subsystem interfaces 
the Expert System to the Applications 
Processor in  the Multi-Satell ite 
Operations Control Center (MSOCC). This 
subsystem buffers the ODM and spacecraft 
status parameters received from the AP 
u t i l i z i n g  t h e  w o r k s t a t i o n ' s  
communications interface software which 
is being developed independently. The 
buffered data is then converted to the 
format required by the Expert System and 
passed to it. 
These three primary subsystems of the 
CLEAR system can be further broken down 
into their functional modules (Figure 2). 
The Expert System consists of fact bases, 
a rule bases, an Inference Engine and an 
Event Log. 
Data enters the Expert System as CLIPS 
facts asserted by the Data-Conversion 
routine. Each fact represents a piece of 
information which has been asserted into 
the Fact Base or Deduced-Data base. In 
CLIPS, the Fact Base is properly called a 
"Fact-List" and the existence or non- 
- 
:-----' Data Interface --------; .-------------------------- Expert System .- - ---.-----------, 
! :  
CLEAR Functional Design (phase 2) 
Figure 2 
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existence of facts in this list causes rules 
in the Rule-Base to fire. The actions of 
rules can cause facts to be asserted in or 
retracted from both the Deduced-Data base 
and the Fact Base. 
The Event Log is a log of all Expert 
System activity for post-event analysis. 
The system time tags all identified faults 
and records the inferences, diagnoses, and 
recommendations offered to the analyst. 
The system provides non-realtime 
utilities to print a formatted copy of the 
log, to trace and analyze the activity of the 
inference during the event, and to extract 
statistics for evaluation of system 
performance. 
The Deduced-Data base is a list of facts 
that are deduced by the Expert System, 
such as the status of the links and control 
information. These facts cause rules in 
the User-Interface Rule Base to fire 
which, in turn, sends function calls to the 
User lnterface subsystem. 
The User lnterface Functions manage the 
screen display. These functions utilize the 
Video lnterface Routines that are being 
independently developed to drive the Dolen 
DC-4 (and, subsequently, the DC-8) 
video board. 
The ODM and spacecraft status parameters 
coming from the AP will be formatted by 
the Terminal Emulator package for 
viewing upon the workstations' CRT by the 
FOA. The Terminal Emulator package 
functionally processes the incoming data 
as follows. 
The parameters enter the POCC 
workstation through the communications 
port and are stored in a circular character 
buffer. Every 30 milliseconds (30 p- 
sec), a process checks this buffer for 
newly arrived data. When a parameter 
arrives, this process first decodes its 
value, attributes and screen coordinates, 
and then stores them in a video buffer 
named Display Page 0 (zero). 
The Incoming Parameter Monitor will poll 
the Display Page 0 for the new parameters 
and will send them to Data-Conversion 
when located. Data-Conversion converts 
these parameters to the corresponding 
CLIPS facts and asserts them into the 
Expert System. 
A second source of input data is the 
Initialization Table. This table contains 
COBE spacecraft and TDRS configuration 
parameter values. When first set or when 
modified, these values are sent to Data- 
Conversion to be converted to the 
appropriate CLIPS format. If parameters 
in the Initialization Table are modified 
during an event, CLEAR can be reset and 
restarted using these modified values. 
The Expert System, written in CLIPS, 
was the first subsystem to be coded. The 
coding process was straightforward due to 
the similarities between CLIPS and ART 
(in which the phase one prototype was 
written). The User lnterface was the 
second subsystem to be developed. A 
highly functional user interface assisted 
in developing knowledge base because it 
was only through the CRT display that the 
capabilities of the expert system could be 
demonstrated to the "expert" for approval 
or refinement. The Data lnterface was the 
final subsystem to be coded. Both the Data 
lnterface and the User lnterface 
subsystems were coded in MicrosoftQ C 
4.0. 
OPERATION 
As a data-driven expert system, CLEAR 
receives ODM and status data from the AP 
in realtime, monitors the data, advises 
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the FOT of problems and recommends 
possible solutions for each problem 
isolated. To facilitate greater acceptance 
and ease of use, user input is minimal. 
The only user input required by CLEAR is 
the pre-event initialization of parameters 
in the Initialization Table. Default 
settings for each spacecraft and ground 
system parameter are provided along with 
an override via keyboard entry. 
During a pass, the parameter values of the 
lnitialization Table can be modified by the 
Flight Operations Analyst (FOA) if the 
expert system detects and notifies him/ 
her of anomalies between these 
parameters and the actual COBE or TDRS 
configuration. The FOA may then reset and 
restart the expert system using the 
corrected parameters. 
If, on the other hand, the user notices an 
incorrect value in the lnitialization Table 
before the expert system isolates it, a 
correction can be made without affecting 
the Data lnterface software or the 
functioning of the expert system. 
CLEAR outputs to the CRT of the 
workstation. Figure 3 shows the screen 
display of the user interface of the CLEAR 
first phase prototype which was developed 
on the Symbolics 3640. Due to the 
differences in graphics capabilities 
between the Symbolics and the Kandl AT, 
the actual screen display developed in the 
second phase may be different; however, 
the CLEAR team will strive to develop a 
screen display as similar as the graphic 
routines will efficiently permit. 
The display has a COBE-POCC network 
graphic, "Problem" and "Advice" message 
Initialization Mode 
To coned his prddem 
P> R e c o n l i i  AP la CRATE 125 
- Send GCMR SF125 (SA) a M F125 (MA) 
-> Canmand SC to CRATE lo00 
I> send GCMR SFIOOO (SA) or MFIM (MA) 
II> Reconliim AP la CRATE 1000 
CLEAR User lnterface Design 
Figure 3 
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areas, and various graphic indicators 
which are used for continual display of the 
time and other important parameters. 
The "Problem" and "Advice" message areas 
remain blank until the need for a message 
is determined by the Expert System, at 
which time the problem and the 
appropriate advice are displayed. The 
"Problem" area displays all the problems 
isolated, prioritized by the most likely 
initial cause. The "Advice" area provides 
recommendations on how to correct the 
most critical problem of the "Problem" 
area. In the case of multiple advice 
options, the first one listed is the best 
option, followed by other advice in 
descending order of probable 
effectiveness. 
The COBE-POCC network graphic shown in 
Figure 3 consists of two TDRS spacecraft, 
the COBE spacecraft, and the NGTfWSGT 
and MSOCC boxes. When solid lock on 
COBE is achieved, there are two green 
lines (each line denotes both the forward 
and return links); one from COBE to the 
appropriate TDRS, and one from TDRS to 
WSGT. If data indicates that there is a 
problem with either of these links, the 
troubled link will turn red and flash 
while the other healthy link remains 
green. 
FUTURE PLANS 
The second phase, implementation of an 
operational prototype on the EAW, will be 
finished in the Fall of 1987. The third 
phase will begin at that time and will 
include the following tasks: 
implementation of deferred modules, 
addition of enhancements identified in 
the second phase, 
generation of system documentation, 
generation of training manuals, 
delivery and installation of the CLEAR 
prototype in the MOR, 
system integration, and 
system test and acceptance by the 
user. 
One additional task, the system 
performance evaluation, must be deferred 
until COB€ is launched and a baseline of 
operational experience has been obtained. 
This task is to evaluate both the 
efficiency of the system and the 
effectiveness of CLEAR in assisting the 
operator in the MOR. 
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A b s t r a c t :  The paper describes a Prolog-based 
prototype expert system that was implemented by 
the Network Operations Branch of the NASA Goddard 
Space Flight Center. The purpose of the prototype 
was to test whether a small, inexpensive computer 
system could be used to host a load shedding 
"advisor," a system which would monitor major 
physical environment parameters in a computer 
facility, then recommend appropriate operator 
responses whenever a serious condition was 
detected. The resulting prototype performed 
significantly better than was originally anticipated, 
due primarily to efficiency gains achieved by 
replacing a purely rule-based design methodology 
with a hybrid approach that combined procedural, 
entity-relationship, and rule-based methods. 
1. In t roduc t ion  
Successfully operating a large computer facility is a task that encompasses far 
more than simply knowing how to run computers. A computer facility is 
complex ,  in tegra ted  combina t ion  of phys ica l ,  env i ronmenta l ,  and 
computational systems that must work in unison to achieve the overall 
purpose of the facility; for example, the failure of a small valve that supplies 
chilled water to an air conditioning unil can cause a computer system to grind 
to a halt just as surely as the loss of a critical system file. When the 
interlinked support systems of a facility work smoothly, it is quite easy to 
forget about the safety net that they provide; however, when one of those 
support systems suddenly fails o r  is seriously damaged, a good understanding 
o f  its relationship to data processing and communications equipment can 
suddenly become critical. 
After a support system failure has been recognized, the decisions made during 
the (often short) span of time available for responding to the problem can 
make the difference in whether critical processing must be abandoned, and in 
certain cases may determine whether facility equipment is physically 
damaged. The problem of how to respond to a support system failures is 
aggravated when a facility is part of a larger real-time communications 
network, since a loss of key functions in such a facility can have a direct 
impact on sites throughout the network. 
At the NASA Goddard Space Flight Center, the problem of how to minimize the 
impact of support system outages is a very real operational issue. Goddard is 
the home of the Network Control Center, or NCC, which is the central control 
facility for the Tracking and Data Relay Satellite System (TDRSS) Network. The 
TDRSS Network combines a ground based communications network with a 
geosyncronous relay satellite, and it is used to provide communications 
support to a variety of satellites and spacecraft, including the Space Shuttle. 
Due to the central role of the NCC in the TDRSS Network, the failure of one of 
its support systems can have an impact that goes far beyond the NCC, affecting 
communication nodes and TDRSS customers at various remote sites. Such 
outages can in certain instances result in the loss of irreplaceable scientific 
data; in the case of the Space Shuttle, such an outage could make it necessary to 
fall back to the Ground Network, an older ground-based communications 
network with less coverage. 
2. The Load Shedding Study 
In August 1985, the Network Operations Branch (Code 534.1) of the Goddard 
Space Flight Centcr began a study to determine whether expert system methods 
could be used to assist NCC operators in responding to failures in NCC support 
systems. The specific area selected for investigation was load shedding, which 
is defined for the NCC facility as the selective reconfiguration and shutdown of 
equipment during power, temperature, or  humidity crises. Specific goals of 
the investigation were: 
a )  To determine the applicability of expert system methods to the load 
shedding problem. Due primarily to the need for real-time responses, 
expert system methods were not automatically assumed to be the best 
approach to the load shedding problem. Although a few examples of 
real-time expert systems (such as ~ a v e x l )  were known when the study 
began, most examples of expert systems were for stand-alone use only. 
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b )  To provide a mechanism for formally capturing load shedding expertise. 
Even if the load shedding application did not prove to be a good 
candidate for expert system methods, i t  was felt that the formal capture 
of operator expertise would be a valuable result in itself, since it could 
be used to formulate better manual procedures for load shedding. 
c )  To determine processing and storage needs of an operational expert 
s y s t e m .  By developing a prototype of the expert system, it was hoped 
that firmer estimates could be made of the processing and storage 
resources needed for an operational load shedding expert system. 
A key component of the Code 534.1 strategy was to build an actual small-scale 
prototype of a Load Shedding Advisor, using an off-the-shelf expert system 
shell on a PC-class computer system. Although it was recognized that a PC- 
class system was unlikely to be powerful enough to host a fully functional 
real-time load shedding system, the PC approach had the important advantage 
of providing a convenient and readily available host system for developing 
the major features of the knowledge base. 
3. Results of Prototype Development 
The load shedding study was completed in October 1986, and the results were 
encouraging. In particular, the final version of the prototype performed 
significantly better than anticipated, leaving open the possiblity that a PC- 
class computer could be used to host an operational load shedding expert 
system. Gains in both efficiency and maintainability were achieved through 
the use of a "hybrid" design approach that was developed as the prototyping 
effort progressed. This hybrid methodology, which is described in more detail 
later in this paper, replaced a purely rule-based design with a combination of 
procedural, entity-relationship, and rule-based methods. 
Three distinct prototypes were constructed for the load shedding study. Each 
of these prototypes used a different shell or shell version, and each one 
concentrated on a different aspect of the load shedding problem. All of the 
prototypes were implemented on an IBM PC XT with 640K bytes of memory, a 
30 megabyte hard disk, two half-height floppy disk drives, an EGA graphics 
board, a mouse, and an MS-DOS operating system. The number of people 
working on the project varied from one to three, with one person always 
assigned full time. The prototyping activity lasted fourteen months. 
The first two prototypes were aimed at determining the actual rule sets for an 
NCC load shedding system, and were directly based on expertise gained by 
interviews with NCC facilities and operations personnel. The third prototype 
was used to investigate structural and human factors issues, and was designed 
for use as a demonstration system. To  avoid having sensitive data in the 
demonstration prototype, its knowledge base was constructed around a 
hypothetical facility that demonstrated features found in most large computer 
facilities, rather than being based on the NCC. Descriptions of the three Load 
Shedding Advisor (LSA) prototypes are given below. 
4. LSA-1: Interactive Diagnosis of Load Shedding Problems 
Design of the LSA-I Prototype. The first prototype, LSA-1, was a classic 
Mycin-style expert  system that used Newell/Simon production rules2 to 
represent load shedding expertise. The rules were implemented with Version 
1.3 of Teknowledge's "M.1" expert system shell, a rule based, backwards- 
chaining shell that is similar in syntax to the A1 language pro1og3. Like most 
Mycin-style exper t  sys tems,  the opera tor  interface fo r  LSA-1 was  
"conversational;" the expert system acquired facts by engaging in a selective 
question-and-answer session with an operator. 
The LSA-I Knowledge Base. A substantial body of rules was collected and 
formalized for the LSA-I effort, but for reasons described below, only a small 
subset (about 30) of these rules were actually coded into the knowledge base. 
The implemented subset covered diagnosis and response to power distribution 
problems for a hypothetical facility that included several load centers (power 
conversion transformers), two commercial power feeders, and two backup 
power feeders. 
Evaluation of Results. Within the limits of the data available to it, the LSA-I 
system performed reasonably well. Response times were acceptable, ranging 
from a few tenths of a second to one o r  two seconds, depending on how much 
text was displayed and how much inferencing was required. Certain aspects of 
the M.1 Version 1.3 user interface, such as the requirement that all entries be 
terminated with a period, were cumbersome, but the system converged rapidly 
to conclusions and needed relatively few entries from the operator. 
Although the production rule model of LSA-1 provided a good mechanism for 
collecting and formalizing load shedding expertise, it did not adequately satisfy 
the primary goal of determining whether a real-time, on-line load shedding 
advisor was possible. Factors which made LSA-1 inadequate for accurately 
assessing the load shedding expert system problem were: 
a )  Incomplete coverage of the problem domain. Since the LSA-I system 
was built on the assumption that all decision data would be obtained 
from an human operator, its coverage was necessarily limited to faults 
whose effects were visible to the operators. Such an approach suffers 
from the dual problems of  poor fault coverage (since only a small subset 
of the potential range of  fault indicators would be used) and poor 
resolution (since there was not always enough data to distinguish 
between distinct faults). 
b )  Reliance on operators for time critical status data. Another problem 
with LSA-1 dependence on the operator interface for data was the time 
critical nature of many load shedding problems. In a load shedding 
emergency, the operator may need to respond in less than a minute; in 
such a case, it is  very unlikely that he will want to spend that time 
getting the expert system "up to date" on what has happened. 
The Domain Status Acquisition Problem. The most significant problem with 
the LSA-1 prototype was its reliance on a question-and-answer dialog to obtain 
the data it needed to make load shedding recommendations. While this type of 
dialogue is adequate for situations where the problem is stable over the time of 
the dialogue (most patients don't die while Mycin is asking questions), it can 
be highly inappropriate in a crisis situation where a fraction of a minute may 
make the difference between success and failure. The problem is aggravated 
by the fact that good load shedding recommedations require more than a 
simple identification of the problem; unless the advice can be "customized" to 
the current status of a facility, the system can only give generic advice on 
how to deal with a problem. 
In a crisis situation, generic advice is a poor second to a list of  specific 
instructions. The difference between the two may be seen in the example of 
telling an operator to "shut down non-critical disk drives," as opposed to 
giving him a list of exactly which drives should be shut down. Such 
customization is  dependent primarily on the availability of good status data, 
rather than on the inferencing power of an expert system. Without such 
customization, a load shedding expert system would in effect become an on- 
l ine documentation system, where operators would "look up" standard 
procedures by entering a short list of index conditions. While such a system 
could be  valuable as an automated replacement to paper-based operating 
manuals, it would fall substantially short of the full potential of a load 
shedding expert system. 
In the sections below, the set of data that describes the current status of an 
expert systems's problem domain (in this case a computer facility) is referred 
as domain status data. The problem of how to acquire such data effectively is 
referred to as the domain status acquisition problem. 
5. LSA-2: Simulated Domain Sta tus  Moni tor ing 
Purpose of the LSA-2 Prototype. Since LSA-1 did not adequately address some 
of the broader issues of how to implement a load shedding expert system, the 
LSA-1 system was abandoned in favor of a new approach in which the domain 
status acquisition problem would be explicitly addressed. T o  test the 
effectiveness of integrating domain status data into the expert system, a new 
prototype, the LSA-2 system, was implemented. 
Design of the LSA-2 Prototype. LSA-2 was implemented in M.l Version 2.0, 
which provided a number of significant enhancements over  Version 1.3. 
Version 2.0 was written in C rather than Prolog, and as a result it was about 
five times faster. Screen display commands, which were one of the weakest 
points of Version 1.3, were also significantly improved, although they still fell 
shor t  o f  the  capabi l i t ies  provided by many conventional  PC-based 
programming languages.  
The major thrust of the LSA-2 effort was to simulate entry of domain status data 
through the the use of  simple menu-style operator query screens. The 
operator could selectively modify the recorded status, which would then be 
recorded as facts in the knowledge base. Upon completion of such entries, the 
system would evaluate the status values for potential problems, and would 
automatically prompt the operator if any were found; thus, unlike LSA-I, the 
new system was able to initiate its own diagnostic sequences without waiting 
for an explicit operator query. 
Like LSA-1, the LSA-2 system was implemented using only production rules. 
Features such as the menu displays could also have been accomplished by 
writing a C program that interfaced with the expert system, but it was decided 
to instead try using the enhanced I/O features of M. l  Version 2.0 to create a 
more-or-less conventional menu interface. 
The LSA-2 Knowledge Base. The decision to implement conventional menu- 
style interfaces with production rules instead of external code turned out to be 
rather a disaster ,  particularly from the perspectives of  clari ty and 
maintainability. Since M.l Version 2.0 permitted a maximum of 16 variables in 
any one rule, displays that showed more than 16 variables at once (of which 
there were several) had to be "coded" by using remarkably opaque trees of 
display rules. The ability to iteratively modify a parameter, a must for those of 
us who don't always get it right the first time, could only be implemented by 
using M.l metacommands to selectively reset (clear) facts from the knowledge 
base, an approach which again led to opaque "code." 
By adding the requirement that the knowledge base handle more complex data 
about the status of the facility, it also became necessary for LSA-2 to perform 
calculations on moderately large sets of data; for example, the total electical 
load of a facility could only be obtained by adding the individual loads of all 
active equipment items. Although M.l was capable of performing arithmetic 
calculations fairly quickly, the design used in LSA-2 used inferencing as its 
data access mechanism, an approach which led to very slow evaluations. For 
example, one simple summation of a few dozen real values took over 60 seconds 
to perform, a figure that clearly leaves room for optimization. 
Evaluation of Results. Unlike the LSA-1 system, which performed reasonably 
well withing its d e f i ~ e d  limits, the LSA-2 experiment was obviously no where 
near its optimal level of  performance or  structure. Its main value was 
conceptual; by providing a first-draft attempt to organize and use explicit 
domain status data in a knowledge base, LSA-2 suggested new ways for 
organizing such data in a more coherent fashion. After completion of a slow 
(but functional) LSA-2 system, the prototyping effort shifted its focus to a new 
tool and a new representation of domain status data. 
6. LSA-3: Enti ty-Relationship Problem Modeling 
Switching Over to Turbo Prolog. As described above, the LSA-2 prototype had 
run into difficulities in its use of rule-based methods for menu displays and 
numeric calculations. The best solution to this problem appeared to be convert 
110 and numeric functions to C, and to use the M.l shell only for inferential 
problem solving. Another possibility was translation of the M.l knowledge 
base into Prolog, a language which shares many features with M.l, but which 
contains a fuller range of low-level 110 and numeric functions. Unforunately, 
most of the PC-based Prolog systems that were available at that time were slow 
and rather limited, and they often lacked the standard features found in large- 
machine versions of Prolog. 
The situation changed when Borland released Turbo Prolog Version 1.0. Turbo 
Prolog is  actually a subset of full Prolog, since it omits an important feature 
known as metaprogramming, but the product has a powerful set of high-level 
and low-level 110 routines, and it is very fast. After a short period of testing, a 
decision was made to translate the major features of the LSA-2 prototype into 
Turbo Prolog. 
Penalties involved in switching from M.l to Turbo Prolog included the loss of 
a rich set of M.l commands and metacommands, a switch to a less English-like 
syntax, and loss of the built-in conversational interpreter. These losses were 
offset by that fact that the LSA-3 design would be built almost entirely around 
menu-based interfaces, and would rarely need a conversational interface. 
Design of the LSA-3 Prototype. As a result of evaluations of the LSA-2 
prototype, it was decided that the LSA-3 prototype should explicitly partition 
the load shedding problem into three components, each of which would use a 
different conceptual model. The components of this hybrid approach were: 
a)  Procedural Programming. The experiences gained in the LSA-2 model 
indicated that  for  many of the  current expert  system shells ,  
conventional coding may be the best way to implement support 
functions such as I/O and mathematical calculations. The general rule 
for deciding whether to use procedural code is that if a function 
attempts to use inferencing to perform simple, non-heuristic accesses to 
data, 110 devices, o r  other rules, then it probably should be 
implemented with some form of procedural programming. Inferencing 
is a powerful look-up mechanism, but it is also very expensive in its use 
of computer time; careless use of inferencing in an expert system can 
very quickly lead to serious performance problems. 
In  Turbo Prolog, "conventional" programming was simulated by 
selectively using the cut operator to constrain predicates into non- 
backtracking behavior. Predicates in this form could be used as close 
analogs of conventional subroutines and functions, and various Turbo 
Prolog compiler optimizations provided excellent speed and memory 
performance for constrained predicates. 
b )  Entity-Relationship Modeling. Entity-relationship (E-R) modeling4*5 is 
an idea that has become popular in recent years in the database 
management community. The E-R model of a problem is actually a form 
of the well-known relational database model6, differing only in that 
"relationships" between tables of information ("entities") are explicitly 
named and defined, rather than being implicit as they are in the 
relational model. 
The importance of E-R models to expert systems is that they can be used 
to separate problem modeling from problem expertise. In the case of 
the load shedding problem, E-R models can be used to represent sets of 
equipment and their properties, while rules for handling support 
system faults can be be generalized to address entire classes of 
equipment, rather than individual items. Since most expert system 
shells are built around relational databases, simple forms of the E-R 
model can be directly implemented in products such as M.I .  Prolog, 
with its inherently relational structure, is a particularly good language 
for implementing E-R problem models. 
c )  Rule-Based Knowledge. In the hybrid approach, production rules are 
reserved for their classical application of modeling human expertise 
about specific, well-defined problem domains. However, unlike most 
rule-based expert systems, the rules of a hybrid expert system should 
make their assertions primarily in terms of an underlying entity- 
relationship model of the problem domain, rather than in terms of the 
external world of the expert system user. Changes to status data in an E- 
R database can be hidden from the expertise rule set, so that these rules 
can view the E-R database as if it were a direct mapping from the real- 
world problem domain. The major advantage of having rules address 
the E-R model instead of the external world is generality; rules stated in 
terms of formally defined E-R facts will tend to be more powerful than 
rules that refer directly to less formalized structure of the real world. 
The LSA-3 Knowledge Base. Using the hybrid design paradigm described 
above, the LSA-3 knowledge base was divided into two parts: an E-R component 
that describes the hypothetical facility with relational tables, and a set of 
production rules for describing expertise in solving load shedding problems. 
Conventional procedures, which were implemented by using constrained 
Prolog predicates, were used to transparently update the E-R database to the 
current (simulated) status of the facility. 
The LSA-3 User Interface. The LSA-3 user interface strongly emphasized 
human factors related to the load shedding problem. In particular, the 
number of operator keystrokes needed to respond to  alarms was kept to a 
minimum, data entry mechanisms were arranged to make invalid entries 
difficult or  impossible, color coding was used to help operators identify out-of- 
tolerance values at a glance, selective keyboard lockouts were used to prevent 
invalid data entries, and all screen displays included information on "what to 
do next." For normai conditions the system the system is passive, requiring no 
interactions from operators. For serious emergencies, the system goes into an 
"imperative" mode in which visual and audible alarms are activated. The 
alarms will remain on until an operator either follows the recommendations of 
the system, o r  explicitly overrides the alarms with an explanation of their 
cause. 
Using "instantiation" of general conclusions against the E-R model of active 
equipment, the prototype is able to convert a general conclusion into a 
specific list of  specific, item-by-item recommendations that are then 
presented to the operator as a series of imperative menus. These menus are 
presented in priority order, with the most important sets of equipment given 
first. Equipment lists are grouped by system to help the menus correspond 
more closcly to the physical components of the facility. If multiple problems 
are detected, the system responses to those problems are queued in a 
prioritized order. In such a case, the system will continue to prompt the 
operator with new alarms until all known problems have been resolved. 
Although the primary mode of interaction between the LSA-3 system and an 
operator is through menus, a special rule interpreter was written in Turbo 
Prolog for use in cases where reliable domain status data is unavailable. In 
this situation, it is planned that the load shedding system will fall back to a 
mode that is similar to to the LSA-1 prototype, in which observable symptoms 
of faults are used by an operator to access general advice as to what actions to 
take. The interpreter provides a conversational interface, and is designed to 
be embedded in a Prolog program, rather than to act as a stand-alone shell. It 
is backward-chaining, and implements a slightly modified form of Bayesian 
certainty factors7 to handle reasoning with uncertain facts. 
Finally, the LSA-3 prototype includes a set of routines for creating colored bar 
gauges, which are used to display temperature and humidity data. The routines 
are designed for general-purpose use, and can be embedded in any Turbo 
Prolog program. 
L S A - 3  Performance .  The performance of the LSA-3 prototype was 
exceptionally good, especially when compared to earlier LSA-2 design that 
attempted to  provide similar features. Evaluations of the E-R status database 
were completed at a rate of four times a second, and an 80386-based version of 
the system is expected to run roughly 20 evaluations each second. Both of 
these speeds are far in excess of anticipated needs. User interfaces were all 
very prompt in responding, and "smart" display features used in the menus 
allowed users to see the implications of data entries almost instantly. The only 
PC resource that was appreciably stessed by the application was memory; in 
some instances, approximately half of the available 640K bytes of memory was 
used by the application. 
Overall, the performance of the LSA-3 prototype was sufficiently good that the 
idea of using an 80386-based PC computer to host an on-line Load Shedding 
Advisor became a real possibility, one which will be investigated in future load 
shedding work. 
7. Advantages of Using Entity-Relationship Models in Expert 
S y s t e m s  
The explicit use of an E-R model in the LSA-3 prototype led improvements in 
both the clarity and performance of the knowledge base, and is a concept that 
would appear to have considerable generality. Advantages of using E-R models 
in the construction of knowledge bases include: 
a )  Increased Structural Clarity of the Knowledge Base. In many expert 
systems, modeling of the problem domain (such as a computer facility or  
an automobile engine) is intimately mixed with heuristic expertise 
about the domain (such as which symptoms indicate which classes of 
faults). The E-R model allows a clear separation of such knowledge, and 
a corresponding increase in clarity. 
b )  Increased Maintainability of the Knowledge Base. The E-R model of a 
problem domain will record information that is much more readily 
accessible than problem solving expertise, and it will record it in the 
form of easy-to-maintain tables. For example, in a well-structured E-R 
model, the removal of an equipment item from a computer facility would 
be shown by simply removing the item from its entity table; the load 
shedding expertise of the rule base would not need to be changed at all. 
c )  Avoidance of Redundant Rule Instantiations. A common problem in 
rule-based expert systems is the inadvertant specification of rules 
which simply repeat a general principle for two o r  more similar 
objects. An E-R model helps substantially in eliminating such 
redundancies by providing a single,  coherent terminology for 
describing classes of similar problem domain objects. 
d )  Easier Identification of Generic Rules. By providing a formal 
terminology for describing the problem domain, the E-R model can also 
help an expert notice broader relationships when defining rules. 
e )  Increased Clarity and Conciseness of Rule Definitions. The availability 
of a formal E-R description of the problem domain also heIps make 
individual rules more precise and less prone to inadvertant use of 
s y n o n y m s .  
f )  Faster KB Evaluations ~hrough  Specification of E-R Access Mechanisms. 
By defining special forms of relationships which order or  otherwise 
modify the appearance of entities at the rule level, explicit search 
mechanisms can be imposed on rules, without affecting the way in 
which rules are stated. 
g )  Simplification of Interfaces to Conventional Software. As described for 
the LSA-3 model, the E-R database can be updated independently by 
conventional software, allowing the rule base have rapid access to 
external data without having to acquire it via inferencing. 
h )  Support of Constrained Learning Via E-R Modification. An valuable 
property of  a well-structured E-R database is that it is  very easy to 
update, provided that the changes to it do not violate the particular E-R 
model used. This feature could readily be used to create knowledge bases 
that actively learn about changes in the problem domain, a feature that 
could b e  very useful for an application such as the Load Shedding 
Advisor, where the problem domain (a computer facility) may have 
frequent changes to items such as equipment lists. A limited learning 
feature would greatly extend the usability of the expert system in such 
an environment. 
j) Enhanced Support of "Deep" Reasoning. Finally, the formal problem 
domain descriptions of E-R models could be used as "axiom sets" for some 
forms of self-referential reasoning. The analogy is  that the expert 
system can reason more deeply because it can "see" a formal model of 
the problem .domain, rather than having to relay on implicit problem 
domain knowledge that is scattered all through the knowledge base. 
8. F u t u r e  Directions 
Work on the Load Shedding Advisor has continued into a new phase in which 
mechanisms for linking a load shedding advisor into NCC status systems are 
being investigated. With the successful of the LSA-3 prototype in 
demonstrating that a load shedding system is feasible on even a small 
computer system, the emphasis has now shifted to the significant problem how 
to acquire timely, up-to-date data for refreshing the E-R status database. 
An equally interesting result of  the load shedding effort has been the 
development of the hyprid approach to developing new expert systems. In 
particular, the idea of explicitly partitioning knowledge bases into an E-R 
problem domain model and independent expertise about that model seems to 
hold considerable promise as a way to extend expert systems into a wider range 
of real-time applications. 
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Abstract 
Over the past year I have been developing an expert system called LANES designed to detect and isolate 
faults in the Goddard-wide Hybrid Local Area Computer Network (LACN). As a result, the need for 
developing a more generic LACN fault isolation expert system has become apparent. This paper explores 
an object oriented approach to create a set of generic classes, objects, rules, and methods that would be 
necessary to meet this need. The object classes provide a convenient mechanism for separating high level 
information from low level network specific information. This approach yields a framework which can be 
applied to different network configurations and be easily expanded to meet new needs. 
Introduction 
A hybrid local area computer network (LACN) 
connects a variety of computers. ranging from 
mainframes to micros, throughout several 
buildings of the Goddard Space Flight Center. 
The network is based primarily on an Ethernet 
bus topology (Figure 1) but a star configuration 
using the Cable TV (CATV) wiring and Applitek 
equipment allows networks in different buildings 
to be interconnected. 
As this network grows, it becomes more and 
more difficult to detect and isolate problems. 
Currently operators do a small amount of 
network checking manually, but to do a thorough 
check of the entire network is tedious because of 
the large number of items involved. As a result, 
most fault isolation takes place after a user has 
discovered and reported a problem. 
The Local Area Network Expert System 
(LANES) began in 1985 as an effort to automate 
the process of fault detection and isolation. 
Development work is being performed on a 
Symbolics 3645 LISP machine using an expert 
Figure 1 -- Portion of Goddard LACN 
system development tool, the Automated 
Reasoning Tool (ART) from Inference Corp. An 
operationally useful prototype has been 
completed and is available for demonstration and 
use. 
The LANES screen is depicted in Figure 2. Each 
network is depicted graphically and a global map 
of Goddard Space Flight Center that shows 
connections between buildings (Figure 3) can be 
reached by clicking on the window connection 
icon (the upward m w )  labeled Map. To tell the 
system to begin checking the entire network a 
user clicks on the START button by positioning 
the mouse cursor over the START button and 
pressing the left mouse button. The button 
changes to STOP. The expert system heuristic 
rules then attempt to detect and isolate problems 
in the network. Results are displayed with text 
and graphics. For example. in Figure 2 the 
Bridge box CSl-D cannot be reached (an X is 
placed in the box) and the Bridge box CS 1-B has 
a high statistical CRC (cycle redundancy check) 
error count (a question mark is placed in the 
box). 
LANES checks each device on each network, 
tepeatedly cycling through all the networks, until 
the uset clicks on STOP. As each network is 
checked, the window being viewed will 
automatically be changed if the cumnt network 
is on a different screen and the Switch Screens 
button is set. At any time the user can edit the 
network design using NetEdit, an interactive 
graphical network editor. Devices can be added. 
moved. modified, or removed. The changes are 
reflected immediately by the expert system and 
can be used temporarily or saved to a permanent 
Figure 2 --LANES Screen 
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Figure 3 -- Map of Goddard rhv.C-a+lii , . c - L% i ,+. r i:3 
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I Connectivity Algorithms 
Object-Oriented Database 
and Graphical Editor 
Flgure 4 -- Framework Layers 
fde. framework. To build a framework that is 
reusable, highly modular, and easily modifiable 
The current version of LANES checks networks will require the base programming language to 
located in five different buildings. It gets the up/ provide object-oriented features such as dynamic 
down status- and health statistics of seventeen binding of functions (methods) to data (objects), 
bridge boxes, gets the up/down status of ten inheritable object and methods, and object 
VAX computers, and derives the status of five abstraction. A number of object-oriented 
Applitek devices. languages provide all of these features. l 
Object-Oriented Framework 
Framework Layers 
Demonstrating LANES has generated interest 
L 
within Goddard and at other NASA centers. 
However, because LANES has been designed 
specifically for the Goddard LACN much of the 
code that was developed would have little 
application to other LACNs. In addition, a 
number of functions and rules within LANES are 
replicated for similar object types. For example 
two rules which get the status of an object may 
only differ by the function which they invoke. 
This not only duplicates code and effort, but also 
makes global changes more difficult to make. 
Improved knowledge abstraction with increased 
modularity and ease of modification are being 
added to help solve these problems. 
The next step in the evolution of LANES is to 
build a generalized LACN expert system 
Conceptually the framework is composed of three 
primary layers (Figure 41, an object-oriented 
database and graphical editor, a set of 
connectivity algorithms, and the expert system. 
This concept allows the lower layers to be fully 
reusable without the upper layers, but not the 
reverse since the expert system would need both 
the database and connectivity layers to function. 
The object-oriented database and graphical editor 
are key elements of the system. The editor 
provides the main portion of the user interface 
with which users will create, modify, and add to 
networks. The database defines the relationship 
between network components and keeps track of 
component attributes such as network addresses 
and protocols. 
1. In the computer science field, object-oriented programming is gaining popularity as a software 
engineering methodology and programming style. The reason for this is that object-oriented 
programming excels in software reusability, modularity. and ease of modification. Brad Cox discusses the 
concept of using objectoriented programming to develop reusable software integrated circuits, Software- 
ICs (Cox, Brad J., Obiect Oriented Proeram~ne: An Evolutionant A~moach. Addison-Wesley. 1986). A 
commercially available product from Apple Computer called MacApp (Doyle. Ken, Wallace. Scott, and 
Rosenstein. Larry, MacApp": An Object-Orienred Application Framework, -rt NO. 4, Apple 
Computer, Inc., September 1986.) provides a highly reusable object oriented framework to implement the 
standard Macintosh intaface. reducing both the time and amount of code needed to build applications. 
Connectivity algorithms find paths between other network object types. Each subsequent 
components. For fault isolation on the Goddard child node or subclass. thea-efore, inhaits methods 
LACN the main algorithm is a simple depth first and fields from TComponent This, for example, 
search (loops are not allowed in the network) allows defaults to initially be set up in 
along connections that support the protocols of TComponent and later customized in subclasses 
the machines being tested. Another algorithm as required. Some of the classes along with their 
would be used to find "backroads" between methods and fglds are discussed below. A more 
equipment. An example would be to use a detailed design is currently Lmder deve1opnent. 
modem to bypass default network components to 
check the status of a computer. Fa other LACN TComponent has a field, Subcomponents, which 
configurations (e.g., a network that allowed can be used to define TComponent objects as 
loops), pgrammers could use the object-oriented abstract entities such as a network or computer 
capability of overriding methods to customize the that can be broken down into its 
dgorithms. fSubcomponents. A polling method is then 
defined to poll these subcomponents. Another 
The functions of the expert system layer are fault field, fConnectedTo, is a list of components that 
I TComponent I 
TDevice TPort TWire 
TPassthrough TActive 
TRepeater 
I 
TBridgebox TDecnetDevice I 
\ 
- - 
Flgure 5 - Object Hierarchy 
TApplitek TTransceiver 
/ \ 
TMultiplexor TComputer 
isolation, component monitorfpolling, graphical 
and text fault notification, and explanations. 
Fault isolation is provided by both high-level and 
low-level methods and heuristics. Monitor and 
polling methods provide the capability to 
continuously monitor specified components or 
request an instantaneous diagnosis. Explanations 
and fault notification are built upon the user 
interface of the graphical editor. 
Object Hierarchy 
Each of these layers are built within the object 
hierarchy shown in Figure 5. The top node, 
TComponent, is the parent or superclass of all the 
the TComponent object is connected with. 
TDevice, TPort, and TWire, are major subclasses 
of TComponent and defme high-level information 
and knowledge. The TPassthroughDevice class is 
for devices that act as information relays and are 
essentially transparent to other devices on the 
network. During fault isolation. the up/down 
status for devices in this class would have to be 
based on the ability of TActiveDevice objects to 
communicate through the TPassthroughDevice 
object. The TActiveDevice objects can be 
communicated with directly to determine upldown 
status. The bottom nodes of the hierarchy 
(TApplitek. TMultiplexor, etc.) contain the most 
network specific information and knowledge and 
is where most modifications and additions will 
take place. 
Future 
Currently a detailed design of the framework is 
under progress. In addition, a number of 
potential application areas are being explored. 
Once one is chosen, the hardware and software to 
implement the framework will be selected. 
Currently a variety of object-oriented 
programming languages (C++, Objective-C, 
Object Pascal. SmallTalk, LISP Flavors, ART 
3.0) which exist on a number of machines are 
beiig considered. 
When the LANES framework is complete, it 
should be applicable to a variety of LACN fault 
isolation problems. It could even be expanded 
to handle LACN design and performance 
analysis. 
I suspect that fault isolation will not be the only 
area where frameworks are built. Hopefully we 
will see a number of frameworks being built to 
handle other expert system areas such as 
scheduling, planning, control. What will be key 
to their success, however, will not just be 
functionality, but ease of modification and 
expansion. Object-oriented programming will 
play a large part in that success. 
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Abstract 
L-7 
The Fault Isolation Expert System for Tracking and Data Relay Satellite 
System (TDRSS) Applications (FIESTA) is a fault detection and fault 
diagnosis expert system being developed as a decision aid to support 
operations in the Network Control Center (NCC) for NASA's Space Network. 
This paper presents the operational objectives which influenced FIESTA 
development and provides an overview of the architecture used to achieve 
these goals. The approach to the knowledge engineering effort and the 
methodology employed are also presented and i 1 lustrated with examples 
drawn from the FIESTA domain. 
1.0 INTROOUCT ION 
This paper discusses the FAULT ISOLATION EXPERT SYSTEM for TDRSS 
APPLICATIONS (FIESTA). FIESTA is an expert system which is being 
developed to provide operator support in the Network Control Center 
(NCC) at Goddard Space Flight Center in the area of fault isolation. 
Section 2 provides an overview o f  the Space Network and the role of the 
NCC. Section 3 describes the development environment established for 
FIESTA project effort. 
Section 4 discusses operational concepts which have influenced the 
development and the displays which support these components. Section 5 
presents an outline of the system architecture which supports the 
processing required to real ize the operational concepts. Sect ion 6 *hen 
describes the fault isolation methodology which FIESTA employs to 
provide the desired system capabilities focusing on knowledge 
engineering aspects of the FIESTA project. 
2.0 SPACE NETWORK OVERVIEW 
Figure 1 i 1 lustrates NASA's Space Network (SN) which combines space and 
ground segments to provide tracking and data acquisition services for 
spacecraft in near-Earth orbit (200 to 12000 km). The space segment of 
the baseline Space Network will consist of two operational geostationary 
satellites, Tracking and Data Relay Satellite East and West (TDRS-E and 
TORS-W), as well as one spare satellite. From their geosynchronous 
orbit, the two operational satellites will be able to provide services 
to user spacecraft during 85 to 100 percent of their orbits. The TDR 
satellites are monitored and controlled from the White Sands Ground 
Terminal (WSGT) , in White Sands, New Mexico. Col located with WSGT is 
the NASA Ground Terminal (NGT) , which provides the communications 
interface for the transfer of data from WSGT to the other Space Network 
elements and users, via the NASA Communications (NASCOM) network. 
The Network Control Center (NCC) is the operations control facil i ty for 
the entire Space Network. It serves as the focal point to network 
elements and user spacecraft faci 1 i ties for coordination of a1 1 network 
support, and resolution of problems. The NCC's primary functions 
include scheduling network resources, equipment configuration direction, 
and service quality monitoring and assurance. 
flGURE 1: NASA SPACE NETWORK OVERVlEW 
FIGURE 2: FlESTA DATA SOURCES 
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Role of the Network Control Center (NCC) in Problem Detection/Fault 
I sol at i on 
Based on requests from user spacecraft control facilities, the NCC 
schedules 'Ievents", consisting of one or more services for a single 
user. Prior to the start of the event, Schedule Orders (SHOs) are 
transmitted by NCC to the network elements, indicating the start and 
stop time of each service, and specific configuration informat ion. 
During real-time operations, NCC operations personnel monitor the status 
of network services to detect anomalies so that corrective action can be 
promptly initiated. The real-time nature of many user spacecraft oper- 
ations, together with the high bandwidth data flow through the Space 
Network, combine to increase the critically of NCC's fault detection and 
isolation responsibi 1 i ties. It is essential that problems are detected 
immediately, and service outages are resolved quickly, to minimize data 
loss and impact to the user mission. This function requires that NCC 
controllers and analysts continuously monitor network performance 
indicators, and compare expected versus actual values to detect 
anomalies. The NCC does not monitor user spacecraft telemetry, command, 
or tracking data directly. Rather, NCC receives network performance 
data (related to user services) in the form of high-speed electronic 
messages from the Space Network elements. 
From WSGT, NCC receives Operations Data Messages (ODMs) every 5 seconds. 
These are generated by the Automatic Data Processing (ADP) equipment at 
WSGT, and indicate the status of a1 1 ongoing services through the TDRSS. 
They include such parameters as RF beam pointing angles, link status, 
signal strength, and bit error rate. At NGT, data qua1 ity monitoring is 
performed using Frame Analyzers. Data quality information produced by 
the Frame Analyzers i s  combined into Fault Isolation Monitoring System 
(FIMS) reports, which are sent to the NCC every 5 seconds. These 
messages include parameters such as frame sync lock status, and 
percentage of frames in lock. Figure 2 illustrates the additional 
high-speed message flow which is currently available to support NCC 
operations. 
Currently, the contents of these messages are combined and presented on 
display screens to' NCC operations personnel. Network Control lers and 
Performance Analysts monitor these displays, as we1 1 as ground control 
(reconfiguration) messages that alter the scheduled equipment configu- 
ration, to detect problems and determine appropriate courses of action. 
This task is an extremely labor intensive process. The quantity of in- 
formation contained in the messages requires at least one (and in some 
cases two) display screens per service. 
At the time of this writing, only one TDRS is operational, supporting a 
small number of user spacecraft. The Network Controllers and Network 
Performance Analysts are able to work together in teams to provide com- 
plete coverage of all ongoing services. However, they are reaching an 
information saturation point. When the second TDRS is launched, and the 
number of user spacecraft increases, the manual approach to network mon- 
itoring and fault detection/isolation will be inadequate. Some form of 
automation will be needed in order for the NCC to satisfy its mission- 
critical requirement to assure the quality and continuity of Space Net- 
work services. The purpose of FIESTA is to provide an intelligent as- 
sistant to the Space Network Controllers and Performance Analysts, that 
wi 1 1  continuously monitor selected services, detect faults, bring these 
faults to the attention of the controller/analyst, and isolate the 
source of a problem to the major system component level. 
3.0 THE PROTOTYPE DEVELOPMENT ENVIRONMENT 
The FIESTA prototype is currently being built in an off-line environment. 
This parallels conventional software development in which on-line vali- 
dation occurs after off-line development and thorough system testing. 
The off-line development environment is made to look as much as possible 
like the NCC in terms of the data available and the software environment. 
A decision was made early to use a front end processor to isolate and 
simulate NCC interface functions. The benefit of this approach is that 
it separates the procedural interface functions from the knowledge-based 
functions that are the primary interests of the project. 
High Speed Message (HSM) traffic from the Space Network is recorded at 
the NCC. These magnetic tapes provide nAutomatically-obtainable situa- 
tion data1' (AOSO) used by the FIESTA standalone prototype. Data sources 
include actual missions as well as simulations run to create test data 
sets. 
The FIESTA prototype consists of two computers and two bodies of soft- 
ware that communicate via comercially available networking tools, For 
the expert system component, the decision was made to use "off-the-shelfi1 
hardware and a well supported expert system development shell. Such 
tools provide essenti a1 capabi 1 i ties (e.g., an inference engine, a f 1 ex- 
i ble data and knowledge representation language) and a1 low the develop- 
ment effort to be focused on the knowledge engineering task. Inference 
Corporation's Automated Reason1 ng Tool (ART) hosted on a Symbol ics 3640 
Lisp Machine was chosen. The FIESTA Front End Processor (FFEP) was pro- 
totyped on a VAX 11/730, The VAX was used for the sake of convenience 
and compatibility with other tools. 
The NCC Simulator and AOSD ~ransformer 
The FFEP software was christened 'INSAT" for NCC Simulator and AOSO 
Transformer software. The NSAT was built to perform the following func- 
tions for the FIESTA prototype's development: 
a To l'simulate'' the NCC insofar as providing AOSD to the rest of 
FIESTA, 
To isolate the expert system components from the preprocessing 
functions performed in the NSAT, the goals being to make the 
expert system component think it is fielded and to isolate NCC 
interface functions, 
a To offload the Lisp Machine, translating coded HSM values to 
symbolic expressions amenable to use by the expert system 
application, and 
a To provide a tool useful in development and testing of FIESTA - 
one for "f eedingl' the expert system components control led 
amounts of data at controlled times; the programmer needs a 
tool to replay given scenarios to test and debug the expert 
system. 
Figure 3 depicts the main components and data flows of the prototype. 
The prototype has been implemented in'the ST1 development lab shown in 
Figure 4. The NSAT reads and translates AOSO from a disk file, 
transmitting it ti the Lisp Machine under user control. A synchronizing 
Lisp Machine process reads AOSD over the net and does a bit of 
housekeeping. It makes the AOSD available in the Lisp world for the 
FIESTA process. (The Lisp Machine has only one address space so that 
global symbols can be used to pass arbitrary objects between Lisp 
Machine processes.) The FIESTA process then parses the AOSD and asserts 
it as a set of ttfacts" (one fact per service) into the ART database. 
When asserted as facts this data becomes available automatically to 
fault detection and diagnosis rules. 
4.0 FIESTA OPERATOR/SYSTEM INTERFACE 
The basic operational concept for FIESTA is to support NCC operations by 
automating network monitoring and fault detection as well as the reason- 
ing process involved in fault isolation. To support these functions 
(mni tori ng, detection and isolation), an effect l ve operator interface 
is required to allow FIESTA to serve as an intelligent decision aid. 
This interface is provided by various types displays on a video 
terminal. Some information needs to be continuously and immediately 
available to the operator. This information includes the current 
services being monitored, their status, time of the latest message 
received, and an area for the display of alarm notifications. The 
current FIESTA system status and an operator options interface are also 
required. This information is grouped in a reserved area at the top of 
the screen. The space below is then free space, which the operators can 
customize with the displays of immediate interest. These five key 
windows are shown in Figure 5. 
b 
VAX PMBWCS 
1 1 / 1 5 0  3040 
NE.nvow< Syu! CHAOS-NET 
mcnw/alr4momc S/W: ART 
GRAPHICS: USP 
DATA CON-W 
SOFwARE (FLIRTRAN) 
> */-or\uwoo 
FlWRE 4: flESTA PROTOlYPE (STANDALONE) CONFlOURATlON 
4.1 MONITORING DISPLAYS 
Monitoring display are provided in several ways. The services window 
provides a high-level summary of the service status by reporting it as 
"acquiring", "nominal", "non-nominal", "transi tionall', or lllate". A 
status of "acquiring" indicates that the link is in the process of being 
establ i shed, and dropouts should be expected. "Nominal indicates that 
a good link has been established and all data looks good. "Non-nominal" 
signifies that bad data has been detected or that acquisition time is 
excessive. 'Transitional " indicates that the service had been non- 
nominal, but now good data has returned. (to avoid treating rapid 
transient dropouts as separate faults a stabilization period is 
introduced before returning the status to nominal). Finally, "lateM 
indicates that there are less than two minutes of scheduled service time 
remaining, a period when dropouts are common. 
At a more detailed monitoring level, dynamic displays show relevant 
parameters in the high-speed messages. These are available as either 
cockpit or trending displays. Cockpit displays provide a "snapshot" of 
the most important parameter values and are automatically refreshed as 
new data arrives. The trending displays provide a history of parameter 
variation updating the graphs with additional information as 'messages 
are received. Figure 5 also provides example of each of these display 
types. 
4.2 FAULT DETECTION DISPLAYS 
In order to draw special attention to the occurence of significant fault 
related events, a notification window was implemented. 
Whenever faults are detected or diagnoses are updated, a short message 
indicating the affected services and time of occurrence is posted. This 
is in addition to the summary status of non-nominal which will appear in 
the service window when a fault is detected. 
4.3 FAULT ISOLATION DISPLAYS 
When the n o t i f i c a t i o n  i s  acknowledged by the operator, an expl anat ion 
window i s  displayed. This window provides a descr ip t ion o f  the anomaly 
and the most l i k e l y  diagnosis. The explanation window contains a 
j u s t i f i c a t i o n  option. When " j u s t i f i c a t i o n "  i s  selected, another window 
i s  opened which displays the evidence used i n  determining the conclusion 
shown. Both o f  these displays are shonw i n  Figure 6. 
Addi t ional  diagnosis support i s  provided by the a l te rna t i ve  hypotheses 
display. This d isp lay  shows a l l  the diagnost ic a l ternat ives cu r ren t l y  
under considerat ion and the pos i t i ve  and negative evidence f o r  each. 
Further support as an i n t e l l i g e n t  decision a i d  i s  provided by the 
Recommended Action option. The recommended ac t ion  window presents a 
series o f  a1 te rna t i ve  act ions i n  order o f  probable usefulness. 
The types o f  screens presented support the d isp lay  requirements associ- 
ated w i th  the operational concept. Both operators and human fac tors  
engineers aided i n  the evaluation and evo lu t ion of the d isp lay  concepts, 
Their involvement has contr ibuted t o  a display system which i s  now ready 
f o r  evaluation i n  an on- l ine environment, 
5.0 ARCHITECTURAL OVERVIEW 
The FIESTA Archi tecture was influenced by three c r i t i c a l  elements. 
These were: 
The presence o f  independent data sources provid ing real- t ime 
s i t ua t i on  data 
The requirements f o r  supporting the operator in ter face t o  the 
s j  ;tern. 
The funct ion o f  reasoning and inferencing which was cent ra l  t o  
the appl icat ion. 
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FIESTA ru l es  ("productions") fa1 1 i n t o  three basic categories, 
corresponding t o  the major a rch i tec tu ra l  design dr ivers.  These are: 
1) The front-end processor r u l es  ( in te r face  t o  s i t ua t i on  data) ; 
2) The run-time monitor ( in te r face  t o  the operator); and 
3)  The expert system component (reasoning) . 
The expert/reasoning por t ion  may be fu r ther  subdivided i n t o  three par ts  
(Kernel, Diagnostic and Assistant) r e f l e c t i n g  spec i f i c  f a u l t  reasoning 
functions performed by the system. 
The FIESTA system arch i tec ture  features three-way asynchronous operation 
o f  data handling, reasoning, and operator in te rac t ion  t o  coordinate the 
elements involved. This asynchronous operation i s accompl i shed by 
in te r fac ing  a l l  components through a cent ra l  knowledge base. Figure 9 
provides an overview o f  the system archi tecture.  The FIESTA front-end 
processor serves as a gateway f o r  AOSD which i s  a r r i v i n g  from external  
data sources i n  r ea l  time. The FIESTA reasoning expert combines the 
s i t ua t i on  data w i t h  i t s  prestored know1 edge base o f  rules, proposit ions, 
and frames t o  der ive conclusions about the heal th of the system. 
F ina l ly ,  the run-time monitor sends a l e r t s  and requested displays t o  the 
operator. It also enables the operator t o  request more informat ion o r  
enter any Manually Obtainable S i tua t ion  Data (MOSD) t ha t  may be ava i l -  
able. This data provides f u r t he r  information ( v i a  voice, speci a1 con- 
sole, o r  hardcopy repor t )  beyond t ha t  which i s  avai lable automat ical ly  
through high-speed message t r a f f i c .  
The synchronization necessary t o  coordinate these components i s  provided 
by the f a c t  database. The front-end processor, FIESTA expert, and run- 
time monitor consist  o f  processes and ru les  which maintain and monitor 
t h i s  f a c t  database. Ac t i va t ion  o f  the ru les  i s  a data-driven func t ion  
o f  the inference engine (provided by the ART package). Thus the proces- 
sing o f  the inference engine addresses the problems associated w i t h  
deal ing w i t h  external data sources i n  real- t ime whi le simultaneously 
reasoning about the incoming data and responding t o  operator requests 
f o r  dataladvice (without over ly r e s t r i c t i n g  the t iming o f  those 
requests). Figure 7 summarizes these architectural concepts, indicating 
the coordinating role played by the knowledge base and the groups of 
rules which provides the system capabilities. 
6.0 METHODOLOGY 
This section discusses the fault isolation methodology applied to the 
problem domain with an emphasis on how the application domain structure 
was mapped to a software design solution. The following elements 
comprise this domain structure: 
r Operat i onal Support Organization 
a Acquisition Determination 
r Fault Detection 
r FaultDiagnosis 
a Uncertainty Management 
In designing and developing a knowledge-based system, it is extremely 
important to recognize and take advantage of the natural organization of 
this knowledge. The way the expert views and approaches the problem 
should drive the design of the system. 
6.1 OPERATIONAL SUPPORT ORGANIZATION 
Operational support at the Network Control Center is organized on a user 
spacecraft basis. For example, during Space Shuttle flights, a Shuttle 
operations team handles the Shuttle fault detection and diagnosis 
responsibilities at the NCC. With other users, a different set of 
operators is responsible for their support. Thus, operational specific 
knowledge has developed around each individual user spacecraft with a 
common base of general knowledge that is applicable to a1 1 users. 
Real-time operations are organized on an event basis. An event is 
defined as a scheduled support period for one user spacecraft for one 
pass by the Tracking and Data Relay Satellite (TORS). The event can be 
further broken down by services within that event. A service is defined 
t 
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as a s ing le  comnunication l i n k  provided by the network (e.g., Ku-Band 
Single Access Return, o r  Mu1 t i p l e  Access Return). A1 1 performance data 
received a t  the NCC i s  service speci f ic ,  and thus f a u l t s  are detected 
and diagnosed from a service perspective w i t h i n  the context o f  the event 
i n  which they occur. 
Space Shut t le  support was selected f o r  t h i s  i n i t i a l  FIESTA prototype 
development. A Shut t le  event consists o f  three services : S-Band S i ngl  e 
Access Forward (SSAF) , S-Band Single Access Return (SSAR) , and Ku-Band 
Single Access Return (KSAR) . 
Figure 10 i l l u s t r a t e s  the type o f  data organizat ion which was employed 
t o  separate generic Shut t le  support knowledge from event-specif ic 
knowledge and event-specif i c  knowledge from service-specif  i c / fau l  t- 
re la ted knowledge. (The ART development package supports t h i s  t r ee - l i ke  
organization, which includes inheritance, v i a  i t s  viewpoint mechanism, 
The nodes are re fer red t o  as viewpoints and t h i s  terminology w i l l  be 
emp 1 oy ed ) . 
The roo t  viewpoint contains the s t a t i c  knowledge base (e.g.., generic 
knowledge o f  the Space Network) as we1 1 as the dynamic s i t ua t i on  data. 
The viewpoints sprouted o f f  the roo t  r e l a t e  t o  separate user events 
cu r ren t l y  monitored by the operator. Event-specific knowledge, such as 
appropriate nominal values and ranges, scheduled equipment chains, and 
event status and trends, reside i n  t h i s  viewpoint. The event viewpoints 
have access (through inher i tance) t o  the background knowledge and 
s i t ua t i on  data from the roo t  viewpoint. A l l  monitoring and real- t ime 
service support occurs i n  t h i s  event viewpoint. 
When FIESTA detects an anomaly on a spec i f i c  service, i t sprouts a new 
viewpoint o f f  the af fected event node. This i s  termed a diagnostic 
episode, Detection o f  f a u l t s  on other services w i l l  i n  t u r n  r e s u l t  i n  
new (diagnostic episode) viewpoints sprouted o f f  the event node. This 
allows the system t o  independently reason about each diagnost ic episode 
and also to share information among simultaneous diagnostic episodes 
(searching for commonal i ties) through the event viewpoint, where they 
share a mutual parent. 
6.2 ACQUISITION DETERMINATION 
The concept of acquisition plays a major role in FIESTA'S diagnostic 
approach due to signal behavior differences before, during, and after 
acquisition. The normal event start time for the Shuttle precedes 
actual signal and data acquisition by several minutes. This implies 
that for the first several minutes of service the performance parameters 
will indicate the presence of no signal and no data. As the Shuttle 
comes into line-of-sight of the TORS, the signal may behave erratically 
before finally locking up. Not until the signal exhibits steady signal- 
strength and demodulator-lock values will the operators consider service 
nominal. In addition, an important differentiation must be made between 
signal and data acquisition because: 
Signal acquisition can occur without data acquisition 
The Shuttle may schedule data on a channel for an entire event 
but only transmit on that channel for a portion of that event 
Positive signal acquisition without data acquisition points 
the problem to different diagnostic areas than combined 
negative signal and data acquisition. 
The FIESTA design had to account for these operational characteristics 
to recognize that Shuttle services routinely lock up late, that erratic 
behavior can be expected during acquisition, and that acquisition is a 
two-step process (signal and data). 
Immediately following event startup, FIESTA tracks the status of all 
signal-related performance parameters for the return services. When 
these parameters have remained nominal for two consecutive minutes on a 
particular service, FIESTA determines acquisition is complete and will 
begin to monitor the service for ensuing anomal ies. Any signal-related 
out-of-range or out-of-tolerance conditions that are detected wi 1 1  no 
longer be considered acquisition idiosyncrasies but actual faults. At 
this point FIESTA changes the status of the service from "ACQUIRINGn to 
'lNOMINAL" both internally and externally (notifying the user). Data 
acquisition is handled similarly through monitoring of appropriate bit/ 
symbol-sync lock and frame-sync lock parameters. 
6.3 FAULT DETECTION 
On the surface, fault detection seems trivial: identify anomalous 
conditions through the monitoring of performance parameters or through 
user notification and initiate the fault diagnosis process. Upon closer 
inspection, the problem becomes more complex and log4 c-based than one 
would first expect. Before operators can recognize an out-of-tolerance 
or out-of-range condition, they must first identify (albeit subconsciously) 
the nominal value or range that is exceeded. For example, nominal 
signal strength range will vary among users and allocated equipment 
chains. Operators also routinely ignore apparent signal or data 
dropouts caused by service configurations, reconfigurations, and 
service-to-service handovers. The ability to differentiate seemingly 
anomalous behavior from actual anomalous behavior is an expert 
capability that is easily overlooked. FIESTA anticipates the majority 
of these types of conditions and does not open up diagnostic episodes 
for expected service dropouts. This capability proves to be extremely 
important for system performance considerations to avoid paying 
unnecessary diagnostic processing penalties and to minimize false 
a1 arms. 
Fault detection rules provide an independent source of network status 
information to the diagnostic rules. Diagnostic rules rely on this 
network status data to reason about current conditions. The detection 
rules monitor for anomalous conditions, detect non-nominal parameters 
and initiate diagnostic episodes based on detected conditions, continue 
to monitor and provide network status information to the diagnostic 
rules through a diagnostic episode, and determine when the diagnostic 
episode can be teryinated. 
6.4 FAULT DIAGNOSIS 
To model the fault diagnosis process, the FIESTA design tried to parallel 
the thought patterns of the experts by selecting the most likely fault 
from a pool of known possibilities. While experts often arrive at the 
solution immediately, the subconscious steps they took to get there will 
comprise the diagnostic methodology FIESTA needs to follow. The model 
developed involves hypothesizing all known fault causes and fault 
locations (at a high level), immediately ruling out some or most, and 
pursuing others to a lower level of detail. This hierarchical fault 
cause/location model utilizes a hypothetical reasoning structure to rank 
the possibilities and present the most likely pair. 
The highest level hierarchical breakdown occurs between fault location 
and fault cause. Both of these branches provide significant information 
on fault conditions in the network. The two branches can be viewed as 
two independent experts, a fault location expert who determines the 
point at which data was lost and a fault cause expert who explains 
why. After their analysis, the two experts confer and present the most 
likely fault location and cause to provide a twofold explanation of the 
anoma 1 y . 
Utilizing the natural hierarchy of TDRSS Network fault causes and fault 
locations provides FIESTA with the flexibility to diagnose locations and 
causes in as much detail as possible. In some cases, the available data' 
may not be sufficient to pin down a specific piece of equipment or a 
particular network operator, but the data may be sufficient to isolate 
the location to a network element (e.g., a specific ground terminal), 
set of elements (e.g., either the Shuttle or the relay satellite), or 
isolate the cause to an operational type of error at a high level. 
Hence, this structure attempts to give the diagnosis as much flexibility 
and depth to accommodate varying levels of operator experience and skill 
and to adapt to a.variety of data availability conditions. 
6.5 UNCERTAINTY MANAGEMENT 
A fundamental design characteristic of an expert system is its uncer- 
tainty management approach. The inferences humans make are often 
uncertain; certain conditions may "suggest ,I1 "sometimes result in," or 
"may mean" a corresponding conclusion. Thus, a mechanism must be 
developed to: 
Represent probabilistic statements; 
Gather and combine evidence for and/or against a certain 
hypothesis; and 
Present this hypothesis and its "certainty" to the user. 
Various a1 ternatives exi st for representation of uncertainty (Dempster- 
Shafer Theory of Evidence, fuzzy log1 c, Bayesian inference) . The 
technique chosen for FIESTA was the MYCIN CF Model [I]. 
The fol lowing reasons form the basis for our choice of the CF Model : 
(1) the MYCIN CF Model is a standard in the field in that it has with- 
stood the test of time, scrutiny, and numerous implementations outside 
of its original application; (2) the MYCIN domain was diagnostic as is 
FIESTA'S -- FIESTA monitors incoming symptoms (network performance 
data), detects and diagnoses the problem and acts as an operational 
consultant; and (3) this model is easily implementable via LISP and ART 
code. Another feature we have found through our prototyping efforts is 
that the CF Model is easily understandable and integrates well into the 
operational psyche of its intended user community. 
(11 Buchanan, 8. G., and Shortcl iff, E. M., 1984. Rule-Based Expert 
System: The MYCIN Experiments of the Stanford Heuristic Programming 
Project, Reading, Mass., Addison-Wesley. 
Summary 
This paper has presented some highlights of the expert system FIESTA and 
the knowledge engineering effort which has supported its development. 
FIESTA is targeted for on-line deployment in the NCC. Current 
development efforts are focused on the transition from its current 
standalone prototype mode to that of an on-line test bed environment. 
Issues of real-time data acquisition and real-time performance of the 
demonstrated capabilities are currently being addressed. These capa- 
bilities support the operational concepts of automation and provide an 
illustration of how expert system methodology can expand automation 
concepts to include reasoning and decision aid support. 
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ABSTRACT 
An expert system is being developed to support vehicle 
anomaly diagnosis for the Hubble Space Telescope. Following 
a study of safemode entry analyses, a prototype system was 
developed which reads engineering telemetry formats, and, 
when a safemode event is detected, extracts telemetry from 
the downlink and writes it into a knowledge base for more 
detailed analysis. The prototype then summarizes vehicle 
events (limits exceeded, specific failures, etc.). This 
prototype, the Telemetry Analysis Logic for Operations 
Support (TALOS) uses the Lockheed Expert System (LES) shell, 
and includes over 1600 facts, 230 rules, and 27 goals. 
Although considered a prototype, it is already an 
operationally useful system. 
The history leading into the TALOS prototype will be 
discussed, an overview of the present TALOS system will be 
presented, and the role of the TALOS system in contingency 
planning will be delineated. 
The Hubble Space Telescope (HST) is not, for the most part, 
an autonomous spacecraft. Its engineering telemetry will be 
monitored for vehicle health and safety on a nearly 
continuous basis from the ST Operations Control Center 
(STOCC) at the NASA/Goddard Space Flight Center in 
Greenbelt, MD. STOCC personnel must recognize and respond 
to anomalies by initiating the appropriate contingency 
procedures. One exception to this dependance on ground 
personnel is the vehicle safemode system. An on-board 
computer continually tests critical vehicle subsystems. 
When one of these tests fails, a predefined sequence of 
stored commands is exercised to place the vehicle in a safe 
configuration, or a "safemode". Several safemodes have been 
defined and are activated depending on the natdre and 
severity of the malfunction. Each safemode is designed to 
isolate the failed subsystem or component and then to place 
the vehicle in a stable, powerconserving attitade. The 
safemode system buys time for the STOCC personnel to respond 
to a serious on-board sitaation. It is still incumbent dpon 
the STOCC to recognize that the vehicle has entered 
safemode, to determine which safemode test or tests have 
failed, and to diagnose the cause of the problem. These 
tasks must be acomplished before the vehicle can be 
recovered and the science schedule resumed. The development 
of tools that can speed up these analyses, therefore, has a 
very high payoff for enhancing mission operations. 
Analysis of a vehicle safemode event requires analyzing raw 
telemetry which appears in one of a variety of formats 
depending upon, among other things, the type of safemode 
entry (which is to be determined!). Following a safemode 
recovery study in 1984, it was recognized that, because of 
the complexity of this task, some sort of ground software 
assistance would be needed if the HST were to be operated 
efficiently. Lockheed Missiles and Space Company, the 
Mission Operations Contractor (MOC) for HST, undertook to 
write a prototype expert system (the Telemetry Analysis 
Logic for Operations Support, TALOS, system) to attack this 
problem in the sdrnrner and fall of 1986. 
In its current state of development, TALOS operates in 
either of two modes. In the monitor mode, 'TALOS scans a 
telemetry history file (optionally starting from a specified 
time) and looks for the existence of any safemode event; if 
an event is found, it automatically changes to the 
diagnostic mode. Upon entering the diagnostic mode, TALOS 
extracts the values of specific telemetry monitors from the 
history file and writes them to the system knowledge base. 
The TALOS system then performs the following analysis tasks: 
determines whether the HST itself is in a safemode; 
and if so, 
assesses the sequence of vehicle events, 
summarizes what happened and when, and 
verifies that the vehicle response was correct. 
If desired, the operator can ask for a rationale explaining 
why any particular conclusion was reached. The TALOS system 
consists of four major subsystems, of which two were 
provided by the MOC and two were provided in the Lockheed 
Expert System (LES) shell: 
- a Data Interface (developed by the MOC) 
- a Knowledge Base (populated by the MOC), 
- an Inference Engine (provided by LES), and 
- a Knowledge Interface (also provided by LES, bat 
customized for this application). 
The Data Interface consists of an adaptive telemetry 
extraction program written in FORTRAN. Presently it reads 
data only from an HST engineering tele~netry history tape; 
enhancements will allow reading real-time engineering 
telemetry streams or disk-based data. The extractor selects 
170 monitors (data points) out of the 4690 monitors 
available, and performs quality checks before reformatting 
and forwarding the data. Eleven telemetry formats are 
available, with up to 4015 parameters being downlinked in 
any one format. Each of these parameters are sampled at 
least once every two minutes, and some are sampled many 
times in that interval. The telemetry format itself may be 
changed aatonomously by the HST spacecraft when a safemode 
sitaation is encountered. Format changes in the telemetry 
stream are recognized automatically and are handled almost 
instantaneously by the Data Interface. The set of monitors 
being extracted can be changed in less than five seconds 
under the control of either the console operator or the 
expert system. The telemetry commutation schemes are stored 
in a database and are subject to change during the mission. 
However ,  a d i f f e r e n t  c o m m u t a t i o n  s c h e m e  c a n  b e  l o a d e d  i n t o  
TALOS i n  a mat ter  o f  s e c o n d s  u n d e r  e i t h e r  o p e r a t o r  or  e x p e r t  
s y s t e m  c o n t r o l .  T h u s ,  o l d  d a t a  c a n  b e  r e v i s i t e d  f o r  
t e s t i n g ,  t r a i n i n g ,  o r  c o m p a r i s o n  p u r p o s e s  w i t h o ~ t  r e q u i r i n g  
s i g n i f i c a n t  s o f t w a r e  c h a n g e s  o r  s u b s t a n t i a l  o p e r a t o r  
i n t e r v e n t i o n .  
The Knowledge  B a s e  i n c l u d e s  1600  f a c t s ,  230 r u l e s ,  a n d  27 
g o a l s .  As a n  e n t i t y ,  i t  is a l r e a d y  more k n o w l e d g e a b l e  a b o u t  
s a f e m o d e  e n t r y  t h a n  t h e  a v e r a g e  c o n s o l e  o p e r a t o r  was d u r i n g  
t h e  Ground  S y s t e m  Thermal-Vacuarn T e s t .  Knowledge  is 
r e p r e s e n t e d  i n  f o u r  ways :  
b a c k w a r d  c h a i n i n g ,  g o a l - d r i v e n  r u l e s  
( i f  ... t h e n . . . ) ,  
f o r w a r d  c h a i n i n g ,  d a t a - d r i v e n  r u l e s  
(when  ... t h e n . . . ) ,  
f a c t s  s t o r e d  as  s l o t s  i n  f r a m e s ,  a n d  
g o a l s  w h i c h  c a n  b e  r a n  c o n c u r r e n t l y  w i t h  d y n a m i c a l l y  
c h a n g e a b l e  p r i o r i t i e s .  
The following example illustrates a Backward Chaining Rule 
in the Knowledge Base: 
HEADING: 
RULE NAME 'SMEVENTl' 
FROM-WHOM 'BRYANT CRUSE ' 
ACT TIME '17 NOV 1986' 
A U T ~ R  ENGLISH 'If, after a gyro test failure in low1- 
- 
mode, the gyros are found in high1- 
' mode, the software response to the1- 
' test failure is nominal.' 
IF: 
TYPE ENTRY ' STATE ' 
ACTOE 'RESULT[SMTEST(PNAME=SMTESTl)]' 
ACTION VERB # = I  
OBJECT- 'FAILED' 
TYPE ENTRY ' STATE ' 
ACTOE 'VALUE[MONITOR(PNAME=QDFHILO)]~ 
ACTION VERB I = #  
OBJECT- 'of 
TYPE ENTRY ' ACTION ' 
~croE 'ROBOT(PNAME=LES)' 
ACTION VERB ' PRINT ' 
OBJECT- 'The DF-224 has responded normal-ly to ' -  
'DESCRIPTION[SMEVENT(PNAME=SMEVENTl)].' 
THEN : 
TYPE ENTRY ' STATE ' 
ACTOX 'EFFECT[SMEVENT(PNAME=SMEVENT1)If 
ACTION VERB I = #  
OBJECT- 'VERIFIED - NOMINAL' 
LIKELIHOOD '100' 
This rale fires when the condition following the THEN 
statement is exactly matched by a condition following an IF 
statement of another r ~ l e  or by an Hypothesis statement of a 
goal. When the rule fires the system then tries to find a 
match for the conditions following the IF statement in in 
the knowledge base or in the THEN clauses of other rules. 
Note the ACTION statement (third entry under IF). LES will 
execate such a statement in an IF clause when the other two 
statements are matched. In this case, a text block is 
written to the screen to inform the user of the result. 
The following example illustrates a Forward Chaining rule: 
HEADING: 
RULE NAME 'SMWHEN-9' 
FROM-WHOM I BRYANT CRUSE I 
ACT TIME ' 9-DEC-1986' 
AUTHOR -ENGLISH 'When the value of DTMFDC (telemetry ' -  
' format data content monitor) is ' -  
' determined and it is not equal to ' -  
' 145 (S format) or 48 (C format) then'- 
' the number of safemode events equals1- 
' the value safemode fault recorder1- 
' pointer divided by 8.' 
WHEN : 
TYPE ENTRY 'STATE CHANGE' 
ACTOR 'VALUE~MONITOR(PNAME=SSFRPTR)]' 
ACTION VERB 
- 
'IS DETERMINED' 
- 
TYPE ENTRY ' STATE ' 
ACTOX 'VALUE[MONITOR(PNAME=DTMFDC) J' 
ACTION VERB 
- 
' IS DETERMINED' 
- 
TYPE ENTRY ' STATE ' 
ACTOR 'VALUE [MONITOR(PNAME=DrMFDC) ] ' 
ACTION VERB ' *= ' 
OBJECT- '145' 
TYPE ENTRY ' STATE ' 
AC roR f ~ ~ ~ u ~ [ ~ ~ ~ ~ ~ ~ ~ ( ~ ~ ~ ~ ~ = ~ ~ ~ ~ ~ ~ ) ] l  
ACTION VERB 1 --= 1 
OBJECT- '48' 
THEN : 
TYPE ENTRY 'STATE CHANGE' 
ACTOR 'NUMBER OF EVENTS[EVENT - SEQUENCE(PNAME='- 
' SMS EQUENCE) I ' 
ACTION VERB I = '  
OBJECT- 'VALUE[MONITOR(PNAME=SSFRPI'R)] / 8' 
This rule will fire only when all four conditions following 
the WHEN statement are met. Those conditions are checked by 
the system each time a condition defined by a TYPE ENTRY of 
'STATE CHANGE' undergoes some change in the knowleage base. 
When tLe rule fires, the condition following the THEN 
statement becomes trae. 
The f 
stori 
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attri 
ollowing example illustrates a simple category file 
ng facts in slots in frames. This file defines the 
,rent safemodes to the expert system. Any number of 
butes can be defined. 
F1LENAME:SAFEMODE LEVEL-CAT 
- 
SAFEMODE LEVEL 
- 
/*** ATTRIBUTE DEFINITIONS 
ATTRIBUTE NAME ACTIVE 
TYPE ATTRTBUTE ACTIVE 
AS KAELE ACTIVE 
'TRUE-FALSE' 
' FALSE ' 
ATTRIBUTE NAME GROUND COMMANDED 
TYPE ATTRTBUTE GROUND-COMMANDED 'TRUE-FALSE' 
AS KAELE GROUND-COMMANDED  I TRUE ' 
/ * * *  TOKENS 
PNAME 'SMLEVELO' 
DESCRIPTION ' No safemode events have occurred. ' 
PNAME 'SMLEVELl' 
DESCRIPI'ION ' The vehicle is in Inertial Hold Mode. ' 
PNAME 'SMLEVELZ' 
DESCRIPrION ' The vehicle is in Software Sunpoint 
Safemode. 
PNAME 'SMLEVEL3' 
DESCRIPTION ' The vehicle is in Hardware Sunpoint 
Safemode. ' 
PNAME 'SMLEVEL4' 
DESCRIPTION ' The vehicle is in Gravity Gradient 
Mode. ' 
PNAME 'SMLEVELS' 
DESCRIPTION ' The vehicle is not in Safemode.'- 
' However one or more safemode events 
have occurred. ' 
The following example illastrates a Goal with a default 
priority of 95: 
PNAME ' SMGOAL4 ' 
DESCRIPTION 'determine the safemode level if 
any' 
GOAL PRIORITY '95' 
SUBJECT CATEGORY 'DETERMINE SAFEMODE LEVEL' 
- - 
FIND ALE SOLUTIONS ' TRUE I 
GOAL-RESELT PUTOUT I FALSE ' 
GOAL-MESSAGE - 'I am now determining whether 
the vehicle1- 
' has entered safemode and if so 
what level.' 
HYPOTHESIS 
'(ACTIVE[SAFEMODE LEVEL(PNAME=SMLEVELO)1 = TRUE > <  ' -  
I ACTIVE[SAFEMODE-LEVEL(PNAME=SMLEVEL~)] = TRUE > <  ' -  
' ACTIVE [SAFEMODE-LEVEL ( PNAME=SMLEVEL~ ) 1 = TRUE >< ' - 
' ACTIVE[SAFEMODE-LEVEL(PNAME=SMLEVEL~)] = TRUE > <  ' -  
I ACTIVE[SAFEMODE-LEVEL(PNAME=SMLEVELS)] = TRUE > <  I -  
' ACTIVE[SAFEMODE-LEVEL(PNAME=SMLEVEL~)]  = TRUE ) '  
Within LES it is possible to alter the priority of a goal and 
cause a new line of reasoning to be parsued. This change is 
implemented using a forward chaining r3le of a type generally 
called "Demons". An example of a demon follows: 
HEADING: 
RULE NAME 'SMWHEN-01' 
FROM-WHOM I BRYANT CRUSE I 
ACT TIME '11-AUG-1986' 
AUTEOR -ENGLISH 'When no safemode events have uccarredl- 
reduce the priority of Goal-6 to O f  
WHEN : 
TYPE ENTRY 
ACTOR 
ACTION VERB 
OBJECT- 
THEN : 
TYPE ENTRY 
ACTOF 
ACTION VERB 
OBJECT- 
' STATE CHANGE ' 
'ACTIVE[SAFEMODE LEVEL (PNAME=SMLEVELO ) 1 ' 
- 
' = I  
' TRUE ' 
' STATE CHANGE ' 
'GOAL - ~RIORITY[GOAL(PNAME=SMGOAL~)~' 
' = '  
'0' 
The Inference Engine provides the standard expert system 
functions. While in the monitor mode, TALOS reasons in a 
data-driven manner and awaits the detection of a safemode 
event before proceeding with the analysis. 20 of the 27 
defined goals are initially set to a priority of zero. Upon 
entering the diagnostic mode, TALOS begins processing 
goal-driven, backward chaining rules. Then, the priority of 
a goal may be raised or lowered by data-driven forward 
chaining rules, depending upon how the analysis proceeds. 
(Did this fail? Are these monitors available in this 
format?, etc.) New data can cause fgrther refinements of 
the priorities. Thus LES is capable of abandoning one line 
of reasoning and switching to another course of analysis 
depending upon what it discovers about the state of the HST 
spacecraft. 
The Knowledge Interface (user interface) uses windows to 
keep the operator appraised of what it has found. At any 
time, one window is maintaining summary statistics on 
safemode events, while another window is giving details of 
the ongoing analysis. At the conclusion of its analysis, 
TALOS presents its findings and the operator may ask for a 
printout, or may ask for a detailed rationale behind the 
findings. By design, TALOS serves to advise the operator 
and cannot of and by itself issue any corrective commands to 
the HST spacecraft. 
The TALOS has demonstrated its ability to scan a telemetry 
history tape, to identify an initial safemode event, and to 
analyse a complex sequence of events correctly. A 
particularly complex bat logically consistant series of 
safemode events were placed on a telemetry history tape 
asing the Hardware/Software Laboratory at Lockheed in 
Sunnyvale, CA. Analysis of the telemetry to decipher this 
sequence would present a real challenge, even to the most 
expert analyst, would typically require an hour. This 
sequence of fail~res proceeds as follows: 
First, the current in the vehicle's magnetic torquer 
bars exceeds safe limits. This anomaly caases a 
safemode test to fail, and an on-board computer 
commands the vehicle to the first level of safemode: 
Software Sunpoint. 
As a result, the solar panels are commanded to 
rotate. But, since there are no solar panels in the 
laboratory, another safemode test fails. 
Next the battery depth-of-discharge fails through 
two successive limits (logically, since the solar 
arrays are mis-aligned) . This last failure would 
normally result in entry into the next level of 
safemode: Hardware Sanpoint. 
In this last level of safemode, a backup computer 
shuts down the primary on-board computer. However, 
the lab doesn't have a backup computer either, so 
the vehicle response is again anomalous. 
The printout produced at the end of the analysis clearly 
shows this sequence of events. On an onloaded system, this 
entire analysis takes only a few minutes. 
TALOS should be understood as applying current technology to 
the contingency analysis problem. Contingency planning 
includes : 
anomaly recognition, 
immediate action definition, 
diagnostic techniques, and 
recovery plans. 
Present TALOS capabilities include f a ~ l t  identification with 
rationale. Contingency planning maps directly into present 
and potential TALOS functions; the further development of 
I'ALOS will baild on our contingency planning. Conversely, 
TALOS will provide a framework for codifying such planning. 
By merging the two, it is expected that the TALOS development 
will force higher degrees of organization, consistency and 
completeness upon the contingency planning process. The cost 
will be in training operations personnel to care and feed the 
TALOS knowledge base, and in the time it takes for these 
people to insert their contingency plans into the knowledge 
base itself. However, by testing TALOS against HST 
spacecraft or simulator data, the contingency analyses can be 
validated directly, a more thorough testing of TALOS is 
provided, and a training tool is provided for personnel. 
Further, the self-documenting nature of the TALOS knowledge 
base provides paper procedures when needed, while the 
explanation feature of TALOS provides a teaching tool for new 
personnel and develops rationales for some unexpected cases. 
Development costs thus far have been on the order of a few 
months of effort and liberated time on a shared VAX/8600 
(TALOS also operates quite well solo on a MicroVAX II/GPX). 
The concept has been demonstrated, and its capabilities will 
be expanded. The near-term development of additional TALOS 
capabilities will proceed cautiously, as the a cost of 
augmenting contingency planning with an expert system will 
have to be ascertained. TALOS will not be immediately 
expanded to cover all possible contingencies, but instead 
will be directed at a small number of high retarn situations. 
Three diagnostic modules will be added to service the 
pointing control system (PCS), the electrical power system 
(EPS), and the data management system (DMS), and these 
modules will be limited to handling contingencies related to 
vehicle safemodes. 
The results to date have been very promising. 
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Abstract 
The SAFTIES (Space Station Axiomatic Fault Isolating Expert Systems) 
System deals with the hierarchical distribution of control and knowledge 
among independent expert systems doing fault isolation and scheduling of 
Space Station subsystems. On its lower level, fault isolation is per- 
formed on individual subsystems. These fault isolation expert systems 
contain knowledge about the performance requirements of their particular 
subsystem and corrective procedures which may be involved in response to 
certain performance errors. They can control the functions of equipment 
in their system and coordinate system task schedules. On a higher 
level, the Executive contains knowledge of all resources, task schedules 
for all subsystems, and the relative priority of all resources and 
tasks. The executive can override any subsystem task schedule in order 
to resolve use conflicts or resolve errors that require resources from 
multiple subsystems. Interprocessor communication is implemented using 
the SAFTIES Communications Interface (SCI). SCI is an application layer 
protocol which supports the SAFTIES distributed multi-level architecture. 
1.0 INTRODUCTION 
The SAFTIES project included the following goals: 
Design a hierarchical system where one expert system (executive) 
coordinates many expert systems to isolate faults and do related 
processing. 
+ Work supported under NASA contrabt NASS-292BO. 
Sue Cofer participated in this project while employed by STI. She is 
currently associated with Digital Equipment Corp. 
0 Define a communications protocol (appl ications layer) to support 
expert system interaction 
0 Build a demonstration system which will form the basis for a test 
bed for further definition and evaluation of distributed expert 
system capabilities 
This paper provides an overview of the demonstration system which was 
developed to provide a proof-of-concept testbed for achievability of these 
goals. 
2.0 THE DISTRIBUTED HIERARCHICAL CONFIGURATION 
Many of the feasibility questions associated with distributed processing and 
hierarchical control can be most readily addressed in a testbed configura- 
tion. Fault isolation was selected as the base-level element in the 
hierarchy. In order to develop requirements which would support the 
development of a meaningful test bed demonstration, it was necessary to 
identify specific areas where the fault isolation would be performed. 
Selection was influenced by an awareness of the potential long-term space- -- 
based applications. The general domain areas chosen for this processing were: 
1) Robotics system (FIRES) 
2) Communications system (FIESTA) 
3) Environmental factors reporting system (FISHES) 
To support project objectives, the architecture for a - Space station - Axiomatic 
FaulT Isolating Expert System (SAFTIES) (shown in Figure 1) was developed. 
- - -  - - 
As the figure indicates, two levels of control are present. Within the lower 
level, the separate expert systems are operating on their defined domains of 
responsi bi 1 i ty. Communication between levels is provided by the SCI (SAFTIES 
Communications Interface). The DMS (Data Management System) which would 
support the SCI i s  presented symbolically in the overview. 
Executive (EES) 
*SAFTIES Comnunicacions Interface 
Fault 
Isolation 
Expert 
System for 
TDRSS 
Applications 
vl 
resource control 
C 
o and monitoring 
c, 
10 
C 
Fault (FIRES) 
Isolation for 
Robot 
Expert 
System 
control and 
monitoring 
System 
Fault (FISHES) 1 
Isolation for 
Space Station 
Health/Status 
Expert 
System 
resource control 
and monitoring 
FIGURE 1: SAFTIES SYSTEM OVERVIEW 
On the upper level, the executive function provides conf 1 ict resolution 
between the various subsystems as well as allowing for the optimal 
satisfaction of mission objectives by enforcing a prioritization of subsystem 
objectives. 
A hardware configuration which would provide a distributed environment was 
identified. Functional allocation over the hardware configuration was 
performed with establishment of hierarchical control as a major driver. This 
resulted in the functional allocation shown in Figure 2. 
3.0 THE SAFETIES COMMUNICATION INTERFACE (SCI) 
This implementation concerned itself primarily with the application layer of 
the IS0 Basic Reference Model of Open Systems Interconnection. A 
summary of the desired capabilities are given in Table 1. Table 2 gives 
a list of the different kinds of message types used in the SAFTIES 
demonstration. There are many other types of messages that could be 
used in a full-fledged distributed system. The goal of the SCI protocol 
is to allow expert systems to "plug in" to SAFTIES with minimal 
alterations. 
The Art Implementation 
The lower level expert systems, running in ART on the Symbolics 3640, 
receive SCI data as follows: between every rule that fires, the serial 
line is read to see if data i s  present; if so, it reads the data and 
asserts it as a fact; if not, processing continues as normal. 
The Pascal Implementation 
The Executive, running in Pascal on the Sperry IT/PC, receives SCI data 
as follows: whenever the screen is idle (waiting for input from the 
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user) and before the keyboard is checked to see if an input is received, 
the serial "corn" ports 1 and 2 are checked to see if data is present; if 
so, it reads it. This is done on the DOS BIOS level using interrupts 
and status registers. If it reads the serial line and data is present, 
it analyzes the data read to make sure an entire SCI record is read; if 
not, it issues consecutive reads until the entire SCI record is 
received. If no data is present on either serial line, it checks the 
keyboard for activity. 
4.0 TESTBED CONFIGURATION COMPONENTS 
This section presents each of the testbed configuration components. In 
Section 4.1 the simulation approach to data generation is described. 
The three independent expert systems are presented in Section 4.2. 
Section 4.3 then describes the executive expert system. 
4.1 SIMULATION DRIVERS 
Drivers are used to generate performance data and simulate faults. The 
simulation driver for each fault isolation expert system is written in 
SLAM (Simulation Language for Alternative Modeling); a summary of the 
drivers is given in Table 3. There are separate drivers for each expert 
system. The variety and quantity of equipment for which data is 
generated within each simulator is limited only by physical resources of 
the host hardware. A nominal value, high and low tolerance values, 
equipment code, and station (location of the equipment) are assigned to 
each data generating equipment. Every 5 seconds a "reading" is taken; 
under normal circumstances, the "reading" is a random number with a 
triangular distribution (mean as the normal value, normal tolerance as 
low value, high tolerance as high value). At random time periods, 
however, these values will fall out of range. How the numbers fall out 
of range is determined by the type of error. 
TABLE 3 
SUWRY OF s IMULATION 'DRIVERS 
@ WRIlTEN I N  SLAM (SIMULATION LANGUAGE FOR ALTERNATIVE MODELING) 
0 A NOMINAL VALUE, HIGH TOLERANCE AND LOW TOLERANCE I S  I N I T I A L L Y  ASSIGNED 
TO EACH RESOURCE 
@ EVERY 5 SECONDS DATA I S  GENERATED FROM ALL RESOURCES SUPPORTING SERVICES 
AND EVENTS; FOR EACH RESOURCE, I T  I S  A RANDOM NUMBER TRIANGULARLY 
DISTRIBUTED BASED ON THAT RESOURCE'S NOMINAL, HIGH TOLERANCE AND LOW 
TOLERANCE VALUES 
@ ERRORS INVOLVING RESOURCE PERFORMANCE ARE GENERATED BOTH RANOOMLY AND AT 
PRESET TIMES; WHEN AN ERROR HAS OCCURRED, THAT RESOURCE VALUE WILL: 
- EXCEED HIGH TOLERANCE 
-- SLOWLY 
-- QUICKLY 
- - IWEDIATELY 
-- DEIAYED 
- START AND REMAIN AT AN OUT-OF-RANGE VALUE 
I 
ONCE I N  ERROR, THE ERROR REMAINS FOR A RANDOM TIME PERIOD.  
- EXCEED LOW TOLERANCE 
-- SLOWLY 
-- QUICKLY 
- - I M E D I A T E L Y  
-- DELAYED 
4.2 THE INDEPENDENT EXPERT SYSTEMS 
In this section the expert system nodes which occur in the SAFTIES 
hierarchy are presented. These consist of the three base level expert 
systems, FIRES (robotics), FISHES (environment), FIESTA (communications) 
and the top level EXECUTIVE EXPERT SYSTEM (EES). 
4.2.1 FIRES (Fault Isolation for Robot Expert System) 
4.2.1.1 The FIRES System. An overview of FIRES requirements is 
presented in Table 4. The FIRES expert system node receives 
performance/status data from a robotics system. For purposes of the 
testbed prototyping a Scara-type robot arm (4 degrees of freedom) was 
selected for simulation. Readings on various aspects of the arm 
operations are reported to FIRES every five seconds. All readings by 
FIRES are assumed to have a nominal value and an accepted range of 
operation as shown in Table 5. 
The FIRES system employs a data-driven approach to diagnosis. When 
performance values which fall outside the acceptable range are 
encountered the relevant detection rules are activated. The detection 
rules then report the anomaly and summarize the information in a manner 
to support further diagnostic processing. 
For the FIRES system, Fault Diagnosis has been implemented using a 
pattern-matching technique in a production system paradigm. This 
implementation illustrates the technique of inferring fault causes 
directly from specific patterns of anomalies. 
For the demonstration prototype, fault isolation was followed by sending 
notification to the executive. 
FIRES is implemented on a SYMBOLICS 3640 using the Automated Reasoning 
Tool (ART) from INFERENCE Corporation. ART is an Expert System (ES) 
TABLE 4 
FIRES REQUIREMENTS S U W R Y  
FAULT ISOLATION FOR ROBOTICS 
EXPERT SYSTEMS (FIRES) 
8 FUNCTIONS 
- ISOLATE FAULTS I N  THE ROBOT OPERATING SYSTEM 
- INFORM EXECUTIVE OF MISSION CRITICAL FAULTS (ALARMS) 
8 INPUTS 
- EVENT SCHEDULE (CONTAINING ROBOT RESOURCE CONFIGURATION DATA) 
- C O W N D  (FROM EXECUTIVE) 
- PERFORMANCE DATA (FROM ROBOT RESOURCES) 
-- JOINT POSITION AND/OR TORQUE 
-- DRIVE TORQUE 
-- GRIPPER (TACTILE SENSOR, POSITION, FORCE) 
-- SENSOR DATA (VISION, FIBER OPTICS, THERMAL, PRESSURE, 
STRAIN GAUGE) 
0 OUTPUTS 
- F I  DIAGNOSTIC DATA 
- EVENT STATUS, AS REQUESTED 
- RESOURCE PERFORMANCE AND CONFIGURATION DATA, AS REQUESTED 
0 HARDWARE 
- SYMBOLICS 3640 (WITH OPTION TO MOVE TO MICROVAX 11 A1 STATION) 
- COAXIAL AND SERIAL CABLES 
8 C O W N  I CAT IONS 
- RS232 SERIAL INTERFACE TO SPERRY I T  
- ETHERNET (CHAOSNET) CONNECTION TO VAX 
@ SOFTWARE 
- ART 
- L I S P  
TABLE 5 
FIRES MONITORING PARAMETERS 
(NOMINAL VALUES AND ACCEPTABLE RANGES) 
ROBOT-BATTERY 
SERVO TORQUE 
ARM VELOCITY 
GRIP-FORCE 
GRIP-SENSE 
NOMINAL 
VALUE 
18.0 
10.0 
0.0 
4.0 
1.0 
HIGH 
TOLERANCE 
24.0 
20.0 
18.0 
5.0 
1.0 
LOW 
TOLERANCE 
12.0 
0.0 
-18.0 
3.0 
0.0 
EQUIPMENT 
CODE 
E01 
E02 
E03 
E04 
E05 
f 
STATION/ 
LOCATION 
CODE 
01 
01 
02 
03 
03 
- 
Development Tool which supports rapid prototyping. By providing basic 
ES constructs, it allows expert system development to concentrate on the 
knowledge engineering aspects of the task. 
4.2.1.2 FIRES Simulation Driver. The FIRES driver simulates 5 
performance monitoring pieces of equipment, obtaining readings of 
battery power, servo motor torque, arm velocity, gripper force and 
gripper presence sensor. 
There are 6 possible errors which may occur: 
1) Arm locked in place (collision with obstacle) 
2 )  Incorrect gripper (possibly incorrect configuration in 
schedu 1 e) 
3) Dropped object 
4 )  Arm broken (collision with obstacle (wall) at high velocity) 
5) Arm payload exceeded (picking up an object too heavy for the 
robot) 
6 )  Battery low on power 
These errors occur randomly, approximately one error per minute. At the 
end of the error, which lasts approximately 30 seconds, the readings 
return to acceptable range, indicating a correction has occurred. 
FISHES (Fault Isolation for Space Station Health/Status Expert 
System) 
4.2.2.1 The FISHES System. The FISHES expert system node receives 
performance data which is associated with health and status for an 
assigned area of the spacecraft. Requirements and monitored 
parameters similar to those presented for the FIRES system were 
developed for FISHES. 
The data-driven approach employed in FISHES was also applied for 
detection of anomalies in the FIRES domain. The same form of pattern- 
matching strategy employed in FISHES was adopted for FIRES. This 
logical replication allowed for the timely availability of the FIRES 
node during development and implementation of the testbed. 
There was also physical replication since FISHES has also been 
implemented on a SYMBOLICS 3640 using ART. 
4.2.2.2 FISHES Simulation Driver. The FISHES driver simulates 6 
performance monitoring pieces of equipment, obtaining readings of cabin 
temperature, cabin pressure, percent oxygen, percent particulates, and 
the spacecraft power consumption and power generation. 
There are four possible errors which can occur: 
1) Hole in spacecraft (broken seal, puncture due to poor docking 
or meteor, etc.) 
2) Fire in cabin 
3) Faultyair filter 
4) Faulty pressure reading (indicating amalfunction in the 
monitoring equipment itself) 
These errors occur randomly, approximately one every minute, and last 
for approximately 30 seconds. When the error is completed, the readings 
return to within the acceptable range. 
FIESTA (Fault Isolation Expert System for TDRSS Applications1 
4.2.3.1 The FIESTA System. The specific requirements which are 
relevant to the SAFTIES project are summarized in Table 6. 
FIESTA is an evolving prototype expert system which has been developed 
under the auspices of NASA/GSFC Code 532-l.* FIESTA is designed to 
isolate faults in a communication network. The requirements guiding the 
* Work was performed under the direction of Bendix Field Engineering 
Corporation, NASA contract NAS5-27600. 
TABLE 6 
FIESTA REQUIREMENTS SUMMARY 
(SAFTI ES RELATED) 
FAULT ISOLATION EXPERT SYSTEM FOR 
TDRSS APPLICATIONS (FIESTA) 
a FUNCTIONS 
- RECEIVE AND MONITOR SPACE NEWORK STATUS INFORMATION 
- ISOLATE FAULTS WHICH OCCUR ON M E  NETWORK 
- INFORM EES OF ISOLATED FAULTS 
I @ INPUTS 
I - STATUS INFORMATION I N  THE FORM OF NASA'S CURRENT HIGH SPEED 
MESSAGES 
Q OUTPUTS 
- HIGH LEVEL FAULT ISOLATION DIAGNOSTIC DATA 
- ALARMS 
a HARDWARE 
- SYMBOLICS 3640 
8 COMJNICATIONS 
- RSZ32 SERIAL INTERFACE TO SPERRY I T  
- ETHERNET (CHAOSNET) CONNECTION TO VAX 
a SOFTWARE 
- ART 
- L ISP 
FIESTA development are contained in "FIESTA Project Development Folder/ 
Volume I I: Prototype Requirements Specification" (STI/E-25190A, 
17 December 1985). These requirements define FIESTA operating as a 
standalone testbed. FIESTA employs a highly developed Axiomatic/ 
Hypothetical approach to fault isolation. Inclusion of FIESTA within 
the distributed hierarchy allows an extensive demonstration of this 
methodology. 
FIESTA was incorporated in the distributed hierarchy via the SCI 
interface described earlier. This served to validate the expansion 
capabi 1 ities afforded by the SCI protocol. 
4.2.3.2 FIESTA Simulation Driver. The FIESTA driver simulates 12 
performance monitoring pieces of equipment. Errors in any service 
(KSAR, SSAR or SSAF) occur as fol lows: 
The signal strength starts to degrade 
0 When the signal strength falls below 3, then the locks go to 0 
e The number of frames in lock starts to fall 
When the frames in lock equal 0, then the data present goes to 0. 
Again, the errors occur randomly for a random amount of time. At the 
end of the error, the readings return to acceptable ranges. 
4.3 THE EXECUTIVE EXPERT SYSTEM (EES) 
An overview of the requirements established for the Executive Expert 
System (EES) are presented in Table 7. 
The Domain of EES 
EES receives high-level fault isolation data from lower-level expert 
systems. In addition, EES can request operational parameters as 
needed. All data received is in the SCI format. Upon receipt of 
notification of a fault, the Executive determines a corrective action 
TABLE 7 
EXECUTIVE EXPERT SYSTEM (EES) 
REQUIREMENTS SUmARY 
0 DESCRIPTION 
- EXPERT SYSTEM SHELL DESIGNED TO A I D  ASTRONAUT/USER I N  SCHEDULING, 
COORDINATING, AND CONTROLLING OF DISTRIBUTED EXPERT SYSTEMS I N  THE 
SPACE STATION 
FUNCTIONS 
- PROVIDE HUMAN INTERFACE/WORKSTATION TO 
-- RETRIEVE INFORMATION FROM EXPERT SYSTEMS 
-- COWAND 
-- EFFECT FAULT ISOLATION PROCESSING 
- RECEIVE FAULT ISOLATION OIAGNOSIS FROM OISTRIBUTED FAULT ISOLATION 
EXPERT SYSTEMS AND SCHEDULE CORRECTIVE EVENT (S) 
- ALLOCATE ASSIGNED RESOURCES, RESOLVING CONFLICTS AS THEY ARISE 
- SCHEDULE EVENTS BASED ON PRIORITIES, NEED, AND REQUESTS 
@ INPUTS 
- SPACE STATION EVENT SCHEDULES (FROM NASA OR SCHEDULER EXPERT SYSTEM) 
- HIGH LEVEL PERFORMANCE DATA 
- FAULT ISOLATION DIAGNOSTIC DATA 
- EVENT STATUS 
- HUMAN EXPERT INPUT AND OVERRIDES 
@ OUTPUTS 
- COWAND (TO LOWER EXPERT SYSTEMS) 
- REQUEST FOR INFORMATION 
- EVENT SCHEDULES AND PRIORITIES 
- NOTIFICATION TO GROUND OF NONCORRECTABLE ERRORS 
- HISTORY F I L E  
8 HARDWARE 
- SPERRY I T  
-- 7.14 MHz CLOCK 
-- COLOR GRAPHICS MONITOR 
- SERIAL CABLES 
8 COMUN I CATIONS 
- 2RS232 SERIAL INTERFACE TO SYMBOLICS 3640 
8 SOFlUARE 
- EXPERT SYSTEM WRITTEN I N  TURBO PASCAL 
- SYNCHRONOUS COWUNICATIONS ON BOTH SERIAL L INES ACHIEVED 
and schedules it, based on the current operating state of the system 
using a "least cost" algorithm. 
4.3.2 EES User's Operational Description 
The console normally displays the main menu (shown in Figure 3). 
When this and most all other screens are displayed, EES is ready to 
accept input from the user or receive data from lower level expert 
systems. 
For example, if item 2 (FIRES details) is selected from the main menu, 
the FIRES menu is displayed (see Figure 4) which allows FIRES specific 
options to be selected. 
Whenever a fault is isolated by one of the lower level expert systems 
and sent to EES, the operator is alerted to an anomolous situation. 
Notification is accomplished via an alarm window which pops up (non- 
destructively) in whatever window is currently active. Figure 5 
provides an illustration of this feature. 
5.0 SUMMARY AN0 CONCLUSIONS 
The major thrust of this investigation was the establishment of the 
framework for a test bed capable of supporting an investigation o f  
distributed expert system processing with hierarchically organized 
domains o f  responsibility and control. As described in this paper, the 
framework has been established. 
The current configuration consists o f  an executive system which 
coordinates the activities of three individual expert systems at the 
next lower hierarchical level. The secondary level expert systems have 
separate domains and provide status summaries on their individual areas 
of responsibility to the executive. Although the domains are separate, 
the functions are similar, namely performance monitoring, fault 
detection and fault isolation. 
1: fISXES dthit5 
2:  !IRES dttqilr 
3:  FIEStfl details 
!: Dirp lay rtrourct/tutnts status 
5 :  D i ~ p l a y  #Ian hiskry 
6: Ihangt f~ult  ifdlatidn pvutttrr 
E: End strr ion 
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A major conclusion reached during this investigation is that a network 
consisting of multiple expert systems with hierarchically distributed 
control can be readily established. The feasibi 1 ity of such a 
configuration was verified by establishing a operational test bed 
exhibiting these characteristics. 
The simulation data was correctly monitored by the separate fault 
isolation system; nominal conditions being (implicitly) noted and 
non-nominal being detected. A review of the data indicated that the 
anomalies were being correctly identified. The executive demonstrated 
its ability to co-ordinate the resource of independent systems and 
correctly assign available resources to achieve problem resolution. 
Another major conclusion (also implemented in the demonstration test bed 
environment) involved techniques for implementing the hierarchical 
control . It was shown that conventional software engineering techniques 
in the area of communication protocol, integrated with an expert system 
executive process, was capable of supporting the candidate architecture. 
The SCI was also shown to be capable of supporting integration of an 
existing expert system (FIESTA) into the hierarchical structure. 
Many open questions remain in the area of di-tributed processing and 
control. The initial test bed structure provides an environment to 
support investigations i s  this area. 
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ABSTRACT 
The objective of this paper is to describe the further 
automation of the Payload Operations Control Centers, 
specifically the Mission Operations Room, by using a series 
of expert systems interconnected together. The feasibility 
of using expert systems in the Mission Operations Room is 
presently being determined. The expert system under 
development is called the Communications Link Expert 
Assistance Resource (CLEAR) project. It is the first 
control center expert system being designed and implemented 
at Goddard. It will demonstrate the feasibility and 
practicality of expert systems in a real-time control center 
environment. This paper has a twofold purpose. The first 
is to briefly describe the present effort of the CLEAR 
expert system under development. The second is to describe 
how a series of interacting expert systems could be 
developed to almost totally automate the Mission Operations 
Room within the control center. This paper will describe 
how these expert systems would be put together and what 
functions they could perform in the control center. These 
efforts will provide a great deal of applicability toward 
the automation of the space station. 
Keywords: Automation, Control Center, Expert System, 
Real-time 
Purpose 
The purpose of this paper is to describe the means by which 
automation software, specifically expert systems, can be 
developed for the spacecraft control centers at Goddard 
Space Flight Center. These control centers provide an 
excellent environment to test the feasibility and 
practicality of real-time expert systems. This paper will 
detail the control center environment, what work has already 
been started and how a series of interconnected expert 
systems will work together. Finally, summarizing this 
concept of expert systems in this real-time environment will 
provide the expertise necessary for both the ground system 
and onboard system of the space station. 
Environment 
There are two types of spacecraft control centers at 
Goddard. The dedicated control center, such as the Space 
Telescope, which handles only one mission and the 
Multisatellite Operations Control Center (MSOCC) which 
supports a number of simultaneous missions. This automation 
effort that is proposed would work equally as well in either 
type of control center. The expert system presently under 
development will be used in the MSOCC for the Cosmic 
Background Explorer (COBE). This effort will be discussed 
later in this paper. 
The control center environment is a combination of hardware 
and software. The hardware for the control center is made 
up of a front end computer system to frame synchronize the 
telemetry data; the main computer system which performs all 
of the processing on the telemetry data and commanding the 
satellite; and the workstations located in the Mission 
Operations Room (MOR) . This main computer system is 
commonly called the Application Processor (AP). While the 
front end computer is called the Telemetry and Command (TAC) 
system. The function of the MOR is to provide a location 
where the Flight Operations Team works to monitor and 
control the spacecraft. The MOR contains workstations and 
stripchart recorders to display the data that has arrived at 
the AP. The software developed for the mission resides on 
all of the hardware systems used to support the satellite. 
Figure 1 provides a descriptive layout of the spacecraft to 
ground system. 
There are several very important aspects that must be 
accounted for in this type of environment. 
a. The control center receives a real-time flow of 
asynchronous data. 
b. There is a large amount of data to process. 
c. There must be a continuous performance assessment of 
the spacecraft and all of its subsystems in real-time. 
d. The expert system must be on a separate computer 
system and receive all of the data electronically in 
real-time from the AP. The primary reason for a separate 
system is to avoid interfering with the existing real-time 
software and operations. 
e. The expert system must be able to interact with the 
human analyst in real-time while receiving the data. 
. . 
f. A time dependency is critical to this large amount 
of uncertain data. 
What this last point means is that the expert systems are 
required to take into account what the short and long term 
trends are to the data. Consequently, the system must 
construct an internal history of the data to develop a trend 
analysis. This trend analysis will indicate how the 
spacecraft or instruments will be performing in the near 
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term. The expert systems must also be able to relate the 
data from different areas. This capability will provide a 
multi-focus analysis of the incoming information. This is 
similar in nature to the human information gathering 
capabilities in which pieces of disparate information forms 
a whole concept. This would be the meta-knowledge required 
to develop the generalities for the system to use in 
determining problems with the spacecraft. This 
meta-knowledge will provide the expert system with the 
overall concepts on how the spacecraft and its subsystems 
should operate together. It will provide some capabilities 
for the expert system to draw conclusions about the health 
and safety of the spacecraft. Finally for this type of 
environment, there are three types of systems that can be 
developed. 
a. Passive system --  his expert system acts only as a 
recommender of actions for the spacecraft analyst. This 
system does not take any actions and is not provided that 
capability. This is the type of system that must initially 
be developed for control centers. 
b. Active system -- This type of expert system 
provides all of the capabilities of the passive system. It 
also can be directed by the spacecraft analyst to actually 
take positive action to correct problems. After expert 
systems have proven their capabilities to find and solve 
problems, then an active system may prove to be worthwhile. 
c. Autonomous system -- As this term indicates, this 
system would perform all actions in finding, solving and 
correcting problems. It would operate independently of the 
spacecraft analyst and would only present the problem and 
actions taken both during and immediately after the event. 
As previously indicated, the first expert systems to be 
installed in a control center will be of the passive type. 
All actions will be taken by the analyst on a separate 
workstation in the MOR. Eventually, after expert systems 
have been proven, an active system can be implemented. The 
autonomous system will take a great deal of time and effort 
to develop. It must not only be proven to be safe for the 
spacecraft but also be accepted by the operations personnel. 
Present Development 
The expert system that is presently being developed is 
called the Communications Link Expert Assistance Resource 
(CLEAR). CLEAR will operate in the Mission Operations Room 
during real-time passes of the COBE spacecraft.  his is the 
first expert system to be put into an operational control 
center environment at Goddard. The purpose of this system 
will be to monitor and help solve communications problems 
between the COBE spacecraft and the Tracking and Data Relay 
Satellite (TDRS). CLEAR is a passive system that advises 
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the spacecraft analyst when an event has occurred which 
indicates the COBE-TDRS communications link is degrading or 
failed. The analyst is provided with possible solutions to 
the problem. It is the analyst who decides what should be 
done and uses a voice link with NCC and the workstation to 
solve the problem. A detailed description of CLEAR is 
provided in another paper. 
Proposed Development 
Now to describe how a series of real-time expert systems 
could be installed into the MOR. These expert systems would 
be executing on a separate system from the AP. Figure 2 
provides a functional layout on how this system would 
operate. The basic concept is that the AP would be 
providing a continuous stream of data to the expert systems 
during the real-time pass of the spacecraft. The main 
classes of data that would be provided to the expert systems 
are: 
a. The spacecraft subsystem data such as attitude, 
power or electrical. 
b. The spacecraft instrument data for health and 
operability. 
c. Any communications information from the Network 
Control Center. 
I 
The control center is concerned with the health and safety 
of the spacecraft and the onboard instrumentation. So the 
specific purpose of this system is to monitor the data sent 
to it by the AP and to assist the spacecraft analyst in 
solving problems that occur. This indicates to you that the 
system must initially be passive so that the human remains 
in total control. The main requirements of this system are: 
a. It must be designed in a modular fashion so that 
lower level expert systems may be added or deleted easily. 
b. Each of the systems must be able to handle multiple 
faults. 
c. Each of the systems must be able to handle any 
reconfigurations of the spacecraft subsystems. 
d. The systems should be able to develop estimates on 
when a component, instrument or subsystem is failing based 
on trend analysis. 
e. This system must be able to accept information into 
the data base from the spacecraft analyst via the user 
interface. 

The software architecture for this integrated system is 
shown in figure 3. What stands out immediately is the main 
inference engine providing messages to a blackboard and the 
lower level expert systems obtaining those messages 
addressed to them. Each expert system has its own Knowledge 
Base provided for that subsystem. Also available to all the 
expert systems are the Data Base, the Data Tables and the 
Logging Facility. The Data Base contains the information 
about the spacecraft, the instruments, the different 
telemetry formats and all of the information about the data 
itself, for example, the limits. The Data Tables contain 
all of the incoming data, similar in nature to the telemetry 
table in the AP. As shown in figure 3, the blackboard shown 
will be a circular file with the main system notifying each 
subsystem of a problem. The subsystems periodically "wake 
upN on a short time span and check the blackboard for a 
message. If a subsystem locates a message, it will read and 
erase the entry on the blackboard. That subsystem will then 
access the data table looking for its specific information 
and use its detailed knowledge base to try to determine the 
problem or event that occurred. It will then access the 
user interface to provide this information to the spacecraft 
analyst. 'The reason for this hierarchy is to minimize the 
number of subsystem expert systems from competing for the 
computer's resources. 
Several other points need discussing at this time. This 
integrated system will require meta-knowledge; the ability 
to solve problems by combining the data and knowledge from 
several sources. This is one of the most difficult areas to 
develop since the system designer must be able to glean from 
the spacecraft analyst all of the factors involved in making 
critical decisions. It is not enough to have rules checked 
based on a telemetry point. The system must be given a 
*lhigher8l knowledge about how the spacecraft and its 
subsystems operate together and also how to "reasont1 about 
the telemetry data. This leads into the second point on how 
to work with the uncertain data. The most popular ways 
today is using probability techniques and fuzzy logic theory 
to help assist the inference engine in determining if a 
problem exists. The third point is the testing of this 
system. With the hierarchy of systems as designed, the 
testing will be able to focus in on each part. While not 
perfect, at least this will provide a structured technique 
that is in use today for testing large systems. Finally, 
the most important point is to remember to keep the human 
"in the loop1*. The human will be able to assist the expert 
system and correct any false conclusion that had been 
reached. 

Summary 
As was indicated at the beginning of this paper, chaining 
together expert systems to form one integrated system will 
automate many of the functions of a control center. This 
will also reduce the complexity of analyzing all of the data 
by the spacecraft analyst. If this concept proves to be 
both feasible and practical and can actually be implemented 
to work properly in the real time environment of a control 
center, the use of expert systems would have definite 
applicability for space station support. The control center 
could serve as the initial test environment on how expert 
systems would be developed and installed in the space 
station and any attendant ground control system. 
GLOSSARY 
Applications Processor; The computer system that 
sends command data to the spacecraft and receives 
the telemetry data, decommutates the data and 
sends that data to the MOR. 
CLEAR Communications Link Expert Assistance Resource; 
This is the first expert system being developed 
for use in the control center. It will be used 
for the COBE spacecraft. 
COBE Cosmic Background Explorer; This spacecraft will 
be the the first at Goddard to use an expert 
system in the control center. 
Control The hardware and software real time environment 
Center that controls the spacecraft and monitors its 
health and safety. 
MOR Mission Operations Room; That part of the control 
center in which the Flight Operations Team works. 
It contains the workstations, displays and strip 
chart recorders to display the data from the AP. 
NCC Network Control Center; This facility provides the 
management for allocating and regulating network 
resources to support network users. 
TAC Telemetry and Command System; The front end 
computer system that frame synchronizes and time 
tags the incoming telemetry data before sending it 
to the AP. It receives the command data from the 
AP and sends it out to NASCOM. 
TDRS Tracking and Data Relay Satellite; This is the 
communications satellite which communicates with 
the spacecraft and White Sands. 
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The Spacelab Data Processing Facility (SLDPF) has developed expert sys- 
prototypes to aid in the p e r f o m  of the quality assumme function of Spacelab 
and/or Attached Shuttle Payloads (ASP) processed telemetry data. The SLDPF 
functions include the capturing, quality monitoring, processirg, accounting, and 
forwarding of data from Spacelab and ASP missions to various user facilities. m e  
SLDPF consists of two functional elements: the Spacelab Input Prcessing System 
(SIPS) and the Spacelab Output processing System (SOPS) . The two e x p r t  system 
prototyps were designed to determine their feasibility and potential in the 
quality assurance of processed telemetry data. The SIPS expert  systm, Knowledge 
System Prototype, (KSP), uses an I B M  =/AT with the commercial exper t  system shell 
OFS5+. Extraction of knowledge from SIPS experts was implemented d a t i n g  the 
duties of quality assurance analysts. In an interactive mode, an analyst responds 
to queries resulting in instructions and decisions governing the reprocessing, 
releasing or f%rther analysis/troubleshooting of data. Released data is forwanled 
for further processing on the SOPS Sperry 1100/82. The data are edited, t i m e  
ordered with overlapping data removed, decomtated, and quality checked before 
shipment. The SOPS QA analysts isolate problem and select the appropriate action: 
either accept the data or request the data to be reprocessed. The SOPS expert 
system emulates this process by using an expert system shell, CL;IPS, and the 
Kacintosh personal computer. To date, these prototypes indicate potential 
beneficial results; e,g., increase analyst productivity, decrease the burden of 
tedious analysis, provide consistent evaluations of data, provide concise 
historical records, provide training for new analysts, and expedite the operational 
retraining of reassigned Spacelab analysts. The logic implemented in the prototypes, 
the limitations of the personal computers utilized, and the degree of accessibility to 
input data have led to an operational configuration. This configuration is 
currently under development and on completion will enhance the efficiency, both in 
t h  and quality, of releasing Spacelab/FSP data. 
Elxprt system applications i n  the Information Precessing Division were f i r s t  
considered fo r  t h e i r  potent ia l  t o  expedite the SLDPF operations, i n  par t icular ,  the 
qual i ty  a s s u r m  (QA) and data accounting (DA) analyst functions of both the 
Spacelab Input Processing System (SIE) and the  Spacelab Output Processing System 
(SOPS) . The QA/M task is often demanding and tediously repet i t ive .  The objective 
of the  operational expert systems is t o  a s s i s t  the analyst by making decisions and 
suggesting logical  analysis paths based on given data quali ty information. 
The expert system application t o  a s s i s t  the QA function of SIPS was assigned t o  
b k h e e d  under the direct ion of Code 564; LDckheed Quality Assurance Analysts 
(QAAs) serve a s  experts, and system engineers perform the b w l e d g e  engineering, 
ccding and project  management. The application t o  a s s i s t  the QA/DA function of 
SOFS was tasked t o  Code 522, C d e  564 and L x W l e e d ;  Lcckheed QA analysts serve as 
experts, Code 522 performs the  knwledge engineering and coding, and Code 564 
provides the  project  management. Code 564 SLDPF personnel provide the  technical 
and overal l  guidance of the two projects.  
1.1 Implementation 
The s t ra tegy formulated t o  accomplish the prototypes was t o  use camerc ia l  expert 
system she l l s ,  code the QA knowledge bases within the she l l s  and implement the 
s h e l l s  on personal computers. The SIPS expert system e f fo r t  is ident i f ied a s  
- Knowledge System Prototype (KSP). The KSP uses OFS 5+ Development System with a 
C language in te r face  ins ta l led  on an IEPl PC/AT. The SOPS expert system (ES) was 
implemented.on an Apple Macintosh w i t h  CLIPS, an expert system building too l ,  and 
an interface wri t ten by Code 522. 
1 . 2  Spacelab Data Processing Fac i l i ty  (SLDPF) Overview 
The SUDPF processes experiment payload data from Spacelab and ASP missions. The 
SLDPF functions include the capturing, qual i ty  monitoring, processing, accounting, 
and forwarding of data t o  various user f a c i l i t i e s .  The SLDPF consis ts  of two major 
functional elements; the Spacelab Input Processing System (SIPS) and the  Spacelab 
Output Processing System (SOPS) . See Figure 1. 
During i n i t i a l  SIPS processing, Ku-band channel 2 and/or channel 3 data are capture3 
onto high-density tapes (HDTs). The primary functions in this phase are the real-  
t i m e  capture, the monitoring of data fo r  qual i ty  and s t a tu s  m r d i n a t i o n  w i t h  the 
Spacelab external interfaces  such a s  the Spacelab Payload  pera at ions Control Center 
(POCC), t he  Mission Control Center, and the Network elements. After real-time 
capture, t h e  HDTs, including playback and d i r ec t  access channel data  are post- 
processed t o  produce Spacelab Dqeriment Data Tapes (SEM's) and/or Spacelab 
Input/Output D a b  T a p s  (SIDTs) . 
To complete SIPS processing, analysts perform quali ty assurance analysis  by the 
manual evaluation of Spacelab Quality and Accounting Records (SQAFS). This 
analysis  is aided with information from several Spacelab reports and logs. The 
results of the QA analysis determines the release of SEDTS, S I m  and Spacelab 
- Quality and Accounting Tapes (SQATs) t o  the  SOPS o r  t o  users. 
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Figure 1 
Additional data processing is perfonned by the SOPS. The data a r e  edited, time 
ordered w i t h  overlapping data removed, decommutated, and quali ty checked before 
shipment t o  users. In  a s imilar  manner t o  the SIPS QA analysis,  SOPS QA analysts  
combine information from various summary reports and processed logs t o  determine 
the qual i ty  of data and t o  decide the data s t a tu s  (release o r  reprocess). 
2.0 CONFIGURATION OF F'FmmYPE 
2 . 1  SIPS Knowledge System Prototype (KSP) 
2 . 1 . 1  Overall Description and Function 
The SIPS KSP is designed t o  emulate the performance of experienced SIPS QAAs in the 
evaluation of Spacelab Quality Control and Accounting Records (SQARS).  This 
fwCti0n is currently performed through the examination of printouts of the SQAR 
i t e m s .  
I n i t i a l l y ,  three problem areas w e r e  identified: gathering the expertise of the 
QAAs, accessing the  data which is used i n  their decision making, and configuring 
the system on an IBM PC AT. See Figure 2 fo r  a diagram of the KSP configuration. 
The f i r s t  task was the gathering of exper t ise  of the QAAs in the area of SQAR 
analysis  t o  determine i f  this area is a pract ical  choice for  an expert system. It 
became apparent t h a t  the  expert system concept would work, but the  scope of the 
L- i n i t i a l  e f f o r t  would have t o  be restricted due t o  the extensiveness of the 
application and the  limitations of the prototype hardware and software 
configuration. W e e  stages 'of analysis  w e r e  established: i n i t i a l  evaluation, 
comparison of i n i t i a l  and redo runs, and data trends. Each could stand alone 
logical ly  but needed access t o  the data and decisions of the others. This problem 
was addressed by the use of a database t o  s t o r e  data a s  w e l l  a s  the decisions of 
each stage. The use of the database a l l w e d  the expert system t o  be divided i n t o  
modules t o  run with the available memory of the prototype configuration. 
The next t a sk  addressed was that of accessing the data needed for  the decision 
mkuq. A s  a test, the most used report ,  the  Spacelab Quality Control and 
Accounting Record (SQAR) Report was downloaded from the G o u l d  SEL 32/77 t o  an IFM 
FZ floppy disk.  Code was added t o  the  system t o  read the damloaded report  from 
the  floppy and t o  s t o r e  the data i n  the database. The test succeeded and dic ta ted  
t h a t  the data access methods should be automated. 
The code surrounding the  database continued t o  grow t o  include database creat ion 
and l oadhx~ ,  data validation,  data maintenance, SQAR select ion,  expert system 
mdule select ion,  and expert system report  selection.  This module is known a s  the  
"Front End" because it controls access t o  and e x i t  from the other expert system 
d u l e s .  
As previously mentioned, the expert system is divided into  three parts o r  stages.  
Each s tage operates independently in the expert system environment. A s  the expert 
system modules run, pertinent data and decisions a r e  writ ten t o  report  f i l e s  from 
which data  base updates and printed swrmary reports are generated. A Spacelab 
- Quality Assurance and ~ccount ing  Record (SQAR) must f i r s t  be evaluated (Stage 1). 
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TWO evaluated SQARs can be compared and the better one selec-ted (Stage 2 ) .  Trends 
are investigated in Stage 3.  
2 .1 .2  KSP Knowledge Base 
The rule-based expert system tool OPS5+ is being used t o  develop the howledge base 
for the KSP. The Iaxrwledge elements (rules) are in the following form: "IF 
<condition(s)> TIEN <action(s)>.It The KSP bawledge base rules are organized i n  3 
groups or  stages: SQAR evaluation, SQAR comparison, and trends divided (Figure 2 ) .  
2 .1 .2 .1  SQAR Evaluation (Stage 1) 
In the SQAR evaluation phase (Stage 1) of the S P  (Figure 3 )  there are 201 rules. 
The SQAR record p r & d  by the Gould SEL 32/77 is examined and evaluated. The result 
is a recammendation t o  amept or  reprocess the f i l e  in question. The in i t i a l  SQAR 
record is placed by the SIPS software automatically in one of four categories: 
above cr i ter ia ,  abort, hold, or  null. The KSP performs further examination t o  
determine hm good the data is and i f  the data can be improved. Analysis occurs 
for each of the four categories ami actions are recamended t o  the analyst. A 
summary f i l e  is created during the expert system session and is available t o  be 
printed a t  the end of the Stage 1 expert system session. 
CATEGORIES: 
L 
Above Criteria. SQARs ~ ~ l r k e d  "above criteria1' are examined for coverage and 
recovery. Missing intervals are identified and pursued. The KSP can recormnend 
one of three choices: "release (above cri teria)  : , Itreprocess (source of 
improved data identified) If, or "release (below cri teria,  best available) I t .  
Abort. SQARs marked Itabort" are examined for caverage, cause of the abort, 
recovery, data quality, and timing. The E P  can recommend one of two results: 
"release (above cri teria)  ", Nreprocess (abort) ". 
Hold. SQARs marked "holdlt are a mixture of various types of failures. These SQARs 
are examined for merage,  missing intervals, bad records, and duplicate f i l e  
components. ?he evaluation proceeds depending on the problems of the various f i l e  
components. Recovery, partial (channel) abort, data quality, timing, scheduling, 
and receipt are examined. Several different types of failure can and do occvr 
~ ~ t a n e o u s l y .  The KSP examines each situation and can recammend Itrelease (above 
cr i ter ia)  1 1 ,  "reprocess (abort)", "reprocess (source of improved data identified)!', 
or "release (belaw cri teria)".  
Null. SQARs marked Itnull" are one of two types. E i t h e r  no data was scheduled thus 
creating a deliberate pause, or  data was scheduled and not received. The KSP 
examines the timeline for scheduling information and various operators' logs t o  
verify data receipt/non-receipt . The KSP can then recommend "release (valid null) " , 
O r  Itreprocess (data expected) ". 
2.1 .2 .2  SQAR conprison (Stage 2)  
.- 
In the SQAR conprison phase (Stage 2)  of the ICSP there are 130 rules. This stage 
a l l ~ s  SQAR records evaluated from Stage 1 to  be compared and evaluated 
F i g u r e  3 .  KSP SQAR Evaluation (Stage 1) 
(Figure 4 ) .  The result is the reconmendation of the better of the two SQARs. The 
comparisons f a l l  into three categories; two null f i l e s ,  one null f i l e  and one 
non-null f i l e ,  and two non-null f i l e s .  Extensive analysis is performed on two 
non-null f i les .  A summary report, a detailed report, and a final s tatus report are 
available t o  be printed a t  the end of the Stage 2 expert system sessions. 
Wo Non-Null Files. The most meaningful comparison is between two f i l e s  which both 
contain data. These f i l e s  must have the same number of channels, and the channel 
IDS must correspond. A system of weights assigns values t o  the data evaluation 
c r i t e r i a  items: t o t a l  frames, elapsed time, recovery, data quality, timing, frames 
without synchronization errors,  and frames without timing errors. Evaluations are  
made on a channel by channel basis followed by a f i l e  level recammendation a t  the 
end. 
One N u l l  F i l e  and One Non-Null File. An attempt t o  compare a null f i l e  with a 
non-null f i l e  w i l l  be decided in favor of the non-null f i l e .  The null f i l e  is then 
marked a s  reduridant. 
'lko Null Files. An attempt t o  campare two null f i l e s  is vir tual ly a draw.  The 
f i l e  w i t h  the longer elapsed t i m e  is s e l d e d  for  retention, and the f i l e  with the 
shorter elapsed time is marked a s  redundant. 
2.1.2.3 Trends (Stage 3) 
+ Trends. Stage 3 of KSP is designed t o  identify trends from the evaluated SQAFS. 
Indication of trends allows for  identifying troubleshooting problem areas. For 
example, "Do the majority of data fai lures occur a t  a certain transmission r a t e  o r  
from a certain piece of eq~ipment?l~;~~Are ce tain channels fai l ing more than 
others?"; "Are  most aborts located in  the same channel o r  w i t h i n  the same user 
group?". A s  a diagnostic tool,  t h i s  w i l l  be beneficial in  solving processing 
problems. 
2.1.3 JGP U s e r  Interface 
The KSP Front End interfaces with the u s e r  in the form of selection and input 
screens. Required responses are limited t o  one key-stroke i f  default values are 
selected (Figure 5 ) .  Page forward and page backward options are provided. Data 
input/viewing screens are provided t o  allow input and data maintenance (Figure 6 ) .  
The KSP expert system Stage 1 interfaces with the user in the form of a running 
dialog. I t  is ini t iated by loading and in i t ia l iz ing the evaluation program a f t e r  
entering the OB5+ environment (Figure 7 ) .  Data not direct ly dawnloaded is 
obtained by querying the user. Response requirements are limited t o  one 
character. During the Stage 1 expert system operation, a summary report is created 
tha t  is printed on request (Figure 8 ) .  The Stage 2 program is loaded and 
ini t ial ized t o  perform the comparison analysis (Figure 9 ) .  This stage operates 
without intervention from the user a s  the SQAR canparison is executed. During 
Stage 2 operation, both a summary report and a detailed report are created and may 
be printed on request (Figure 10 and 11). 
i j Framer WIO j 
Figure 4 .  KSP SQAR Comparison (S tage 2 )  
*********SPACELAB INPUT PROCESSING KNOWLEDGE SYSTEM PROTOTYPE************* 
************************STARTUP SCREEN************************************ 
* * 
* 
TYPE U,  S ,  C ,  E l  P I  OR X * 
......................... 
* * 
U (DATA BASE UPDATE PROGRAM) 
* S (SCREENS PROGRAM) * 
* 
C (COMPARE PROGRAM) * 
* 
* E (EXPERT SYSTEMS PROGRAM) 
* * 
P ( P R I N T  EXPERT SYSTEM SUMMARY REPORT) * 
* 
X ( E X I T  TO OPERATING SYSTEM) * 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
F i g u r e  5. KSP M a i n  M e n u  
********  SPACELAB INPUT PROCESSING KNOWLEDGE SYSTEM PROTOTYPE * * * * * * * * * * * *  
* * * * * * * * * * * * * * * * * * * * *a * * * * * *  F I L E  MENU * * * * * * * * * * * * * * * * * * * a * * * * * * * * * * * * * * *  
* 
F I L E  T I M E L I N E  START TIME: 
YEAR (YY) DAY (DDD) HOUR (HH) MINUTE (MM) SECOND ( S S )  * 
NN NNN NN NN NN 
F I L E  SUTC START TIME: 
YEAR (YY) DAY (DDD) HOUR (HH) MINUTE (MM) SECOND ( S S )  t 
NN NNN NN NN NN * 
* 
F I L E  T I M E L I N E  S T O P  TIME: * 
YEAR (YY) DAY (DDD) HOUR (HH) MINUTE (MM) SECOND ( S S )  
NN NNN NN NN NN 
* F I L E  SUTC STOP TIME: 
* YEAR (YY) DAY (DDD) HOUR (HH) MINUTE (MM) SECOND ( S S )  * 
NN NNN NN NN NN 
* 
NUMBER O F  CHANNELS (1-8) : N 
* * 
***NEXT PAGE**PREVIOUS PAGE**EXIT***************************************** 
F i g u r e  6. KSP F i l e  M e n u  
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Copyright (c) Computer * Thought Corp., 1985, 1986. 
Welcome to OPS5+ 
: (load "eva1.0ps~~) t 
****#****#****#****#****#****#****#****#****#****#****#****#****#****#***  
****#****#****#****#****#****#****#****#****#****#****#****#****#****#***  * 
* * * * # * * * * # * * * * # * * * * I * + * * * * # * * * * # * * * * #  k 
: (watch 0) 
: (make start) t 
: (run) 
* 
THEN THE KSP STAGE 1 EXPERT SYSTEM RUNS t 
UNTIL ALL THE PRODUCTIONS t 
HAVE FIRED. * 
* t 
* 
WHEN IT IS DONE, THE SYSTEM RESPONDS WITH 
THE MESSAGE: 
t 
* No production true 
: (exit) 
Goodbye * 
* 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Figure 7. Load KSP Stage 1 
f=IIIIIEPIII=I=I-~=I--P=~=====IPJP=====-====~I~=====================~========= 
SQAR EVALUATION A0001A/01 
PIPP=IIa=I=II=III=III.5IPP~PIII~IUIII=IIII31=31I=I~=II==E==P=P==E9=====~========= 
FQC = H 
File expected = 1001 seconds. File actual = 716 seconds. File MI = 285 seconds 
ACTION: Process HRH file when received from DACON. 
I=11=3=llttll~-I=i.a~-IIIt=P==~~=====I~P-=PI~~==~1====~~===- -PJ=r=I =DX======== 
------------------------------------------------------------------------------- 
Channel = 1 CQC = A 
Computed frames = 238607 Recovery = 83.52814 percent. 
FAILURE: Recovery/external. 
ACTION: Set CQC to F. ** REPROCESS ** 
............................................................................... 
Channel = 14 CQC = T 
ACTION: Set CQC to F. ** REPROCESS ** 
P========e=IP--=PPI-3P=PE===E=PI*==PI===i======ttE======P===========r=========== 
ACTION: Set PSC to REQ. 
ACTION: Set FQC to F. * *  REPROCESS ** 
=p=======p=p------========================================-==================== 
Figure 8. KSP Stage 1 Summary Report 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Copyright (c) Computer * Thought Corp., 1985, 1986. * 
* Welcome to OPS5+ A 
* : (load wcomp.opsw) * 
* * **#****#****#****#****#****#****#****#****#****#****#****#****$******** :  
* ***#****#****#****#****#****#****$****#****#****#****#****#****#********  
* * * * # * * * * # * * * * # * * * * # * * * * # * * I * * * # * * * * #  
: (watch 0) A 
* : (make start) * 
* : (run) * 
* * 
* THEN THE KSP STAGE 2 EXPERT SYSTEM RUNS * 
UNTIL ALL THE PRODUCTIONS * 
HAVE FIRED. * 
* 
* 
* * 
* WHEN IT IS DONE, THE SYSTEM RESPONDS WITH * 
* THE MESSAGE: 
* 
* No production true A 
: (exit) * 
Goodbye 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Figure 9. Load KSP Stage 2 
=PP=P=IP3=PE=EI=E=itP====E============================== 
SQAR COMPARISON SUMMARY 
CHANNEL ID A0003A/01 B0004B/08 
tlfP=P=f=I=P===I==================I======================= 
3 839.389800 1355.610000 
GREATER * 
4 1331.000000 
GREATER 
5 1103.000000 1093.000000 
GREATER * 
........................................................ 
Total 3273.389800 3313.610000 
* GREATER * 
Figure 10. KSP Stage 2 Summary Report 
I 3 . 1 1 1 1 1 1 1 1 1 1 1 1 I 1 1 1 I U I I I I n I I U U I 1 1 1 1 ~ I I U ~ m ~ 1 I I I I I I I I I I I I I t I I I I I * I I ~  
DETAILED CHANNEL COMPARISON 
IIIIRIIIIIlI~IIUIII-IIIImIIILIIPI-IIIIII-II~IIIIIIIIIIIIIIIIIIII~I-==~ 
CHANNEL I D  3 A0003A/ 1 B0004B/ 8 
V a l u e  W e i g h t  V a l u e  W e i g h t  
T o t a l  F r a m e s  142804 266 71402 .I33 
D e l t a  T i m e  1348 266 674 133 
P e r c e n t  R e c o v e r y  7 7 200 7 7 2 00 
QP1 99.015000 150.000000 99.644000 150.000000 
QP4 99.644000 50.000000 99.644000 50.000000 
P3 703 --- 703 --- 
F r a m e s  W i t h o u t  Sync E r r o r s  142101 333 70699 166 
F5 254 --- 254 --- 
F r a m e s  W i t h o u t  T i m i n g  E r r o r s  142550 66 71148 3 3 
F I N A L  CHANNEL GRADE 1331.000000 865.000000 
G m T E R  4 4 *  
CHANNEL I D  13 A0003A/ 1 B0004B/ 8 
V a l u e  Weight V a l u e  W e i g h t  
T o t a l  F r a m e s  9573 199 9600 200 
D e l t a  T i m e  7 1 5  199 716 2 00 
Percent Recovery 8 3 200 83 200 
Qp1 94.463000 149.574800 99.850000 150.425200 
QP4 99.822000 49.992990 99.850000 50.007010 
F3 530 --- 520 --- 
F r a m e s  W i t h o u t  Sync ~ r r o k s  9043 249 9080 250 
F5 17  --- 1 5  --- 
F r a m e s  W i t h o u t  T i m i n g  E r r o r s  9556 49 9585 5 0 
FINAL CHMWEL GRADE 1095.568000 1100.432000 
***  GREATER * * *  
lllUIIIIl ~IY-I~~-III~-IIIBUIIIIIII~IIIIIIIIP=I=.CIP~===I=== 
FINAL GRADE FILE 2426.568000 1965.432000 
*** GREATER *** 
OPTIONS: (1) OVERRIDE GRADE 
(2)  ACCEPT GRADE 
lllllllUIUIUllllLUlY-PIIIIIIIIIIRIIIIIIIIIIIIIIIIIIIIIIIIIIIIII~I..IIIPP=~ 
Figure 11. K S P  Stage 2 D e t a i l e d  R e p o r t  
2.2.1 Overall Description and Function 
Code 522 developed the knowledge base for the prototype using the rule-based expert 
system language CLIPS. In a rule based ES all knmledge elements are represented 
and processed in the form of If... then ... rules. The if is followed by a set of 
conditions and then by a set of actions that will only take place when all the 
conditions following the if are met. 
m e  prototype SOPS Knowledge base can be logically divided into sets called 
knowledge island. Each -ledge island consists of rules to diagnose a problem, 
drive the user interface, and to retrieve data specific to that knmledge island. 
This knowledge base structure simplifies the process of modifying the ES. 
A knowledge island can be modified or replaced to reflect a praxdural change in 
SOPS without affecting the other knowledge islands. 
The SOPS prototype ES consists of four knawledge islands: Ekm Stopped Early, Data 
Gap Between files, Coverage, and Cata Quality. The following sections present a 
simplified graph depicting the internal structure of each knowledge island along 
with a brief description. The howledge islands were implemented in the prototype 
ES only to the detail required to realistically demonstrate an operational SOPS 
ES. The project team will expard each knwledge island for future implementation 
to include particulars m e r e d  by this prototype ES. 
Run Stopped Early. This knowledge island determines if the run stopped early and 
attempts to determine why (see Figure 12a). The prototype ES will determine if the 
run stopped early by c a p r i n g  the processed stop time on the SIM" report with the 
run stop time on the MIM' report. The QA is required to account for the missing 
data if the time difference is greater than five secon3.s. If the two stop times 
are within five seconds then the ES can continue to the next howledge island; if 
not, the ES will attempt to determine the cause for the missing data. The ES will 
first check if the time fram the last major frame used in the file is the same as 
the run stop time on the MIDT report for an indication of a possible run abort 
during processing. This condition is typically caused by a hardware problem such 
as a bad tape drive. If the times are the same, the ES will prompt the QA to look 
in the SIC71: database and the card deck to check if the correct files were used for 
this run. 
Data Gap Between Files. This laxrwledge island determines if there is missing data 
between two files in the run (see Figure 12b). The prototype ES accomplishes this 
by camparing the stop time of the first file in the run with the start time of the 
next file of the same type. The two types of files, high data rate and low data 
rate, are not compared to each other. The ES will continue to compare the stop and 
start time for each successive file of the same type. If no gaps greater than five 
seconds are found between the files, the ES can continue to the next lmmledge 
island. 
Ib the p r e ~ a ~ d  atop 
Ilme r n h l n  I u s m d .  
Of 8 k  N n  .(Op t h e ?  
YES 
I 
I Did U1e run abort c m ~ a h g  a r l y  I I f d  to atop l lma7 Data Cap B*l- Fib* 
%--+ YES 
4 I 
I Ware (h. c o n u t  Illem I Delarmino c u u  lor h t k  d a b b a u  u d 7  .bat and requeal a rerun 
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Figure 12a. R u n  S topped  Early 
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Figure 12b. Data Gap B e t w e e n  F i l e s  
- 
In the event a gap is found, the  ES w i l l  check i f  the gap is listed on the 
Penrunefly Kissing Interval (RVII) List; i f  not, the  ES w i l l  prompt the QA t o  
determine i f  the  data is availzble in SIFS by checking the Event Sumray Report 
(ESR), Configuration Controller ( C E )  log, Playback Surmnary log, and Ikta 
Processing Summy Report (DPSL,M). The QA w i l l  request the missing data records, i f  
available, to be placed on a Spacelab quality control and accounting bps (SQAT), 
the tape loaded in to  the SOPS datdbase, and the run reprocess&. 
I f  the daLa is not available, the ES w i l l  pro@ the  QA t o  determine i f  the cjzp is 
an u n d ~ ~ t e d  FNI. If the QA confirms an undocwmtd M, the  ES w i i l  h s e d  
the M on the  PMI List and continue. 
Cov-ge. This knwledge island determines i f  there is misskg data wiLLhin a f i l e  
in the run (see Figure 12c). ?he f i r s t  s tep  the ES takes is t o  calculate the mir.cr 
frzme averaqe  f o r  the  tine betdeen the  channel start and stop t i m e s  for  ec! 
file. If the  minor f m  coverage f o r  each f i l e  is greater thm 98 p r r ~ t ,  the ES 
a n  mntinue t o  the next howldge island. 
If the minor fme coverage is less than 98 percent, the ES w i l l  prorrpt the  QA t o  
ch& the Em and CFC 1q for  cmments about gaps and dropouts in data. In the 
case khue gaps, including REs,  are noted in the lqs ,  the  ES w i l l  r d c d a t e  t5e  
minor f n i  m e r a g e  over t!!e f i l e  t i m e s  containing the gap. I f  the minor fme 
coveraqe is still helm 98 percent, the ES w i l l  prorrpt the  QA t o  check on the Hicjh 
Data Rate R e c o r d e r  (HDRR) fo r  the miss- data. 
L Data Quality. This knmledge island is concerned with the quality of the data tiid 
i f  it can bs %roved (see Figure 12d). The ES determines the quality of the data 
by cdcu la tbx j  the percentage of error flags set. I f  the percentage of er rcr  flags 
1s qreztsr than two percent, the ES w i l l  a t ' q t  t o  check the f i l e  quality ccdes. 
I f  SIFS CLid not release the dzta below c r i t ~ r i a  s  the best available, the ES w i l l  
p ror ;~t  Lye QA t o  check the  ESR and CFC 1cq fo r  ccmnents &out dropouts or poor 
&ta. haere no explanation for  the poor quality is found in the lqs, the ES w i l l  
p-t the @A t o  determine i f  the data can be cleaned up before p r o c e e h q .  
2.2.3 ES U s e r  Interface 
The !3FS i 3  prototype uses many of the features t h a t  are standard for  ~ p p l i e t i o ~ s  
mnbq on the Apple Macintosh . The features include the use of multiple wirda~s ,  
pull-d&n rimus, and d i a l q  boxes. Figure 13 is an w-le of the default scresn 
layout usad in the  prototype. 
Dialog boxes and windows m y  contain buttons, sc ro l l  bars, o r  space for  the malyst  
to t y p e  in additional information called a text f ield.  Whenever possible, the ES 
w i l l  set a default  value for  the text f ields.  I f  the  analyst changes the v d u e  of 
a text f ie ld ,  the  ES should perform consistency checks and prevent the  analyst from 
entering invalid values. For example, i f  a text f i e ld  requires a n a ,  the 
p r o t o Q ~  w i l l  only a l l w  digits t o  be typed in. The consistency checking on the 
operational ES should be expanded t o  confirm t h a t  the value, as it is k i n g  typed 
in, is within the correct ranye and notify the analyst i f  it is not. 
m e  primZY windows that w i l l  be viewed by the QA analyst are the Transcript, Time 
Line, and donclusion windm . The Transcript window maintains a log of the ES 
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YES '. 
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Figure 12c. Coverage 
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Figure 12d. Data Quality 
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Figure 14 - Example Pull-Down Menu 
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Figure 16 - Recommendation Dialog Box 
w- 
session tha t  can be printed upon completion. This lcg w i l l  contain all questions 
asked by the prototype ES and the analyst 's  responses, a l l  recammendations from the 
ES, and any comments the analyst wishes t o  add. The Tine Line windm displzls  the 
run in a graphical f o m t  with the expert system's current focus of attention 
flagged. The Conclusion window displays the  conclusions reached (rules f i r&)  
by the ES. 
The screen also has the SIDT R e p r t ,  SIDT/MIM: R e ~ r t ,  PLTM? Report, an3 preview 
windm.5. The report windaws contain detailed data about t!!e run being e v a l u a t d .  
The preview line is a special windm t h a t  displays help information related t o  the 
current position of the  mouse. 
The QA w l y s t  can customize the windaw amaxjerent on the screen with the muse by 
positioning the  cursor on the t i t le  bar of a window, pressing and holding 'he muse 
button dokn, moving the  muse t o  a new position (the w i d o w  w i l l  follow), and 
releasing the  button ( th i s  is referred t o  as "dragging" w object).  
Many of the windows used in the prototype have sc ro l l  bars that the analyst us2 
to change the current view of the contents in the  wkdow. Scrolling can only be 
accmpl ishd in an active windw wi"& the sc ro l l  bars visible.  To rake an inzctive 
windw active, the analyst positions the cursor in t h e  window and presses and. 
re1eass.s the mouse button (referred t o  a s  "clickbqu on an object).  In addition, 
some of the windms contain a s ize  box and a z m  box for  resizing an active 
windw. The analyst simply drags the s i ze  box with the mouse t o  reshape the 
winds?, o r  cl icks in the zocm box t o  expand t'le w i n d m  t o  the full s i z e  of t ! 2  
screen. Clicking in the zoom box again w i l l  return t'le window t o  its origin& s ize  1 
md position. The QA analyst can use this feature t o  get  a more caprehwsive  vie-..; 
of a h-indow and then return wiCLhout disruptirq the laj70ut of the screen. 
2.2.3.2 Menus 
Display& a t  the top of the  prototype screen is the rrmu bar (see Figure 1 4 ) .  It 
c o n t a b s  the titles of the renus availzble. To c h m  a canmrand from the re iu ,  Lye 
analyst positions the cursor over the menu t i t le and holds the mouse button d m .  
Fihile holding down the mouse button, the analyst mves the cursor down the 
displayed menu. A s  the cursor raves t o  each enabled cmnmmd, the  command is 
highlighted. When the analyst releases the button on a highlighted cammuld, 
tha t  m d  is selected. A shortcut fo r  selecting m e  commands is holding 
d m  the Cormad key in m b i n a t i o n  with another key called the k e y b a d  
equivalent. Comaids tha t  have keybard equivalents list them in the menu. 
The (>pple) menu contains up t o  15 desk accessories such as  a calculator o r  a c l x k  
tha t  the analyst can use during an evaluation run. Choosing any of the desk 
a-sories causes tha t  acceessory t o  appear on the screen. The analyst c m  use 
the E d i t  menu t o  cut, copy, and paste the information in most desk accesories. 
The File menu contains the follming cormMnds for processing a run file: 
LDad Fun.. . - prampts the analyst for a run number and lcad the run into the ES; 
Print ... - prints the results of the ES run evaluation (not implemented in the 
prototype) ; 
Save - saves the results (not implemented in the prototype) ; 
QA/DA - starts or resumes the evaluation of a run; if the analyst has stopped the 
evaluation before campletion, this command in the menu will be 
Resume W D A ;  and 
Quit - quits the SOPS ES. 
The Edit menu allows the analyst to perform the standard Macintosh cut, copy, 
paste, and clear oommands on text windows and desk accessories. The analyst can 
copy and paste data from the Report windows or conclusions from the conclusion 
window into the Transcript window. 
The View menu contains the following cammands: 
PMI List - displays the RfI List window and allows the analyst to add a RUII; 
Run History - displays the processing history of a run (not implemented in the 
prototype) ; This might take the form of the last Transcript file or a summary of 
previous ES evaluations; 
Mission History - displays a summary window of statistics such as the number of 
god and bad runs over the length of the mission (see Figure 15a), and 
L Mission Brameters - displays the Mission F'aramters window that all- the analyst 
to change mission specific parameters or evaluation criteria before starting the ES 
evaluation (see Figure 1%). 
The Windows menu contains a list of all the windows on the screen. A window can be 
selected from this list to make it active and redrawn as the front window. ?he 
W i n d u w s  menu also contains a Clean Up command which will restore the default layout 
of the windows on the screen. 
2 . 2 . 3 . 3  Dialog Boxes 
The prototype ES uses dialog boxes to prompt the QA analyst for more information or 
to display. a -tion. In the prototype ES, dialog boxes are used in two 
forms: modal and modeless. A modal dialog box is one that the analyst must 
acknowledge before doing anything else. Since modal dialog boxes restrict the 
analyst's options, the prototype only uses them for messages requiring the 
attention of the analyst. Figure 16 is an example of a modal recommendation dialog 
box. A modeless dialog box allows the analyst to perform other operations before 
responding to the dialog box. 
The information in a dialog box is designed to be as concise as possible so an 
experienced QA analyst is not burden& with lengthy messages and explanations. For 
this reason, an Info button is available for less experienced analysts. The 
analyst can click on the Info button to get an additional page or pages of 
information if needed. The additional infomtion might include a more detailed 
w' 
explanation, o r  in the case of a question dialog h x ,  t5.e information might specify 
bkre t o  ge t  the  data t o  conrplete the d i a l q  box. 
Many of the  dialog boxes in the prototype have a bold outlined default button. The 
default button is alhays selected i f  the analyst presses the Return or mter key on 
the  keybard. The advantage of a default button is t h a t  the analyst does not have 
t o  move his hands off the key- t o  respord t o  the  d i a l q  box. I f  a dialog box 
does not have a default button (bold outline3 button), pressing the Return or  Enter 
key does not have any effect.  
3.0 BENEFITS OF 
The Spacelab ex* system prototypes of fer  m y  benefits. Tbey are f s t .  They 
are wnsistent .  T5ey make the expertise of the mcst experienced s taf f  ~~ 
available t o  all. The p r o t o m  can act  as tram tools men refined t o  a-deeiled 
level. A s  they are developed, they identify bays in which current pmzdures  could 
be £urther automated t o  increzse accessibili ty t o  infomztion and inprove processing 
speed as well zis t o  decrease the monotony of reApt i t ious  tasks. They also identify 
srezs in their mn operation that should be streadin& t o  rake the expert systen 
mnce?t not only worP&le but practical.  
The g a l  of the  Spacelab prototype expert s y s t e ~ s  is t o  define the design and the 
configuration f o r  expert systems in the mission envirommt. These new operation21 
expert systers w i l l  ke larger, more ef f ic ient ,  and more autmatic ,  inmrporating U. 
the capabilities indicated by but not presvl t  in the prototypes. BOLA the S I E  and 
the SOPS o p e r a t i o m  ex- system configurations w i l l  mike use of the saw harci-...=e 
and s o m a r e  fo r  mnsistency (see Figure 17) .  It is planned tha t  the  i n i t i a l  
configuration w i l l  be operational by July 1988, in t i m e  t o  support FSTRD-1, the 
f i r s t  of s e v ~ d  scheduled SLDPF missions in the pst-(hdllenger pericd. 
Michael Alvarez, F Y a z  Berlin, Warren Case, Michael C a e r ,  Jzes Pizzola, and 
Beth Pmphrey (a1 of Lockheed) provided the Spacelab QA expertise for  the 
howledge basss. This project could not have k e n  successful without their 
contributions. 
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ABSTRACT: Expert System technology has much to offer to the problem of astronomical data analy- 
sis, where large data volumes and sophisticated analysis goals have caused a variery of interesting problems 
to arise. This paper reports the construction of a prototype expert system whose target domain is CCD im- 
age calibration. The prototype is designed to be extensible to different and more complex problems in a 
straightforward way, and to be largely independent of the details of the specific data analysis system which 
executes the plan it generates. 
I. INTRODUCTION 
In recent years there has been an enormous increase in astronomical data volume and variety. A large frac- 
tion of astronomical data analysis is now automated, due to the increasing use of large format digital detec- 
tors on groundbased telescopes as well as data from satellite observatories. This trend will accelerate in the 
future with the launch of Hubble Space Telescope and the others in the "Great Observatories" series of satel- 
lites. At the same time, data analysis goals and methods have become increasingly sophisticated. New data 
reduction tools and techniques have been developed and are now in common use. 
In response to the flood of data at all wavelengths, and to advances in display and computational hardware 
technology, astronomical data analysis systems have grown in number and functionality. The genera1 phi- 
losophy of these systems is typically similar to the philosophy of the major computer operating systems: 
there is a command language (CL) which serves as the user interface in a "command/prompt" mode. The 
CL executes either single commands interactively, or scripts (procedures) of sets of commands (generally 
with a choice of interactive or batchlbackground execution). CL commands reduce to the execution of mod- 
loperated by the Association of Universities for Research in Astronomy for the National Aeronautics and 
Space Administration 
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ular operators which work on standardized types of data files. The advantages of this philosophy are clear: 
great flexibility for the user: individual commands can be combined to consmct powerful tailored 
procedures 
ease of development: it is often relatively straightforward to add new modules, following a recipe 
that varies from system to system. Many programmers may thus independently contribute to the 
growth of a system. 
There are, however, some serious drawbacks. Learning a system is not easy: commands are often complex 
with many parameters, and experts don't know all parts of even one system. To compound the problem, 
users often have to learn more than one system depending on where and how they obtain their data. It has 
also proven very difficult to capture and make available expert knowledge. Users can obtain assistance from 
manuals (often of enormous volume, hard to use and maintain), online help (often either irrelevant or a de- 
luge of details), or by befriending the local expert on a particular topic. The same standardization that 
makes it easy for an expert to add new programs is often daunting to a casual user, who therefore writes 
"throwaway" code to accomplish some specific task. In some sense, the general philosophy breaks down 
when the size of a system becomes too large. In contrast to computer operating systems, where a novice 
need only learn a few commands to successfully navigate a system, there is no avoiding the complexity of a 
powerful analysis system when a difficult reduction is undertaken. 
In response to these problems it is appropriate to consider alternative approaches to the general problem of 
astronomical data analysis. The most promising of these alternatives centers on the use of Expert System 
(ES) technology, which has matured dramatically in the past decade. Expert System languages and environ- 
ments offer significant advantages over classical ones. They facilitate the manipulation of symbolic data, in 
contrast to languages that are primarily numerical in emphasis. They offer new data representation and pro- 
gramming paradigms that have proven successful on a wide variety of problems. Among these are: 
production (rule) systems: collections of IF... THEN ... rules 
object-oriented programming: &ta representation in terms of modular "objects" (data structures) 
with control by "message passing" instead of procedure calls 
frames and inheritance: hierarchical data structures with properties inherited from parent classes 
new techniques for searching large problem spaces 
natural language capabilities: input/output in English-like syntax 
nonprocedural program specification: what to do rather than how to do it 
These new programming methodologies allow the construction of programs that would not have been at- 
tempted before, and at the same time they increase programmer productivity. ES technology is maturing 
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and becoming commercial: in recent years the field has developed from an area of computer science research 
into a variety of commercial products. The most important of these is the "Expert System Shell", which 
provides a general collection of inference mechanisms, data structures, and development tools that can be 
easily adapted for different applications. Examples now exist of applications of expert systems to a wide 
variety of problem types (see, e.g., 11.21). 
Other S/W engineering advances are integrated with current ES shells but not yet in most other computing 
environments. These advances include rapid prototyping as a system development methodology and facili- 
ties for easy user interaction with the system. In current expert system shells, advanced development tools 
and user interface features are integral. These include extensive graphics for display of system status and 
data, mouseJmenu user interaction, multiple screen windows, and natural language command structures. 
Capabilities such as these make these systems ideal for interactive applications. 
What can ES offer to development of astronomical data analysis? 
new programming methodologies to apply to current problems 
a way to capture and disseminate expert knowledge 
a powerful means to attack new problems 
To date, application of ES technology to astronomical data have been limited to a few types of classifica- 
tion problems [3,4], but it is clear that the potential of ES methodologies will allow much more powerful 
and general applications. 
The concept of an expert "Data Analysis Assistant" suggests vastly different things to different astronomers, 
ranging from sophisticated online help to what essentially amounts to an astronomical research assistant. 
For the present project, the following guiding principles were adopted: 
take advantage of the power of current data analysis systems wherever possible ("'don't reinvent the 
wheel") 
take advantage of the development and user interface capabilities of ES shells running on the cur- 
rent generation of A1 workstations. This leads to an architecture (discussed more fully below) 
where the ES resides on a workstation networked to a host; the latter can execute data analysis and 
display operations at the request of the workstation. 
deal first with the simpler problem of reasoning about data descriptions (rather than about data con- 
tents). This allows "loose coupling" of the workstation and host. 
extend the scope of the system to - 
(1) reason about data contents, 
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(2) hUy incorporate the user and host in the plan/execute/analyze cycle, and 
(3) reason about astronomical objects where this can productively help to guide the analysis pro- 
cess 
This paper describes the construction and operation of a prototype system following the approach outlined 
above. The primary goals of the prototype were: 
develop a general means for representing knowledge about different kinds of data, instrument 
modes, and data analysis operations 
demonstrate the ability to construct a plan to achieve high-level analysis goals in terms of low- 
level operations, independent of any specific analysis system or language 
demonstrate the ability to efficiently recognize and eliminate redundant operations 
demonstrate the ability to automatically generate a command procedure to execute the plan in one 
of several specific data analysis languages 
include intrinsic extensibility to handle increasingly high-level gods and alternative plan genera- 
tion strategies 
provide an easy-to-use mou~gmphics interface to the system user 
Section I1 provides a description of the example problem chosen as a test domain, followed by a description 
of the design and operation of the prototype system. Plans for extension of the prototype are discussed in 
Section 111, and some general conclusions are presented in Section IV. 
11. THE PROTOTYPE 
A. The Problem Domain 
The problem chosen as the test domain was that of CCD calibration (sometimes called "pre-reduction") 
which consists of removing the gross instrumental signature from the astronomical CCD images. This is a 
tedious but relatively routine (at least in its basic form) preliminary step in the overall reduction of CCD 
images. This domain was chosen not because it represents an outstanding problem in astronomical data re- 
duction but because it provides a simple test case for the methodology. 
As implemented in the demonstration system there are four basic steps: 
1. extraction of a subimage representing valid data 
2. bias subtraction 
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3. dark current correction 
4. division by a flat field to correct for spatial nonuniformities in the CCD response 
The first two steps depend only on characteristics of the instrument mode. The last two are more compli- 
cated, since dark and flat images are typically taken before and after science images and must therefore be 
identified and averaged to derive appropriate calibration images. 
The operation of the prototype proceeds as follows: 
1. The user provides a description of all relevant images (dark images, flat field images, and science imag- 
es) to the system. In principle, most of this descriptive data could come from headers recorded with the im- 
age data, but there are some problems with this in practice. 
2. The system analyzes the data descriptions to determine which dark and flat field images should be used to 
calibrate which science images. This step may identify science images for which no calibration data can be 
found: these are simply marked as problem images and ignored in subsequent processing. 
3. The system then generates a plan network to calibrate each science image. This network consists of 
"tasks" representing image processing operations to be performed on the calibration and science images, 
along with the specification of any required ordering of the tasks. Any problems encountered in generating 
the plan are recorded and presented to the user. 
4. Following plan generation, the user selects a specific command language for representing the plan. In 
the prototype two choices are offered: SDAS/IRAF (devcloped at Space Telescope Science Institute and Na- 
tional Optical Astronomy Observatories [5,6]) or MIDAS (developed at European Southern Observatory 
[7]). The system then turns the plan into a specific sequence of image processing commands (essentially a 
command procedure) in the chosen language. This procedure could simply be shipped via the network to 
the host for execution, although this was not implemented in the prototype. 
B. Architecture and Implementation Hardware and Software 
The prototype was constructed at the Space Telescope European Coordinating Facility at the European 
Southern Observatory in Munich. The system was implemented using the KEE Expert System shell from 
Intellicorp Inc., running on a Symbolics 3620 lisp machine; the latter will eventually be networked to a 
cluster of VAX 8600s which will serve as the host for image processing operations. A schematic view of 
the system architecture is shown in Figure 1. The user interacts only with the ES processor except for im- 
age display and manipulation which will be handled by the host processor. From the point of view of the 
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Figure I-Architecture Overview. The host processor executes data analysis operations at the request of the 
ES processor. Bulk data files remain on rhe host, while the knowledge base is maintained on rhe ES 
workstorion. Gray lines represent possible furwe connections whereby the ES could access bulk data files 
via a nehvork file server, and directly control the image display. 
host, the ES is simply another user accessing the system over the network. The gray lines represent possi- 
ble future connections that would allow the ES processor to directly access bulk data files via a network file 
server, and to directly control graphics and image display devices. These are of particular interest if the ES 
can run efficiently on a general purpose workstation as well as on a lisp machine. This possibility will be 
evaluated on a Sun 31160 workstation. 
KEE provides a wide range of programming tools and techniques for implementing expert systems (indeed, 
one problem is to decide which of several possible representations or approaches are "best" for any particular 
problem.) Those of most relevance to the design of the prototype are the following: 
production rules: rule classes may be defined and invoked in forward or backward chaining mode, 
or a combination of both 
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frame system: this provides for the definition of classes of data objects which inherit properties 
from their parent classes. Frames have "slots" which can hold data items, references to other frames, 
procedures, etc. Of particular utility are "methods", which provide for object-oriented programming 
(procedutes are invoked by sending messages h m  one object to another), and "active values", which 
are methods automatically invoked when a slot is set or referenced. 
graphics interface: various kinds of graphical display or control images can be attached to 
frames and slots. These provide for method invocation when the user clicks with the mouse on an 
active region, graphical displays of system status, etc. 
These features are well integrated, allowing for rapid construction and modification of a prototype. 
C. System Design 
The design of the prototype may be logically divided into the following areas: 
1. knowledge representation (data, instrument modes, analysis tasks) 
2. control structure 
3. reasoning about the data 
4. generation of the analysis plan 
5. conversion of the plan into a language-specific procedure 
Each of these areas is discussed in more detail in this section. 
( I )  Knowledge representation 
A diagram representing the structure of the knowledge base is shown in Figure 2. Only those frames re- 
quired for the operation of the prototype on the CCD calibration domain are shown, along with an indica- 
tion of where extension would be possible to handle other types of problems. There are three major classes 
of objects: 
Data: this class holds descriptions of various types of data. Only a few classes of CCD data are de- 
fined in the prototype: moving down the hierarchy, each class is a specialization of its parent class 
and contains slots that characterize that specific type of data. So, for example, the CCD-data class 
defines properties common to all CCD images (such as number of rows and columns), while the 
CCD-science class defines properties not shared by CCD-darks and CCD-flats (such as target name). 
Specific image files are made known to the system by defining a frame as a member of the appropri- 
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Figure 2.- Diagram representing the major classes defined in the prototype knowledge base (see §II C) 
An Expert System Approach to Astronomical Data Analysis 
ate class and by filling in its particular descriptive slots with values which characterize the image. 
Instrument Modes: only a single subclass is defined in the prototype, representing a "pseudo- 
CCDn mode. Specific modes are defied as members of this class. Their slots hold such informa- 
tion as the number of valid rows and columns, the bias value to subtract, and any other properties 
which are common to all data taken in that mode. Members of the CCD-data class must reference a 
member of the CCD-modes class in order for the system to know mode-dependent data characteris- 
tics. This eliminates the need to repetitively specify mode characteristics in the frames which repre- 
sent data. 
Analysis Tasks: each task class represents a "generic" analysis operation (e.g. calibrate-science- 
image). A member of task classes represents a "specific" operation, i.e. with input and output files 
fully specified (e.g. calibrateframe-I), The construction of the analysis plan involves the definition 
of these task members and linking them in the proper order, as described below. 
Tasks are divided into primitive and compound tasks as follows: 
primitive tasks are "atomic" in the sense that they can be implemented with a single command (or 
simple series of commands) in any specific data analysis system. Basic image arithmetic operations 
fall in this category, along with operations such as extracting a subimage of a larger image. Only 
primitive tasks need have any knowledge of how they are represented in a specific data analysis lan- 
guage. To accomplish this, each primitive task has defined a "format" method which can generate a 
command statement implementing the task. This method generates different command statements 
depending on the language currently selected by the user. It is important to note that this "format" 
method is the only place in the system where languange-dependent information is required. 
compound tasks represent "high-level" operations. Compound tasks cannot be directly converted 
into analysis commands, but instead must be "expanded" into a network of subtasks, each of which 
can be either compound or primitive. Ultimately, all compound tasks must expand into primitive 
tasks for the plan generation process to successfully complete. For example, the calibrate-image 
task expands into get-calibration and apply-calibration; the former expands into get-dark and get-flat, 
etc. An important design feature is that compound tasks need only specify tasks into which they im- 
mediately expand. This makes it easy to add new high-level tasks by using those already defined as 
building blocks. 
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(2)  Control strategy 
The operation of the prototype is controlled by the user by clicking in active regions of a graphical "control 
panel" (see Figure 3 for a copy of the screen immediately after a "reset" operation has completed). In the 
prototype the user can only take four actions (once the data descriptions have been entered): 
1. reset: initialize the system 
2. run: invoke the plan generation step 
3. choose language: one of SDAS/IRAF or MIDAS must be selected 
4. format convert the plan generated by step (3) into a command procedure in the selected language 
The plan generation step is controlled by a set of forward-chaining production rules. Conflict resolution is 
controlled by grouping rules by "salience" or weight; within a group, recency of rule instantiation deter- 
mines which rule to fire next The major salience groups are (in priority order): 
1. reason about data properties 
2. check for problems with data 
3. establish top-level goals 
4. merge redundant tasks 
5. expand compound tasks 
6. check for problems with tasks 
Each of these groups is discussed below with the exception of (3): this group contains only a single rule to 
generate a calibrafe-science-image task for each uncalibrated science image. In a more general system, the 
goal (or goals) would be specified by the user rather than by a specific rule of this type. 
The plan generation process constructs a directed acyclic graph of tasks representing the analysis plan. Each 
task in this network contains references to any tasks that must immediately precede or follow it. These 
task-to-task "links" are used to ensure that any required task orderings are preserved as the plan evolves, 
without committing early to a linear sequence of tasks that would be hard to reorder later. While it is possi- 
ble to manage these links with a rather complex set of rules, it is easiest to manage them procedurally via 
methods and message-passing. This approach greatly simplifies the rulebase and speeds up system opera- 
tion, and also illustrates nicely how the integration of object-oriented and rule approaches can simplify sys- 
tem design and implementation. 
(3) Reasoning about the data 
The purpose of this rule class is: 
to infer any unspecified data properties hat might be required when plan generation starts, and 
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Figure S What the screen looks like immediately after execution of a "reset" command. The tower panel 
is used for overall system control and status monitoring. The upper right panel displays the calibration 
status of three science images as the system runs. Informdive messages appear in the upper left fext win- 
dow. The user clicks with the mouse on an active region (e.g. RESET) to control operation. 
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to associate calibration images (darks and flats) with science images. 
In the present prototype this association is very simple (e.g., flat fields need only be taken on the same 
night as the science image with the same instrument mode and filters). There are also rules to detect and an- 
notate problems, such as an inability to identify any calibration images for a particular science image. Ex- 
tension of this rule class to handle more complex cases is straightforward. 
(4) Generation of the analysis plan 
Plan generation consists of two competing processes: expansion of compound tasks and merging of re- 
dundant tasks. 
Expansion of compound tasks requires at least one rule per task; alternative expansion strategies would be 
implemented by including multiple rules which look for appropriate preconditions. An expanded compound 
task is marked as such, and all predecessor/successor links in which it took part are removed and attached to 
its newly created subtasks (see Figure 4(a) for an illustration). Link manipulation is handled procedurally, 
by sending a message to a task that is should propagate all of its current links to its subtasks. Intermediate 
data files are automatically given unique names. Expanded tasks are not deleted: they are used for identify- 
ing mergeable tasks as described below. 
Some tasks expand into a fixed number of subtasks, while others can generate an arbitrary number depend- 
ing on the circumstances. For example, the get-dark task expands into an unordered series of CCD-prepare 
tasks (one for each input image) followed by a single average task. A minimum of three rules were found 
necessary for this situation: one to initiate expansion and create any fixed tasks (average in the get-dark 
case); one to create and link each of the variable number of subtasks (CCD-prepare in the current example), 
and a final rule which notes that expansion is complete. 
Merging of redundant tasks is accomplished by one generic rule, which essentially says that if two tasks 
of the same type are found with identical input, then mark one as redundant and change the predecessor1 
successor links of all affected tasks to reflect the required ordering (see Figure 4(b,c) for an illustration of 
this process). A note is made in a table that the output files of the redundant task and its replacement are to 
be identified. As with task expansion, the maintenance of task link information is performed procedurally. 
The task merging rule has higher priority than any task expansion rule, in order to catch redundancies at as 
high a level as possible. In the prototype, two of the example science images u e  exactly the same set of 
dark and flat field images for calibration: as a result of the merging rule, the tasks which compute the aver- 
age dark and flat field images will only be planned once. 
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Legend 
Unexpanded compound task -----) Active predecessor link 
[-1 Expanded compound task 
Redundant task 
Redundant predecessor link 
Figure 4- illustration of the expansion and merging of tasks as the task network is built. (a) calibrate- 
h e - 1  is expanded (b) calibrate-fme-2 is expanded, and the subtask get-calibration- 1 of calibrate-frame-1 
is expanded (c) the system recognizes get-calibration-2 as identical to get-calibration-I: it is therefore 
marked as redunh t  and the predecessor links are changed to ensure that the tasks remain properly ordered. 
See §Ii C(4). 
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At the conclusion of expandlmerge rule processing, any unexpanded compound tasks are marked as errors 
and displayed to the user. Their presence indicates that the rulebase is not complete and that no knowledge 
about how to accomplish these tasks resides in the system. 
(5) Conversion of the plan into a language-specific procedure 
Once created, the task network representing the analysis plan resides in the knowledge base until the user 
clicks on the "reset" active region. This network may be converted into a command procedure in one of the 
two currently supported languages, SDAS/IRAF or MIDAS. The conversion process is procedural and is 
initiated on user request: the procedure simply traverses the network and sends each primitive task a 
"format" message after ensuring that all of its predecessors have already been processed. No optimizing of 
the traversal is performed, but this would certainly be possible (for example, to minimize the disk space re- 
quired at any one time for storage of intermediate files). 
111. FUTURE DIRECTIONS 
Although the prototype system accomplishes the goals listed in Section I, there are a number of areas 
which require extension before a useful system could be considered operational even in the limited domain 
of CCD calibration. This section first addresses the shortcomings of the current prototype, then discusses 
directions in which the prototype should be extended. 
The current system does not represent the effects of analysis operations on the data. Intermediate files 
are represented simply as symbolic names. This means that it is not possible to write rules that ref- 
erence the properties of partially processed data in their preconditions. Adding this capability will re- 
quire the creation of frames with slots that describe how a particular analysis task modifies the data in 
an image tile. Each intermediate data file would be represented by such a frame. 
The current rules for associating calibration images with science images are trivial. However, it 
would be straightforward to incorporate more realistic criteria for this process. 
There are no tasks defined to fm cold columns and perform other data repair operations. These can, 
however, be straightforwardly added to the current structure. 
Graphics displays or system status are currently limited to the specific science frames that are part of , 
the test dataset. It would be useful and not difficult to allow the creation of monitoring graphics "on 
the fly" at user request. 
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The current prototype will be extended by incorporating rules representing more realistic calibration criteria, 
and by excercising the system on a real collection of science and calibration images. 
There are several topics that must be addressed for the prototype to be useful beyond its current limited do- 
main: 
reasoning about data contents: at present the system is based entirely on reasoning based 
on a description of data files, but this is clearly inadequate for more involved problems (and even 
to handle certain subtleties associated with the CCD calibration domain). It is essential to include 
a capability to obtain information about the contents of data files to proceed further in this direc- 
tion. This will require one of two approaches: most desirable is the ability of the ES to initiate 
realtime tasks on the host processor to compute and return information about the data to the ES, 
such as statistics on pixel values, the results of fitting trial point-spread functions, etc. Alterna- 
tively, it may be possible to iterate with the host by preparing a batch procedure to generate this 
information; the ES would then have to preserve its current state until the results return. 
user interaction: the experienced eye of an astronomer is undoubtedly essential in many as- 
pects of astronomical data reduction. While this is related to the problem of reasoning about data 
contents, it adds the further complication of ensuring that the user may, upon demand. display 
raw and intermediate files and provide input to be used by the ES in subsequent processing. 
goal specification: planning an analysis process is strongly driven by the ultimate goals of 
the analysis. in contrast to general CCD calibration domain where the same steps are followed for 
virtually all planned uses of the data. A facility must be provided to allow the astronomer to 
specify high level goals which will then be used by the ES to guide further planning. 
reasoning about astronomical objects: the prototype system contains no knowledge of 
the properties of astronomical objects, but this is clearly an area that would be be extremely fruit- 
ful to pursue. 
practical issues: certain practical problems must be solved before productive use of ES can be 
expected to become routine. For example, the speed of rule processing tends to be slower than 
procedural code and may become a serious limitation for a large operational system. Another 
problem is that certain data descriptors that are required to automate processing are not recorded in 
a standardized way at all telescope sites (this problem is not peculiar to ES processing!). 
IV. CONCLUSIONS 
The prototype described in this paper demonstrates the feasibility of applying expert system technology to 
the problem of astronomical data analysis. The major goals of the prototype were accomplished in a rela- 
An Expert System Approach to Astronomical Data Analysis 
tively short time by taking advantage of the unique capabilities of current commercially available hardware 
and software systems. It is clear that the approach holds great promise for the future. Major problems to 
be addressed by the continuation of this project include: 
processing of large volumes of data via intelligent automated analysis; of particular interest is the 
integration of ES with modem pattern recognition and object classification techniques 
exploiting the expected properties of data to guide the development and execution of reduction pro- 
cedures 
automation of tedious but necessary steps in data reduction 
minimizing the problem of proliferation of analysis systems and languages by providing a lan- 
guage-independent high-level user interface 
capturing techniques used by experts and making them available to less experienced users 
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Abs t rac t  
Construction of an efficient year-long observing program for the Hubble Space Telescope 
(HST) requires the ordering of tens of thousands of proposer-specified exposures on a time- 
line while satisfying numerous coupled constraints. Although manually optimized planning 
can be performed for short time periods, routine operations will clearly require that most 
of the planning be done by software. This paper discusses the utility of expert systems 
techniques for HST planning and scheduling and describes a plan for development of expert 
system tools which will augment the existing ground system. Additional capabilities pro- 
vided by these tools will include graphics oriented plan evaluation, long-range analysis of 
the observation pool, analysis of optimal scheduling time intervals, constructing sequences 
of spacecraft activities which minimize operational overhead, and optimization of linkages 
between observations. Initial prototyping of a scheduler used the Automated Reasoning 
Tool (ART) running on a Texas Instruments Explorer Lisp workstation. 
'St& Member of the Space Telescope Science Institute 
'Operated by the Association of Universities for Research in Astronomy for the National Aeronautics and 
Space Administration 
Introduction 
Scheduled for launch by the Shuttle in late 1988, the Hubble Space Telescope (HST) is an 
observatory of unprecedented capabilities. From a vantage above the bulk of the Earth's 
atmosphere, its scientific instruments will be able to observe farther and over a wider spec- 
tral range than any other telescope. During the design lifetime of 15 years, its complement 
of six scientific instruments should dramatically expand knowledge in essentially every area 
of astronomy. The Space Telescope Science Institute (STScI) is responsible for conducting 
the science operations of the HST, ranging from proposal solicitation, through planning and 
scheduling, realtime operations, data processing, archiving and user support [I]. 
Astronomers throughout the world will use the HST. A year's observing program for the 
observatory will consist of about 30,000 exposures on approximately 3000 celestial targets. 
In executing these exposures, a large number of constraints (scientific, hardware, orbital, 
thermal, etc.) must be satisfied. Additionally, it is crucial to maximize the scientific return 
by having an efficient schedule of observations. These factors make HST planning and 
scheduling a challenging problem. 
Several aspects of expert systems b e  attractive for the construction of tools to aide schedul- 
ing, and the purpose of this paper is to describe a plan for the development of expert systems 
tools which would augment the existing ground system software. The next section presents 
an introduction to the HST planning and scheduling problem, including the major con- 
straints and efficiency issues. Section 3 describes the tools and their planned development, 
including a justification of an expert systems approach. 
2 The Problem of HST Planning and Scheduling 
In order to use the HST, an astronomer submits a scientific observing proposal to the STScI. 
The proposal f o r m  are Yastronomer-friendlyn in that they allow the proposer to describe 
what data must be obtained without becoming needlessly involved in the details of how the 
spacecraft and ground system will implement the observations 121. 
Based on the advice of a peer review committee of experts in a range of astronomical disci- 
plines (the Time Allocation Committee), the Director of the STScI selects which proposals 
are to be awarded HST observing time [3]. Competition for HST time will be keen as  
the oversubscription ratio (number of submitted to accepted proposals) is expected to be 
at  least three (typical for large, ground-based telescopes) and may approach a factor of 
ten. Of the 1000-2000 proposals submitted yearly, only about 200-300 will be accepted for 
execution. 
While scientific merit is the most important selection criterion, the selection process must 
take into account various resourceswhich are in limited supply, e.g. unocculted viewing time, 
power, communications, etc. I . .  other words, a mixture of proposals which can actually be 
implemented by the spacecraft and ground systems must be chosen. It is important to note 
that no scheduling of proposals is performed at this stage: selection is based on estimates of 
the resources used by each proposal in comparison to the total estimated resources available 
in the coming year. Cdculation of resource consumption by a proposal is uncertain a t  this 
stage since it is a function of both the time of observation and what other observations 
are on the timeline (refer to the constraints listed in the next section). Resource usage 
estimates are calculated using an expert system described in (61. Likewise, the total amount 
of resources available is uncertain since it depends on the activities to be scheduled and the 
possible carryover of high priority observations from the preceeding cycle of observations. 
The decision process for proposal selection is aided by a natural language database query 
system [7]. 
The result of this selection procem is a set of proposals to be executed in the coming year, 
and is therefore the input to the HST planning and scheduling process. Accepted propos- 
als are called programs and are allocated to three scheduling priorities: high, medium and 
supplemental. Barring unforseen technical difficuIties, all high and medium programs will 
be executed, and together they account for approximately 70% of the estimated available 
observing time. The eseential difference between high and medium is that greater emphasis 
is placed on completion of high priority observations (e.g. medium observations may be 
rescheduled to accomodate rescheduling of a high priority observation). The supplemental 
programs comprise a pool used to fill out the schedule; the choice of a particular supplemen- 
tal program is likely to be baaed on operational constraints. Exposures in the supplemental 
pool oversubscribe the available time (and thus there is only a moderate probability that 
any particullrr supplemental program will actually be executed). 
Following the selection process, proposers supply additional details required for schedul- 
ing and make any modifications imposed during selection (e.g. a decrease in the amount 
of observing time or number of targets). Next, the observing programs are transformed 
from the proposal format into the parameters required by the planning and scheduling sys- 
tem, effecting the translation from scientific objectives (%hatn) to hardware and software 
implementation ( 'hown). 
The processing of HST observing proposals is aided by the Proposal Entry Processor (PEP), 
which includes several system utilizing A1 techniques: Transformation from scientific pro- 
posal format into planning and scheduling eystem parameters is accomplished using an 
expert system [4], [S], as is the calculation of resource usage [6]. The selection process is 
supported by a natural language database query system [7]. Examination of observations 
for scientific duplication also makes use of an expert system (61. 
At this point, the scheduling process begins with a pool of 200-300 programs encompassing 
tens of thousands of exposures on a few thousand targets. The overall goal of this process is 
to execute all the high and medium priority observations and as many supplemental obser- 
vations aa possible. Many observatories schedule by allocating blocks of time to observers, 
who then perform their own scheduling within that time (often scheduling in real time). 
HST scheduling takes a different approach: in the absence of scientific constraints to the 
contrary, exposurea will be scheduled a t  times which increase the overall efficiency of the 
observatory. As a result, observations from any particular program may be spread over 
several months. 
Science scheduling for HST is a two step process: 
1. A time ordered sequence of exposures (called a calendar or timeline) is created from 
the program pool. The generation of timelines is currently envisioned to be a iterative 
process of increasing detail and density. High priority and time critical observations 
will be scheduled on a 6 month to 1 year timeline. Next, month long timelines will 
be identified and populated with more observations, followed by week long timelines, 
etc. 
2. Given a timeline, high level spacecraft instructions are attached to the activities on 
the timeline. The output of this process is a Science Mission Specification (SMS), 
and can be thought of as the 'assembly language" which drives the HST. From the 
standpoint of the HST ground system, the purpose of the STScI is to produce the 
SMS. 
To avoid confusion, it should be noted that for the HST domain, the terms 'planning" and 
'scheduling" have switched meanings compared to their usual meanings in A1 literature. 
HST "planningn refers to the process of scheduling activities on a timeline, while HST 
'schedulingn refers to the process of ordering spacecraft instructions to accomplish activities 
on the timeline. In practice, these terms are often used interchangably. 
The SMS is sent from the STScI to the Payload Operations Control Center (POCC) at 
Goddard Spaceflight Center where it is checked for errors and constraint violations which 
would affect the health or safety of HST or the instruments. From the SMS, the POCC 
prepares the actual binary command loads for the two onboard computers which control 
HST. Some iteration of the SMS occurs between the STScI and the POCC. The principal 
reason for this is the process of obtaining communications links. The POCC takea requests 
for Tracking and Data Relay Satellite (TDRS) links from the SMS and passes them onto 
the TDRS Network Control Center. Some links will not be available due to higher priority 
users (e.g. the Shuttle or other satellites). The POCC notifies the STScI of unobtainable 
links, and the timeline must be modified by the STScI, either by use of an onboard tape 
recorder or by rescheduling the observation. 
2.1 Constraint8 and Operational Ground Rules 
There are a number of considerations which influence the planning and scheduling process. 
These range from hard constraints, which if violated, may result in damage to the spacecraft, 
to operational ground rules which result in increased efficiency or flexibility. 
Propoeer specified conrtraintr: In order to satisfy the scientific objectives of the observ- 
ing program, astronomers can specify various relationships between exposures, for example: 
Time of observation: Although most exposures can be accomplished at any time, 
others must be accomplished within a certain time interval. Exposures with a nar- 
row time window are referred to as time critical. Observations of periodic celestial 
phenomena (e.g. variable stars) may be constrained to certain phases. 
Precedence: before and after links between exposures 
Grouping: exposures which must be executed aa a group, not necessarily in a partic- 
ular order and without interruption by other activities. 
Priority and completion levels: In addition to the overall priority of a program (set 
by the Time Allocation Committee), a proposer may prioritize exposures within a 
proposal. Additionally, a level of completion may be specified, for example, 25% of 
the targets must be observed for any to be useful, coverage of 50% of the targets 
will be optimal, but coverage of more than 75% may not significantly improve the 
results. This capability is especially important for supplemental priority and multi- 
year programs. 
Conditionals and selects: The HST observing proposal forms contain two constructs 
which allow the proposing astronomer considerable flexibility in specifying an ob- 
serving program: "conditionaln and "selectn. The first marks exposures which are 
contingent upon some condition, e.g. on the results obtained from some other expo- 
sure in the obeerving program or perhaps the results obtained from a ground based 
ohrvat ion.  Conditional exposures will not be scheduled until the proposer notifies 
the STScI that the condition has been satisfied. (This is in contrast to real time 
decisions which are handled by another mechanism). 'Selectn identifies alternative 
sets of exposures from which the proposer will select one or more for actual execution. 
As with conditional exposures, exposures contained in a select set will be placed on a 
timeline only after the proposer makes a final decision. 
Dark time: some exposures can only be executed when the HST is behind the Earth's 
shadow, shielded from the glare of the Sun. 
Orientation: certain observations require a particular orientation of HST in order to 
align a spectroscopic slit or polarization filter with features of a target. This factor is 
closely tied to power and thermal balance discussed below. 
Realtime interactionr: HST and the ground systems are designed to operately largely in 
a preplanned mode, e.g. the SMS must be complete three days before observations begin. 
However, the system ie designed to support a certain level of realtime interaction. Examples 
include changing a filter in an instrument, a small angle maneuver for target acquisition 
or choosing among fully preplanned alternative observations. Realtime commands which 
would result in unplanned slews or major changes in instrument modes are not allowed. 
In general, realtime interaction places a large demand on spacecraft, communications and 
ground system resources, and its use must be carefully planned. 
Orbital conetraintr: Many orbital factors exert a strong influence on the observing sched- 
ule. HST will occupy a low earth orbit (500 km), so a target on the orbital equator is 
occulted (blocked) by the Earth for about 39 minutes out of each 95 minute orbit. Long 
exposures will typically be implemented as a series of shorter exposures separated by Earth 
occultations. Targets within a few degrees of the orbital poles are not occulted by the 
earth, so this continuow viewing zone may be used for long observations which cannot be 
interrupted (if the target lies within this zone). 
To avoid damage to the spacecraft and instruments, the HST cannot normally point to 
within 50 degrees of the Sun, nor can certain instruments view the bright Moon or Earth. 
In contrast, some instruments will use the bright Earth for calibration of the instrumental 
signature. 
Another orbital factor is the South Atlantic Anomaly (SAA), a region where the Van Allen 
radiation belt d i p  into the orbit of HST. Noise induced by the charged particle radiation 
will prevent observations with most instrument modes in the SAA. However, one instrument 
(the High Speed Photometer) will be used to observe and map the extent of the SAA. 
Power and thermal balance: Electrical power and a controlled distribution of temper- 
ature within the spacecraft are two closely related constraints. Power is generated on HST 
by a set of solar cells located on the %ingsn, and is stored in batteries. hstruments and 
other equipment can be damaged by extremes in heat or cold, and a proper thermal balance 
is accomplished by passive insulation, and active heating and cooling elements. In order to 
keep the solar cells pointed toward the Sun and to maintain the proper thermal balance, 
the V1-V3 plane of ST must normally be within 5 degrees of the Sun (V1 is the line of sight 
of the telescope, the V2 axis contains the solar arrays, while V3 is directed outward from 
the top of HST). Excureions aa far aa 30 degrees off this nominal roll are allowed as long 
as the batteries are allowed to properly recondition afterwards. Although most scientific 
observations will not require a particular orientation of HST relative to the sky (and thus 
a particular roll angle relative to the Sun), observations with certain instruments will (e.g. 
slit spectroscopy and polarimetry). As the solar cells and batteries age, their capacities will 
diminish and power constraints may become even more severe. 
Guide atam: The HST uses Fine Guidance Sensors to lock onto two guide stars in order 
to compensate for long period drifts in the guidance system's gyroscopes. Although ample 
guide star pairs are expected to be available for most regions of the sky, certain regions will 
contain very few stars (and will restrict scheduling opportunities). Additional constraints 
arise when one pair of guide stars must eerve two or more instruments (e.g. a target 
acquisition using a camera followed by an obervations with a spectrograph). Guide star 
acquisition and lock requires several minutes, so guide star acquisitions should be minimized. 
Sciantidc hs t rumen t r :  Cycling the scientific instruments from a standby to operate mode 
will require careful planning. Power constraints limit the number of instruments which can 
be coUecting data simultaneously and the time to bring an instrument from standby to 
operate can be as long as 24 hours. Certain instruments and modes will require a set of 
calibration observations each time they are brought to operate mode. 
Slews: Changing the orientation of HST to point to a new celestial target (called slew'ng), 
is a relatively slow operation. HST is only slightly faster than the minute hand on a watch, 
accomplishing a 90 degree slew in about 13 minutes. Note that optimization of slews alone is 
an NP-complete problem and is only a subset of the HST planning and scheduling problem. 
Communicatione: AI1 communications with HST (command uplinks and data readouts) 
is via the Tracking and Data Relay Satellite System (TDRS) which serves multiple users. 
As a consequence, HST planners must negotiate communications contacts two weeks in 
advance, and not all requested contacts may be available. Additionally, the HST orbit is 
low enough that during a portion of each orbit the Earth blocks one or both TDRS satellites. 
In each orbit, HST is limited to 20 minutes of high speed downlink contact. When a TDRS 
is not available for readout, onboard tape recorders can save science and engineering data 
for later playback. However the tape recorders have limited storage and lifetime, so their 
usage must be optimized. 
Calibrations: As with any scientific instrument, HST instruments require calibration 
observations in order to produce meaningful scientific results, e.g. flat-field observations, 
dark count determination, wavelength calibrations. Although some calibrations will be 
routinely performed, others are dependent upon which exposures will actually be executed 
(e.g. high accuracy calibrations or calibration of seldom used modes). Some calibrations 
can be performed during slews (e.g. observations of internal light sources), while other will 
require observations of standard reference targets. Most calibrations must be accomplished 
within a certain time of the science observation. Routine instrument calibration is the 
responsibility of the STScI. 
Straylight and exposure times: Since many HST observations will be of extremely faint 
objects, contamination by straylight can be an important factor. Sources of straylight are 
time variable and include the Sun, Moon and Earth, and sunlight scattered by dust in the 
solar system (zodiacal light). Any of these sources may drastically increase the exposure 
time required to reach a specified signal to noise ratio. 
Aawtment of exporure times: Given a fixed amount of straylight, in most instances, 
it is scientifically acceptable to d j u s t  expolsure times by small amounts (typically 10%) to 
fit within an available space (shorter or longer). 
Schedule disruptions: Although HST operates largely in a preplanned mode, disruptions 
to the schedule will occur for a variety of reasons. The most welcome disruptions are targets 
of opportunity, which are rare, important astronomical phenomena requiring immediate 
attention (e.g. a supernova). The ground system should be able to respond to targets of 
opportunity as often as once a month, and be able to begin observations within a few hours 
of notification. Other schedule disruptions will result from equipment failures, spacecraft 
anomalies or loas of communications contacts. These will occur with little or no advance 
warning. It is important to be able to build schedules which minimize the sensitivity to 
disruptions (perhaps placing the HST in a checkpoint state a t  periodic intervals) and to be 
able to replan or patch schedules rapidly. 
Insight into the planning process: It is important that the STScI operations staff 
have an understanding of the planning proceas, even in the case of automatically generated 
schedules. This includes explanations of why a particular observation was scheduled a t  a 
particular time and why it cannot be scheduled a t  another time. 
The above enumeration of the constraints should make it clear that there are numerous 
constraints which have complex interactions, and that the number of feasible alternative 
timelines is so enormous that human planners cannot reasonably evaluate even a few hun- 
dred within the time limitations imposed by HST operations. 
2.2 Current Ground System 
HST planning and scheduling utilizes the Science Operations Ground System (SOGS) Sci- 
ence Planning and Scheduling System (SPSS), which waa developed by TRW, Inc. 
Within SPSS, the proposal data is represented by the following data structure: 
An 'Exposuren is a single instrument operation, usually resulting in the acquisition 
of a single data set, e.g. a camera frame or a spectrum. 
An "Alignment" is a set of exposures that can be taken without moving the telescope 
(usually a single instrument and a single target, sometimes multiple instruments and 
multiple targets). 
An "Observation Set" is a set of alignments that can be performed without affecting 
the guidance system (that is, without reacquiring guide stars). 
A 'Scheduling Unit" is a set of observation sets and is the smallest schedulable entity. 
Scheduling units can draw observation sets from any proposal (within an observation 
set, all alignments and exposures must come from the same proposal). 
a Scheduling units may be linked (via before/after time intervals). 
Note that this representation imposes a certain structure on the observations, generating 
constraints in their own right. 
The first step in using SPSS is to populate the scheduling unit hierarchy. For most proposals 
this is handled automatically by PEP Transformation. Special cases can be populated 
manually either using PEP or SPSS functions. Next, the planner creates a candidate and 
calendar (CeYC) list. The calendar is a time interval to be populated, while the candidates 
are scheduling units available to be placed on the timeline. Planners can manually add 
or remove scheduling units (with constraint checking performed by SPSS). SPSS provides 
functions which, given a candidate, find the best time to schedule it, or given a time, find 
the best candidate for that time. ("Best" is evaluated by a cost function which takes'into 
account factors such as scheduling priority and slew time). In addition to the manual 
planning capabilities, an automatic scheduler is under development. Ehsed on a greedy 
algorithm, it will find the candidate which best fits the next time on the calendar. 
Once a timeline is populated with activities (observations, instrument reconfigurations, 
slews, etc.), high level spacecraft instructions are attached to the activities and then an 
SMS is generated for transmission to the POCC. 
b a result of preliminary operations and testing of SPSS and increased experience with 
the planning and scheduling problem, STScI st& have identified a number of enhancements 
needed to make effective use of HST. Performance of the system is a major concern. In the 
operational era it must be possible to generate a day's SMS in less than one day of effort, 
averaged over all aspects of planning and scheduling, st& and computer resources. Current 
performance falls significantly short of this goal. Automation of labor-intensive and routine 
tasks will clearly benefit performance. 
Currently there exist no tools to help planners in matching candidate scheduling units with 
calendars. Given the large pool of programs, toola are needed to select candidates from the 
pool which fit a specific calendar and to select calendars which would be appropriate for a 
specific program (or portion of a program). 
Scheduling units must be created before they can be placed on a timeline, including the 
sequencing of individual exposures and spacecraft activities. Currently, SPSS places the 
activities on a calendar in the order specified with no attempt at  re-ordering exposures 
to better fit the orbital events at  that time (e.g. occultation, day/night, etc.). Such a 
fixed sequence will be non-optimal in all but the most fortuitious of circumstances and 
will therefore d e c r e e  the efficiency of HST. The current system does allow the planner to 
iteratively "hand craft" a scheduling unit and its components based on its place in a timeline, 
however this has an obvious impact on performance, and if the SU is ever rescheduled, the 
results of the effort are wasted. 
Several of the proposer specified constraints can be implemented only by manual procedures, 
including proposer priority, completion levels, conditionals and selects. The current system 
also provides no assistance in determining what calibrations are required for a particular 
timeline. Automatic placement of proper calibrations when scheduling observations, and 
avoidance of redundant calibrations is highly desirable. 
Straylight and variable exposure times are also difficult to handle in the current system. 
Observations can be flagged aa requiring orbital day or night execution and it is possible to 
make manual adjustment of the Sun, Moon and Earth avoidance limits, but a more auto- 
matic method with a finer degree of control is required. Expanding or trimming exposures 
by small amounts to fit within an available time slot can only be accomodated by a manual 
trial and error procem. 
3 Development of Tools for Planning and Scheduling 
The previous section sketc3ed the problem of HST scheduling and highlighted capabilities 
which are lacking from the current ground system. This section presents an approach to 
solving these problems using A1 techniques. 
Work towards ground system enhancement is directed along two lines: 1. increasing the 
performance, reliability, maintainability and functionality of existing SPSS software, and 2. 
creating new tools to augment the existing software. The former effort is largely directed a t  
science instrument instruction management and SMS generation, while the latter is directed 
a t  scheduling and is the focus of the present paper. These two approaches will be carefully 
integrated to  provide a coordinated effort for ground systems enhancement. 
3.1 The Environment 
Experience with Transformation and other rule-based software in PEP 141, [5 ] ,  [6] has shown 
the advantages of a rule-based expert systems approach, especially with regard to rapid 
development, functionality, performance, adaptability of code to changing requirements 
and quick turnaround time for changes and enhancemente. It is natural then that an 
expert system approach be utilized in the development of the proposed planning tools. It 
is important to note however, that expert system are not a panacea for this problem. 
In particular, judicious use of procedural algorithm will be extremely useful in pruning 
alternatives before application of expert system rules. 
OPS5, the computer language used for implementation of PEP rule-based software, is a 
language with which we have had great success in the past. However, prototypes in 0PS5 
along the lines of the proposed planning tools have revealed limitations in the language for 
such tasks, additionally, the Vax OPS5 environment provides no direct support for graphics 
output and lacks program development tools. 
Preliminary investigation6 into planning tools have shown that a powerful knowledge-based 
development system which supports hypothetical reasoning, a combination of forward and 
backward chaining rules, and frame-baaed data representation which incorporates inheritance 
is needed for such a taak. In addition, strong support for graphics-oriented programmer and 
user interface is required. 
Forward chaining inference systems are appropriate for problems where there are many 
equivalently acceptable solutions (as in Transformation, design problems, and planning 
problems in general). Forward chaining rulebased systems are very strictly data-driven: 
given a starting state, conclusions are drawn, and actions taken. Backward chaining allows 
the program to reeson from desirable consequences to the causes which produce them. 
Frame-based representation is an extremely powerful method of representing relationshipa 
between data. Many of the important characteristics of planning data are relationships, for 
example, exposures related in time, position, or due to membership in a scheduling hierar- 
chy. A frame can be used to define a class of data, and another frame to define a subclass or 
refinement of that data. Subclasses automatically inherit the representations of the parent 
classes, with additions or changes as specified by the programmer. For example, one class 
might define exposures. A subclans of exposures with the Wide Field/Planetary Camera 
(WFPC), would inherit all characteristics of exposures, with specialized characteristics of 
that camera (e-g. power requirements). A subsubclaea might define types of WFPC ex- 
posures (e.g. data collection or target acquisition) which would inherit characteristics of 
exposures, WFPC exposures, and add characteristics such aa realtime link requirements. 
Such expressiveness obviously speeds development, and aids maintenance and enhancement. 
Another important requirement is the ability for hypothetical reasoning. This creates an 
alternate Yworld view" which is diierent from an existing set of facts in one or more ways. 
Hypotheticals have an obvious and natural application to scheduling problem in that they 
allow the evaluation of the effects of scheduling a proposal a t  different times. Rules can be 
written which check hypotheticale for contradictions, constraint violations, and inefficien- 
cies, and which then mark that state aa not worth further consideration. This lirnita the 
effort used in searching unprofitable alternatives, without the need for backtracking. Rules 
can also reason acroea multiple hypothetical states of the program, optionally merging sev- 
eral such states if appropriate (e.g. combining two partial timelines). 
A fully integrated graphics interface is important for two reasons: First to support a rapid 
development effort (graphical browsing of the rulebase as well as the tracing of the program 
state during execution), and second, to provide a product with a powerful user interface. 
Graphic objects on the screen can be mouse sensitive, and changes to the display can 
automatically aIfect the rulebase and/or working memory. Thus, the user can play out 
%hat-if" scenarios, e.g. by moving obaervations around on the timeline and having the 
program continue from the new state of the timeline data. 
Development of an environment with the above capabilities is clearly a large tmk, so our 
approach waa to look towards commercial products. A detailed survey of the market identi- 
fied two advanced expert system environments which are suitable for initial investigations: 
ART (Advanced Reesoning Tool) from inference Corporation, and KEE (Knowledge Engi- 
neering Environment) from Intellicorp. We have obtained a license for ART and have begun 
prototyping the tooh described below; KEE is not yet available to us. A Texas Instruments 
Explorer Lisp workstation is the host for the development and is networked via TCP/IP 
over Ethernet to the DEC Vax computers which host the PEP and SOGS systems. 
3.2 The Approach 
As a first step towards evaluating the utility of A1 tools to augment the ground system, a 
graphical plan evaluation environment ia being developed. It will provide the basic functions 
of placing an activity on a timeline and removing an activity from a timeline. Calculation 
of scheduling constraints will be fully integrated into the plan evaluator, including display 
of scheduling windows and display of constraint violations which prevent activities from 
being placed a t  a selected time. (Although calculation of constraints and scheduling win- 
dows is an algorithmic problem, application of constraints will benefit from a frame-based 
representation. Additionally, these constraints will play an important role in pruning the 
problem search space before application of expert systems rules.) Due to the complexity of 
the problem, considerable effort will be placed on the user interface, e.g. activities will be 
m o m  sensitive to allow display and editing of their parameters, and users will be able to 
aoom and pan on the t imelie  (aee [9] for a description of a related system). 
The graphical plan evaluator is an important tool for both the software developers and o p  
erationa staff. It will aid in capturing the basic domain knowledge needed by the developers 
in determining high-level approaches to scheduling and it will also serve as a testbed to 
try different scheduling algorithms and heuristics. For operations staff, even a prototype 
plan evaluator which allows the ability to rapidly develop alternative schedules will aid in 
the development of schedules and operational procedures. In particular, the plan evaluator 
will be useful in development of long range plans and in the determination of calibration 
requirements. 
Although STScI operations st& have many years experience with spacecraft scheduling, 
our understanding of the problem associated with HST is not yet complete. An important 
part of the development of these tools will be an approach which allows the continuing 
experience of the operations staff to be reflected in the tools development. 
After the development of the plan evaluator, the tools will be extended to handle: 
evaluation of exposures to identify preferred execution times (including such factors 
as sensitivity to background light) 
evaluation of uclumpingn exposures that should be scheduled together 
introduction of plan evaluation measures that can be used to compare alternative 
timelines for efficiency. 
This extension will allow operations st& to aggregate exposures into Scheduling Units, and 
recommended times for execution. 
As experienced ia gained in the implementation and use of these tools, the emphasis of 
the work will focua on integration of the tools into the operational environment. This 
includes integration with PEP transformation and the P&S software and data structures, 
e.g. generation of SPSS data records and scheduling commands to place them on the 
CLC list a t  the appropriate times. The tools will also be extended to include a fully 
automatic mode, based on guidelines and heuristics discovered as a result of working with 
the interactive system. 
To conclude this section, we describe an initial scheduler prototype which has already been 
implemented in ART. The prototype handled multiple constraints, including guide star 
acquisition, Earth, Moon and Sun occultations, SAA avoidance, variable slew times, instru- 
ment usage (including scheduling a transition from hold to operate), exposure precedence 
links and time c r i t i d  exposures. The input exposures were taken from the Design Refer- 
ence Mission ((101, a m u d  exercise in HST scheduling), and are therefore realistic set of 
science operations. The prototype scheduled the DRM's first week of observations (total of 
75 exposures) in 45 mintues. The prototype consisted of 19 ART rules, supported by 9 L i p  
functions. (Calculation of the orbital events and target visibility windows was performed 
using a separate package of Fortran programs developed previously.) Development of the 
prototype took one person two weeks. This exercise clearly demonstrated the power of 
the expert systems approach for HST scheduling: development was rapid, the language is 
expressive and powerful and well suited to constraint checking and hypothetical reasoning. 
4 Conclusions 
In this paper we have described the problem of planning and scheduling science observa- 
tions for the Hubble Space Telmope and how the numerous, coupled constraints make for 
a d i icu l t  problem. Several arrpects of expert system development environments are attrac- 
tive for the construction of tools which will augment existing ground system capabilities, 
including the rapid development cycle, adaptability of code to changing requirements and 
powerful methods for representing and reasoning with knowledge. Additional capabilities 
provided by these tools will include graphics oriented plan evaluation, long-range analysis of 
the observation pool, analysis of optimal scheduling time intervals, constructing sequences 
of spacecraft activities which minimize operational overhead, and optimization of linkages 
between observations. A plan for the development of enhancements was diiuased and the 
results of initial prototyping was presented. 
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1 .O) Introduction and Overview 
The ouroose of the research effort Presented here is to Prescribe a aeneric 
reusable shell that any project office can' install and customize'for the purposes of 
advising, guidin , and supportin project managers in that office. The prescribed 
shell is intende 8 to provide bot R : (I) a component that generates prescriptive 
uidance for project planning and monitoring activities, and ( 2 )  an analogy 
intuition) component that generates descriptive insights of previous experience P 
of successful project mangers. The latter component is especially significant in 
that it has the potential to: (a) retrieve insights, not just data, and (b) provide a 
vehicle for expert PMs to easily transcribe their current experiences in the course 
of each new project they manage ( i.e. to act as the Corporate Memory). 
For the past several years the principal author has conducted psychological, 
behavioral, and cognitive studies of expert project managers' thought processes 
for the purposes of deriving a model suitable for translation into an expert 
system. The model is based on the process of diagnosis and analogical reasoning 
as described above and in sections of this paper. This model is based on the study 
of 21 emplo ees of NASA, numerous employees of the U.S. military, historical 
case studies 7 rom the Space station and Space Telescope Programs and papers of 
16 famous inventors (e.g., Ben Franklin's diaries, to mention one) as documented 
in earlier reports. It is expected that the successful implementation of the model 
and the integration of the analytical and analogical components will result in 
many new innovations including special-purpose expert system generators, which 
would represent a new phase in the maturation of Expert Systems technology for 
project management applications. 
1.1) Technical Obiectives 
The focus of this paper will be to report on the preparation, conduct and 
results of an experiment to prove/disprove the premise that an expert project 
management system can be configured that will improve/expand the ability of a 
manger to  perform project planning and monitoring. This experiment has been 
designed with the intention of accomplishing the following three objectives: 
(1)  Construction of a Simplified Prototype containing a Project Management 
(PM) Subs ,stem, an analogical reasoning inferencing mechanism and the 
associate c l  knowledge bases. 
( 2 )  Exploration of Eleven Key Research Questions relating to the nature of an 
expert project management system (EPMS) environment. 
(3) Evaluation of the Prototype and Recommendation of Desiqn Guidelines for 
EPMS 
version I .  
The evaluation of the prototype will consist of a system 
performance evaluation based on snapshots and backtracing of actual EPMS runs, 
and on comments/suggestions by 17 experts presented with three exemplary EPMS 
user sessions. The insights obtained from these evaluations will be used t o  
formulate design guidelines for a working Version 1 system, which is expected to  
perform beyond the current limits of expert system shells, and exhibit the 
characteristics of an expert system kernel or generator. 
1.2) Report Orqanization 
This report will present in succession, the framework and results of the activities 
aimed at the accomplishment of the three technical objectives. The next section 
deals with the knowledge elicitation process and the resultin framework for the 
EPMS generator. Section 3 contains a top-level description o 4 the prototype, and 
the evaluation of the prototype will be presented in section 4. The last section 
presents the conclusions reached and outlines of planned future developments. 
2.0) PM Knowledqe Elicitation 
This section describes the concept of EPMS that evolved over dozens of 
knowledge 
collection sessions. In each session, feedback from domain experts was solicited by 
giving demonstrations and/or functional descriptions of EPMS: i.e. i t s  goals, i t s  
conceptual design, and the types of sessions a user would encounter. 
A common observation among the experts was the need to implement EPMS 
within any given two-level hierarchy, in order to be compatible and supportive of 
existing organizational boundaries and lines of communication (see Figure 1). 
Figure 1 also reflects the perception that the manager probably will not be the 
principal user of EPMS and that is more realistic to expect an Executive Assistant to 
assume the user role, and to expect the manager and submanagers to use EPMS 
either indirectly through the Assistant or occasionally themselves. 
A significant observation made during the knowledge elicitation sessions was 
the presence of a wide diversity of needs for stand-alone expert system-based 
project mana ement support tools. One of the mana ers interviewed presented a 
list of some o 3 the possible areas for ES support (see ta t le 1) and indicated that this 
l is t  was by no means exhaustive. Furthermore, there was found to  be an 
overwhelming preponderance of existing subsystems, data bases, MIS, DSS, etc. 
which would require direct interfacing to an integrated EPMS Kernel, or would 
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Table 1: Summary of Possible Stand-alone PM Expert Systems 
Estimating Cost and Time Control Site Planning and Management 
Project Selectton 
Conceptual Est~mac~ng 
Parameter E~trmattng 
L ~ f e  Cycle C u t ~ n g  
Value Englneer~ng 
l n t q r a t ~ o n  wlth CAD 
Hlrtor~cal Cost Data Management 
Collect~on 
Matntenante 
l a ~ l o r ~ n g  
Check Ltst 
Contract Document 
Site Inspectton 
Start Procedures Manuals 
Quanttty Survey 
Prlclng 
Securing Material and Subcontractor 
Pr~ces 
Project Conceptual Planntng 
Equfpment Analysis 
Crew Analyr~s 
Cash Flow Analyr~s 
Btd Preparaaon 
Sub Bid Analys~s 
Sub Bid Scratch Est~matn 
Mater~al Prlce Analps 
Markup Analyrrs 
Btd Adlustments 
Plannlng 
Ac t~v~ ty  Breakdown 
Logtc Def~nt t~on 
Duratton Analyvs 
Contlngcncy analys~s 
Input Data 
Collect~ons 
Check~ng 
Act~v~ty  and Pfolect Status 
Analysls 
Overrun Project~ons 
Problem Flagg~ng 
Problem Dtagnos6s 
Remedy Retommendations 
Changed Cond~t~on 
Ident~f~caton 
Impact Evaiua1,on 
Recommendat ons for Erecut~on 
Notilttations of all Part~er Involved 
P.0gress Payment Appl~cation PreDaratton 
Change Order Est~mat~ng 
Impact Analysts 
Change Condlt~on Prlctng 
General Cond~t~ons Development 
Item Selectton 
Prlctng 
Insurance Analys?$ 
F igu re  1 : EPMS Two-Tier H ierarchy 
S~te Layout 
Mater~als Handllng 
Ternwrav Facilhty Reau~rements 
S~tc Management Staffing 
Accus and Traff~ce Control 
Secur~ty Syslerns 
Safety Syrtems 
Dro~ect Closeout 
Retent~on Reduct~on and Flnai Paymeor 
Resource Rtduct~on 
Clueout Documentat~on CheckI~st 
Subcontract Closeout 
Len Release 
Drolul  Debrteftng 
H!slorlc Cost Acqu~smt~on 
Product~v~ty Analyris 
Lcarnnng from the Prolul  
I I I 
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require datalknowledge transfer in the case of a stand-alone EPMS. In either 
situation, compatibility with existing resources emerged as an important criterion 
that places unique flexibility demands on the expert system "shell". 
-- 
In response to the need for this adaptability a concept for an EPMS generator 
having a four-ringed architecture was adopted (see Figure 2). 
2.1) Rinq Four: Site Specific Elements 
The outermost ring is representative of a gateway to the manager's external 
information environment. Most of the manaaers interviewed indicated a strona 
dependence on the availability of reference information, historical data and oth& 
large data base management and information retrieval requirements. Access to  the 
external environment is accomplished in many different ways including person-to- 
person communications, on-line retrieval via a computer terminal, customized 
research conducted by a services firm, or physically locating the information in a 
library or other repository. Most of the groups indicated that for an EPMS 
generator to be effective, this vast array of information resources had to be taken 
into account, either b direct interface (in the case of computer data bases) or at a / minimum, by identi ying the source, point of contact, and location where 
supplementary information can be obtained. In essence, the outer ring represents 
the various "hooks" of the EPMS generator to the outside world, including 
intelligent information retrieval, organizational knowledge, generation of  
copies/sessions for use on proliferated stand-alone machines, and numerous other 
extension utilities. 
2.2) Rinq Three: The PM Kernel 
The next ring represents the next "layer" of project management activity that 
emeraed as a result of the ex~erts' discussions. PM activitv was found to have two 
mainhodes: 1) planning, where ~~ecifkations, budgets, milestones, etc. for a new 4 project are formulated, and 2) monitoring, where the execution of the plans 
developed in (1) are carried out. Most participants indicated that, after they had 
researched and obtained the necessary (or at least the most available) reference and 
background material regarding a problem or decision, the next step involved a 
series of processes where the information was sorted, ordered, analyzed and 
presented. Performance of this type of activity was the basis for the design of the 
planning mode of the EPMS generator. This generator consists of a project 
management subsystem that contains heuristics and analytical techniques used by 
project managers in analyzing information, assessin problem situations and 
generating proposed responses. For the monitoring mo 3 e, i t  was necessary to make 
available a subsystem of customizing utilities, whereby a project manager could 
specify and create an "automated layer of information fi l tering" including 
parameter and alarm thresholds, milestones, quick-look summaries etc. Finally, a 
user interface subsystem that makes use of human factors and computer visual 
engineering (CVE) principles was identified as a requirement for both modes. The 
interface desi n feature most requested by the experts was the ability to choose B from a list o presentational formats, depictions, or other customized user- 
generated displays. 
2.3) Rinqs Two and One: Analoqical Reasoninq Applied 
The analytical filtering and processing specified for Ring Three is intended to 
result in the generation and display of key indicators, barometers and other 
parameters that are important to project management decision making. Most 
managers agreed that i t  was at this point in the thought process that analogical 
reasoning was most fre uently applied. This was evident in most manager's P, comments, which stated t at comparisons with past similar experiences were keyed 
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on parameters resulting after extensive analysis of the data had been performed 
(ring three) rather than on the raw data elements themselves (ring four). 
The process of analogical reasoning is best understood by referring to  the 
classical analogy test question which is invariably written in the form: "some known 
problem, A, is to some known solution, B, as a new problem, C, i s  to which of several 
possible options (X,Y, or Z)"? Or more tersely, this can be written as A:B: :C:(X,Y,Z,)? 
This is depicted in Figure 3, where A and B are the Base problem-solution pair (or 
pairs i f  more than one possible analog exists) and where C is the target problem 
statement. X,Y, or Z are the unknown target solution shown in Figure 3 as an empty 
circle. 
A traditional stand-alone expert system operates on target problem-solution 
pairs generally via a series of productions of the form: 
IF: C 
THEN:? 
That is, the traditional expert system isolates the conditions of the target 
problem space and attempts to directly infer the solution to be one of X,Y,or Z. 
In order to make effective use of analogy, particularly in an automated 
analogical reasoning support environment, studies of the knowledge elicitation 
sessions showed the need to extend a traditional expert system in two principal 
ways: (1) facilitate identification of the target problem, C, by looking for similar 
problem statements in the set of bases, A, and ( 2 )  to help flush out the target 
solution space by suggesting past solutions from B that in part or in whole appear 
helpful and by assisting in adapting those solutions to the current problem 
(minimizing tendencies to rely too heavily on the past -- i.g., the "anchoring and 
adjustment" bias). This capability is illustrated as the "extended expert system 
focus" shown in Figure 3. Furthermore, this expanded focus must support situations 
in which the target problem, C, i s  initially ill-defined, rather than known a priori, as 
is the case with more conventional analogy programs. The same uncertainty must 
be manageable in determining analogous problem-solution pairs (A and B)s. For 
this reason, a major goal of this development effort was to gain the abilit to scan a 
large set of possibilities and to generate and test ideas, with the best i d' eas being 
examined for merging, manipulation, transformation, and other disanalogy 
elimination heuristics. 
3.0) EPMS Prototvpe 
Fiaure 4 orovides an overview of the ~ort ions of EPMS that were ex~erimented 
with Tn the prototype. There are three major parts to Figure 4 -- the longer term 
aids, the core of EPMS, and the customizing utilities and user support functions. The 
prototype was an experiment upon the latter two parts which involved building just 
enough of each part to glean insi hts useful for next step development. The first R part identifies the long term aids t at are foreseen in order to integrate EPMS into 
an existing support structure, which would complete the kernel concept by bridging 
together the EPMS core with external data bases, tools, algorithms, sources of 
knowledge, workstations, personal computers, and other hardware. 
The customizing utilities identified on the right-hand side of Figure 4 are geared 
toward making the EPMS kernel attractive to a wide variety of potential users. 
Hence the utilities support the tailorin of each and every knowledge base, analog, ?I object, and PM subsystem module to t e specific application of the individual user. 
Although the customizing utilities were not developed for the prototype, their 
design and scope was a major focus of the experiment. High level designs for many 
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of these utilities were created and user evaluations of and reactions to these designs 
were elicited. 
The remainder of this section will be devoted to providing descriptions of the 
four main components of the EPMS core, along with a discussion of the three 
exemplary user sessions that were run during the course of the experiment. 
3.1) PM Subs stem 
__ILf An overview o the PM subsystem is shown in Fiqure 5, which further illustrates 
the two-mode concept of operation. In the plannhg mode, a self-contained PM 
Knowledge Base (PMKB) works with a stand-alone backward-chaining inference 
engine to assist the user in planning all aspects of a new project. The inference 
engine "knows" how to draw on the ARlEL subsystem for assistance i f  i ts  stand- 
alone techniques are unable to estimate a value required by the plan or i f  a search 
across a wider range of candidate analogs is required. That is, it chains throu h 
each subsystem, milestone, and aspect of the new plan for a new project. T R e 
aspects elicited include planned levels of manpower, dollars, etc. per time period 
and work package. 
In the monitoring and control mode, a forward chaining inferencing technique is 
used in conjunction with active value "demons" to constantly monitor and test the 
deviations of actual values from planned values for the various subsystem- 
milestone-aspect objects. When cautionary (or emergency ) alerts are detected, all 
related objects within the knowledge base are tagged with an alarm message, 
which allows the user to determine the source and the nature of any deviation that 
may affect overall project performance. This cross-referencing feature was cited as 
a major requirement currently lacking in most project monitoring systems. This 
mode was also equipped with a clock and calendar, in response to concerns 
expressed re arding the lack of the ability of current expert systems to adequately 5, account fo r t  e effects of the passage of time on an given situation. As a result, all r activities in EPMS are time-tagged in a Julian date ormat, as a means of keeping a 
record of the time of occurrence and duration of important events. The operation 
of each subsystem component including the control panel will be illustrated further 
in the description of the user sessions. 
3.2) Proiect Manaqement Knowledqe Base (PMKB) 
The EPMS PM Subsystem seeks to establish a new project plan and to monitor i t s  
progress. This is done cooperatively and interactively with a human participant, and 
a completed project plan ultimately becomes one more analog in the Analog 
Knowledge Base (AKB). The PMKB is thus a set of rules and ob'ects designed to I capture and hold the subsystem-milestones-aspect knowledge or the "target". 
Since this knowledge is unknown initially, the PMKB must hold both the expected or 
planned value for each subsystem-milestone-aspect and how that value was 
obtained. 
The data structure for such a subsystem-milestone-aspect is shown illustratively 
in Figure 6. The slots for holding the important pieces of information are shown, 
however, the methods and other intelligence features are only implied by this 
Figure. The prototype EPMS implemented and tested most of these features with 
the exception of the projection capability. 
3.3) Partitioned Analoq Knowledqe Base (AKB) 
In order to facilitate search and to improve execution time the analo s are 
stored in a structure (Figure 7A) that defines two important characteristics: 8) the 
typology classification scheme, and ( 2 )  the progressive deepening levels. The 
typology classification scheme captures the sorting process that PMs use to classify 
projects. For example, the statement "this project is a Class X I  Type Y" is often 
encountered in analogical reasoning (see Silverman 1983, 1984, 1985, 1986). Hence 
- 
the knowledge base offers a "typology plane" or surface. This classification scheme 
can be pursued at multiple levels of problem solving depending how deeply 
involved the problem solver is. Thus a progressive deepening scheme is also offered 
wherein the EPMS user could enter at the level a t  which he wishes to work (only 
three example levels are shown in Figure 7 A, more are possible). 
Within each partition of Figure 7 A, are the analogs that correspond to that class- 
type of problem. Each analog is itself multi-dimensional as portrayed illustratively in 
Figure 7 B. The three dimensions shown are of variable length and capture the fact 
that most projects involve multiple subsystems each marching along a set of 
prescribed milestones. Attached to each milestone are each of the aspects listed 
vertically in Figure 7 B. The actual knowledge about each subsytem-milestone- 
aspect is stored in any of a number of possible representations (e.g., map, icon, 
graph, table, list, rule, etc.). Also stored with each subsytem-milestone-aspect are 
any relevant advice lessons learned, etc. for selected class-types of problems 
encountered.The prototype EPMS includes a 270 node object lattice of attributes 
associated with Figure 7 A and three analogs corresponding to Figure 7 B. The three 
analogs are the LANDSAT, SPACE TELESCOPE, and NIMBUS-G projects. In this lattice, 
each node represents a specific activity, system element, or organizational element 
of a given project and is organized in hierarchies and grouped into specialized 
project domain areas, so that the further the lattice is traversed, the more detailed 
the information about a specific project domain becomes. In this way, the lattice 
can be used for two purposes within the project management domain: (1) as a 
guide for selecting attributes to characterize new analogs being entered into the 
AKB, and ( 2 )  as a means of entering a description of the target problem/project to 
be plannedlanalyzed. 
L 3.4) ARIEL Subsystem 
The ARIEL subsystem physically implements the 5-part analogical reasoning 
Drocess described in Silverman (1985) & Silverman & Moustakis (1986) within five 
specialists and a blackboard (see ~ igu re  8). Each specialist consists of a short-term 
memory, local knowled e bases, and an interface to the main blackboard, which is 3 the shared memory use by the other specialists. The local knowledge bases store 
the knowledge regarding the specialist's particular area of expertise, as well as 
knowledge related to planning and control. The local knowledge bases are used to 
formulate an approach by the specialist on the main blackboard. The local control 
knowledge base controls the flow of information between the specialist and the 
main blackboard, making sure that only relevant data/information is exchanged. 
3.4 . I )  The CHAIRMAN 
The main blackboard i s  interfaced with a CHAIRMAN that controls the 
information flow among the five specialists. The CHAIRMAN has the same basic 
structure as a specialist. The primary purpose of the CHAIRMAN is to monitor the 
operation of the five specialists and to maintain an orderly flow of information to 
and from the blackboard. The CHAIRMAN also handles all inputs and requests from 
the user. The situation can best be compared to an individual (the user) presenting 
a problem to another individual (the CHAIRMAN). The CHAIRMAN then convenes a 
meeting of five specialists each of which is an expert in a particular aspect of the 
application of analogical reasoning to problem ,solving in general. These experts 
are sitting at a conference table (the Blackboard) and the input problem/request 
from the user is placed on the table by the CHAIRMAN. The CHAIRMAN directs each 
specialist to  look a t  the information on the table. Each specialist is asked by the 
CHAIRMAN to prepare and submit a plan to solve or to help solve the problem, 
\- based on i ts own local knowledge about problem solving. The CHAIRMAN then 
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evaluates each plan and decides which plans are to be activated. The activation of 
one or more plans will result in new information being presented to the blackboard, 
which could conceivably affect the planning processes and results of the other 
specialists. The CHAIRMAN'S main purpose, therefore, is to decide which specialists 
should be permitted to proceed and in what sequence in order to maintain an 
optimal and orderly progression toward the goal (target solution). For the purposes 
of EPMS, a plan submitted by a specialist to the CHAIRMAN is called a SAR (Specialist 
Activation Request), and the order issued by the CHAIRMAN to  a specialist to  
~roceed with that ~ l a n  is called an Execution Order for S~ecialist (EOS). The SAR is 
iimilar (analogousj in nature to the KSAR employed in ' H E A R S A ~ I .  (~rman, et.al 
1 980). 
3.4.2) The Five Specialists 
Each specialist is a self-contained expert system that opportunistically examines 
the contents of the blackboard and proposes an analogical reasoning related 
process or function (e.g., diagnose, classify, evaluate, scan, assimilate, etc.) to  the 
CHAIRMAN as a means of contributing to the progression of the problem toward a 
final solution. The five specialists support the problem identification (PI), 
Knowledge Acquisition (KA), Analog Transfer (AT), Knowledge Transformation 
(KT), and Introduction into Use (I) steps outlined in earlier articles, and are called the 
CRITIC, LIBRARIAN, IDEAMAN, CRAFTSMAN and WRITER, respectively. 
The main function of the CRITIC is to aid in the process of problem identification, 
problem formulation and requirements definition. To this end the CRITIC monitors 
the contents of the target problem definition space and determines what methods 
are to be employed in order to expand or refine the target problem definition. 
These methods usually entail the selection of an appropriate problem definition aid 
being presented to the user (via the Writer). The CRITIC is also charged with the 
overall responsibility of monitoring the target solution generation process as a 
whole. These tasks range from seeking additional information from the user or 
LIBRARIAN to invoking a "stopping rule" when either an optimal solution has been 
achieved or when successive iterations would produce little or no change in the 
entropy of the target solution. The purpose of the LIBRARIAN is to ensure that all 
possible building blocks within a certain threshold that could be used in 
constructing a target solution to the problem are being considered. In order to 
accomplish this, the LIBRARIAN conducts a search of the AKB by taking each 
attribute contained in the target problem definition space, searching for each new 
occurrence of that attribute, and returning to the blackboard all previously 
unconsidered bases exhibiting that particular attribute. Another major task of the 
LIBRARIAN is to ensure that the AKB is properly updated with new information 
generated either by the user or by the ARlEL system itself. Currently the LIBRARIAN 
is configured only to assimilate final results as a new base (analog) to be considered 
for subsequent problem solving sessions. In later versions of ARIEL i t  is planned to 
also incorporate intermediate results, including erroneous paths, etc., in order to 
increase the overall intelligence of the system and to promote maximum reuse of 
lessons learned during the problem solving session. 
The primary responsibility of the IDEA MAN is to evaluate each candidate analog 
based on the value of the similarity metric [Silverman 19861 for that particular 
analog and the corresponding attributes contained in the target problem 
definition. Weighing factors to be used in calculating the similarit rating are 
provided by the user at the request of the IDEA MAN via the WRITER. T i e candidate 
analogs are ranked starting with the analog having the highest similarity rating, 
along with the value of the rating. This output represents a prioritized and 
valuated space of potential solutions for use by the CRAFTSMAN in generating a 
composite target solution. 
The CRAFTSMAN has as its goal a means ends analysis that leads to  the 
construction of an optimal solution to the target problem using to the greatest 
extent possible the existing analogs contained in the knowledge base and provided 
by the user. At this point in the process, all relevant analogs that have been 
identified have been evaluated and ranked. In constructing the target solution, the 
CRAFTSMAN starts with the highest ranked analog and checks for a similarly value 
of 1.0, in which case that analog becomes the final solution and the stopping rule is 
invoked by the CRITIC. If the similarity ratin is less than 1.0, the CRAFTSMAN takes 
the analog with the next highest ratin an constructs a temporary target solution 9( 8 by combining it with the highest-ran ed analog. At this point a new similarity 
rating is calculated and compared with the ratin of the highest-ranked analog. If 
the new ratin is  lower the second-highest candi ate isdropped from consideration R 3 and the third ighest candidate is considered in a similar fashion. If the new rating 
is higher the temporary target solution now becomes the new basis for comparison 
and the process continues. 
The WRITER is the only element through which ARIEL can send messages to the 
user. For this reason, most of the functions that are assigned to the WRITER involve 
the generation of prompts aimed at soliciting user input. The core structures of 
these prompts reside in the ARIEL knowledge base and are accessible via the 
LIBRARIAN. Once accessed, the WRITER fills in any additional information germane 
to the problem being worked, and outputs the resulting prompt directly to the user 
via the screen. These prompts contain hooks to specific data structures (lists) on the 
blackboard, and these lists are automatically updated as the user responds to the 
prompt. The other main function of the WRITER is to document ARIEL results and 
problem solving activity in a manner acceptable for inclusion by the LIBRARIAN into 
. the AKB. 
3.4.3) The Blackboard Problem-Solvinq Framework 
The blackboard configuration provides an opportunistic search framework that 
is used to support an orderly progression from initial problem definition to final 
target solution formulation (see Figure 9). ARIEL differs from most conventional 
blackboards in that the user, at his option, can override the actions of any specialist 
at any stage in the problem solving process. This was cons~dered necessary in order 
for ARIEL to truly function as an "extension" of the human analogical reasoning 
process. The arrows in Figure 9, which indicate lateral, forward or backward level 
transitions, show the user as being totally unconstrained. The CRITIC has the next 
greatest influence on effectin changes in the direction of the problem -to-solution 3, progression. Note also that t is process i s  iterative, and can be influenced by the 
activity of the other specialists. 
3.5) User Session 
The current ~rototvoe has the caoabilitv to run three exemolarv user sessions 
that were develbped k i t h  the intentibn of ;eliciting feedback from botential users 
and providing additional insights into the design of the overall system. In 
particular, the sessions were intended to address some of the EPMS Research 
Questions, especially with regard to the use of analogy, and the determination of 
what analytical techniques should be directly incorporated into EPMS. The three 
prototype sessions and the objectives of each are delineated as follows: 
1) Session 1, to demonstrate the project requirements definition function and 
the use of the analogical reasoning extension. 
2) Session 2 ,  to demonstrate the budget planning function as supported by 
analytical techniques. 
3) Session 3, to demonstrate the project monitoring function as supported by 
analytical techniques, including the cross referencing capability of the EPMS 
knowledge base. 
A step by step summary of each of the sessions is provided in Table 2. 
3.5.1) EPMS Control Panel 
The purpose of the EPMS Control Panel is to ~ r o v i d e  a total multi-screen 
environment in a combination desk-top/pilotsl console configuration from which 
the user can access any and all functions during an EPMS session. The control panel 
must also facilitate smooth-flowing user-machine dialogs. Use of the mouse/cursor 
is favored over the keyboard whenever feasible. Although the control panel is 
ultimately intended to be "tamper-proof", locking out all unauthorized access to 
the EPMS executive or resident software, the prototype version allows this access 
because of the developmental nature of the system. 
The EPMS control panel is displayed in Figure 10. Some of the features were fully 
implemented in the prototype, others appear on the screen but are currently 
inactive (specifically the calendar, CVE screens and manual mode). 
4.0) EPMS Prototype Evaluation 
The purpose of this section is to document the results of the EPMS DrototvDe 
evaluation sessions. Following a sequence of software IV & V (Initial ~alid'ation and 
Verification ) tests, a series of expert evaluation sessions were conducted in which 
potential users were given the opportunity to run exemplary sessions and to provide 
reactions/comments on the overall system design and user interface. The comments 
were then  used t o  create a composite summary o f  desired 
enhancements/improvements to be incorporated in EPMS Version 1.0, and to  
L generate a l i s t  of 11 research questions mandating continued further exploration. 
4.1) Expert Evaluation 
This section describes the results of six separate knowledqe collection sessions in 
which domain experts were given demonstritions andlor functional descriptions of 
EPMS: i.e., its goals, i t s  conceptual design, and the types of sessions a user would 
encounter. The domain experts, in turn, each offered several types of feedback that 
are documented here including: 
1) Evaluation of EPMS in terms of its goals, design and sessions. This feedback 
included suggestions for altering and improving EPMS. 
2) "Deep Knowledqe" was offered for EPM's knowledge banks. That is  
numerous ways for EPMS to utilize and/or "plug in" to existing handbooks, data 
bases, and other procedural aids was offered. 
3) Heuristic Knowledqe and rules of thumb used in project management were 
elaborated that could and should be incorporated into the EPMS knowledge 
base. 
These three types of feedback--evaluation, deep knowledge, and heuristic 
knowledge are popularly thought to be collected in distinct sessions: a knowledge 
elicitation session with domain experts and an expert system evaluation session by 
potential users. While textbook descriptions of knowledge engineering invariably 
separate evaluation from elicitation, the fact is that both forms often are 
intermingled in any one interview session, particularly so during the conceptual 
L 
design period, as was the case here. A summary of the types of sessions and the 
experts participating in each is provided in Table 3. 
4.1.1) Overview of 17 Experts' Comments 
Table 4 provides a comprehensive summary of the major comments/suggestions 
received during the 6 sessions, and indicates whether the suggestion influenced the 
design of the prototype, the user sessions (interface), the planned version 1 system, 
or long-term enhancements. Not surprisingly, the three unanimous reactions 
favored: 1) the need for an environment to support and extend the human expert 
analogical reasoning process; 2) the need to structure domain-related knowledge in 
a 3-dimensional format that supports traversal across various functional 
characteristics and down various levels of granularity (progressive deepening); 3) 
the need to  capture "lessons learned" and incorporate this knowledge in a 
manageable automated "Corporate Memory" structure, that could be called on to 
produce advice when a set of similar conditions are detected in real-time. I t  should 
also be noted that with the exception of the executive assistant concept arrived at in 
session # 2 ,  and the need for a separate AKB and PMKB from session #3, no other 
comments were unique to only one session. In fact, each session generated an 
average of about seven comments that were either actually incorporated in the 
prototype, or were entered as planned enhancements for either Version I or other 
long-term developments 
4.2) lnsiqhts for an EPMS Generator 
At the beginning of the EPMS prototype effort the investigators formulated 1 1 
questions to  be researched as stated in technical objectives of this report. The 
purpose of this section is to delineate the 1 1 research questions (see Table 5) and to 
discuss the answers arrived at during the course of the study. The first three 
answers indicate that there is a strong-felt need for analogical support; maintaining 
that support should not require much time or effort of the project team members, a 
dedicated assistant should be responsible for interfacin to EPMS (it may not be his 
?I only responsibility). The next two answers repeat t e fact that there are an 
inumerable number of PM subsystems possible, most of which should be relegated 
to the longer term development period or to user development activity. 
In terms of the Physical Model, answers to questions 6 through 8 were explored 
in describing the design of the Control Panel and sample user sessions and are 
summarized in Table 5, primarily in terms of utilities and packages needed to effect 
the desired results. These are not final answers but rather may be viewed as good 
starting points for future refinement. The answer to question 9 extends the scope 
of the utilities needed for effective user interrelation with EPMS. Finally the answer 
to question 10 points toward utility packages that help EPMS achieve flexibility and 
generality. 
The very last question deals with what machine, environment and language to 
develop EPMS in. This is the same question numerous software vendors have yet to 
find the optimal answer to. The only solution seems to be to develop the product 
generically as possible on one machine and then gradually port i t  to other machines 
as time and funds permit. 
5.0) Next Steps 
Given the work done to date, the lessons learned, (partial) answers to the 
research questions, and the user interests and attitudes, a number of next steps are 
immediately obvious. These include: 
1) Proceed With ARlEL Subsystem -- The ARlEL Subsystem should be flushed out 
as soon as possible and as originally designed and conceived. No user reactions 
indicated any concerns about ARIEL's design or heuristics. On the contrary, users 
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want lots of simple heuristics, progressive deepening, typology and level 
selection, etc. 
2) Flush Out Manual and lnterroqator Mode Utilities -- These utilities have been 
defined and should now be built to permit users to both inspect all aspects of 
ARIEL reasoning chains and to permit advanced users to manually reason by 
analogy on the KB elements. 
3) Develop Customizinq Utilities -- Re uirements for generality and flexibility can 9 be satisfied with the development o numerous, relatively small utilities. Each 
utility can perform a single adaptation function (e.g., support individual analog 
feature generation tasks) that permits EPMS to be molded to the user's specific 
PM subsystem needs. 
4) Select Field Test Site(s1-- Until users begin to actually try and apply EPMS to 
their site and to use it on a re ular basis, there will be no way to accurately P evaluate i t s  man machine inter ace. For that purpose, one or more test sites 
should be selected as soon as possible and EPMS should be installed and adapted 
to  their problem(s). It is most desirable to select a test site that either already has 
an existing stand alone PM subsystem or that does not want a very strong PM 
subsystem capability. These sites would provide useful MMI insights with a 
minimum of tangential PM subsystem development activity. A longer term goal 
will be to select sites with needs for greater PM subsystem help so as to focus in 
more clearly on what the customizing utilities and kernel elementsshould entail. 
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Abstract 
The proposal selection process for the Hubble Space Telescope is assisted by a robust and 
easy to  use query program (TACOS). The system parses an "English subset" language 
sentence regardless of the order of the keyword phrases, allowing the user a greater flexibility 
than a standard command query language. Capabilities for macro and procedure definition 
are also integrated. The system was designed for flexibility in both use and maintenance. 
In addition, TACOS can be applied to any knowledge domain that can be expressed in 
terms of a single relation. The system was implemented mostly in Common LISP. The 
TACOS design is described in detail in this paper, with particular attention given to  the 
implementation methods of sentence processing. 
'Sta!? Member of the Space Telescope Science Institute 
'Operated by the Association of Universities for Research in Astronomy for the National Aeronautics and 
Space Administration 
Introduction 
The Hubble Space Telescope (HST) will be launched aboard a space shuttle into low Earth 
orbit where it will function as a remotely controlled observatory for the next 15 years. 
Astronomers wishing to  use HST submit observing proposals to the Space Telescope Science 
Institute (STScI). Due to the unprecedented capabilities of HST, a high oversubscription 
rate is anticipated; 1000-2000 proposals will be submitted each year, while only about 
200-300 can be granted observing time. The evaluation of proposals will be accomplished 
via a peer-review process: An external scientific review committee (the Time Allocation 
Committee or TAC) advises the Director of the STScI in the selection of the HST observing 
program (11. Although the scientific merit of a proposal is of prime importance, the selection 
process must take into account various limited resources such as unocculted viewing time, 
power, and communications links. 
Due to  the complexity and size of the proposal selection process, it was clear that  software 
support was essential to  assist in tracking proposal evaluation criteria. The Time Alloca- 
tion Committee Operations Support (TACOS) system was developed to meet the following 
requirements: 
Flexibility: Although the basic procedures of the selection process are fixed, several 
detailed aspects are either uncertain or subject to change. Additionally, it was rec- 
ognized that the first round of proposal selection would undoubtedly lead to  several 
adjustment to the selection procedures. Therefore a prime consideration in the design 
of TACOS was to  create a very flexible system in terms of the input data, query 
language and presentation of the output. 
Natural language interface: As the TAC members can devote little time for training in 
the use of the system, an  easy to learn interface that allowed queries to be expressed 
in an English-like form was desirable. Tolerance to input errors and on-line help was 
also important. Available database query languages had complex and rigid syntax 
which require a significant amount of formal user training. 
Several features of TACOS are worthy of note: 
Use of a bottom-up, shift reduce parser, rather than the more popular Augmented 
Transition Network (ATN). In the adopted approach, the grammar is maintained as 
data to the parser, whereas the grammar is embodied in the code of an ATN. 
Flexibility was not only incorporated into reporting, but al'so into the maintenance of 
the the system itself. Easy access to  the initialization files allow the following to  be 
modified if needed: 
- The TACOS database values and fields may be modified slightly or replaced 
completely, as long as the database has been generated in the proper input 
format. In fact, the database can be replaced by a new data and fields related to 
a completely different subject, which allows TACOS to  be utilized in an unlimited 
number of domains. 
- Changes to any of the field names or the security level of a field made be made 
within one initialization file. 
- Keywords may be added, deleted, or renamed by making the proper changes to 
the lexicon initialization file. 
- Grammar rules may be added, deleted, or modified by making the proper changes 
to the grammar initialization file. 
- All keywords and phrases may be customized via macro definitions to  accomodate 
the user's needs by either a initialization file or interactively by using the 'define" 
phrase. The customization feature includes defining procedures, in which a series 
of commands may be executed with one predefined macro. 
The system wee implemented in VAXLISP, a version of the popular Common LISP. 
Source code of the system may easily be ported to other hardware with little modifi- 
cation. 
The first section of this paper provides an overview to the TACOS system. Sections 3-6 con- 
tain the details on the system design, featuring an in-depth look a t  the major components. 
The last section gives the conclusions of the paper. 
2 Overview 
The TACOS database consists of the a11 proposals being considered for selection. For 
each proposal, the database contains information relevant to selection such as Proposal ID, 
Principal Investigator information, total exposure time, dark time, etc. Each field can have 
three possible values: 
original  - value input to TACOS; the original value is maintained to  allow comparison 
to  the limited value. 
corrected - In the event that an original value is in error, a TACOS user can fill the 
corrected slot. 
l imi ted - The selection process may allow a proposal more or less of some quantity 
than was requested. This is kept in the limited slot. 
The TACOS system will run interactively during the selection meetings (several sessions 
should be meeting simultaneously). Committee members have copies of each proposal and 
summary reports on criteria essential for selection, e.g. viewing time, number of targets, 
etc. During the deliberation process, the committee produces a ranked list of proposals and 
may also set limitations on resources used by a proposal. The TACOS system keeps track 
of these resources and produces a variety of repors from this information. A few examples 
will illustrate several features of TACOS. 
de f ine  procedure "ad jus t  l i m i t s n  a s  
define "scale" a6 
wlimited primary time / original primary time" 
define "resourceen as 
"parallel time to scale*parallel time, 
parallel time used to scale*parallel time used. 
parallel time made to rcale*parallel time made, 
time on target to rcale*time on target, 
data volume to rcale*data volume, 
number of uplinks to rcale*number of uplinks, 
scheduling difficulty to scale*scheduling difficultytt 
limit resources 
end procedure 
Simply inputting the phrase =adjust limits" implements the procedure and sets the new 
limits. 
To provide immediate feedback to the members of the meetings, requests can be made to 
display or print relevant data on the proposals. For example: 
Taco0 display resources with primary time greater than 20 
can't> 
Tacos> output re6ources with primary time greater than 20 using nprinter" 
can't> 
The ability to sort all proposals on field values is especially useful1 when reviewers require 
a limit to be placed on a particular resource. 
Tacos> dieplay re6ources by largest primary time for all proposals 
con't> 
Due to the limited availability of HST resources, the committee may recommend the alloca- 
tion of resources by a panel grade. If resources are allocated on this basis, committee would 
need to view all proposals in order of highest to lowest recommendation. They would also 
require a cumulative total of resource allocation to be shown according to the rank order, 
to allow them to determine when all resources have been allocated. 
Tacos> display cumulative primary time by panel rank 
con 't> 
TACOS is written mostly in VAX LISP, with some support routines written in VAX/VMS 
Digital Command Language (DCL), and editing and display capabilities provided using 
VAX/VMS Text Processing Utility (TPU). 
3 Design 
This section describes the high level design of the TACOS system. Figure 1 shows the 
architecture of the system. 
The underlying structure of the TACOS database is rather complex, featuring a objset, a 
set of objects. Each objset contains a sorted list of the elements it contains and a hash 
table mapping the name of an element to  the element itself. Each element is a hash table 
mapping field names to  flelds. These flelds are actually property lists that  maintain three 
values: original, corrected and limited. A special sort of the objset is maintained and is 
known as the marter ret. 
Each sentence is processed in the following way. First, read-input reads the sentence from 
the terminal (or some other source.) Read-input reads until it reaches a blank line; it 
then concatenates the lines i t  has read into a stripg and hands this t o  scan. Scan then 
converts this string into a list of tokens: each token a t  this point is either a LISP atom, 
a number, a string, or a LISP list composed of numbers and/or strings. This token list is 
then checked for macros by expand. If any macros are present, then they are expanded 
in line. Finally, each token in the token list is classified by the classify module. Classify 
replaces each token with a simple parse tree. 
Next, the expanded and classified token list is passed to the parser, where the list of trees 
is parsed into a parse tree. This tree is then in turn converted into a function which uses a 
restricted subset of LISP by the codegen module. 
This function is then paseed to the backend module. The first thing the backend does is to 
apply the function, via the codeevd module, to the context data structure, changing one 
or more fields of the context structure. The context structure is used for communication 
between frontend of TACOS and the backend. After various fields in the context structure 
have been set, the backend module examines the structure and uses the 'hformation in it 
to do what the user requested with his original command. 
The context structure contains many fields; below is a list of the more important ones: 
The verb indicator which indicates what verb was used. 
The consider set, a set of proposals. 
The change set, a set of change values. A change value describes how some field of a 
proposal should be changed, as determined by the proposal selection committee. 
The display set, a set of values to display. Display values are structures that  describe 
a value to  display; they have these fields: 
- a tag to  be used as a column heading; 
- a column width; 
- a display function which indicates what value to display, (This function is a LISP 
data structure which is actually a function of a proposal); 
- a statistical function, which indicates how to display the value - (e.g., 'total" or 
'average"). 
read-inpu t T 
macros 1 
Figure 1: TACOS Syatam 
. The order set, which indicates how to sort the list of proposals. Each order value is a 
structure with these fields: 
- an order function which is just like the display function above, but is used dif- 
ferently; and 
- an indicator which indicates ascending or descending order, with default as de- 
scending. 
The define-set, which always contains a single pair of strings or is empty. 
Other slots in the context structure are used internally, or for communicating specialized 
pieces of information to  the backend module: for instance, there is a special slot for telling 
the backend module what procedure to call when the verb is call-procedure. 
Most slots in the context structure are static; if codeevaling a sentence doesn't change 
a slot, then the old value remains. TACOS will use these slot values aa default values in 
the event that any of the set fields previously described are not specified in a single input 
eentence. 
After the readinput- ...- codeeval cycle is complete, most of the hard work is over. The 
set of proposals to operate on and other sets (such as sets of fields to display) have all been 
determined a t  this point. Backend now executes the sentence; this is nothing more than 
running the verb through a big case statement (actually a cond clause) and executing the 
appropriate procedure. Most of these procedures are, if not trivial, at least straightforward. 
Backend recognizes the following verbs: 
display - create a tabular display. 
edit - write the values to be modified into a table, invoke an editor so they can be 
changed, and then read the table back in. 
change, limit, correct - give a new set of values to some fields. The new values 
should be specified in the sentence, e.g., 'change requested primary time to 3 hoursn. 
Change changes the original value of a field; limit changes the limited value; and 
correct changes the corrected value of a field. 
define - define a macro. 
create partition - write a table representing a set of proposals (more generally, a set 
of objects) into a file. 
load partition - reads in a set of proposals from a given file. Appropriate error messages 
will be displayed if the set is disjointed from the current set of proposals, to prevent 
the database structure from being corrupted. 
define procedure, end procedure - these commands delimit a procedure definition. 
call procedure - call a predefined procedure 
help - call a help utility. 
hint - give a hint about the last error message. 
output, output using format - these are used to output scalar values (like 'total dark- 
time"). The "using format" qualifier is meant to be used only in predefined procedures 
and is for formatted output. 
exit - quit the system. 
4 Sentence Understanding - the TACOS Frontend 
This section describes in detail the modules that comprise the TACOS frontend - i.c., the 
part of TACOS dedicated to mapping the sentence typed in by the user into a LISP function 
that modifies the context structure. The cycle is as follows: 
1. the read-input function reads a stream of characters from the terminal and produces 
a string; 
2. the rcan function turns that string into a list of tokens, terminated with a special 
end-of-sentence marker; 
3. the expand function expands macros in that list; 
4. the classify function maps these tokens to a list of parse trees; 
5. the parae function parses this input, producing one parse tree for the non-terminal 
symbol "sentence"; 
6. the codegen function transforms this parse tree into a LISP function 
Read-input is responsible for reading a sentence from some input stream. Any lead- 
ing blank lines are ignored, and s trailing blank line indicates the end of sentence input. 
The module operates in two modes, interactive and non-interactive. In interactive mode, 
a prompt is printed before each line is read: a primary prompt for the first line, and a 
secondary prompt for each line thereafter. In the example input sentence -that wlts demon- 
strated in Section 2, the default prompts were shown, where 'Tacos>" was the primary 
prompt, with “can't>" being displayed for each line of sentence thereafter. 
A blank line was selected over the more commonly used period for the purpose of terminating 
input due mostly to our own experiences with natural language processors - it took quite a 
while for many people to get used to ending each sentence with a period. 
4.2 Scan 
The rcan module performs lexical analysis of a string, returning a l i t  of tokens. The tokens 
are either symbols, strings (corresponding to quoted strings in the input), numbers of some 
standard type, or lists of numbers and/or strings. Scan issues warnings about ill-formed 
input (non-terminated quoted strings, non-terminated lists, illegal characters) but will never 
abort with an error. 
Lexical analysis was done using a pseudereadtable implemented with a hash table. This 
method was selected over a customized LISP readtable for two reasons; a pseudereadtable 
has demonstrated a faster execution time and a customized LISP readtable is prone to 
changing output in generally unpredictable ways when modified. 
All of the macro functions used by the reader are implemented a t  the user level. This WM 
necessary for a variety of specific reasons, d l  of which are a manifestation of the problem 
t h a t  the standard LISP read function is not robust, and it was easy to draw read into a 
LISP error. As an example, if a control character is encountered when reading a symbol 
name, then LISP will signal an error. This is one of the reasons that we needed to map all 
alphabetic characters to  a symbol-parsing routine. 
4.3 Expand 
Expand performs macro expansion on a list of tokens, in which any macros are immediately 
expanded in line. Implementation of this module is a different problem from parsing for 
one big reason: a bottom-up parser takes the shortest production it can, and the macro 
expander takes the longest. Cycles are avoided in this way: when defining X as Y, actually 
define X as ezpand(Y). (Then when you perform the macro expansion by replacing X with 
ezpand(Y), there is no need to also expand the replacement string, ezpand(Y), since it has 
already been expanded. In other words, macros are always defined relative to previous 
macro definitions.) 
The expand module uses a list' of macro structures to do its work. Each macro contains 
two parts: 
r The target, This is a list of tokens - when this list is encountered in the token list, 
then it can be superseded by the replacement. 
The replacement. This is another list of tokens, possibly empty. 
Expand starts a t  the beginning of the token list, and begins matching targets to it, starting 
with the longest ones. When it finds a match, then the part of the sentence corresponding 
to the target is atripped off and superseded with the replacement, which is a parse tree, and 
expand continues expanding the remainder of the token list. If no match is found, then 
expand continues by trying to match macros that start at  the second token, then the third, 
etc. and so on. 
Expand works in time O(n)O(m) where n is the length of the sentence and m is the number 
of macros. There are more efficient methods to do this expansion, but they call for more 
complex ways of programming. The method implemented is more than sufficient for the 
macros we were concerned with expanding, since the problem is similar to regular expression 
matching. 
4.4 Classify 
Classify manipulates a list of tokens by mapping them to a list of simple parse trees. 
Clasetfy issues a warning for each unknown symbol. If there are any unknown symbols in 
the sentence, then it aborts with an error message after the entire sentence is classified. 
Normally, this classification process is carried out by a tokenizer, which also performs lexical 
analysis duties. The reasons for splitting classify off into a different module are: 
e It makes the scan function more generally useful. It is used, for instance, in the table 
reader. 
a It makes the expand function both generally useful (although not, as yet, generally 
used) and easier to write. 
For implementation reasons, it's nice for the parser to deal with nothing except parse trees. 
Thus, classify outputs a list of 'primitive" parse trees - trees without any subtrees. The 
'type" field of the generated tree indicates the part-of-speech/token-type of each token, and 
the 'munger" field is a function that, when evaluated by codegen, will generate LISP code 
for the tree (see Section 4.6 for details.) These are obtained via lookup in the lexicon. 
The lexicon is a hash table that maps symbols to the part-of-speech of that symbol, and 
parts-of-speech to the function needed by codegen. 
4.5 Parse 
Parre takes M input a list of 'primitive parse trees" and outputs a single parse tree. The 
parser is data-driven, controlled by a aet of grammar rules read in from a file. 
The parser module is a bottom-up, shift-reduce parser; the end product of this method 
of parsing is a stack of parse trees. Each tree represents some recognized grammatical 
constituent (perhaps only a token.) The parse is deemed succesful if and only if the stack, 
after parsing is complete, contains a single parse tree representing a sentence constituent 
(sentence is thus hard-wired in as the distinguished aymbol of the grammar.) If the parse is 
not successful, an error message is generated which ia basically a dump of the parse stack; 
for example, 
Error: I don't undorrtand the rentanco: i f  <cornpariron-lint> then <sentence> 
The heuristics for generating hinta are described below. 
The most usual way of parsing natural language is with an ATN parser - t.e., topdown 
with backup. For several reasons, have departed from this conventional wisdom and used a 
bottom-up parser without backup. 
First, there t a maintainability issue. ATN grammars are programs, not data, and as 
programs they are leas readable than most. Also, the ATN representation for a grammar 
doesn't look anything like the BNF for it, which is what most competent grammar-designers 
would think in. Writing ATN grammars requires an intimate understanding of how ATNs 
work, which is not a common piece of knowledge to have. In contrast, a shift-reduce parser 
runs off reasonably comprehensible data. 
Second, there is an efficiency issue. An ATN interpreter is essentially a branch-and-bound 
search program, looking for possible parses. This can get expensive when you have certain 
types of conjunctions. It gives one some extra power and flexibility, but a t  a cost. 
Finally, topdown parsing with backup gives, a t  lesst in our experience, no useful informa- 
tion when a parse fails about why it failed or how to fix the problem. In our opinion, this 
is a grievous shortcoming. The stack resulting from a bottom-up parse contains a great 
deal of information about the sentence and why it didn't parse. Although not all of the 
information provided is used, this fact did influence the decision on which technique to 
implement. 
Bottom-up parsing is a poor technique to integrate with backup and search. To compensate 
for the lack of backup, two techniques are used. First, any grammar rule can look ahead 
an arbitrary distance into the input stream. Second, the code generated for a parse tree 
can depend on the context in which it appears. For instance, the parse tree for a field may 
generate the name of the field in one context, and a function to access the field in another 
context. 
This brings us to another decision: the close integration of the parser with the codegen 
module. Every grammar rule contains an associated function that will produce LISP code 
that corresponds to the parse tree that was input for that rule. Attaching this semantic 
,information to the grammar has obvious advantage; it eliminates the necessity for a file 
parallel to the grammar file that would be used by the code generator. 
The following heuristics are used to provide hints after an unsuccessful parse: 
First, the parser looks a t  the first token in the token list. If this is a verb or the 
keyword that marks a major clause, then a summary of the syntax for that clause is 
given. 
If this fails, then a list of allowable clauses, with a brief description of each, is given. 
A special free list is kept of parse tree structures, rather than relying on the LISP garbage 
collection routines, thus increasing the speed of the parser by a large factor. The code for 
the parser itself is perhaps a little opaque; the subroutine structure was carefully chosen for 
efficiency rather than for simplicity. 
Some future enhancements to make the parser module more effective would include: 
Some consistency checks on the grammar - at  least enough to catch spelling mistakes, 
etc. 
Although this parser handles short sentences effectively, it probably would be much 
less effective on a program-sized parsing problem. To increase performance might 
require some sort of indexing scheme; for instance, using a modified digital search 
tree a t  a single level might increase parsing speed dramatically. 
Eventually replace the parser module with a LR(k) (right parser works deterrninis- 
tically, if allowed to look k input symbols ahead at  each step) parser-generator like 
YACC. These types of parsers operate in strictly linear speed. 
4.6 Codegen 
Codegen takes as input a single parse tree, and generates a LISP structure that corresponds 
to that tree. 
The munger functions used by codegen are modeled after YACC actions. The same special 
variables $1, $2, ... are used to represent the code generated by the first, second, ... subtrees 
of the tree being generated. In addition, these variables have been added: 
*I, *2, ... represent the first, second, ... subtrees themselves. 
*tree is the tree being codegenned. 
Ssubtrees is a list containing $1, $2, ... 
*rubtrees is a list containing *1, *2, ... 
*env is the environment (see below). 
*]en is the number of subtrees. 
All of these are used somewhere in the TACOS grammar. The YACC pseudo-variable '$$" 
isn't needed - LISP conventions for returned values are used instead. 
The code generation process may be best explained with an example. Consider this grammar 
rule: 
(expr --> expr '+ addend 
YIELDING ' ( +  ,$1 ,$2)) 
When this production is used, a parse tree T is produced; attached to Twill be a pointer 
to a function somewhat like this: 
(lambda (*subtree8 *env *tree) 
(let (($1 <code generated for f irst subtree>) 
($2 ... 1) 
' (+  '$1 .$2))) 
When (codegen T )  is called, this function will be called with the appropriate parameters. 
To find valuea for $ 1  and $2, as required by the let  special form, codegen is essentially 
called recursively (actually, a lower-level routine is called.) The body of the let  statement 
is then executed, producing LISP code to evaluate the expr. 
Code generation is thus done topdown. This is necessary for the following important 
reason. Often, the meaning of a non-terminal symbol (e.g., the code that must be produced 
for it) depends on the context on which the symbol appears. To take an example from the 
TACOS grammar, 
<set-list> and <8et-list> 
is normally interpreted as a union of two sets. However, in this sentence 
a l l  proposals i n  < e a t - l i s t )  and < s e t - l i s t >  
the conjunction must be interpreted as an intereection. 
The parser usually has no way of knowing, when it parses 
<mat-limt> and <met- l is t> 
what context the conjunction will eventually appear in. Sensitivity to context is then left 
up to the codegen module. Codegen routines can determine what context they are used 
in by checking the environment for signals passed by some higher-level function. 
The environment is implemented an an association list. A routine can pass a signal to the 
n-th subtree with the rend macro; instead of using $n, it uses the macro call (send On 
'rignal). The signal can be received by the called function with the macro (receive), which 
always returns the most recent signal left for that function. 
6 The Context Structure 
The context structure, is a special structure that contains the 'content" of a sentence. The 
context structure can be thought of as a frame representing a sentence. The slots in the 
frame are populated by evaluating the function that is created by the codegen module. 
Part of what the context structure contains are a set of default values for what set of objects 
to operate on, what functions to display, and so on. These values are permanent; they are 
not changed unless they are explicitly overwritten by a command. Permanent context values 
include: 
The consider set, the last of proposals (more generally, objects) specified. 
The diuplay set, which describes the columns to display in a table. 
The change set, which describes a list of fields to modify. 
o The order set, which describes a list of functions to order by. 
The last repeatable verb used in a sentence. A TACOS command need not contain a 
- verb; it may instead specify a new set of proposals, for instance. In this case, the last 
repeatable verb is used to complete the ellipsis. Repeatable verbs are display, edit ,  
and output .  
Other slots of the context structure hold temporary values. The values are like permanent 
values, but the grammar requires that a command populate them before they are used. 
They are in context not to ensure that they are preserved from one command to another, 
but as a convenience; the context structure is the only mechanism for communication with 
the backend module. 
These communication slots are: 
The partition slot, which holds the file name of a partition to load or create. 
The called-procedureslot, which holds the number of the procedure to call. 
The define set, a set of values to define, or to retrieve the definitions of. Currently, the 
grammar only allows you to put a single value in this set, but software does support 
processing a list of define values. 
Another type of slot is the temporary slot. Temporary slots need not be populated by the 
grammar, but ate not permanent because the last value specified is not likely to be re-used. 
Temporary slots are reset to a default value before the function produced by codegen is 
evaluated. Temporary slots include: 
The verb indicator, which defaults to the last repeatable verb. 
The display command, a VMS command to display a table. This defaults to a com- 
mand that invokes the TACOS examiner, which allows a user to view fields they have 
specified in a full screen format. 
The field selector, which defaults to nil (indicating to prompt the user for a value.) 
This determines what selector value of fields will be changed in an edit command. 
The format string, which indicates the format of an output statement. Its default 
value is nil, which means to use a default output reporting format. 
A final type of slot in the context structure is the internal slot. Internal slots are used 
mostly for procedure definition and conditional execution. 
Each of these types of slot is, of course, treated differently by the software. Together, 
the slots completely describe a sentence, and provide a clean and well-organized interface 
between the TACOS frontend and the TACOS backend. 
6 Command Execution - the TACOS Backend 
This section describes the backend of the TACOS on-line system. The backend takes as 
input a function produced by codegen, and then uses that function to modify the context 
structure. It then looks up, from the verb indicator in the context structure, what low- 
level routine to use to execute the user's command. Finally, that routine is executed, and 
backend returns. 
The value that is returned by backend is one of: 
't, to indicate normal execution 
'exit to indicate that an exit verb waa processed and that the session should terrni- 
nate. 
Backend  does a considerable amount of consistency checking of the context structure. If 
a check fails, then backend  throws an appropriate error message. 
Backend  uses a number of other modules to do its work. Some of these modules are quite 
complex in their own right. These modules are: 
Codeeval,  which evaluates the code produced by codegen and thus makes the neces- 
sary changes in the context structure. 
The d a t a b a s e  module, which handles access of the TACOS database. 
The r e a d e r  and fo rmat te r ,  which handle input of tables and output of tables, re- 
spectively. 
a The p rocedure r  module, which handles storage and retrieval of predefined proce- 
dures. 
The logging module, which maintains a log of changes to  the database. 
The fleld-prot module, which provides some security to  the database in the sense 
that i t  restricts write access to  parts of certain fields. 
The r y s t e m  module, which makes calls on the operating system. 
a The TACOS examiner (a full screen viewing facility) and the TACOS editor (provides 
full screen editing capabilities). 
7 Conclusion 
The TACOS system has been throughly exercised in a series of mock TAC meetings and the 
response from the users has been very favorable. The power and flexibility of the queries 
was demonstrated during these trials. Another feature that drew favorable comments from 
the users was the ability to customize the dialect via macros and predefined definitions. Up 
to six simultaneous TACOS systems were run during the trials on a VAX 8600, along with 
other STScI users. Performance was acceptable. Increased speed for initializing the system 
was obtained by increasing the priority of the TACOS process, yet this did not significantly 
degrade performance for non-TACOS users. We are planning to move the initialization 
procedures into a suspended version of the TACOS system, which will insure even greater 
time savings. 
We have described how the TACOS system supports the HST proposal selection process in 
several ways: 
a A flexible, easy-to-use, English-like command language 
A reliable on-line help facility 
A flexible grammar with free formatting of sentence input 
A quick and helpful diagnosis of erroneous input 
The design of TACOS includes several innovative technologies which are useful in the cre- 
ation of a natural command language, including: 
Using a bottom-up, shift reduce parser for sentence understanding. 
Modular development of functions to allow maintenance of all grammar rules, macro 
definitions, database field security, and keyword phrases to be made with requiring 
recornpilation. 
Implementation of the system in a highly portable language. 
The result of our efforts is a easy-to use, extensible command language system that is 
applicable to many other problems. 
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ABSTRACT 
In many planning and scheduling environments, it is 
desirable to be able to view and manipulate plans at 
different levels of abstraction, allowing users the option 
of viewing and manipulating either a very detailed 
representation of the plan or a high-level more abstract 
version of the plan. Generating a detailed plan from a 
more abstract plan requires domain-specific 
planning/scheduling knowledge; the reverse process of 
* generating a high-level plan from a detailed plan (Reverse 
Plan Maintenance, or RPM) requires having the system 
*lrememberw the actions it took based on its 
domain-specific knowledge and its reasons for taking those 
actions. 
This paper describes this reverse plan maintenance 
process as implemented in a specific planning and 
scheduling tool, The Mission Operations Planning Assistant 
(MOPA), as well as the applications of RPM to other 
planning and scheduling problems, emphasizing the 
knowledge that is needed to maintain the correspondence 
between the different hierarchical planning levels. 
PROBLEM 
In many planning and scheduling environments for 
space applications (e.g., scheduling instrument operations 
on board a satellite, Space Station Payload Scheduling, 
etc.) a daily schedule may consist of a complicated 
mixture of hundreds/thousands of payload activities and 
operations activities. It is difficult to detect any high 
level organization or overall plan from this detailed 
schedule. These complicated schedules, however, are 
usually generated from higher level plans, which are 
valuable to the mission planners since they make it 
possible to get a more abstract view of the mission 
objectives and instrument operations for the day. 
If schedules remained static, there would be no 
problem; mission planners have access to both high level 
plans and detailed schedules. Unfortunately, this is 
often not the case: schedules change due to changing 
mission objectives, instrument failures, and targets of 
opportunity (a sun-observing instrument might want to 
reposition itself to observe a solar flare, for instance). 
It is often much simpler to make these changes at the 
detailed schedule level instead of making the changes to 
the higher level plan (re-generating the detailed schedule 
might take hours or days). This obviously causes a 
difference in the two representations, invalidating the 
more abstract plan. This, then, is the purpose of Reverse 
Plan Maintenance: to rectify the difference between the 
high level plan and the detailed schedule so that the high 
level plan flagreesM with the modified detailed schedule. 
Benefits - of Reverse Plan Maintenance 
The benefits of RPM in a planning and scheduling 
application are: 
1. A reduction of scheduling mishaps due to discrepancies 
in plan representations. 
2. Immediate feedback on the high-level impacts of making 
changes to a schedule at a very detailed level. 
3. Makes ttwhat-ifw scheduling practical, since the entire 
schedule does not need to be regenerated. 
4 .  Saves computer time and manpower since entire 
schedules do not need to be regenerated. 
An Appropriate Environment for RPM 
- -- 
Reverse Plan Maintenance is not a "necessityu in many 
planning problems. For instance, if it is only necessary 
to make changes to a plan at the more abstract planning 
level and if the detailed schedule generation process is 
simple, then there is no reason to support RPM. The 
following criteria are useful in deciding if Reverse Plan 
Maintenance is appropriate for a specific planning and 
scheduling problem: 
1. A high level (condensed) representation of a plan is 
desirable and possible, due to some organization 
(patterns) in the resulting detailed schedule. 
2. The detailed schedule resulting from the expansion of 
the plan is "too complicated," i.e., it is difficult 
to perceive any organization or overall strategy in 
the schedule (for instance, it may contain hundreds or 
thousands of activities, some of which interact with 
each other). 
3. It is desirable to make changes to the more detailed 
schedule. 
4 .  It is desirable to view the modified schedule in its 
condensed version so that it can be quickly 
assimilated by a human planner. 
The following pages describe a specific application (for 
mission planning on the Upper Atmospheric Research 
Satellite, UARS) where Reverse Plan Maintenance is 
beneficial and has been implemented. 
AN EXAMPLE APPLICATION: MOPA 
-
8 
Upper Atmospheric Research Satellite Background 
The Mission Operations Planning Assistant (MOPA) is a 
knowledge-based system developed by Ford Aerospace for 
NASA Goddard Space Flight Center to support mission 
planning for the Upper Atmospheric Research Satellite 
(UARS), a multi-instrument orbiting observatory scheduled 
to be launched by the Space Shuttle in 1991. UARS will 
provide experimenters at remote locations with data on the 
temperature, composition, and dynamics of the earth's 
upper atmosphere. 
Mission planning for a satellite such as UARS is a 
complex process since the activities of the ten 
instruments on board must be defined and coordinated with 
the actions of the satellite (for instance, most 
instruments must be put into a safe state whenever the 
satellite is firing its thrusters.) Additionally, there 
are "cooperative constraints" between instruments (for 
instance, two scientists may want to cooperate on an 
experiment which requires that each has his instrument in 
a certain mode at the same time) and operational 
constraints that if violated could cause damage to an 
instrument (for instance, aiming a solar/stellar 
instrument at the sun while it is in one of its star 
viewing modes). 
If the scientists in charge of the instruments on 
board UARS were all located at Goddard Space Flight 
Center, these problems could be worked out in daily 
meetings, as is often currently done for other missions. 
Since the instrument scientists are located throughout the 
country, however, this was not feasible, and a more 
automated approach, i.e., MOPA was taken. An additional 
motivation for this automated planning approach is that it 
is applicable to other situations where it is not feasible 
for the payload scientists to have daily planning 
meetings, e.g., Space Station. 
UARS Mission Planning 
The first planning step that the Mission Planning 
Group (MPG) must do is to create a Daily Science Plan, 
which is a description of UARS instrument functions to be 
performed during a day's operation. The DSP is created 
using the Long Term Science Plan (which is developed by 
the instrument scientists) as a guideline. After the 
creation of the "first cutu DSP, the scientists are 
allowed to review and request modifications to the plan. 
The MPG acts as a coordinator and negotiator of plan 
modification requests which will arise due to variances in 
instrument performance, changing scientific objectives, 
and the occurrence of targets of opportunity. The MPG 
must coordinate with the scientists and with the flight 
operations team to ensure that the Daily Science Plan does 
not violate current instrument and spacecraft capabilities 
and constraints. 
After the DSP has been approved, the MPG develops 
detailed operating plans (known as Activity Plans) which 
are lists of activities for the UARS instruments and their 
corresponding times of execution. The activities 
themselves are predefined command sequences which 
configure an instrument to perform a certain operation. 
MOPA Planning Support 
MOPA supports the UARS planning process by providing 
a plan representation analogous to each level of planning 
in the MPG planning process, and facilities to manipulate 
these plans. In addition to these three types of plans, 
the other major data structures in MOPA are ACTIVITIES and 
EVENTS. The following paragraphs describe each of these 
structures. 
EVENTS in MOPA are anything that a scientist might 
want to use in order to trigger his instrument to enter a 
certain mode. The events may be satellite events (e.g., a 
yaw maneuver), orbital events (e.g., acquisition of sun), 
special observational events (e.g., a volcano), or 
pseudo-events such as a specific time or the beginning of 
a specific orbit. Figure 1 shows a part of a formatted 
EVENT file, which contains a list of events for a specific 
day. (EVENTS are represented and manipulated internally 
using schema, the data structure provided with the 
Automated Reasoning Tool (ART) by Inference Corporation. 
Generic Plans, Daily Science Plans, Activity Plans, and 
activities are also represented using ART schema. MOPA 
contains formatting programs to display these to the user 
in a more readable form. The internal representation used 
by MOPA is described later in the Knowledge Representation 
section. ) 
Start Time Name Duration Priority 
1:08 SLEW : 11 4 
1:22 SUN 00: 37 2 
1: 36 ORBIT-2 01:36 2 
1: 38 ASC-NODE 00 : 49 2 
1:53 TDRS-EAST 0 0 ~ 1 5  2 
1:59 NIGHT 01: 01 2 
Figure 1. Some Sample Events from an EVENT-FILE 
ACTIVITIES in MOPA define command sequences that can 
be executed by an instrument's microprocessor or other 
hardware in order to perform some arbitrary function. 
Both Activity Plans and Daily Science Plans consist of 
sequences of activities, but the activities in each are at 
different levels of abstraction: the DSP activities are 
Ncompound" activities that represent high level instrument 
operations in terms that the scientists themselves have 
defined; AP act.ivities are primitive activities that 
correspond to one instrument command. 
There are three types of plans in MOPA: Generic 
Plans (GP1s), which correspond roughly to the notion of a 
Long Term Science Plan, Daily Science Plans (DSP1s), and 
Activity Plans (APts). The planning process in MOPA 
begins with the Generic Plan, which is a high level 
event-driven specification of the ACTIVITIES that an 
instrument is to perform based on the specified EVENT. 
Figure 2 shows a part of a sample Generic Plan. The part 
shown is for the SUSIM (Solar Ultraviolet Spectral 
~rradiance Monitor) instrument. (A complete Generic Plan 
has a plan for each of the instruments on board.) The 
plans are generic in that they (1) Describe the operation 
of each instrument under a wide variety of circumstances, 
many of which may not occur on a given day, and (2) Are 
possibly appropriate for many days (or even months), so 
they can be nreused,v probably with some minor 
modifications, which are made via Reverse Plan 
Maintenance. 
SUSIM plan of operations: 
* On every YAW perform: 
1. SAFE-FOR-YAW 2 minutes before YAW until 
the end of YAW 
* On SUN occurrences 2 10 perform: 
1. 10A-SPEC-SCAN for 36 minutes 
* On SUN occurrences 4 12 perform: 
1. 1A-SPEC-SCAN for 36 minutes 
* On every SUN Perform: 
1. CONTINUOUS-MONITOR for 37 minutes 
* On every NIGHT Perform: 
1. ELECTRICAL CALIBRATION for 1 hour 35 minutes. 
Figure 2. A Generic Plan for the SUSIM Instrument 
The Generic Plan is used in conjunction with a daily 
EVENT schedule to create a Daily Science Plan for that 
day. Figure 3 shows part of a DSP. As previously 
mentioned, the activities in the DSP are actually 
ttcompound activitiestt in that they may represent many 
actual instrument commands. For instance, the 
RIA-SPEC-SCANu activity (1 angstrom spectral scan) might 
actually consist of opening a viewing door, adjusting the 
wavelength by rotating a filter wheel, and then closing a 
door at the end of the viewing period. The instrument 
scientists are allowed to group arbitrary combinations of 
activities together in this way and define the resulting 
ttcompoundN activity for use in Generic Plans (Actually, 
~compoundu activities can be parts of other compound 
activities, resulting in arbitrarily deep hierarchies of 
activities.) 
Start Time Instrument Name End Time 
19:20 SUSIM 10A-SPEC-SCAN 19: 56 
19:56 SOLSTICE SAFE-FOR-SLEW 20:06 
19 : 57 SUSIM ELECTRICAL-CALI* 20:58 
20:06 SOLSTICE STAR-OBSERVATION 20:22 
20: 22 SOLSTICE SAFE-FOR-SLEW 20:28 
Figure 3. Some Activities from a DSP 
An Activity Plan is created from a DSP using the 
compound activity definitions. Figure 4 shows some 
activities from an Activity Plan. The formats of the DSP 
and AP are identical, the difference is a conceptual one: 
the DSP contains wcompoundll activities; the AP contains 
only llprimitive" activities. 
Start Time Instrument Name End Time 
a 
19 : 57 SUSIM ELECTRICAL-CALI* 20:58 
20:06 SOLSTICE OPEN-APERTU-DOOR 20:07 
20:07 SOLSTICE ADJ-WAVE-LENGTH 20:21 
20:22 SOLSTICE CLOSE-APER-DOOR 20 : 23 
20:23 SOLSTICE SOLSTICE-WAIT 20:28 
Figure 4. Some Activities from an Activity Plan 
MOPA provides a menu driven interface which makes it 
easy for the user to retrieve and save Generic Plans, 
create DSP1s from a GP, and create AP1s from the DSP. 
Additionally, MOPA provides a graphical representation 
(activity time lines) of both DSP1s and APfs (Figure 5 
shows the graphical representation of a DSP). The 
activities in the time lines are mouse-sensitive, which 
allows the user to replace, add, and delete activities 
simply by clicking the mouse on the appropriate activity 
and choosing the appropriate operation. 
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Figure 5. Graphic Representation of a DSP 
KNOWLEDGE REPRESENTATION 
Before tackling the internals of Reverse Plan 
Maintenance, it is important to understand the internal 
representations of events, activities, and generic plans. 
This section focuses on the representation of these 
entities and how the knowledge is used for generating 
Daily Science Plans and Activity Plans. 
Events 
As previously mentioned, the process of planning and 
scheduling instrument activities is driven by the nature 
and time of occurrence of different events. For example, 
the period of time during an orbit that the Sun is visible 
(spacecraft day) is an event which triggers the 
sun-viewing activities of several instruments on the UARS. 
The event classes used in MOPA are represented in a 
classification hierarchy. At the root of this hierarchy 
is the definition of the generic event as shown in Figure 
6. The attributes of the generic event schema are 
inherited by the rest of the event classes. 
Generic Event schema 
(defschema event 
(name) 
( short-name) 
(has-activity) 
(priority) 
(start-time) 
(end-time) 
(duration) ) 
Figure 5 
The attributes name, short-name, riority, 
start-time, end-time, arduration are common f o  events 
and activities. The name and short-name attributes 
provide a printed representation of the event for use by 
the MOPA time line and textual displays. Values of these 
attributes may be string or symbolic types. The 
start-time, end-time, and duration attributes will contain 
the scheduled times (in numbers of seconds offset from the 
start of day) of the instances of the events. The . 
has-activity relation relates an event schema to the 
activities which are triggered by it. This link is used 
during the RPM process and its values are activity 
schemata. 
Activities 
Central to the design of MOPA is the representation 
of UARS instrument activities. Activities are represented 
in MOPA as collections of ART schemata. This section 
describes the details of the activity representation 
scheme. 
Basic Attributes-- All activity schemata have certain 
basic attributes associated with them. The generic 
activity schema is shown in Figure 7. The attributes 
name short-name, priority, start-time, end-time, and 
f 
duration have the same meaning as they do for events. 
There are several relations defined for activities that 
link them to other schema types. The activity-of relation 
provides a link between an activity and the instrument 
with which it is associated. The priority slot is used to 
resolve conflicts between activities that are scheduled to 
occur at the same time., The priority slot gets its value 
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from the event that triggered it. This has the effect of 
giving priority to activities that occur as a result of 
higher priority events. For example, a GP might specify 
for an instrument to respond to both a spacecraft yaw 
maneuver and the acquisition of sun. Since the instrument 
might be damaged if it does not put itself into a safe 
mode during the yaw maneuver, the YAW event has been 
assigned a higher priority than "acquisition of sunn and 
any activity triggered by the YAW event will have priority 
over any activity triggered by the "acquisition of sunn 
event. 
Generic Activity Schema 
(def schema activity 
(name) 
(short-name) 
(has-event) 
(activity-of) 
(priority 0) 
(start-time 0) 
(duration 0) 
(end-time 0) 
(has-constraint-violation) 
(has-sub-activity) 
(sub-activity-of) 
(fixed-duration) 
(has-pre-condition) 
(delta-time 0) 
(restriction)) 
Figure - 7
Key Slots for RPM-- The has-event relation relates an 
activity to the event instance that caused its selection 
and scheduling. The restriction attribute value is passed 
down from the Generic Plan entry that specified the 
activity. This value is the "event restrictiontt value 
(EVERY, NUMBERS, or TIME) from the DSP entry. The value 
of the restriction attribute is used during the RPM 
process to determine the wtriggering-event-specificationw 
(refer to the BNF in Figure 8) in the Generic Plan that 
caused the activity to be scheduled. The has-sub-activity 
relation links an activity to its detailed components; the 
sub-activity-of relation provides a link in the opposite 
direction. These links are used when doing RPM from the 
AP to the DSP. 
The delta-time attribute determines when an activity 
should start in relation to the event which triggered it. 
This value is a negative or positive integer specifying 
the number of seconds before or after the event start-time 
that the activity should begin. 
Activities also have several other slots; these are 
not described here since they are not important for the 
RPM process. 
Generic Plans 
The Generic Plan (GP) is an encoded description of 
the relationship between Events and planned instrument 
activities to occur based upon the Events (e.g.., during 
Spacecraft Night, Susim should perform Electrical 
Calibration). This event-driven specification of the 
daily operations of an instrument is encoded as an ART 
schemata. 
Figure 9 illustrates a sample plan schema for the 
Susim instrument. The plan-of relation links the 
instrument-plan to the instrument which executes the plan. 
The triggering-event slots determine the activity that 
Susim will perform when the specified event occurs. 
Triggering-event Syntax 
<triggering-event-specification> := 
triggering-event ( <event-name> 
<event-restriction> 
(<activity-specification>*) 
<event-restriction> := EVERY ( 
<number-specification> 1 
<time-specification> 
<number-specification> := (NUMBERS <numbers>+) 
<time-specification> := (TIME <time>+) 
<activity-specification> := 
( <activity-name> <attribute-value-pair>* 
[DURATION <duration-specification>] 
<attribute-value-pair> := <activity-attribute-name> 
<attribute-value> 
<duration-specification> := <time-specification> I 
EVENT I END-EVENT 
Figure 8 
For example, the "triggering-event (night-event . . . I t  entry 
is ihterpreted to mean "the Susim instrument should 
perform a SUSIM-ELECTRICAL-CALIBRATION activity at every 
occurrence of the spacecraft NIGHT-EVENT1*. The 
"triggering-event (sun-track (numbers 4 12)" means that on 
the fourth and twelfth occurrences of the SUN-TRACK event, 
Susim should perform the SUSIM-1A-SPECTRAL-SCAN activity. 
A Itnumbersu event-restriction entry overrides an "everyw 
event-restriction entry. If both of these types of 
event-restriction are present (as is the case in the Susim 
plan) the "everyw specification is interpreted to mean "on 
every event, except the occurrences specifically 
mentioned, perform ...". 
The triggering-event entry for SPACECRAFT-YAW-EVENT 
in the Susim plan illustrates attribute/value pairs which 
can be used to override the default activity slot values 
for the activities created during the DSP generation 
process. In this case the delta-time attribute of. the 
SUSIM-MAN-PREP activity is assigned the value -120 (i.e. 
2 minutes before). The duration is specified to be 
"end-eventn meaning the SUSIM-MAN-PREP activity should 
continue until the end of the SPACECRAFT-YAW-EVENT (a 
numeric duration could have been specified instead). 
Susim-Plan schema 
-
(defschema susim-plan 
(instance-of instrument-plan) 
(plan-of susim) 
(triggering-event 
(night-event every 
((susim-electrical-calibration)))) 
(triggering-event 
(sun-track every 
((susim-continuous-monitor)))) 
(triggering-event 
(sun-track (numbers 4 12) 
((susim-la-spectral-scan)))) 
(triggering-event 
(sun-track (numbers 2 10) 
((susim-lOa-spectral-scan)))) 
(triggering-event 
(spacecraft-yaw-event every 
((susim-man-prep delta-time -120 
duration end-event))))) 
Figure 9 
- 
REVERSE PLAN MAINTENANCE MOPA 
As previously mentioned, RPM allows the user to edit 
the graphic displays provided by MOPA at either the 
activity plan level or the DSP level and nreflectlf these 
changes back to the high level plan for the day, the 
generic plan. This plan can then be saved for later use. 
This saves the user from having.to edit the generic plan 
and regenerate both the DSP and the AP, allowing him to 
make small changes in a number of seconds and still have 
three consistent representations. 
Currently, the MOPA prototype supports RPM only for 
what we think is the most common type of modification a 
user ,will make to a plan: replacing one activity with 
another. Activity Replacement with RPM is supported for 
activities at both the DSP and AP levels. Other types of 
RPM1s such as activity deletions, additions, and 
modifications (such as increasing the duration of an 
activity) are not currently handled, but should be for an 
operational system. 
An - Example 
Figure 10 shows a part of a generic plan for the 
ACRIM instrument. According to the plan, ACRIM should be 
in MODE-3 for every SUN-TRACK event except for the tenth 
one; in this case it will be in MODE-7. 
(defschema acrim-plan " @ @  
... 
(triggering-event 
(sun-track every ((acrim-mode3 duration 8000)))) 
(triggering-event 
(sun-track (numbers 10) ((acrim-mode7 duration 8000)))) 
...) 
Figure 10. A Part of a plan for the ACRIM instrument. 
Suppose that the user has decided that he does not want 
ACRIM to be in MODE-3 during the second SUN-TRACK event; 
instead, he just wants to put the ACRIM instrument in a 
wait mode. To make this change, he simply brings up the 
graphic display of activities (either the DSP or AP), 
nclicksw the mouse on the ACRIM-MODE-3 that he wants to 
replace, and then "clicks" the mouse on the replacement 
activity, ACRIM-WAIT (a menu of possible replacement 
activities will appear when the user clicks on the 
@'replacen option). The MODE-3 activity will be replaced 
in the graphics display by a WAIT activity of the same 
duration. As part of the replacement operation, the 
current plan is modified as shown in Figure 11. 
(defschema acrim-plan 
11 It 
... 
(triggering-event 
(sun-track every ((acrim-mode3 duration 8000)))) 
(triggering-event 
(sun-track (numbers 10) ((acrim-mode7 duration 8000)))) 
(TRIGGERING-EVENT (SUN-TRACK (NUMBERS 2) 
((ACRIM-WAIT DURATION 1000))))) 
Figure 11. ACRIM plan after RPM. 
This plan says to do something special, i.e.., put ACRIM in 
the WAIT mode, on the second occurrence of SUN-TRACK 
(Changes made because of RPM are capitalized). If this 
plan is then saved, it can be used to precisely regenerate 
the current activities for the current day. Additionally, 
this might be an appropriate plan to use on other days. 
Special Knowledqe Needed for Reverse Translation 
-
In order to be able to modify the generic plan based 
on changes made at other levels, it is necessary to know 
what part of the generic plan caused the creation of an 
activity. For instance, if an activity such as 
ACRIM-WAIT-1 is replaced with ACRIM-MODE-4, it is 
important to know that the line: 
(triggering-event 
(sun-track (numbers 3) ((acrim-wait duration 1000)))) 
caused the generation of the WAIT activity, since this is 
the line that must be altered. The necessary information 
is the instance of the event that triggered the creation 
of the activity (stored on the HAS-EVENT slot), and the 
restriction from the generic plan (the RESTRICTION slot). 
These two llattributesw are assigned to each activity when 
it is created so that reverse translation will be 
possible. 
Reverse Translation at the DSP level 
----
The main parts of reverse translation when a change 
has been made at the DSP level are: 
1. Find the entry in the generic plan that caused the 
replaced activity to be generated and determine 
whether to modify this entry, add a new entry, or 
both. 
2. Figure out the slots of the new activity that should 
be included in the plan ( e .  don't explicitly 
include an attribute in the Generic Plan if its value 
is the same as the default value. 
The following sections explain each of these in more 
detail. 
Findinq the Generic Plan Entry to Modify-- Since each 
activity knows the exact occurrence of the event that 
caused it to be generated (the HAS-EVENT slot) it is 
straightforward to find all of the entries that could have 
possibly caused the creation of the current activity. The 
three possible cases with their resolution strategies are: 
1. There is only one entry with the proper 
triggering-event, and it has an EVERY restriction. 
(In this case, an extra entry is added to the generic 
plan; the extra entry will specify what to do in the 
special case and will have a restriction slot such as 
"(numbers 8 ) " . )  
2 .  An activity with a restriction slot with a value such 
as "(numbers 4)11 is being modified; in this case, this 
entry is just modified to reflect the new activity. 
(There might also be an entry for the same triggering 
event with an EVERY restriction. This entry can be 
ignored since the more specific restriction has 
precedence.) 
3. An activity is being replaced that has a restriction 
slot such as (numbers 4 10 12) If. In this case, this 
entry must be modified to something such as It(numbers 
4 10)" (assuming that the activity that happens on 
occurrence "12" is being replaced), and a new entry 
with a restriction slot of "(numbers 12)" is added 
with the new activity. 
Determininq the Attributes of the new activity-- The 
actual attributes of the new activity (its duration, start 
time, priority, triggering event, etc.) are known, since 
they are identical to the attributes of the activity that 
it replaced; the only difference is the actual activity. 
The purpose of this part of the algorithm is to (1) 
minimize the amount of information that is copied back 
into the plan (it is not necessary ta specify information 
that is the same as the default value), and (2) to specify 
the duration of a replacement event as "END-EVENTt1 or 
llEVENT,v when appropriate, instead of just using a numeric 
value. 
Reverse Translation -- at the Activity Plan level 
--
There are several possible situations when doing 
replacement at the AP level. A user might replace an 
activity that is part of a known hierarchy with another 
activity, thus destroying the hierarchy; alternatively, he 
might replace an activity in a hierarchy with another one 
that causes a new hierarchy to exist. For instance, if 
A/B/C is a known hierarchy called Al, and A/X/C is a known 
hierarchy called AX, then replacing B with X causes AX to 
replace A1 at the Generic plan level. If A/X/C were not a 
known hierarchy, then A1 is replaced with the list of 
activities, A/X/C. A third possibility in doing 
replacements at the AP level is that an activity that is 
not a part of any hierarchy is being replaced: in this 
case, the processing is identical to that for processing a 
replacement at the DSP level. 
OTHER APPLICATIONS OF E M  
Many A1 systems are said to be Ifintelligent" systems 
or "expertf1 systems since they use the intelligence of an 
expert (often in the form of rules) to make the same 
decisions that an expert would under the same conditions. 
RPM is a step towards "intelligentff systems in a different 
sense: the system "knowsw and "remembersw why it has done 
certain things - - - -  and can use this knowledge for other 
--
purposes. Many rule-based systems can perform a back 
trace of rules fired in order to let the user know how it 
arrived at a certain conclusion. The concept in RPM is to 
have the system itself effectively use this knowledge to 
accomplish other goals; in MOPA, the knowledge is used to 
allow fast incremental changes to a schedule; other 
applications are also possible. 
For example, in a scheduling system that consists of 
a number of activities competing for limited resources, a 
scheduler might remember that it could not schedule 
activity A2 because it conflicted with a higher priority 
activity, Al, which consumed the remaining resources 
available at that time. If A1 is later moved or deleted, 
the scheduler could instantly "knoww that A2 can now be 
scheduled. Other activity-to-activity dependencies can 
similarly be remembered and used to accomplish quick 
rescheduling/replanning. 
Missing Knowledge 
In many cases it is just not possible to do the 
"inverseu of an operation as RPM does in MOPA; for 
instance, if an activity is added in MOPA, there is no way 
for the system to "knoww which activity llcausesw the 
execution of this new activity. The system could 
certainly make some intelligent guesses, by looking at the 
events that usually trigger a certain type of activity, 
but it can never be sure. Prompting the user (or having 
the user validate the system's result) is probably the 
most reasonable solution in these cases. 
SUMMARY AND CONCLUSIONS 
The Reverse Plan Maintenance feature of MOPA is a 
time-saving feature that is implemented for the case of 
replacing one activity with another at either the DSP or 
AP levels. Other types of plan modifications are possible 
also, even though the user might have to be prompted for 
additional information. 
The reverse plan maintenance process is an exemplary 
application to show what can be done with the knowledge 
that is typically available in a knowledge-based system. 
By remembering its decision paths and storing the 
information in a usable form, several seemingly difficult 
tasks can be easily accomplished. 
Intelligent systems that use available knowledge can 
often exhibit their I1intelligencep1 by not doing redundant 
re-computations; instead they can "know" what needs to be 
re-done and do only those calculations. 
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A Lisp-Ada Connection 2' 
Allan Jaworski, David Lavallee, David Zoch 
Ford Aerospace & Communications Corporation 
College Park, MD 20740 
OVERVIEW 
The Ford Lisp-Ada Connection (FLAC) is an expert system 
generation tool designed to support direct entry of 
knowledge by experts in a Lisp machine environment and 
downloading to an inference engine which has been 
implemented in the Ada programming language. FLAC consists 
of two subsystems, the Knowledge Editor Graphics System 
(KEGS) and the Ford Ada Inference Engine (FAIE). 
Knowledge is entered through KEGS, an easily learned 
knowledge base CAD system which provides integrated features 
for rule development and knowledge base testing. An expert 
can use a set of menu- and mouse- driven resources to 
develop a knowledge base which is graphically represented. 
Tools are provided for the expert to rapidly enter, test, 
and debug knowledge base logic paths. The user interface is 
similar to those found in CAD systems for electrical circuit 
design. 
The knowledge base can then be downloaded to FAIE, an 
extremely fast portable Ada-based inference engine which is 
capable of firing up to 700 rules per second on an MC68000 
or 1500 rules per second on a VAX 11/780. The inference 
engine is written in the Ada programming language and 
supports both forward and backward chaining modes of 
inference. The FAIE run-time environment has been 
previously used in a prototype of the Space Station 
Operations Management System. 
FLAC currently runs on a Symbolics 3640 and a VAX 11/780 VMS 
processor connected via DECnet/Ethernet. KEGS has been 
implemented in Symbolics ZetaLisp and FAIE was originally 
implemented in Telesoft Ada on an Intellimac MC68000-based 
system and then ported to DEC VAX/VMS Ada. 
EXPERT SYSTEMS IN THE SPACE STATION INFORMATION SYSTEM 
Future space information systems must be automated to the 
fullest extent possible both to support crew and operations 
staff efficiency and to allow us to maintain spacecraft and 
instrument safety in the face of increasingly complex 
systems and operational requirements. The Space Station 
Information System is a prime example of these enhanced 
requirements. One of the key engineering guidelines for the 
Page 2 
Space Station is that it should be able to carry out normal 
operations for some finite period of time without contact 
with the ground. As pointed out in a NASA Technical 
Memorandum on Automation Technology For The Space Station, 
I1Expert 
monitor 
complex 
systems are needed to perform many 
ing and control functions requiring 
status analysis and automated 
decision making so that the Station is less 
dependent on ground support in these 
areas. 
Also in the same document: 
"In emergency situations, automated systems 
which respond very rapidly to a crisis can 
bring the system to a fail-safe condition 
before extensive damage occurs... Without 
automation, humans may be placed more often 
in pressure-prone. situations such as EVA 
and emergency maintenance in which there is 
an increased chance of error." 
Expert systems could incorporate fault diagnosis, isolation, 
and recovery to enhance crew safety. Alarms could be 
triggered automatically to warn crew members of hazardous 
situations. In addition, many faults could be corrected 
before they pose any danger to the crew or spacecraft. 
Lisp versus Ada 
-
Ada has been baselined as the programming language for the 
configuration-managed software associated with the SSIS. A 
lively debate in the software community has centered on the 
respective strengths of Lisp and Ada as languages for the 
implementation of expert systems. Lisp is generally 
regarded as a "hacker'sw language. Lisp and its development 
environments support highly interactive modes of software 
implementation where requirements specification, design, 
implementation, and testing are mixed in a process typically 
characterized as "prot~typing*~. Ada stems from a heritage 
of disciplined development and configuration management 
practices of the sort usually practiced by both NASA and the 
Department of Defense. Neither mode is a totally 
satisfactory approach to the development of quality products 
which fully meet user needs. We cannot tolerate 
undisciplined development of mission critical systems, yet 
many of our systems are developed with an inflexible 
approach that does not fully meet user requirements. 
At a more fundamental level Lisp and Ada differ as 
programming languages. Lisp is a weakly typed language with 
characteristics that even obscure the distinction between 
data and programs (both are trees of Lisp atoms). Ada on 
Page 3 
the other hand requires compile-time checking of type 
compatibility and does not allow the passing of procedures 
as arguments. Lisp is commonly used as an interpreted 
language while the design of Ada (particularly the large 
volume of compile-time checking) strongly restricts it to 
compiled implementations. 
Lisp and Ada do share certain common characteristics. 
Object-oriented design is a common theme and some of the 
best implementation work done in both languages uses 
object-oriented methodologies. Both languages support 
structures which facilitate the direct implementation of 
object oriented design. The Rational Ada development 
environment borrows many Lisp machine concepts to radically 
improve productivity of Ada programmers. The Common Lisp 
notion of a package provides Lisp programmers with modular 
capabilities similar to those found in the Ada language. 
An Integrated Approach 
-
Broadly speaking, Lisp environments are ideal for the 
prototyping and development of user interfaces. Ada 
environments are ideal for the development of large software 
systems with critical reliability and maintenance 
requirements. An approach currently being evolved at Ford 
Aerospace is the integrated use of both languages in a 
networked environment. Lisp is used to construct an 
extremely friendly knowledge editor which supports the 
development and testing of knowledge bases which are 
downloaded to an Ada inference engine that operates in 
real-time fully independently of the knowledge editor. This 
paper describes the features of the Ford Lisp-Ada Connection 
(FLAC), a prototype which combines both systems into a 
coherent real-time expert systems development environment. 
THE FLAC ENVIRONMENT 
--
Figure 1 shows the overall structure of FLAC. In its 
current implementation an expert uses a mouse-menu interface 
to enter knowledge through a graphics-oriented editor. He 
can exercise test cases and directly observe the behavior of 
the knowledge base which is graphically represented. He can 
trigger downloading of knowledge bases to a remote computer 
system and directly observe the execution of applications 
programs which use the real-time inference engine through 
remote terminal services. Windowing services on the Offline 
system allow simultaneous knowledge entry, debugging, and 
observation of remote applications. The current 
implementation environment of FLAC is a a Symbolics Lisp 
machine (Offline System) linked by DECnet/Ethernet to a VAX 
11/780 (Online System). We describe the two major 
components of FLAC, the Ford Ada Inference Engine (FAIE) and 
the Knowledge Editor Graphics System (KEGS). 
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The Ada Inference Engine 
-- 
The Ford Ada Inference Engine (FAIE) is a prototype expert 
system inference engine designed to execute as an Ada task 
embedded in an expert system which could in turn be embedded 
in a larger program. The sample application discussed here 
involves using FAIE for fault diagnosis. A typical rule in 
this type of system might be: 
"IF temperature is above normal and 
heater output is above normal, 
THEN power off heater." 
The knowledge base is structured as a directed acyclic 
graph. This can be thought of as a network of nodes with 
the links all pointing in the same direction. For the 
diagnostic system, the leaf nodes on one side of the graph 
represent the various sensor data measurements. Commands 
for corrective action are the goal nodes on the other side 
of the graph. The relationships between erroneous 
measurements are the intermediate nodes leading to a goal. 
Figure 2 shows a portion of a sample graph. Note: the 
dotted lines represent additional portions of the graph that 
are not shown. 
The leaf nodes represent initial data points that must be 
provided to the inference engine. The nodes on the other 
side of the graph represent goal states that are sought when 
executing the inference engine. The nodes in between 
represent hypotheses or subgoals that will be tested. The 
links between the nodes are the "production rules" that the 
inference engine uses to traverse the graph. 
Since we have a compiled, static knowledge base, all 
elements are present in the graph. Each node has a status 
which we will refer to as "flaggedtt, f*unflagged", or 
unknown. A ftflaggedw node is one that satisfies its 
associated IF-THEN rule. We must distinguish between an 
untested node (status equals unknown), and a node that was 
tested and does not satisfy the associated IF-THEN rule 
(status equals "unflaggedW). A "flagged" node is one that 
will be used to traverse the graph. The path to a goal must 
be continuous through "flaggedff nodes. An ffunflaggedff node 
represents a "dead endn. 
Status for all the leaf nodes is passed to the inference 
engine when a problem exists. Figure 3 shows the sample 
knowledge base with all the leaves (nodes 1-11) given an 
initial status. Nodes 2,3,10 and 11 are ffflaggedff. 
In an attempt to find a goal as quickly as possible, the 
successors of the first "flaggedft leaf node are examined and 
the first one in the list is visited using Ada procedure 
FORWARD-CHAIN. Since the status of the successor node is 
initialized to unknown, its predecessors are examined along 
Fi
gu
re
 2
. 
Sa
m
pl
e 
Co
mp
i l
ed
 K
no
wl
ed
ge
 B
as
e 
EL
EC
TR
IC
AL
 
CO
NS
UM
PT
IO
N 
ST
AB
IU
ZA
TI
O
N 
H
lG
H 
EL
EC
TR
IC
AL
 
CO
NS
UM
PT
IO
N 
EN
VI
RO
NM
EN
TA
L 
SU
PP
OR
T 
H
lG
H
 
TO
TA
L 
El
EC
TR
lC
AL
 
CO
NS
UM
PT
IO
N 
ti I
 G 
H
 
EL
EC
TR
IC
AL
 
CO
NS
UM
PT
IO
N 
PA
YL
O
AD
 1
 
t1
IG
H 
EL
EC
TR
IC
AL
 
CO
NS
UM
PT
IO
N 
PA
YL
O
AD
 2
 
H
lG
H 
EL
EC
TR
IC
AL
 
CO
NS
UM
PT
IO
N 
PA
YL
O
AD
 3
 
H
IG
H
 ft
\'
 
A
R
EA
 A
 
w
 
-
 
-
-
 
TE
M
PE
RA
TU
RE
 B
 
H
IG
H
 
HI
G
H 
OU
TP
UT
 H
IG
H 
AR
EA
 C
 
H
lG
H 
KE
Y 
r0
 
NO
DE
S 
0
 LEA
F 
D
 AND
-G
A
TE
 
D
 OR-
G
A
TE
 
G
O
AL
 
PO
W
ER
 
I H:L 
I 
KE
Y 
TO
 S
TA
TU
S 
0
 UNK
N
O
W
N
 
Fi
gu
re
 3
. 
Kn
ow
le
dg
e 
Ba
se
 -
 
In
it
ia
l 
Pr
ob
le
m
 S
ta
te
 
Page 8 
with its AND/OR flag to determine its status. If the status 
of this first successor to the first leaf node is found to 
be ltflaggedw, then its first successor in its list is 
visited, and so on until a goal is found or a dead end is 
reached. If the status of this first successor is found to 
be wunflaggedfl, then the next successor in the first leaf 
node's list is visited. 
If the status of a predecessor node is unknown, then Ada 
function BACK TRACK is invoked to return the status. Both 
subprograms FORWARD - CHAIN and BACK - TRACK are recursive. 
Figure 4 shows the resulting status after running the 
inference engine. To get to Figure 4 from Figure 3 the 
following steps were taken: 
1. Node 2's successor list is examined, and node 13 is 
passed in a call to FORWARD CHAIN. 
2. Since node 13 is an "and gateif and both its predecessors 
(2 and 3) are "flaggedH, node 13 becomes "flaggedw. 
3. Node 13's successor list is examined, and node 17 is 
passed in a recursive call to FORWARD CHAIN. 
4. Since node 17 is an "and gaten and node 7 is nunflaggedn 
node 17 becomes wunflagged8q. 
5 .  FORWARD CHAIN returns to visiting node 13, where the 
succ~ssor list is examined, and node 18 is passed 
in another recursive call to FORWARD CHAIN. 
6. Since node 18 is an "and gate*' and both-its predecessors 
(8 and 13) are "flaggedq1, node 18 becomes "flaggedn. 
7. Node 18's successor list is examined, and node 21 is 
passed in another recursive call to FORWARD CHAIN. 
8. Since the status of node 20 is unknown, node 20 is 
passed in a call to BACK TRACK. 
9. Since node 20 is an "and gaten and both its predecessors 
(10 and 11) are "flaggedw, node 20 is "flaggedw 
and BACK TRACK returns. 
10. Since node-21 is an "and gatew and both its predecessors 
(18 and 20) are "flaggedn, node 21 is Itflaggedq1 
and a goal has been found. 
11. The recursive calls return and visit other successor 
nodes for additional goals. 
In practice FAIE is capable of exceedingly fast performance. 
As implemented on a nonvalidated version of the Telesoft Ada 
compiler FAIE supported a rule firing rate of 700 rules per 
second on a Motorola MC68000 processor. On its current VAX 
11/780 implementation rule-firing occurs at the rate of 1500 
rules per second. For small expert systems this rate is 
more than adequate to achieve real-time performance. 
Moreover, the maximum search time for a goal can easily be 
computed from the characteristics of the knowledge tree. 
Future versions of FAIE which take advantage of 
multiprocessing implementations of Ada run-time systems will 
be even more powerful. 
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The Knowledqe Editor 
The Knowledge Editor Graphics System (KEGS) is a simple 
CAD-oriented system for the direct entry of knowledge by 
experts. Knowledge entry is accomplished by using a mouse 
to draw logic gates, leaves, and goals. Figure 5 is a 
sample screen from a KEGS session. It can be seen that the 
screen representation of the knowledge base is nearly 
identical to the internal representation of the knowledge 
base. This greatly simplifies design and eliminates need 
for time-consuming conversions of knowledge base formats. 
Moreover, since the representation is identical to that used 
in electrical circuit design it is nonintimidating to a 
large class of experts, the hardware engineers who design 
spacecraft systems. 
Operation of KEGS is intuitive. The expert simply touches 
the cursor to the symbol to be drawn and places as many as 
required on appropriate screen locations. Connections are 
drawn by touching the line icon and then touching pairs of 
symbols in sequence. To delete an icon or connection the 
expert touches the cursor to the circle with the diagonal 
line through it and then touches the symbol to be deleted. 
Connections to that symbol are then automatically deleted. 
Ada functions to test leaf conditions or execute goal 
conditions are attached through a simple fill-in-the-blanks 
menu. These functions can be either user-written functions 
or selected from a library of system-provided functions 
(e.g. test a variable for range, send a command). Current 
capabilities to test the data base are limited to manually 
marking the leaf nodes and observing goal firing. Future 
plans call for inclusion of automatic test and tracing 
functions. Once the data base is complete and tested, the 
expert system knowledge base can be downloaded through the 
network to be executed by the runtime environment. 
RESEARCH DIRECTIONS 
The primary focus of our work is the use of multitasking to 
improve performance. This will also solve the problem of 
reading dynamic data which is constantly being updated as 
inferencing is in progress. It seems reasonable to use Ada 
tasking to enhance the real-time performance of inference 
engines. Although true production-quality multiprocessing 
Ada compilers do not yet exist, it is now feasible to write 
tasking implementations of inference engines which will 
exhibit order-of-magnitude improvements in rule-firing rates 
when ported to true multiprocessing Ada environments. 
Douglass lists five levels of potential parallelism in 
rule-based expert systems. They are: subrule level, rule 
level, search level, language level, and system level. 
These levels include different types within them. Douglass 
concentrates on rule level and various types of search level 
parallelism. He gives a range of quantitative results for 
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these levels using mathematical models and concludes that 
combinations of subrule, rule and search level parallelism 
will yield better results than any single level when the 
characteristics of the specific system are taken into 
consideration. He also mentions that very little work has 
been implemented and tested on parallel computers. 
communication between processes is an important factor in 
the efficiency of parallel algorithms. Generally speaking, 
the more frequently that information is exchanged, the 
slower the computation is performed since processes spend a 
larger portion of their time communicating rather than 
computing. Researchers working on the DADO machine have 
developed some unique methods of communicating between 
parallel processors (e.g. a binary tree structure of 
processors with communication rules controlled by 
hierarchy). 
In Ada, the task is the natural construct for parallel 
processing. However, multitasking involves considerable 
overhead in creating/activating tasks, communicating between 
them, and terminating them. This overhead must be compared 
with the amount of computation performed in parallel in 
order to determine the relative efficiency gained by various 
strategies of parallel processing. ~ehani concurs, and goes 
on to say that in designing concurrent programs in Ada, one 
must avoid the polling bias in the communication mechanism. 
He also points out that multiprocessing programs will be 
more efficient if the underlying hardware offers genuine 
concurrency. 
~eering also emphasizes that hardware considerations, 
especially processor speeds versus memory speeds, must be 
examined when designing the architecture of expert systems. 
He says one should "study hardware technology to determine 
at what grain sizes parallelism is feasible and then figure 
out how to make [the] compilers decompose programs into the 
appropriate-size pieces." 
Granularity is the average amount of work done by a process 
between communication with other processes. It is inversely 
proportional to the frequency of communication. The five 
levels of parallelism mentioned by Douglass range from very 
finely grained to roughly grained. A fine grained approach 
was taken by Rude where each rule was itself declared as an 
Ada task with rendezvous for links to predecessors and 
successors. This concept has merit but is questionable for 
real-time applications. In the implementation of the PICON 
expert system for real-time process control, a roughly 
grained algorithm was chosen by segmenting parts of the 
knowledge base and applying priorities to searching the 
different portions. Our future investigations will include 
analyzing various strategies, including forward and backward 
chaining on individual rules in parallel, dividing the 
knowledge base, and combinations of the different 
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strategies. 
For the knowledge editor we expect to investigate modes of 
enhancing the overall debugging interface, including the 
development of tools for automated testing which allow the 
expert to explore the more critical logic paths of the 
system, particularly those logic paths which might lead to 
actions or recommendations which affect overall spacecraft 
safety . 
A significant problem which we have encountered in the KEGS 
implementation is the binding of Ada procedures and 
functions to leaves and goals. Since Ada does not provide 
the capability to dynamically define new procedures or 
functions and pass them as procedure parameters we have been 
forced to limit the expert to the use of a previously 
defined library of procedures and functions (e.g. test to 
see if a variable is in range, send a command string). A 
more flexible approach would give the expert access to the 
Ada program library in order to implement procedures and 
functions when necessary. We are currently investigating 
the alternatives and implications for implementing these 
bindings. 
Conclusions 
The prototype demonstrates the feasibility of using Ada for 
expert systems and the implementation of an expert-friendly 
interface which supports knowledge entry. In the FLAC 
system Lisp and Ada are used in ways which complement their 
respective capabilities. Future investigation will 
concentrate on the enhancement of the expert knowledge 
entry/debugging interface and on the issues associated with 
multitasking and real-time expert systems implementation in 
Ada. 
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Abst rac t  
Two 'expert systems" have been written in OPS5 by the *expertn, a Ph.D. Astronomer with 
no prior experience in A1 or Expert Systems, without the use of a 'knowledge engineer". 
The first system was built from scratch and and uses 146 rules to check for duplication of 
scientific information within a pool of prospective observations. The second system was 
grafted onto another expert system and uses 149 additional rules to  estimate the spacecraft 
and ground resources consumed by a set of prospective observations. The small vocabulary, 
the IF this occurs THEN do that logical structure of OPS5, and ability to follow program 
execution allowed the %xpertn to design and implement these systems with only the data 
structures and rules of another OPS5 system as an example. The modularity of the rules 
in OPS5 allowed the second system to modify the rulebase of the system onto which it 
was grafted without changing the code or the operation of that system. These experiences 
show that 'experts" are able to develop their own 'expert systemsn due to the ease of 
programming and code reusability in OPS5. 
'Staff Member of the Space Telescope Science Institute 
by the Association of Universitiee for Research in Astronomy for the National Aeronautics and 
Space Administration 
1 Introduction 
This paper describes the experiences of a 'computer semi-illiterate domain expert* in writ- 
ing two expert systems in OPS5 without the use of a Knowledge Engineer. The two sys- 
tems, Duplication and Resource Usage, are described in some detail along with some of the 
strengths and limitations of the 0PS5 language and environment. 
2 Personnel Background 
In order to  put these 'expertn systems into perspective it is useful to  describe the people 
who created them. 
The author's software experience, prior to beginning these projects, consisted of rather 
simple data analysis routines written in FOCAL running on a PDP 8/I and some initial 
exposure to  the IQL database query language for a Britton-Lee IDM 500. There was 
no previous contact with modern programming languages, structured programming, or 
artificial intelligence. 
The author did, however, work in the same group as a Computer Scientist who was writing 
a large system using OPS5 and who currently teaches 0 P S 5  workshops. Aside from initial 
&hand-holdingn, this OPS5 expert's advice was used infrequently. ' 
3 Scientific Duplication 
The Space Telescope Science Institute is responsible for the scientific operations of the 
Hubble Space Telescope (HST). When launched by the Space Shuttle, the HST will allow 
astronomers to detect objects seven times more distant and with ten times higher resolution 
than from ground based telescopes. Astronomers who wish to  use HST submit proposals 
describing the observations they wish to perform. Because of the unique capabilities of 
HST, much more observing time will be requested than is available. A Time Allocation 
Committee selects which of the proposals will be granted time on HST. 
In this proposal selection process, the proposed exposures will be checked to  see if any of 
them duplicate exposures already in the HST archives, exposures proposed by ather scien- 
tists, or exposures which are 'reserved" by the Guaranteed Time Observers (GTO's), the 
scientists who developed the HST scientific instruments. This duplication checking is in- 
tended to identify observations which waste spacecraft time or which violate the perogatives 
of the GTO's. 
There will be about 40,000 exposures executed in each year of HST operations. With an 
expected oversubscription factor of about three for the observing time requested versus the 
time available, the duplication checking process clearly had to be automated. The author 
was charged with automating that  process. 
3.1 Specifics of the Problem 
A single observation with HST contains information with the following characteristics: 
Field of View 
Spatial Resolution 
Wavelength Range 
Wavelength Resolution 
Minimum Detectable Intensity 
Time Duration 
Time Resolution 
Two observations could be considered to be duplicates to the extent which the information 
obtained has the same values of these characteristics. Obviously, if two exposures use iden- 
tical target positions, instruments, instrument settings, and exposure times, then the same 
data would be obtained. The complication comes from the fact that different instrument 
settings and even different instruments can produce similar, though not identical, data. The 
Duplication checker should be able to identify cases where similar data is being obtained. 
The author in the capacity of "Domain expert" analyzed the instruments and the instrument 
settings and created a number of criteria for what constitutes a "HIGH", &MEDIUMn, and 
"LOW" confidence duplication. The instruments and instrument settings are sufficiently 
different that several different criteria can produce the same confidence duplication. For 
example a &LOWn confidence duplication can be produced by both: 
Identical instruments and instrument settings, but drastically different exposures 
times. 
Completely different instruments which have similar spectral and spatial range and 
resolution. 
The specific exposure data  available for the duplication checking are: 
Target Position - Center of Field of View - 2 Coordinates 
Target Position Uncertainty - 2 Coordinates 
Configuration - The optical path, set mechanically or electronicaIIy. 
Mode - Spatial or Time parameters of the instrument 
Spectral Elements - Wavelength Range and Resolution 
Aperture - Field of View or Spatial Resolution 
Central Wavelength - Spectral Range 
Exposure Time - Minimum Detectable Intensity 
From this data, for all the proposed exposures and all the past exposures, the three types 
of duplicate expsoures have to  be identified. 
3.2 Overall Approach 
The problem can be decomposed into a spatial duplication and a instrumental duplication. 
There is no point in checking if two targets have duplicate exposures if they are 180 de- 
grees apart on the sky. Note that this ignores the possibility that  scientifically equivalent 
information can be obtained from different targets which are members of the same class 
of objects. Identifying objects as being members of the same class would require an A1 
system combining data from virtually all the available astronomical catalogs and literature 
and would be a major project in its own right. Using such an A1 system would ignore 
the possibility that  differences between objects in the same class is the very subject of the 
investigation. 
The separation between spatial and instrumental duplication is not as clean as it might 
appear. Spatial duplication can depend on the spatial range of the instrument being used. 
For a camera with a very wide field of view, a given target could appear in two exposures a t  
rather different positions. Additionally where the stated uncertainty in the target position 
may not be a good measure of the true errors in the target position, a very flexible measure 
of spatial duplication is needed. 
Based on these considerations, the approach finally adopted consisted of: 
1. Initial Search - Find groups of targets close together on the sky. 
2. Instrument Matching- Find pairs of exposures in each group with "HIGH", "MEDIUMn, 
and "LOWn confidence instrument matches. 
3. Fine Position Check - Find pairs of exposures which are either 
At statistically indistinguishable target positions. 
Both within the instrument's spatial range. 
Both within a user specified distance of each other. 
The "Initial Search" drastically reduces the search space of the problem. It finds groups 
of targets that are closer than .I degrees of each other, a distance which is much larger 
than the usual 'Fine Position Check" distances of about 10 seconds of arc. The larger 
"Initial Search" distance thus requires the 'Instrument Matching" be done on exposures 
which may not meet the 'Fine Position Check". But by performing "Fine Position Check" 
after the 'Instrument Matching", the criteria used in 'Fine Position Checking" can be 
selected by user consistent with the user's estimate of the reliability of the target positions 
and uncertainties. The flexibility of the user specification of the "Fine Position Check" 
was deemed to  be more important than the time wasted on finding irrelevant "Instrument 
Matching" duplications. 
The other intentional limitation built into the duplication checking algorithms is fact that 
time variations of the target's properties are ignored. If more than one identical observation 
of a target is made, all the subsequent observations are ignored. While spurious duplications 
of time varying targets may be produced, the number of duplications found will be greatly 
reduced. 
3.3 The Initial OPSS Implementation 
OPS5 seemed to be the appropriate tool to implement the "Instrument Matching" part of 
the duplication checker. The conditions for each degree of duplication can be described in 
English sentences and are e ~ i l y  expressed into a small number of OPS5 rules. Additionally, 
an 0PS5 program could work on all the exposures in a group of targets in "parallel" without 
the need for looping mechanisms, thus simplifying the coding. 
The computer scientist familiar with OPS5 gave the author the VAX OPS5 User's Guide 
[I], VAX OPS5 Reference Manual [2], and some examples of his 0PS5 code. From these 
documents and the code samples, the general idea of data driven program flow and the IF 
This Data Ezisto THEN Do These Actions nature of OPS5 rules became apparent. The 
code samples illustrated the use of comments and white space and the use of English words 
and phrases to name rules, data structure fields, and variables. 
The non-procedural nature of OPS5 was not a serious impediment for this particular novice. 
The notion of data-driven program flow is easily comprehended and implemented. The non- 
procedural aspect of OPS5 is actually an advantage where a function is to operate on all 
the available data, e.g., no DO LOOP control is needed. The OPS5 rules simply perform 
the operation on all the available data. 
With this initial knowledge, the author started writing rules. After writing a single file with 
4300 lines of OPS5 code, the author wandered over to the Computer Scientist and asked 
"Am I supposed to do something with this file?" Notions such as small modules and even 
compilation were still new to the author. 
Upon compiling the file, there were only four syntax errors. The small syntax and the 
uniform structure of the rules allowed a neophyte to write code largely by cutting and 
pasting with the editor and putting different words in the same slots. 
This first version relied almost solely on the data-driven notion of how OPS5 works. Not 
much reliance was placed on recency (testing for the most recent data) or specificity (testing 
for the more descriptive rule) as a way to control program execution. Instead, most of the 
rules tested the value of a control element which was set when the prior function has been 
completed. Equivalently, there was no use of the MEA strategy (placing extra weight on 
the first clause in a rule) and controlling program flow by chaining from one goal to another. 
The 0PS5 Duplication checking program performs the following operations on the data: 
Input the data from one group of exposures. 
Rename certain spectral elements and apertures to eliminate redundant names. 
Renormalize HRS Echelle central wavelength to aid in calculating the spectral range 
for this spectral element. 
Eliminate exposures which repeat identical exposures. 
Find "High" Instrument matches - identical instrument parameters. 
Find "Medium" Instrument matches - small differences in instrument parameters. 
a Remove HRS Echelle matches with non-overlapping spectral ranges. 
a Downgrade "High" or "Medium"~dup1ications to YMedium" or 'Lown if the exposure 
time ratios are too large. 
Find different type of 'Low" Instrument matches. 
a Calculate target separation for each Instrument match. 
a Perform Fine Position Check for statistically indistinguishable target positions. 
Perform Fine Position Check for both targets in entrance aperture. 
a Read out duplicate exposure data. 
3.4 Subsequent Development 
Since these humble beginnings, the code has been changed to: 
a Use different criteria to determine the various degrees of duplication. The users of 
this Duplication checker preferred a somewhat different set of criteria than the author 
originally created. 
a Use the MEA strategy, which gives extra weight to  the first clause of the rule, with 
goal chaining for program control. This control method replaced the use of control 
flags and allowed much easier modification of the rulebase. It was no longer necessary 
to check which, flag had been set, where it had been set, etc., when making changes 
to the rules or adding new rules. 
a Be contained in several small files of related rules instead of one large file. Using 
several small files allowed more rapid compilation of the rule changes and provided a 
more obvious organization of the rules for subsequent maintainers. 
Replace several similar rules with one rule reading from a data table. There were many 
rules where the only difference was the value of certain constants in the IF clauses. 
These rules were replaced by one rule which went to  a lookup table for the values of 
the constants. This compression of the rulebase made the code more compact, more 
easily modified, and more readable. 
a Perform the third, 'Fine Position Check", part of the duplication checking. This 
feature was required by the users and was easily added to  the existing OPS5 rulebase. 
In the debugging of this code, the following interpreter commands were extensively used: 
Qfilename executed a file of 0PS5 commands and was very useful for inputting test 
data. 
RUN n executed n rule firings and allowed single stepping through the program 
execution. 
BACK n stepped back n rule firings and allowed reinvestigating the internal state 
after one or more rule firings. 
a NEXT displayed the name of the next rule set to fire. 
a CS displayed the names of all the rules able to fire and ID number of the data which 
enabled them. 
a PBREAK rulename halted rule firing before rulename fired and allowed quickly 
running the program t o  the point before a certain rule was to  fire. 
MATCHES rulename displayed the ID number of the data which satisfied each 
clause of rulename and was very useful in finding why a certain rule did not fire. 
a WATCH 3 displayed all changes to the data and the rules which were enabled as 
each rule fired. 
a PPWM data description displayed all data which met the data description and al- 
lowed searching the internal data. 
a SAVESTATE filename saved the internal data state and the rule firing state at 
a point in time to  filename and allowed restarting the program a t  a certain point 
without having to  start  from scratch. 
a RESTORESTATE filename restored the internal data state and rule firing state to  
a certain condition. 
3.6 Duplication Status 
The duplication checker currently uses 146 rules and it is easy to modify the conditions 
defining the different levels of duplication. To search 52,000 exposures requires about six 
hours of CPU time on a VAX 8600. Extrapolating this performance to  larger sets of data 
is difficult. Tests on subsets of the 52,000 exposures indicate that the CPU time increases 
more slowly than the number of duplications found and the number of exposures checked. 
In the mature phase of HST operations, the number of exposure which have to  be checked 
will be so large that  the duplication rulebase will have to  be tuned to  reduce the execution 
time. For now, the duplication check is performed only once each year and the execution 
time is acceptable. 
4 Resource Usage 
The committee which advises the Director of the Space Telescope Science Institute on which 
proposals to  select is constrained by limits on the available spacecraft resources, i.e. time, 
data capacity, earth shadow time, etc. They need to know how much of these limited 
resources each proposal's observations consumes and how much of the available resources 
will be consumed by all the accepted proposals. 
In the scientists' proposal for HST time, they specify the target positions, exposure times, 
instruments, instrument settings, absolute times, relative times, etc. of the observations. 
The scientists do not specify, nor can they specify, the overhead times for spacecraft slewing, 
data readout, and internal mechanism changes or the time spent with the target occulted 
by the earth. The overhead times for spacecraft slewing and earth occultation are largely 
determined by how the planning and scheduling system combines the proposed exposures 
into the following hierarchy. 
Exposures -+ Alignments. An Alignment is a pointing of the spacecraft a t  a fixed 
position on the sky. 
Alignments -+ Obsets. An Obset is a collection of alignments done sequentially and 
which are sufficiently close together on the sky that the same pair of Guide Stars can 
be used. 
Obsets -r Scheduling Units. A Scheduling Unit is a collection of obsets which must 
be done in a specific time sequence and is treated as a single unit by the scheduling 
software. 
The model for the consumption of spacecraft time is that each obset will consist of: 
A slew from the previous obset's target position 
A guide star acquisition 
A series of alignments, each with a: 
- Exposure time 
- Data Readout time 
- Mechanism change time 
- A possible small angle maneuver time to get to the next alignment 
A number of occultation times and guide star reacquisition times which is a function 
of the total duration of all the alignments in the obset 
Thus, if one knew how the planning and scheduling system combined exposures into align- 
ments and obsets and knew the data readout and mechanism change times and small angle 
maneuver times, one could estimate the time spent in slewing or in occultation. With 
all this information, the total spacecraft time required by a scientist's proposal could be 
estimated. 
Fortunately a system (called the Transformation system [3]) was being developed when this 
Resource Usage tool was being designed which: 
ordered the proposer's exposures into the Alignment-Obset-Scheduling unit hierarchy, 
determined the data readout and mechanism change times 
This Transformation system is used to feed the HST Planning and Scheduling System. 
Thus it seemed possible to use the Transformation system as the frontend for a Resource 
Usage calculator. The Resource Usage calculator would take the results of the Transfor- 
mation system and then estimate the slew times, guide star acquisition times, small angle 
maneuver times, earth occultation times, and guide star reacquisition times. These times 
would be combined with the individual alignment times determined by the Transformation 
system to estimate the total spacecraft time required to execute the proposer's exposures. 
Since the Transformation system also computes the data volume generated by the exposures 
and has the proposer's description of the observations in its database, the combined Trans- 
formation and Resource Usage systems could estimate the following constrained spacecraft 
resources: 
Total spacecraft time 
Data volume 
Spacecraft time which must be spent on the dark side of the earth 
Parallel observation time used 
Realtime uplinks required 
as well as other quantities which the committee wishes to monitor. 
By using the Transformation system as a frontend, the Resource Usage calculator would 
always use the same assumptions for how exposures were combined into alignments, obsets, 
and scheduling units; for the data readout times and mechanism change times; and for the 
data volumes as did the Planning and Scheduling system. For a single proposal considered 
in isolation, there would be no better way of estimating spacecraft resources. 
4.1 Reusing The Transformation Rulebase 
This Transformation system is written in OPS5, a language which the author was familiar 
after building the Duplication system. The program flow is controlled by a series of goals 
with the MEA strategy which gives extra importance to the first clause in the rule, usually 
the goal clause. The data structures, external declarations, rules for goal chaining, and the 
rules for each goal are all contained in separate small files. 
The modular nature of the Dansformation system made it apparent that it would be easy 
to graft a set of Resource Usage rules onto the existing Transformation system. Only two 
'\ changes had to made to the internals of the Transformation system to use it as a frontend 
for the Resource Usage tool. The file containing the rules which chained from one goal to 
another was divided into two files, one containing the goals used by both Transformation and 
Resource Usage and one containing the goals used by Transformation alone in generating 
its output data files. The file containing the common goals would be combined'with the 
goal chain used by Resource Usage to control the flow of the Resource Usage calculation. 
An additional data structure was added, with the necessary rule changes, to do a separate 
accounting of parallel exposures, i.e., exposures performed with a different instrument a t  
the same time as the primary exposure. Previously there had been no need to  separately 
track parallel exposures. 
These Transformation files would be compiled with the separate set of Resource Usage files 
to create the Resource Usage executable. These Resource Usage files contained the: 
a Data structures. 
Goal chaining rules. 
a External function declarations. 
a Rules creating all the constants and lookup tables used. 
a Rules which change data  types to  meet the assumptions of later rules. 
a Rules summing exposure level resources into alignment level resources (mainly the 
data  volume) and determining which exposures have narrow scheduling windows. 
a Rules finding alignment level resource quantities, mainly the small angle maneuver 
times between alignments. 
a Rules summing alignment level resources into obset level resources. 
Rules finding obset level quantities, mainly the occultation time and total spacecraft 
time. 
Rules summing obset level resources into proposal level resources. 
a Rules finding maximum, minimum, and average values of proposal level resources for 
the different possible combinations of obsets. 
Rules reformatting the resource quantities into output formats. 
Rules writing the resources to the database and any applicable warnings to  files. 
Unlike the Duplication system, but yet like the Transformation system, Resource Usage 
made extensive use of external function calls to  read from and write to the database, change 
datatypes, and perform mathematical calculations. 
When the Transformation system was designed, using it to  generate resource usage infor- 
mation was not a consideration of the design. This reuse of the Transformation system 
is mainly the result of the non-procedural nature of an  OPS5 program, of the modular 
structure of the OPS5 files, and of the similarilarity of the data structures needed. 
4.2 Isolated Modification of the Transformation Rulebase 
With more familiarity with the Transformation rules, it became apparent that  the different 
purpose of Transformation was embedded in some of the rules used both by Transformation 
and Resource Usage. The Transformation system was designed to operate on only expo- 
sures from one year in a proposal which may contain exposures for multiple years. The 
Resource Usage system was designed to  estimate the resources for all years' exposures in a 
proposal. Thus for Resource Usage to use the Transformation rulebase, i t  had to  prevent 
Transformation from combining exposures from different years into an  alignment or obset. 
Preventing cross-year exposure combinations was accomplished by adding to one of the 
Resource Usage files two rules which in their first clauses referred to  a goal which is in the 
part of Transformation rules used by both systems. 
(p remove-different-cycle-exposure-links 
(goal 
-has-name merge-exposures 
^has-status active 
-task-list f ind-potential-exposure -merges) 
{cmergeable-exposure-link> 
(mergeable-exposures 
^first-exposure-number ctsecond-exposure> 
-second-exposure-number <first-exposure> ) ) 
(exposure-properties 
^has-exposure-number <second-exposure> 
'hats-scheduling-cycle-name <cycle-name> ) 
(exposure-properties 
^has-exposure-number <first-exposure> 
^has-scheduling-cycle-name <> <cycle-name> ) 
- -> 
(remove <mergeable-exposure-link>)) 
(p remove-different-cycle-aligment-link8 
(goal 
^has-name merge-alignments 
^has-status active 
-task-list f ind-potential-alignment -merges) 
{<link-to-remove> 
(mergeable-alignments 
^has-firat-alignment-order <first-alignment-order> 
^has-second-alignment-order <second-alignment-order> 
(assignment-record 
-has-Pepsi-exposure-number <first-exposure> 
^has-alignment-order <first-alignment-order>) 
(assignment-record 
^has-Pepsi-exposure-number <second-exposure> 
-ha.-alignment-order { <second-alignment-order> <> 
<f irst-alignment-order> ) ) 
(exposure-properties 
-has-exposure-number <second-exposure> 
^has-echeduling-cycle-name <cycle-name> ) 
(exposure-properties 
^has-exposure-number <first-exposure> 
^has-scheduling-cycle-name <> <cycle-name> ) 
(remove Clink-to-remove>) ) 
Since these rules are in a file which is not compiled when creating the Transformation 
executable, these rules have no effect on the Transformation system's operation. Because 
these rules are active during a Transformation portion of the goal chain, the rules are 
modifying the operation of the Transformation frontend to the Resource Usage system. 
The non-procedural nature of 0PS5 allows one user of a set of rules to alter the set's 
operation without affecting other users of that set of rules. 
4.3 Resource Ueage Status 
The current Resource Usage tool uses 149 rules unique to it and 327 rules from the Trans- 
formation system. Resource Usage and Transformation are both limited a t  present in the 
number of exposures they can process. For proposals with more than about 800 exposures, 
the virtual memory required exceeds the 90,000 page virtual memory limit of the account 
used. However, these 800 exposures contain more than 6000 separate data elements for 
the 0PS5 rules to match on - thus the large memory usage. For the current pool of GTO 
proposals, about 10% of the proposals have more than 800 exposures. 
The speed of the Resource Usage tool is more important than for the Duplication tool. A 
proposal may be accepted with the condition that it be reduced to meet certain resource 
limits. This paring down and verifying that the resource limits are met will probably be 
an iterative process. Thus the Resource Usage tool may be run several times on a given 
proposal. It presently requires about two minutes of CPU time to  run the Resource Usage 
tool on the average proposal and about thirty minutes of CPU time for the largest proposals 
which do not exceed the memory limits. These execution times are acceptable in verifying 
that proposals are meeting the set resource limits. 
The large memory usage appears to be the result of very large numbers of partial instanti- 
ations of rules, i.e., the first few clauses in rules are satisfied by many data. The memory 
usage can be reduced by reordering both the clauses and the order of the elements within 
the clauses. Reordering some of the clauses has already reduced the memory usage by a 
factor of two, but this is not sufficient to process the largest proposals. The permanent 
solution to the memory usage problem will probably involve identifying disjoint subsets of 
the exposures, and operating on one subset a t  a time. 
5 Strengths and Weaknesses of 0PS5 
The greatest strength of 0PS5 is in its simple syntax, which allows a domain expert to 
learn quickly how to write rules in OPS5. The concept of data driven computation and 
the use of the MEA strategy with goal chaining provides the expert with a simple method 
of controlling the execution of the 0PS5 program. With initial help and guidance from a 
person familiar with OPS5, domain experts can create their own expert systems. 
As the expert system is created by the domain expert, rather than the Knowledge Engineer, 
the domain knowledge goes directly from the expert to the rules without going through the 
"filtern of the Knowledge Engineer. This should decrease the chance of a misunderstanding 
being coded into the expert system. When the domain expert creates AND DEBUGS the 
expert system, there is a much greater chance that the system will do what the expert 
thinks it should. 
Reducing the reliance on the Knowledge Engineer also lessens the bottleneck caused by the 
small number of Knowledge Engineer relative to the large number of "Expertsn. 
Another advantage of OPS5 is the ability to reuse and modify existing 0PS5 rules without 
affecting the other users of those rules. Due to the non-procedural nature of an OPS5 
program, functionality can be added or changed by simply incorporating additional rules 
a t  compile time with any editing of the original code. This requires only that the rules 
are kept in small modular flea. A core expert system can be written and then modified to 
suit the needa of other users. With a procedural language, making isolated modifications to 
common code is much more difficult. To quote the Computer Scientist who first introduced 
the author to  OPSS, "Who says you can't write reusable code?" 
The biggest disadvantage of OPS5 is the environment. One cannot examine the text of 
the rules while single stepping through the rules with the command interpreter. Thus for 
debugging, either a paper copy of the rulebaae is needed or a multi-window hardware system 
is needed. An environment where one can view the rulebase, change rules, recompile, relink, 
and run the command interpreter would be a great aid to developing OPS5 expert systems. 
The other major d idvan tage  of OPS5 is the large memory usage. There are ways to reduce 
the memory requirements by changing the code, and the availability of computer memory 
is always increasing. However, large memory usage is by its nature data dependent and 
does not constitute a fundamental limitation of the language. 
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INTRODUCTION 
The l e v e l  of man's a c t i v i t y  i n  space and h i s  u t i l i z a t i o n  o f  i t  i s  
i nc reas ing  a t  a  very h igh  r a t e  w i t h  an accompanying acce le ra t i ng  
requirement f o r  more and more astronaut  EVA (Extra Vehicular A c t i v i t y )  
t o  deploy, repa i r ,  service, and resupply o r b i t i n g  f a c i l i t i e s .  It i s  
1  i k e l y  t h a t  "people" w i l l  cons t ruc t  the Space S t a t i o n  from components 
c a r r i e d  i n t o  space on the s h u t t l e  and/or expendable vehic les,  thus 
demanding even more o f  EVA astronauts. Human EVA i s  dangerous and 
i n e f f i c i e n t ;  a b e t t e r  way o f  g e t t i n g  t h i s  work done i s  needed. A 
poss ib le  s o l u t i o n  promoted recen t l y  by NASA research i s  t o  use automated 
and t e l  eoperated machines, bu t  these have many unresolved problems. 
Automated devices operate extremely we l l  on earth-based assembly l i n e s  
where they very p rec i se l y  perform we l l  def ined, preprogrammed, r e p e t i -  
t i v e  tasks; bu t  they do no t  perform so we l l  when the environment i s  l e s s  
s t ruc tu red  and the requ i red  a c t i v i t y  i s  impossible t o  t i m e l i n e  i n  
de ta i  1, a  p r i o r i  . 
Teleoperation, o f  course, having d i r e c t  human con t ro l ,  i s  n o t  so 
dependent on s t ruc tu red  environments and prec ise  t i m e l i n e  knowledge of 
the task, b u t  w i l l  r equ i re  a  h igh  l e v e l  o f  manipulator d e x t e r i t y  and 
c o n t r o l a b i l  i ty f o r  r e a l  i s t i c  space tasks. The S h u t t l e ' s  Remote Manipu- 
l a t o r  System (RMS) has demonstrated a  number o f  t imes i t s  a b i l i t y  t o  
perform c e r t a i n  basic  te leopera tor  tasks. The tasks on the horizon, 
however, w i l l  c e r t a i n l y  exceed the c a p a b i l i t i e s  o f  the  RMS by a wide 
margin. The construct ion,  assembly, and checkout o f  the Space S t a t i o n  
i s  an eminent example o f  such requirements. 
One o f  the d i f f i c u l t i e s  t h a t  NASA has had i n  decid ing where and how 
t o  apply manipulators has resu l ted  from no t  having a  con f i den t  know1 edge 
o f  t h e i r  dexterous c a p a b i l i t i e s  t o  perform complex, r e a l i s t i c  space 
tasks o r  o f  how long  the tasks w i l l  take t o  accomplish. The o b j e c t i v e  
of the work repor ted i n  t h i s  paper was t o  address t h i s  issue by 
employing a  te leoperated manipulator con t ro l  1  ed by a  h igh ly -sk i1  1  ed, 
experienced operator t o  repeat a  compl ex task a1 ready accompl i shed i n 
space by EVA astronauts. This would both show t h a t  i t  could be done and 
prov ide as we l l  a  data base o f  task completion times. The task chosen 
was the Access I t russ  assembly which was done by EVA astronauts on 
STS-6lb i n  November 1985. That f l i g h t  experiment proved t h a t  astronauts 
can perform the basic  operat ions requ i red  t o  assemble trusses i n  space. 
The trusses are o f  the general type expected t o  form the framework o f  
Space Stat ion.  The t russ  elements used were, however, about one f o u r t h  
the  s ize  o f  the an t i c ipa ted  5 meter lengths of the f u l l  scale ones on 
Space Stat ion.  Having chosen a task t o  perform, the next concern was 
what manipulator system t o  use. Probably the  most s k i l l e d ,  dexterous, 
and experienced examples o f  teleoperated remote handl i n g  are t o  be found 
i n  operat ions i nvo l  v i  ng the handl i n g  o f  rad ioac t i ve  materi  a1 s. Because 
o f  t h i s ,  Oak Ridge National Lab (ORNL) which has very extensive 
experience i n  the processing o f  nuclear  mater ia ls  was s o l i c i t e d  t o  
supply both s k i l l e d  operators and i t s  dual arm, master/slave manipulator 
[Central  Research Lab (CRL), Model M-21 f o r  use i n  these tes ts .  
The ACCESS I F l i g h t  Experiment 
The ACCESS I (Assembly Concept f o r  Construct ion o f  Er rec tab le  Space 
S t ruc tu re )  was a s t r u c t u r a l  assembly f l i g h t  experiment intended t o  study 
and v e r i f y  the a b i l i t y  o f  astronauts t o  assemble i n  space a r e p e t i t i v e  
t r u s s  s t ruc tu re  representat ive o f  the type l i k e l y  t o  become a p a r t  o f  
Space Stat ion.  It was launched i n  November 1985 as a p a r t  o f  t he  
Shu t t l e  Mission STS-6lb. During the ACCESS EVA ( f i g .  1) astronauts 
performed a rehearsed assembly l i n e  technique using a const ruc t ion  
f i x t u r e  as an aid. The on-orb i t  data which resu l ted  has provided a 
basis f o r  comparison and c o r r e l a t i o n  w i t h  neut ra l  buoyancy s imulat ions 
p rac t i ced  i n  preparat ion f o r  the f l  i ght  experiment. 
The t russ  was assembled from basic hardware ( f i g s .  2 & 3) which 
consisted o f  interchangeable, aluminum nodes and columns which can be 
snapped together  t o  form connected bays o f  s t ruc tu re  w i t h  a t r i a n g u l a r  
cross sect ion as shown i n  f i g .  4. The hor izonta l  and v e r t i c a l  members 
were 4.5 ft long and the diagonals 6.36 f t  long w i t h  a two p o s i t i o n  
l ock ing  sleeve on each end o f  each member. The nodes ( f i g .  2)  each had 
s i x  nubs t o  which the columns could be attached. The columns were mated 
t o  a node by s l i d i n g  back the sleeve on the column's end and w i t h  a s ide 
approach intermeshing the f ingers  on the node's nub w i t h  those on the 
column's end. F i n a l l y  the sleeve was s l i d  back over the j o i n t  t o  make 
i t  secure. 
Fig. 4 shows the equipment and general setup fo r  the f l i g h t  task 
w i t h  the astronauts i n  t h e i r  designated places (no. ' s  1 & 2). The nodes 
and columns were suppl ied from the can is ters  ( n o e l s  3, 4, & 5) which 
were located so t h a t  the astronauts d i d  not  have t o  leave t h e i r  s t a t i o n s  
t o  b u i l d  the truss. They used the assembly f i x t u r e  (no. 6) as a frame 
on which t o  place and hold par ts  as the t russ  sect ions were being pu t  
together. Nodes were s l i d  up the guide r a i l s  (no. 7 )  from the bottom t o  
l a t c h i n g  pos i t i ons  on the f i x t u r e .  The columns were attached t o  these 
t o  form a f i n i shed  bay which was subsequential ly released and s l i d  up 
along the guide r a i l s  t o  a new latched loca t ion  t o  make room f o r  the 
assembly o f  an add i t iona l  bay on the lower h a l f  o f  the f i x t u r e  where the 
ra ised bay had been. 
Two bays a t  a t ime cou ld  res ide  on the assembly aid. The f i x t u r e  
was r o t a t e d  by the astronauts a t  s p e c i f i c  i n t e r v a l s  dur ing the con- 
s t r u c t i o n  t o  prov ide themselves access t o  p a r t s  o f  the t r u s s  they were 
supposed t o  be working on. Each astronaut  had very s p e c i f i c  du t ies  i n  
the  assembly sequence which were repeated i n  cyc les u n t i l  ten  bays o f  
s t r u c t u r e  had been completed. 
Equipment and F a c f l i t i e s  
The Access t russ  remote hand l ing  experiments were performed a t  Oak 
Ridge National Laboratory 's  (ORNL ' s )  Remote Operation and Maintenance 
Demonstration (ROMD) f a c i l i t y .  The ROMO f a c i l i t y  was developed by the  
U .S. Department o f  Energy ' s Consol i dated Fuel Reprocessing Program t o  
develop and demonstrate remote maintenance techniques f o r  advanced 
nuclear  f ue l  reprocessing equipment. Centra l  Research Laboratory ' s 
model M-2 servomanipul a t o r  which was used f o r  the  Access te leopera to r  
task i s  a dual -arm, b i l a t e r a l  fo rce  r e f l e c t i n g ,  master/slave servo- 
manipulator  developed j o i n t l y  by CRL and ORNL and represents the  s ta te -  
o f - t he -a r t  i n  commercially a v a i l a b l e  te leopera tor  manipulators. The 
M-2, i n  operat ion s ince FY 1983, incorporates a d i s t r i b u t e d ,  micro- 
processor-based d i g i t a l  con t ro l  system and was the  f i r s t  successful 
implementation o f  an e n t i r e l y  d i g i t a l  l y  c o n t r o l  1 ed servomanipulator. 
Two major assemblies comprise the M-2: (1) the s lave package shown i n  
f i g .  5 and (2 )  the  master con t ro l  s t a t i o n  o f  f i g .  6. The s lave performs 
"man-1 i ke" hand1 i n g  tasks i n  the remote envi ronment. The package 
consi s t s  o f  a p a i r  o f  fo rce- re f1  e c t i  ng servomanipul a t o r  arms, th ree  
t e l  e v i  s i  on viewing cameras, 1 i g h t i  ng, and a 230-kg (500-1 b )  capac i ty  
a u x i l i a r y  ho is t .  Each s lave arm has a 23-kg (50- lb)  continuous 
capacity,  a 46-kg (100-1 b) time-1 i m i t e d  (peak) capacity,  and s i x  
degrees-of-freedom ( j o i n t s )  which are d r i ven  by brush1 ess dc servo- 
motors. The servomotors are mounted a t  the base o f  the  a n  and t ransmi t  
power t o  the three degrees-of-freedom c loses t  t o  the  base through gears 
and l inkage,  and t o  the remaining three degrees-of-freedom p lus  the end- 
e f fec tor  jaws by cable and p u l l e y  arrangements passing through arm 
tubes. Each servomotor has a servoampl i f ie r  and j o i n t  processor mounted 
i n  racks on the slave. The s lave arm j o i n t  processor communicates w i t h  
i t s  respect ive  master arm j o i n t  processor through a high-speed d i g i t a l  
s e r i a l  1 ink .  Basic con t ro l  i s  through a c l  osed-loop, posi  t ion-pos i  t i o n  
e r r o r  techni  que. 
Master-to-slave a n  con t ro l  i s  i n  rea l  time w i t h  slave a n  t i p  
v e l o c i t y  c a p a b i l i t i e s  up t o  152 cm (60 i n )  per  second. The minimum 
slave a n  load ing  which can be detected o r  " f e l t "  a t  the master c o n t r o l  
arm i s  on the order  o f  1 pound o r  1 percent o f  peak capaci ty .  A l l  arm 
j o i n t s  are force r e f l e c t i n g .  
Operator viewing o f  the remote work s i t e  i s  provided by CCTV 
cameras mounted on the s lave package. These inc lude two boom-mounted 
cameras w i t h  four  p o s i t i o n i n g  degrees-of-freedom (pan, tilt, boom 
extend-retract ,  and boom p i v o t )  and motorized lens  con t ro l s  (zoom, 
focus, and i r i s ) ;  and one f i x e d  camera mounted between the slave arms. 
The cameras provide standard r e s o l u t i o n  c o l o r  video t o  19-inch monitors 
a t  the master cont ro l  s ta t ion .  The two boom-mounted cameras one on each 
side, provide orthogonal views f o r  depth percept ion and viewing f l e x i -  
b i  1 i t y  . The lower camera produces a wide angle view of the work s i t e  
from a f i x e d  p o s i t i o n  t o  g ive add i t i ona l  viewing in format ion  and 
i nformation concerning master-to-sl ave arm spacial  re la t ionsh ips .  
Control  o f  the  slave i s  performed by a s ing le  operator from the  
master con t ro l  s t a t i o n  which cons is ts  o f  a p a i r  o f  master arms, three 
19-inch c o l o r  t e l e v i s i o n  monitors, and an operator console (see f i g .  6).  
The s i x  degree-of-freedom master cont ro l  arms are kinematic 
rep1 i cas  o f  the slave arms w i t h  each having a 25 l b .  peak capacity.  The 
handle on the master i s  a p i s t o l  g r i p  and t r i g g e r  type t h a t  provides 
s lave tong cont ro l .  Switches on the handles a l low the operator t o  
perform such funct ions as slave tong lock,  slave arm lock, master-to- 
slave "a1 1 j o i n t "  indexing, and e l e c t r i c a l  t oo l  power con t ro l  w i thout  
re1 easi ng the hand1 e. 
The operator i n te r faces  w i t h  the cont ro l  system fo r  other  func t ions  
p r i m a r i l y  through a CRT and touch-screen mounted i n  the operator 
console. Operating mode select ion,  f o rce - re f l ec t i on  r a t i o  se lec t ion ,  
camera/l i g h t i n g  con t ro l  and system s ta tus  d iagnost ics are ava i l ab le  
through t h i s  i n te r face .  
Camera and a u x i l i a r y  h o i s t  con t ro l s  are a lso on the operator  
console. A j o y s t i c k  used fo r  overhead camera p o s i t i o n i n g  has spr ing  
loaded potentiometers t o  provide camera lens zoom, focus, and i r i s  
con t ro l .  
Camera views selected t o  the three cont ro l  s t a t i o n  monitors are 
p r i m a r i l y  the onboard slave camera views but  can a lso be selected from 
several o ther  f a c i l i t y  and transporter-mounted cameras as desi red by the 
operator.  I n  addi t ion,  f o r  t h i s  study, three other  t e l e v i s i o n  monitors 
were arranged a t  the  M-2 con t ro l  s t a t i o n  and could s i m i l a r l y  be 
selected. They provided wide angle views ( t y p i c a l l y  a f i e l d  o f  approxi-  
mately 10 f t  by 10 f t )  o f  the works i te  which ass is ted  operators i n  
seeing and o r i e n t i n g  the e n t i r e  t russ  s t r u t  length. 
The handl ing and assembly o f  the t russ  s t r u t s  and nodes were 
performed wi thout  mod i f i ca t i on  t o  the  ACCESS components o r  the remote 
handl ing equipment. The manipulator tongs were f i t t e d  w i t h  standard 
f i nge r  pads. A f la t - faced f i n g e r  and a V-groove type f i n g e r  were used 
on each tong. This f i n g e r  combination produced a good g r i p  on the 
tubu la r  s t r u t s  and countered any p i v o t i n g  ac t ion  a t  the f i n g e r  contact  
po in ts .  
Remote handl ing operat ions were performed a t  a  four-to-one slave- 
to-master fo rce  r e f l e c t i o n  r a t i o  as p re fe r red  by the manipulator  
operators, although a  range o f  r a t i o s  from 0 t o  8 : l  were ava i l ab le  a t  
t h e i r  opt ion.  
Teleoperated Assembly o f  the ACCESS I Hardware 
Experiment Procedure 
Hardware from the ACCESS I f l i g h t  experiment was taken t o  the ORNL 
and se t  up as shown i n  f i g .  7 where i t  cou ld  be operated upon by the  
M-2. The assembly f i x t u r e  (no. I ) ,  actual  f l i g h t  hardware, was mounted 
on a  wooden support f i x t u r e  (no. 2 )  b u i l t  o r i g i n a l l y  f o r  checkout o f  the  
ACCESS f l i g h t  hardware. The nodes and s t r u t s  were ones used by as t ro -  
nauts i n  water immersion t r a i n i n g  i n  p repara t ion  f o r  STS-6lb, b u t  o ther -  
wise i d e n t i c a l  t o  the  f l i g h t  hardware. 
Dur ing data runs the M-2 was a1 t e r n a t e l y  placed i n  each o f  the two 
assembly p o s i t i o n s  occupied by the astronauts [see f i g .  1 and (11, ( 2 )  
o f  f i g .  41 i n  the f l i g h t  experiments and from these pos i t i ons ,  i t  along 
w i t h  a  human subject  i n  the o ther  p o s i t i o n  ( f i g .  8 )  repeatedly con- 
s t ruc ted  two bays ( the  f i r s t  two) o f  the  ACCESS t russ .  The manipu- 
l a t o r ' s  base was no t  al lowed t o  t r a n s l a t e  wh i le  runs were tak ing  place. 
A f t e r  each cons t ruc t i on  the two bays were manually disassembled i n  
p repara t ion  f o r  the next run. 
Two manipulator operators w i t h  extensive experience i n  remote 
hand1 i ng con t ro l  1  ed the  M-2, each operator  doing e i g h t  r e p e t i t i o n s  o f  
the cons t ruc t i on  task i n  each opera t ing  pos i t i on .  Operators and oper- 
a t i n g  p o s i t i o n  were r o t a t e d  t o  d i s t r i b u t e  over a l l  the runs the e f f e c t s  
o f  l e a r n i n g  and t o  minimize operator boredom. Each t e s t  sub jec t  per- 
formed two consecut ive data runs i n  each p o s i t i o n  a f t e r  which the 
manipulator was moved t o  the o ther  opera t ing  p o s i t i o n  where the c y c l e  
was repeated. 
A t e s t  procedure was prepared d e t a i l i n g  the step by step subtasks 
o f  each b u i l d e r  t o  assemble the two bays. During the course o f  a  run 
the  manipulator operator  performed alone a1 1  the requi  red  te leopera t ions  
i n c l u d i n g  master/slave con t ro l  o f  both manipulator arms as we l l  as 
remote operat ion and adjustment o f  TV cameras and se lec t i on  o f  desi red 
remote s i t e  TV images on con t ro l  s t a t i o n  monitors. 
The operator  a t  the lower s t a t i o n  had about 70 percent o f  the work 
t o  do i n c l u d i n g  r e t r i e v i n g  and i n s t a l l i n g  a l l  nodes, r e t r i e v i n g  and 
i n s t a l l i n g  a l l  v e r t i c a l s ,  and r e t r i e v i n g  and i n s t a l l i n g  2/3 o f  the  
ho r i zon ta l s .  The node c a n i s t e r  (no. 5) and the lower s t r u t  c a n i s t e r  
(no. 4)  from which he got these pa r t s  are shown i n  f i g .  4. The nodes 
were i n s t a l l e d  by s l i d i n g  them from the bottom up the tapered guide 
r a i l s  on the assembly f i x t u r e .  A t  the beginning o f  each cons t ruc t i on  
t he  three top nodes o f  the f i r s t  bay were already i n  place. I n  a d d i t i o n  
t o  the above dut ies  the lower s t a t i o n  operator received diagonal s t r u t s  
handed t o  him by the operator a t  s t a t i o n  #2 and attached them t o  
appropr iate nodes. F i n a l l y  he was responsf b l e  f o r  r o t a t i n g  the assembly 
f i x t u r e  as needed fo r  both p a r t i e s  t o  have requ i red  access t o  t russ  
sect ions being worked on. I n  the f l  i ght assembly o f  ACCESS I e i t h e r  
p a r t y  could r o t a t e  o r  a s s i s t  i n  r o t a t i n g  the f i x t u r e  as needed; however, 
i t  was f e l t  t h a t  i f  the same opt ion  were ava i l ab le  i n  these studies t h a t  
t he  person-ha1 f o f  the assembly team would 1 i k e l y  end up doing a1 1 the 
r o t a t i n g  regardless o f  the s t a t i o n  he was manning. Thus, s t a t i o n  $1 was 
assigned t o  do i t  a l l  the t ime wh i le  s t a t i o n  #2 was never t o  do it. 
The b u i l d e r  a t  s t a t i o n  #2 had less  work t o  do (about 30 percent 
o f  the t o t a l )  i nc lud ing  r e t r i e v i n g  the diagonals from the upper s t r u t  
c a n i s t e r  (no. 3)  and handing them t o  the operator a t  s t a t i o n  #1 whi le  
connecting one o f  t h e i r  ends t o  the upper nodes. He a lso i n s t a l l e d  t h e  
upper se t  o f  th ree ho r i zon ta l s  on the  f i r s t  t russ  bay and completed 
upper connections of v e r t i c a l s  a f t e r  they had been i n s t a l l e d  on the  
lower nodes by the s t a t i o n  #1 operator. F i n a l l y  upon completion o f  the 
bay #I assembly, s t a t i o n  #2 released the t russ  l a t c h  which he ld  one node 
o f  the lower bay firmly i n  place. He then ra ised t h a t  e n t i r e  bay one 
l e v e l  and secured i t  w i t h  the l a t c h  ho ld ing  one o f  i t s  lower nodes. The 
cons t ruc t i on  o f  the second bay then took place where the f i r s t  bay had 
been. 
Operators were given breaks f requent ly ,  these general ly  occur r ing  
between const ruc t ion  o f  each p a i r  o f  bays. 
The ACCESS s t r u t s  had t o  be a1 igned i n  a p a r t i c u l a r  way f o r  t h e i r  
ends t o  mate w i t h  the nodes, b u t  t h e i r  symnetrical appearance, especia l -  
l y  through closed c i r c u i t  TV, made doing t h i s  very d i f f i c u l t .  The 
problem was addressed by marking the s t r u t s  t o  ensure reasonable 
attachment times. Marking was accomplished by p u t t i n g  a t h i n  l i n e  on 
one s ide o f  the column along i t s  major ax i s  (see f i g .  3)  such t h a t  i f  
the  operator coul d see the mark centered i n  the manipulator jaws as he 
moved the column toward the node t o  which i t  was t o  be attached, then 
the  a1 ignment was approximately co r rec t .  To a s s i s t  i n  qu ick l y  f i n d i n g  
the 1 i n e  an add i t i ona l  mark i n  the form o f  a diamond was p r i n t e d  on the  
opposite s ide o f  the colunm. 
Data a c q u i s i t i o n  consisted o f  video tap ing t o  provide a v isua l  
record, rea l  time observations o f  task completion times as we l l  as 
c e r t a i n  other  task element completion times, and observat ions o f  task 
performance errors.  Time synchronized video recordings were made o f  (1) 
the  M-2 opera tor 's  primary TV view a t  the Me2 console and ( 2 )  a general 
ove ra l l  view of the assembly a t  the t e s t  s i t e .  Two observers one a t  the  
assembly s i t e  and the other  i n  the M-2 con t ro l  room kept  these records 
and operated the video tape recorders. The "primary view" was recorded 
a t  the d i s c r e t i o n  of the con t ro l  room observer as the one he bel ieved a t  
the time t o  be the one being used by the manipulator operator.  Thus, i t  
was sub jec t  t o  change on a  continuous basis.  Performance e r r o r s  are 
dev ia t ions  from proper performance o f  the task cons i s t i ng  o f  such events 
as dropping p a r t s  o r  t ak ing  ac t ions  which requ i re  the  task t o  be 
stopped. When one o f  these was recorded by an observer, he, a t  the same 
time, noted speci f i c a l  l y  what had happened. 
Runs were begun w i t h  both the  person assembler and the manipulator  
assembler poised t o  begin t h e i r  f i r s t  operat ion. The person-assembler 
gave a  countdown t o  begin each run t o  a l l  o ther  p a r t i c i p a n t s  over a  
rad io  headset. A t  t h i s  po in t ,  the components requ i red  t o  b u i l d  the  
s t r u c t u r e  were a l l  i n  t h e i r  respect ive  can is te rs  and every th ing  ready t o  
go. Runs ended f o r  data tak ing  purposes when the tongs o f  the M-2 had 
re leased the f i n a l  assembly component i n  the l a s t  assembly step. 
RESULTS AND DISCUSSION 
The no t i on  t h a t  a  complex task such as b u i l d i n g  the ACCESS I t r u s s  
could be done w i t h  manipulators was uncer ta in  and unproven p r i o r  t o  the  
s tud ies  o f  t h i s  repor t ,  although many be l ieved such accomplishments were 
possib le.  These experiments have proven by demonstrati on t h a t  t e l  e- 
operated manipulators have the requ i red  d e x t e r i t y  t o  perform the ACCESS 
task and by i m p l i c a t i o n  o ther  s i m i l i a r  ones. I n  add i t ion ,  a  data base 
o f  t imes requ i red  t o  complete the task have been recorded. A f t e r  e i g h t  
runs the subjects a t  ORNL were able t o  assemble the ACCESS t russ  i n  a 
continuous, almost r o u t i n e  fashion, genera l l y  w i thou t  i nc iden t .  The bar  
graph o f  f i g .  9 gives a  comparison o f  assembly t imes f o r  a  v a r i e t y  of 
cond i t i ons  i n c l u d i n g  one-G, s h i r t  sleeves; ground-based water immersion 
s imu la t ion  w i t h  pressure su i t s ;  Shu t t l e  f l i g h t ;  and te leoperated 
assembly a t  ORNL. A1 1  data are normal i zed t o  the complet ion of two 
bays. The te leopera tor  assembly t ime shown i s  an averaged f i g u r e  
computed from the l a s t  th ree  runs o f  both M-2 operators (a t o t a l  o f  
twelve runs).  This f i g u r e  was used because i t  was expected t h a t  
l e a r n i n g  e f f e c t s  would be greater  i n  the e a r l i e r  runs, thus the l a t e r  
runs would be a  more accurate i n d i c a t o r  o f  s tab le  te leopera tor  
performance. The f i g u r e  f o r  the water immersion f a c i l i t y  i s  an average 
o f  t imes from Johnson Space Center 's Weight1 ess Environment T ra in ing  
F a c i l  i ty (WETF) and Marshal 1  Space Center 's Neutral  Buoyancy Simulator  
(NBS) and inc lude some r e s u l t s  from development t e s t s  w i t h  un t ra ined 
subjects. As can be seen the te leopera tor  assembly took about th ree  
times as long as d i d  the  pressure-suited astronauts i n  space t o  achieve 
the  operat ion. The te leopera tor  t ime i s  very good, however, when one 
considers t h a t  n e i t h e r  the hardware being assembled nor  the mani pul  a t o r  
i t s e l f  had been designed t o  accommodate t h i s  task. A r u l e  o f  thumb a t  
ORNL i s  t h a t  tasks which requ i re  no more than e i g h t  t imes as long t o  do 
w i t h  the manipulator as f o r  people t o  do d i r e c t l y  are we1 1  su i ted  f o r  
remote handl ing. An average t ime computed from the two very best runs 
made a t  each o f  the two s ta t i ons ,  was only  about two and one ha1 f times 
as long as f o r  the astronauts. 
The curve o f  f i g .  10 summarizes the task completion times on a 
general ly  chronological basis fo r  the subjects i n d i v i d u a l  l y  as we1 1 as 
t h e i r  average. Each p o i n t  represents a t o t a l  t ime t o  b u i l d  both bays. 
The curve f o r  i nd i v idua l  operators are averages o f  the runs they made a t  
both s ta t ions :  i .e., the p o i n t  fo r  operator #1, t r i a l  #1 i s  an average 
o f  h i s  f i r s t  run a t  s t a t i o n  #1 and h i s  f i r s t  run a t  s t a t i o n  #2. As can 
be seen there  i s  a general decrease i n  times t o  complete the  task w i  t h  
increasing rep1 i c a t i o n s  i n d i c a t f  ng l ea rn ing  as would be expected. The 
e f f e c t  seems t o  be much greater  w i t h  sub jec t  #2 than w i t h  #1, although 
i t  i s  c e r t a i n l y  there f o r  both and r e a d i l y  shows up i n  the curve f o r  
t h e i r  combined performance. 
The average t ime t o  complete the task f o r  both operators a t  each o f  
the s ta t i ons  i n d i v i d u a l l y  are shown i n  f i g .  11 which presents these i n  a 
chronological  progression. As before, l ea rn ing  e f f e c t s  are ev ident  and 
seem t o  be somewhat more pronounced a t  s t a t i o n  #2. The time required a t  
s t a t i o n  #2 was much less  than a t  s t a t i o n  #l. This i s  reasonable con- 
s ide r ing  t h a t  there i s  much less  work t o  do a t  s t a t i o n  #2. I n  add i t ion ,  
acqu i r i ng  and i n s t a l l i n g  the  nodes (which i s  second on ly  i n  d i f f i c u l t y  
t o  i n s t a l l i n g  the hor izonta l  s t r u t s )  i s  unique t o  s t a t i o n  #l. Moreover, 
67 percent o f  the ho r i zon ta l s  themselves are i n s t a l l e d  a t  s t a t i o n  #l. 
The other  performance measure app l ied  t o  the te leopera tor  runs was 
the number o f  t russ  components dropped dur ing  the runs. Fig. 12 shows 
the  t o t a l  number o f  components dropped and i s  broken down by t e s t  
subject,  by node, and by column. Fig. 13 provides the d i s t r i b u t i o n  o f  
these on a run by run basis. Note t h a t  14 of the  18 drops occurred on 
three o f  the runs leav ing an average o f  -8 drops/run fo r  the o ther  f i v e  
runs w i t h  three o f  these runs a c t u a l l y  having no drops a t  a l l .  Data i n  
t h i s  f i g u r e  combine nodes and columns a t  both s ta t i ons  as wel l  as 
subjects, i.e., the  f i v e  drops f o r  run  #5 were computed as the  t o t a l  o f  
two nodes a t  s t a t i o n  #2 and one s t r u t  a t  s t a t i o n  #1 f o r  subject  bl on 
h i s  f i f t h  run a t  both s ta t i ons  and two s t r u t s  a t  s t a t i o n  #2 f o r  
subject  #2 on h i s  f i f t h  run a t  t h a t  s ta t i on .  No nodes were dropped by 
sub jec t  #2 on h i s  f i f t h  run a t  s t a t i o n  #l. On each run 6 nodes and 
12 columns were handled a t  s t a t i o n  #1 and zero nodes and nine columns a t  
s t a t i o n  #2. From t h i s ,  i t  may be noted t h a t  each data p o i n t  i n  f i g .  13 
inc ludes 54 handled t russ  elements o r  oppor tun i t ies  t o  drop an element 
C18 8 s t a t i o n  #1 + 9 @ s t a t i o n  #2) * 2 subjects = 541. Thus the  maximum 
number dropped ( 5 )  on a run as shown i n  f i g .  13 was only about 
9.3 percent o f  the maximum possible. Over a l l  o f  the runs only 
4.2 percent o f  the elements were dropped. 
A l l  o f  the nodes t h a t  were dropped were dropped a t  s t a t i o n  #1, i f  
fo r  no other  reason than t h a t  they were not  handled a t  a l l  a t  
s t a t i o n  #2. On the other  hand, a l l  o f  the s t r u t s  t h a t  were dropped, bu t  
one, were dropped a t  s t a t i o n  #2. Furthermore, a1 1 bu t  one o f  the  
inc idents  o f  dropping s t r u t s  a t  s t a t i o n  #2 were drops back i n t o  the  
s t r u t  can is te r  r e s u l t i n g  from s t r u t  ends s l i p p i n g  out  o f  the end 
e f f e c t o r  jaws. A f a i r  amount o f  t h i s  problem came from the f a c t  t h a t  
the ACCESS hardware was not  designed f o r  manipulator hand1 ing; t h i s  i s  
espec ia l l y  t r u e  o f  removing components from canisters.  The nodes were 
t i g h t l y  packed i n t o  t h e i r  can is te r  making i t  very d i f f i c u l t  t o  grasp 
them wf th  the large, nondexterous, pa ra l l e l - j aw  end e f fec to r .  F ig.  14 
shows the open node can is ter .  There was a s i m i l i a r  problem w i th  the 
s t ru ts ,  bu t  no t  as severe, because the clearance was greater  among 
them. Unl i k e  the  EVA astronauts, the te leoperator  a t  Oak Ridge had t o  
deal w i t h  g r a v i t y  which i n  the case o f  the v e r t i c a l l y  located s t r u t  
can is te r  a t  s t a t f o n  #2 turned a l i t t l e  s l i p  i n  grasp i n t o  a drop back 
i n t o  the  canister .  A v e r t i c a l  e x t r a c t i o n  was a lso requ i red  a t  the node 
can is ter .  The other  s t r u t  can is te r  located a t  s t a t i o n  #1 (see f i g .  4 ) ,  
(no. 4)  was or ien ted f o r  e x t r a c t i o n  i n  the hor izonta l  plane and ap- 
parent ly  because o f  the o r i e n t a t i o n  had no drop-back problem. Both the 
node can is te r  and the v e r t i c a l  s t r u t  can is te r  were located near the 
reach 1 i m i t s  o f  the manipulator magnifying the grasp problem. The 
remaining drop o f  a s t r u t  a t  s t a t i o n  #2 d i d  not  take place as a r e s u l t  
o f  an end e f f e c t o r  grasp problem but  ra the r  occurred wh i le  the t e l e -  
operator was passing a diagonal t o  i t s  human const ruc t ion  par tner  and 
happened because o f  the mistaken be1 i e f  t h a t  the human had grasped it. 
The on ly  dropping o f  a s t r u t  a t  s t a t i o n  #I occurred on the same run t h a t  
two nodes were a lso dropped and probably occurred because o f  f a t i gue  
( t h e  M-2 operator sa id  fa t i gue  was the problem and the observers 
agree). The components dropped on t h i s  run were the most dropped by an 
M-2 operator on any one run. O f  the remaining s i x  dropped nodes two 
were drops back i n t o  the can is ter ,  one resu l ted  from the inadvertant  
disengaging by the operator o f  the g r i p  lock on the  hand c o n t r o l l e r ,  and 
the other  three were probably v i c t ims  o f  handl ing complications. The 
nodes were d i f f i c u l t  t o  deal with. A f t e r  they came ou t  o f  the can is te r  
they had t o  be reor ien ted by grasping, turn ing,  passing o f f ,  and 
regrasping using both end e f f e c t o r s  t o  poise them f o r  placement on the 
guide r a i l s .  
Work load was very h igh dur ing  these experiments. The requirement 
f o r  dual arm a c t i v i t y  was much greater  than the operators were 
accustomed to. The task was intense, perhaps over ly  so, because o f  the 
compet i t ion w i t h  the clock. For a t  l e a s t  these reasons, operators 
reported fa t i gue  t o  have been s i g n i f i c a n t  throughout the course of the 
tes ts .  
Discussions w i t h  the subjects and observations by those conducting 
the tes ts  have i d e n t i f i e d  several mod i f i ca t ions  o f  the hardware which i f  
imp1 emented shout d p o s i t i v e l y  in f luence the t e l  eoperator performance o f  
t h i s  task: 
1. F l a t  grasping po in ts  on the columns and the nodes. These 
would serve t o  produce grasping compatibi 1 i t y  between work 
pieces and end e f f e c t o r  and as wel l  provide a means f o r  
incorpora t ing  indexing t o  expedite a1 i gnment. 
2. Sleeves on the column ends w i thout  mechanisms which ho ld  them 
i n  cocked and locked back posi t ions.  
3.  Good audio from the remote s i t e .  Sound would provide an 
add i t i ona l  channel o f  information t o  the operator w i thout  
imposing any requirements f o r  d i r e c t i n g  a t ten t ion .  Completion 
o f  operat ions would be ind i ca ted  by sounds such as the snap o f  
the column sleeve s l i d i n g  over the node end a t  the connection 
o r  o f  the operat ion of the l a t c h  securing the p o s i t i o n  o f  the  
upper bay on the const ruc t ion  f i x t u r e .  Undesired hardware 
impacts would be heard, etc. 
4.  B e t t e r  markings on s t r u t s  t o  i nd i ca te  o r ien ta t i on .  
5. Canisters located and or ien ted t o  accommodate the manipulator. 
The can is te r  l o c a t i o n  should be f a r  enough away t o  permi t  
e x t r a c t i o n  o f  the co l  umns w i  t hou t  the  mani put a t o r  pushi ng them 
i n t o  i t s  own base and jamming. The d is tance away t h a t  t he  
c a n i s t e r  i s  located should not,  however, be so f a r  as t o  cause 
g rea t l y  dimi n i  shed d e x t e r i t y  because o f  p rox imi ty  t o  reach 
1  i rn i ts .  
CONCLUDING REMARKS 
Teleoperator experiments were conducted which have demonstrated 
t h a t  a rea l  i s t i c ,  complex task, t y p i c a l  of those accompl ished on-orbi t 
by EVA astronauts, can be done i n  a  smooth, t ime ly  manner w i t h  manipu- 
l a t o r s  remotely c o n t r o l l e d  by humans. The rea l  concerns were: 1) Do 
manipulators have s u f f i c i e n t  d e x t e r i t y  fo r  these tasks? 2 )  Can 
s u f f i c i e n t  in format ion  from the remote s i t e  be provided t o  permi t  
adequate te leopera tor  cont ro l  ? 3 )  Can reasonable times r e l a t i v e  t o  EVA 
t imes be achieved? and 4 )  Can the task be completed w i thout  f requent  
and/or damaging impacts among the  task components and the  manipulators? 
Pos i t i ve  answers were found t o  a l l  of these concerns. Task times, 
operator  fa t igue,  and smoothness o f  operat ion could be improved by 
designing the task components and the manipulators f o r  greater  
compati b i  1  i t y  . 
Because o f  c e r t a i n  very s p e c i f i c  operat ions such as tu rn ing  and 
s l  i d i  ng the sleeves on the column ends, and ho ld ing  the 1  atch open whi 1  e  
r a i s i n g  the f i r s t  bay; coordinated dual -arm manipulat ion was d e f i n i t e l y  
a  requirement i n  t h i s  task. However, there were st rong ind i ca t i ons  as 
we1 1  t h a t  the general task may not  have been doable w i thout  two arms 
even i f  modi f i ca t ions  had been made t o  accommodate w i t h  one arm the 
id iosyncras ies  o f  these p a r t i c u l a r  subtasks. Especial l y  i n  one G, f i n a l  
a1 ignment of the hor izonta l  columns t o  mate w i t h  the node ends bene f i t s  
g r e a t l y  from being able t o  support the column simultaneously a t  both i t s  
ends. Two arms permit r o t a t i o n  about s p e c i f i c  po in ts  by one arm ho ld ing  
(Jf POOR Q U A i m  
Figure 1 Astronauts Ross and Spring Assemble ACCESS on STS 61b 
the  p a r t  a t  t h a t  p o i n t  wh i l e  the o ther  generates a moment about it. 
Node r e o r i e n t a t i o n  i s  f a c i l i t a t e d  by us ing  one arm t o  ho ld  wh i l e  t he  
o the r  regrasps, e tc  . 
The data recorded supplements a data base o f  performance met r ics  
fo r  the same task done i n  the water immersion t r a i n i n g  f a c i l i t i e s  as 
we1 1 as space f l i g h t  and provides management w i t h  a ob jec t i ve  basis  f o r  
decid ing how and where t o  apply manipulators i n  space. 
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ABSTRACT 
An experimental t e l  e robot ics  (TR) s imu la t ion  i s  described sui  tab1 e  
f o r  s tudy ing  human operator  ( H.O. ) performance. Simp1 e  mani pul  a t o r  
- pick-and-pl ace and t r a c k i n g  tasks a1 1  owed quanti  t a t i  ve comparison o f  a  number 
o f  c a l l i g r a p h i c  d isp lay  viezring cond i t ions .  
A number o f  con t ro l  modes cou ld  be compared i n  t h i s  TR s imula t ion ,  
i n c l u d i n g  displacement, r a t e  and acce lera tory  con t ro l  us ing  p o s i t i o n  and fo rce  
j o y s t i c k s .  A homeomorphic c o n t r o l l e r  turned ou t  t o  be no b e t t e r  than 
j o y s t i c k s ;  t h e  adapt ive p rope r t i es  o f  t he  H.O. can apparent ly  pe rm i t  q u i t e  
good con t ro l  over a  v a r i e t y  o f  c o n t r o l l e r  con f i gu ra t i ons  and c o n t r o l  modes. 
T ra in ing  by  optimal c o n t r o l  example seemed h e l p f u l  i n  p re l im ina ry  experiments. 
%esearch s t a f f  
+Students i n  graduate b ioengineer ing c lass ME 21 0, B i o l o g i c a l  Contro l  
Systems, F a l l  1985. 
An int roduced communication delay was found t o  produce decrease i n  
performance. I n  considerable pa r t ,  t h i s  d i f f i c u l t y  cou ld  be compensated f o r  
by preview c o n t r o l  in format ion.  That neurol og ica l  c o n t r o l  o f  normal human 
movement conta ins  a sampled data per iod  o f  0.2 seconds may r e l a t e  t o  t h i s  
robustness o f  H.O. c o n t r o l  t o  delay. 
The Ames-Berkel ey enhanced perspect ive  d i s p l  ay was u t i l  i z e d  i n  
con junc t ion  w i t h  an experimental helmet mounted d i s p l  ay system (HMD) t h a t  
provided stereoscopic enhanced views . Two degree-of-freedom r o t a t i o n s  o f  t h e  
head were measured w i t h  a He1 mhol t z  c o i l  inst rument  and these angles used t o  
compute a d i r e c t i o n a l  con i ca l  window i n t o  a 3-D s imulat ion.  The vec to r  
elements w i t h i n  the window were then transformed by p r o j e c t i v e  geometry 
ca l cu la t i ons  t o  an in termediate stereoscopic d isp lay,  received by  two v ideo 
cameras and imaged onto the  HMD m i n i - d i s p l  ay u n i t s  (one-inch CRT video 
rece i ve rs )  mounted on t h e  helmet. 
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INTRODUCTION 
A t e l e r o b o t i c ,  TR, system i s  def ined as a  d i s t a n t  robo t  w i t h  v i s i o n  
and mani pul a t o r  and/or mobil i t y  subsystems c o n t r o l  l e d  by a  human operator ,  
HO. The HO i s  informed main ly  by a  v isua l  d isp lay ,  b u t  a l so  by o ther  sensors 
and other  sensory d isp lays ,  i .e. aud i to ry ,  force o r  t a c t i l e .  His c o n t r o l  can 
be d i r e c t  v i a  j o y s t i c k s ,  o r  superv isory v i a  command and c o n t r o l  p r i m i t i v e s  
e f f e c t e d  by p a r i  t a l l y  autonomous r o b o t i c  funct ions.  Del ays and bandwidth 
1  im i  t a t i o n s  i n  communication are  key problems, compl i c a t i n g  d i s p l  ay and 
con t ro l  (Stark,  Kim, Tendick, e t  a l ,  1986). 
The research presented here  was i n i t i a l l y  c a r r i e d  out  by t h e  students 
tak ing  a  graduate con t ro l  course, ME 210 "B io l  og ica l  Contro l  Systems: 
Te1 e robo t i  cs. " 
EXPERIMENTAL SET-UP FOR THREE-AXIS PICK-AND-PLACE TASKS 
- 
A te leopera t i on  s imu la tor  constructed w i t h  a  d isp lay ,  j o y s t i c k s ,  and 
a  computer enabled three-axis  pick-and-place tasks t o  be performed and var ious  
d i s p l  ay and con t ro l  cond i t ions  evaluated (F igure 1  1. A vec tor  d i s p l a y  system 
(Hew1 ett-Packard 1345A) was used f o r  f a s t  vec to r  drawing and updat ing w i  t h  
h igh  reso lu t i on .  I n  our experiments, displacement j o y s t i c k s  were mainly used, 
although i n  one experiment a  f o r c e  j o y s t i c k  was used t o  compare w i t h  a  
displacement j o y s t i c k .  An LSI-11/23 computer w i  t h  t he  RT-11 opera t ing  system 
computer was connected t o  the j o y s t i c k  outputs through 12-bi  t A/D conver ters,  
and t o  the vec tor  d isp lay  system through a  1 6 - b i t  p a r a l l e r  1/0 po r t .  
12 - bit A/D 
Converter 
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Experimental Arrangement 
Figure 1 
A t y p i c a l  p resenta t ion  on the d i sp lay  screen f o r  three-axis  
- pick-and-pl ace tasks inc luded a  c y l i n d r i c a l  manipulator,  ob jec ts  t o  p i c k  up, 
and boxes i n  which t o  p lace them, a l l  displayed i n  perspect ive (F igu re  2 ) .  
Since perspect ive p r o j e c t i o n  a1 one i s  no t  s u f f i c i e n t  t o  p resent  
three-dimensional i n fo rma t i  on on the  two-dimensional screen, a  g r i d  
represent ing a  ho r i zon ta l  base plane and reference 1  ines  i n d i c a t i n g  v e r t i c a l  
separat ions from the base plane are a1 so presented (E l  1  i s ,  Kim, McGreevy, 
Ty le r  and Stark,  1985; Kim, El 1  i s ,  Ty le r  and Stark, 1985). The human operator  
c o n t r o l l e d  the manipulator  on the d i sp lay  us ing two j o y s t i c k s  t o  p i c k  up each 
o b j e c t  w i t h  t h e  manipulator  g r i ppe r  and p lace i t  i n  the  corresponding box. 
One hand, us ing  two axes o f  one j o y s t i c k ,  c o n t r o l s  the g r i ppe r  p o s i t i o n  f o r  
the two axes p a r a l l e l  t o  t he  ho r i zon ta l  base plane ( g r i d ) .  The o ther  hand, 
us ing  one a x i s  o f  the o the r  j o y s t i c k ,  con t ro l  s  the gr ipper  p o s i t i o n  f o r  the  
t h i r d  a x i s  ( v e r t i c a l  h e i g h t )  perpendicular  t o  t he  base plane. P i ck ing  up an 
L 
ob jec t  i s  accompl ished by touching an ob jec t  w i t h  the manipulator g r ipper .  
Likewise, p lac ing  an o b j e c t  i s  accomplished by touching the  c o r r e c t  box w i t h  
the mani pul  a t o r  gr ipper .  
Puma Arm Simulator 
--
I n  a d d i t i o n  t o  the cy1 i n d r i c a l  manipulator s imulat ion,  t he  k inemat ics 
and dynamics a  s i x  degree-of-freedom Puma robot  arm were simulated. Each o f  
these degrees o f  freedom were c o n t r o l l e d  simultaneously us ing  two j o y s t i c k s .  
A1 though no experiments have y e t  been performed w i t h  the puma simul a t i  on, i t 
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i s  hoped t h a t  i t  w i l l  be a  step toward experiments w i t h  more complex 
mani pul ators.  A 1  ow-bandwi dth telephone connection t o  con t ro l  two puma arms 
a t  J e t  Propuls ion Labs i n  Pasadena i s  planned. The s imu la t ion  w i l l  a l l ow  
p r e d i c t i o n  o f  the  robots motion t o  p rov ide  a  preview d isp lay  t o  he1 p  overcome 
the  communication delays inherent  i n  such a  low bandwidth connection, o r  as i n  
transmissions t o  manipulators i n  space. 
CONTROL MODE EXPERIMENTS 
-
P o s i t i o n  and r a t e  con t ro l  s  are the two c o n o n  manual con t ro l  modes 
f o r  con t ro l  1  i n g  te lemanipulators w i t h  j o y s t i c k s  ( o r  hand con t ro l  l e r s )  (Johnsen 
& Corl  i s s ,  1971; Heer, 1973). I n  the p o s i t i o n  con t ro l  the j o y s t i c k  command 
i n d i c a t e s  the desi red end e f f e c t o r  p o s i t i o n  o f  the manipulator,  whereas i n  t h e  
r a t e  c o n t r o l  the j o y s t i c k  command ind i ca tes  the des i red  and e f f e c t o r  v e l o c i t y .  
I n  our  three-axis  pick-and-pl ace tasks, the human operator  con t ro l  s  
the manipulator  hand p o s i t i o n  i n  t he  robot  base Cartesian coordinate by us ing  
th ree  axes o f  the two displacement j o y s t i c k s .  I n  pure ( o r  idea l  ) p o s i t i o n  
c o n t r o l ,  the system t r a n s f e r  f unc t i on  from the j o y s t i c k  displacement i n p u t  t o  
the actual  manipulator  hand p o s i t i o n  output  i s  a  constant  ga in  G f o r  each 
P 
ax is .  I n  pure r a t e  con t ro l ,  the system t r a n s f e r  f unc t i on  i s  a  s i n g l e  
i n t e g r a t o r  GV/s f o r  each ax is .  I n  t he  r a t e  con t ro l ,  a  5% dead-band 
n o n l i n e a r i t y  i s  in t roduced before  the  pure i n t e g r a t o r  i n  order  t o  i n h i b i t  the  
d r i  f t  probl  em associated w i t h  the pure i n teg ra to r .  
Comparison o f  pure p o s i t i o n  and r a t e  con t ro l  s  
-- --
Three-axis pick-and-place tasks were performed w i t h  both pure 
p o s i t i o n  and r a t e  con t ro l  modes f o r  var ious gains (F igure  3 ) .  The mean 
compl e t i o n  t ime p l  o t  c l e a r l y  shows t h a t  pick-and-pl ace performance w i  t h  pure 
p o s i t i o n  c o n t r o l  (mean complet ion t ime 2.8 seconds a t  G = 2 )  was about 1.5 P 
t imes f a s t e r  than t h a t  o f  the pure r a t e  con t ro l  (mean complet ion t ime 4.3 
seconds a t  G, = 4 ) .  
T r a j e c t o r i e s  - o f Joys t i ck  - and Manipulator Movements 
I n  o rder  t o  examine why the p o s i t i o n  c o n t r o l  performed b e t t e r  than 
the  r a t e  con t ro l  , several t r a j e c t o r i e s  o f  the j o y s t i c k  displacement i n p u t  and 
t h e  manipul a t o r  hand p o s i t i o n  output  du r ing  the  pick-and-place ope ra t i  on were 
observed. Typical  t r a j e c t o r i e s  from the s t a r t  o f  t r y i n g  t o  p i c k  up an o b j e c t  
t o  i t s  accomplishment were p l o t t e d  t o  ill u s t r a t e  pos i t i on ,  r a t e ,  and 
acce le ra t i on  c o n t r o l s  (F igure  4 ) .  Components on ly  f o r  the x-ax is  
(s ide- to -s ide)  a re  p l o t t e d ,  s ince components f o r  the o ther  two axes are  
s i m i l  ar.  Observati on o f  several t r a j e c t o r i e s  i nd i ca tes  t h a t  a  p rec ise  
re-posi t i o n i n g  o f  the  manipulator  hand i s  achieved by a  combination o f  quick 
step re -pos i t i on ing  operat ions and slow smooth movement operat ions. I n  
p o s i t i o n  con t ro l  one quick step re-posi t i o n i n g  o f  the manipulator  hand from 
one p o s i t i o n  t o  another requ i res  one j o y s t i c k  p u l l  o r  push operat ion,  whereas 
i n  the  r a t e  con t ro l  i t  requ i res  a  p a i r  o f  operat ions; p u l l  -and-push o r  
push-and-pull operat ions (F igure  4 1. This  i s  a  major reason why the posi  ti on 
con t ro l  y i e l d e d  b e t t e r  performance than the  r a t e  con t ro l  f o r  our 
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pick-and-place tasks. I t  should be noted, however, tha t  the pick-and-place 
u task i s  a positioning task. If the task i s  following a target with a constant 
vel oci ty , then vel oci ty ( r a t e  ) control woul d perform better.  
Accel erat i  on Control 
Three-axi s pick-and-pl ace task were a1 so t r i ed  w i  t h  acceleration 
control . I t  turned out,  however, accel erati  on control was not adequate to  
perform s tab1 e ,  safe pick-and-pl ace operations. I n  acceleration control , the 
manipulator tends to  move almost a l l  the time even though the joystick i s  a t  
the center position. Note that  in pure ra te  control, the manipulator does not 
move when the joystick i s  a t  the center position regard1 ess of previous 
history of the joystick displacement. 
Human Adaptation to  Gain Change 
-- 
Mean completion time did not change much for  the various gains tested 
(Figure 31,  which means that the human operator adapted we1 1 to the gain 
change (McRuer, e t  a1 , 1965; Young, 1969; Stark 1968). Both lower and higher 
gains re1 ative to the optimal gains caused sl ight increase in the mean 
completion time. A reason of s l ight ly  1 onger mean completion times w i t h  lower 
gains i s  because lower gains demand wider joystick displacements and i t  takes 
longer for the finger or hand to displace the joystick wider. A reason for  
s l ight ly longer mean completion times w i t h  higher gains i s  the higher gains 
demand more minute j o y s t i c k  displacements, degrading e f f e c t i v e  reso l  u t i  on o f  
the  j o y s t i c k  c o n t r o l  . An add i t i ona l  major reason f o r  longer  mean complet ion 
t imes w i t h  lower gains f o r  t he  r a t e  con t ro l  i s  due t o  the v e l o c i t y  l i m i t .  
Force j o y s t i c k  
-
The two common j o y s t i c k  types are t h e  displacement and fo rce  
j o y s t i c k s .  The output  o f  the displacement j o y s t i c k  i s  p ropor t iona l  t o  the  
j o y s t i c k  displacement, whereas the  output  of the fo rce  j o y s t i c k  ( i somet r ic  o r  
s t i f f  j o y s t i c k )  i s  p ropor t iona l  t o  the fo rce  app l i ed  by the  human operator .  
The advantage o f  the  fo rce  j o y s t i c k  i s  t h a t  i t  requ i res  o n l y  minute j o y s t i c k  
displacements ( a  few micrometers) i n  con t ras t  w i t h  the displacement j o y s t i c k  
(a  few cent imeters ) .  
Pick-and-place tasks weeperformed f o r  pure p o s i t i o n  and r a t e  
c o n t r o l s  w i t h  displacement and fo rce  j o y s t i c k s .  The experimental r e s u l t s  f o r  
two sub jec ts  (F igure 5 )  shows t h a t  i n  the  r a t e  con t ro l ,  task performance w i t h  
fo rce  j o y s t i c k  was s i g n i f i c a n t l y  f a s t e r  than t h a t  w i t h  displacement j o y s t i c k .  
This  i s  main ly  because the  fo rce  j o y s t i c k  senses the  app l i ed  fo rce  d i r e c t l y ,  
r e q u i r i n g  on ly  very minute j o y s t i c k  displacements. I n  the p o s i t i o n  c o n t r o l  , 
however, the  fo rce  j o y s t i c k  performed no b e t t e r  than t h e  displacement 
j o y s t i c k .  I n  f a c t ,  a l l  three sub jec ts  p re fe r red  t o  use the displacement 
j o y s t i c k  i n  t h i s  mode, since the  fo rce  j o y s t i c k  requ i red  more fo rce  t o  be 
appl i e d  than the d i  spl acement j o y s t i c k  , especi a1 1y when the  mani pul a t o r  hand 
i s  t o  be pos i t ioned f a r  away from the  i n i t i a l  center  pos i t i on .  Pos i t i on  
con t ro l  a l so  performed b e t t e r  than the r a t e  c o n t r o l  regardless o f  j o y s t i c k  
types, and furthermore the  p o s i t i o n  con t ro l  w i  t h  the  d i  spl acement j o y s t i c k  
performed bes t  f o r  our pick-and-place tasks (F igure 5 ) .  
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o f  HO t o  u t i l i z e  these d i f f e r e n t  j o y s t i c k s .  P o s i t i o n  c o n t r o l  i s  
supe r i o r  t o  r a t e  c o n t r o l  i n  t h e  p a r t i c u l a r  task s tud ied .  Two 
sub jec ts :  diamond (WK),  c ross (MT) .  
F i g u r e  5 
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Resol u t i  on 
The experimental resu l  t s  demonstrate the  s u p e r i o r i t y  o f  p o s i t i o n  
c o n t r o l  when the t e l  emani pul a t o r  has a  s u f f i c i e n t l y  small work space (F igures 
3 ,  4 ,  & 5 ) .  Note t h a t  our three-axis  pick-and-place tasks used i n  t h i s  
experiment i m p l i c i t l y  assumes t h a t  the  manipulator work space i s  small o r  a t  
l e a s t  n o t  very la rge ,  since our task a1 lows the  human operator  t o  per form 
successful  pick-and-place operat ions w i t h  a  d i sp lay  showing the e n t i r e  work 
space on the  screen. Examples o f  small work space te lemanipulators can be 
found i n  nuclear  reac to r  t e l  eoperators, surg ica l  m ic ro - te l  erobots, o r  small 
dexterous t e l  e robo t i c  hands. Pos i t i on  c o n t r o l  can a1 so be u t i l  i z e d  du r ing  
p rox im i t y  operat ions i n  con junc t ion  w i t h  the fo rce- re f1  ec t i ng  j o y s t i c k s  f o r  
enhanced t e l  epresence (Bejczy , 1980). When the  t e l  emani pul a t o r ' s  work space 
i s  very l a r g e  as compared t o  human opera to r ' s  con t ro l  space, p o s i t i o n  c o n t r o l  
of  the e n t i r e  work space s u f f e r s  from poor reso lu t i on  since human opera tor 's  
con t ro l  space must be g r e a t l y  up-scal ed t o  acconodate the t e l  emani pul a t o r ' s  
l a r g e  work space (F l  atau, 1973). One way o f  so l v ing  t h i s  poor reso lu t i on  
problem i n  p o s i t i o n  con t ro l  i s  us ing indexing Johnsen & Corl  i s s ,  1971 ; Argonne 
National Lab, 1967). I n  t he  indexed p o s i t i o n  con t ro l  mode, the  c o n t r o l  s t i c k  
gain i s  se lected so t h a t  the f u l l  displacement range o f  the con t ro l  s t i c k  can 
cover o n l y  a  small p o r t i o n  o f  the manipulator  work space, and l a r g e  movements 
o f  the manipulator  hand can be made by successive uses o f  an indexing t r i g g e r  
mounted on the  con t ro l  s t i c k .  Note, however, t h a t  r a t e  c o n t r o l  can i n h e r e n t l y  
prov ide any h igher  degree o f  r e s o l u t i o n  by mere change o f  con t ro l  s t i c k  gain 
w i  t hou t  use o f  i ndexi ng. 
HOMEOMORPHIC CONTROLLER 
Most of our  pick-and-place and t r a c k i n g  experiments were performed 
w i t h  j o y s t i c k s  as the  i n p u t  device through which the  human operator  c o n t r o l l e d  
the simulated manipulator.  The ope ra to r ' s  movements when us ing  j o y s t i c k s  are  
non-homeomorphic, so t h a t  t he  movements he must make t o  produce a des i red  
mani pul a t o r  response do n o t  match the  movement o f  the mani pul a t o r  and 
e f f e c t o r .  Thus, he must menta l l y  conver t  the  desi red end e f f e c t o r  p o s i t i o n  t o  
Cartesian coordinates and use the j o y s t i c k s  t o  i n p u t  these coordinates. 
To attempt t o  study whether a t r u l y  homeomorphic i n p u t  device cou ld  
improve performance i n  t rack ing  tasks, an apparatus o f  i d e n t i c a l  form t o  our  
I 
s imulated c y l  i ndr i ca l  manipul a t o r  was bu i  1 t. A v e r t i c a l  rod  was supported by 
bearings on the base t o  a l l o w  r o t a t i o n ,  theta. A counterweighted ho r i zon ta l  
arm was attached t o  the  rod  w i t h  s l  i d i n g  bear ings t o  permi t  r o t a t i  on and 
trans1 a t i o n  i n  t he  r and z axes respect ive ly .  The human operator  cou ld  
con t ro l  p o s i t i o n  through a handle on t h e  end of the  arm corresponding t o  the  
end e f f e c t o r  o f  the simul a ted  mani pul a to r .  Potent i  ometers measured movement 
i n  each a x i s  t o  determine i n p u t  r, theta, and z.  The L S I  -11/23 computer read 
these values through A/D channels and d isp layed the manipulator i n  the 
i d e n t i c a l  posi  ti on. 
Three-dimensional t rack ing  experiments were performed w i  t h  t h e  
homeomorphic c o n t r o l l e r  and w i t h  j o y s t i c k s  f o r  gains vary ing  from 1 t o  5 t o  
compare performance (F igure  6 ) .  The r e s u l t s  do not  show a s i g n i f i c a n t  
d i f f e rence  between the homeomorphic c o n t r o l l e r  and j o y s t i c k s  over the  range o f  
Verticci k i n  
Homeomorphic Contro l le r .  Note s imi l  a r  1 ow sensl ti v i  t i e s  t o  gain 
for a1 l three axes. (x-axf s, dfamonds; y-axis,  crosses; and 
z-axis ,  squares 1 .  Figure 6 
gain values. A1 though the 1 arger  movements requ i red  f o r  t he  homeomorphic 
c o n t r o l l e r ,  w i t h  g reater  i n e r t i a  and f r i c t i o n  than the  j o y s t i c k ,  may have 
1 i m i  t e d  performance, we be1 i e v e  t h a t  human adaptabi l  i ty minimizes i t s  
advantages. 
TRAINING BY OPTIMAL CONTROL EXAMPLE 
-
A simp1 i f i e d  s imu la t ion  o f  the  manned maneuvering u n i t ,  MV, enabled 
study o f  t r a i n i n g  o f  human c o n t r o l  performance (Jordan, 1985). Only th ree  
t r a n s l a t o r y  degrees-of-freedom, x, y  and z, were used. Thrusters generat ing 
pulses o f  acce lera tory  con t ro l  were c o n t r o l l e d  v i a  a keyboard and the task was 
t o  acce lera te  simultaneously i n  x, y  and z t o  a maximum v e l o c i t y ,  t r a n s i t  t o  
the des i red  new 1 ocat ion,  and decel e ra te  again simul taneously . Two d i s p l  ays 
were used -- a perspect ive  d i sp lay  o f  a m i n i f i e d  model o f  the  MMV, o r  two 
two-dimensional p r o j e c t o r s  o f  t h a t  model w i  t h  a small i n s e t  o f  the perspect ive  
d i  sp l  ay . 
Subjects genera l l y  performed poo r l y  dur ing  the  few hundred seconds 
a l l  owed f o r  the tasks (upper panel s, F igure  7). It was decided t o  a1 1 ow the  
sub jec ts  t o  view t h i s  c o n t r o l  problem c a r r i e d  ou t  by a simple opt imal c o n t r o l  
a lgo r i t hm (see middle panel, F igure  7).  This  experience was o f  considerable 
he1 p and several subjects then performed q u i t e  we1 1 (bottom panel, F igure  7 ) .  
This  experiment, 1  earning-by-exampl e, ill us t ra tes  a s t ra tegy  t h a t  
perhaps may be e f f e c t i v e  i n  more complex and r e a l i s t i c  tasks as we l l .  
- 
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Figure  7 
T r a w  2 Example. MMV c o n t i o l  i n  th ree  axes showing 
displacement, forces. and v e l o c i t y  fo r  automatic c o n t r o l  . Note 
Improvement a f t e r  t r a f n i n g .  
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COMMUNICATIONS DELAY AND PREVIEW 
-- 
Comnunicati on delay i s  a s i g n i f i c a n t  c o n s t r a i n t  i n  human performance 
i n  con t ro l1  i n g  a remote manipulator.  It has been shown (Sheridan e t  a1 , 1964, 
1966; Tomizuka and Whitney, 1976) t h a t  preview in fo rmat ion  can be used t o  
improve performance. Stark e t  a1 (1 986 demonstrated t h a t  preview can 
s i g n i f i c a n t l y  reduce e r r o r  i n  t rack ing  experiments w i  t h  imposed del ay . 
Experiments were performed t o  i nves t i ga te  whether a preview d i sp lay  
cou ld  improve performance i n  pick-and-place tasks w i t h  delay. A s i n g l e  b r i g h t  
diamond-shaped cursor  was added t o  the d i s p l  ay t o  represent  cu r ren t  j o y s t i c k  
pos i t i on .  This was a per fec t  p r e d i c t i o n  of what the  end e f f e c t o r  p o s i t i o n  
would be a f t e r  the delay i n t e r v a l .  Thus, the task was the same as i f  there  
were no delay, except t h a t  the HO had t o  w a i t  one delay pe r iod  f o r  
conf i rmat ion  t h a t  a t a r g e t  had been touched o r  c o r r e c t l y  placed ( i n  the 
non-previewed display, the t a r g e t  l e t t e r  was doubled when p icked up, and 
became s ing le  again when placed i n  the  c o r r e c t  box).  
Performance a f f e c t e d  by 
-
Preview improved performance a t  delays up t o  4 seconds so t h a t  i t  was 
almost as good as f o r  a small delay o f  0 2 seconds (F igure  8). While task 
compl e t i o n  t ime i n  the  delayed cond i t i on  increased g r e a t l y  w i  t h  del ay , there 
was only  a small increase i n  the preview case. This  i s  because the H.O. must 
compensate f o r  del ays by us ing a "move-and-wai t" strategy,  making a j o y s t i c k  
ge 1 cy T i m ~  (seconds) 
Performance Af fected  by  el ays -- and by Preview Control - Mode. 
Note severe adverse inf luence delay and b e n e f i c i a l  e f f e c t  o f  
preview control  i n  t h i s  piak-and-place task-. 
F i g u r e  8 
movement and wai t i n g  t o  see t h e  resu l  t a n t  end e f f e c t o r  movement. I n  t h e  
- preview case, t h i s  s t ra tegy  i s  on l y  necessary when very c lose t o  t h e  t a r g e t  o r  
box t o  wai t f o r  conf  i rmat i  on t h a t  the goal has indeed been touched. 
HELMET MOUNTED DISPLAYED DESIGN 
M o t i v a t i  on 
The mo t i va t i on  o f  the HMD system i s  t o  p rov ide  t h e  human opera tor  
w i  t h  a  t e l  epresence f e e l  i n g  t h a t  he i s  ac tua l  l y  i n  t he  remote s i t e  and 
c o n t r o l  s  t he  t e l  emani p u l a t o r  d i r e c t l y .  The HMD system detec ts  the  human 
opera tor 's  head motion, and con t ro l  s the  remote s te reo camera accordingly .  I n  
our  c u r r e n t  system, the remote telemani pul a t i o n  task environment i s  simulated 
L and the p i c t u r e s  f o r  the d isp lay  are  generated by the  computer. 
Head Or ien ta t i on  Sensors 
-
A two-axis magnetic Helmholtz c o i l  arrangement was used as a  head 
o r i e n t a t i o n  sensing device, t o  de tec t  ho r i zon ta l  and v e r t i c a l  head r o t a t i o n s  
(F igure  9). By assuming t h a t  the  pan and t i 1  t angles of a  remote stereo 
camera are c o n t r o l l e d  i n  accordance w i t h  the  ho r i zon ta l  and v e r t i c a l  head 
ro ta t i ons ,  respect ive ly ,  the  computer generated the  corresponding stereo 
p i c t u r e  f o r  the HMD. The head o r i e n t a t i o n  sensing device i s  composed o f  a  
search (sensing)  c o i l  mounted on o r  beneath the  helmet and two p a i r s  o f  f i e l d  
c o i l  s  f i x e d  w i t h  respect  t o  human opera tor 's  con t ro l  s t a t i o n .  The r i g h t - 1  e f t  
p a i r  o f  the f i e l d  c o i l  generates the  ho r i zon ta l  magnetic f l u x  o f  a 50 KHz 
Head O r i e n t a t i o n  Sensor  uevl ce. 
-
Figure  9 
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square wave. The up-down pair of the f ie ld coil generates the vertical 
'b magnetic flux of a 75 KHz square wave. The search coil detects the induced 
magnetic flux, which is amplified and separated into 50 and 75 KHz 
components. The mgni tude o f  each frequency component depends upon the 
orientation of the search coil w i  t h  respect to the corresponding f ie ld  coil 
(Duffy, 1985). 
LCD Display 
An early configuration o f  the HMD had a flat-panel LCD ( l iqu id  
crystal di spl ay) screen (a comnerci a1 1 y avai 1 able portabl e L C D  tel evi si  on) 
mounted on the helmet for the display (Figure 1 0 ) .  However, the picture 
quality of the LCD screen was poor due not only t o  low resolution b u t  also to  
-4 poor contrast. 
CRT Display 
-
A new design of the HMD tha t  we currently have, mounts a pair  of Sony 
viewfinders (Model VF-208) on the helmet (Figure 5 ) .  Each viewfinder has a 
I-inch CRT (cathode ray tube) screen and converging 1 ens through which the 
human operator views the CRT screen. The computer-generated stereo picture 
pair (stereogram) i s  displayed on the CRT screens; one for the l e f t  eye and 
the other for the right. The converging lens forms the virtual image of  the 
stereogram behind the actual display screen. When the CRT screen i s  4.2 cm 
L d 1 - h -  
LC0 
Qs-Y 
f-r 
Earl HMO Design wi th  LCD Screen. 2- ---
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apar t  f r o ~ s  whose focal l e n g t h  i s  5 cm, the  v i r t u a l  image o f  t h e  CRT 
screen i s  t 25 cm apar t  from the  l e n s  w i t h  an image magn i f i ca t i on  o f  
6. Thus, CRT screen appears t o  be a  6- inch screen to t h e  viewer. A t  
a p p r o p r i a t i c a l  and o p t i c a l  cond i t ions  , the r i g h t  and 1  e f t  images 
over1 ay , aeopl e  can fuse the two images i n t o  a  s i n g l e  
three-dima'mage. The stereoscopic d i sp lay  formulas used to generate 
the stereo the  helmet mounted d i sp lay  are described i n  references 
(Kim, e t  acted 1985). 
Mechanical 
F?es o f  freedom were prov ided f o r  t h e  mechanical adjustment 
of the posi o r i e n t a t i o n  o f  each v iewf inder ,  a1 1 owing th ree  orthogonal 
s l i d i n g s  ar ta t ions  (F igure 11 ) .  A 1 I b .  counterweight was at tached t o  
the back ofmet f o r  counterbal anci ng. 
SUMMARY 
Thexperiments enabled our Tel e robo t i c  U n i t  a t  t he  U n i v e r s i t y  
of C a l i  forn$ley, t o  explore i n  a  number o f  research d i rec t i ons .  The 
HMO d i r e c t i q w  been g r e a t l y  extended and i s  a  major focus i n  our  
labora tory .  o ther  hand, the homeomorphic c o n t r o l l e r  d i d  n o t  seem t o  be 
a  productive: t o  cont inue because o f  the  adaptabi l  i t y  o f  t he  H.O. t o  
many conf iguof con t ro l .  A1 so, our i n t e r e s t  i n  supervisory and o ther  
h igh 1  eve1 C i s  leading us away from d i r e c t  manual con t ro l  . The 
Current  HMO Design. CRT screens provide stereo v i s i o n ,  w i t h  
h i  gh resol  u t i  on. Sl ave s te reo  camera coul d provi  de d i  s tan t 
scene informati  on i n  accordance w i t h  helmet pan and t i 1  t; 
however, we have so f a r  used s imulated stereoscopic scenes. 
F igure 11 
~ t h u s i  a s t i c  and f e l  t the  course s t imu la ted  t h e i r  c r e a t i v i t y  and 
~ r t u n i t y  f o r  them t o  engage i n  r e l a t i v e l y  uns t ruc tu red  
--- a  good model f o r  subsequent t hes i s  research. 
REFERENCES 
Argonne Nat ional  Laboratory, Manipul a t o r  Systems -- f o r  Space 
Appl i ca t i ons ,  Technical Report, Argonne, 1967. 
Bejczy, A. K., "Sensors, Control  s, and Man-Machine I n t e r f a c e  f o r  
Advanced Teleoperation," Science, - - - -  Vol. 208, No. 4450: 1327-1335, 1980. 
Duffy,  M. K., "A Head Monitor System Using The Search C o i l  Method," 
Master 's  Thesis, Department o f  E l e c t r i c a l  Engineering and Computer Sciences, 
Un ive rs i t y  of C a l i f o r n i a ,  Berkeley, 1985. 
E l  1 i s ,  S. R., M. Ty ler ,  W. S. Kim, M. W. McGreevy and L. Stark,  
"Visual Enhancements f o r  Perspect ive Displays: Perspect ive Parameters,: - IEEE 
1985 Proceedings o f  the I n t .  Conf. on System, Man, and Cybernetics, pp. 
- --- - --  - 
815-818, 1985. 
F latau,  C.R., "The Manipulator as A Means o f  Extending Our Dexterous 
Capabil i t i e s  t o  Larger and Small e r  Scales," Proceedings -- o f  21 s t  Conference - on 
Remote Systems Techno1 09: 47-50, 1973. 
Heer, E., Remotely Manned Systems: Expl o r a t i o n  - and Operat i  on - i n
Space, Cal i f o r n i a  I n s t i  t u t e  o f  Technology, 1973. 
Johnsen, E. G. and W .  R. Cor l i ss ,  - Human Factors App l ica t ions  - i n
Tel eoperator Design - and Operations, W i l  ey Intersc ience,  1971 . 
Jordan, T., "The Simulated Manned Maneuvering U n i t  and P u r s u i t  
L 
Experiments," Mastert  s Thesis, Department o f  Mechani ca1 Engineering, 
Uni ve rs i  ty o f  Cal i f o r n i  a, Berkel ey , 1 985. 
Kim, W. S., S. R. E l l i s ,  M. Ty le r  and L. Stark, "Visual Enhancements 
f o r  Telerobot ics," -- IEEE 1985 Proceedings --- of the  I n t .  - Conf. - on System, - -  Man, and 
Cybernet ics, pp. 807-81 1 , 1985. 
Kim, W. S., F. Tendick, and L. Stark, "Visual Enhancement i n  
Pick-and-Place Tasks: Human Operator 's  C o n t r o l l i n g  A Simulated C y l i n d r i c a l  
Manipulator," submitted t o  the  IEEE J. o f  Robotics and Automation. 
Kim, W. S., S. R. E l l i s ,  M. Ty le r ,  0 .  Hannaford and L. Stark, "A  
Quan t i t a t i ve  Eva1 u a t i  on o f  Perspect ive and Stereoscopic Displays i n  Three-Axi s 
L 
Manual Tracking Tasks," submitted t o  the IEEE Trans. on System, Man, and 
Cybernetics. 
McRuer, D., D. Graham, E. Krendel and W. Reisener, "Human Pi1 o t  
Dynamics i n  Compensatory Systems: Theory, Model s, and Experiments w i t h  
Contro l  1 ed Elements and Forc ing Funct ion Var ia t ions  ," U. S. A i r  Force 
- -- 
AFFDL-TR-65-15, 1965. 
Sheridan, T. B., "Three models of preview con t ro l , "  -- IEEE Trans. - Human 
Factors - i n Elec t ron ics ,  HFE-7: 91-102 (1966). 
Sher.idan, T. B., M. H. Mere1 , e t  a1 , "Some p r e d i c t i v e  aspects o f  t he  
human c o n t r o l l e r , "  i n  Progress - i n Astronomics - and Aeronautics, - -  Vol. 13,
k 
Academic Press Inc., New York, 1964. 
Stark,  L., W. S. Kim, F. Tendick, e t  al., "Telerobot ics:  Display, 
- 
Control  and Comnunication Problems," i n  press i n  the  IEEE J. o f  Robotics and 
-- - -
Automation, 1986. 
Stark, L., Neurol og ica l  Contro l  Systems: Studies i n  Bioengineering, 
-
P l  enum Press, 1968. 
Tomizuka, M. and 0. E. Whi tney, "The Human Operator i n  Preview 
Tracking: An Experiment and Its Modeling v i a  Optimal Contro l  ," Trans. ASME J. 
--- 
o f  Dynamic Systems, Measurements, and Control  , Vol , 98: 407-41 3, 1976. 
- - - -
Young, L. R., "On Adaptive Manual Control  ," IEEE Trans. Man Mach. 
-- --
Syst., Vol. MS-10, NO. 4: 292-331, 1969. 
- -
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ABSTRACT 
Grumman Space System's Controls and Displays (CSrD) Laboratory 
has developed a working Advanced Space Cockpit that integrates ad- 
vanced control and display devices into a state-of - the-art multimicro- 
processor hardware configuration, using f'window" graphics and running 
under an object-oriented, multitasking real- time operating system en- 
vironment. This Open Control/Display System supports the idea that the 
operator should be able to interactively monitor, select, control, and 
display information about many payloads aboard the Space Station using 
unique sets of I/O devices with a single, software- reconfigurable work- 
station. This is done while maintaining system consistency, yet the sys- 
tem is completely open to accept new additions and advances in hardware 
and software. 
A s  we see it, operators aboard the Space Station will be required to 
monitor and maintain all of the Station's subsystems from a single, small, 
shared work area. We have designed displays that provide consistency 
between operations. The information displayed to the operator is easily 
accessible, understandable, and useful. There is no need to train an 
operator on each specific display since each display page follows a 
consistent format. Typical displays include graphic aids such as  docking 
reticles, force/moment and motor torque plots, joint angle parameter 
displays, and graphic handbook information such as schematics. We 
have demonstrated the usefulness of infrared touch-sensitive color 
graphic switches and of voice recognition systems, in addition to 
conventional dedicated input devices. 
The hardware/software architecture is configured so that when new 
technologies become available, it will be easy to modify the system to 
handle the new requirements. The system was made hardware-indepen- 
dent by applying the concept of "software layering." This entailed 
writing generic software modules that can communicate with hardware- 
specific software "device driversf1 in a consistent manner. The concept 
of "object - oriented programming" makes a large complicated software task 
manageable by breaking it down into tasks or "objectsf' that communicate 
by passing uniformly defined messages to each other. Applying these 
modern approaches makes the resulting software manageable, easily modi- 
fiable, and transportable. We have made our software "data driven," so 
that changes in program requirements only require a modification of the 
data file rather than a program rewrite, thus avoiding a tedious 
reverification and validation effort . 
The Advanced Space Cockpit, linked to Grumman's Hybrid Comput- 
ing Facility and Large Amplitude Space Simulator (LASS), has been used 
to test the Open Control/Display System via full-scale simulations of the 
following tasks: telerobotic truss assembly, RCS and thermal bus ser- 
vicing, CMG changeout, RMS constrained motion and space constructible 
radiator assembly, HPA coordinated control, and OMV docking and 
tumbling satellite retrieval. The proposed man-machine interface stan- 
dard discussed below has evolved through many iterations of the tasks, 
and is based on feedback from NASA and Air Force personnel who per- 
formed those tasks in the LASS. 
1 - INTRODUCTION 
0 Space Systems' Advanced Space Cockpit Laboratory is 
used ;1 f o r  investigating advanced state-of-the-art technologies as 
they 3 the man-machine interface. With this laboratory, it is 
possitemonstrate a variety of ways that humans can communicate 
more ely and naturally with the computer. A principal function 
of thial station laboratory is to demonstrate methods of monitoring 
and cag simulated Space Station payloads, remote vehicles, and 
manip~ystems. The workstation has been developed, as  should a 
typica Station workstation. It has been designed to interface 
with v any input/output peripheral device, while imposing a mini- 
mum in software or hardware redesign. To accommodate the rap- 
idly cl technology in the areas of hardware, software, and artifi- 
cial ince, it should be possible to easily upgrade the workstation 
with t~dern  approaches as  proven research results become avail- 
able. ig the limitations of dedicated workstations for each payload 
(possiling weight and requiring more space in the Space Station) 
makes It is possible to have a generic workstation with a win- 
dowingility so that the operator can control and display anything 
from astation. This also makes sense in terms of reliability. 
2 - MAN-MACHINE INTERFACE 
Cuirements should be imposed on future workstations so that 
it is ead more natural for the operator to communicate with all as- 
pec ts ohisticated computer- based system. Some guidelines in the 
follow& should be considered: 
devices 
iy formats 
snality among workstations 
rotocol 
! color 
I shape and texture 
ology trends 
e of automation. 
pve addressed these issues and, based on several iterations of 
changve have developed our own requirements based on feedback 
5 from h factors tests, Air Force, and NASA personnel suggestions . 
2.1  - VSTATION FEATURES 
Bd of having a separate workstation to monitor and control 
Spaceion payloads, which adds weight and uses more space, the 
AdvarSpace Cockpit was designed so that almost all C&D functions 
can bitrolled from any console and that interaction with the user is 
consia between workstations. Using infrared touchable color graphic 
switckach workstation can be reconfigured by simply redefining the 
touchahes displayed on the workstation. At any given time only the 
pertiswitches are displayed. The software is set up so that the 
d i sp l~mpts  the user and guides him through a diagnostic scenario 
when ut -of - tolerance condition or failure occurs. The master alarm 
switclhe upper right hand corner turns red, blinks, and an audible 
tone is until this switch is touched to signify acknowledgement of 
the pn. 
'a1 functions available to our workstations are clearing and 
callin,k the graphics in a zone on the screen. This is useful if the 
grapkbstruct the image of the live target. Other functions on the 
bottothe screen are touch switch control of brightness and contrast 
of thiV image, calling up docking reticles, parameter displays, and 
real-llots in designated zones. 
2 . 2  INPUT 
rincipal input device is an infrared touch bezel. It allows a 
fast, , and natural way for the user to interact with a computer. 
The reasons for selecting the touch bezel are as follows6: 
special skills required, such as typing 
u touch what you see 
No coordinated hand movement is necessary such as with a 
trackball or joystick 
All options are available on the screen 
s t  response 
- Faster than entering commands on a keyboard or other input 
devices 
- Can be programmed for immediate user feedback (aural or 
visual) 
Only valid options displayed 
- Computer guides user step by step 
- Reduce operator search time 
Touch targets can be located at  different points on display 
- Can touch desired element in schematic (electrical, thermal, 
etc) 
Touch system displays can be interesting, illustrated and visual- 
ly pleasing as well as functional 
Input errors are significantly reduced, since only valid 
selections are on screen 
User training time reduced as system becomes more complex 
- Not necessary to learn a computer language or key sequences 
to memorize 
It does not require desk space in work area 
- Large number of options can be made available by redefining 
touch points. 
2 . 3  VOICE INPUT 
An attractive input device is a voice recognition system. This al- 
lows hands- free advantage along with little operation training required. 
However, voice recognition systems presently suffer from limited recogni- 
tion success along with limitations such as speaker dependence and finite 
number of words. A s  a result, voice control should not be used to 
control critical functions. We have successfully used it  for voice control 
of cameras. However, statistical and expert system enhancements using 
syntactic and semantic considerations in increasing recognition accuracy 
will be studied in the future. 
2 . 4  DISPLAY FORMATS 
Each cockpit display has a consistent screen format developed by 
Grumman so that the operator knowns exactly where to look, no matter 
a t  which  tio on he is working. The displays are partitioned (Fig. 
1) such thitouch switches on the lower portion of the display con- 
trol displa!tions, the left switches control mission functions, the 
porti;plays status information, and below that is a message 
area. The right corner of the display is reserved for caution and 
warning infton, and the right side is for real-time plots and Para- 
meter d i s p k ~ h e  center of the screen displays live video camera 
images ~ i t h ~ b i l i t y  to select graphic aids (such docking reticles, 
force displap overlay the live video. Figure 2 is a picture of an 
RMS displaysen live video is not required, the center and left side 
of the displa: used for windows. 
2.5 WINDOW: 
To monilhe status of various components and perform tasks on 
board the Spstation, we have developed a windowing system in which 
the operator 'arms an orderly database search to retrieve any infor- 
mation he wa The windowing system also allows him to perform 
almost any tadesired by interacting with the touch sensitive graphic 
switches in thtndow. 
The use windowing has proven to be a powerful display cap- 
ability in term$ improving the man-machine interface. Multiple win- 
dows displayed? a CRT are basically equivalent to multiple "software 
CRTs". That j instead of having many bulky CRTs displaying various 
of informion, one CRT can display the same information with 
multiple windo~  each corresponding to a CRT. In addition, a given 
window of disph information can be "opened" or "closed", interactively. 
Typically, with nultiple windows on a CRT, one window can display 
real-time informdon such as plots of a selected pump's pressure and 
temperature, ancher can display thermal control system schematics, and 
another EVA status, all simultaneously and interactively . Figure 3 
shows a typical example of multiple windows displayed simultaneously. 
2 - 6  TOUCH SWITCH STATES 
Since "touch switch" switches are different from conventional 
switches, we have developed consistent representations of switch states 
Fig. 1 Basic Display Format 
CAUTION & 
WARNING AREA 
NOTE: STANDARD DISPLAY FORMAT SHOWING THE GRAPHICS OVERUYING A LIVE CCTV CAMERA 
IMAGE FROM THE CAMERA MOUNTED ON THE LASS DURING A SPACE CONSTRUCTIBLE RADIA- 
TOR SIMULATION. WHEN THE RADIATOR MAKES CONTACT WITH THE MANIFOLD WITH THE HELP 
OF THE DOCKING RETICLE, THE OPERATOR PRESSES FORCE X 2 AND THE FORCUMOMENT DIS- 
PLAY IN THE LOWER RIGHT CORNER IS MAGNIFIED AND DISPLAYED IN THE CENTER OF THE 
SCREEN, OVERLAYING CAMERA IMAGE OF THE CONTACT AREA. 
f 
MISSION 
FUNCllON SWITCHES 
\ 
R87-3538-008G 
Fig. 2 RMS Display 
DISPLAY FUNCTIONS 
SWITCHES 
R87-3538-006G 
ANNUNCIATION 
MESSAGES 
VIDEO 
GRAPHIC AIDS 
WlNDOWlNG 
PLOTS & PARAMETER 
DISPLAYS 
4 
IDARD DISPUY FORMAT SIMULTANEOUSLY SHOWS PROCEDURES IN PROGRESS STA- 
'ROLLABLE WINDOW. A MESSAGE IN ITS DESIGNATED AREA, AN OUT OF TOLERANCE 
D SPECIFIED BY A REAL TIME H20 PUMP SPEED PLOT A MORE INFO WINDOW, A RED 
JMP IN THE LIQUID TRANSPORT CIRCUIT SCHEMATIC AND HIGHLIGHTED EVA IN THE 
4RNING AREA. 
Fig. 3 Interactive Widowing Display 
by~lor,  texture, and shape. A normal switch available for 
selapproximately a 1.25 in. x 0.75 in. light blue filled rectangle 
witction written or abbreviated inside it. A brick face unfilled 
swksents a function that is unavailable at present. When a 
Iiglwitch is touched, it turns yellow and an unfilled arch is 
plap of it. This represents an intermediate state, signifying 
th@ computer is waiting for further operator action o r  a confir- 
mall that the device, mode, or function selected was activated. 
FOI, when "ACCEL" mode is selected on an OMV display, the 
swb yellow, and the C&D computer causes a message to be 
trainto space to the OMV computer and then waits for an 
actIgnal. When the signal is received, the switch turns green 
anc green arch is drawn on top of the switch, signifying the 
actate. The arches are used to distinguish between the states 
of les if color is not available. 
A short audible tone occurs each time the screen is touched, 
indicating to the operator that his touch registered. The possibility 
exists that a wrong switch was selected. Therefore, in order to prevent 
false activation of some switches, "ENTER" and "CANCEL" switches are 
available. Usually, these switches are used in conjunction with the 
mission function switches. For example, in the RRIS display, if 
"SINGLE" is touched it turns yellow as do "ENTER" and "CANCEL", 
signifying that a choice should be made. 
3 - HARDWARE/SOFTWARE OBJECTIVES 
The hardware/software architecture of the workstation was original- 
ly configured with the following objectives: 
r Must be powerful and general enough to accommodate all potential 
real-time requirements that it may have to satisfy with respect to 
controlling and monitoring payloads considering the human 
interface point of view 
r Drive a number of color graphics monitors and plasma displays, 
perform camera control functions, manage real-time 
communications and color displays (such as docking, rendezvous, 
berth curves, plots) , and accept voice, touch bezel, switches, 
and hand controller inputs 
r Use state-of-the-art hardware and software, and use modern 
concepts 
r Easily expandable, so as  to not become obsolete 
r Should use the "open system" concept and not be tied to one 
vendor 
r Demonstrate a highly reliable system 
Hardware and operating system software should be characteristic 
of the flyable system to minimize redesign. 
The workstation system architecture put together in this laboratory 
was chosen with these goals in mind. Our laboratory is built around a 
powerful multimicroprocessor configuration which uses a real-time multi- 
tasking operating system. This flexible architecture, which is repre- 
sentative of most modern advanced workstations, allows tasks to run in 
r e d  time and with each microprocessor performing its particular function 
simultaneously. This greatly increases the performance f rom a single 
processor system. 
4 - OPEN SYSTEM CONCEPT 
With rapidly advancing technology over many generations of Space 
Station existence, and in the face of increasing and changing require- 
ments, it becomes necessary to design an initial workstation that can be 
upgraded, expanded, or reconfigured quickly and easily, in order to 
prevent obsolescence. Theref ore, when developing a works tation, 
consideration should be given to choosing an open system architecture 
which is easily expandable, with hardware/software products available 
from many manufacturers. 
The C&D laboratory configuration consists of three Intel 80286- 
based multibus microcomputers running under the iRMX-86 real- time op- 
erating system. The 80286 microprocessor was chosen because it was the 
most powerful available at the time. A multibus system was selected 
because it is an IEEE standard and over 2000 board level products from 
over 200 manufacturers support it. A s  a result, we are not locked into 
one vendor, our system will not become obsolete, and is easily expand- 
able. Some multibus cards perform functions such as D/A, A/D conver- 
sion, color graphics, and serial communication. 
5 - HARDWARE DESCRIPTION 
Figure 4 shows a block diagram of the Advanced Space Cockpit and 
its associated computer control room (CPrD laboratory) driving it. The 
C&D laboratory consists of three Intel 80286 -based multibus computers, 
each with 30 megabyte hard drives, a 1 megabyte floppy disk drive with 
at least 512K of Random Access Memory (RAM), and a terminal. Each 
computer runs under the iRMX-86 real- time multitasking operating system. 
Messages are passed between computers over an RS-232 link, which 
will be upgraded to Intel's Bitbus. The computers are populated with 
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Fig. 4 Advanced Space Cockpit Block Diagram 
multibus-compatible RS-232 cards, high and medium resolution Matrox 
color graphics cards, voice recognition/synthesis cards, discrete I/O, 
analog/digital converter cards, and Bitbus cards. The medium resolution 
graphics systems are capable of overlaying color graphics and text over 
a real-time CCTV camera image. This is how we overlay a docking 
reticle over a live camera image of a target during an OMV docking sim- 
ulation. In addition, some of the cards have their own microprocessor 
on board, allowing concurrent processing within a microcomputer itself. 
The main input device is a Carroll infrared touch bezel mounted on 
all our 19 in. color monitors. Graphic touch switches are used for input 
selection capability. Three workstations are presently active in the 
cockpit, however it can accommodate at least eight workstations. Figure 
5 shows two of the workstations. 
& I 1 
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Fig. 5 Mockup of Two Bays of Prototype Workstation 
neric LED dot matrix switches and plasma displays with 
touchare also in the cockpit. Three and six degree-of-freedom 
hand?rs are available for OMV and RMS simulations. Headsets 
with nes are available for communications with the control room 
and (>oratories involved with the simulations, in addition to 
suppaice control of the cameras and displays using a Votan voice 
4dback is achieved by using the Speechplus' Prose 2000 
voice :s system or human computer compressed speech available 
from h system. Tones are used for caution, warning, and failed 
condit 
SOFTWARE DESIGN PHILOSOPHY 
Ooach is to develop an easily reconfigurable workstation that 
has a 1 software configuration built around the iRMX- 86 operating 
sys tem?~ the following principle of good design. 
"A system should be built with a minimum set of unchangeable 
parts; those parts should be as general as possible; and all 
parts of the system should be held in a uniform framework. "l 
Any part of the system that is not easy to change, is not suffi- 
ciently general, o r  works differently f rom the others will require ad- 
ditional effort and will impede development. Also, the software models 
used f o r  this "rapid prototyping" configuration should be based on 
mechanisms that are familiar, easily understood, and have desirable 
characteristics such as simplicity, speedy development, extendibility, and 
reusability. 
As the field of software engineering develops, various architectural 
concepts are emerging f o r  developing portable reusable and maintainable 
software. These include the "virtual machinew2 concept which protects 
the software f r o m  hardware changes and "information hiding" throughout 
the layering of software functions (Fig. 6)  . Also, "Anthropomorphic 
Programming is a proven technique for building systems that work using 
a multitask structuring and message passing scheme to simplify the anal- 
ysis of complex systems".3 Our approach keeps these modern concepts 
in mind. 
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Fig. 6 Outer Layers Are Built On Inner Layers 
Figure 7 shows a typical software architecture that exists on each 
microcomputer. Based on our design of a generic workstation of this 
type, we have defined the requirements of each iRMX-86 task in addition 
to a specific message format that each module expects to see and pro- 
duce. A s  a result of this general architecture, additional modules can 
be easily added as required with little or no impact on the other 
modules. They can be written independently by separate programmers 
by simply defining the task's functions and the messages it wants to 
receive and send. Later, modules can be optimized internally, if nec- 
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Fig. 7 Typical Software Architecture On Each Microcomputer In Newark 
essary, as long as  the external specifications are unchanged. Note that 
this general specification can be applied to any workstation that uses a 
multitasking operating system. 
7 - iRMX-86 MULTITASKING OPERATING SYSTEM 
The IRMX-86 operating system4 used in our workstation has ca- 
pabilities representative of any real-time operating system. The multi- 
tasking capability allows the programmer to factor a problem into simple 
processes or tasks. It makes available the usual assortment of object 
types to the software developer. It allows the developer to create/ 
delete tasks, mailboxes, semaphores, and segments. Intertask communi- 
cation is performed by sending and receiving messages to and from a 
given task's mailbox. Although it appears that all the tasks are running 
concurrently, in reality, with only one host 80286 microprocessor in a 
computer, only one task can be running at  a time. If a task is not 
running then its state is put on either the ready, asleep, or suspended 
queue (Fig. 8) until the present task stops running, and then the op- 
erating system starts running the next available task on the ready 
queue. 
Fig. 8 Task State Transition Diagram 
In Fig. 6,  it is seen that iRMX-86 uses the software layering con- 
cept. The outer software layers use the inner ones. The nucleus 
makes the object types mentioned above available to the outer layers. 
The Basic Input Output System (BIOS) layer allows the outer layer to 
communicate with any peripheral input/output device in a uniform man- 
ner. This assumes the hardware-specific device driver was written f o r  
the device using Intel's prescribed format. Devices can therefore be 
opened, closed, read from, and written to. The next higher layer, the 
EIOS, makes it even easier to communicate with the I/O devices. 
Although there are more outer layers available, our software is only 
built on those mentioned. 
8 - DESCRIPTION OF SOFTWARE 
A s  mentioned above, the laboratory is to be used as "rapid pro- 
totyping" tool f o r  investigating the workstation design with respect to 
the man-machine interface. With this in mind, most of the application 
software consists of switches and graphics data files. This is consistent 
with our goals of minimizing the amount of new code we have to write f o r  
a new application o r  modification to an existing one. 
Figure 7 shows a typical software configuration that allows rapid - 
reconfiguring of the hardware and software. Each 80286- based micro- 
computer running under iRMX-86 can be considered a processor node 
linked to each other over a communication network (presently RS-232 and 
later upgraded to Intel's Bitbus). 
When the touch-sensitive display is touched, the position of the 
touch point is sent over the RS-232 link to the host microcomputer. The 
touch bezel task receives this position, converts it to screen (pixel) 
coordinates, consults the displayed switches file, and determines which 
switch is touched. It then sends a message identifying the switch to the 
switch manager task's mailbox. When the switch manager gets the 
message it consults the switches file, finds the switch's data structure, 
and executes the prescribed action to be taken based on the selected 
state machine's outputs, as  described below. 
This software configuration is advantageous from the reliability and 
fault-tolerance point of view. If the same or similar hardware exists on 
two or more systems and if it fails on one, it is possible to still perform 
the function if a failure detection task routed the messages to the other 
system. Also, if a task requires a resource (hardware) that is busy or 
is only on another system, then a task manager can assign it to that 
resource on another system, if it exists. 
16 
Our configuration is hardware-independent. Each peripheral of the 
same type has associated with it  a set of well-defined primitives and, 
similarly, each task has messages that it understands. Whenever a new 
peripheral is interfaced to our workstation, we simply write a software 
device driver f o r  i t .  This device driver is the software to hardware 
interface that performs the hardware functions specified by the primi- 
tives. For example, all graphics systems in our workstation recognize 
primitives such as DrawLine, Drawcircle, etc. With this capability, any 
application display can be run on any monitor. Another result of this 
configuration is that i t  is easy to control any function from any input 
device (touch bezel, voice control, etc) by causing the same messages to 
be generated when the inputs from different devices are considered the 
same. 
9 - FINITE STATE MACHINE CONCEPT 
Common to all workstations are ways of inputting information to 
control functions such as selecting modes of a system and activation or 
deactivation of a function. In order to simplify the management of a 
large number of input touch switch selections, it is necessary to apply 
the same general scheme for all switches, rather than program the oper- 
ation of each separately. In addition, it is advantageous to keep infor- 
mation about the switches in a data file rather than in the code. This 
makes it easier to make modifications to a given switch without recompil- 
ing the program. Typical fields in our touch switch data structure are 
described as follows: 
Type 
TouchSwitch=Record 
PositionOnScreen : Point ; 
SwitchLength, Switchwidth : Integer ; 
NameInSwitch: String; 
SwitchDisplayed : Boolean ; 
Presentstate: Integer ; 
S tateMachineToUse : Integer; 
End ; 
With this information, if a switch is touched, then the software 
searches the switches file, finds the switch that was touched, and then 
uses the StateMachineToUse field to determine what action to take. Each 
switch is modelled as a state machine, which is an extremely powerful 
and useful mathematical concept having roots in autonoma theory. This 
finite state automation model describes the behavior of a system as 
follows: the next state of a system is determined by the present state 
and input; the output of a system is determined by the present state 
and input. Figure 9 shows how this model can be graphically 
represented by a state diagram and by a matrix when applying it to the 
"ACCEL" touch switch on the OMV display. Each one of the touch 
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switches has its own state machine associated with it. Typical state 
machine outputs are : 
1. Load and display a switches file 
2 .  Display graphics file 
3. Set a switch to a colo:? 
4. Send a message to a computer 
5. Send a message to a task's mailbox 
6. Suspend/resume a task. 
Outputs associated with windows are open, close, move, scroll, and 
scale. 
10 - GRAPHICS INTERPRETER 
Although not all our graphics hardware is the same, we can run all 
our software on any one of the graphics systems. This is made possible 
by defining and writing the same low-level graphics primitives (such as 
MoveCursorTo (x ,  y) ; DrawLineTo(x, y) ; Drawcircle (x , y , r )  ) for each sys- 
tem. Therefore, graphics applications software just calls these primi- 
tives and the pictures can be presented on any one of the graphics 
systems. In addition, by putting our display list, consisting of a 
sequence of primitives, in a data file, our software can interpret this 
list and draw the picture. This is a tremendous advantage, fo r  graphics 
pictures can be changed immediately by changing the data file. 
11 - EXPERT SYSTEMS 
This popular subfield of artificial intelligence allows a program to be 
broken up into a knowledge base and an inference engine. Using 
schemes such as forward and backward chaining, the inference engine 
searches the knowledge base in an attempt to satisfy the present goal. 
This knowledge base contains if/then rules about the subject at  hand, 
which is called the domain of discourse. 
We plan to apply expert system schemes in order to assist the oper- 
ator at the workstation by automating some of the intelligent decisions 
that the operator normally makes, such as displaying relevant data at 
certain times when necessary. Also, we would like to increase the re- 
liability of the voice recognition system by having the expert system 
consider the semantics of the sequence of voice commands rather than 
basing an acceptance/rejection decision only on a recognition threshold. 
12 - SIMULATION 
A number of different RMS and OMV simulations were performed us- 
ing the LASS facility's 6 degree-of -freedom motion base. The Advanced 
Space Cockpit was used as  the control station for all the simulations. 
Maneuvering of the simulated OMV and RMS was controlled by hand con- 
trollers. In some of the simulation scenarios, two 3 degree of freedom 
hand controllers were interchanged with a 6 degree of freedom hand con- 
troller f o r  comparison purposes. Operations were conducted using views 
from a CCTV camera mounted on the motion base, in addition to other 
camera views. All modes were selected using the touch switches. Dock- 
ing reticles and force/momen t displays, overlaying the live camera image, 
were available in the center of the screen s o  that the operator never had 
to move his eyes from that point. 
Real dynamical RMS and OMV math models were used to drive the 
LASS motion base so that it responded like the real system. Computer 
communications update times were approximately 50 milliseconds, and 
display update times were about 250 milliseconds. 
Other simulation scenarios use the windowing display. Thermal 
Control and EVA monitoring, checkout, and servicing scenarios were 
performed. In Fig. 3, a typical situation using a multiple window 
display shows an out-of-tolerance pump speed in the Liquid Transport 
Circuit, in the EVA subsystem. Due to consistency of workstations, 
operators can easily move from OMV to RMS to TCS and finally to EVA 
without having to relearn the MMI protocol. 
Note that although our workstations are used in simulations, based 
on our software architecture, it is possible, with a minimum software 
change, to connect the workstations to the hardware used in an actual 
system. This can be done by replacing the "simulation tasks1' with tasks 
that communicate with a host computer and real payloads. 
13 - CONCLUSIONS 
Traditional programs can be viewed as consisting of data and proce- 
dures operating on the data. However, modern programming systems 
using abstract models (such as the concept of "objects", which hides 
implementation, software layering, or finite state automations) makes the 
design of a complicated software project easier and more manageable. 7 
Use of other popular modern concepts such as windows, expert systems, 
voice recognition and touch input improves the man-machine interface by 
decreasing operator training time and allows him to more naturally 
communicate with the computer. Future workstations should be easily 
reconfigurable, have a consistent human-machine communication protocol, 
and be intelligent, so that much of the operator's decision-making 
becomes automated. 
1 4  - REFERENCES 
[ l ]  Daniel Ingalls, "Design Principles Behind Smalltalk", Byte, August 
1981, Vol. 6 No. 8 
[2] Ramachendra P . Batni, "Software Development Evolves In to Software 
Engineering", Computer Design, September 1984, Vol. 23, No. 10 
[3] K . S . Booth, et al, "Anthropomorphic Programming", University of 
Waterloo computer Science Dept . monograph CS- 82 -47 
[4] Intel Corporation, " ~ R M x ~ ~  86 Nucleus Reference Manual" 
[5] A.D. DfAmico, "Simulation Test of Man-Machine Interface for Remote 
Manipulator System Operations in the Space Station", Proceedings of 
the Conference on Remote Systems and Robotics in Hostile Environ- 
ments, March 31, 1987 
[6] "An Introduction to Touch Technology", Carroll Touch, PO Box 
1309, Round Rock, Texas, 78680 
[7] R.  E. Filman and D . P . Friedman, Coordinated Computing: Tools and 
Techniques f o r  Distributed Software, McGraw- Hill, 1984 

Consolidated Fuel Reprocessing Program 
THE IMPLICATIONS OF FORCE RJELXTION FOR 
TEUDPERATION I N  SPACE* 
John V. Draper 
H m a n  Machine Interfaces, Inc. 
1808 Blue Spring Lane 
Knoxville, Tennessee 37932 
Joseph N. Herndon 
Fuel Recycle Division 
and 
Wendy E. bore ' j  
-/ a> Instnnnentation and Controls Division . I  
Cak Ridge National Laboratory 
Post Office Box X 
W Ridge, Tennessee 37831 
This paper reviews previous research on teleoperator force feedback 
and reports results of a tes t ing  program which assessed the b p a c t  of 
force ref lect ion on teleoperator task performance. Force re f lec t ion  is 
a type of force feedback i n  which the forces acting on the m t e  portion 
of the  teleoperator are displayed t o  the  operator by back-driving the 
master control ler .  ?he tes t ing  program compared three force re f lec t ion  
levels :  4 to 1 (four un i t s  of force on the slave produce one uni t  of 
force a t  the  master cont ro l le r ) ,  1 t o  1, and in f in i ty  t o  1 (no force 
re f lec t ion) .  Time required t o  complete tasks,  r a t e  of occurrence of 
e r rors ,  the  maximum force applied t o  task components, and va r i ab i l i t y  
i n  forces applied t o  components during completion of representative 
remote handling tasks  were used as dependent variables. Operators 
exhibited lower error rates, lower peak forces, and mre consistent 
application of forces using force re f lec t ion  than they did without it. 
'Ihese data support the  hypothesis t ha t  force ref lect ion provides useful 
information fo r  teleoperator users.  
The earlier literature and the results of the experiment are dis- 
cussed i n  t e rn  of t h e i r  implications fo r  space-based teleoperator 
sys tem.  The discussion describes the  impact of force ref lect ion on 
task cornpletion p e r f o m c e  and task s t ra teg ies ,  as suggested by the 
literature. I t  is important t o  understand the trade-offs involved i n  
using telembotic systens with and without force ref lect ion.  Force- 
re f lec t ing  sys t em are typically more expensive ( i n  mass, volume, and 
pr ice  per u n i t ) ,  but they reduce mean time t o  repair  and may be sa fe r  
t o  use, compared to systems without force ref lect ion.  
--=%&search s p o m r e d  by the Off ice of Fac i l i t i e s ,  Fuel Cycle, and 
Test Program, U.S. Department of h e r g y ,  under Contract No. 
,'bE-AC05-840R21400 with Martin Marietta Energy Systens, Inc. 
- 
The National Aeronautics and Space Administration (NASA) has enbarked 
on an extensive national pmjec t  t o  es tabl ish a permanent human-occupied 
space s ta t ion  i n  low ear th  o r b i t .  In order t o  accomplish t h i s ,  s ign i f i -  
cant l eve ls  of dexterous, human-like handling tasks must be accomplished 
during o r b i t .  This w i l l  include space s t a t i on  construction and planned 
and unplanned maintenance on space s ta t ion .  In addition, s a t e l l i t e  repair  
and maintenance w i l l  be done. To meet the need fo r  sharply increased 
leve ls  of dexterous handling while decreasing the hours of human extra- 
vehicular ac t iv i ty  required, NASA plans t o  u t i l i z e  telerobotic hardware 
on the  space s ta t ion .  The role of force ref lect ion i n  these telerobotic 
systems is an important issue f o r  developing NASA hardware. 
The Oak Ridge National Laboratory's (ORNL's) Consolidated Fuel 
Reprocessing Program (CFRP) is responsible f o r  developing systems fo r  
reprocessing nuclear fuel .  This e f f o r t  includes d e v e l o p n t  of advanced 
sys t em for  m t e  maintenance of process equipnent developed by CFRP. 
The 0R.P emphasis is on teleoperator sys ta rs  featuring dexterous, force- 
re f lec t ing  servamnipulators, transporters f o r  large-scale movement, 
television viewing of m t e  s i t e s ,  and hm-in- the- loop control .  
Significant research resources have been used by the CFRP t o  develop and 
understanding of the  implications of force ref lect ion fo r  perfoxmance of 
teleoperators.  
Because CFRP s y s t e m  emphasize human control ,  the perfonrance of the  
humm operator is important for  overal l  systan perfonrance and, i n  turn,  
fo r  mean time t o  repair  and plant ava i lab i l i ty .  One important issue in  
t h i s  area is the question of how much sensory i n f o m t i o n  is necessary 
for  e f f i c i en t  p e r f o m c e  of mintenance tasks. bnoc-tic tele- 
vision seem t o  be a minimum requirement; enhancements t o  the  system 
(e.g. ,  color,  increased resolution, and/or stereoscopic te levis ion)  may 
improve task perfoimance fo r  cer ta in  c lasses  of remote handling tasks.  ' 
Supplementaxy sensory channels (e.g. ,  hearing o r  touch) w u l d  also be 
provided. 
Force feedback may be one important supplementary sensory channel. 
Force feedback may be i n  the  form of pro r t iona l  force feedback o r  i n  
the form of f orce-distribut ion feedback . Po Forcedis t r ibu t ion  feedback 
provides a display of forces which matches the dis t r ibut ion of forces on 
the mstnipulator (usually the  manipulator end-effector). I t  gives users 
a sense of touch, similar t o  human tac t i t ion .  I t  allows perception of 
shapes and textures in the remote area. Proportional force feedback 
presents the operator with a display of force which is proportional t o  
forces on the teleoperator. Force ref lect ion is a type of proportional 
force feedback i n  which forces applied by the  s lave ( m t e )  portion of 
a mster / s lave  teleoperator are displayed t o  the  operator through back- 
driving the master control ler .  Tne user f e e l s  forces through the action 
of the master control ler  on the  teleoperator master handle. Proportional 
force feedback gives users a sense which is not d i rec t ly  analogous t o  
any single human sense, but d i n e s  elements of t ac t i t i on  (touch) with 
kinesthesia (kinesthesia is the sense rela ted to forces exerted by the 
limbs and acting on them). 
LITERATURE REVIEW 
Four s tud ies  have made d i rec t  comparisons of teleoperator perfor- 
m c e  w i t h  and without force ref lect ion.  D. A.  ~ u g a t h ~  found some 
evidence for  a beneficial  e f fec t  of force ref lect ion on teleoperator 
p e r f o m c e  (defined as task time and co l l i s ions  with equipnent i n  the  
remote area)  for  simple tasks with a f a i r l y  large-scale nranipulator ( a  
General Electric CAM 1400 with 12- and 13-ft boorrr;), but,  i n  the  author 's  
wrds, "Not enough data . . . [were] taken t o  show conclusively tha t  the  
lack of force feedback was detrimental." For the large manipulator 
employed, removal of force ref lect ion following completion of a task 
several  times with force ref lect ion led t o  high rates of operator e r ro r s  
and seemed to cause manipulator i n s t ab i l i t y .  Kugath a lso noticed a 
change i n  the s t y l e  of operation i n  h i s  subjects when force ref lect ion 
was removed. Without force ref lect ion,  users seemed t o  execute trajec- 
t o r i e s  stepwise, making a mvement and then checking manipulator posit ion 
before making another input. This was i n  contrast  t o  continuous m t i o n s  
observed with force ref lect ion and seemed t o  lead t o  frequent target  
overshoots. 
J. W. mil4 a lso  reported data which seem to favor force ref lect ion 
(perfonrance was defined as time required t o  complete tasks) ,  but h i s  
force ref lect ion differences a r e  confounded with differences between the 
manipulators used i n  the force ref lect ing and non-force re f lec t ing  con- 
d i t ions .  In the  l a t t e r ,  subjects performed a set of simple tasks with 
the NASA/Ames Axm, a un i la te ra l  system with an exoskeletal master 
control ler  and anthropcmrphic (elbows-down) stance. In the  force- 
re f lec t ing  condition, they used a Central Research Laboratories (CRL) 
Model H m i p u l a t o r  system, a mechanical master-slave manipulator with a 
"through-the-wall" stance. These sys t em seem too different  (kinemati- 
ca l ly  and i n  term of performance) t o  be d i rec t ly  comparable, and indeed 
the  author reports  t ha t  the  Pnes A r m  typical ly  required 20% longer t o  
complete some simple movements. 
H i l l  and J. K. Salisbury, J r . , '  perforrned an experiment that com- 
pared a s ingle  manipulator system ( the  French-designed MA-23) with and 
without force ref lect ion and a l so  found average differences favoring 
force ref lect ion i n  the time required t o  complete tasks. This  is the  
mst rigorous study of the  topic t o  date. Unfortunately, the  design of 
t h i s  study and the  statistical procedures used t o  analyze its data were 
flawed. The experiment included only t w  subjects;  they were adminis- 
tered force re f lec t ion  conditions i n  reverse order. ?he sample s i z e  
leaves the  study vulnerable t o  th rea t s  t o  va l id i ty  ( fo r  a discussion of 
threats t o  experimental va l id i ty ,  see r e f .  6) from treatment by subject  
interactions;  s m l l  experimental groups increase the likelihood tha t  the  
subjects are not typical  of the  population as a whole, and they may have 
an atypicdl reaction t o  the  conditions of the  experiment. ?he inversion 
of treatment administration order does not seem adequate protection 
against treatment by practice interaction.  In experimnts that make 
repeated meamrem?nts on subjects,  the  comparison betwen conditions 
must be based on a within-subjects difference. In other m r d s ,  the  
performance of one subject  with force ref lect ion should be compared to 
h i s  own p e r f o m c e  without force ref lect ion.  The t o t a l  difference 
should be the sum of these within-subjects differences. When the treat- 
ment administration order is reversed, it does not account for the 
within-subject effect of practice. Averaging across subjects (especially 
when there are only t w o )  will not r-ve the effect because individuals 
learn at different rates and to different final perfoxmance levels. 
Furthermore, the data analyses used in the study were not appropriate. 
The authors used a s-le factorial analysis of variance (ANOVA) mdel 
and assumed that all factors in the &el were fixed factors. With 
repeated measurements on the same subjects, this is not appropriate. A 
mdel that considered subjects to be a random factor (a within-subjects 
&el) is the correc.t one in this case. The man square ratio (or F 
test) the authors used for the test of the main effect of force reflec- 
tion had 1 and 504 degrees of freedom (D.F.); it had the mean square for 
the force reflection effect as its numerator and the mean square for 
error as its denominator. The appropriate test would use the mean 
square for the subject by force reflection condition interaction as its 
denominator, and muld have only 1 denominator D.F. The results of the 
tests used by the authors are uninterpretable, and conclusions based on 
this study cannot be accepted with any confidence. 
In a mre recent study, data collected at ORNL in the course of 
teleoperator system comparisons failed to demonstrate any positive 
effect of force reflection on the performance of r a t e  handling tasks. ' 
?he differences between tasks completed with and without force reflec- 
tion using tuo different teleoperator systems were not statistically 
significant, although on average users required longer to complete tasks 
with force reflection than they did without it. Jbwver, the tasks and 
procedures used in that experiment were not designed to evaluate force 
reflection and may have been insensitive to its effects. The ORNL exper- 
iment compared a wide range of teleoperator systems, and tasks were 
designed to be simple enough to complete with relatively low-dexterity 
system. Force information had no impact on efficiency within these 
simple tasks. 
J. C. Bliss, Hill, and B. M. wilber2 studied performance of tasks 
with force-distribution feedback. These authors did not find signifi- 
cant differences in the rate of task perfonmace with and without force- 
distribution feedback. However, the quality of performance, both in 
tern of the number of errors and failed attempts at the task and in 
tern of the strategy used by operators was different between the force 
feedback conditions. These authors had subjects perfom a set of tasks 
with and without force feedback, and with varying degrees of occlusion 
of the camera line of sight. Without the force-distribution feedback, 
there were no differences in performance when operators had unobstructed 
views of the task. With increasing occlusion of the camera view, the 
n-r of failed attgnpts to grasp and operate task canponents increased 
mre rapidly for users without force feedback. In addition, users with- 
out force feedback m e  more attempts to grasp components and were less 
careful. Users with force feedback tended to position the teleoperator 
mre carefully. mese users made fewer attempts per successful comple- 
tion of the task, but because they were mre careful (and more precise) 
about teleoperator position, their attempts tended to be of longer 
duration. Although there  were no differences i n  the  mean time t o  complete 
the  tasks, the  qual i ty  of perfonrance differed between force-feedback 
conditions. Without force feedback, users made frequent imprecise attempts 
t o  grasp and operate task components; users with force feedback made fewer 
attempts, and the i r  attempts were mre precise and longer i n  duration. 
CONCLUSIONS FW3M THE LITERATLITRE 
It  is impossible t o  draw precise conclusions concerning the e f fec t  
of force on task performance from the  s tudies  which canpared teleoperator 
perfomance with and without i t .  The re su l t s  of these s tudies  are unin- 
terpretable  because of t h e i r  methodological inadequacies. However, 
ce r ta in  hypotheses m y  be s ta ted  based on observations from t h i s  l i t e r a -  
ture and on the character is t ics  of humans as processors of information. 
F i r s t ,  infomation provided by force ref lect ion can be unique, o r  it can 
complement infornation available through other  sensory channels. For 
example, an operator attempting t o  t ighten a bo l t  t o  a c r i t e r ion  torque 
may be able  t o  judge when the bo l t  reaches t h i s  torque by feel ing the 
re f lec t ion  of resistance t o  turning. The task can a l so  be done by 
viewing the  d i a l  of a torque wrench. When force ref lect ion provides 
information that complements operatorsf te levis ion views of the  remote 
area,  operators are not a s  l i ke ly  t o  attend t o  force ref lect ion s ince 
humans tend t o  favor vision over the  other senses. Force ref lect ion is 
mst helpful when it displays infomation tha t  other  senses (par t icular ly  
vision) are unable t o  provide o r  when other displays a r e  d i f f i c u l t  t o  
interpret .  ?he greatest advantage f o r  force ref lect ion should occur 
when forces applied t o  the  remte area are important; when task compo- 
nents require guidance o r  a s s a b l y  i n  areas d i f f i c u l t  t o  see with 
te levis ion cameras; and when viewing is degraded by dust, gases, lens 
browning, or other obscuration. 
Second, there appear t o  be fundamental differences i n  the s t ra teg ies  
employed by operators with and without force ref lect ion.  Kugath reports 
stepwise t ra jectory inputs without force ref lect ion;  B l i s s ,  H i l l ,  and 
Wilber report different  approaches t o  grasping task components. I t  
seems that operators without force ref lect ion perfom tasks mre tenta- 
t ive ly  than they do with force ref lect ion.  The a b i l i t y  t o  detect  contact 
through force ref lect ion may give the operators a greater feel ing of 
safety  during operations. It may a l so  allow operators t o  moderate force 
applied t o  task components as they mrk, so tha t  they do not need t o  
avoid contact. 
l%e experiment described i n  t h i s  paper w a s  concerned with the hypoth- 
eses that force ref lect ion is helpful when it provides information tha t  
cannot be acquired through vision and when forces applied t o  tasks  a r e  
important. The hypotheses were tes ted i n  a r e a l i s t i c  remote maintenance 
s w a t  ion. 
The Rmte Operations and Maintenance Developnent (RDMD) f a c i l i t y ,  
which is located at the  ORNL, was the s i te of the experiment. ?he ROMD 
f a c i l i t y  ;ts of a high-bay remte handling demonstration area f i l l e d  
with procal process equipaent and teleoperator sys t em,  along with 
a control for  teleoperators and other r em~te ly  controlled equipnent . 
Detailed tptions of the  RWD f a c i l i t y  may be found i n  re fs .  9 and 10. 
The CRL ,W2 mnipulator,  which was  used i n  the experiment, is 
housed i n  f a c i l i t y .  me CRL Id-2 has a d i g i t a l  control  system tha t  
allows so2 control over force-reflection leve ls  and which provides 
a fcck switching between force levels .  Details of the CRL 
M-2 and i a t r o l  s y s t a  m y  be found i n  r e f .  11. In t h i s  e x p e r d n t ,  
OPerators the  M-2 with 4 t o  1 (four un i t s  of force a t  the  s lave 
P ~ U C ~ S  ait of force a t  the master control ler)  force r a t i o ,  1 t o  1 
force ra thd  without force r e f l ec t  ion. 
Four ; were included i n  the  tes t ing .  The tasks =re represent- 
a t i ve  of cal plant rm te  maintenance tasks  requiring dexter i ty  t o  
complete.  re 1 is a photograph of the  tasks  and task f-rk. 
me task fmrk is mounted on a force torque  table.  Task 1 consisted 
Of aSsemb1:two pa i r s  of electrical connectors. ltvo sockets were 
munted on of a p l a t e  attached t o  the  top of the task framemrk, and 
* mre m u n t e d  underneath the  top plate .  To start the  task,  the 
connectors placed on top of the  task framework. ?he operators 
picked up Connectors and plugged the  ends in to  the sockets. After 
m e r t i n g  $our connectors, the  operators unplugged the connectors 
and r ep l acam on top of the task framework. 
Task his ted  of a peg-in-hole task mounted within the task 
f n r k .  3 hole was mounted a t  a 15' elevation and was of f se t  t o  
the l e f t  1 5 m  the s a g i t t a l  plane of the  task framework. ?he high 
end was clot  t o  the teleoperator package and canted toward the l e f t  
s i de    fa^*^ task fr-rk) of the  package. The task w a s  s t a r t ed  
with the m l y  insert& in the  hole. Operators rem~ved the peg, 
touched the ;k f m m m r k  with the end of the peg, and reinserted it. 
%k 3 lsisted of a pa i r  of stainless-steel  tubes with Swagelock- 
type tubing ;tings. One pa i r  of f i t t i n g s  was munted on ver t ica l  
p la tes  on b p  of the task fmmemrk. lhese p la tes  were mounted 45' 
t o  the sagit! plane of the task framewrk and 90' to each other.  The 
Other pair of i t t i ngs  was mounted on a p la te  attached t o  the  s ide  of 
the framemr1 m e  p la te  on the side of the  framework w a s  t i l t e d  30° to 
tne h0r1zont~baseplate and 30' t o  the  ve r t i ca l  s ide  of the task frame- 
Wrk. The f a t  (closest  the  teleoperator when i t  is i n  position t o  
Perfom the m) and outside ( fa r thes t  f m  the f m m w r k )  edges of 
t h i s  p l a t e  rn lower than the back and inside edges. To begin the 
task, the jmr tubes were placed on top of the task f r m m r k .  me 
operators p i ed  up the jumper tubes, inserted the ends i n  the  appro- 
p r i a t e  socket: and tightened the  tubing f i t t i n g s  with a wrench. The 
wench was plzed on the top of the  task framework a t  the  beginning of 
the task. 
l''& 4 wisted of a 3/4-in. nut welded t o  the p la te  on top of the  
task fmneuorkand an acampanying 3/4-in.-diam, 3-in.-long bol t .  Opera- 
t o r s  screwed Qe bol t  in to  the nut t o  a c r i te r ion  depth. A t  the  s t a r t  
Of the task, tae bolt  was placed on top of the task f -rk near the 
ver t ica l  plate t o  which the nut was attached. The operators picked UP 
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the bolt, positioned it in the nut, and rotated it until it engaged the 
nut. The operators continued rotating the bolt until the criterion 
depth was reached. A light mounted on the task framemrk above the nut 
indicated when the criterion depth was reached. 
Six qualified (according to standard RCMD facility training proce- 
dures) teleoperator users participated in the experiment. Every operator 
completed 1.5 h of practice prior to the start of testing, 0.5 h with 
each force-reflection level. After the practice sessions, each operator 
cclnpleted 15 testing sessions. A testing session consisted of six trials, 
tm each with three experimental tasks (electrical connectors, peg-in-hole, 
and tubing jumpers tasks). Within sessions, task were administered in 
random order under the constraints that no task would be completed consec- 
utively and no task would be repeated before each task had been done once. 
Six of the 15 total sessions also included one repetition of the bolt 
threading task. A rest period of at least 1 h betmen consecutive sessions 
for one operator was required, and no more than 96 h were allowed to elapse 
between testing sessions for an operator. These restrictions prevented 
operators from becoming overly fatigued or out of practice. 
Television views were restricted to those available f m  cameras on 
board the M-2 package (see refs. 9 and 10). Tm cameras were set up to 
give views frwn approximately 45' to either side of the tasks (outboard 
of the sagittal plane of the teleoperator). Operators were allowed to 
use either of these views and/or a camera view from between the teleoper- 
ator arms. Operators were not allowed to see views from cameras other 
than those onboard the M-2 package during trials, and they were not 
allowed to change the aiming, magnification, or position of cameras. 
Three categories of dependent variables were recorded. The rate of 
task performance was measured by recording the time in seconds required 
to complete tasks, the quality of task performance was measured by 
recording the frequency of occurrence of each of 18 different types of 
errors, and the effect of the teleoperator on the remte area was 
masured by recording the forces applied to task components. ?his 
multimethod approach to performance quantification avoids bias which 
may result from defining performance as only one variable. Data were 
recorded using a Hewlett-Packard 9236 computer programed in Multi-FORTH 
to scan 21 channels of A/D infonration and store the data on a hard 
disk/streaming tape drive system. Errors included 18 item such as 
collisions, dropping grasped itens, item slipping in the grasp of the 
teleoperator, collisions, damage to teleoperator or task. A complete 
list may be found in ref. 7. Forces, torques, velocity of each joint of 
the right-hand slave, and mtor currents of selected joints were recorded 
20 times per second. Force and torque data were provided by the load 
table on which the tasks were mounted. These data were later reduced to 
resolved force and torque values for each data point. Preliminary 
analysis of force and torque data revealed that the correlation between 
these variables was high (for average force and average torque, r = 
0.78; for maximum force and maximum torque, r = 0.82) and the averages 
and standard deviations of the two variables were similar (average force = 
5.23, standard deviation = 2.58; average torque = 4.76, standard deviation = 
2.11). These variables seemd t o  be measuring the same dimension of 
p e r f o m c e ,  so the torque data were not included in  the s t a t i s t i c a l  
qpilyses. 
lhis paper w i l l  concentrate on the results of analyses conducted on 
the time required t o  complete each task (converted t o  its l o g a r i t h  t o  
base l o ) ,  the ra te  (per minute) of errors ,  the maximum force exerted, 
and the force variance within each task repetition. ?he last variable 
is a measure of the consistency with which operators apply forces in the 
r m t e  area. High scores indicate inconsistency in  force application, 
and low scores indicate uniform use of force throughout a task repetit ion. 
The dependent variables were submitted t o  repeated-measures multi- 
variate analysis of variance. l 2  Separate analyses were performed for  
each task. Details of the s t a t i s t i c a l  analyses may be found in  r e f .  13. 
This paper w i l l  sumnarize results of the cornparison between force reflec- 
t ion levels.  In the sections t o  follow, significant effects  of force 
reflection w i l l  be described but de ta i l s  of the t e s t s  w i l l  not be reported. 
The significance level of F t e s t s  ( the s t a t i s t i c  calculated by W V A  
and ANOVA) i n  the analysis was alpha <0.05 (alpha is the probability of 
making a mistake in  declaring t w  averages different) .  Figures 2, 3, 4, 
and 5 i l l u s t r a t e  the averages of each variable for  the task and force 
level combinations. 
ELECTRICAL CONNMJrOR TASK 
The MANOVA found a significant overall impact of force reflection 
for  the electrical connector task. The m V A  found t h i s  effect t o  be 
significant for  the maxirmrm force and force variance variables. Opera- 
tors  had higher peak forces and larger variance i n  forces without force 
reflection than they did with it. There was  not a significant difference 
between 4 : l  and 1:l levels,  although on average both variables were lower 
than in  the nonforce condition. 
The test for  time t o  complete was very close t o  significance, with 
F reaching the 0.06 alpha level.  On average, operators completed t h i s  
task i n  less time with 4 : l  than with ei ther  other level. 
PEGIN-HOLE TASK 
The MANOVA found a significant overall impact of force reflection 
for  the peg-in-hole task. ?he ANOVA found t h i s  effect  t o  be significant 
for  the error ra te ,  maximum force, and force variance variables. Gpera- 
tors  had higher error rates ,  higher peak forces, and larger variance in  
forces without force reflection than they did with it. There was not 
a significant difference between 4 : l  and 1:l levels. 
TUBING JUMPERS TASK 
The MANOVA found a significant overall impact of force reflection 
for  the tubing j-rs task. ?he AhOVA found t h i s  effect t o  be signif- 
icant for the error  r a t e ,  maximum force, and force variance variables. 
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Operators had higher error ra tes ,  higher peak forces, and larger  variance 
i n  forces without force ref lect ion than they did with it. There was not 
a s ignif icant  difference between 4 : l  and 1:l levels .  
The test for  time t o  complete was very close t o  significance, with 
F reaching the 0.07 alpha level .  On average, operators cmpleted t h i s  
task i n  less time with 4 : l  than with e i t he r  other level .  
BOLT-THREADING TASK 
Ihe W V A  found a s ign i f ican t  overal l  impact of force ref lect ion 
. fo r  the bolt-threading task.  The ANOVA found t h i s  e f fec t  t o  be s ign i f i -  
cant fo r  the  maximum force and force variance variables. Operators had 
higher peak forces and la rger  variance i n  forces without force ref lect ion 
than they did with it. There w a s  not a s ignif icant  difference between 
4 : l  and 1:l levels.  
OPERATOR FATIGUE 
Force re f lec t ion  adds t o  the  f r i c t i on  and i n e r t i a  experienced by 
operators using teleoperators. Therefore, i t  can have an adverse impact 
on teleoperator ease of use. This could lead t o  greater operator fa t igue 
while using force ref lect ion,  par t icular ly  i f  f r i c t i on  and ine r t i a  are 
high. However, canparison of perfonance of tasks the f i r s t  and second 
time within tes t ing  sessions found no evidence of greater operator fatigue 
associated with force ref lect ion i n  these data. ?his may result from t o  
the low f r i c t i on  and ine r t i a  charac te r i s t ic  of the $2 manipulator. 
These data  support the  hypothesis tha t  force re f lec t ion  can be 
beneficial  f o r  operators perfolrning remte handling tasks,  when the 
information it provides has no visual analog (operators were unable t o  
gauge deflection o r  other s igns  of force i n  t h i s  experiment). I t  can be 
par t icular ly  useful when forces i n  the remte area must be controlled. 
In general, force ref lect ion allowed operators t o  complete the  tasks  i n  
t h i s  experiment with greater efficiency than they did without force 
ref lect ion.  The time required t o  ccmplete tasks was not s ignif icant ly  
reduced by force ref lect ion ( the  r e su l t s  are affected by an operator by 
force ref lect ion condition interact ion) ,  but fo r  two of the four tasks 
the presence of force ref lect ion led  t o  s ignif icant ly  lower error rates. 
For a l l  four tasks,  force ref lect ion allowed the operators t o  reduce 
peak forces applied t o  task components and t o  be more consistent i n  the 
application of forces. Even i f  there is no difference i n  task comple- 
t ion time, mintenance campaigns conducted with force ref lect ion can be 
expected to be completed more  quickly than those conducted without it. 
Operators are less l ike ly  t o  cause damage t o  equipnent during mainte- 
nance with force re f lec t ion  because they are be t te r  able  t o  control 
forces. In addit ion,  operators using force ref lect ion cornnit errors a t  
a lower rate. These findings are especially important fo r  teleoperation 
in space. Control of exerted forces will be much more imprtant in space- 
based remote operations because of the presence of fragile equipnent and 
the necessity of avoiding unwanted dynamic effects. In adgition, operator 
errors in space will be mre difficult to recover from than in terrestrial 
applications. 
It should be noted that the results presented in this paper represent 
the perfomce of experienced operators performing familiar tasks. These 
data do not address the possible impact of force reflection on novice 
operators or on experienced operators performing novel tasks. It may be 
postulated that force reflection will be beneficial under these conditions 
as well, but there are no data to support that hypothesis at this time. 
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Issues, Concerns, and Initial Implementation Results 
for Space Based Telerobotic Control 
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ABSTRACT 
Telerobotic control for space based assembly and servicing tasks presents many 
unique problems in system design. Traditional force reflection teleoperation 
schemes are not well suited to this new application, and the relatively new 
approaches to compliance control via computer algorithms have yet to see significant 
testing and comparison. These observations are discussed in detail, as well as the 
concerns they raise for imminent design and testing of space robotic systems. 
As an example of the detailed technical work yet to be done before such systems can 
be specified, a particular approach to providing manipulator compliance is examined 
experimentally and through modeling and analysis. This yields some initial insight 
into the limitations and design trade-offs for this class of manipulator control 
schemes. Implications of this investigation for space based telerobots are discussed 
in detail. 
* 
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1. INTRODUCTION 
Although there has been an intense amount of activity in the area of control system 
design for robotic manipulator systems over the past ten years, little has surfaced in 
the way of a unified body of theory that can be readily applied for a given 
application. For example, the tremendous amount of work in the area of nonlinear 
systems theory has failed to produce general techniques for control system design 
that clearly outperform conventional independent joint control techniques. In a 
similar vein, the work in the area of compliant control systems has failed to produce 
a consensus on a method for control when environmental interaction is required. All 
of these problems are further compounded when system requirements dictate the 
need for both teleoperator and autonomous operational modes. Unfortunately, some 
solid answers and directions are required now since both NASA and the DOD are 
ready to embark on major system developments. 
Our research and development work at Martin Marietta has focussed on a 
hierarchical approach to the development of robotic control systems. A general task 
breakdown is shown in Figure 1. While research continues in the area of nonlinear 
control methods, we have nonetheless been able to implement reliable compliant 
control structures that have demonstrated a great deal of promise. This has, in turn, 
allowed work to proceed in both teleoperation and autonomous coordinated dual arm 
control structures. The benefits of this approach are twofold. First, it has forced us 
to make maximum usage of existing theory to develop an overall control structure 
that supports both autonomous and teleoperated operations for both single and dual 
arm systems. Secondly, it has consistently forced the issue of hardware 
implementation. As a result, all key aspects of system performance have been 
demonstrated on a dual arm laboratory testbed. 
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Figure 1. Overall manipulator control block diagram. 
This paper focusses on the heart of our system--single arm compliant control 
strategies. The control structure to be described in detail in the following sections 
relies on independent joint level control but allows specification of the dynamic 
impedance of the manipulator in any specific reference frame. We view this 
structure as both a reasonable compliant controller baseline and a tool for more 
advanced studies. In particular, we present some detailed results on the modeling, 
analysis, and limitations of this approach to providing compliance for 
manipulatorltask interactions. 
2. BACKGROUND AND MOTIVATION 
Although advancements in artificial intelligence and computer vision promise fully 
autonomous robotic servicing in the future, near term space servicing systems, such 
as the flight telerobotic servicer (FTS), will be primarily teleoperated systems. 
Because these space servicing systems will be manually operated by a remote 
operator, small errors in aligning the telerobot with the worksite are almost 
unavoidabIe. As shown in an experimental module removal task presented later in 
this paper, these small errors in alignment and positioning can impart large forces 
upon the worksite, depending upon both the environmental and manipulator 
stiffnesses. Clearly, a key aspect of these systems will be the control of these 
environmental interaction forces. 
Both nuclear and underwater teleoperation systems have extensively utilized the 
technique of bilateral force reflection or, simply, force reflection to control 
interaction forces. This technique provides force information to the operator by 
backdriving motors on the master arm with signals proportional to sensed forces. 
Because the master arm controls the position of the telerobot's manipulators, 
backdriving the master arm modifies the postion command to the manipulators. 
Thus, the dynamics of the teleoperator system using this force reflection scheme are 
determined by the characteristics of the hand controller/hurnan arm combination. By 
using this scheme, teleoperation task completion times have been shown to be 
reduced by up to 40% [I]. 
There are substantial differences between these teleoperation systems and those 
envisioned for space teleoperation. Because space telerobotic servicing systems will 
be all elecmc, the damping inherent in hydraulic systems, which helps stabilize 
them, will not be available. Size and weight constraints, as well as scaling 
problems, will preclude the use of replica master controllers in space. The resulting 
DIA and A D  conversions and kinematic mapping calculations needed for digital 
control of the telerobot can introduce significant time delay into the system. Finally, 
the communications link may have minimal bandwidth resulting in a slowly sampled 
system controlled by a low bandwidth controller. Because all of these factors are 
expected to adversely affect system performance, review of the traditional 
teleoperator control techniques is warranted to assess their applicability to space 
telerobotics. 
One alternative method of providing telerobot compliance can be realized by 
replacing the dynamics of the force reflection hand controller with a digital fdter. In 
other words, the measured contact forces can be processed through a digital filter to 
provide the desired dynamic relation between experienced forces and manipulator 
motion commands. Because this control scheme effectively modifies the mechanical 
impedances of the manipulator according to the parameters of this digital filter, it is 
known in the robot control literature as impedance control or force control [2,3]. 
Using this scheme, the stiffness, damping and inertia parameters, or mechanical 
impedance, can be programmed to vary the dynamic characteristics of the telerobot 
system. In particular, the filter parameters can be programmed so that the impedance 
controller has approximately the same closed loop dynamics as the bilateral force 
reflection controller. It is this equivalence between the two controllers that we wish 
to exploit to further understand the control of environmental interaction forces for 
telerobots. 
PRACTICAL IMPLEMENTATION 
The robotic laboratory facilities used to examine these two telerobot force c ntrol 9 schemes at Martin Marietta are shown in Figure 2. The Cincinnati-Milacron T -726 
industrial robots are essentially position-control devices, servoing about a given 
reference position. The operator can modify the reference position by moving a 
compact, 6-DOF hand controller, which has the capability for force feedback. 
Because the hand controller has only f 1 inch travel in the three translational degrees 
of freedom and only f 30 degrees travel in the three rotational degrees of freedom, it 
must be indexed or "racheted" to produce large changes in the robot's position. 
Each robot has a 6-DOF force-torque sensor attached to the mounting plate of the 
gripper. The force information from this sensor can be used to drive the force 
feedback motors on the hand controller thereby providing bilateral force reflection, 
or can be used as inputs to the impedance filter whose outputs are used to modify the 
mbot's reference position directly. 
Dirpby 
Figure 2. Martin Marietta telerobotic research facilities. 
To compare these two control techniques, a module removal task was chosen as 
representative of spacecraft servicing. In the laboratory, this task is simulated by a 
task panel drawer that slides along an axis, x , perpendicular to the task panel's 
face. To demonstrate the performance in corn$nsating for small misalignments, the 
task panel is set up so that the 
task panel's coordinate system must be rotated by an angle 8 to align the task panel's 
x axis with the robot's x coordinate axis, as shown in Figure 3. This angle is only P 4 degrees, so it is difficult, at best, for the operator to determine that any 
misalignment exists. To perform the task successfully, the operator must command 
the manipulator to grasp the handle on the drawer, pull the drawer out to its full 
extension, hold it at that point for 10 to 15 seconds, and then push the drawer 
closed. As mentioned earlier, the hand controller must be racheted to move the 
manipulator from the initial grasp point to tthe maximum x displacement, which is 
about 10 inches. Because of this racheting action, the position profile in the x 
direction is expected to be as shown in Figure 3. The manipulator and the 
environment are assumed to have stiffnesses K, and Ke, respectively in the 
directions of interest. Therefore, as the rninipulator IS given a commanded position 
trajectory to pull the drawer along the manipulator's x axis, the misalignment angle 8 
will produce a static force in the y direction of 
where D is the distance measured along the x axis from the initial grasp point. The 
expected force profile in the y direction is also given in Figure 3. 
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Figure 3. Misaligned module removal tark. 
Three independent trials were made using this experimental setup. In the fust mal, 
the force information was not used in any way so the operator had only visual 
information to perform the required task. In the second trial, the technique of 
bilateral force reflection was used to drive the motors on the hand controller 
proportionally to the sensed forces. In the third mal, the force information was used 
as input to an impedance filter, and the output of this filter was used to modify the 
position references. The results of this experiment are shown in Figure 4. 
Figure 4. Misaligned task experimental results. 
Because the manipulator itself is very stiff, the y position in the first mal is nearly 
constant. As a result, the task panel drawer must comply to compensate for the 
misalignment. The experimental parameters produce a steady state force in the y 
direction of more than 5 lbs at the maximum displacement. This force level is 
certainly more than is desirable. If this force level could be reduced by an order of 
magnitude by using some form of compliant control, the performance of this simple 
task would be much more acceptable. 
The results of the second ma1 with force reflection were somewhat unexpected. By 
making the operator conscious of the force in the y direction, the operator is able to 
compensate for the forces by moving the hand controller in the opposite direction of 
the sensed force. The steady state force in the y direciton is reduced to less than 1 Ib 
by using the force information in this way. However, the oscillations occumng in 
the force profile at approximately 15 seconds into the trial produced forces 
equivalent to those observed in the first trial. These oscillations reflect the difficulty 
an operator has in stabilzing the system. A similar oscillation was observed in the y 
position profile. The only time delay in the system results from the computational 
requirements for the digital controller, so no stability problems were anticipated due 
to time delay. An initial response to these oscillations is to decrease the gain in the 
force reflection, but the operator loses "feel" for the task when this gain is reduced. 
Clearly there are additional dynamics in this system that need to be better 
understood. 
In the third mal, the impedance control structure is seen to be as effective as the 
force reflection controller in reducing interaction forces. However, the impedance 
controller docs not exhibit the oscillatory tendancies of the force reflection controller. 
Because of the difficulty in estimating the stiffnesddamping parameters for the force 
reflection hand controller/human operator system, it is nearly impossible to choose 
parameters for the impedance controller to precisely emulate the dynamics of the 
hand controller. Instead, the impedance control parameters were selected to make 
tthe system fairly compliant, but viscous enough to maintain stability. Oscillatory 
behavior was observed when the stiffness and/or damping parameters in the filter 
were chosen to be to low. In fact, some combinations of impedance control 
parameters were seen to produce an oscillatory system with oscillations that were 
growing with time. 
The similarity in performance between these two force control methods suggests 
further similarities in their dynamic models. In both cases, oscillatory behavior has 
been observed with certain parameters. Furthermore, this oscillatory behavior can 
be modified to produce acceptable system behavior by altering parameters within 
either controller. In the force reflection control system, the operator has difficulty 
stabilizing the system, even with small time delays. While in contact with rigid 
objects, this form of compliant control requires intense concentration and a fair 
amount of physical effort. The operator is able to stabilize the system by exerting 
more force on the hand controller to stop the oscillations. He is essentially 
modifying the dynamics of the force reflection controller to stabilize the system. He 
is certainly adding more stiffness to the system by exerting force on the hand 
controller, but our understandings of physical systems tell us that damping is also 
needed to damp out these oscillations. Similarly in the impedance control case, we 
have found that making the coefficient on the filter's damping term larger tends to 
stabilize the system. The trend observed by adding to the stiffness term is less clear, 
but it is clear that when the manipulator is stiffer than the environment there is no 
stability problem (although the manipulator will not comply in response to force 
inputs). Intuition also tells us that this situation is aggravated by adding time delay 
into the system. 
3. MODELING AND ANALYSIS 
The behavior of the bilateral force reflection and the impedance control observed in 
experimental tests was perplexing, since the prevalent theory behind the 
implementation did not suggest that stability could be a problem However, the data 
suggested that the system could become unstable for certain combinations of 
programmed impedance and environmental conditions, or when the human operator 
was not "stiff' enough. This situation raised some important questions. Is the 
anamolous behavior inherent in the basic conml technique, the implementation, or 
both? Are there "safe areas" of operation which can be designed around? Are there 
other control techniques which are more suitable? 
To gain a deeper understanding of the problem, a detailed investigation was initiated. 
The goals were to fust understand the essential cause of the observed behavior, and 
then to build on this insight using more detailed models and more thorough 
experimental ~ e ~ c a t i o n .  The remainder of this paper describes the results obtained 
in the first phase of this investigation. The second phase is the subject of ongoing 
research. 
Analysis of the observed behavior may seem a complex problem at frrst. The 
interaction of a six DOF robot with a task containing the various dynamics of the 
human and hand controller is a complex process indeed. A full dynamic model of 
this system would contain far too many parameters to lend any insight into its 
behavior. Such an approach is the undoing of many proposed manipulator control 
schemes in the literature-the essential benefits are masked by unjustified complexity1 
The approach taken here, in contrast, seeks to discover the most fundamental models 
which can predict the observed behavior. Both the force reflection teleoperation and 
impedance control are considered using a single dynamic model. In either case, 
they act to process sensed forces and provide manipulator position commands. In 
the impedance control case, the position commands are related to the forces by a 
programmed filter. In the teleoperation case, the force/position relation is governed 
by the dynamics of the hand controller, human hand and arm. At the simplest level, 
both systems have the same model structure: a springldamperlinertia combination. 
With respect to dynamic performance, these systems are essentially the same. We 
will refer to both cases as a compliance control system in the following discussion. 
Since the performance objective can be thought of as assuring some desired behavior 
in each cartesian axis, including rotations about these axes, it would seem that 
satisfactory behavior in each axis would be a necessary condition for acceptable 
behavior overall. This intuitive principle provides motivation for the simple 
modeling and analysis below, where a single cartesian axis model is investigated in 
detail. To indicate the validity of the results obtained, experimental results of a full 
six DOF implementation along one axis are compared with the analysis. While 
experimental error prevented verifying exact correspondance, the trends predicted by 
the analysis were clearly verified by the hardware data. This experimental test is 
also discussed in detail below. 
Before describing the details of the analytical results, it may be helpful to place the 
approach in context with others from the control literature. There seem to be two 
main approaches to specifying objectives for the control scheme. The first considers 
specific objectives on either position or force in a particular cartesian direction. 
Typical goals are zero steady state error in these individual quantities, or to minimize 
these errors in other senses. The basis of this approach relies on a separation of the 
six axes into "force control" and "position control" axes, which depend on the 
particular geomeay of each task [4,5]. This approach is often called the "hybrid" 
control technique. 
The second main approach considers the control objective to be a constraint on 
position and force in each cartesian direction. This constraint is often expressed as a 
desired mechanical impedance [2,6]. For example the constraint 
would cause the robot and effector to behave as a spring of stiffness K, a damper of 
damping B, and an inertia of value J. The resulting impedance is expressed as 
where s is the Laplace derivative operator. Actually, this view contains the hybrid 
approach as a special case, since small position errors are achieved by large 
stiffnesses, and force error zeroing can be achieved by zero stiffness and non-zero 
damping or inertia. For the case of teleoperation with force reflection, the human 
operator cannot provide wide ranges of impedances simultaneously in  various 
directions, due to coupling in the arm and hand. Hence, this is more of an 
impedance control technique rather than a hybrid approach. 
Another distinguishing feature of the different methods is the particular way the 
objective is implemented via feedback control. This is perhaps the most confusing 
issue in the field. We consider the impedance objective to have two main 
implementations. The first seeks to measure the cartesian position and orientation of 
the robot end effector, then command joint torques to supply the desired force 
according to the impedance constraint [2,5,6]. This is termed "torque based" 
impedance control, since the robot commands are in the form of torque. The second 
approach measures end effector forces and commands the robot cartesian position, 
again according the impedance objective. This is the "position based" approach to 
impedance control, since robot commands are in the form of positions [7,8,9]. 
Some suggested control schemes [3] differ slightly from these two main approaches, 
and some contain a mixture [2,6] of these ideas. However, this view captures the 
essential ideas behind the various approaches. Of course, force reflection 
teleoperation is necessarily a position based approach. 
While there are many issues in the relative advantages of these methods when 
implemented via computer control, a key issue exploited here is that the joint control 
used to follow position commands also provides a large degree of joint dynamic 
decoupling. This greatly simplifies the control design task, since the heirarchical 
successive loop closure approach can be used. Hopefully, a more complete 
understanding of the limitations of this approach, together with other approaches, 
can be gained. Only then can rational choices be made between approaches and 
implementation details for particular applications. The analysis presented below 
yields some insight into the limitations of position based impedance control. 
We consider the following physical situation. The manipulator base is attached to a 
common mounting with a task fixture. The end effector contains a six axis force 
sensor, which measures the forces and torques occuring at the contact point when 
the manipulator interacts with the task. The manipulator is under joint position 
control, and can be commanded to move according to cartesian reference commands 
by passing these commands through the inverse kinematic transformation to arrive at 
joint position commands. The actual cartesian position is available by passing the 
measured joint positions through the foreward kinematic transformation. 
If the joint position control were perfect, and the kinematics were computed 
instantaneously, then the manipulator motion in each cartesian direction would be 
exactly as desired, and it would be decoupled from motion in all other cartesian 
axes. Practically, this behavior is approached at low frequencies, but degrades at 
higher frequencies. Thus we model the behavior of the manipulator in a particular 
cartesian direction as a positioning system with second order dynamics. This 
provides a basic model of the positioning fidelity as the frequency increases, but 
does not include coupling effects from other cartesian axes. As it turns out, the 
unstable behavior we wish to model occurs at low frequencies relative to those at 
which our model loses significant accuracy. 
The impedance control is implemented in an outer feedback loop which measures 
interaction forces, passes these through an impedance specification filter, and 
updates the commanded cartesian position. Again, this models both the 
teleoperation and computer control implementations. The sensed foreces are 
dependent on the position of the contact point as well as the dynamic properties of 
the manipulator and task. For many tasks, their dominant character is represented 
by a pure stiffness, since it is often very large compared to any damping present in 
the task. Also, in the present case where the task is rigidly attached to the 
manipulator base frame, no inertial effects in the task are significant. The resulting 
model for the interconnected system is shown in block diagram form in Figure 5. 
The manipulator dynamics are parameterized by Km, Bm , and J,. The 
environmental (task) stiffness is Ke, and the desired impedance specificat~on has 
stiffness K and damping B. X is the cartesian position along the axis in question, 
and F is the sensed interaction force. Note that if X accurately tracks the impedance 
update X- then the desired manipulator impedance will be achieved, ie. the 
constraintktwecn F and X will be realized. This impedance is independent of the 
environmental impedance Ke, but the total impedance seen at the contact point is the 
sum of the manipulator and environmental impedance. This fact suggests that the 
system will be stable if the parameters are all positive [lo]. The system should act 
like a connection of positive springs, masses and dampers. 
However, the implementation of various kinematic transforms, rotations into the 
correct reference frame, etc. cause time delays in practical systems. Together with 
potentially large feedback gains due to small desired stiffness K and damping B, this 
time delay can cause instabilities in the overall system behavior. Due to the 
simplicity of our model, the precise relationship between the desrred impedance, the 
environmental impedance, the time delay, and manipulator dynamics can be 
determined in order to retain stability. 
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Figure 5. Position Based Impedance Control Block Diagram. 
Since the system is infinite dimensional when time delays are present, gain and 
phase margins are used to determine the stability boundaries as parameters are 
varied. Based on the practical assumption that the manipulator dynamics are well 
damped, the open loop transfer function of the model in Figure 5, given by 
can be shown to represent a stable closed loop system if and only if the phase 
margin is positive [9]. For a given set of manipulator dynamics parameterized by 
K , B, and Jm, and for a given environmental stiffness Ke, the time delay nTs 
an? deslred impedance parameters K and B must satisfy both 
and 
for marginal stability of the closed loop system. This stability boundary in K and B 
is shown in Figure 6 for particular values of the other system parameters, and for 
various time delays nTs. This figure also shows the stability boundary for a discrete 
time model of the impedance control loop. Both boundaries are quite close, except 
when B is very small. For further details on these results, see [9,11]. Observe that 
the region where both K and B are small is excluded for stable behavior. This 
restricts how "soft" the manipulator can be made to appear, ie., how small its 
impedance specification can be. Also, note that small K or small B can be achieved 
only if the other is relatively large. Finally, the larger the time delay, the larger K 
and B generally have to be to remain in the stable region. The implications of these 
stability results are discussed in detail in section 4. 
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Figure 6. Stability boundary in K and B for various time delays, nTs. 
As an indication of the validity of the model and its prediction of the 
stability/instability boundary, consider the following comparison with an 
experimental determination of the boundary. For the test, the manipulator was 
programmed to have very large stiffness and damping in all artesian directions but 
one. In these directions, the feedback gain from the force sensor to position update 
is essentially zero, and the stiff manipulator behavior is not modified. In the 
direction in question, however, various B and K values were used in the impedance 
specification block to find the values which caused unstable behavior. The task in 
this case consisted of a simple linear spring with known spring constant, as shown 
in Figure 7. The measured stability boundary is plotted in Figure 8, along with the 
theoretical boundary for the manipulator parameters and software time delay 
obtained from previous identification work. Here, 
The large measurement uncertainty bands are due to the presence of limit cycles near 
the stability boundary. Rather than a sharp division between growing oscillations 
and decaying oscillations, as the linear model above would predict, limit cycles of 
varying sizes were seen along the stability boundary. Outside this band, decaying 
and growing oscillations were observed. Thus, the overall trend predicted by the 
anlaysis is clearly observed, but close agreement in actual values was not. 
% ,- End E f f e c t o r  
Variable 
Stiffrmsa (K)  
Figure 7. Experimental verification test fixture. 
13 
h 
Experimental Results 
1-1 Stable 
p 4 -4  Unstable 
8, Ib din. 
Figure 8. Comparison of experimental and theoretical results. 
The essence of the problem is now clear---time delays and manipulator dynamics can 
cause undesired behavior, which prevents realization of very small manipulator 
impedances. More exact correspondence with measured data will depend on more 
detailed modeling, but the basic intuition has been established. 
4. IMPLICATIONS FOR SPACE-BASED TELERQBOTS 
One of the most desireable aspects of good bahavior during interaction between 
manipulator and environment is the reduction of contact forces. This provides a 
measure of safety in general, but also reduces distortion in components and 
disturbances to the overall system. Force disturbances may play a crutial role in 
space manipulation systems, particularly when supported by larger, more flexible 
platforms, such as the RMS manipulator. 
If we consider the manipulator to have stiffness K and the environment (task) to 
have stiffness K, along a particular cartesian direction, then the resulting force due 
to a change in the manipulator command position, x, is given by 
This represents the force that would occur if the position of the task were not known 
precisely, and the command attempted to position the end effector inside the task 
surface. Note that when K is small compared to Ke, the resulting force is given 
approximately by 
In fact, if K < K$10 then the resulting force is less than 111 1 of the force when the 
manipulator is perfectly stiff, ie. when F = Ke X. Thus, a usual objective for the 
control scheme is to require that K is small compared to the environmental stiffness 
in those directions where Ke is large. From Figure 6 ,  stability of the system when 
this condition on K is imposed requires that the specified damping B lie near the 
K=O intercept of the stability boundary. That is, relatively large values of damping 
are required. If other performance restrictions are imposed, such as the absense of 
overshoot in the response to surface contact, then even more damping is required. 
See [ l  11 for more discussion of performance issues. 
Even if static forces are sufficiently reduced by specifying small K, dynamic forces 
due to motion can cause large transient forces when B is large. In the case where the 
specified manipulator impedance is Bs + K, the force at the contact point is given by 
If Ke is large compared to K, and large compared to Bs up to some maximum 
frequency of interest, then this is given approximately by 
F = (Bs + K)x 
From the stability analysis results for the case where Ke = 5 lb./in., and K = 0.5 
lb./in., and the time delay is 200 ms a reasonable value for B wouId be 2 Ib. sec./in. 
Given a position profile X(t), the resulting force at the contact point can be computed 
using the approximate relation above. 
The full effect of large damping values can be more easily seen in the following 
example. As in the experimental tests of section 2, let the manipulator extract a 
drawer from a fixture along some direction which is slightly different from the 
nominal direction given by the task geometry. Figure 9 shows a typical smooth 
position trajectory in the pull direction x. The misalignment causes a similar 
position trajectory in the y direction, which is interpreted as a position error with 
respect to the task geometry. Due to the small alignment error, the y position only 
changes 1 inch, while the drawer is pulled 1 foot in the x direction. The forces due 
to this 1 inch position error are shown in Figure 10 for three manipulator 
impedances. The fmt  represents the case where no control compensation is present. 
There, the force is simply K, times the position error. The second case represents 
the ideal case where the mampulator is programmed to behave as a pure stiffness K. 
Since K is 1/10 the size of Ke, the force is approximately given by K times the 
position error. Note the order of magnitude reduction in force compared to the 
uncompensated case. The third case represents the practical situation where 
significant damping is also required to retain stability. While static forces are the 
same as in the ideal (stiffness only) case, the transient forces exceed those of even 
the uncompensated case. 
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Figure 10. Force versus time, for three manipulator impedances. 
Since the transient forces are proportional to the speed of the motion, these forces 
can be reduced by slowing the motion. Hence, given a desired level of force 
reduction compared to the uncompensated case, the stability constraint can be 
viewed as imposing limitations on speed of task execution. This is the essential 
difficulty with large amounts of damping in the impedance specification when the 
control is implemented via computer. 
When implemented via force reflection teleoperation, other implications of large 
amounts of damping appear. There are two ways of supplying the required damping 
at the hand controller. The most obvious is to require the human operator to supply 
it. Alternatively, feedback control can be implemented local to the hand controller to 
add damping. In the first case, large amounts of damping are fatiguing because the 
operator must constantly keep muscles tensed, and concentation must not lapse. The 
difficulty involved was indicated by the experimental data and discussion in Section 
2. In the second case, any motion not due to sensed interacition forces must be 
supplied by the operator in opposition to the hand controller damping. This can also 
be quite fatiguing if any prolonged motion is required. For example, the 2 lb. 
sec/in. level requires the exertion of 2 pounds of force in order to move the end 
effector at a speed of 1 in./sec. Practically, if motion is required when no 
environmental contact is made, this damping should be reduced or removed. The 
emphasis is then placed on some mode switching technique which depends on the 
detection of contact, proximity sensing, etc. One operational difficulty with hand 
controller damping is that surface contact can be difficult to "feel", since forces on 
the hand are not primarily dependent on contact forces. Clearly, many of these 
issues will require more extensive study, testing, and operator evaluation. 
One final implication of the results presented above concerns the source of time 
delay in the control loop. An advantage in this respect can be obtained by 
implementing impedance control in computers local to the manipulator. Since the 
command updates depend on forces in simple ways, safety and error checking can 
be relatively fast. Also, communication delays can be reduced to insignificant 
levels. However, the use of teleoperation implies closure of the control loop via a 
remote control station. Communication delays, additional hand controller kinematic 
computations, mechanical properties of the hand controller, and relatively 
unpredictable operator reactions which require extensive safety monitoring all 
contribute to increasing time delays. These translate into increasing limitations of the 
control scheme as discussed above. What is obviously needed is a battery of 
laboratory tests using space--realistic manipulators, hand controllers, and functional 
tasks to determine the relative advantages of various control methods and 
implementation details. The results presented here represent initial data on a specific 
class of control approaches, and should be considered only as a basis on which to 
build. 
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ABSTRACT 
A f 1  e x i  b l e  and computat ional  l y  e f f i c i e n t  shared pos i  t i o n / f  o rce  c o n t r o l  
concept and i t s  implementat ion i n  the  Robot Con t ro l  C L i b r a r y  (RCCL) a r e  
presented f r om the  p o i n t  o f  t e l eope ra t i on .  T h i s  method01 ogy enables 
c e r t a i n  degrees o f  f reedom t o  be pos i  t i o n - c o n t r o l l e d  through r e a l  t ime  
manual i n p u t s  and t h e  r e m a i n i n g  deg rees  o f  f r e e d o m  t o  be  f o r c e -  
c o n t r o l l e d  by computer. F u n c t i o n a l l y ,  i t  i s  a  h y b r i d  c o n t r o l  scheme i n  
t h a t  c e r t a i n  degrees o f  freedom a re  des ignated t o  be under p o s i t i o n  
c o n t r o l ,  and t he  rema in ing  degrees of freedom t o  be under f o r c e  c o n t r o l .  
However, t he  methodology i s  a1 so a  shared c o n t r o l  scheme because some 
degrees o f  freedom can be p u t  under manual c o n t r o l  and t he  o t h e r  degrees 
of  freedom p u t  under computer c o n t r o l .  
Unl i ke o t h e r  h y b r i d  c o n t r o l  schemes, which process pos i  ti on and f o r c e  
commands independent ly,  t h i s  scheme prov ides  a  f o r c e  c o n t r o l  l oop  b u i  1  t 
on t op  o f  a  p o s i t i o n  c o n t r o l  inner loop.  Th i s  f e a t u r e  min imizes t he  
computat iona l  burden and inc reases  d is tu rbance  r e j e c t i o n .  A s imple 
imp1 ementat ion i s  achieved p a r t l y  because t h e  j o i n t  c o n t r o l  servos t h a t  
a re  p a r t  o f  most r obo t s  can be used t o  p r o v i d e  t he  p o s i t i o n  c o n t r o l  
i n n e r l  oop. 
Along w i t h  t h i s  c o n t r o l  scheme, severa l  menus have been implemented f o r  
t h e  convenience o f  t he  user.  As a  r e s u l t ,  t h e  user  can d e f i n e  a  cen te r  
of  compliance on any p o i n t  i n  t h e  workspace and a  s e l e c t i o n  m a t r i x  t h a t  
ass igns  c e r t a i n  axes under p o s i t i o n  c o n t r o l  and o t h e r  axes under f o r c e  
c o n t r o l .  F i n a l l y ,  t he  user  can d e f i n e  f o r c e  ga ins  i n  the  f o r c e  c o n t r o l  
s t r a t e g y  t o  ensure o v e r a l l  system s t a b i l i t y  and t o  avo id  overshoots  and 
o s c i l l a t i o n s  i n  t he  r o b o t  mot ions.  
The implemented c o n t r o l  scheme has been s u c c e s s f u l l y  demonstrated f o r  
t h e  tasks  o f  hinged-panel opening and peg- in-hole i n s e r t i o n .  
INTRODUCTION 
Over t he  p a s t  severa l  years,  many compl ian t  c o n t r o l  techniques have been 
proposed and developed t o  extend r o b o t  a p p l i c a t i o n s  t o  a  wide v a r i e t y  of 
tasks  r e q u i r i n g  compliance. Compliance i s  a lmos t  i n e v i t a b l y  r e q u i r e d  
when t he  r o b o t  man ipu la to r  comes i n t o  c o n t a c t  w i t h  the  environment and 
i t s  p o s i t i o n  i s  const ra ined.  S l i g h t  p o s i t i o n  e r r o r s  o f  t he  r o b o t  may 
produce enormous f o r c e s  and cause se r i ous  damage bo th  t o  t he  r o b o t  and 
the  workpiece. Whi le  comp l ian t  mot ion can be p rov ided  by a  pass ive  
mechanical compliance dev i ce  such as a  remote cen te r  compliance (RCC), 
t he  development descr ibed  i n  t h i s  paper i s  cen te red  around d i g i t a l l y  
imp lemen ted  a c t i v e  compl i a n c e ,  wh i ch  i s  more f l e x i b l e  and can  be 
reconf i gured i n  r e a l  t ime. 
Most a c t i v e  compliance techniques, however, have ,been developed f o r  
autonomous o p e r a t i o n s ,  i n  wh i ch  a  c o m p l e t e  t a s k  i s  e x e c u t e d  unde r  
computer c o n t r o l .  Automated compl i a n t  c o n t r o l ,  w h i l e  e f f e c t i v e  f o r  
s t r u c t u r e d  tasks, does n o t  p rov i de  t he  ope ra to r  w i t h  d i r e c t  c o n t r o l  o f  
t he  p o s i t i o n  a t  which t h e  ope ra t i on  i s  performed. As a  r e s u l t ,  i t  i s  
n o t  s u i t a b l e  f o r  uns t ruc tu red  tasks. Autonomous c o n t r o l  techniques a t  
the p resen t  t ime  a re  n e i t h e r  i n t e l l i g e n t  nor  r e1  i a b l e  enough t o  per fo rm 
any b u t  t h e  s imp les t  and most r o u t i n e  tasks. 
I n  t e l eope ra t i on ,  f o r c e  r e f l e c t i n g  master /s lave hand c o n t r o l  l e r s  have 
been used  f o r  many y e a r s  t o  c o n t r o l  r e m o t e  r o b o t s  i n  u n s t r u c t u r e d  
hazardous environments [I]. They p rov i de  an ope ra to r  w i t h  an accura te  
exper ience o f  f o r c e s  encountered by t h e  r o b o t  and t he  i l l u s i o n  of do ing  
the  task d i r e c t l y .  They a r e  w ide ly  used i n  t h e  nuc lear  and undersea 
environments, where no r e s t r i c t i o n s  a r e  imposed on s ize ,  and no 
commun i ca t i on  t i m e  d e l a y s  e x i s t  between c o n t r o l  s t a t i o n  and r o b o t  
manipu la tor .  These devices,  however, cannot  be r e a d i l y  extended t o  
unmanned-orbi t s e r v i c i n g  tasks  because o f  1  i m i t a t i o n s  on the  s i z e  o f  t he  
c o n t r o l  s t a t i o n  and communication t ime de lays  between c o n t r o l  s t a t i o n  
and s e r v i  cer.  
Another a l t e r n a t i v e  i n  t e l e o p e r a t i o n  i s  t he  use o f  the  r eso l ved  r a t e  
j o y s t i c k .  The j o y s t i c k ' s  compactness and t h e  ope ra to r ' s  f a m i l i a r i t y  
w i t h  i t  makes i t  a  l o g i c a l  candidate f o r  use i n  t e l e r o b o t i c  tasks.  It 
i s ,  however, a  s t r i c t  r a t e - c o n t r o l  dev ice  w i  t h o u t  any f o r c e  feedback 
and, t he re fo re ,  n o t  s u i t a b l e  f o r  comp l ian t  c o n t r o l  tasks.  
Th i s  paper r e p o r t s  on t h e  ex tens ion  of comp l i an t  c o n t r o l  techniques t o  
te leopera ted  systems and t he  development o f  new concepts t o  accompl ish 
compl i a n t  c o n t r o l  tasks  under j o y s t i c k  c o n t r o l .  Developed a t  R C A '  s  
Advanced Technology Labora to r ies ,  t he  c o n t r o l  mode presented i s  termed 
"shared p o s i t i o n /  f o r c e  c o n t r o l  " o r  s imply  "shared c o n t r o l  " . Under 
shared c o n t r o l ,  the  ope ra to r  r e t a i n s  r e a l  t ime c o n t r o l  o f  r o b o t  mot ion 
w h i l e  l e a v i n g  t he  r e s p o n s i b i l i t y  f o r  compliance t o  a  computer l o c a l  t o  
t he  robo t .  
An i m p o r t a n t  p o t e n t i a l  a p p l i c a t i o n  of s h a r e d  c o n t r o l  i s  i n  space 
t e l e r o b o t i c  se rv ic ing .  When t he  s e r v i c e r  i s  c o n t r o l  l e d  f r o m  a  s h u t t l e  
o r  f rom t h e  space s t a t i o n ,  t he  use o f  a  j o y s t i c k  i n  shared c o n t r o l  
reduces t h e  phys i ca l  s i z e  o f  t he  master-s l  ave hand c o n t r o l l e r ,  thereby 
making i t  p o s s i b l e  t o  reduce the  s i z e  o f  t he  c o n t r o l  s t a t i o n .  When t h e  
s e r v i c e r  i s  c o n t r o l l e d  f rom a  ground s t a t i o n ,  excess ive t ime de lays  
(es t imated  a t  two t o  f i v e  seconds), r e s u l t i n g  f r om  space and ground 
communication l i n k s ,  p r o h i b i t  r e a l t i m e  c o n t r o l  o f  t he  se r v i ce r .  
Shared c o n t r o l  may be  an  i m p o r t a n t  complement  t o  t h e  i n c r e m e n t a l  
"move-and-wai t" t a c t i c  c u r r e n t l y  demonstrated f o r  mot ions w i t h o u t  f o r c e  
feedback. With an on-board c o n t r o l l e r ,  shared c o n t r o l  p rov ides  f o r  task  
a d a p t a b i l i t y  a t  the  work s i t e ,  i n  which t h e  t o o l ,  under l o c a l  c o n t r o l ,  
adapts t o  any excess ive f o r ce .  I n i t i a l  i n v e s t i g a t i o n s  and t e s t s  of 
shared c o n t r o l  techniques have opened p romis ing  new p o s s i b i l  i t i e s  f o r  
more e f f i c i e n t  and safe t e l e o p e r a t i o n  c o n t r o l  f o r  bo th  shor t - te rm and 
long-term s a t e l l i t e  se r v i c i ng .  I 
Compl iant  Con t ro l  
The behav iour  o f  comp l ian t  mot ion can be s y s t e m a t i c a l l y  desc r ibed  by 
s p e c i f y i n g  a  cen te r  o f  compliance and i t s  compliance frame. A cen te r  o f  
compliance i s  a  p o i n t  i n  t he  workspace i n  which a  f o r c e  a p p l i e d  t o  t he  
p o i n t  causes a  mot ion i n  the  d i r e c t i o n  o f  t h e  f o r ce .  I t s  compliance 
frame i s  an or thogonal  coo rd i na te  frame, w i t h  i t s  o r i g i n  a t  t h e  cen te r  
of compliance. Thus, a  comp l ian t  task i s  descr ibed  i n  terms o f  d e s i r e d  
p o s i t i o n  t r a j e c t o r i e s  o r  f o r c e /  torque p ro f  i 1es f o r  each o f  t he  
compl iance frame axes. I n  many cases, t h e  cen te r  o f  compliance i s  
p laced a t  the  cen te r  o f  t he  end-e f fec to r .  
There a r e  two p r e v a l e n t  approaches i n  a c t i v e  comp l ian t  c o n t r o l :  e x p l i c i t  
feedback and h y b r i d  c o n t r o l  121. E x p l i c i t  feedback s p e c i f i e s  a  l i n e a r  
r e 1  a  t i  on between sensed fo rces*  and t h e  cor responding post t i o n s *  
accommodations [3 ,  41. Th i s  i s  t y p i c a l l y  model led by t he  equa t ion :  
where : 
f = sensed f o r c e  
p  = t he  c u r r e n t  p o s i t i o n  
pO = the p rede f ined  nominal p o s i t i o n  
K = the  ga in  m a t r i x  t h a t  r e l a t e s  sensed f o r c e s  l i n e a r l y  t o  
d e v i a t i o n s  f r om t h e  nominal p o s i t i o n .  
Th i s  e x p l i c i t  feedback scheme i s  b u i l t  around t he  j o i n t  servos, which 
process j o i n t  s e t  p o i n t s  and d r i v e  j o i n t  a c t u a t o r s  of the  r o b o t  (F i gu re  
1). I t  i s  computa t iona l l y  e f f i c i e n t  and s imp le  t o  implement on t h e  
j o i n t  servos p rov ided  w i t h  most robo ts .  However, the  f o r c e  c o n t r o l  
ga i ns  must be a p p r o p r i a t e l y  se lec ted  f o r  each task t o  ensure system 
s t a b i  1  i t y  and d e s i r a b l e  performance. 
The h y b r i d  c o n t r o l  approach, on the  o the r  hand, processes p o s i t i o n  and 
f o r c e  commands independent ly  through t h e i r  own c o n t r o l  l oops  (F i gu re  2) 
C5, 61. I t  f i r s t  s e l e c t s  c e r t a i n  deg rees  of f reedom t o  b e  u n d e r  
p o s i t i o n  c o n t r o l  and t he  o t h e r s  t o  be under f o r c e  c o n t r o l ,  and then  
d r i v e s  each ac tua to r  accord ing  t o  t he  sum o f  i t s  c o n t r i b u t i o n s ,  whether 
f o r c e  o r  p o s i t i o n .  The h y b r i d  c o n t r o l  scheme i s  c o m p u t a t i o n a l  l y  
expensive b u t  concep tua l l y  e l egan t  because i t  can process f o r c e  commands 
under any environment. I t u s u a l l y  i n v o l v e s  s i g n i f i c a n t  m o d i f i c a t i o n  o f  
e x i s t i n g  j o i n t  servos t o  implement a  f o r c e  servo loop. Because o f  j o i n t  
f r i c t i o n / s t i c t i o n  i n  some robo ts ,  f o r c e  servo l oop  a re  harder  t o  des ign 
and implement. 
* I n  t h i s  paper, f o r c e  i m p l i e s  f o r c e  and to rque  and p o s i t i o n  i m p l i e s  
p o s i t i o n  and o r i e n t a t i o n .  
Figure 1. Explicit feedback block diagram. 
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The compl i a n t  c o n t r o l  a l g o r i t h m  i n  the  shared pos i  t i o n / f  o rce  c o n t r o l  i s  
f u n c t i o n a l l y  a  h y b r i d  c o n t r o l  scheme i n  t h a t  c e r t a i n  axes  o f  t h e  
compl iance  frame a re  assigned f o r  p o s i t i o n  c o n t r o l  ( r a t e  c o n t r o l  ) ; w h i l e  
t he  o t h e r  axes a re  ass igned f o r  f o r c e  c o n t r o l .  Bu t  t he  a l g o r i t h m ' s  
f o r c e  c o n t r o l  l oop  i s  b u i l t  on t op  of  i t s  p o s i t i o n  inner loop ;  hence, i t  
i s  t e c h n i c a l l y  an e x p l i c i t  feedback scheme. As i n  e x p l i c i t  feedback, i t  
i s  computa t iona l l y  e f f i c i e n t  and simple t o  implement. The f a s t  j o i n t -  
based p o s i t i o n  i n n e r l o o p  a u t o m a t i c a l l y  r e j e c t s  d is tu rbance  to rques  
a r i s i n g  f r om any source, even g r a v i t y  and j o i n t  f r i c t i o n s / s t i c t i o n s  C73. 
Shared Pos i t i on /Force  Con t ro l  
F i gu re  3 o u t l i n e s  t h e  Cartesian-based shared c o n t r o l  scheme c u r r e n t l y  
used a t  RCA's Advanced Technology Labo ra to r i es  t o  c o n t r o l  a  PUMA 762 
r o b o t .  The imp lemen ted  a1 g o r i  thm a1 l o w s  t h e  o p e r a t o r  t o  c o n t r o l  
se l ec ted  p o s i t i o n  axes through r e a l t i m e  manual i n p u t s  o r  through 
p rede f ined  t r a j e c t o r i e s  p r o v i d i n g  f u l l y  automated compl ian t  task 
f u n c t i o n s .  The des i r ed  p o s i t i o n  va lues a r e  d e r i v e d  f rom t h e  j o y s t i c k  
r a t e  commands by i n t e g r a t i n g  them. The c o n t r o l  system i t s e l f  c o n s i s t s  
o f  two feedback c o n t r o l  loops:  the  i n n e r  P I D  j o i n t  servo l oop  and t h e  
o u t e r  f o r c e  feedback loop. For  the  inner loop ,  i t  uses t he  standard PUMA 
762 P I D  j o i n t  servos w i t h  a  sampling r a t e  o f  approx imate ly  500 Hz. For 
t he  o u t e r  loop, i t  feeds  sensed f o r c e s  a t  t he  w r i s t  sensor back t o  t h e  
p o s i t i o n  c o n t r o l  l oop  w i t h  a  sampling r a t e  o f  approx imate ly  36 Hz. 
The p o s i t i o n  c o n t r o l  scheme s imply  r ece i ves  s i x  r a t e  va lues f r o m  the  
j o y s t i c k s ,  s e l e c t i n g  o n l y  a  subset of  those t h a t  correspond t o  p o s i t i o n  
axes. P o s i t i o n  axes a re  determined w i t h  a  6x6 d iagonal  s e l e c t i o n  m a t r i x  
S. Each d iagonal  e lement o f  S, which i s  Boolean, i s  assoc ia ted  w i t h  
each a x i s  o f  t he  compliance frame. When i t s  i t h  d iagonal  element i s  0, 
t he  cor responding a x i s  i s  under p o s i t i o n  c o n t r o l .  When i t  i s  1, t he  
a x i s  i s  under f o r c e  c o n t r o l .  The se lec ted  r a t e  va lues a re  a p p r o p r i a t e l y  
sca led  w i t h  a  6x6 d iagonal  m a t r i x  K, which determines t he  des i r ed  r o b o t  
v e l o c i t y .  The sca led r a t e s  a re  combined w i t h  t h e  compensatory r a t e s  
descr ibed  i n  t he  t e x t  t h a t  f o l l o w s ,  t o  f o r m  the  combined r a t e s  a t  t he  
compliance frame. These r a t e s  a re  i n t e g r a t e d  t o  d e r i v e  the  n e x t  des i r ed  
Car tes ian  s e t  po in t s ,  which a re  then reso l ved  t o  the  r o b o t  end frame. 
These s e t  p o i n t s  a re  then t ransformed t o  the  j o i n t  s e t  po in ts ,  which a re  
then i n p u t  t o  the  i n n e r  PID j o i n t  servos t o  d r i v e  t he  j o i n t  a c t u a t o r s  o f  
t he  PUMA 762 robot .  
The f o r c e  c o n t r o l  l oop  i s  implemented around t he  i n n e r  j o i n t  PID servo 
loop, which i s  shared by t he  p o s i t i o n  c o n t r o l  loop. The o u t e r  f o r c e  
c o n t r o l  l oop  rece i ves  t he  p rede f ined  b i a s  f o r c e s  and d r i v e s  p o s i t i o n  
changes t o  p roduce  t h o s e  f o r c e s  i n  t h e  s e l e c t e d  d i r e c t i o n s .  I t  
sub t rac t s  t h e  sensed f o r c e s  f r o m  the commanded f o r c e s  and updates t he  
f o r c e  e r r o r s  i n  t he  se lec ted  d i r e c t i o n s .  The sensed f o r c e s  a t  t he  
compliance frame a re  computed f r om the sensed f o r c e s  a t  the  w r i s t  f o r c e  
sensor and f r om the  t r ans fo rma t i on  T between t he  compliance frame and 
the  sensor frame. The f o r c e  c o n t r o l  l oop  then sca les the  f o r c e  e r r o r s  
v i a  a  f o r c e  ga in  m a t r i x  t o  compute t he  compensatory r a tes .  As descr ibed  
e a r l i e r ,  these r a t e s  a r e  combined w i t h  the  sca led r a t e s  t o  form t h e  
combined ra tes .  The combined r a t e s  a re  then i n t e g r a t e d  t o  compute t he  
n e x t  Ca r t es i an  s e t  po in t s .  The ga ins  i n  the  f o r c e  g a i n  m a t r i x  must be 
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c a r e f u l l y  tuned, n o t  o n l y  t o  ensure system s t a b i l i t y  b u t  a l s o  t o  p reven t  
t h e  c losed  loop  system f r o m  overshoot  and o s c i l l a t i o n .  
The i n n e r  j o i n t  servo loops  i n t e r p o l a t e  between t he  commanded j o i n t  s e t  
p o i n t s  and the  c u r r e n t  j o i n t  s e t  po i n t s ,  and they update t he  j o i n t  e r r o r  
a c t u a t i n g  s i gna l  s  f rom the  j o i n t - i n t e r p o l a  t ed  s e t  p o i n t s  and t h e  j o i n t  
encoder values. Next, each o f  these j o i n t  e r r o r s  i s  r e g u l a t e d  by each 
j o i n t  PID servo c o n t r o l  a l go r i t hm .  The ga ins  of t h e  PID c o n t r o l  l oops  
a re  tuned t o  make the  c l osed  loop  systems s u f f i c i e n t l y  overdamped so 
t h a t  smal l  p e r t u r b a t i o n s  and/or d is tu rbances  do n o t  jeopard ize  t h e  
c l osed  l o o p  system s t a b i l i t y .  
I m ~ l e m e n t a t i o n  i n  RCCL 
RCCL i s  a  general-purpose r o b o t  programming system o r i g i n a l l y  developed 
a t  Purdue U n i v e r s i t y  by V. Hayward under t h e  d i r e c t i o n  of R. P. Paul [a, 
91 and l a t e r  improved by J. L l o y d  a t  McG i l l  U n i v e r s i t y  [ lo] .  C u r r e n t l y  
a t  RCA, RCCL i s  i n s t a l l e d  on a  microVAX I 1  t o  c o n t r o l  a PUMA 762 [ I l l .  
RCCL's environment c o n s i s t s  of  two l e v e l s :  t he  p l ann ing  l e v e l  and t he  
c o n t r o l  l e v e l .  The c o n t r o l  l e v e l  i s  a  C language so f tware  f a c i l i t y  
u n d e r  t h e  UNIX o p e r a t i n g  sys tem t h a t  g e n e r a t e s  r e a l t i m e  C a r t e s i a n  
t r a j e c t o r i e s .  B u i l t  on top  o f  t h i s  i s  t h e  p l ann ing  l e v e l ,  which i s  a  
c o l l e c t i o n  o f  C p r i m i t i v e s  and data s t r u c t u r e s  t h a t  p rov i de  r o b o t  mot ion  
i n  Ca r t es i an  coord ina tes  and j o i n t  coord ina tes .  RCCL a l l ows  a  user  t o  
modi fy  t he  Car tes ian  t r a j e c t o r y  i n  r e a l t i m e  by means of  c o n t r o l  l e v e l  
user  f unc t i ons .  Th i s  f a c i l i t y  i s  used t o  implement a  shared c o n t r o l  
a l g o r i t h m  i n  t he  RCCL. 
F i g u r e  4 o u t l i n e s  t he  RCCL implementat ion o f  t h e  shared c o n t r o l  
a lgo r i thm.  I n  the  RCCL p lann ing - l eve l  user  program, t he  user  d e f i n e s  a 
s imple t r ans fo rma t i on  equat ion,  which d r i v e s  t h e  r o b o t  accord ing  t o  
e x t e r n a l  i n p u t s  such a s  j o y s t i c k  commands and sensed f o r c e s .  The 
e q u a t i o n  i s  d e s c r i b e d  b y  T6*E = G, where T6, E ,  and G a r e  t h e  
homogeneous t ransforms desc r i b i ng ,  r e s p e c t i v e l y ,  the  r o b o t  end, t h e  
compliance cen te r  f rom the  r o b o t  end, and t h e  d e s i r e d  s e t  p o i n t  of t he  
compl iance  center.  P rede f ined  a t  t he  c u r r e n t  compliance cen te r  
p o s i t i o n ,  G i s  f u n c t i o n a l l y  de f i ned  and computed i n  r e a l t i m e  i n  t he  
c o n t r o l - l e v e l  user  f unc t i ons .  When t he  execu t i on  begins, the  c o n t r o l  
f u n c t i o n  f i r s t  c o l l e c t s  j o y s t i c k  commands and sensed f o r c e s  f r o m  the  L S I  
11/73, and then runs  t h e  c o n t r o l  a l g o r i t h m  t o  compute t he  new combined 
r a t e  V and t h e  cor responding Car tes ian  s e t  p o i n t  G f r om  the  equa t i on  G = 
G*V. The RCCL t r a j e c t o r y  generator  then updates a  new goal  r o b o t  end 
t ransform T6 accord ing t o  t h e  new G and computes cor responding j o i n t  s e t  
p o i n t s  t o  d r i v e  the  j o i n t  ac tua to rs .  
Demonstrat ions 
The shared c o n t r o l  a l g o r i t h m  has been demonstrated f o r  two compliance 
tasks :  hinged-panel opening and peg- in-hole i n s e r t i o n .  
( 1 )  Hinged-Panel Opening 
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F i g u r e  5 ill u s t r a t e s  a  h i  nged-panel opening task  c o n s i s t i n g  o f  two 
subtasks:  a l i g n i n g  t h e  g r i p p e r  t o  t h e  doorknob and opening t he  
hinged-panel. The compliance frame i s  de f i ned  a t  the  cen te r  o f  t he  
g r ipper ,  w i t h  t he  z -ax is  as t h e  r o b o t  approach d i r e c t i o n  and t h e  y -ax i s  
as t h e  para1 l e l  g r i ppe r  open/close d i r e c t i o n .  
When t h e  r o b o t  g r i p s  t he  doorknob, a  misa l ignment  always occurs between 
t he  g r i p p e r  and t h e  doorknob. T h i s  misa l ignment  i s  detected by a  w r i s t  
sensor i n  terms o f  n o n t r i v i a l  f o r c e  va lues a long  c e r t a i n  axes. By 
s e l e c t i n g  these axes t o  be under f o r c e  c o n t r o l ,  compensating p o s i t i o n s  
a r e  g e n e r a t e d  t o  accommodate t o  t h e  g e o m e t r i c  c o n s t r a i n t s  o f  t h e  
doorknob. 
When the  r o b o t  opens t he  hinged-panel, t h e  ope ra to r  i s  concerned o n l y  
w i t h  how f a r  t h e  h inged panel  i s  open as  he t u r n s  t he  doorknob i n  a  
d i r e c t i o n  normal t o  t h e  c u r r e n t  p o s i t i o n ,  t h a t  i s ,  a long  the  z-ax is  of  
t h e  compl iance frame. The o t h e r  axes a re  l e f t  t o  comply. A s i n g l e  a x i s  
o f  t h e  j o y s t i c k  i s  then used t o  r a t e  c o n t r o l  t h e  z -ax is  mot ion.  Other  
mot ion  adjustments a re  p e r f  ormed a u t o m a t i c a l l y  t o  r e l i e v e  f o r c e s  i n  
r ea l t ime .  The f o r c e  ga in  m a t r i x  must be c a r e f u l l y  chosen t o  keep t h e  
g r i p p e r  f u l l y  a1 igned t o  t h e  doorknob. Otherwise, the  m i  sa l  ignment may 
be increased, caus ing t he  system t o  be unstab le .  
The ope ra to r  can a r b i t r a r i l y  s top  t he  hinged-panel a t  any p o s i t i o n  and 
resume mot ion  under manual c o n t r o l  a t  w i l l .  The task i s  per f  ormed i n  
r e a l  t ime, w i t h  t he  n a t u r a l  mot ions and f l e x i b i l i t y  i nhe ren t  i n  manual 
c o n t r o l .  The same a l g o r i t h m  can be used t o  c l o s e  t he  hinged-panel. 
Th i s  d i f f e r s  f r om  automated compl ian t  c o n t r o l ,  i n  which the  program must 
be abor ted  t o  s top  the  mot ion,  and can o n l y  be resumed by i s s u i n g  a  
r e s t a r t  motion. 
( 2 )  Peg-In-Hole I n s e r t i o n  
The c l a s s i c a l  peg - i nse r t i on  task i s  r e p r e s e n t a t i v e  of assembly 
ope ra t i ons  l i k e l y  t o  be undertaken by r o b o t i c  se rv ice rs .  F i gu re  6 
i l l u s t r a t e s  a  peg- in-hole i n s e r t i o n  task w i t h  a round tapered peg and a  
round ho le  w i t h  approx imate ly  a  1 - m i l  c learance. The task  i s  performed 
i n  two phases: t h e  taper -c ross ing  phase and t he  s i d e  con tac t  phase. The 
compliance f r a m  i s  de f ined  a t  t he  end o f  t h e  tapered peg, and aga in  t he  
z-ax is  i s  t h e  r o b o t  approach d i r e c t i o n .  Here, t he  z-ax is  i s  a  n a t u r a l  
cho ice  f o r  p o s i t i o n  c o n t r o l ,  s ince  t he  depth o f  i n s e r t i o n  i s  t h e  p r imary  
task parameter. 
The ope ra to r  approach t h e  p o i n t  of  i n s e r t i o n  i n  a  p u r e l y  manual mode. 
Wi th  t h e  i n i t i a l  s u r f  ace c o n t a c t  hav ing been made, the  taper -c ross ing  
phase begins.  S t i l l  i n  t he  manual mode, t he  opera to r  begins i n s e r t i o n  
w i t h  t h e  r a t e  under j o y s t i c k  c o n t r o l .  Here, accommodation i s  made o n l y  
i n  x  and y-axes t o  s l i d e  t h e  peg i n t o  t he  cen te r  o f  the  ho le .  T h i s  
phase i n  shared c o n t r o l  mode cont inues u n t i  1  jamming occurs, which i s  
i n d i c a t e d  by excess ive f o r c e s  i n  the  z d i r e c t i o n .  Then, t he  s ide-  
con t a c t  phase begins. 
I n  t h i s  phase, angu la r  a l ignments  a re  t he  most impo r tan t  ad justments  t o  
r e 1  ease t he  peg f rom jamming and enable another  i n s e r t i o n  at tempt.  
GRIPPER 
\ 
DOOR KNOB 
(1) ALIGNING GRIPPER 
TO DOORKNOB I (21 OPENING HINGED.PANEL I 
Figure 5. Hinged-panel opening task. 
(1) TAPERCROSSING PHASE (2) SIDE-CONY ACT PHASE 
Figure 6. Peg-in-hole inseRion task. 
Except f o r  the  z-axis, which i s  under manual c o n t r o l ,  a l l  o t he r  axes a r e  
s e l e c t e d  f o r  f o r c e  c o n t r o l  t o  p r o v i d e  b o t h  a n g u l a r  a l i g n m e n t s  and 
p o s i t i o n a l  accommodations. Wi th  these arrangements, the  ope ra to r  can 
con t i nue  i n s e r t i o n ,  w i t h  a1 1  o the r  axes complying t o  the geometr ic 
c o n s t r a i n t s  o f  the  hole. Because of t i g h t  geometr ic cons t ra i n t s ,  t h e  
f o r c e  ga ins  can be lowered s i g n i f i c a n t l y  t o  boos t  system s t a b i l i t y  and 
performance . 
Recommendations f o r  F u r t h e r  Research 
Under the  c u r r e n t  shared c o n t r o l  scheme, f o r c e  ga ins  must be read jus ted  
f o r  each task t o  ensure s t a b i l i t y  and the  e f f i c i e n t  performance o f  the  
c o n t r o l  system. To improve the c u r r e n t  scheme, an adapt ive a l g o r i t h m  
should be developed t o  a d j u s t  these ga ins  au toma t i ca l l y  f o r  each task. 
The f o r c e  c o n t r o l  a l g o r i t h m  i n  the  c u r r e n t  shared c o n t r o l  scheme can 
a l s o  be rep laced by R a i b e r t  and C ra ig ' s  h y b r i d  c o n t r o l  [51, where the  
ad justment  o f  f o r c e  ga ins  i s  n o t  necessary. T h i s  w i l l  i n v o l v e  t h e  
des ign and implementat ion o f  a PID-type f o r c e  c o n t r o l  a l g o r i t h m  s i m i l a r  
i n  s t r u c t u r e  t o  j o i n t  p o s i t i o n  servos w i t h  a  500 Hz sampling r a t e .  
References 
1. A. K.  Bejczy and J. K. Sa l i sbury .  " K i n e s t h e t i c  Coupl ing Between 
Opera to r  and Remote Man1 p u l a t o r  ," Proceedings of ASME Conference 
on Computer Technology, Volume 1. San Francisco, CA, August 1980. 
2. M. T. Mason. "Compliance and Force Cont ro l  f o r  Computer C o n t r o l l e d  
  an i pula to rs , "  IEEE Transact ions on Systems, Man, and Cybernet ics  
SMC-11, June 1981. pp. 418-432. 
3. 0. E. Whitney. "Force Feedback Cont ro l  o f  Man ipu la to r  F i ne  
MO t i  ons," Journal  o f  Dynamic Systems, Measurement, and Cont ro l ,  
June 1977. pp. 91-97. 
4. J. K. Sa l isbury .  "Ac t i ve  S t i f f n e s s  Cont ro l  o f  a  Man ipu la to r  i n  
Ca r tes ian  Coordinates," IEEE Conference on Decis ion and Cont ro l ,  
November 1980. 
5. M. H. R a i b e r t  and J. J. Craig.  "Hybr id  Pos i t ion /Force  Con t ro l  o f  
Manipu la tors ,  " Journal  o f  Dynamic Systems, Measurement and Contro l ,  
102, June 1981. pp. 126-133. 
6. 0. Khat ib.  "The Operat ional  Space Formu la t ion  i n  Robot Man ipu la to r  
Cont ro l ,  " 15th I S I R ,  September 1985. Tokyo, Japan. 
7. J. A. Maples and J. J. Becker. "Experiments i n  Force Cont ro l  o f  
R o b o t i  c  Manipu la tors ,  " Proceedings o f  IEEE Conference on Robot ics  
and Automation, Volume 2, A p r i l  1985. San Francisco, CA. 
8. V. Hayward and R. P. Paul. " I n t r o d u c t i o n  t o  RCCL: A Robot Cont ro l  C 
L i  b ra r y , "  IEEE F i r s t  I n t e r n a t i o n a l  Conference on Robot ics,  June 
1984. At1 anta, Georgia. 
9. V .  Hayward and R. P. Paul. "Robot Man ipu la to r  Contro l  under U N I X :  
RCCL, A Robot Cont ro l  C L ib ra ry , "  I n t e r n a t i o n a l  Journal  o f  Robot ics  
Research, 5 ( 3 ) ,  F a l l  1986. 
10. J. E. Lloyd. " Implementat ion o f  a  Robot Cont ro l  Development 
~ ~ v i  ronrnent," ' Master o f  Engineer1 ng Thesi s, Department o f  
E l e c t r i c a l  Engineer ing, McG i l l  Un i ve rs i t y ,  December 1985. Montrea l ,  
Canada. 
11. J. S. Lee, S. H a y a t i ,  e t  a l .  " I m p l e m e n t a t i o n  o f  RCCL, a Robot  
C o n t r o l  C L i b r a r y  on a  MicroVAX 11," P roceed ings  o f  t h e  SPIE 
Conference on Advances i n  I n t e l l i g e n t  Robot ics  Systems, Vol . 726, 
October 1986. Cambridge, MA. 
p- -ffJ 
MULTIPLE SENSOR SMART ROBOT HAND WITH FORCE CONTROL 
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INTRODUCTION 
------ 
Analysis of anticipated space assembly, servicing and 
repair tasks to be performed by robot arms motivated the 
work at the Jet Propulsion Laboratory (JPL) for the design 
and development of multifunctional and smart robot hands. 
Here the term "multifunctional" refers to the hand's 
mechanical capabilities, while the term "smart" refers to 
the hand's sensing and control capabilities. The analysis 
also led to the conclusion that an evolutionary approach to 
the design and development of robot hands can generate 
important and needed capability increases. The first step 
in this evolutionary development effort was the 
consideration of one degree-of-freedom parallel claw end 
effectors equipped with force/torque balance and grasp force 
sensors, and capable of being servoed in position, rate, and 
grasp force modes of control. 
This paper describes a smart robot hand developed at 
JPL for the Protoflight Manipulator Arm (PFMA) at the 
Marshall Space Flight Center (MSFC). The development of 
this smart hand was based on an integrated design and 
subsystem architecture by considering mechanism, 
electronics, sensing, control, display and operator 
interface in an integrated design approach. The mechanical 
details of this smart hand and the overall subsystem 
integration are described elsewhere (Refs. 1 and 2). In 
this paper we briefly summarize the sensing and electronics 
components of the JPL/PFMA smart hand and describe in some 
detail its control capabilities. 
I I. THE MECHANICAL HAND 
------
11.1 Requirements 
--
The smart hand was designed for and integrated with the 
PFMA to perform the following specific tasks: 
Task 1: Mate and demate a standard fluid coupling. 
Task 2: Open and close an access panel by turning a wing 
nut. 
Task 3: Remove and replace a battery module by grasping a 
square beam. 
Task 4: Deploy and retrieve a telescoping vertical antenna. 
' The gripper's intermeshing claws were designed to grasp 
square beams (as attached in Orbital Replacement Units) as 
well as round and oval beams. In addition, a graphics 
display subsystem provides sensor information to the human 
operator during task performance. Figure 1 shows the 
mechanism of the.end effector and the overall integrated 
subsystem including electronics, data handling, display and 
control input panel. 
ORMIMAL PAGE tS 
of POOR QUALrrY 
Figure  1. PFMA/JPL Smart End E f f e c t o r  Mechanism, Local  E l e c t r o n i c s  
and O v e r a l l  Subsystem 
I11 SMART -- HAND -SENSORS --- 
During the grasping phase in a zero-g environment, 
unwanted forces and torques can be detrimental to both the 
success of the task and the satellite being serviced. To 
monitor such forces and torques, a force/torque sensor is 
mounted between the hand and wrist. Semiconductor strain 
guages are mounted in the Maltese Cross design force/torque 
sensor with a full-bridge configuration. This configuration 
results in eight analog guage readings that are read and 
converted to 12-bit digital values by the Sensor CPU for 
eventual display for the human operator. 
Mounted in the base of each of the two fingers are four 
semiconductor strain guages in a full bridge configuration. 
They have been designed to measure up to 120 pounds of 
clamping force. These readings are converted to 12-bit 
digital by both the Sensor CPU and Servo CPU. The Servo CPU 
requires the digitized sensor data.in real-time (400 hz) for 
servoing. The Sensor CPU requires the sensor data to be sent 
to the Signal Processing CPU for the slower (30 hz) graphics 
display. 
Tachometer 
- 
Rate and position information is required by the Servo 
CPU for motor control of the hand closure. Position 
information is required by the Sensor CPU for eventual 
display for the human operator. 
111.4 Tactile Sensing 
--- 
For future use, there is a reserve of 32 additional 
analog channels for force sensing of each of the individual 
plates of the intermeshing fingers. The force profile along 
the plates will give misalignment information to reduce 
torque applied to satellites in a zero-g environment. 
111.5 Optical Eroximitv Sensing 
-- 
Future plans also include optical proximity sensing. A 
proximity sensor consists of a photoemitter and a 
photodector with are focused such that the optic axes of the 
two converge at a focal point. Distance is determined by 
the intensity of the light received by the photodetector. 
This will reduce misalignment before contact, thus reducing 
unwanted forces and torques during contact. 
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IV. LOCAL ELECTRONICS 
-- -- - 
The local electronics (electronics in the base of the 
hand) consists of the Sensor Subsystem and the End Effector 
Subsystem. See Figure 2. 
IV. 1 Sensor Subxstem 
-
The Sensor Subsystem consists of the Sensor CPU, 
Multiplexer, Sample & Hold, A/D converter and 
instrumentation amplifiers. The Sensor CPU controls the 
analog multiplexing and the A/D conversion. The multiplexer 
handles 8 force/torque channels, 2 clamp force channels, and 
1 position channel. After the Sensor CPU receives a 
conversion complete signal, it reads in the data and 
transmits it on request to the Signal Processing Subsystem 
via an RS-232 serial link through the Slip Rings. 
IV.2 End Effector Subsystem 
The End Effector Subsystem constists of two CPUs, the 
Motorola MC68701 for communications and the Motorola MC68705 
for motor servoing. 
The Communication CPU receives commands from 
the Control Computer in the Human Operator Subsystem via an 
RS-232 serial link through the slip rings. It receives 
serial data through its on-chip serial port and then checks 
for transmission errors using a 16-bit checksum. If the 
command is error-free, it passes the command to the Servo 
CPU via fast (30 micro seconds) parallel communication. 
The Servo CPU executes the command to control the 3 -  
phase D.C. brushless motor. Pulse width modulation and 
commutation to the motor windings is also done by the Servo 
CPU . 
EXTERNAL 
--- 
ELECTRONICS 
The External Electronics (electronics not in the hand) 
consist of the Slip Ring Subsystem, Human Operator Subsystem 
and the Graphics Subsystem. See figure 2. 
V.l Slip Ring Subsystem 
The interface between the smart hand and the PFMA is a 
rotary slip ring joint. Seven slip ring connections were 
allocated for power (24 VDC & 20khz 50 VAC), and data 
communications for both the Sensor Subsystem and End 
Effector Subsystem. 
V.2 Hiperator Subsystem 
rt of the test system, and also as an independent 
inputce to the smart hand besides the MSFC Control 
Compui Control Box was developed. This Control Box has 
a joy:(l-degree of freedom), a slide switch(t0 command 
positi 3-way toggle switch (to switch modes), 2 rotary 
dial hes,(to set rate and force limits), a "hold" 
buttord status display "LEDs". This box has a Control 
Computhich is a Motorola MC68705. The joystick, along 
with ode,clamping force limit and rate limit switches 
is reethe MC68705. The proper command is generated and 
sent he Communication CPU via RS-232 across the slip 
rings e Communication CPU. 
V.3 SiProcessina Subsystem 
-
Ugnal Processing CPU reads the sensor data from 
the R serial data stream coming from the Sensor CPU. 
It thnds graphics commands via its Multibus to the 
Graphbcessor in the Graphics Subsystem. 
V.4 Grs Subsystem 
--
lraphics processor receives graphics commands from 
the 1 Processing CPU and generates a graphical 
represion of the force/torque, claw position, and 
clampirce. In figure 3 the three-axis coordinate system 
on thehics display shows the resultant forces. The bar 
graphsng the periphery of the display shows the 
resultorques due to roll, pitch and yaw. The vertical 
bars oleft indicate gripper opening and clamping force 
sensedach of the two claws. 
ORIGINAL PAGE )5 
Of  POOR QUALW 
Figure  3 .  PFMA~JPL Smart  End E f f e c t o r  Graphics  Disp lay  
( L e f t  V e r t i c a l  : e / e  Opening-Closing S t a t u s  ; 
Second V e r t i c a l :  Grasp Force  S e n s o r s  Value;  
Cen te r  2 and a 112 Frame: Up-Down, In-Out 
and Lef t -Right  Forces ;  Top H o r i z o n t a l :  R o l l  
Torque; Bottom H o r i z o n t a l :  Yaw Torque;  
Right  V e r t i c a l :  P i t c h  Torque) 
VI. DESCRIPTION OF CONTROL MODES 
Three primary control modes are designed into the smart 
hand. These modes are as follows: 
( 1 )  A Position Mode wherein the claws may be positioned 
to a specified differential opening and which incorporates 
an autonomous default "backup" mode if a force is detected. 
The hand reverses direction and stops after 1/8". It then 
refuses to accept position commands that would cause the 
same collision. This condition remains until the human 
operator either changes to rate mode or commands a position 
to move opposite the direction of the previous collision. 
(2) A Rate Mode wherein the claws may be moved at a 
specified differential rate and which automatically 
transitions into a Force Mode Control configuration 
when an object has been encountered which generates a 
force opposing claw motion. 
( 3 )  A Hold Mode wherein a currently existing force which 
has been generated in Force Mode may be commanded to 
continuously control claw squeezing force without further 
command input. 
A complete control mode diagram for the smart hand is 
shown in Figure 4. This diagram details the drive system 
hardware selected for the final system configuration. In 
addition, a computer simulation of this system has been 
generated for use in prediction of control mode performance. 
After optimizing the smart hand drive system hardware 
selection for motor torque-speed characteristics, power 
efficiency and feedback element resolution/dynamic range 
tradeoffs, consideration of algorithm parameters was 
undertaken. 
The processor utilized as the smart hand servo 
controller is the Motorola MC68705 operating at 2MHz. It was 
considered imperative that all control algorithms (with 
attendent feedback data sampling) operate rapidly compared 
to the system response. A design target of less than 2.5 
msec was considered desireable based upon the inherent need 
to minimize the buildup of force and energy transfer to the 
workpiece during conditions of unanticipated contact. 

VI.l POSITION MODE 
As can be determined from Figure 4, the Position loop 
has a characteristic equation of 
Because the MC68705 processor being utilized has no hardware 
multiply/divide capability, it was desireable to implement 
algorithm gain factors as powers of 2 so that digital shift 
techniques could be utilized. Therefore, desiring a 
critically damped system, a set of appropriate gains would 
be Kv=0.25 and Kp=38. To incorporate digital shifts gains of 
Kv=0.25 and Kp=32 were selected. With data sampling at a 400 
Hz rate and a control loop natural frequency of 
approximately 6 Hz, linear analysis should be applicable. 
Four included figures document the expected and actual 
performance of the smart hand in Position mode. Figure 5 is 
the result of a simulation run using the analytically 
established gains, and shows slight overshoot. Figure 6 
shows the results of a large position step test of the hand 
using the established gains. Slightly more overshoot is 
observed, however, this anomaly was traced to excessive 
mechanical deadband in the test unit which could not be 
readily remedied. In order to reduce the mechanical wear of 
the drive mechanism during testing, the gain Kp was reduced 
to 8. In addition, the rate feedback gain Kv was made 
position dependent, increasing to 0.5 when the actual 
position was within .I00 inches of the commanded position. 
The performance with these changes is shown in Figure 7. 
Even though the position loop static accuracy was 
compromised by the gain reduction the increased smoothness 
of operation indicated overall increased benefits. Figure 8 
indicates the large step position performance where an 
object is encountered prior to reaching the commanded 
position. As can be seen when a force is detected the claws 
stop trying to finish positioning and "back up" slightly to 
eliminate any detection of force and the hand awaits a 
subsequent valid command recognizing that it cannot complete 
the last one received. 
V I . 2  RATE MODE and RATE FORCE TRANSITION MODE 
The Rate Mode configuration from Figure 4 yields a 
characteristic equation of 
Selecting Kva=8 and Kvl=l as a proper gain set for the 
loop constants, provides an adequately damped system 
response as demonstrated by the simulator run output shown 
in Figure 9. System tests have validated these gain 
constants through demonstration of proper rate loop 
performance over the full dynamic range of operation. 
Now to the more difficult section of the design 
requirements, the Force Mode control loop and the 
transitioning to it from the Rate mode. Without some 
predictor capability (i.e. proximity sensing) it is 
important that the bandwidth of the Force loop be maximized 
so that unplanned force transients imparted to the workpiece 
are minimized. From Figure 4 it can be determined that the 
characteristic equation of the Force mode configuration is 
3 2 
s + 42.08s + 2672.4s + 3752Kh*Kha. 
Selecting Kh=l and Kha=0.5 yields factors of 
These factors indicate a slightly underdamped control 
response. A simulator run output using the selected 
parameters is shown in Figure 10. The response is 
considerably less damped than the linearized system 
equations would indicate, however, this has been determined 
to be due to a realistic motor power limit included in the 
simulation. To compensate for the effect of power limiting 
the damping was increased by raising Kha to 1. Operational 
testing of the smart hand in the Rate mode with Auto 
Transitioning to Force indicated that the increased damping 
was adequate. Photos showing performance in these control 
regimes are included as Figures 11 thru 13. These tests were 
run by starting with the claws completely open and giving a 
full rate close command with obstacles of various 
compliances set to interfere with the closing. Figure 11 
shows the transitioning region when a spring loaded 
compliance of approximately .001 in/lb was used as the 
target workpiece. Figure 12 shows the transitioning when a 
solid aluminum bar (compliance less than -00001 in/lb) was 
utilized as the workpiece. The observable stepping in the 
force profile of relatively non-compliant loads is a 
phenomena of the software integrator and the incremental 
nature of the pulse width modulation resolution. Figure 13 
is an expansion of the initial transient of Figure 12 
demonstrating the transient energy transfer of the claw 
dynamics to the workpiece under near worst case conditions. 
VI.3 HOLD MODE 
-
Figures 14 and 15 show simulated performance of the 
control system to load disturbances when in the Hold Mode. 
The gains of the loop were set to Kg=l and Kga=l based upon 
the evaluation of the Force Mode response as previously 
described. 
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Figure  16. PE'MA/JTL Smart End E f f e c t o r  I n t e g r a t e d  With 
PFMA Arm a t  MSFC (Performing Connector 
Coupl ing  O p e r a t i o n )  
CONCLUSION 
The smart hand has been mounted to the PFMA at MSFC 
(see Fig. 1 6 )  and tested with human operators performing 
simulated satellite servicing tasks. The tasks consisted of 
connecting and disconnecting a fluid coupling device, 
simulating module changeout, and attempting to exert 
constant forces and monents on the environment. Operators 
performed the tasks both with and without the force/torque 
display. Testing consisted of recording forces and torques 
from the wrist and jaw mounted sensors while operators 
performed tasks in manual control mode from' a remotely 
located control station at MSFC. The tests and the results 
are described and evaluated in detail in Ref. 3. 
In general, the experienced operators accomplished the 
tasks with lower levels of root-mean-square forces than 
intermediate or naive subjects. However, the test results 
have shown that improved display and manipulator control 
modes will be required to take full advantage of the end 
effector's sensing capabilities. The general conclusion is 
that sensors, displays, actuators and control modes for 
teleoperation cannot be designed or fully evaluated in 
isolation. For improved and optimized performance, the full 
teleoperation control loop, including the human operator, 
must be considered as it was pointed out in Ref. 3. 
Future development plans include: 
(i) Implementing the automatic execution of grasp force 
control 
(ii) Implementing event driven displays 
(iii) Designing a proximity ranging device integratable with 
the existing smart hand system. 
In an event driven display, the simultaneous presence 
(or absence) of several force and torque component levels 
will be monitored and automatically indicated on the display 
with a distinct and easily perceivable symbol. 
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INTRODUCTION 
One of the most challenging problems in computer vision is that of representing and subsequently 
recognizing known objects. The core problem is to match image-derived features with existing 
object models. The data-driven aspects of the recognition process, which work at extracting 
primitives from the image, such as edges, boundaries, regions etc. , must be brought into 
registration with the model-driven processes which attempt to predict the appearance of a known 
object. (See figure 1). 
These data-driven and model-driven processes typically meet in an ill defined middle ground, often 
called intermediate level vision, where many advanced computer vision concepts, such as intrinsic 
- images and 2 112 dimensional sketch, have taken root. Advanced research has demonstrated that 
progress in these areas requires the use of many interacting models, from geometric models of the 
object to detailed models of the physics of the sensors, and the illumination and reflective 
propemes of surfaces. Horn's work on shape from shading shows how such models can be used 
to derive shape parameters [I]. Further, work on optical flow and structure from motion 
represent attempts to incorporate models of motion as well [2]. 
These advanced techniques have grown over the years into areas of specific expertise within 
computer vision research, Our interest in this paper, however, centers around the more basic 
geometrical and topological modeling of objects and how such models can be used in a vision 
system, an area whose criticality was recognized at the onset of computer vision research, as 
demonstrated in the work by Roberts [3], but where progress has been amazingly slow. 
THE REPRESENTATIONAL PROBLEM 
Outdoor scenes present such a wide variety of form and motion that it is not hard to understand the 
representational problems that might arise, but it is a little surprising that even in highly structured 
environments the problem remains extremely difficult. Certainly, many problems can arise with 
terms like "chair" , since precise definitions are hard to come by, invoking quasi-philosophical 
issues. But even when we take a more precise example, such as a particular manufactured item, we 
discover that it can be described in many ways and at various levels, such as geometric resolutions, 
topological shape descriptors, functional, materials, etc. , all of which can have an impact on the 
recognition process. Even relatively simple objects, such as scissors or pliers, can be difficult to 
represent because of the moveable parts ( open, closed, etc.). Also, many manufactured objects 
consist of wires, cables and other flexible structures and the particular condition of these smctures 
at the time of viewing are impossible to predict. Thus, a complex object, such as a satellite with 
w thermal blankets and solar panels, can defy representational attempts despite the fact that the object 
is in some sense well known. 
DATA-DRIVEN 
PROCESSES 
I IMAGE-DERIVED PRlMmVES I 
MODEL-DRIVEN 
PROCESSES 
MODELS 
0 
FKjURE 1 : DATA-DRIVEN PROCESSES MEET THE MOOEL-DFUWN PROCESSES. 
OBJECT-CENTERED MODELS 
There are many ways to describe, or model, an object. Here we have chosen to break 
object-centered modelling into a three level hierarchy : symbolic, topological and geometric. We 
refer to the geometric level as the "lowest" and the symbolic level as the "highest". This hierarchy 
provides a context within which we can describe and compare three different vision systems that 
were developed in our computer vision laboratory over the past few years. (See figure 2). 
Geometric Level 
At the lowest levels of a hierarchy of object representations are purely geometric descriptions 
consisting of precise mathematical parameters in object-centered coordinates that build the object 
surface from such primitives as vertices, curves and surface patches. It is important to note that 
compIetely within this "lowest" level is a separate hierarchy of spatial resolutions, progressing from 
coarse to fme surface geometry. The different levels of resolution can be very useful; for example, 
collision avoidance requires rough estimates of object shape whereas manipulation requires fine 
detrul. Although various methods of representing surface geometry exist, from the brute force 
cataloguing of many vemces and connectives to the more elegant generalized cylinders 
( [4] )and intrinsic geometric features ( [5] ,  [6] ), no single, best approach has yet been identified. 
I MODELLING HIERARCHY / SAMPLE SYSTEMS 1 
I SYMBOLIC I RULE-BASED I 
FIGURE 2 : OBJECT MODELLING HIERARCHY AND SYSTEM EXAMPLES 
TOPOLOGICAL 
GEOMRRICAL 
It is somewhat surprising that straightforward modeling techniques have not proven sufficient for 
computer vision, especially in view of the long history of geometry. The central dfficulty, 
however, is that objectcentered primitives are different from the "primitives" that are typically 
derived from an image. For example, not only is there the problem of image-derived edge 
elements arising from purely spurious artifacts of the imaging process, but even when an edge 
element does correspond to a distinct geometric feature of the object it is not always m e  that thls 
geometric feature has any meaning in the object-centered model, as is typically the case with 
occluding contours formed by c w e d  surfaces. In fact, initial computer vision experiments used 
polyhedral objects mainly because there is a relatively clear relationship between image-derived 
edge elements and simple wire frame models. In general, however, it is very difficult to match 
image-derived primitives with model-defmed primitives. 
SPATIAL REASONING 
LOCATING SYSTEM 
One of the reasons for this mismatch in primitives is the fact that one set of primitives is viewpoint 
dependent and the other viewpoint independent. Further, purely geometric, objectcentered 
modeling does not use knowledge of illumination, surface reflectivity or sensor characteristics. 
Thus, a straightforward way to remove this weakness would be to incorporate such models, 
providing then is the potential to convert viewpoint independent models into predictions of the 
viewpoint dependent appearance of objects ( using methods derived from computer graphics), and 
correlate them with the image-derived features. This is a powerful approach and represents much 
of the current research in computer vision; unfortunately, this is not generally practical. 
This discussion has tacitly assumed normal video sensing and to some extent color, but in view of 
the problems described above one begins to consider alternative sensing methods, particularly, a 
range imaging sensor, such a scanning laser range finder. Even though a range image suffers 
from some of the same viewpoint dependency problems as video, it has several advantages. Aside 
from being immune to shadows and complex shading effects, it provides the kind of direct metric 
information that can be more easily correlated with existing geornemc models. Unfortunately, the 
physics of laser range sensing introduces technical problems of its own, such as processing time, 
dynamic range, specularity, etc. [q , but the importance of sensing direct memc information cannot 
be underestimated. 
Sample Geometric App- : Locating System 
This example is based on the problem of determining the location of a known object from a single 
perspective view. The Locating System assumes that low level image processing can extract the 
image plane location of the vertices of a rectangular shape that is known to be on the object. There 
are many variations on this theme, using three or more points, and here we have chosen a rectangle 
for simplicity. Using inverse perspective operations the image plane coordinates can be convened 
into the three dimensional position of the object relative to the sensor in all six degrees of freedom, 
@I. 
Of course, this method does not recognize the object but it provides a means of getting a quick 
estimate of the viewpoint from a minimum of object knowledge. Object recognition techniques 
have a greater chance of working when the viewpoint is approximately known. Estimates of the 
viewpoint can also be used to derive an improved viewpoint before any object recognition is 
attempted. 
The alternating use of knowledge of viewpoint and then object geometry, beginning with rough 
estimates of each, is a powerful approach that helps refine the required processing at each stage in a 
hierarchical manner. 
The Topological Level 
Even if reasonably effective low level primitives wuld be derived from video and/or range images, 
there would still be a combinatorial problem Matching hundreds of low level primitives in an 
exhaustive manner is prohibitive. Looking for a way out of this difficulty leads to a process of 
abstraction similar to that involved in solving complex planning problems, [9]. The strategy is to 
postpone the matching process until higher level shape descriptions are derived. That is, certain 
global features such as "flat" or "curved are easier to work with. In fact, these global features tend 
to have some degree of invariance with respect to the viewing conditions. For example, "has a 
concave edge" is a property that could be derived from a variety of viewpoints and helps prune 
major branches in a tree of possible object matches. 
Thus, a slightly higher level of modeling might describe an object as being composed of several 
surface parts, each classified by a few parameters such as average gaussian curvature and total area, 
connected together at edges that are also simply classified ( straight, curved, convex, concave etc). 
This level retains some of the detad of the lower, geometric level but loosens it up a bit in favor of 
more global shape descriptors. For example, concave and convex edges would be distinguished 
without the use of actual angular measures. ( Of course, if registration is maintained with the lower 
level geomemc description, the actual angular measures could be recovered, if needed ). Further, 
the individual surface parts can be treated as nodes in a Region Adjacency Graph which expresses 
connectivity with a minimum of shape parameters. ( Because of viewpoint dependency, any region 4 
adjacency graph derived from the image will correspond to a subgraph of the object-centered 
adjacency graph, thus creating a subgraph isomorphism problem that can be combinatorial 
prohibitive but is still better than matching the lower level primitives ). 
Within this level, precise geometric information is gradually dropped in favor of global, almost 
symbolic, descriptions. For example, shape descriptors such as "hole", "sharp", "round" and 
"smooth" might be introduced without direct reference to the precise underlying geometry. Of 
course, such representations as "cylindrical", "spherical", "straight" and "has parallel sides" would 
be exploited for both geomemc and symbolic purposes. 
Proceding further along the lines of dropping precise geometric p a r a t e r s  leads to topological 
descriptions of objects in terms of the number of holes they have. At this level, precise coordinates 
are insignificant; instead, objects are considered as members of homotopy equivalence classes 
defined by homeomorphisms that mathematically express the continuous deformation of one object 
into another, such as donut into coffee cup. For example, whereas a sphere and a cube would be 
equivalent as would a washer and a nut, a sphere would be distinguished from a washer by 
counting the number of holes and not by any detailed comparison of coordinates. 
Sample Topological Approach : Spatial Reasoning System 
The Spatial Reasoning System described in [lo] is a good example of how topological features can 
be used to recognize known objects. Using the higher level, more abstract, topological and spatial 
properties provides this system with many interesting side effects, such as the ability to hypothesize 
the existence of occluded features as well as features that may have been missed by the low level 
image processing. Further, the system can propose new viewpoints that would disambiguate a 
conflict between objects that look alike from a particular viewpoint. 
The important steps in this spatial reasoning process consist of converting image-derived features, 
such as surface, edge and point topological relationships, into logical assertions that are further 
examined to remove viewpoint dependent artifacts, such as occluding edges resulting from curved 
surfaces. (The system assumes that the low level image processing has done a reasonable, although 
not perfect, job of measuring three dimensional surface characteristics, such as flat or cylindrical. 
Theoretically, this information could be easily derived from high resolution range data). 
Thus, the data-derived viewpoint dependent assertions are transformed into viewpoint independent 
assertions and are subsequently expressed in predicate logical terms as a mechanism for 
implementing various consistency checks. The ultimate goal is to achieve a subgraph isomorphism 
between the data-derived object description and the stored object model. To minimize the 
combinatorics, a hierarchical description of critical object features is incorporated so that certain 
object hypotheses can be rejected at a high level. 
The Symbolic Level 
The two levels described above were based primarily on descriptions of shape and spatial 
relationships. The symbolic level brings in "everyday" names and descriptions, emphasizing the 
functional aspect of an object, such as how and what it is used for, its relationship to other objects, 
etc. 
It is a classic result of research in artificial intelligence that the symbolic level is easy to discuss but 
astonishingly difficult to imbed into a machine. The basic difficulty is that these simple sounding 
symbols float atop a sea of detail, with levels of complexity that become apparent only after many 
attempts at implementation. It seems that human intelligence hinges on a natural ability to simplify 
complex matters, such as the abundance of sensory information, to the point where the m e  
complexity of the process is well hidden and subconscious and must be laboriously dug out by 
researchers. Thus, the symbolic level allows us to blithely make assertions such as " chairs are 
usually near tables" but leaves us struggling to make these relationships explicit. 
More demonstrable results in this area have been in expert systems, hence our example in the 
symbolic category is rule-based. 
Sample Symbolic Appmach : Rule-based 
This particular rule-based approach, as described in [ 1 11, anempts to bypass the problems of 
intermediate level vision by incorporating explicit scene interpretation rules, both domain 
independent and domain dependent. The method was originally developed for outdoor applications 
such as guiding an autonomous vehicle down a road but the basic principle applies to object 
recognition as well. 
The basic idea is to achieve a high level, symbolic description of the scene, in terms of labeled 
regions, via a sequence of split and merge operations in conjunction with the application of rules 
that encode knowledge of the behavior of the low level algortihms together with knowledge of the 
domain. The number of rules can become prohibitive, but the number can be kept reasonable by 
sufficiently restricting the scene domain. 
For example, merging criteria such as " average gradient between regions " are augmented with 
interpretation d e s  such as : 
RULE 22 IF ( REGION IS ADJACENT TO THE TOP IMAGE BORDER ) AND 
( REGION IS BRIGHT ) AND 
( REGION IS LARGE ) AND 
( BOUNDARY OF REGION WITH TOP BORDER IS LONG ) AND 
THEN ( REGION IS "SKY" ) 
v The chief advantage to this approach is that the critical interpretation criteria is made explicit, 
allowing an easy way to add new knowledge. This method blends the low level operations that 
extract of primitives (regions) with high level domain knowledge. 
CONCLUSION 
The future of computer vision research will see the refinement of the various approaches described 
above. Particularly, however, there will be great progress in those scenarios dealing with known 
objects. Incremental methods that merge new information with stored models, 4 (see [12] and [13] ), will have a critical impact on automation. For.example, a teleoperated robotic 
system that rellies on a human for initial alignment could then resort to an automatic vision system 
that exploits specific knowledge of the objects and viewpoint. Such a system, however, would 
have to rely on several levels of object modelling, from the geometric to the symbolic. 
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ABSTRACT - The resolved rate law for a manipulator provides the instant 
aneous joint rates required to satisfy a given instantaneous hand 
motion. When the number of degrees of freedom in the task space is the 
same as the number of degrees of freedom in the joint space the Jacobian 
matrix is square and the resolved rate law is easily determined for 
non-singular configurations. When the joint space has more degrees of 
freedom than the task space the manipulator is kinematically redundant s 
and the kinematic rate equations are under-determined. In this paper an 
objective function is optimized with respect to the n kinematically 
redundant rate equations to provide an optimal resolved rate law that 
can be tuned to control the joint motion in a variety of ways. This law 
is used in an iterative algorithm to find joint angle solutions to the 
inverse nonlinear kinematic equations. The behaviour of the optimal, 
resolved rate law is demonstrated and investigated in a 4 degree of 
freedom kinematically redundant planar arm model. A weighting matrix 
is used in the resolved rate law to avoid reach limits during the 
trajectory to a desired hand state. The treatment is applicable to 
manfpulators with any number of revolute joints. 
1.0 INTRODUCTION 
The resolved rate law for a manipulator converts the instantaneous 
hand rates into instantaneous joint rates [l]. This allows the joints 
to be simultaneously connnanded to move the hand with a desired instanta- 
neous translational and rotational velocity. The space that the hand 
moves in is called the task space [2], which is usually composed of 6 
degrees of freedom. The space mapped out by the joint angles is called 
the joint space. The mathematical relationship between the task space 
and the joint space defines the resolved rate law for the manipulator. 
The kinematic equations express the hand state in terms of the 
manipulator joint angles and are usually very nonlinear. It is usually 
straight-forward, but tedious to write down the kinematic equations that 
express the hand state in terms of the joint angles. It is easy to 
differentiate the kinematic equations to arrive at an expression for the 
hand translational and rotational rates in terns of the joint rates. 
The matrix that results is sometimes called the Jacobian matrix for the 
manipulator. The kinematic equations for most manipulators are very 
nonlinear and generally ;annot be inverted to solve for the joint angles 
in terms of the hand parameters (21. 
The Shuttle Remote Manipulator System (SRMS) has six joints and the 
end-effector operates in a six degree of freedom space (three spacial 
and three angular). This is a convenient design because the number of 
degrees of freedom in the joint space and in the task space are the 
same; the Jacobian matrix is square and can be easily inverted, except 
in specific configurations where the Jacobian matrix is singular. When 
these singularities are avoided, the inverted Jacobian is a valid 
resolved rate law for the SRMS because it transforms a desired end- 
effector translational and rotational velocity into joint rate commands. 
The joint rate commands can be issued periodically to the six servo 
motors to accomplish an end-effector motion as desired. 
The simple resolved rate law described above is used in the SRMS 
flight software to drive the manual and the automatic modes. For these 
modes there is a requirement to move the hand coordinate system (or some 
coordinate system rigidly associated with the hand system) from one 
state to another with translation along a relatively straight path and 
rotation about a constant vector. Much effort has been spent finding 
such paths that are free from encounters with joint reach limits. 
When a manipulator has more joints than the number of degrees of 
freedom in the task space it is said to be kinematically redundant [ 3 1 .  
The Jacobian matrix for a kinematically redundant manipulator is not 
square and cannot be directly inverted to arrive at an easy resolved 
rate law. There are more joint variables to solve for than there are 
kinematic equations. There is not enough information to solve for the 
joint rates needed to move the hand. In general, there may be an 
infinite number ways to move the joints in unison to provide the desired 
hand motion for the kinematically redundant manipulator [4],[5]. 
It is essential to arrive at some sort of a resolved rate law in 
order to control or simulate a manipulator. Several methods have been 
introduced to arrive at adequate resolved rate laws for the kinematical- 
ly redundant manipulator. One approach is to add specific constraints 
on the manipulator so that the kinematic equations can be solved. A 
more general approach is to minimize or maximize an objective function 
subject to the kinematic constraint equations. These methods have been 
investigated in several papers to study iterative solutions to the 
kinematically redundant constraint eq;ations [ I 1, [ 3 - 7 1 .  
In this paper an optimal control law with a weighting matrix is 
derived using the Moore-Penrose pseudo-inverse for general manipulators 
with various dimensions in task space and joint space. The behavior of 
the control law is demonstrated and investigated using a kinematically 
redundant planar a m  simulation. Several algorithms are introduced and 
evaluated for dynamically adjusting the weighting matrix during the 
trajectory for the purpose of avoiding joint reach limits. 
2. PROBLEM FORMULATION 
The resolved rate law for a manipulator is derived from the 
kinematic equations. For a manipulator with n joints and a hand operat- 
ing in a task space of m dimensions, the m kinematic equations are of 
the form: 
where x is the vector containing the task space coordinates and 8 is the 
vector of joint angles. If each joint is moved by a small amount, A 8 ,  
then the movement of the hand in the task coordinates, Ax, is found in 
the differential of the kinematic equations: 
Ax = [J] A8 ( 2 . 2 )  
SRIC-INAL PAGE IS 
Of POOR Q U A L W  
where J is the Jacobian matrix [ a ] ,  composed of the partial derivatives 
of the functions f with respect to each of the joint angles. Similarly, 
the kinematic rate equations are found by differentiating the kinematic 
equations with respect to time. 
where v is the hand velocity vector expressed in the task coordinates 
and w is the vector of joint rates. The resolved rate law is found by 
solving the kinematic rate equations (2.3) for the joint rates (w) in 
terms of the hand velocity (v). In the case where the task space and 
the joint space have the same number of dimensions (m-n) the Jacobian 
matrix is square and the resolved rate law is easily found. 
When the determinant of the Jacobian is zero, the manipulator is in a 
physical singularity and cannot supply motion in all of the dimensions 
of the task space. In mathematical terms the joint space does not span 
the task space when the arm is in a singularity. 
When the manipulator has fewer joints than dimensions in the task 
space (n<m) the system is overdetermined and the resolved rate law may 
be found by using the pseudo-Jacobian method. For a 5 jointed manipula- 
tor acting in a task space of 6 dimensions, there will be 6 kinematic 
equations but only 5 joint variables. 
The brackets around the Jacobian have been dropped to simplify the 
notation. The resolved rate law for such a manipulator can be derived 
by pre-multiplying by the Jacobian as followa: 
T T 
J v -  J J w  
The expression within the brackets is the Moore-Penrose pseudo-inverse 
of the full rank rectangular (6x5)  Jacobian for the overdetermined 
system of equations 2.5 [ 9 ] .  
For a kinematically redundant manipulator (n>m) the Jacobian matrix 
is not square and the system of equations is underdetermined. For a 7 
jointed manipulator operating in a task space of 6 dimensions there are 
6 kinematic equations and 7 joint variables. The Jacobian matrix is a 6 
by 7 matrix. There are several approaches which have been used to solve 
this underdetermined set of equations. The approach taken here is to 
introduce an objective function to be minimized subject to the con- 
straint equations: 
An obvious objective function to consider is: 
1 2 2 2 2 
z. - ( w  + v + w... + w )  
2 1 2 3 n 
When this function is minimized, the solution results in the least 
amount of instantaneous motion in all joints. Using the method of 
Lagrangian multipliers (L) the following n+m equations result [ll]. 
Solve equation 2.11 for the Lagrangian multipliers and use equation 2.12 
to substitute v for Jw. 
T -1 T -1 
L =  ( J J  ) J w - ( J J  ) v 
Substituting this expression for the Lagrangian multipliers gives the 
resolved rate law. 
It is interesting to compare this result with that of the pseudo-inverse 
result of equation 2.7. The expression in brackets in equation 2.14 is 
the Moore-Penrose pseudo-inverse of the Jacobian for the underdetermined 
system of equations (2.9) [4],[9]. 
A more interesting objective function [l] has the form: 
or in matrix notation: 
The constraint on the weighting matrix A is such that the function Z is 
non-negative for all values of w [Ill. This condition will be satisfied 
by considering only diagonal weighting matrices with positive values. 
The resolved rate law that results from optimizing this objective func- 
tion can be found by following the procedure used in equations 2.11 
through 2.14, 
This result also appears in [I]. For the case of the seven jointed 
manipulator described above this resolved rate law is 
where the dimensions of each matrix and vector have been indicated for 
clarity. The weighting matrix A is of special interest. It can be used 
to control the motion of the joints by dynamically changing the values 
of the diagonal components during the trajectory. 
3.0 IMPLEMENTATION 
The control law expressed by equation 2.17 was implemented into a 
kinematically redundant planar manipulator model. The planar arm model 
was developed for the purpose of studying the motion of the redundant 
manipulator. This model is easy to work with because the task space is 
confined to a flat plane and is adequate for studying the behavior of 
the control law. 
3.1 The Kinematically Redundant Planar Manipulator (KRPM) 
The KRPM model has a task space composed of 3 degrees of freedom as 
shown in figure 1. The task space is composed of X, 2 and P (pitch) 
directions for the hand, and all joints are pitch joints. The number of 
pitch joints (n) can be specified from 3 to 10. For this study, n was 
set to 4 so that there is only 1 redundant joint except where noted 
otherwise. This was done to form a direct analogy with the 7 jointed 
manipulator operating in a task space of 6 degrees of freedom. The 
kinematic equations for the 4 jointed planar arm are shown below. The 
usual abbreviated notation is used to simplify the algebra. 
cl - c0s(Q1) 
c12 = cos(el + 8 2 )  
c123 - cos(81 + 82 + 83) 
~ 1 2 3 4 -  C O S ( ~ ~  + 82 + 83 + e4) 
similarly for sl, 312, s123, and 31234 using sines 
Li - Length of boom i 
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The kinematic equations are now easily written. 
The Jacobian for this arm can be found analytically by differentiating 
the above equations. 
The Jacobian for the planar arm can be greatly simplified by considering 
the special case where all of the boom lengths are set to unity. The 
following abbreviations are also convenient. 
c14 = cl + c12 + c123 + c1234 
c24 = c12 + c123 + c1234 
c34 = c123 + c1234 
similarly for 914, 924, and s34 
The KRPM model was simulated in FORTRAN on an HP9000 desktop 32 bit 
super micro computer. The model simulates the kinematics of any planar 
arm with 3 task dimensions (m-3) and any number of pitch joints (n) and 
booms of independent lengths. The Jacobian is computed numerically 
using a recursive vector form [ I ]  to allow the simulation of various 
arms types. The attributes of the manipulator are described in a data 
The Jacobian for the special case can now be conveniently expressed as 
follows. 
file. Various manipulators may be represented by changing the data 
file. 
J = 
3.2 Implementation of the Control Law 
The optimal RRL (equation 2.17) was implemented into the KRPM arm 
model by first adapting the dimensions to those of the planar arm. The 
task space contains 3 dimensions, and the number of joints (n) may be 4 
or greater. The RRL for the 4 jointed KRPM is defined as follows with 
dimensions shown. 
-s14 -924 - ~ 3 4  -91234 
-c14 - ~ 2 4  - ~ 3 4  -c1234 
1 1 1 1 
(3.7) 
The s i m u l a t i o n  i t e r a t e s  through t h e  RRL t o  d r i v e  t h e  hand t o  a  
d e s i r e d  s t a t e .  The flow of t h e  c a l c u l a t i o n  is a s  f o l l o w s .  The arm is 
p o s i t i o n e d  a t  a  v a l i d  s e t  of j o i n t  ang les  (Binitial) and through t h e  
forward k inemat ics  t h e  r e s u l t i n g  hand s t a t e  ( x i n i t i a l )  is computed. Then 
an i n p u t  is made t o  i n d i c a t e  t h e  d e s i r e d  f i n a l  hand s t a t e  f o r  t h e  arm 
(xfinal) .  The d i f f e r e n c e  between t h e  two hand s t a t e s  (Ax) is  found. 
The number of s t e p s  t o  t a k e  dur ing  t h e  t r a j e c t o r y  ( s )  can be s e l e c t e d .  
The v e c t o r  Ax is d iv ided  i n t o  s s t e p s .  The RRL is computed us ing  
e q u a t i o n  3 .8  and t h e n  t h e  d e s i r e d  j o i n t  ang le  s t e p  A9 is computed. 
A9 - [RRL] AX/S 
The j o i n t  a n g l e s  a r e  t h e n  updated by adding t h e  changes i n  j o i n t  
a n g l e s .  T h i s  procedure  is repea ted  f o r  s t e p s  2  through s ,  main ta in ing  
t h e  same s t e p  l e n g t h  i n  d i s t a n c e  ( X  and 2 )  and i n  r o t a t i o n  but w i t h  an 
adjus tment  i n  t h e  v e c t o r  d i r e c t i o n  ( 1 ~ x 1 ) .  - A f t e r  t h e  l a s t  s t e p  is  
t aken  ( s t e p  number s ) ,  a  Newton-Raphson (NR) i t e r a t i o n  is  a u t o m a t i c a l l y  
invoked t o  t r i m  up t h e  f i n a l  hand s t a t e  t o  w i t h i n  a  t o l e r a n c e  of t h e  
d e s i r e d  hand s t a t e .  Th i s  method does not  c o n s i d e r  t h e  j o i n t  r a t e s  of 
t h e  manipu ia to r .  Th i s  s i m u l a t i o n  p r o g r e s s e s  by t a k i n g  s t e p s .  
3 . 3  S t e p  S i z e  
A s t u d y  was performed t o  determine t h e  s t e p  s i z e  needed t o  provide  
hand motion along a s t r a i g h t  l i n e .  Good r e s u l t s  a r e  measured by 
i n s p e c t i n g  t h e  p a t h  t h a t  t h e  e n d - e f f e c t o r  d e s c r i b e s .  The i d e a l  
t r a j e c t o r y  should  be a  s t r a i g h t  l i n e .  Severa l  t r a j e c t o r i e s  were t e s t e d  
whi le  va ry ing  t h e  number of s t e p s  between 1 and 80. 
I n  f i g u r e  2  t h e  arm is  commanded from t h e  j o i n t  angle  s t a t e  a t  A t o  
t h e  hand s t a t e  a t  8 .  When a  Newton-Raphson (NR) i t e r a t i o n  is used 
(s-1) t h e  f i r s t  s t e p  a c t u a l l y  goes  t h e  wrong way, t o  p o i n t  1 i n  f i g u r e  
2a. When t h e  NR i t e r a t i o n  is completed,  t h e  arm ends up a t  t h e  j o i n t  
ang le  s t a t e  shown a t  0 .  In f i g u r e  2b a  two s t e p  i t e r a t i o n  ( s = 2 )  is  
shown. The f i r s t  s t e p  is a  NR h a l f - s t e p  and t h e  second s t e p  is  t h e  
remaining h a l f  s t e p  wi th  an adjus tment  i n  d i r e c t i o n .  A f u l l  s t e p  NR 
i t e r a t i o n  occurs  between 2 and B r e s u l t i n g  i n  a  d i f f e r e n t  f i n a l  j o i n t  
s t a t e  t h a n  i n  2a.  A t e n  s t e p  i t e r a t i o n  ( 2 e )  r e s u l t s  i n  a  r easonab ly  
s t r a i g h t  hand t r a j e c t o r y ,  but  e i g h t y  s t e p s  a r e  r e q u i r e d  f o r  ve ry  good 
r e s u l t s  ( 2 f ) .  
In  f i g u r e  3a t h e  arm was comanded from t h e  j o i n t  s t a t e  of ( 9 0 , 0 ,  
-90,O) a t  A t o  t h e  hand s t a t e  of ( 3 , 0 , 0 )  a t  B w i t h  a  smal l  s t e p  s i z e  
a r r i v i n g  a t  t h e  j o i n t  c o n f i g u r a t i o n  a t  B. Th i s  t r a j e c t o r y  was then 
reversed  by commanding from t h e  j o i n t  ang les  a t  p o i n t  B t o  t h e  o r i g i n a l  
hand s t a t e  a t  A (2 , -2 ,O)  f o r  v a r i o u s  s t e p  s i z e s .  Not ice  t h a t  f o r  l a r g e  
s t e p  s i z e s  ( f i g u r e s  3b and 3 c ) ,  t h e  arm does no t  r e t u r n  t o  t h e  o r i g i n a l  
j o i n t  c o n f i g u r a t i o n  of (90,0 , -90,O)  i n  f i g u r e  3a .  A s  t h e  s t e p  s i z e  
d e c r e a s e s  ( a  l a r g e r  number of s t e p s ) ,  t h e  r e v e r s e  t r a j e c t o r y  converges 
upon t h e  p e r f e c t  j o i n t  s t a t e  of (90 ,0 , -90 ,O) .  Th is  is expected because 
t h e  t r a j e c t o r y  t h a t  minimizes t h e  motion of t h e  j o i n t s  i n  one d i r e c t i o n  
should a l s o  minimize t h e  motion i n  t h e  r e v e r s e  d i r e c t i o n  a l s o .  Th is  
procedure is considered a  v a l i d a t i o n  of t h e  implementation of t h e  RRL. 
These r e s u l t s  i l l u s t r a t e  t h e  importance of t a k i n g  smal l  s t e p  s i z e s  whi le  
seek ing  a  p r a c t i c a l  j o i n t  angle  s o l u t i o n  f o r  a  redundant arm us ing  t h e  
i t e r a t i v e  i n v e r s e  method. 
3 .4  I t e r a t i v e  Inverse  S o l u t i o n s  
Severa l  i n v e s t i g a t o r s  have used modified NR a lgor i thms  t o  f i n d  
i n v e r s e  kinemat ic  s o l u t i o n s  f o r  manipu la to rs  [ 3 ] , [ 5 ] , [ 6 ] , [ 1 0 ] .  A l l  of 
t h e s e  approaches a r e  aimed a t  f i n d i n g  a  qu ick  j o i n t  ang le  s o l u t i o n  w i t h  
l a r g e  s t e p  s i z e s  i n  j o i n t  space,  causing t h e  hand of t h e  manipu la to r  t o  
t a k e  an u n p r e d i c t a b l e  and u n r e a l i s t i c  pa th .  Th is  poses  two problems 
when d e a l i n g  w i t h  a  phys ica l  manipula tor .  When t h e  robo t  is a c t u a l l y  
commanded from t h e  i n i t i a l  j o i n t  ang les  t o  t h e  h a n d - s t a t e  through a  
reso lved  r a t e  law, a  d i f f e r e n t  s e t  of j o i n t  ang les  is l i k e l y  t o  r e s u l t  
t h a n  t h e  one found by t h e  i t e r a t i v e  i n v e r s e .  Th i s  e f f e c t  is b e s t  i l l u -  
s t r a t e d  i n  f i g u r e  2 where t h e  j o i n t  ang les  a t  t h e  f i n a l  c o n f i g u r a t i o n  i n  
2a a r e  ve ry  d i f f e r e n t  from t h e  j o i n t  ang les  a t  t h e  end of f i g u r e  2e. 
The j o i n t  ang le  s o l u t i o n  is not  ve ry  u s e f u l  i f  t h e  manipu la to r  cannot  be 
commanded t o  it. Secondly, when l a r g e  s t e p s  i n  j o i n t  space a r e  made 
t h e r e  is more chance of v i o l a t i n g  t h e  j o i n t  r each  l i m i t s .  
I f  t h e  i t e r a t i v e  i n v e r s e  f o r  t h e  redundant a m  c o n s t r a i n s  t h e  hand 
t o  f o l l o w  a  s t r a i g h t  p a t h ,  r o t a t e  about a  c o n s t a n t  v e c t o r  and checks f o r  
j o i n t  r each  l i m i t s  dur ing  t h e  i t e r a t i o n  then  a  s o l u t i o n  a r r i v e d  a t  w i l l  
be a  f e a s i b l e  one. Th is  r e q u i r e s  having a  knowledge of t h e  RRL t h a t  
w i l l  d r i v e  t h e  manipula tor  and t a k i n g  smal l  s t e p s  i n  t h e  i t e r a t i o n .  
4 . 0  BEHAVIOUR OF THE OPTIMAL RESOLVED RATE LAW 
The behaviour of t h e  optimal resolved r a t e  law i n  t h e  KRPM model is 
demonstrated i n  t h i s  s e c t i o n .  Severa l  t r a j e c t o r i e s  were run t o  i l l u s -  
t r a t e  t h e  a b i l i t y  of t h e  c o n t r o l  law t o  handle t h e  redundancy of t h e  
k inemat ics  and t o  s tudy  t h e  e f f e c t s  of t h e  weight ing m a t r i x  on t h e  
j o i n t  motion. 
The a b i l i t y  of t h e  c o n t r o l  law t o  handle t h e  redundancy of t h e  arm 
was demonstrated by d r i v i n g  t h e  arm t o  t h e  same hand s t a t e  from v a r i o u s  
s t a r t i n g  c o n f i g u r a t i o n s .  I t  a l s o  s e r v e s  a s  an i n v e r s e  s o l u t i o n  t o  t h e  
kinemat.ics, by providing s e v e r a l  p o s s i b l e  j o i n t  s e t s  t h a t  s a t i s f y  t h e  
reques ted  hand s t a t e .  I n  f i g u r e  4  t h e  end-e f fec to r  was cornmanded t o  t h e  
s t a t e  X-3, 2-0, and P i tch-  0  ( 3 , 0 , 0 )  from s i x  d i f f e r e n t  i n i t i a l  j o i n t  
c o n f i g u r a t i o n s .  I n  each c a s e  t h e  end-e f fec to r  ends up a t  t h e  f i n a l  
s t a t e  of ( 3 , 0 , 0 ) ,  but  wi th  d i f f e r e n t  f i n a l  j o i n t  a n g l e s .  Th i s  s imple  
t e s t  demonstra tes  t h e  a b i l i t y  of t h e  c o n t r o l  law t o  d r i v e  t h e  KRPM t o  
d i f f e r e n t  f i n a l  j o i n t  s t a t e s  f o r  a  given end-e f fec to r  s t a t e .  The f i n a l  
j o i n t  ang les  a r e  dependent on t h e  i n i t i a l  j o i n t  a n g l e s .  
The above maneuvers were performed wi th  t h e  weight ing m a t r i x  A i n  
equa t ion  3.8 equa l  t o  i d e n t i t y .  Th i s  is t h e  e q u i v a l e n t  of having no 
weight ing m a t r i x  (equa t ion  2 .14) .  The e f f e c t  of t h e  weight ing m a t r i x  on 
t h e  motion was demonstrated by running t h e  same t r a j e c t o r y  w i t h  v a r i o u s  
v a l u e s  of one of t h e  components of t h e  A m a t r i x  and observing t h e  
e f f e c t s  on t h e  motion of t h e  corresponding j o i n t .  
I n  f i g u r e  5 t h e  arm was commanded t o  t h e  e n d - e f f e c t o r  s t a t e  of 
( 2 , 0 , 0 )  a t  B from t h e  j o i n t  ang le  s t a t e  (90, -90,0 ,0)  a t  A. When t h e  
weight ing m a t r i x  is no t  used ( A  is i d e n t i t y ) ,  t h e  f i n a l  v a l u e  of t h e  
second j o i n t  is u n d e s i r e a b l e  ( f i g .  5 a ) .  When a  v a l u e  of 2 .0  is used f o r  
A(2,2)  and 1 .0  f o r  a l l  o t h e r  d iagona l  components of A ,  t h e  f i n a l  posi -  
t i o n  of j o i n t  2  is n o t i c a b l y  b e t t e r  ( f i g .  5 b ) .  J o i n t  2 moved l e s s  from 
s t a r t  t o  f i n i s h  than  i n  f i g u r e  5a. The j o i n t  moves p r o g r e s s i v e l y  l e s s  
from s t a r t  t o  f i n i s h  a s  A(2,2)  is inc reased .  The remaining p i t c h  j o i n t s  
have moved more t o  make up f o r  t h e  l o s s  of m o b i l i t y  i n  j o i n t  2 ,  t h u s  
r e s u l t i n g  i n  a  more d e s i r a b l e  o v e r a l l  f i n a l  arm c o n f i g u r a t i o n .  
I n  f i g u r e  5a t h e  f i n a l  c o n d i t i o n  of t h e  arm is n o t  d i s i r e a b l e  
because j o i n t  2  could  be ve ry  n e a r  a  reach  l i m i t ,  t h u s  r e s t r i c t i n g  any 
f u t u r e  movement a f t e r  a r r i v a l  a t  t h e  d e s i r e d  e n d - e f f e c t o r  s t a t e .  I n  
f i g u r e  50, t h e  f i n a l  s i t u a t i o n  is much more d e s i r e a b l e ,  because j o i n t  2 
has  more freedom t o  move around i n  t h e  neighborhood of t h e  f i n a l  end- 
e f f e c t o r  s t a t e .  
I n  t h i s  s e c t i o n  it has been demonstrated t h a t  t h e  weight ing m a t r i x  
can be used t o  d i scourage  t h e  motion of p a r t i c u l a r  j o i n t s .  I t  seems 
reasonab le  t o  use  t h i s  informat ion t o  main ta in  t h e  j o i n t s  away from 
t h e i r  r e s p e c t i v e  j o i n t  reach l i m i t s .  Th i s  is a  ve ry  d e s i r e a b l e  goa l  i n  
r o b o t i c  c o n t r o l ,  but  is l i m i t e d  t o  redundant manipu la to rs .  
5 .0  REACH AVOIDANCE ALGORITHMS 
The behaviour of t h e  pseudo-inverse of e q u a t i o n  2.14 has  been 
repor ted  t o  be p e c u l i a r  i n  some c a s e s  141. The p e c u l i a r i t y  has been 
a s s o c i a t e d  w i t h  j o i n t  reach l i m i t  v i o l a t i o n s  dur ing  c e r t a i n  t a s k s  such 
a s  a  c losed  p a t h  o r  c y c l i c  motion. I f  r each  avoidance l o g i c  is incorpo- 
r a t e d  i n t o  t h e  RRL, t h e s e  problems may be reso lved .  One method of 
i n c o r p o r a t i n g  reach  avoidance i n t o  t h e  RRL is  t o  inc lude  t h e  upper and 
lower j o i n t  l i m i t s  a s  a  c o n s t r a i n t  i n  t h e  o p t i m i z a t i o n  a lgor i thm [6], 
which may become a  complicated t rea tment .  A s imple r  approach is taken 
h e r e  which makes use  of t h e  weighting m a t r i x  A i n  t h e  RRL of equa t ion  
3 .8 .  
I n  t h e  p rev ious  s e c t i o n  t h e  e f f e c t  of t h e  weight ing m a t r i x  on t h e  
arm motion was i l l u s t r a t e d .  I t  was shown t h a t  t h e  redundant arm can be 
c o n t r o l l e d  t o  a r r i v e  a t  d i f f e r e n t  f i n a l  j o i n t  a n g l e s ,  some more d e s i r e -  
a b l e  t h a n  o t h e r s ,  and y e t  s a t i s f y  t h e  same hand s t a t e .  With t h e s e  two 
f i n d i n g s ,  it is ev iden t  t h a t  t h e  arm can be d r i v e n  t o  a r r i v e  a t  v a r i o u s  
f i n a l  j o i n t  ang les  a s  d e s i r e d  by c o n t r o l l i n g  t h e  weighting m a t r i x  dur ing 
t h e  t r a j e c t o r y .  
The components of t h e  weighting mat r ix  ( d i a g o n a l )  must be computed 
from pass  t o  pass  according t o  some d r i v i n g  requirements .  Examples of 
d r i v i n g  requirements  a r e  o b s t a c l e  avoidance,  j o i n t  reach l i m i t  
avoidance,  o r  some mechanical o r  e l e c t r i c a l  c r i t e r i a .  For t h i s  s t u d y ,  
t h e  goa l  is  reach l i m i t  avoidance.  
Three a lgor i thms  were implemented f o r  e v a l u a t i o n .  The f i r s t  algo- 
ORiG:r.!,3,;, ;,3--;E gs 
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r i t h m  is t h e  s i m p l e s t :  when any j o i n t  is w i t h i n  a  t o l e r a n c e  of a  reach 
l i m i t  t h e n  t h e  component of t h e  weight ing m a t r i x  f o r  t h a t  j o i n t  is s e t  
t o  a  l a r g e  v a l u e  (ABIG), o the rwise  t h e  component is s e t  t o  u n i t y .  
A B I G  w i l l  be a  d e s i g n  c o n s t a n t  t h a t  may be v a r i e d  t o  p rov ide  t h e  d e s i r e d  
performance. 
The second a l g o r i t h m  is s i m i l a r  t o  t h e  f i r s t ,  but  h a s  t h e  fo l lowing  
requirement .  I f  a  j o i n t  is moving away from i ts r e a c h  l i m i t  t h e n  t h e  
weight ing matrix component f o r  t h a t  j o i n t  is s e t  back t o  u n i t y .  T h i s  
encourages  t h e  j o i n t  t o  move away from t h e  t o l e r a n c e  zone. 
The t h i r d  a l g o r i t h m  does  no t  use  t h e  t o l e r a n c e  t e s t .  The v a l u e  of 
t h e  weight ing m a t r i x  component f o r  each j o i n t  is s c a l e d  from 1 a t  i t s  
midrange v a l u e  t o  ABIG a t  e i t h e r  of i ts  j o i n t  r e a c h  l i m i t s .  Also ,  a s  i n  
a l g o r i t h m  number 2 ,  i f  t h e  j o i n t  i s  moving toward its midrange v a l u e  
then  t h e  v a l u e  of t h e  weight ing m a t r i x  component is  s e t  t o  u n i t y .  Th i s  
a l g o r i t h m  is des igned t o  encourage each j o i n t  t o  s t a y  n e a r  t h e  midrange 
v a l u e .  
Each of t h e  above t h r e e  a lgor i thms  were implemented i n t o  t h e  KRPM 
model d e s c r i b e d  p r e v i o u s l y  and t e s t e d  u n t i l  v a l i d a t e d .  The a l g o r i t h m s  
were t h e n  used t o  s t u d y  a  s i n g l e  j o i n t  encoun te r ing  a  r each  l i m i t  and 
two j o i n t s  encoun te r ing  reach  l i m i t s  s i m u l t a i n e o u s l y .  
To t e s t  t h e  a b i l i t y  t o  avoid  a  s i n g l e  j o i n t  r each  l i m i t ,  t a k e  t h e  
c a s e  where t h e  s t a r t  and end of a  t r a j e c t o r y  a r e  known t o  be v a l i d  end- 
e f f e c t o r  s t a t e s ,  but  a  r each  l i m i t  is encountered wi thou t  r e a c h  
avoidance.  The t r a j e c t o r y  shown i n  f i g u r e  4d was used f o r  t h i s  t e s t  
where t h e  t h i r d  j o i n t  begins  a t  -90 d e g r e e s ,  r eaches  -106 d e g r e e s ,  and 
ends a t  -87 d e g r e e s .  Suppose t h a t  t h e  l i m i t  f o r  t h i s  j o i n t  is a t  -100 
d e g r e e s .  F igure  6  shows t h e  t r a c e  of t h e  t h i r d  j o i n t  w i t h  no reach  
avoidance and f o r  each of t h e  t h r e e  reach l i m i t  avoidance a l g o r i t h m s  
us ing  a  va lue  of  100 f o r  Abig. Each of t h e  a l g o r i t h m s  s u c c e s s f u l l y  
avoided t h e  imposed reach  l i m i t .  I n  method 1  t h e  j o i n t  a n g l e  does  no t  
move back o u t  of t h e  t o l e r a n c e  zone of 10 degreas .  I n  methods 2 and 3 ,  
t h e  j o i n t  moved back o u t  of t h e  reach  zone of 10 d e g r e e s  from t h e  reach  
l i m i t .  
The t r a j e c t o r i e s  wi th  and wi thou t  r each  avoidance a r e  shown i n  
f i g u r e  7 .  No t ice  t h a t  w i t h  reach  avoidance t h e  f i r s t  j o i n t  moves f a s t e r  
dur ing  t h e  f i r s t  few i n t e r a t i o n s  ( f i g u r e s  7b, c ,  and d )  t h a n  wi thou t  
r each  avoidance ( f i g u r e  7 a ) .  
In  f i g u r e  8a  t h e  arm was commanded from t h e  j o i n t  s t a t e  of ( 9 0 , 0 ,  
-135,90) t o  t h e  hand s t a t e  of ( - . I , - 2 , 9 0 )  caus ing  two j o i n t s ,  j o i n t  3  
and 4 ,  t o  approach reach  l i m i t s .  With reach  avoidance both  j o i n t  
p o s i t i o n s  a r e  improved i n  t h e  f i n a l  c o n f i g u r a t i o n  ( f i g u r e  8 b ) .  
I n  t h e  c a s e  shown i n  f i g u r e  9a j o i n t  3 exceeds a  -160 degree  l i m i t  
and then  goes  p a s t  -180. With reach  avoidance ( f i g u r e  9b) j o i n t  2 
swings o u t  d r a m a t i c a l l y  t o  a l low j o i n t  3 t o  avoid its r e a c h  l i m i t .  
6 .0 SUMMARY 
The pseudo- inverse  Jacob ian  w i t h  a  weight ing m a t r i x  has  been 
d e r i v e d  a s  a  r e so lved  r a t e  law f o r  t h e  k i n e m a t i c a l l y  redundant manipula- 
t o r .  The reso lved  r a t e  law has  been demonstra ted  w i t h  a  k i n e m a t i c a l l y  
redundant p l a n a r  manipu la to r  model. Reach avoidance has  been most ly  
s u c c e s s f u l 1  w i t h  t h i s  model by dynamical ly  a d j u s t i n g  t h e  components of 
t h e  ung m a t r i x  dur ing  a maneuver. I n  some extreme c a s e s  t h e  reach 
l i m i t  no t  avo idab le .  The l o c a l l y  opt imized r e s o l v e d  r a t e  law has  
beenved by i n c o r p o r a t i n g  j o i n t  r each  avoidance.  Reach avoidance 
has  used i n  t h e  i n v e r s e  seek ing  s o l u t i o n  t o  a r r i v e  a t  f e a s i b l e  
s o l u t  The need has  been demonstrated f o r  us ing  smal l  s t e p s  s i z e s  
i n  t r a t i v e  i n v e r s e  seek ing  a lgor i thm f o r  t h e  purpose of a r r i v i n g  
a t  u s i n t  ang le  s o l u t i o n s  f o r  t r a j e c t o r y  p lann ing .  
work could  be aimed a t  s tudy ing  r e a c h  avoidance t echn iques  
d u r i t i a l  t a s k s  such a s  c y c l i c  motion. A s i m i l a r  e x e r c i s e  should  
be ped w i t h  a manipula tor  o p e r a t i n g  i n  6 d e g r e e s  of freedom a s  t h e  
behavould be d i f f e r e n t  than  f o r  t h e  p l a n a r  arm which o p e r a t e s  i n  a 
l imitne w i t h  a l l  p i t c h  j o i n t s .  
The wishes  t o  e x p r e s s  a p p r e c i a t i o n  t o  Barry Rogers and Susan 
Rogerthe development of t h e  KRPM model and t o  Richard Theobald f o r  
h i s  g i n g  suppor t  and f i n a l  review of t h e  paper .  
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1 .  A klnematlcaily redundant planar manipulator (KRPM) 
rour Joints and a task space of  X ,  Z, and Pitch (PI. 
Flgure 2. When a f u l l  step I s  taken from A t o  8 ,  the f i r s t  step 
(Indicated by a " 1 " )  goes the wrong way. A s  smaller step are 
taken from A t o  B by d i v l d l n g  the path i n t o  2 (b ) ,  3 ( c ) .  5 ( d ) ,  
10(e),  and 80 ( f )  equal steps before tak ing  f u l l  steps t o  get t o  
8 .  the t r a j e c t o r y  becomes s t r a i g h t  and each step goes I n  the 
cor rec t  d i r e c t i o n .  
FINAL 
B 
FINAL 
Flgure 3. The arm was moved from A to  B taklng small steps ( a ) .  
Stepping back t o  A wl th  a f u l l  step l t e r a t l o n  does not achieve 
the same J o l n t  angles as A .  As smaller steps are taken as shown 
In the 2 step (b), 5 step ( c ) ,  and 40 step ( d l  l t e r a t l o n s  the 
o r l g l n a l  conf lgurat lon o f  A i n  ( a )  I s  approached. 
Figure 4 .  The KRPM I s  commanded to the same hand s t a t e  o f  
3.0.0 a t  B from s lx  d i f f e r e n t  l n l t l a i  jo ln t  angle states 
a t  A to  demonstrate the behaviour of  the R R L .  
FIgUre 5. Effects of the weighting matrlx on the trajectory are 
shown for values of A(2.2) set at 1 (a). 2 ( b ) .  10 (c). and 100 
( d l .  . 
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Figure 7 .  The trajectories are shown for the case of  Figure 6 
for  no reach avoidance ( a )  where J o i n t  3 v l o l a t e s  a l l m l t  o f  -100 
degrees, and for  each of  the rgach avoidance algorithms: method 1 
( b ) ,  method 2 ( c ) ,  and method 3 ( d )  where the reach l i m i t  i s  
avo l ded. 
Flgure 8. Reach limit avoidance demonstration for the case of 
two jolnts violating reach limits. In (a) Joints 3 and 4 violate 
reach i lmlts of -160 and 160. With reach avoidance (b) both 
reach ilmlts are avoided slmuitaneously. 
Figure 9. In ( a )  joint 3 exceeds -180 degrees. This problem is 
avoided in (b) when reach avoldance is used. The intermedlate 
arm ~ositlons are shown to the right. 
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Abstract 
The problem of controlling a single link flexible manipulator is con- 
sidered. A self-tuning adaptive control scheme is proposed which consists 
of a least squares on-line parameter identification of an equivalent linear 
model followed by a tuning of the gains of a pole placement controller 
using the parameter estimates. Since the initial parameter values for 
this model are assumed unknown, the use of arbitrarily chosen initial pa- 
rameter estimates in the adaptive controller would result in undesirable 
transient effects. Hence, the initial stage control is carried out with a 
PID controller. Once the identified parameters have converged, control 
is transferred t o  the adaptive controller. Naturally, the relevant issues 
in this scheme are tests for parameter convergence and minimization of 
overshoots during control switch-over. To demonstrate the effectiveness of 
the proposed scheme, simulation results are presented with an analytical 
nonlinear dynamic model of a single link flexible manipulator. 
'Research assistant 
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1 INTRODUCTION 
Automated manipulation is finding increasing use in production, 
military and space industries for performing routine, monotonous 
and hazardous tasks. The present day manipulators can perform 
with sufficiently adequate accuracy at  the expense, however, of 
payload capacity and operating speed. One possible cost-effective 
solution is to build manipulators with lighter links. The lightweight 
links reduce the moment of inertia at  each joint, permit the use 
of direct drive motors and have the advantages of manufacturing 
simplicity and lower cost. The next generation of manipulators 
would naturally have to be flexible. Mechanical flexiblity, however, 
generates a fairly severe problem of control of the manipulator end 
effector motion in its work space. This is due to the inevitable 
excitation of structural vibrations and the resulting interactions 
between these vibrations and the control action which would effect 
the accuracy required of the manipulator. 
The successful implementation of flexible robots is contingent 
upon achieving acceptably uniform performance with regard to 
variations in load , task specification, reasonable speeds and the 
ability to compensate for any environmental disturbances. In con- 
trast to robots consisting of rigid links, the dynamic behavior of 
flexible manipulators is not easy to characterize, especially under 
conditions of high speed and large amplitude motion. It is not 
only the fact that this behavior is described by highly nonlinear 
differential equations but also the lack of a precise knowledge of 
this description that makes the design of an acceptable control 
system, over the total range of its operation, a formidable task. 
The dynamic effects due to changes in configuration, load and mo- 
ments of inertia, higher speed and unpredictable disturbances tend 
to degrade the performance of the flexible manipulator arm. The 
control scheme that is to be developed, therefore, has to overcome 
these dynamic effects. 
This paper attempts at a resolution of difficulties posed by this 
problem by employing a self-tuning control approach. The strategy 
here briefly consists of (i) a least squares on-line parameter identi- 
fication of an equivalent linear model, followed by (ii) a tuning of 
the controller gains by an adaptive control algorithm throughout 
the range of the manipulator operation. Thus any changes occur- 
ing in the manipulator's dynamic description will automatically 
be reflected in the parameter estimates and would, therefore, be 
counteracted by updating the controller gains. 
An important step prior to parameter identification is to obtain 
a valid model structure of the manipulator dynamics. This is de- 
rived by analytical modelling based on Lagrange's equation and as- 
sumed mode shape functions from the finite element method. This 
nonlinear analytical model is used to generate the input/output 
data which, in turn, is employed in the least squares parameter 
estimation. Since, initially, the parameters are assumed to be un- 
known, the parameter estimates obtained during this initial stage 
would be unsuitable for updating the controller gains. Hence, dur- 
ing this initial stage, a simple PID stabilizing controller is used 
with the manipulator model and the parameter identification pro- 
cess is initiated. On convergence of the parameters, the control 
action is switched over to the adaptive controller. A salient fea- 
ture of the present work involves the implementation of a conver- 
gence test to minimize any undesirable transient effects following 
the switch-over. 
2 THE ADAPTIVE POLE PLACEMENT CON- 
TROLLER 
The control scheme considered here is based on adaptive pole place- 
ment. While a variety of configutations can be found in the lit- 
erature ( (11, (31, [4] ) for pole placement, the one involving a 
Luenberger observer structure (Fig. 1) as suggested by Elliot and 
Wolovich [I] is used here. This choice is based on the fact that it 
results in a closed loop system of the same order as the open-loop 
system (due to pole-zero cancellations). Also it does not add any 
undesirable zeros to the plant as might happen with the structure 
suggested in [3]. 
The adaptive pole-piacement concept is briefly presented below 
in a discrete-time framework: 
Let the plant to be controlled have the transfer function 
where q-' is the backward shift operator, and 
i=l  
so that it has the description 
A(q--')y(t) = B(q-')u(t). (4) 
where u(t) and y(t) are the input and output respectively. 
The Adaptive Pole Placement Algorithm : 
From the structure of Figure 1, one can formulate the following 
equations. 
where 
and 
PLANT Y (t) 1 
Figure 1: Luenberger observer structure for pole placement control 
Let 
where &, ( t )  and &(t )  are the estimates of ai and bi.  
If K ( t ,  q-l) and H ( t ,  q - l )  are made to satisfy the following re- 
lation 
then the resulting closed-loop transfer function becomes 
when the identified parameters converge to the plant parameters, 
where 
n 
With this structure, however, the plant cannot be made to track 
a step input signal. In order to equip this structure with such a 
tracking facility, unity feedback is applied and an integrator is 
inserted in the forward path. This can be formulated as 
s(t)  = v ( t )  - ?At) 
Also equation ( 6 ) should be modified to : 
The desired denominator Ad ( t ,  q-') and the scalar gain c can 
be determined from the desired closed-loop denominator D(q-') 
by the following equations. 
where 
Since we can obtain Ad(t, q-') from equation (18) , the ~ ( t ,  q-')
and ~ ( t , q - ' )  can be obtained from equation (12). 
The block diagram of this scheme is shown in figure 2. 
Note that the step input tracking facility is achieved by increas- 
ing the order of the overall system to only n+l.  
Identification 
Figure 2: Adaptive Pole Placement Control Scheme Using Luenberger Observer 
Structure with Integral Action 
The Least Squares Identification Algorithm: 
The estimates & and 8 i  used in the control scheme are obtained 
by a least squares parameter identification algorithm [4] as follows: 
with i ( 0 )  given and P(-1) is any positive definite matrix, 
where 
is the current parameter estimate vector, and 
3 SWITCH-OVER FROM PID TO ADAPTIVE- 
CONTROLLER 
A critical question in the present control scheme is to determine 
an appropriate time to switch from the initial PID controller to 
the adaptive controller. The simplest way is to wait till the pa- 
rameter estimates resulting from the identification algorithm have 
converged to their true values. The following criterion provides a 
check on such a convergence. 
The Convergence Criterion: 
Assume 11 i ( 0 )  1l2 < M .  
If 
then 
where 
i ( t )  = B(t) - e 
8(t) : identified parameter vector at  time t 
0 : actual parameter vector = 
[-al, -a2 . , -an, bl, b2,. . , bnjT 
: the error tolerence for the convergence test 
of the identified parameters. 
X,,,[P(t - l ) ]  : maximum eigen value of P(t - 1) . 
Proof: 
From (41 (p. 61), one can get the following inequality 
which implies 
Using (22) and (25), it follows that 
Thus by computing Am,, [P (t - I)], one can test the convergence 
of the parameter estimates. 
Switching Logic: 
Once the identified parameters have converged to their true val- 
ues and the system step response has reached steady state, control 
action is switched over from the PID to the adaptive controller. 
This is probably the simplest manner to implement the switch- 
over without causing any undesirable transients. 
An alternative switching logic is proposed here which does not 
require the step response to reach steady state. However, this 
logic is limited only to those systems that satisfy the conditions 
for one-step-ahead control [dl. 
Assume 
(i) the plant to be linear time invariant, 
(ii) the switching instant to correspond to t = 0, and 
(iii) the desired output trajectory after switching to be the 
same as the one that would have been obtained, had the adap- 
tive controller been applied to the plant starting at  rest from that 
position(yo), where 
is the output at  the switching instant. 
In order to satisfy the last assumption, a correction input uc(t) 
is needed to compensate for the terminal conditions resulting from 
the PID controller. Thus the plant input would be 
where ud(t) is the input generated by the pole placement algorithm. 
The plant output can be expressed as 
where 
~ d ( t )  = @dT(t)0 ;yd(0) = 0 (30) 
yc(t) = G C T  ( t ) ~  ;yc(0) = y, (31) 
where the subscripts denote the correspondence of the two compo- 
nents. 
From assumption (iii), yc(t) = yo for t 3 0, and the compensat- 
ing input u,(t) is obtained using (31) as: 
1 .4 
%(t) = - - { ~ O - [ ~ c ( t ) ~  ~ c ( t - l ) ,  - - .  , yc(t-n+l),O,u,(t-I), . - , ~ ~ ( t - n + l ) ] ~ ~ )  bl 
(32) 
With a proper choice of the sampling interval, the flexible ma- 
nipulator discrete model is found to meet the requirements of one- 
step-ahead control. However, this approach is found to be suitable 
only in those situations where the deflections are small, and is not 
used in the simulation here. 
The complete control block diagram is shown in Fig. 3 . 
4 SIMULATION RESULTS 
The dynamic analytical model of the single link flexible manipula- 
tor is described by [ 5 ] :  
Controller 
ure 3: Complete Block Diagram of PID-Adaptive Pole Placement Controller 
N 
~ ( 2 9  f ) = C di (2)  ~j ( t )  
i= 1 
where 
u : input torque to the beam 
y : tip position 
1 : the length of the beam 
0 : the hub angle 
+ , ( z ) :  the mode shape functions of the beam 
ri ( t )  : the generalized coordinates 
The desired closed-loop denominator for the adaptive pole place 
ment controller is chosen as 
D ( 9 - l )  = 1  + dlq-' + d2q'2 
where 
(36)  
where T is the sampling period in seconds. 
- Pbr computer simulation, the following numerical values are 
used: n = 4 ,  N = 2, w = 5, 6 = 1,  T = 0.1,  P ( - 1 )  = ~ o ~ I ~ ~ ~ ,  
M = 10 and c = 0.7. The switching from PID to the adaptive 
controller occurs at  t = 4 secs. 
The results are shown in Fig. 4. 
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Figure 4: Simulation of Combined PID and Adaptive Pole Place- 
ment Control: 
(A) reference input v(t) and plant output y(t), 
(B) plant input u(t) ,  
(C) convergence of identified coefficients of denominator, 
(D) convergence of identified coefficients of numerator. 
5 CONCLUSION 
A simulation based study for the adaptive control of a single link 
flexible manipulator has been considered. Such a control approach 
is of practical importance since the dynamic characteristics of the 
manipulator change considerably especially while picking up or re- 
leasing payloads. In such cases unless the control gains are suitably 
updated, the performance would be poor. 
Since the adaptive control scheme depends on the parameter 
estimates from an on-line identification algorithm, the initial con- 
trol action is carried out with a PID controller during which the 
identification process is initiated. On convergence of the parame- 
ter estimates, control is smoothly transferred to the adaptive con- 
troller. A criterion for testing the convergence has been presented. 
The simulation results amply demonstrate the effectiveness of the 
proposed scheme. 
Experimental verification of the control scheme on a laboratory 
test set-up is presently in progress. 
References 
[I] Elliot, H. and W. A. Wolovich, " Parameter Adaptive Identifi- 
cation and Control " IEEE Trans. Auto. Control, vol. AC-24, 
no. 4, pp. 592-599, Aug. 1979. 
[2] Elliott, H., R. Cristi and M. Das, " Global Stability of Adaptive 
Pole Placement Algorithms " , IEEE Trans. Auto. Control, 
vol. AC-30, no. 4, pp. 348-356, April 1985. 
[3] Goodwin, G. C. and K. S. Sin, " Adaptive Control of Non- 
minimum Phase Systems ", IEEE Trans. Auto Control, vol. 
AC-26, no. 2, pp. 478-483, April 1981. 
[4] Goodwin, G. C. and K. S. Sin, "Adaptive Filtering Prediction 
and Control ", Prentice Hall, 1984. 
[S] K-H. Sung and J. C. S. Yang, "A Dynamic Study of A Flez- 
ible One-Link Manipulator: Analytical and Ezperimental Ap- 
proach " , to be presented at 2nd Intl. conf. on Robotics and 
Factories of the Future, San Diego, CA. July 1987. 
Robot Sensor Language 
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Abstract 
RSL ( Robot Sensor Language ) is a data-driven, semi-interpreted, hierarchical, user extensible, robot 
task description language. It provides four levels of task decomposition, with structures and syntax 
specialized for each level. The user can add commands for new sensors appropriate to the task at hand. 
The language is highly interactive, easing debugging and algorithm development. It may also be used as 
an interface to a task planning system. 
Introduction 
RSL is a response to the need for a robot language that supports user-designed sensors, along with 
hierarchical task decomposition and real-time execution. It is written in RCS, the NBS - developed 
Real-time Control system1, and runs on 8086 based Multibus hardware. 
RSL is a high-level language, specialized for sensor-interactive robot tasks. It is data-driven in the 
sense that all data relating to a particular task is separated from the control process that executes the 
task. This makes programming different tasks a matter of changing data files, rather than changing 
control code, leading to a much more reliable control system. Data describing a robot task is of two 
types: environmental data, such as object sizes and positions; and algorithms, which give information 
about what sequence of steps are needed to complete the task. RSL supports representation of both 
types of data in high-level source code. In order to speed execution, this high-level source code is first 
compiled into a linked list representation stored in common memory, which is then interpreted by 
control levels. Any piece of RSL source code can be edited and re-compiled at any time; the linked lists 
are updated, with garbage collection, and the result can be executed immediately. It is not necessary to 
re-compile an entire application to make small changes. 
RSL supports hierarchical task decomposition. The high-level language is explicitly hierarchical, 
decomposing tasks into paths, path-points, and trajectories. The compiler and control levels also follow 
this hierarchy, and are highly modular. This structure makes it easy to add new sensors, or new 
functional capabilities at any level. 
The rest of the paper is organized as follows: section 1 gives an introduction to RSL structures, and 
introduces a short example task used to illustrate the language. Section 2 discusses the implementation 
of the compiler and control levels. Section 3 gives a brief overview of some applications that have used 
RSL. Finally, section 4 concludes with a discussion of future work. 
Commercial equipment is identified in this paper in order to adequately describe the systems under development. In no case 
does such identification imply recommendation by the National Bureau of Standards, nor does it imply that this equipment 
was necessarily the best for the purpose. 
This paper was prepared in conjunction with the official duties of United States Government employees. and is not subject to 
United States copyright. 
Author's current address: National Bureau of Standards. Bldg. 220, rm B127. Gaithenburg, MD 20899 
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Task decomposition - 
It is helpful to use a simple example to illustrate the task decomposition. Consider moving a box from a 
truck to a conveyor, using a forklift end-effector equipped with sonar range sensors and proximity 
sensors. The first level of task decomposition ( called the task level ), yields the following sequence of 
steps: 
1) Move the fork to the vicinity of the truck. 
2) Using long range sensors, find the approximate position of the box on the auck, then use short 
range sensors to align the fork tines with the box, and insert the tines under the box. 
3) Lift the box clear of the truck. 
4) Move to near the conveyor 
5) Gently set the box on the conveyor. ( The position of the conveyor is known to the robot 
controller, so no sensors are needed for this step. ) 
6) Remove the tines from under the box, and move clear. 
The next level of decomposition is the path level. Each of the steps in the task level descriptions is, in 
fact, a path. Continuing the example, the path for step 2 decomposes into: 
1) Scan across the truck, reading the long range sonars. 
2) Goto 20 inches ( as measured by sonar ) in front of the closest point seen in the scan. 
3) Move to the pickup side of the box. 
4) Use several sonars to align with the floor of the truck, and the side of the box. 
5) Lnsert the tines under the box, using proximity sensors to avoid hard collisions. 
Each step in a path is called a path-point. The names path and path-point are derived from the notion of 
thru-points along a path used to go around obstacles, but the meaning here is generalized to include the -. 
use of sensors in various ways. A pre-planned path is a simple case, where no sensors are used. 
The last level of decomposition is the trajectory level. Each path-point decomposes into one or more 
trajectories. For example, step 1 in the path above decomposes simply into a Cartesian straight-line 
trajectory, while step 4 involves several sensor-servoed rotations. 
Each level of decomposition is now discussed in more detail, starting from the bottom. 
Trajectory 
A trajectory is an algorithm for commanding the position of the end-effector as a function of time. It 
may be calculated solely on the basis of a priori information ( as in " goto the truck " ), or incorporate 
sensor feedback ( as in " align to the box " ). The trajectory algorithms typically take parameters 
describing the goai pose and limits on the velocity and acceleration. Sensor-based algorithms will have 
more parameters describing how to use the sensor data. RSL provides four trajectory commands: 
Cartesian straight-line and joint interpolated for point-to-point motion, and two others for real-time 
Cartesian sensor servo2. The user may add other trajectory commands as  needed. 
A path-point is an algorithm for a single motion of the end-effector, usually involving a sensor. For 
example, path-point number 2 above commands a motion towards a point, and uses the sonar to 
measure the distance remaining. When the distance drops to 20 inches, the motion is halted. This is a 
motion terminated by a sensor condition. On the other hand, the path-point that aligns the fork with the 
floor is sensor controlled: the sonars give the distance to the floor, and a rotation is computed that 
/= 
2 
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moves towards alignment. The orientation of the fork is servoed to the floor orientation. 
There is typically a group of path-point commands for each type of sensor. For example, sonars are 
used in scan, range, and align path-points. Each path-point command takes parameters which identify 
the individual sensor to use, and give information on how to use the sensor data. For example, the align 
path-point command has parameters identifying two sonars, a rotation axis, and a goal orientation. 
The base RSL system provides only the goto path-point command, which moves the end-effector to a 
given location, using no sensors. Users must add other path-points to use their sensors. Since the 
language was designed with user extensions in mind, this is easy to do. 
Paths 
A path is an algorithm for a simple task, such as moving between locations or grasping objects. The 
algorithm may be simply a path in space that guarantees no collisions, or it may involve sensors to help 
locate the object when its position is not accurately known. In the above example, the first path uses no 
sensors - it simply moves to the truck. The second path uses sensors to find the box. For simplicity, 
paths consist of a linear sequence of path-points. Any branching or looping must be done within a 
path-point, or at the task level. 
Individual paths are identified by a path type and parame ters. The parameters typically consist of named 
locations, objects, and tools that are involved in the task. The path type gives the intended purpose of 
the path, and is used in the task level decomposition. There are six path types provided by RSL; 
move-to, approach-pickup, depart-pickup, approach-release, depart-release, and 
named. The first five path types are used in the TRANSFER task, discussed below. They 
correspond to the paths in the example: step 1 is a move-to path, step 2 is approach-pickup, step 3 
is depart-pickup, step 4 is move-to, step 5 is approach-release, and step 6 is depart-release. 
The sixth path type, named, is provided mainly for debugging; it provides a simple way to test small 
pieces of more complex paths. It also provides a way to program simple tasks that do not need a task 
level of decomposition. 
The path parameters are handled in a way that allows a single path definition to be used for several 
related tasks. For example, the approach-pickup path that finds the box on the truck could also be 
used to find the box anywhere else, or it could find different sized boxes, since the location of the truck 
and the size of the box are path level parameters. 
Tasks 
For the task level, the term "task" is used in a specific way; RSL tasks are algorithms for high-level 
functions such as transferring pallets from a truck to a conveyor, or debuning machined parts. 
All tasks are decomposed into a sequence of path types; the specific path to be executed is identified by 
the path type and the parameters of the current task. The user provides paths for each path 
typelparameter combination required. 
The base RSL system provides two tasks; MOVE-TO and TRANSFER. MOVE-TO simply moves 
the robot to a goal location, by executing the move-to path that connects the current location to the 
goal. TRANSFER transfers objects from a source location to a goal location. This is the task used in 
the example. The sequence of paths for the TRANSFER task is; 
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TRANSFER object, source location, goal location 
1) move-to object, current location, source location 
2) approach-pickup object , source location 
3) depart-pickup object , source location 
4) move-to object, source location, goal location 
5) approach-release object ,goal location 
6) depart-release object ,goal location 
This sequence decomposes the transfer task into six steps, each of which is programmed by the user as 
a path. The sequence is repeated if either the source or the destination is an array. Note that the user 
may treat each object / location combination differently, using different sensor based strategies, while 
maintaining the high-level TRANSFER task definition. For example, transfemng a large box from a 
table would involve using sonar sensors to find the box, while transfemng a small machined part from 
the same table would involve a vision sensor. The user would provide two different sets of paths, 
identified by the object type. The TRANSFER command would automatically select the appropriate 
path, based on the object type in the task parameters. 
The user can add other tasks to RSL, to fit the user's application. 
Environmental data 
RSL provides ways of representing poses ( position and orientation ) of locations and objects. 
Locations can be defined in absolute world coordinates, or relative to a base location, using movetables. 
Movetables provide a convenient user syntax for specifying relative transforms; the transform is built 
up out of simple steps, consisting of a vector translation, or a rotation about a single axis. Some 
information about sizes of objects is also represented, for use by a gripping end-effector. Locations can 
be grouped into arrays, for use in palletizing operations. -4- 
RSL is implemented using the NBS Real-time Control System ( RCS ). RCS is a micro-processor 
based system for real-time control applications. It runs on Multibus based 8086 / 8087 hardware. The 
operating system is based on FORTH, but has been significantly extended to support multiple 
processors, a mid-level high-speed compiled language, inter-processor communications, and common 
memory. It inherits from FORTH the user-friendly features of interactive execution and incremental 
compilation, making debugging a simple and easy process. 
RCS is designed to support a hierarchical control structure, with all levels of the hierarchy executing in 
parallel, in a cyclic mannefi. A system clock defines a cycle time, and each level executes its control 
process once each cycle. This cyclic execution means that each level in the hierarchy is executing the 
appropriate control algorithm at all times. This is contrasted with ~eauentid execution in which a higher 
level routine & a lower-level routine, and the higher level waits for the lower level to complete before 
it resumes executing. One advantage of cyclic execution is reaction time; since each level samples all 
inputs each cycle, the system can react to an external event, at any level, in one cycle. This could be 
done with interrupts in a sequential system, but it is hard to terminate the interrupt routine in a way that 
aborts the current routine cleanly, and even harder to predict all of the possible interactions. 
For example, consider step 2 in the example task above. The Path-point level is monitoring the sonar 
sensors, and updating the command to the Trajectory level as often as possible. Meanwhile, the 
Trajectory level is controlling the fork's acceleration and velocity, to maintain smooth motion. The two 
levels execute simultaneously. In a sequential system, the Path-point level would have to read the 
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sensor, issue a command to the Trajectory level, and then wait until the command was completed before 
reading the sensor again. 
Another advantage of hierarchical design and cyclic execution is modularity; each level has well defined 
interfaces to sensors and other levels. As long as the interface design is met, any level can be modified 
independently of the others. Also, any or all levels can be single stepped while the others are running, 
to help in debugging. 
RSL consists of a compiler and an interpreter ( see figure 1 ). The interpreter consists of four control 
levels running on three processors; a fourth processor runs the compiler and acts as a system supervisor 
and user interface. No external development system is needed; all programming is done on the final 
application system. The RSL compiler compiles RSL source code describing locations, movetables, 
objects and paths into a linked list representation, which is stored in common memory. The control 
levels then access the common memory to retrieve the data as needed. 
The four control levels in the interpreter correspond to the four levels of task decomposition. TASK, 
PATH, and PATH-POINT execute on one processor. The trajectory level is split into two modules, 
CARTESIAN and JOINT, which execute on separate processors, to achieve faster cycle rates. The 
Joint Servo level in figure 1 is assumed to be provided by the robot manufacturer. 
The input to TASK is a user command. This command is decomposed according to the task definition, 
which results in a sequence of paths. One path at a time is commanded to PATH; as each path is 
completed, a new one is commanded. 
PATH accepts path commands, retrieves all the path parameters from common memory, and 
decomposes the path into path-points, following the path definition compiled into common memory. It 
commands one path-point at a time to PATH-POINT, waiting for each to complete. 
PATH-POINT accepts path-point commands from PATH, retrieves the path-point parameters from 
common memory, and executes the path-point algorithm. The path-point algorithm typically involves 
reading a sensor, calculating an object pose based on the sensor data, and updating the parameters in the 
current trajectory command 
CARTESIAN accepts trajectory commands from PATH-POINT, and retrieves the trajectory parameters 
from common memory. It executes the trajectory algorithm, and outputs a pose for the robot wrist, 
once every control cycle. JOINT accepts the wrist pose, converts it to joint coordinates, and commands 
it to the joint servos. 
The cycle time is 28 milli-seconds for a Unimation PUMA 760 or 4000, and 24 milli-seconds for an 
American MERLIN. These times are determined by the servo rates in the two robots. Note that only the 
trajectory level must generate new output every cycle; the upper levels are free to take as much time as 
necessary to process sensor data, or decide on the next task decomposition step. 
RSL is user-extensible in many ways. It is designed to allow addition of new trajectories, path-points, 
paths, and tasks. The user adds routines to the appropriate level of the interpreter to execute the control 
algorithm, and also adds routines to the compiler that compile the parameters for the algorithms into 
common memory. Note that the compiler is simple compared to a typical computer language 
compiler; the syntax and structures used in RSL are very simple, so adding to the RSL compiler is 
straight-forward. 
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RSL COMPILER 
TASK LEVEL 
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Pose status paths 
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TRAJECTORY LEVEL \ 
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Figure 1. RSL control levels and common memory structures. 
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- RSL has been used successfully in three applications to date. The first is the Field Materiel Handling 
Robot system, which uses a fork with sensors ( very much like the example above ) to off-load boxes 
of ammunition ( and other materiel ) from trucks3. RSL was first used to program a mockup of this task 
on a PUMA 760, then the mockup was transferred to a UNIMATION 4000 robot. Many path-points 
were added to the base system, to handle all the sensors. 
A second application is a cleaning and debuning workstation in the Automated Manufacturing Research 
Facility at N B S ~ .  RSL is used to program a PUMA 760 to use air-powered deburring tools to deburr 
machined part edges. A separate workstation level ( running on a SUN ), encodes the part geometry 
into a path, with parameters indicating the tool to use, feed rates, etc. The path is down-loaded to the 
RSL system, where it is compiled and run. Path-points were added to control a vise, various debumng 
tools, and a tool quick-change. A debumng task and associated paths were also added. The task level 
accepts commands from the workstation level, and commands paths that debun the parts, changing 
tools as required. 
The third application is a satellite docking mockup2. The RSL system reads a solid-state camera, 
determines the position of a satellite ( as indicated by four LEDs on the satellite ), and drives the robot 
end-effector to dock with the satellite. 
RSL does not support an explicit world model; all knowledge about how the world works, and in 
particular how sensors and end-effectors interact with objects, is implicit in the tasks and paths 
provided by the programmer. This makes it difficult to use more than one sensor at a time. A world 
model will make it possible to combine data from several sensors, by comparing the sensor readings 
with predictions, and servoing the model to the sensors5. 
L 
A second area for future work is task representation. Currently, RSL uses SMACRO code to express 
the task level, and linear sequences of path-points to express the path level. ( SMACRO is the computer 
programming language provided by RCS: it is similar to C, but less powerful ). The path level needs to 
be more flexible, in particular to allow for error conditions. On the other hand, the task level should be 
more resmctive. The power provided by SMACRO ( or C ) code is deceptive; it is too easy to write 
code that works for a particular instance, but is not generic enough to be used for several tasks, or 
robust enough to work reliably. There should be a task description language that allows adequate 
flexibility, while guiding the programmer into writing code that works, and is generic and maintainable. 
The path structure provided by RSL is a first attempt at such a language. 
Another reason for developing a good task description language is that it would make an excellent 
interface between a planning system and the control system. The deburring workstation application 
mentioned above has shown that this approach is worth pursuing. Having a more powerful task 
description language available will make it easier to incorporate task level planning for more complex 
tasks. 
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AmmKT: 
The use of computers in a u t m s  telerbbats is readung the point where advanced 
dmibuted procsssing concepts and technicyes are needed to supOort the functioning of 
Space Station era telerobotic gcstema. This paper covers thee major issues that have 
impact on the desi~ l  of data mmagement fundam in a tderobat. It also presents a 
desig~ concept that incapaates an intelligent systems manager (ISM) running on a 
specebame symbdic protxww, (SSP), to a&- these kwe. 
The firat iswe i8 the q p c d  of a systemwide cbntrd architechre or cortlrd phtlcmphy. 
Salient featwe8 of two canddates are presented that impbe m t s  on data 
management desim. The second issue is the role of data managements in terms of 
ayatem int-. Thi8 ref- to p o w h g  &wed or coardneted data pocessing and 
storage ressvces to a wiety of tderht ic  cornpotrents such as vision, mechanicai 
sensing, real-time coadnated muttiple limb and end effectu control, and planning and 
reaming. The thkd isme is hardme that supparts symbdic pocessing in conjunction 
mth stmdwd data IK) and numeric pcmdng. A 8 p a m  symbolic pocesw, 
(SSP), that cvrently i8 8een to be techndocjcally feaaibie and is bding dewloped i8 
desabd cmd ussd as a baseline in the deaigr concept 
INTRODUCTION 
The wective of this paper is to infodice, informally and largeiy by examples and 
compmson, an advanced concept to data management in autonomous 
tderobote. The motivetion for inboducing advanced data management techniqusg in 
such systems is to ad&- the syatemwide comptexity problem in general and the 
system level isares of eVdVdkljtY and modularity in parbculsr. 
Data Management is a broad term. Nonetheless, it is fai  to say that it is at the core of 
moet 8y8tem kitegation effortb. Fu NASA, sm paeabl~ and l ogd  approach to 
developing tderotxhc systems is to view buildng them as anoth satellite a space 
craft. In this scenario, the con- is largely reaponaible far system integabon. As a 
conmpnce, Data Mmagemt is tucked away in the last dev-t edwty 
precedng the opeMon8 pmse. Fatunatdy, W e  are several majar effats withrn 
NASA to elevate 8y8tema architechre and hegabon to an anbapatory deqp 
t.4bus, ~amm A,M&&,H.G., Lvnia, R., NASAMBS Standard Rderuxe Modd FuTderobd Conbd 
W m  kcMeduM NASREk(I, DecmbaS, 1986, Netiorwl B m u  01 Stmdartb,Robd System 
Di\isim. 
In this paper, we are interested in Data Management as an integal cdlsction of sup~ort 
services h t  8aWy Ute systemvide infarmam(dat8) processing nssde d a tderobotic 
symn. Therefore, we recommend Chat these senkos be vu?wed aa a subsystem that is 
on an squd footing with all the stha arbgcatems in a telerobotic system. 
For example, a popular view af computere is that they %inif a are the WinsD in a 
featvtH8den appliance. In a like manner, data management h telerobsts may be 
viewed a8 the nervous *em m weU as the brains. Given lhi8 idea, the pombhty oi 
in- h#w lev& of intedliprm in a pimitiue infarmath brokar such as a 
Data Management Subsystem ahwe for an evdutionary approach to inaeasmg 
w t m y  and irrtdgence d tdetobsCa. 
To futher this -ve, we recommend that data management have b own powerful 
orgMizatian conventions a achitmral rnodd. An Intdl'rgent Systems Manager, (ISM), 
w o u M e m & d y t h e ~ o f t h a m ~ e c t v e i n a ~ ~ .  Amongthemany 
w e  goals far n ISM, a8 an intehgmt infamath (data) brdra, two impmnt ones 
we to r a c e  the comple#ty d mtsradion among rnulbple intdkgent arbsystems, and to 
oversee top level safety of a tderoboblc system with reapect to them subsystems. 
Curently, h e  are several tderobatic system ardritsctues and madels that prtit~on the 
hrgh kvel tderobotic functions in bfferent ways. We now dsarss how the ISM concept 
f i r s i n ~ ~ e n d h o w i t a i d e h ~ a d v e n c e d ~ e d p r o c e s e i n g c o n c e Q t s  
into a telerobotk conf d design. 
A common d&rbng p t  far architechre definition ol a tduobat is the specmczrtion of a 
mtolIw(8). At one end of &e (JCdd we have a 'point desig~'. F a  example, 
rqkemmte are immsdatdy mapped to a a p d i c  cdiectior, d 'off the ah# 
components that a e  hardwked together to fwrction w a contrdler. Of muse, what is a 
'point d e w  is a mattm of degee and deperrds on one's systems engneering uitaia. 
A mae general pvpoee appoach hvdvee Mnrg a mt of generic activities that 
requie s u v i c ~  of a corrfob(8). This is paicularly dMah bemuse the fidd of 
aut- telerobth is so new. A8 a cmmqmce, the wbpct of deslq~ criteria fa 
f m t k m g  a tderbbbtic system imo subeystems is wdmg. One pmtbmg, given by 
Mdn,  et dP, b Ilkrsimed in ths conceptud layout &awn Maw. M h ,  et al, p.opoee 
the uae of pawdtd miaopoceea4nr and au(lins m archiiectue to interconnect and 
interface them to suppat tdeoperata W d  of mecharrid mmqxhtars. In this 
example and in g m d ,  aepaaing out what ia integd to a Data Management 
Subq8tem tom deta protxaabg elmants Mgeoua to other subsystems in a tderobot 
is no ea8y task.. For example, in Matin, et d's, d q m  thae are data management 
hctiorw in d acaiwly woes. 
h, LeeH., Pad E.S. SdtdeeJr.,and#chad F. Sple,DkbibutedConbdkcHedwe ForRed- 
T i e  TderobdicOpdon', JPL SpaceTeluobob Worlcshop, January20-22,1987,#n pubCcidim]. 
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Ccmceptud layout of the pinclpal centers fcr telerobotic mt6yMatin et al) 
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What we popme in this example is that another activity area - &a management - be 
added to the top level list d maja control activities as &awn in the fdlwhg figue: 
Local CR:;St.!f.I.  i is^ 15 
Peer-topea intelbgent Interface 
Since, we do not know the implementatloH coat, the &we corrapual layout is not yet 
recorn- m a better way to d u e  the a p a k  dam d tdsrobdic hnctiom that 
Mdn,  a d, are adcjemhg. We use it to illuwate an impam atrin in deagn. Each 
subsystem ha6 it8 onrn hfmmation ~~ needB and, therefae, will have internal 
clata managmtentfdm. The aux d the matter is figring out what the htatace8 ere 
between the Data Mma~smsrrt sub6yetem and the other wbqsterns. 
INTELLIGENT INTERFACE 
On one hand, the layout poQoeed above may setern to be q n v d m t  to the system8 
inteptb deap ateady d e r i d e  from the e#sring dlchitsctve a8 prw by 
Marlirr, et d. On the other hand, q p m  a uniform and common interface is available 
that my subsystem muat use m wder to cocrdnate enbto-end activities other 
subsystems in the tekabot. This interface is between a subsystem and the Data 
Management ahystem. This is r e p m t e d  in the above figwe by the overlap of the 
DataManagomentaubgyatemoverthea(hasandthe~band. 
Lers assume 8udl an arrangement fa the moment. In order to add another subsystem, 
this subsyetem must be built to wark with that interface. In the case that the new 
subsystem can obtain aH namdgerroua resarces end &t& setvim dy from 
the data mmagement mtmptm, we then say that system evdvabrsty a scalabrhty in 
linear in the architectwe wrth reegsd to this interface. 
Tbe issue naw facing us is whether wh m interface is definable in tslarobatrc systems 
and, if so, what will it take for it to be effective? Another way to look at the questiorr is to 
ask what is the best way to uganize the Data Management admystern so that its impact 
on subgcstem dependencies is minimized3 The more flexibility the Data Subsystem has 
the better. 
Existing interfaces securing in Merent levds of computer technology reflect a farm of 
architectwal lineanty ar dak'kty far a vtriety of madules. Far example, at the 
hardware level, 8tandard bu- sucfi as the VME and M u b  aqpal a number of 
carrtders up to a standtwd configmtm limit. At the local area netwwk level, Ethernet 
supports the linear insertion of nodes up to a c 0 c ) ~ a t i ~ t  maximum. 
At the operating systema level, there are dstnbuted dperatmg systems running on 
mdtipocesaa configrations #at allow, up to a limit, pocesses a job which have no 
interdependencies to be d g n e d  to available p.ocemm at a fixed per p r W j o b  
overhead. A commercial operating system exhibibng such a capabilSty is Dynixl. 11 is a 
pqxletrry d e q n  end tuns on a m u l t y x m  system, the Balance 8000, wtnch 
suapats a configuahn of up to 24 32-bit micropoces8ors. In fad, Qerfamance 
measvements straw an effident the# performance m e  for pb8 with main types of 
deperrdencies. 
The point we want to emphasize is thet was only a few years ago it seemed impactical 
to even try to w g m z 6  11ge d t  system 8Ud) as computers to operate in parallel on 
a cdlecbiorr of jobs and prdcesses that were retmndy independent end maintain a 
linear performance w e  across a useful wark range. Todey this is becommg routine. 
Likewise, with something as complex aa a tderobot , we can make headway in 
achieving efficient i i  fm a padmi set of pdld and uxkpmknt tasks. 
fherefae, we wee ktances af lmemty in perfamanee and scalabirty in a variety of 
Computer t- levels. 
OBJECTS 
The success of achieving sart of linemty and rnochhty of perfwmance tom the 
Data Management subsystem in a telerobotic system depends initialty on w aklny to 
* h h M s  i a v h  1970: Fathe m e  amovrt d mm y me bigcanpderbd p d d e  mae thoughpd 
t M acdedion d smala on#. 
r e p r m t  the mcept of en intdkgent interface in sofhwe. The repesentath 
sppoach we recommend Is thw#t the w d a b m d  obpas. 
The we of W a d  oiqech i8 rn d several key canaptir in advanced Mkrted 
p.oces8ing1. Many pqamming laquagee supQort eithar drectly by syntactic 
mventims ar indrectly by the progammer's use d an objectdented methodology. 
Fcz example, wak is bemg d m  in ~ ~ t e d  demg~ using Ad& 3. Slron* 
related to tha @ed oriented d e q ~  woe& b the comxpt d layered deag~. The 
layers of an cmion me aften used as an analogy f a  the laymy of cbp& in the whole 
dsagr. 
Is is beyond the scope and pupoas d papsr to do w e  thrn inboduce the salient 
aqecb a4 this wbpct. We are intermed in poMiung thq#tt along along thsw, in 
devdopment people wwhg in a vmety of te ldmtk dbclpkrras. In ptwbcdw, thoee R 
& D engiH6srswho musZdsdwiththe system m@ne&gpo#emr,ol data 
management w are geatly affected by it s peadna w absence. 
The aart of tderoba4ic system we are enfidpting will have r e q u i m  that ere at 
kast ss c c m p M m d y  complex and $rdlengng # t h e  envkbned in DARPA'8 
reeerch4 in autonmous vahides. NASA's FtiQIt Telero&k Servicer(nS) wiU easily 
have the same -#ty in &ta munsgement and computational requirements as 
them 8y8tcllw a e  envidomd to have if it i8 to a mjw autonormma mode of 
opwation for spacb aab'omr malntdnac~. 
Oblect h t e d  deargr methodobgy Md p q a m m n g  at b e  moat gensrd or abagact 
level qma at least two dffffent d a ~ f ~ ~  management d-. Whereas, 
computersdenceisosten aamcktsdmth pocsdrdlanguagegsuch as Ada andmth 
numerid algarthme, Artificid Intekgma(Al), is maxiatecl with fwrctiond Itmyages 
auch as ti* end with symbolic p r m  These M m c e s  are msntioned to 
~eth41,hfacrlthisconapandmdhodd69yhmntegdpartoftsdrofth~ 
t w ~ o r s t y l e s ) l r n d i s a 8 t r q c a m m o n p a n t b a w s e n t h e t w o .  This 
commonekty in uaing obp%a is often k t  becawre of the ppmtdmg d proteasionals 
a8 bemg sj(hsr in Al or in computer scianca. Thareftxe, we prefer to keep the &cudon 
of ablec$ lndeperrdent of any language ( w k h  is a fwm of implementation of thege 
conapts) a d8ql&r#. 
l~mpban, B.W., Pad,M., n d  Slrg J , H . J . , M b d e d  gatamekMactw r r d h p l m d 1 o n , k r  
-tdCou%, 198 1, Sprhgw-Yerhg, 15-16. 
2 ~ m M h ,  ~ a n d d ~ . ,  0 ~ & 4 M c n t r d ~ l w l o p n a l ,  ~ rocee&~:  W ~ ~ a n d C # J u e n c e  an Ada 
RoQanmi\g Larguaqe Apgkzdm Fathe NASASpaca Stdim, Jme 25,1986, Hgh TschrdoQies 
Labda imf~dHardMca l&e ,T~ ,D .4 .1 .1 . ,D . . 4 .1 .11 .  
3~aoch, Gmdy, S o h u e  Engmesring YRh Ada, The BsrianiJCwdnp Pubbthg Canpmy, hc. 1983. 
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Another r e a m  to keep the discussion at a generic levd ia that. except fcr small 
eubeystem con* dere in telaobots a scientrfic payload instument con* d appl~cafians, 
merit implementaticm of progammmg ianguagm m g  them conmcts put 
maja m m t a  on obpd r e p e m h t h ,  fnmplatim, and perfcrmana m a 
dsbibuted environment. Hawever, aicpificant strides are eteady k n g  made. Mabn, et 
al, note that the perfwrnance cap&@ of the Novixl miaoprocesscf is lageiy 6 e  to its 
direct support of the Farth language.. A relatively new language called N d ,  which 
bdnbws heavily featwes tom F d  and Smalltalk4 supparts obpcts in it8 syntax. 
Caneequendy, it ia an example of a product that ab-addea the fence between Al and 
computer science. Such innovatiocls are likely to continue and even accelerate in the 
W e .  Oak Ridge National Labaatay, in a repal on the MmEquivalent TdeRobot, 
mentions that ita e-ce in u q  Fath as a language for real-time contrd has been 
posrtlves. Therefore, it is plausible that an otqect desiq envionment that meets 
sigruficant tderobobc raqwements in &ta management could be devdoped in the near 
futue. Whether it is a 'new' language, such as Neon, a a mphiaticated development 
environment built on tq of exisling software techndogy, such as Ada or one of the 
vaietiea of Lisp, remains an open question. The key issue in eitha case is the 
availability of an qqxofxiate computer architectue(8) end tschndogy that eupQat such 
a dam app& and, at the same time, mil embed successfully in tderobots. 
We are enwaged to pveue this eppoach to data management given that there are 
mare and mae progamming implementations of these csncepts available on pcMerful 
m i a o p f ~ .  
Abstract sects( a r e m u m ) ,  both active and padve, are such thmge aa frtes, 
brectuies, pocesass, taslts, mud 110 ddvrces, databases, and any other item that is 
useful fa the desiger to identrfy as part d the system at a ceRain level. In conf ast. real 
olqec!a are such thing8 as procxsm, mm&y stwage, amtrollers and my p h y s l d  
item that must be talcen into account at a certain levd (layer) of detail to perform a 
fundon. (The irmy is that the use of aMraU ob(ects in desiging data management 
archrtedwe ia making abelmct things appeer as ' h a r h e '  entities to be 
softwardgcstema engineer and real thing such as achtltic ina(nrment8 and mscrs 
apQea a8 'sofhwe' entities.) Each @ect is speafied by it8 represenmon and a set of 
operations a fundons end aseoaated parameters that can be performed on the 
repsentation. The implementation details of an otyect representation are mmned in 
an obpd manager. (Note that an object manager may itsdf be a wed m the system.) 
In a dslributed enwmment, message paesing is needed to exchange infamation 
a h e ~ e a n ~ a n u d ,  ICli)aSystm,trc. S05N. MeshoreDlive, S d e  551OC)rcago,1.60611. Rum m the 
Machtcrshcmpdsr. 
4~ddberg, A, Smaak-80: The Lmgwge and b hplemeddim, AdbsoWdey,  1983. 
%econmmdbion ~ a r ~ h e ~ d ~ e n a a t i o n  Space Tderobd Systern,Od: RdgeNabiaral Laboratory, TM- 
995 I, )tterch 1986. 
between object managem and to c m y  out operations on obpcte. The mechanism of 
meesage pasang may be implemented u q  memdly end psceciue calls or 
may be implemented by m&eceive operabone that requie a potocd to insue 
rekskkty and fault tdaana. 
We now desaibe the conoeQNd elements of what we mean f a  an interface to be 
intelligent, end, convddy,  refer to an intehgmt Date Management subsystem as 
arrs that uses such an interface. We use the terminology of obpcb d s c u d  up to this 
point in order to establish speaficaliy the properbe8 d this interface. 
An interface is defined as a st?! of conventkms fa the ex&ange d infamatkm between 
lwo object managers. The thee components of rn interface we: 
* A set of visible data meets or modules and the allwed aperations and 
pmetera atmociated with each wabb data dbfeCt a modh. 
*A set of ndes governing the logical ar legal sequences of these operations. 
*The encodng and famatting conventions required far qmmbum and data. 
We eay a peer-tapeer intdligerrt interface exists between the Data Msnawment 
subsystem and the otha wbystemrr in a tderobot when the follawing p o p a e a  hdd: 
Fist, it b poabte for the Dab lhagmmt shyatem to actually pass a e m  copes 
d code that meet the specmcabon of the Urse componsnts of the interface speaficaticm 
to a subsystem. A extreme example of mf d is that the Data Management subsystem 
w l d h a v e t o ~ a e ~ d d t h s r d u d c o d e n e s d b d h a ~ e m f a r t h a t  
subsystem to be able to use Data Management wbsydem services. As an example of 
negobated amtd, a athyutern could likewbe par#, or export selsct components of the 
intsrface berdr to the Data Mansgement subeystern fa purpoeea of adapbve 
coofigration of servicss. Second, the interface W must be symmeeic. By this we 
m m t h a W p e s r s ~ 6 6 f h b m m ~ ( w i f h d f f a ~ l m i t s d t o ~ e e r # s  
and I d  ham&* funcths) in order to interact. In m campMan settings, 
such as data cornmWljCdfim, atch an interface would be viewed as a pot&. In dus 
emas, what we 888 being p a d  two ahya?eme in an autonornous telerobot is the 
protocol itsdf tailored to s#aw far 8pecral %m&yem cbadnation or the m t d  of 
dynamic chaining of carrfd loop. Hawever, we see even m e  complex infamation 
being passed in such a fa*. 
For exnmpk, in DARPA'8 wt- vchidta pagam it i8 e n v i 6 i d  the1 thetie 
vehides we M e r i z e d  by lhsir dnbty to acoept ht@eud taslr demptmlo .  In a 
like manner, an tntelUgent data mbnegememt subsystem would have to be able to take a 
template d hfwmation gven to it by a h@er level taak bynhatzer.. Corrasquently, it 
would pass templatea of infarmation, ( in Al palance, kndedge base facts and ruies) to 
the 8ubsystems m a& to set up the cowchation of data pocessing fwrctions within the 
tdaobot. 
The Data Management subptem could an evert mere adapbve msde uf 
interaction among subsystems if the overail telerobotic coned design allowed a top levd 
t a d  synthesizer to pass infarmatian templates be* to subsystems, (A low level Data 
Management subsystem W c e  of pass information template to XI Y, and Z would be 
ueed and a d d o  on a reflex h a  to a lsvd taak synthdzer.). The aubgrstems, 
in tun, would synthesize thei infcrmabon needs based on what was requested of them 
and would then pa- h k  infwmafion templates up to the Data Management subsystem. 
The meet ariented, peer-t-, intelhgent interface enwwmed a8 the Data 
Management subsystem boundary dscussed in ttus paper, has a krilhn conceptual 
adaptability to integate the following two autonomous te(ero&tic data pausing 
requrements : to q p m t  what appears to be the top down flow of data, i.e., the cognitive 
andmoredflkretyped~vitimofplannmgdreasmng; and, tosupportthabottom 
up or reactive and mcre real-time activiaea such as m t i m e  mlrd of physrcal 
pocesse8 and promwing d sensuy information. 
For example, some tderabotic operator contrdled operations may reqwe on demand a 
large portHm of the data management aubeyatem's remwc6a to hande real-time 
interrupts and to poceas a k g e  quantrty of data, for example, integatmg mubfmsor 
data). For a given codperfarnance prafite a fixed a tmadqbwr data management 
subsystem desig may be easily overladed by reat-time aperatla. Simdaly, a latic 
desig, may be overwhdmed by large amounts of planning and reaming due to critical 
and abupt change$ in tad olqectives. 
INTELLIGENT AGENTS 
From the point at view of a subgcstem, what are the bare M m u m  ac n m m m y  end 
sufficient conditions to suppa? the peer-topeer intdhgent interface concept? In arder to 
an- this question, we inWoduce the cum@ d the InteHigent Agent that, by ou 
definnion, resides in each mhyatern of an autonomous telarobot. The Intdigent Agent 
has potentidy several rdes within the context 65 of a subeyadem. These rdea may be 
determined by an external kmvkdge ma. In a papa by Szpammb, the Multigaph 
& & W e  (MA) is a fw layw ar&ectue for intdllgent systems that povides 
' k n s w l ~ e v e l "  intarmatidn fa A u t m  Communication Ob(ects (ACO) in its 
Knwkdge 6aw Layer! F a  the pqmm thk paper we focus ou mcept of an 
Intedigmt Agent aa a small compact information broker2 that is respanable for managing 
the interface of its host subsystem with reepect to the rest of the system. It has to W e  
the mect uee by its hod subggtem of the intelligent interface. 
AH InteJhgent Agerrilr in the w e m  adhere to the same intdligent interface in a fair 
manrw. Each IA has the capab&y to acnwlly pma or export an Wect tom its 
wtmystem to another one and have the Intelligent Agent in the receiving &system 
accept it upon demand, i.e. within s 'ress6naMs' time kame. The capabkty fa m IA to 
accept any oblect upon demand rney be impractlcd. What is w e  pacbcd and 
1~rtipands, J., Execlm EdmmM ForHslSgedRed-TmeCodrd Sydsrrrs, JPL Space 
Tdmbobics Wmkshop, &wry 2$22,1987Jh pub(wtim). 
*kranmynouslyarrthared NASA W S  docunent uses the tumhtdgentAgent4s the'yesmd em- 
inrande space worn thaEdtecomrnsnds andsends Wam#tim toa masterconbdaldsdin the 
Space Stdim a r m a b r g e r ~ m .  61im&unerrt3and p b t f m  an desi~edinsuchamya, t o  beable 
to hadmMdigsrrtAgent. 
adctemm the intent of the conceptual d e q  is that mch IA can be unilatdy signaled 
and requred to, at the very minimum, take a 'command ' dqect. 
The icwt capaMy that an Intellgent Agent must have in it8 role as interface manager is 
the aklity to reset(replace) enocha I n t e k p t  Agent. Equivdecldy, my lntdligent Agent 
automabdty accspts any 'mrnmf ob(ect, md that 'corn& olqect may be 
"replace your& with mem. 
INTELLfGENl SYSTEMS MANAGER 
Obvioudy some hi- level management hxlctions is r q k d  in ad- not to have 
Intdgent Agents resattng m e  mother in a hazardow mama. The Intdligent Systems 
Msnaga (ISM) is , by au d e f i ,  the -ed Intdlipnt Agent that has the 
- euthonty to give and revoke all 0 t h  IA's q d m h t y  to r& pews. Futhermore, it has 
autharty to gve and take other r68wce privlleges of IAs. It is now ready pambte to 
~ . a K h a a ~ h d s e h e c n e t o b c l q l d ~ a r e h @ h u e c d d q c c l  
capbbrktl6cr 1. The achral design d ncarpaabng these into a Oeta Management 
aJbggtem still has to bs done. What makes the deslgrds job much easier is that, if 
praQerfy u d ,  cqab tbe  can i n w e  the logcel sdundnese of an executive resavce 
mfrdler such as an M S M  in real time. 
The proper use of object capablitHnr m m e s  that a logcdly sdund theay and 
apeafication of eccesa and m t d  between dw ISM and IAs has been developed. A8 a 
simple example, only legd aequtrrctb of reat capabrkty are ever gunted.. What are the 
ndee used by the ISM and corrdtiarw maintained by it among ai the IAs ao as to enforce 
mectness? The devdopmart of a l o g d y  sound cooperatton mechanism m whch 
only kgd r e  pombh and 1Begd onee created by e x t e d  camrpbon of 
data are contdned, is a map area of remwch in adrsnad dsfibuted p m n g .  In 
dcmentuy and no? a, dementy csws m a r e  hecrelical result8 u e  avdable. What 
yet need8 to be cbne is to invei&gnte $re tohohgy  artd i m p l e M o n  aapecta. An 
auto- t~~ *em hosting Intelligent Agents is an ideal testbed for 
. . 
architechre d e q .  
The intatace manager function is ardy one of several for an IAIISM m a telerobotic 
system. It happens to be a minimum and the cmmstne of the deagr concept. The 
generic role for IAIlSMs is to serve as accretion points. These points are viewed being 
mthm the Data Management sbyatem and aHaw for the i M m  of more and more 
'8martsm a intelligma in the whole deag of an autonomous telerobot. Note, thrs is 
8peafical3y directed to infarmation flow betwem aubg9tems. A tderobdic system mll 
gain 'emarb' tom advances in eemm and reawing t t x h l o g h .  In adbtisn, the 
INISM will diow 9 tderobotics system to get "smart' from integation of subsystems. The 
1A is, its#, a place to insert impoved reaming and leaning technology. However, fa 
an initial implementation, only the interfsce manager portlorr may be done. 
Later on, cw experience ia gnined with thi8 qqrssch, w e  functhdi and robwbmm 
can be added. The result is that a sequence of IAs and I S M  may be buitt, each one 
more advanced that it8 pedecessa and serving more and mae autonomow, 
~~m~san, B.W., Paul,M.,and Sit ert,H.J., M b d e d  SystrmsSccHedve md hplementdion,kr 
A d w x e d  Come, 198 1, Spinger- \ edag, 202,235-245. 
telerobds.. A demonstah god of ths intehgertt interface could be that dfferent 
generatians of IAs may coexia in reattime in a system. Futhermae, insertion of a next 
generation IA could be made in red-time without h a w  to dsaMe the tderobotic system 
f a  any maja length of time. 
The Intelligent Systems Manager deqm conapt is not meant to be an atternative to a 
systent.unde ccmtrd erchrtectwe a mtrd philosophy. SpeclficaUy, we see it povidng 
a conceptual bridge f a  mapping between the data processing resovce space and the 
overall functional space as described in a model such as the NASAlNBS NASREM 
model 1 and the target shyatems in a tslersbotic trystem. This approach of inlroduang 
another concept design model such as the IAlISM is en attempt to kidge the concept 
hierarchy problem d m d  by Wdf, et aP. The problem i8 what a e  the appopiate 
levels in whch to decompoas a problem such as ktildng an intelkgent aupervlsory 
conrd system. The four given are the functional, rescum, know(edge and computer 
architectwe. Each of these may have thei awn model. 
The NASREM modd gives an atl indusive functionaf system model f a  a tderobot. It is a 
six layer hierarchical model from top to bottom and has three harizontd partrbons f a  
a e n q  poceasing, wald model4 and task decompMm. In ov view, one of the 
pupma of thb model ia to be the framework fw developing a system effectiveness 
aiteria to be used to evaluate pop& designs. For a speafic telerobotic system, this is 
accomplished throu* iterations of tradeoff analysls of mission obpctives (requiements) 
and con8traint8. The logcal dstbuh of functiona in the NASREM msdd ia to povide 
a gauge f a  a particular k g r ' s  effectiveness. On the other hand, the dstrbutlon of a 
logd fundiun in an implementation is &pct to andher effectiveness modd that 
incorpwatee const.aints of the reearce h#rction. 
Far example, Hawker, et all of L W  Umerslty, in a on muttiple robotic 
msmgulatm, limited their interpretation of the NBS app& to dal arm confd aa 
requiring a Wad d mf aUers. One mf aller for each erm and a thid to contrd these 
two. With the ISM desiq a~poach to &a management, a desi~l goal would be to 
have the ISM dynamically hand off to two Intelligent Agenrs(a8suming each arm is in a 
dtterent aubggtem and hbsts an IA) 80 that each one coufd drectly communicate in the 
moperation of the two arms without the ISM in the loop. F a  example, ISM send to IA 
ri@t arm a reset Q end then tells IA left erm to accept f om IA @it arm an *ect 
that will cause reset of itself. 
The reason for alf of this is that the dynamic m t d  algarthm is lilrdy to be mdderably 
Merent from single arm corrfd. Therefore, we have to replace both single a m  IAs ( a 
thorn p d o n s  aiticslly rotated to mtirne contd) with a vereion of an IA that effectively 
doe8 the dud arm opemthm. The ISM ha8 to fashion out of a higher ader Intarmation 
template ( cdkng f a  dual arm corrtrd), dl the contextual infurnation about the tad. 
2 ~ d e , W a n  ~ . ,~aney,  StwenD.,Dkbibdedhtaligcnce Fa SupasisoryConbol, JPL Splrce 
Tderobdks Workshop, Januay 20-22,1987,(in p u W o n ) .  
%hku, Scdt J., Nagd,RN.,Roben,FlchardJ andOdry,HchdabG,MMiple RobdkMsnipJetm, We 
Mame, Jsn~ay 1986,203-2 19. 
Note, this most l i d y  will not be dos#e with only dynamic swapping of to an alternate 
pogam due to mfigmtm md linkages overhead. The otqect Q may contain several 
other ob(ects in it that perts#r to, far example, r&time cdlisicm avoidsnce and other 
hrQl level waid model informmian condenaed down to be appopte at thrs level. 
Conmyendy ,  the logcal himchy of function of the NASREM model is preserved but 
the real-time flow of information U go accadng to the aiteria of a dfferent model, a 
W e m  eff6ctivenem data reaava  msdel far autmomoua telerobote. 
An e m  mue interesting p d e m  than that of chd arm m t d  is the change aut of an 
and effectu by a robot. It is hi$ly likely that the data management in the telersbot would 
have to dynamically reconfigure itsdf to accommodate changes. Consick, the 
mare exteme case, where a robot has to take itself to fit through m a p a v e  or 
repsi Wf by swap out.. The mime reqhements on Data Management ahptabhty 
mllindeedbe&dlengng. 
Realizations of the flexible daa pocesging example have not been tied f a  robotics yet 
because of the lack of a suitable ~ C I  achiteclve and techndoqy that suppat the 
rea-time @ect#imted pocess#rg -bed here for tdsr-.. However, this is 
rapidy changing and may ateedy be attainable in some ways. Therefore, with respect 
to Hawketa condusion, we fed that the NASREM modd is indeed relevant to dual arm 
mtrd, but that it should not be used as the final system effectiveness model fa data 
flaw and pacessing in a tderobot 
Anyone devdoplng a large d e  telerobotic system may wish to partrtlocl the data 
management subystem in a onetome fashltm accading to the logcal hierachy in a 
model such as the NASREM as a fkst cut to understanding funct~onal and logcal 
relationships. But, a8 these are understood and deerly identified, another modd that is 
re8ponabie for data management resou- sharld be used to rdine the design and the 
ultimate realization of the Data Management subsystem. 
For the reams pesent above, we recommend that system encjneers wcrking in 
tderobotics carefully look at how the madel8 are used. Some of the debate of the 
appkcakhty of uaing a globel framewak such a8 the NASREM is &el in ou opmion, to 
lrying to ues one madel to solve a problem that actudy nee& f a r  separate ones. 
C u r d y ,  there is a need to ckvdop a resova model for data management in the 
context of autonomous telerobts. This m d  could then be used to gauge the 
effectiveness of proposad deagw far deta management. The IAIISM would be one of 
tham when it ia d k i e n d y  dev-. For nw, ou critda for effectiveness i8 limited to 
nomid data management functianality, adaptahbty, and &pmdabhly. 
SPACE BORNE SYMBOLIC PROCESSOR 
At NASA Ames R-ch Center. the p q w e  of the Space Bane Symbolic Processa 
pqed is to advance tht 8PO(icah of r ewhowy  computer ~ C h i t W e s  that 
combine both numeric and symbolic poceseing for space and aeronautical fli#t. 
Curently in the Al reaarch community, a geat deal of exparmentation and prototyptng 
of architectwee and tedmchgy is underway which is specrficdly aimed at improving the 
puformmce of Al-baaed sy8tema. Far a recent suvey, see the Janwy 1987 iasue of 
Computer. m e  goai of aH this research wnhKl rouQhy the next five yews is to impove 
the perfarmance of symbdic pdcesslng qpl~cations by at least two to three orders of 
magnitude.over what can be done today. One of t f ~  apphcatiorr areas to benefit from 
thia perfcrmanct irnpovement is expert systems and expert system buildng tools. 
Siqtfficant advances m computer techndogy and arcttftecnre are needed to support 
the INISM deslgr concept. ifi space borne autonomous tderabots. This is We 
partrcularly tn large scale dsbrbured envkmments where Wects must persist fcrr lung 
perrods of time, span physically over cisjoint memcries, and have red-time i n t e r a h  
with other subsystems m p c d  of sehsa8, dynamic coned loops, human speratffs, 
and planning databases. 
Two cntid requiements fa suprtmg an Intdgent Agent are the effiaent 
representation of oQects and the high performance m t i m e  suppat of Wect handing. 
We see the dynamic research ectivty in the Al daapline aa being the moat pomieing 
long term w c e  of technology to suppa? Intellgent Agents. Ov two eihl 
requiementa may be stated in the fdlauring manner: What saftwae and hadwere 
dements must exist in a su&3ystem in crder to host an Intelligent Agent? 
In softwwe, the a b r l i  to represent obtect Wact ion  is required. Thia is geatly 
In hardware, there must be an effiaent architectwe to suppwl the movement and run- 
?me Maviar of active cbpct8. Note, tht imphat condtion that thb be wppcrted 
tanspmendy in eccher a loody or ti@tly coupled enuonment of mutbple proem 
Thia is a vast sulqect area and, since the sixties, has often been referred to a8 the 
semantic gap between the edfhvare and harduare. I?-ch is underway wherein new 
hardware units are bewrg ploped and tied out to suppcrt mare &edy the movement 
of variably stNctued oiqecb in a dshbuted envionment 
Another auaal hardmre dement is the abrtrty of one subsystem to fark an 
object into another eubsystem. We see rudmerrtay ptralkh to this in acme 
progammatie Interfaces m tode)rs miasp.ocessu+ased controllers and in large 
%9.;6-ame computer systems. The 18M 370 series mainframe softwere would aasemble 
a channel pogam, send it tiom the 110 channel to the channel cantder, and then 
hand over mlrd to the conlrder by a command sequence that sad: 'execute this 
pragam'. 
The details of realizjng this aucjal capWii of wed forking may be implemented in e 
variety of wap. In te rm of a telerabolic aptem, fu exampk, & we deaq and buiid a 
speclai har-e backphne that runs trout# all the wbeystems, a glue tdgether 
existing hardwae components, a use a local ares netwatr? The most relevant 
appc41 to the pdica uf h g  Ihia is to indude this as a Wems engineering 
recpremt fa suhysterns in an autonomous tderabol. Only in the umtexl of a speafic 
Wdtdud>oticmi-requiemcanauc)rtadadfabeubefullyh. One 
canddate is the technology being pbpaeed fm a Space Bame Symbdjc Roceseor, 
(SSP). 
lntegal to the abl i  to fcrk an sect onto another subsystem is the hardme that dkm 
the resetting of that part of a -em.(internai to the Intellgent Agent) that is mning a 
forlred otqect. As an example, a mainframe would be ab4e to uruiateraiiy reset a 
c a t  dler regerdess of what it is doing. 
The induced nurtime d d g r  requrrement to suppwt IA8 ia nonlrivid. A mphidcated J 
trigger mechanism that u r n  a dynamicaffy piaitizaMe vectcxed intempt scheme is me 
po&&y. WOrk is being prqmed fa desigwng end bwldng off-theshdf hardware 
components to 8uW the hggenng rnecheniem nteded at the hardwe level to 
support the Bladrboard model. Simply put, the model is ah Af paradgm of indviduals 
communicmg by free asdation by writing on a MacUmrd thei knowledge of a 
prsbrem(crr task) end rdedng ).am it as they p k m .  At the rutty gttty bdware level, 
requrements are m d ~  mas contHrained and stid i f  serious reektime applications are 
to be 8uppccted. The fallowing figwe is cme illualration of an architectwe of a Mackbcuwd 
at the subsystem(co-t level. 
Block Dlagram of Btack Board Model 
The hardware tigger mecftanism fa real-time Mack boards may be used in a desig~ to 
s u m  the Intelligent Agents embedded in a telercbot withRl the next five years. 
Hawever, unthout au& devices available it is e auciai fadeaff, cbfmdng on cmain 
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telerobotic constraints, whether to even design the Data Management subsystem as 
hoetug an I n t d k p t  Agent. There is a compromiee case that the Data Management can 
affard one and another subsystem cannot. In this instance, thfs whystem could 
M p l e x  its accew to the Data Management subeyatem though a hared IA hoeted on 
mather subsystem to remain hie to the concept and meet cost cmwaints. 
The w e n t  resetych thrust in arMectves and technology fu Al applications que8tims 
the very basic tenets of computer system deslgr. For example, the boundary between 
what is software and hardware and the usual conventions of layering an architerne are 
bang rwxplued. The following figure is en example of lagcal layers (or tevds) that 
are used to organize and understand various functions in an computer desig~. 
Computer Arduteclue Hierarchy Modei 
Figure 4 
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Operating Srjtem 
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System Kernel 
I PC 
Hardware 
Note that we use this hierarchy only as a m o d  and not as a repemtation aJ the 
des i~ l  d an archiedue . The use of a hiersrchy is a pawahrl and m m d y  used tad 
to &id in the wlderstandng of a desig. F u  a -8 system h g n ,  the layering wdl 
be unique to that desigl. 
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It iethiswisklrty in layer ddbitkmthat mak~ev&iuntmg and Wmtamhgtheimpad 
cd Lmovatiorts in Al archtechre end t- dfficult to gauge. The only recovae,in 
many am$, ie to actudly build pototyp and run expmmntzk. In mtrast, the 
hierachi4 laywing in numsncally aiented ~Mectuee is rdativdy mate W e .  
Inaements in performance and fmbmhy are easier to gauge when addng a function 
in a pmcuia layer or by aQaddng an exisbng one up. 
A ~ ~ c o m h r g o l ~ m o d d b t h a t t h e ~ e a ~ o a ~ e c t u e o l t h e  
execution mvirmment is not cbwia~. The r e e m  far this ie that the execution 
envtonment in mventional dtaigw depmb an functions at 8 e v d  Merent layers. 
Con-, the 8bu-e or miamchitechre d the execution errvionment is not 
optimal either in performancr, or in rqesentation (pogamming) of real-time obpct 
hsnding. 
A maja reascm fac the relatively &w performancb levels d todays symbolic pdcessars 
ia that they me bused on an hemental hicp approach of M g  Al sofhwe on 
conmw, numerical prbcsssmg aimted architechre8 wh~ctr in twn often suffer from 
a wtak W m e  miumMecnre. 
An example of what we call a miaoarchitectve modd of the mtime emuonment is 
given by Sztipanovits of Vanderbilt Univeraty in the following figue. He 4 s  it the 
slrwhre of the execution envionment. 
N O  Shd r"r I 
Forban 
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The focus of his reseerch is to use tfw hk&gqh Arctritectue(MA) to study intelligent 
systems opaat#rg in a resttime, parallel computing envionment.. Since, it is a 
reqkement to hoet this wdc on a vmety of computers he has to indude a number of 
interfaces for taalitabng portaklity and flexbkty. We view the following as pimarily 
interface8 of the M k p p h  Kemd(MK) bcmg there far thew roles: Faban, C and the 
Operating System interface. 
Let u8 canaidcr whet wbuld heppen to the components oi this madel if we were lrymg to 
deergr a Ilean and mean' ma'me environment. One step tsward thts g d  W d  be to 
minimize the interfaces that the (MK) has. It is interesting to note that many applications 
using obpcts and symbolic proceseing are in runtime environments that are as 
corned a8 thk one. This is one example of why edsbng dqect baaed applications 
do not perfwm f a w d y  with their m r d  countcqH8. 
Ou prdiminary desigr of a very compact miamchitecnre far the (MA) is gven betcm. 
1 T ods 1 
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The interfaces are fewer md simpMed. The upper interfax d the kernel auppats all of 
the languages equally. The a9srrrt#19 g(stern(run-time aspects) is plahsd up to whwe 
the kemd is. A einQe oQed aibnted mtime rearm msneger is pat of ttre kunel. 
By deargl, the kemd and hardware interface may be geatly dmp&fkd. The (ACO) atreli 
rnayhavedrectsuppatinthekanel. T h i s i s a n o p b o n d ~ ~ m d d q n m h  
on how impartant it is to 'trardwie' knawledge base facts dredy into the kernel. 
The lest rnqcr architechral issue that remains is how to efficisntty mix and match the 
paaffd execution of pogams using numeric cnd symbalic data. The poblem ia that 
p r ~ a l l a n g u a g s s s u c h a e C e n d F a c t s n a n d f u n c t i o r r d ~ s u d r a r r t i ~  
have ear@ mapr dffecemes in terms of eflkient, hi@ pafamana deta repeaentation 
md P-. 
The SWR(Symbolic Rocesehg Using RISCs) is a muftlpoceswr deslg, that does 
adde88e8thkb. 
a . 6 t O  12 a 
The deslQI consist8 of khtkal pocesear modul-ds eech of which supQat both 
symbolic and numuk opwaficm8. This corn- is achieved on the board by having 
specid pupme prcmmm that pocew fWmg point, and list(8ymbdic) data 
qwtdy. An elabaate mbcwd cachuq sdreme is uabd to move daa to end tom the 
cop-8 and the cjdd m e m q  and to deMy the deta ae to W e r  what type it 
is. Up to 12 pocemxs, a gobd vihral memary of 256Wyte8 , and 110 devices are afl 
connected together by a common bus. The SPURbus is 64 bits wide is based on a 
modfied Texas Inslruments FluBus. 
Research fcx the SSP will u n h b t d y  look hard at the featurn af this desip. The 
t a m  ot wtretfrer to use a bus a network and whether to hid apecral pupee 
p.ocesr#xa in a module that connects to the h a  or network cr to hang them directly off 
the corrnection meda wJI be a interestkg computer engineer#19 l d e .  One d e s l ~ l  
badeoff used in the SPUR that is relevant to the fbght envimment ia ths size of the 
onboard caches. In a fl@t envimmmt, ttre r e q u i m t  to pawa a wide backplane is 
up a m  a mafar power cortalraint. Since the SPUR is d e q d  to used as a low cost 
wakataiort tfie SPURbu8 i8 abw whm camped to dmjlu ckaqm using 
multipf- that are aimed at replacing larga uruprocessors. The sdutibn was to 
put in relatively large caches for both inmctim and data. 
There is one interesting requirement that the desrgers of the SSP should consider that 
does not seem to be possible mth the SPUR. The development of computer chips and 
madules that auppat higher level ~~ above juat taggng data is impatant. 
Hardware auppat far Back board functions may soon become a reality. In the futirre, 
special pupae  hardware far such things as Intelligent Agent8 and caopaating expat 
systems may be desiaMe to support at the computer component and archiiectue levd. 
As a consequence, the scope of the SSP in term8 of Al technology in flight 
has the im-t rde of being a pathfinder in how 8uch devdqments could be 
configured into a flight system. At one end, we have a stand alone Lisp proceasa in 
space running an embedded expert system, and at the other, we have the possibility of 
multiple blackboards whose knswledge source8 are able to share information aaosa 
dsjsint domaina. 
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INTRODUCTION 
Extravehicular activity (EVA) is crucial to the success of both current 
and future space~operations. As space operations have evolved in complex- 
ity so has the demand placed on the EVA crewman. In addition, some NASA 
requirements for human capabilities at remote or hazardous sites have been 
identified. One of the keys to performing useful EVA tasks is the ability 
to manipulate objects accurately, quickly and without early or excessive 
fatigue. The current suit employs a glove which enables the crewman to 
perform grasping tasks, use tools, turn switches, and perform other tasks 
for short periods of time. However, the glove's bulk and resistance to 
motion ultimately causes fatigue. 
Due to this limitation it may not be possible to meet the productivity 
requirements that will be placed on the EVA crewman of the future with the 
current or developmental Extravehicular Mobility Unit (EMU) hardware. In 
addition, this hardware will not meet the requirements for remote or 
hazardous operations. 
In an effort to develop new ways for improving crew productivity, NASA's 
Johnson Space Center awarded a contract to Arthur D. Little, Inc., to 
develop a prototype anthropomorphic robotic hand (ARH) for use with an 
extravehicular space suit (contract #NAS9-17454). The first step in this 
program was to perform a design study which investigated the basic tech- 
nology required for the development of an ARH to enhance crew performance 
and productivity. This paper summarizes the design study phase of the 
contract and some additional development work which has been condusted at 
Arthur D. Little, Inc., after the conclusion of the Phase I effort. 
The study had three major objectives. They were: 
o To characterize the EVA environment and develop the operational 
requirements placed on the gloved hand which could be performed by 
an ARH. 
o To survey the technology relevant to developing an ARH. 
o To develop a concept which satisfies the requirements within both 
overall NASA and ARH program constraints. 
The subsequent development work objectives were:, 
o To build a test bed for analyzing the study recommendations. 
*The majority of this work was conducted under contract nq. NAS9-17454 ' for 
NASA Lyndon B. Johnson Space Center and reported in the ripport entitled 
"Design Study of a Prototype Anthropomorphic Robotic Hand Kor Use with an 
Extravehicular Space Suit." This report was submitted in September 1986. 
The report contains a reference list with 196 titles. 
/a Arthur D. Little, Inc. 
o To utilize the prototype hardware to refine the concepts and Y 
improve our understanding of hand master and slave design. 
JlESCRIPTION OF STUDY ME~ODOJ.OG'X 
The first step in this project was to develop the operational requirements 
placed on the gloved hand in past, current and projected future NA's by 
analyzing the tasks that comprised six representative scenarios (Figure 
1). Following the development of the operational requirements, both 
bare-handed and suited data were compiled to quantify each requirement. 
From these requirements and other relevant data, the design goals and 
constraints were developed. These were divided into two categories: 
improvement to be maximized over the gloved hand (e . g . , dexterity, range 
of motion and comfort) and degradation to be minimized over the gloved 
hand (e.g., safety, mental load, and training). 
After the design goals and operational requirements were developed, the 
technology which might be used to fulfill those requirement and goals was 
surveyed. The design of an ARH shares many of its goals and constraints 
with other manipulator program in robotics, teleoperation, prosthetics and 
orthotics. In addition to surveying previous experience in these areas, a 
study of individual technologies for major system components (e.g., 
transmissions, actuators, sensors) was also performed. This study was 
aimed at uncovering technologies but, which for one reason or another had 
not previously been used in manipulator systems but which, on the basis of 
our goals and requirements, could be applicable to the ARH. - 
Finally a number. of ARH concepts were developed, analyzed and optimized 
for fulfillment of the design goals within the NASA and ARH program 
constraints. From this trade-off analysis an optimized concept was 
produced, and a set of development steps required to yield a device which 
could enhance N A  performance and productivity was formulated. 
S m Y  OF STUDY RESULTS 
-rational Reauirements Develo~ment 
The task analysis showed that for the six chosen N A  scenarios the most 
prevalent operations were: 
o forearm supination/pronation 
o finger motion 
o power grip 
o palmer grip 
o finger pull 
A Arthur D. Little, Inc. 
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o shoulder medial/lateral rotation, and 
o wrist adduction/abduction. 
These operations were seen as essential to successfully performing EVA 
tasks. 
From the technology survey on manipulator programs in robotics, 
teleoperation, and prosthetics and orthotics we learned that: 
o Several dexterous hands which might meet the ARH operational 
requirements had been built but none of them were suitable or 
easily modifiable for this application. 
o Autonomous control of these hands for a range of tasks had not 
been accomplished. 
o No kinematically correspondent master for teleoperated control of 
these hands had been used in performing useful tasks. 
o A large number of important tasks can be accomplished with less 
than anthropomorphic hands. 
From the survey of individual technologies for system components we 
learned that: 
o Actuatom with appropriate frequency response and output forces 
and torques have been demonstrated or can be reasonably expected 
to meet the requirements. 
o A variety of transmission methods exist which could be used for an 
ARH . 
o A wide variety of sensors are available for providing data about 
the ARH and the environment around it. 
o av of sensorv information has been achieved and successfully 
used in a variety of methodologies. 
Thus we concluded that although there was no similar system a'lready in 
existence, the available technology could be used to create a system which 
would meet the goals within the constraints. 
A Arthur D. Little, Inc. 
A variety of options ranging from simple to complex were developed and 
studied (Figure 2). These options ranged from ARH designs which attached 
to the space suit arm in place of the glove to Third Arm configurations 
which attached to the torso or life support system and employed control 
systems and end effectors with various degrees of complexity. From these 
options, seven were chosen for their potential performance and to span the 
range of options. They were developed and designed in sufficient detail 
to permit performance prediction and trade-off analysis. 
Concurrently a trade-off analysis methodology was developed utilizing the 
operational requirements and design goals and constraints, An equation 
was developed for each design goal and constraint, relating data describ- 
ing each design to the bare hand and 3000 series gloved hand. The goals 
and constraints were ranked by NASA personnel and the ADL team, and 
weightings were developed (Table 1). From these weightings, the equa- 
tions, and the design data developed for each of the seven concepts, 
overall scores were obtained (Table 2). The scoring results indicated 
that the following features were primary discriminators between concepts 
relative. to enhancing EVA performance and productivity: 
o wrist degrees of freedom (DOF) and range of motion 
o grasp and wrist lock 
o number of fingers and DOF of each 
o mechanism complexity 
o feedback of ARH status to the operator. 
Using the results of this analysis, a design was formulated that could be 
built during the time allocated to the prototype phase of this contract. 
This device, the optimized displaced fingers (ODF) , was a direct mechani- ' 
cally linked master/slave that would be worn on the end of the suit arm. 
It had three, three jointed fingers, a 2 DOF thumb, a locking wrist, grasp 
lock and a 3 DOF wrist co-located with the operator wrist (Figure 3). 
This design as then evaluated using the trade-offs methodology and re- 
ceived the highest score of all the designs considered. 
STUDY CONCLUSIONS 
Based on the results of this study, we have concluded that the "optimized, 
displaced fingersn (ODF) design is the approach which best meets the 
requirements for an ARH as defined in this project. The device would have 
good dexterity, mobility, and fatigue characteristics and would provide 
improved performance over the present glove for the EVA tasks selected as 
typical for this study. 
/?L Arthur D. Little, Inc. 
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Improvement to be Maximized Over Gloved Hand: 
Weinht ($1 
1. Dexterity 
2. Maximum Force 
3. Maximum Torque 
4. Range of Motion 
5. Ann Dynamics 
6. Feedback 
7. Muscle Fatigue 
8. Comfort 
9. Impact Tolerance 
Degradation to be Minimized Over Gloved Hand: 
10. Safety (during operation) 
11. Training 
12. Mental Load 
13. Failure 
14. Maintenance 
15. Power Required 
16. Cost 
TOTAL 
Ih Arthur D. Little, Inc. 
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An important consideration in the evaluation of design alternatives was an 
assessment of the state of development of dextrous manipulators. Thus, 
the recommended design represents, in a way, a compromise between a device 
which could be developed to provide enhanced performance drawing on 
demonstrated technology and the ultimate advanced, powered, dextrous 
manipulator. The approach does, however, provide a basis for making 
significant advances in the state-of-the-art and is a logical first step 
in the development of the advanced design. Specific advances include: 
o Direct feedback: The design incorporates direct feedback and will 
allow a determination of how the information is used and how much 
feedback is desirable for future systems. 
o Master-slave design: The design of a kinematically correspondent 
directly coupled master for an anthropomorphic end effector has 
not been done. This device requires a master which tracks indi- 
vidual fingers to operate the slave. The master would be linked 
mechanically to the slave in this case, but in advanced designs 
the master could be equipped with kinesthetic transducers and 
force reflection coupled with sensors on the slave to provide 
remote operations. 
o Task performance: The device will permit evaluation of the 
usefulness of an ARH in performing specific tasks and therefore 
will be useful in developing design specifications for more 
advanced systems. J 
For this device to fulfill the objective of enhancing EVA crew produc- 
tivity, it must be acceptable to the crew and must operate safely in the 
EVA environment. The ODF is inherently less acceptable and arguably less 
safe than the third arm options (Figure 2) considered because it seeks to 
replace the human hand function and also modifies the pressure suit. The 
human hand is a very complex and well designed device. Even with the 
mobility, dexterity and fatigue limitations imposed by the current EMU 
gloves it provides a wide range of capabilities essential to EVA including 
adaptability to unforeseen conditions. 
A perfect ARH would be as flexible and adaptable as the human hand and 
would not fatigue. This type of device is not currently within the 
state-of-the-art and could not be developed for space applications in the 
near term (2 - 3 years). The ODF provides the closest approximation to 
that capability compatible with the current state-of-the-art while provid- 
ing a basis for developing future hands which qpproach the capability of 
the human hand. 
Even with this first step, the development of the ultimate hand system 
which would be safe and acceptable would not be possible until the 1990's. 
In the meantime, EVA crewmen will need productivity aids, and therefore, a 
short - term, safe, acceptable solution should also be developed. We 
believe that the best alternative is a version of the simple third arm 
/a Arthur D. Little, Inc. 
(Figure 4). This device could be safely interfaced with a crewman and 
does not require the loss of use of the gloved hand. If powered or 
manually locked it provides a three arm working capability. It would 
provide near term operational experience with robotics in EVA. 
The Third Arm design should have the following characteristics. It should 
be simple to use and capable of performing a limited subset of tasks 
reliably and effectively. It's end effector should provide only grasping 
and limited manipulations. Therefore, in the short term, dexterous opera- 
tions would continua to be performed by the gloved hand. 
If gloves improve significantly, this simplified ARH (Third Arm) may be 
the only capability required. If suits go to higher pressures, gloves do 
not improve sufficiently, or the ODF leads to a highly dexterous ARH with 
capabilities approaching the human hand, an ARH attached to the suit arm 
may become desirable. 
In summary; 
o The ODF is a useful ARH and can provide information crucial to 
future hand developments which could be applicable to an advanced 
ARH or Third arm. 
o A highly dexterous hand/arm system requires significant R&D to 
become an operational space tool. 
o A simple Third arm is an acceptable short term EVA productivity 
aid. 
o The Simple Third arm could evolve to a useful complex device or be 
replaced by an advanced ARH depending on parallel developments in 
other areas. 
M 0THODOLOGY 0 
In the course of studying hand function, robot hand design and developing 
the previously described concepts, we identified a number of important 
design issues requiring further work prior to entering a complete system 
hardware development. They were: 
o Design of a master to interface with a human hand without severely 
restricting its motion. 
4 
o Stiff transmission design to minimize friction and backlash. 
o The utility of the overall link configuration including the 
function of the passive third link. 
/Ih Arthur D. Little, Inc. 
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To study approaches to these issues, we designed and built a two-finger 
master/slave test bed (Figure 5). We chose this particular configuration 
to fully test the finger kinematics, test the thumb position and allow 
simple grasping to be able to assess potential performance. The system 
was designed so that additional fingers could be accommodated to allow us 
to examine the feasibility of a nested shaft design and evaluate the 
lateral placement of the pulleys. The design approach selected was 
similar to that shown in Figure 3. 
PRELIMINARY RESULTS OF DEVELOPMENT W O N  
The hand test bed as originally conceived utilized what we considered to 
be a near anthropomorphic thumb placement. Once the device was built and 
testing began, we realized that one seldom utilizes the thumb in its 
relaxed orientation (Figure 6a). We found for grasping a range of objects 
the effective degrees of freedom provided by the palm and thumb together 
allow a more useful configuration (Figure 6b). As our designs do not have 
these degrees of freedom, we modified the geometry to reflect this more 
useful hand configuration. Further testing will determine whether this 
provides sufficient capability for the desired tasks. 
In building the hand master for the test bed, we found that packaging the 
linkage to be compatible with a range of human hands with the volume 
allocated is a difficult problem. The center of rotation of the links 
should be at the center of rotation of the finger joints. If not, rela- 
tive motion between the master and the human hand will result. For a 
small number of fingers (1-3) for a particular person matching the centers 
of rotation of the joints may be achievable in a system employing rigid 
links, but, with hand size variation and larger numbers of fingers, it 
becomes difficult. One solution which makes use of the human sensory 
motor adaptability is to design to permit a certain amount of relative 
motion. Preliminary findings show that this is a useful methodology, and 
further development will explore the limitations of this approach. 
The passive third link was constructed and has been found, as predicted, 
to be useful in grasping a variety of objects. In the configuration we 
tested, its motion is directly proportionate to the proximal link. This 
configuration may not be optimal for grasping oddly shaped objects, but 
may be excellent for the tasks of interest. Further testing will lead to 
a better understanding of these issues, and perhaps the application of a 
certain degree of compliance to this linkage. 
The initial transmission configuration used .tensioned cables. This 
increased bearing friction and presented some operational problems. Other 
cable materials maximizing stiffness while minimizing the required 
pretensioning and other transmission concepts are currently being evaluat- 
ed to improve this situation. 
/Ih Arthur D. Little, Inc. 


ons of Develo~mental Work 
Although the work described is still in progress, the objectives of the 
work have been achieved. This work has shown the utility of studying 
simple devices, such as our test bed, to provide a solid foundation for 
future complex systems. Before dexterous hands can be designed for remote 
operation much more of this type of experimentation needs to be accom- 
plished. 
A Arthur D. Little, Inc. 
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ABSTRACT 
This paper presents a methodological approach to the 
dynamic allocation of tasks in a man-machine symbiotic 
system in the context of dexterous manipulation and 
teleoperation. This paper addresses symbiosis containing 
two symbiotic partners which work toward controlling a 
single manipulator arm for the execution of a series of 
sequential manipulation tasks. The proposed automated task 
allocator uses knowledge about the constraints/criteria of 
the problem, the available resources, the tasks to be 
performed, and the environment to dynamically allocate tasks 
to the man and the machine. The presentation of the 
methodology includes discussions concerning the 
characteristics of the man-machine symbiotic system, the 
interaction of the knowledge areas, the flow of execution, 
and the dynamic nature of the task allocation. 
INTRODUCTION 
During the last few decades, there has been a growing 
awareness and belief that automation-related technologies 
and intelligent machines will play an increasing role in 
improving the development and operation of complex and 
advanced systems. In this context, research and development 
has taken place on a broad range of technologies aimed at 
achieving automated systems varying from fully remotely- 
controlled systems such as advanced teleoperators and 
servomanipulators to fully autonomous intelligent robots 
involving artificial intelligence, super-computing, machine 
vision, and advanced control. Within this large spectrum of 
technological research, work has recently been initiated on 
what is proposed to be a new class of automated systems 
which appear promising for improving the productivity, 
quality, and safety of operation of advanced systems. This 
new type of automated system is referred to as "Man-Machine 
Symbiosis" and would utilize the concepts of machine 
intelligence and remote-control technology to achieve full 
man-machine cooperative control and intelligence (23. 
The ultimate function of such symbiotic systems would be 
to dynamically optimize the division of work between the man 
and the machine and to facilitate their cooperation through 
shared knowledge, skills, and experiences. The optimization 
of the man-machine partnership in both the electromotive and 
intellectual domain would be realized by coupling a dynamic 
allocation of tasks between the human and the machine with 
an embedded system learning capability to allow the machine, 
an intelligent robotic system, to learn new tasks through 
assimilation of experience and observation of the human [ 3 ] ,  
C 4 3 1  l 5 1 -  
This paper presents a methodological approach to the 
dynamic allocation of tasks for a man-machine symbiotic 
system in a simplified case of dexterous manipulation and 
teleoperation. In this formulation, two symbiotic partners 
are considered: a human teleoperator and an intelligent 
robotic system. Both partners work toward controlling a 
single manipulator arm for the execution of a series of 
sequential manipulation tasks. Section 2 of the paper 
outlines the characteristics of the specific man-robot 
symbiont considered here, while section 3 presents a 
generalized task allocation procedure. For an example 
illustrating the results of the conceptual architecture in 
the context of remote manipulation, refer to [7]. 
The man-machine system addressed in this paper consists 
of two symbiotic partners, a human teleoperator and an 
intelligent robot system with its controller, which 
cooperate to perform a series of sequential manipulation 
tasks involving a single manipulator arm. To facilitate the 
division of work between the man and the robot, several 
automated modules are proposed to be incorporated into the 
system to perform responsibilities such as task subdivision, 
analysis, and allocation. Such a scenario can be depicted 
as shown in figure 1. 
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F i g u r e  1 
A job planner is responsible for decomposing the overall 
job to be performed (such as INSTALL ELECTRICAL EQUIPMENT) 
into its component lower-level subtasks (such as FIND 
WRENCH or GRASP WRENCH), indicating the order in which the 
subtasks must be performed. The resulting task 
decomposition tree (see section 3.1.3), is passed to the 
task allocator, which assigns a subtask either to the human 
or to the intelligent robot controller of the manipulator. 
The human or the intelligent robot controller then sends 
controlling actions to the manipulator arm for execution of 
the subtask. To improve its performance and to increase its 
range of capabilities, the intelligent robot controller of 
the manipulator arm must ultimately use an embedded learning 
system to learn new tasks through assimilation of 
experience, observation of the human, and direct instruction 
C31, C41, C51. 
This paper is concerned only with the task allocator and 
its relationship to the other entities in the man-machine 
symbiotic system. This paper assumes that a complete 
description of the tasks to be performed is provided to the 
task allocator by either the human or an automated system. 
Research is currently being performed on automating the job 
planner. This paper also does not discuss any details 
related to the embedded learning system, which is currently 
being researched and will be discussed in future 
publications. 
To determine the necessary characteristics of the task 
allocator in this symbiotic system, one can first observe 
that both intelligent resources (the human and the 
intelligent controller of the manipulator arm) are using the 
same medium (the manipulator arm) to execute the subtasks. 
The manipulator arm actuator can receive and respond to 
commands from a single source at any instant in time. 
Consequently, the human and the intelligent robot controller 
cannot command the arm simultaneously or independently. 
Therefore, the task allocator must deal with the allocation 
of sequential manipulation tasks, rather than concurrent 
tasks. However, it is likely that while the human or the 
machine is performing a subtask with the manipulator arm, 
other actions are occurring in the background, such as 
monitoring of the task execution, world modeling, planning, 
and learning. This aspect is necessary in order for the 
symbiotic system to function effectively. Nevertheless, as 
a first step, this work will focus on the sequential task 
problem of allocating a series of sequential manipulation 
subtasks to the man and the machine. Research is currently 
underway to extend this methodology to allow the human 
and/or the machine to perform additional subtasks which 
compete for their time while the manipulation subtasks are 
being performed. 
Another essential requirement of the task allocator in 
this man-machine system is its ability to be event-driven, 
responding to changes in the work constraints, physical 
environment, or unexpected events by altering the task 
allocation to adjust to new conditions. This dynamic nature 
of the task allocator allows the man-machine symbiont to 
cope with a changing environment, causing the resource most 
appropriate for performing a subtask to be assigned the 
subtask. In order for a dynamic allocation of subtasks to 
be successful, the human and the intelligent controller of 
the manipulator arm must be able to perform at least some of 
the subtasks interchangeably; otherwise, the allocation can 
be automatically pre-determined simply by assigning each 
subtask to the only resource that is able to perform it. 
Such a static allocation of subtasks is intolerant of 
faults, for if one resource failed in performing its 
subtask, another resource could not take over the operation 
of that subtask. The dynamic allocation of subtasks, 
however, does not usually suffer from this symptom, and can 
result in an effective use of the resources which is more 
tolerant to resource faults [ I ] .  Note that even the dynamic 
method of task allocation will not be completely intolerant 
to resource faults during the execution of subtasks which 
can only be performed by one specific resource. 
In summary, the task allocator in this symbiotic system 
must deal with the dynamic allocation of sequential 
manipulation subtasks to two resources, a human and an 
intelligent robot controller, responding to events during 
the subtask execution which lead to a reallocation of 
subtasks. The remainder of this paper will address a task 
allocation methodology having these characteristics. 
3.1 KNOWLEDGE AREAS 
The purpose of the task allocator in man-machine 
symbiosis is to attempt to dynamically optimize the division 
of work between the man and the machine. Since the exact 
interpretation of "optimal division of work" must be allowed 
to vary according to the requirements of each individual 
problem scenario, the task allocator must know what 
constraints and criteria are placed on the task allocation, 
what the requirements of the subtasks are, and information 
concerning the characteristics of the environment in which 
the problem is to be solved. The task allocator must also 
have information about the capabilities of the human and the 
intelligent robot controller to determine the resource which 
is most appropriate for performing a subtask in a given 
scenario. The knowledge about these areas can be 
categorized into four main knowledge bases which are 
described in the following sections. 
The constraints/criteria are determined by a source 
external to the task allocator and place performance 
measures, limitations, restrictions, and/or regulations on 
the task allocation problem solution. The intent of the 
constraints/criteria is to alter the task allocation 
strategy to adapt to differing problem contexts. The task 
allocator must adhere to these constraints/criteria in 
determining the task allocation. These limitations may 
prevent the use of certain resources for some subtasks, or 
may mandate the use of certain resources for other subtasks. 
Examples of possible constraints/criteria are as follows: 
-- minimize time of job completion 
-- maximize quality of result 
-- minimize human involvement (e.g. in a hazardous 
environment or to prevent boredom or fatigue) 
The task allocator must know how to handle any 
constraint that is placed on the solution. For example, if 
the constraint is to minimize the time of task completion, 
the task allocator must compute the estimated time each 
resource will take to complete a subtask (refer to sections 
3.1.2 and 3.1.3 for further information) and then assign the 
subtask to the resource requiring the lesser time. For each 
application of the task allocator, certain 
constraints/criteria are initially in effect while other 
constraints/criteria are ignored. Although this paper only 
deals with situations having one constraint in effect at a 
time, this methodology has the potential for being extended 
to handle combinations of several constraints/criteria for 
the optimization of the solution. 
In this paper, resources are defined to be intelligent 
entities (such as humans or computers) which are available 
for performing subtasks to solve a problem, or to achieve a 
goal. In this paper, only two resources are considered: a 
human and an intelligent robot controller. Obviously, the 
task allocator must have some information concerning the 
available resources before it can begin the job of task 
allocation. The task allocator must know what capabilities 
each of the resources possess, how well the resources use 
their capabilities in performing subtasks, how timely the 
resources use their capabilities to perform the subtasks, 
and the current status of the resources (i.e., when each 
resource will be available to perform subtasks). The 
capabilities of the resources are defined in this paper to 
be either the abilities the resources have to perform 
certain physical actions, or the knowledge the resources 
have of certain objects. The capabilities can be defined as 
needed for particular applications, and could include 
physical abilities such as MANIPULATION or VISION, or 
knowledge of objects, such as WRENCH or BOLT. 
Each resource can have many capabilities. However, a 
resource will probably not have the same level of 
achievement of each of its capabilities, and it certainly 
will not exercise each capability with identical speeds. 
For example, although a human has capabilities of both 
COMPUTATION and VISION, he probably can examine a photograph 
(using VISION) much easier and better than he can add a few 
numbers in his head (using COMPUTATION). On the other hand, 
a computer may also have capabilities of COMPUTATION and 
VISION, yet it is much more difficult for it to examine a 
photograph than it is for it to add a few numbers. 
The knowledge about the capabilities of the resources is 
initially given to the task allocator as input. The actual 
information stored about the capabilities of the resources 
is directly related to the constraints which might at some 
time be present in the problem scenario. For example, the 
constraint "minimize time of task completion" requires that 
"timeliness of achievement" factors be provided, while the 
constraint "maximize quality of result" requires that "level 
of achievement" factors be provided. Additional constraints 
placed on the problem may require the storage of further 
information on the capabilities of the resources. 
Although the knowledge about the capabilities is 
quantified differently depending upon whether the capability 
refers to a physical ability or to a knowledge about an 
object, one evaluation number is obtained for each factor 
(such as level of achievement and timeliness of achievement) 
of each capability. The evaluation numbers are then used to 
help determine the appropriate task allocation. If the 
capability refers to a physical ability, the evaluation 
number indicates the skill with which the ability is 
performed, perhaps on a scale from 0 to 10, or from 
"unacceptable" to "superior". If the capability refers to a 
knowledge about an object, the evaluation number indicates 
how complete the knowledge of that object is, perhaps on a 
scale from 0 to 10, or from "unknown" to "always known". 
Depending on the constraints of the given problem and the 
subtasks to be performed, the task allocator can select the 
suitable resources to perform the subtasks based on the 
characteristics of the resources. This is done by 
determining what capabilities are required to complete each 
subtask, finding the available resources which possess the 
required capabilities, and applying the constraints/criteria 
of the problem to compute the optimal allocation. 
The task allocator would thus have information as 
follows for the resources: 
capa- level of timeliness of 
~esource achievement achievement availability 
aatn lmn 
tl 1 w units 
tr 2 x units 
tl n y units 
t2 1 w units 
t2 z x units 
t2 n y units 
tm 1 w units 
t m  2 x units 
tmn y units 
For example, information which could be obtained from a 
table such as this is as follows: 
o The human has the capability of VISION, can perform 
VISION on a level of 10 (or "superior") with a 
"timeliness factor" of 2 (or "extremely fast"), and is 
currently available to perform VISION. 
o The human has the capability of MANIPULATION, can 
perform MANIPULATION on a level of 7 (or "fairly good") 
with a timeliness factor of 4 (or "fairly fast"), but is 
not currently available to perform MANIPULATION. The 
human will be available to perform MANIPULATION in 3 
time units. 
o The computer has the capability to RECOGNIZE WRENCH, can 
RECOGNIZE WRENCH on a level of 4 ("sometimes known") 
with a timeliness factor of 7 ("fairly slow") , and is 
currently available to RECOGNIZE WRENCH. 
Some important observations can be made in examining 
this table. First, a resource can have more than one 
capability available at a time, and it can also use more 
than one capability at a time in the execution of a subtask. 
The use of more than one capability at a time should not be 
confused with the execution of more than one subtask at a 
time. The resource will only be performing one subtask at 
once, although it may use several capabilities to accomplish 
that subtask. For instance, a concurrent computer can use 
one processor for the capability VISION and another 
processor for the capability COMPUTATION. Likewise, humans 
can use the capability of VISION while using the capability 
of MANIPULATION to hammer a nail. Thus, the use of one 
capability of a resource does not necessarily mean that the 
other capabilities of that resource are inaccessible. 
The second observation from examination of the table is 
that since only two resources are considered in this paper 
(a human and a machine), the above table in an actual 
application would have only two entries: R1 and R2. 
However, the extension to m resources is possible and would 
allow many resources to be considered in the execution of 
the sequential manipulation subtasks. 
3 . 1 . 3  TASKS 
A job planner must analyze and decompose the job to be 
performed into its component tasks, subtasks, and sub- 
subtasks. The role of the job planner can be fulfilled by 
either the human or an automated job planning system. The 
current paper does not address the operation of the job 
planner and assumes that the task breakdown is available as 
input to the task allocator. An automated job planner for 
the system will be addressed in a companion publication. 
A typical task breakdown tree is shown in figure 2a. 
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The job is the highest-level description of a series of 
related tasks to be performed, such as ASSEMBLE MODULE. The 
job is decomposed into several tasks, such as INSERT ROD, 
which must be successfully completed by the resources in 
order to solve a problem, or to achieve a goal. Each task 
can be performed entirely by the human, entirely by the 
computer, or by the human and computer in cooperation. Each 
task is subdivided as much as needed until the smallest 
assignable units, or subtasks, are reached. These subtasks 
are the smallest units that can be feasibly assigned to a 
single resource. For example, a task UNPLUG CABLE could 
consist of subtasks FIND CABLE, MOVE TO CABLE, GRASP CABLE, 
and PULL CABLE. It would be senseless to assign smaller 
components of these subtasks to more than one resource. The 
concept of a "smallest assignable unit- is very important 
since it represents the smallest subdivision of the elements 
of a task which correlate with the physical mechanics of the 
actual operation of the symbiotic resources. The 
definitions of resources, capabilities, and smallest 
assignable units are, in general, system and task domain 
dependent. 
In order to allocate the subtasks, the task allocator 
must know what capabilities are required to perform the 
subtasks and any merit factors associated with each 
capability. Due to the considerable differences between the 
intelligent robot controller and the human, the capabilities 
required for one of these resources to perform a subtask may 
be very different from those required by the other resource. 
Because of this, the subtasks must be further subdivided for 
each resource down to the elemental sub-subtasks which can 
be characterized by one or more capabilities and merit 
factors which are independent of the environment or the 
context of the problem. An example of the subdivision is 
shown in figure 2b. 
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The list of capabilities required for each subtask is 
obtained by traversing the lowest-level nodes (leaves), or 
elemental sub-subtasks, below the subtask in the task 
breakdown tree, noting all the capabilities required for the 
lowest-level nodes, or elemental sub-subtasks. This 
traversal must be performed for each resource, since the 
resources have different sub-subtask breakdowns, as shown in 
figure 2b. The merit factor associated with each capability 
indicates the importance of that capability in the 
successful performance of the elemental sub-subtask, 
relative to the other required capabilities. The merit 
factors are obtained for the capabilities in a manner 
similar to how the list of required capabilities is obtained 
-- by traversing the leaves of the subtask in the task 
breakdown tree. If any capability is required by more than 
one of the subtask's elemental sub-subtasks, the merit 
factors associated with that capability are combined to 
result in one merit factor for each capability required by 
the subtask. At the beginning of the problem execution, 
these merits have initial values. However, as the subtasks 
are performed, the Job planner (not addressed in this paper) 
can alter the merit factors as necessary after each subtask 
completion to reflect new knowledge about the tasks. The 
task allocator would then derive a new allocation based on 
the adjusted merit factors. 
Thus, the task allocator must have information such as 
that shown in figure 3 concerning the capabilities required 
to perform a task. 
Figure 3 
Figure 3 shows that task T consists of N subtasks Sr 
through SN. For each subtask, the task allocator knows the 
list of capabilities and merit factors required by each 
resource to perform the subtask. For example, to perform 
the subtask S t ,  the resource R1 must possess capabilities 
"capbl-Hz1 " , "capbl-Hz 2 ", and so on, which have merit 
factors of "merit-H2 1 " , "merit-Hz 2 " , and so on. The task 
allocator can then compare the list of capabilities required 
for a resource to perform a subtask (the task information) 
with the actual capabilities possessed by the resource (the 
resource information) to determine whether the resource is 
capable of performing the subtask. After completing these 
comparisons for both resources, the task allocator can 
obtain the optimal subtask allocation by determining which 
resource most suitably meets the constraints/criteria of the 
problem, and then assigning the subtask accordingly, 
Although this paper is addressing the allocation problem 
requiring only one manipulation subtask to be executed at a 
time (a sequential-task problem), the extension to several 
machines and multitasking could be possible with this 
methodology by incorporating into the task allocator the 
ability to handle information such as precedence constraints 
among the subtasks. 
In order to satisfy the constraints and criteria of the 
problem, the task allocator may often need to have access to 
information about the environment. The details to be 
contained in the environmental knowledge base must include 
information on what is in the environment, what the 
environment looks like, and how the environment behaves. In 
addition, the presence of certain environmental conditions 
may activate certain new constraints/criteria which the task 
allocator must address. 
The environmental information will also be accessed by 
the resources to help them function effectively in their 
environment. For example, there may be obstacles to avoid 
or tools available for use in performing a subtask. If the 
robot were told to GET WRENCH, it must know what a wrench 
looks like and possibly have an idea of where to find it. 
Of course, the human could conclude many things about 
the environment by simply observing it. However, the 
computer must operate with an automated representation of 
its environment. The specific representation of the 
environment is highly dependent on the application and would 
thus vary accordingly. Possible representations include 
frames, rules, scripts, and nets. 
3.2 FLOW $F EXISUTI ON 
The current information about the constraints/criteria, 
resources, tasks, and environment will be stored in separate 
computerized knowledge bases, and will be shared among all 
the entities which need the information. These knowledge 
bases will be kept current by the use of sensors which 
monitor the resources, the environment, and the tasks, or 
they could be directly updated by the resources. In order 
for the man-machine symbiotic system to work effectively, it 
is important that the knowledge areas be able to interact. 
Figure 4 depicts the relationship between the knowledge areas. 
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In figure 4 the dotted oval indicates the actual 
environment. The three double-dotted lines connecting the 
resource and the resource knowledge, the environment and the 
environmental knowledge, and the task and the task knowledge 
indicate a close association between the physical entities 
(resource, environment, task) and the knowledge of the 
entities. The information which can be obtained from either 
the physical entities or from the knowledge of the entities 
should be the same. 
Figure 4 shows that the task allocator uses knowledge 
about the resources, environment, tasks, and 
constraints/criteria (links a, b, c, d) to make a task 
allocation recommendation. If necessary, the human task 
allocation approver may change this task allocation (link 
e). Note that although it is possible that the human task 
allocation approver is the same person who performs the 
subtasks, this does not necessarily have to be true. The 
resource is then assigned a subtask according to the 
approved/modified allocation (link f). As the resource 
executes the subtask (link g), the changing subtask status 
in itself modifies the environment (link h). Possibly, the 
resource will notice additional events or changes in the 
environment and will update the environmental knowledge 
directly (link i). As the environment changes, the 
constraints/criteria may need to be changed automatically to 
reflect the new conditions (link j), or manually by a human 
who monitors the problem execution (link k). Again, the 
human monitor need not necessarily be the same human who 
performs the subtasks or who approves the task allocation. 
Additionally, the list of subtasks to be performed might 
need to be altered because of environmental modifications 
(link 1). Using the updated knowledge about the resources, 
the environment, the subtasks, and the constraints/criteria, 
the task allocator can replan the task allocation as 
necessary to repeat the cycle. 
One of the key features of this task allocation 
methodology is its ability to be event-driven, responding to 
changes in the information about the constraints/criteria, 
resources, tasks, or the environment by altering the task 
allocation. Such a dynamic nature of the task allocation is 
essential to allow the man-machine symbiont to cope with a 
changing work context. The dynamic nature of the task 
allocator is directly related to the information in the 
knowledge bases. If the information in the knowledge bases 
never changed, the task allocation would never change. 
However, in a real-world problem, the information in each of 
the knowledge bases will be undergoing continual changes to 
reflect the true state of the problem and the accumulation 
of experience. The following paragraphs explain how each of 
the knowledge bases can change. 
First of all, although the constraints/criteria are 
initially set for a particular application, dynamic changes 
in the work context or environment may cause the 
constraints/criteria to be changed. The knowledge base 
changes can be made directly by some type of sensor, or they 
can be modified manually by a human. For example, the human 
might decide to change the effective constraint from 
"minimize time of task completion" to "minimize human 
involvement" after experiencing fatigue following a long 
series of manipulation tasks. The task allocator would then 
allocate the subtasks by attempting to assign as few 
subtasks as possible to the human. 
Secondly, as the resources execute the subtasks, the 
level of achievement factors and the timeliness-of- 
achievement factors for their capabilities may change, 
reflecting new knowledge about the resources. Such changes 
can take place in two ways: through a learning scheme and 
through monitoring of the resources. The learning scheme 
(discussed in a companion paper) allows the robot to learn 
and improve its capabilities by observing hhe human. For 
example, suppose the subtask to be allocated is FIND WRENCH. 
Initially, the robot will not know what a wrench looks like, 
indicated by a level of achievement factor of zero or 
"unknown" for the capability RECOGNIZE WRENCH. The task 
allocator will therefore assign the subtask to the human, 
who is then observed by the robot as he performs the 
subtask. In observing the human, the robot learns what a 
wrench looks like, and its level of achievement factor is 
upgraded accordingly. The allocation of the next subtask 
requiring the ability to recognize a wrench will take into 
account the new capability factors and will possibly result 
in a new allocation. 
The second method in which the level of achievement 
factors and the timeliness of achievement factors can change 
is through monitoring of the resources. It is very 
important that the knowledge of the resources be consistent 
with the actual resources themselves. To accomplish this, 
some type of monitor must observe and quantify the 
resource's performance to determine if there is a proper 
correlation between the resource and the knowledge about the 
resource. If not, the resource knowledge base must be 
corrected. For example, if the human has a level-of- 
achievement factor of 7 for the capability MANIPULATION, but 
does not perform at that level after several hours of work 
(possibly due to fatigue or boredom), the factor should be 
appropriately updated in the knowledge base for use in 
future subtask allocations. 
The information in the third knowledge base, the task 
information, is subject to change during the execution of 
the subtasks when environmental changes occur which require 
the job planner to update the list of subtasks to be 
performed. The task allocator should recognize these 
changes and be able to replan the task allocation 
appropriately. For example, if the event WRENCH DROPPED 
occurred, the subtask sequence would be reconfigured by the 
job planner to include the subtask PICK UP WRENCH. The task 
allocator should then respond to this event and reallocate 
the subtasks to reflect the change. 
Finally, the fourth knowledge base, the environmental 
information, must be dynamic to allow for changes in the 
environment, such as successful subtask completion, and for 
unexpected events, such as subtask failure, to be detected. 
The changes to the environmental knowledge could come from 
information supplied directly by the resources, or from 
sensors separate from the resources. This dynamic feature 
is important to allow the task allocator to recognize the 
need for re-allocation of subtasks due to changes in the 
environment . 
A methodological approach for dynamically allocating 
tasks to a human and an intelligent machine involved in a 
man-machine symbiotic system has been presented. The 
necessary knowledge areas and flow of execution have been 
outlined, and the proposed architecture has been shown to 
allow dynamic response and task reallocation due to changes 
in the work constraints, physical environment, and 
capabilities of the human and the machine, as well as to 
unanticipated events and human requests or controls. Major 
man-machine task allocation issues such as event-driven 
dynamics, knowledge updating through observation and 
learning, and performance-based work distribution have been 
discussed. Although this methodology was designed in the 
context of a remote-manipulation system involving only two 
symbiotic partners sharing control of a single manipulator 
arm to accomplish a series of sequential tasks, the 
methodology has been shown to have the potential for being 
extended to systems including more than two partners, 
multitasking operations, or multi-constraint situations. 
The architecture has been designed to be fully compatible 
with learning schemes and job-planning methodologies and 
future work will include the addition of automated 
monitoring, automated learning, and Job planning modules to 
the current system. 
REFERENCES 
Chu, Y., W.B. Rouse, "Adaptive Allocation of 
Decisionmaking Responsibility Between Human and 
Computer in Multitask Situations", IEEE Trans. Syst., 
Man, Cybern., Vol. SMC-9, No. 12, pp. 769-778, 1979. 
Hamel, W.R., Jorgensen, C.C., Weisbin, C.R., "Man-Robot 
Symbiosis: Schemes for the Evolution of Autonomous 
Systems", ORNL/TM-10396 (in process). 
Jorgensen, C.C., "Neural Network Recognition of Robot 
Sensor Graphs using Hypercube Computers", Second 
Conference on Hypercube Hultiprocessors, Sept. 29- 
Oct. 1, 1986, Knoxville, TN. 
Jorgensen, C.C., "Neural Network Representation of 
Sensor Graphs for Autonomous Robot Navigation", to be 
presented IEEE International Conference on Neural 
Networks, June 21 - 24, 1987, San Diego, CA. 
Jorgensen, C.C., C. Matheus, "Catching Knowledge in 
Neural Nets", A1 Expert, Val. 1, December 1986. 
Licklider, J.C.R., "Man-Computer Symbiosis", IRE Trans. 
on Human Factors in Electronics, Vol. HFE-1, pp. 4-11, 
1960. 
Parker, L.E., F.G. Pin, "Dynamic Task Allocation for a 
Man-Machine Symbiosis System", ORNL/TM-10397 (in 
press). 
Revesman, M.E., J.S. Greenstein, "Application of a 
Mathematical Model of Human Decisionmaking for Human- 
Computer Communication", IEEE Trans. Syst., Man, 
Cybern, Vol. SMC-16, No. 1, pp. 142-147, 1986. 
Rieger, C.A., J.S. Greenstein, "The Allocation of Tasks 
Between the Human and Computer in Automated Systems", 
Proceedings of IEEE 1982 International Conference on 
Cybernetics and Society, pp. 204-208. 
Rouse, W.B., "Human-Computer Interaction in the Control 
of Dynamic Systems", Computing Surveys, Vol. 13, No. 1, 
pp. 71-99, 1979. 
Rouse, W.B., "Human-Computer Interaction in Multitask 
Situations", IEEE Trans. Syst., Man, Cybern., Vol. SMC- 
7, No. 5, pp. 384-392, 1977. 
NASREM -- STANDARD REFERENCE MODEL FOR TELEROBOT CONTROL 
J. S. Albus, R. Lumia, and H. McCain 
Robot Systems Division / 43 9 
Metrology Building Room B-124 I .- 
, * 
6 42 -> 3 
National Bureau of Standards , * 2 .  i 
f\' / Gaithersburg, MD. 20899 
ABSTRACT 
A hierarchical architecture is described which supports 
space station telerobots in a variety of modes. The system 
is divided into three hierarchies: task decomposition, 
world model, and sensory processing. Goals at each level 
of the task decomposition hierarchy are divided both 
spatially and temporally into simpler commands for the next 
lower level. This decomposition is repeated until, at the 
lowest level, the drive signals to the robot actuators are 
generated. To accomplish its goals, task decomposition 
modules must often use information stored in the world 
model. The purpose of the sensory system is to update the 
world model as rapidly as possible to keep the model in 
registration with the physical world. This paper describes 
the architecture of the entire control system hierarchy and 
how it can be applied to space telerobot applications. 
1. INTRODUCTION 
One of the'major directions on which the robot research 
community has concentrated its efforts is concerned with 
planning and controlling motion. Given a specific task, a 
motion plan must be calculated which meets the task 
requirements. Then, the plan must be executed; there must 
be sufficient control for the robot to adequately effect 
the desired motion. 
Trajectories are often planned as straight lines in 
Cartesian space [I]. Whitney [2,3] developed the resolved 
motion rate control method for Cartesian straight line 
motions. Paul [ 4 , 5 , 6 ]  used homogeneous coordinate 
transformations to describe a trajectory as a function of 
time, and Taylor [ 7 ]  used coordinated joint control over 
small segments to keep the trajectory within a specified 
deviation of the desired straight line trajectory. 
While the research described above employs a 
"kinematic" approach to robot control, another direction of 
research takes the manipulator "dynamics" into account in 
the description of robot motion. The dynamic equations of 
motion are described either by the Lagrangian formulation 
[8] or by the Newton-Euler equations [9]. Algorithms and 
computer architectures have been suggested which promise 
real-time dynamic robot control [10,11]. 
Another aspect of motion control is concerned with the 
variables being controlled. The research described to this 
point was concerned primarily with position control. The 
robot moved from an initial position to a goal position. 
While this is perhaps the most common mode, there are many 
applications for robots which suggest that other variables 
should be controlled. For example, force control would be 
desired for assembly operations. Raibert and Craig [12] 
suggest a method for hybrid position/force control of 
manipulators. 
These examples point to the more general problem of 
sensory processing. For a great deal of robot motion 
research, sensory processing has been limited to joint 
positions, velocities, and accelerations. However, other 
sensors are often required to accomplish tasks. The 
control community has concentrated on the control aspects 
of the robot and as a result, little emphasis has been 
placed on sophisticated sensory processing. 
Machine vision, an offshoot of image processing 
research, has recently been associated with advanced robot 
applications. One of the most interesting directions in 
this research area is concerned with sensor controlled 
robots. Operating with the constraints imposed by real- 
time robot control, early methods used structured light and 
binary images [13,14,15,16]. These approaches, though 
developed at different institutions, shared many concepts. 
One of the important subsequent research efforts went 
toward the development of model-based image processing. 
Bolles and Cain [17] used models of objects to guide the 
algorithms in a hypothesis/verification scheme known as the 
local feature focus method. The concept has recently been 
extended from two dimensional (i.e. nearly flat) objects to 
three dimensional objects 1181. Although the approaches 
described here have led to a better understanding of real- 
time vision processing, the systems lacked a sophisticated 
interconnection with the robot control system. 
The Automated Manufacturing Research Facility (AMRF), 
developed at the National Bureau of Standards, is a 
hierarchically organized small-batch metal machining shop 
1191. It separates sensory processing and robot control by 
a sophisticated world model. The world model has three 
complementary data representations. Lumia 1201 describes 
the CAD-like section of the model. Shneier, Kent, and 
Mansbach [21] describe the octree and table representations 
supported by the model. The model generates hypotheses for 
the features which are either verified or refuted by 
empirical evidence. The sensory system's task is to update 
the appropriate parts of the world model with new or 
revised data as rapidly as possible. The control system 
accesses the world model as desired to obtain the current 
best guess concerning any aspect of the world. Shneier, 
Lumia, and Kent [22] describe the sensory system and its 
operation in greater detail. The AMRF was the first 
deliberate attempt to tie together sensory processing, 
world modeling, and robot control in a generic fashion. 
The system developed for the AMRF is applicable to more 
than manufacturing. This paper describes its use in space 
telerobotics. 
2. A FUNCTIONAL SYSTEM ARCHITECTURE 
The fundamental paradigm is shown in Figure 1. The 
control system architecture is a three legged hierarchy of 
computing modules, serviced by a communications system and 
a common memory. The task decomposition modules perform 
real-time planning and task monitoring functions, and 
decompose task goals both spatially and temporally. The 
sensory processing modules filter, correlate, detect, and 
integrate sensory information over both space and time in 
order to recognize and measure patterns, features, objects, 
events, and relationships in the external world. The world 
modeling modules answer queries, make predictions, and 
compute evaluation functions on the state space defined by 
the information stored in common memory. Common memory is 
a global database which contains the system's best estimate 
of the state of the external world. The world modeling 
modules keep the common memory database current and 
consistent. 
2.1. Task Decomposition - H modules 
(Plan, Execute) 
The first leg of the hierarchy consists of task 
decomposition H modules which plan and execute the 
decomposition of high level goals into low level actions. 
Task decomposition involves both a temporal decomposition 
(into sequential actions along the time line) and a spatial 
decomposition (into concurrent actions by different 
subsystems). Each H module at each level consists of a job 
assignment manager JA, a set of planners PL(i), and a set 
of executors EX(i). These decompose the input task into 
both spatially and temporally distinct subtasks as shown in 
Figure 2. This will be described in greater detail in 
section 4. 
2.2. World Modeling - M modules 
( Remember, Estimate, Predict, Evaluate ) 
The second leg of the hierarchy consists of world 
modeling M modules which model (i.e. remember, estimate, 
predict) and evaluate the state of the world. The "world 
model" is the system's best estimate and evaluation of the 
history, current state, and possible future states of the 
world, including the states of the system being controlled. 
The "world model" includes both the M modules and a 
knowledge base stored in a common memory database where 
state variables, maps, lists of objects and events, and 
attributes of objects and events are maintained. By this 
definition, the world model corresponds to what is widely 
known throughout the artificial intelligence community as a 
"blackboard" [23]. The world model performs the 
following functions: 
1. Maintain the common memory knowledge base by 
accepting information from the sensory system. 
2. Provide predictions of expected sensory input to 
the corresponding G modules, based on the state 
of the task and estimates of the external world. 
3. Answer "What is?" questions asked by the executors 
in the corresponding level H modules. The task 
executor can request the values of any system 
variable. 
4. Answer "What if?" questions asked by the planners 
in the corresponding level H modules. The M modules 
predict the results of hypothesized actions. 
2.3. Sensory Processing - G modules 
(Filter, Integrate, Detect, Measure) 
The third leg of the hierarchy consists of sensory 
processing G modules. These recognize patterns, detect 
events, and filter and integrate sensory information over 
space and time. The G modules at each level compare world 
model predictions with sensory observations and compute 
correlation and difference functions. These are integrated 
over time and space so as to fuse sensory information from 
multiple sources over extended time intervals. Newly 
detected or recognized events, objects, and relationships 
are entered by the M modules into the world model common 
memory database, and objects or relationships perceived to 
no longer exist are removed. The G modules also contain 
functions which can compute confidence factors and 
probabilities of recognized events, and statistical 
estimates of stochastic state variable values. 
2.4. Operator Interfaces 
(Control, Observe, Define Goals, Indicate Objects) 
The control architecture defined here has an operator 
interface at each level in the hierarchy. The operator 
interface provides a means by which human operators, either 
in the space station or on the ground, can observe and 
supervise the telerobot. Each level of the task 
decomposition hierarchy provides an interface where the 
human operator can assume control. The task commands into 
any level can be derived either from the higher level H 
module, or from the operator interface. Using a variety of 
input devices such as a joystick, mouse, trackball, light 
pen, keyboard, voice input, etc., a human operator can 
enter the control hierarchy at any level, at any time of 
his choosing, to monitor a process, to insert information, 
to interrupt automatic operation and take control of the 
task being performed, or to apply human intelligence to 
sensory processing or world modeling functions. 
The sharing of command input between human and 
autonomous control need not be all or none. It is possible 
in many cases for the human and the automatic controllers 
to simultaneously share control of a telerobot system. For 
example a human might control the orientation of a camera 
while the robot automatically translates the same camera 
through space. 
2.4.1 Operator Control interface levels 
The operator can enter the hierarchy at any level. The 
operator control interface interprets teleoperation in the 
fullest sense: a teleoperator is any device which is 
controlled by a human from a remote location. While the 
master-slave paradigm is certainly a type of teleoperation, 
it does not constitute the only form of man-machine 
interaction. At different levels of the hierarchy, the 
interface device for the human may change but the 
fundamental concept of teleoperation is still preserved. 
Table 1 illustrates the interaction an operator may have at 
each level. 
The operator control interface thus provides mechanisms 
for entering new instructions or programs into the various 
control modules. This can be used on-line for real-time 
supervisory control, or in a background mode for altering 
autonomous telerobot plans before autonomous execution 
reaches that part of the plan. 
2.4.2 Operator monitoring interfaces 
The operator interfaces allow the human the option of 
simply monitoring any level. Windows into the common 
memory knowledge base permit viewing of maps of service bay 
layout, geometric descriptions and mechanical and 
electrical configurations of satellites, lists of 
recognized objects and events, object parameters, and state 
variables such as positions, velocities, forces, confidence 
levels, tolerances, traces of past history, plans for 
future actions, and current priorities and utility function 
values. These may be displayed in graphical form, for 
example using dials or bar graphs for scalar variables, 
shaded graphics for object geometry, and a variety of map 
displays for spatial occupancy. 
2.4.3 Sensory processing/world modeling interfaces 
The operator interface may also permit interaction with 
the sensory processing and/or world modeling modules. For 
example, an operator using a video monitor with a graphics 
overlay and a light pen or joystick might provide human 
interpretative assistance to the vision/world modeling 
system. The operator might interactively assist the model 
matching algorithms by indicating with a light pen which 
features in the image (e.g. edges, corners) correspond to 
those in a stored model. Alternatively, an operator could 
use a joystick to line up a wireframe model with a TV 
image, either in 2-D or 3-D. The operator might either 
move the wireframe model so as to line up with the image, 
or move the camera position so as to line up the image with 
the model. Once the alignment was nearly correct, the 
operator could allow automatic matching algorithms to 
complete the match, and track future movements of the 
image. 
2.5. Common Memory 
2.5.1. Communications 
One of the primary functions of common memory is to 
facilitate communications between modules. Communications 
within the control hierarchy is supported by a common 
memory in which state variables are globally defined. 
Each module in the sensory processing, world modeling, 
and task decomposition hierarchies reads inputs from, and 
writes outputs to, the common memory. Thus each module 
needs only to know where in common memory its input 
variables are stored, and where in common memory it should 
write its output variables. The data structures in the 
common memory then define the interfaces between the G, M, 
and H modules. 
The operator interfaces also interact with the system 
through common memory. The operator displays simply read 
the variables they need from the locations in common 
memory. If the operator wishes to take control of the 
system, he simply writes command variables to the 
appropriate locations in common memory. The control 
modules that read from those locations need not know 
whether their input commands derived from a human operator, 
or from the next higher level in the autonomous control 
hierarchy. 
2.5.2 State Variables 
The state variables in common memory are the system's 
best estimate of the state of the world, including both the 
external environment and the internal state of the H, M, 
and G modules. Data in common memory are available to all 
modules at all levels of the control system. 
The knowledge base in the common memory consists of 
three elements: maps which describe the spatial occupancy 
of the world, object-attribute linked lists, and state 
variables. 
3. LEVELS IN THE CONTROL HIERARCHY 
The control system architecture described here for the 
Flight Telerobot System is a six level hierarchy as shown 
in Figure 3. At each level in this hierarchy a fundamental 
transformation is performed on the task. 
Level 1 transforms coordinates from a convenient 
coordinate frame into joint coordinates. This 
level also servos joint positions, velocities, 
and forces. 
Level 2 computes inertial dynamics, and generates 
smooth trajectories in a convenient coordinate 
frame . 
Level 3 decomposes elementary move commands (E-moves) 
into strings of intermediate poses. E-moves 
are typically defined in terms of motion of the 
subsystem being controlled (i.e., transporter, 
manipulator, camera platform, etc. ) through a 
space defined by a convenient coordinate 
system. E-move commands may consist of 
symbolic names of elementary movements, or may 
be expressed as keyframe descriptions of 
desired relationships to be achieved between 
system state variables. E-moves are decomposed 
into strings of intermediate poses which define 
motion pathways that have been checked for 
clearance with potential obstacles, and which 
avoid kinematic singularities. 
Level 4 decomposes object task commands specified in 
terms of actions performed on objects into 
sequences of E-moves defined in terms of 
manipulator motions. Object tasks typically 
define actions to be performed by a single 
multiarmed telerobot system on one object at a 
time. Tasks defined in terms of actions on 
objects are decomposed into sequences of E- 
moves defined in terms of manipulator or 
vehicle subsystem motions. This decomposition 
checks to assure that there exist motion 
freeways clear of obstacles between keyframe 
poses, and schedules coordinated activity of 
telerobot subsystems, such as the transporter, 
dual arm manipulators, multifingered grippers, 
and camera arms. 
Level 5 decomposes actions to be performed on batches 
of parts into tasks performed on individual 
objects. It schedules the actions of one or 
more telerobot systems to coordinate with other 
machines and systems operating in the immediate 
vicinity. For example, Level 5 decomposes 
service bay action schedules into sequences of 
object task commands to various telerobot 
servicers, astronauts, and automatic berthing 
mechanisms. Service bay actions are typically 
specified in terms of servicing operations to 
be performed by all the systems (mechanical and 
human) in a service bay on a whole satellite. 
This decomposition typically assigns servicing 
tasks to various telerobot systems, and 
schedules servicing tasks so as to maximize the 
effectiveness of the service bay resources. 
Level 6 decomposes the satellite servicing mission plan 
into service bay action commands. Mission 
plans are typically specified in terms of 
satellite servicing priorities, requirements, 
constraints, and mission time line. The level 6 
decomposition typically assigns satellites to 
service bays, sets priorities for service bay 
activities, generates requirements for spare 
parts and tool kits, and schedules the 
activities of the service bays so as to 
maximize the effectiveness of the satellite 
servicing mission. To a large extent the level 
6 mission plans will be generated off line on 
the ground, either by human mission planners, 
or by automatic or semiautomatic mission 
planning methods. 
4.  DETAILED STRUCTURE OF THE H MODULES 
The H module at each level consists of three parts as 
shown in Figure 4: a job assignment manager JA, one or 
more planners PL(s), and one or more executors EX(s). 
The job assignment manager JA is responsible for 
partitioning the task command TC into s spatially or 
logically distinct jobs to be performed by s physically 
distinct planner/executor mechanisms. At the upper levels 
the job assignment module may also assign physical 
resources against task elements. The output of the job 
assignment manager is a set of job commands JC(s), s=l, 2, 
. . . , N where N is the number of spatially, or logically, 
distinct jobs. 
For each of these job commands JC(s), there exists a 
planner PL(s) and a executor EX(s). Each planner PL(s) is 
responsible for decomposing its job command JC(s) into a 
temporal sequence of planned subtasks PST(s,tt). Planning 
typically requires evaluation of alternative hypothetical 
sequences of planned subtasks. The planner hypothesizes 
some action or. series of actions, the world model predicts 
the results of the action(s) and computes some evaluation 
function EF(s, tt) on the predicted resulting state of the 
world. The hypothetical sequence of actions producing the 
best evaluation function EF(s,tt)max is then selected as 
the plan PST(s,tt) to be executed by the executor EX(s). 
where tt is the time sequence index for steps in the plan. 
tt may also be defined as a running temporal index in 
planning space, tt = 1, 2, . . ., th where th is the value 
of the tt index at the planning horizon. The planning 
horizon is defined as the period into the future over which 
a plan is prepared. Each level of the hierarchy has a 
planning horizon of one or two expected input task time 
durations. 
Each executor EX(s) is responsible for successfully 
executing the plan PST(s,tt) prepared by its respective 
planner PL(s). If all the subtasks in the plan PST(s, tt) 
are successfully executed, then the goal of the original 
task will be achieved. The executor operates by selecting 
a subtask from the current queue of planned subtasks and 
outputting a subcommand STX(s,t) to the appropriate 
subordinate H module at time t. The EX(s) module monitors 
its feedback FB(s,t) input in order to servo its output 
STX(s,t) to the desired subtask activity. 
where n = the number of state clock periods required to 
compute the function EX(s). n typically equals 1. The 
feedback FB(s,t) also carries timing and subgoal event 
information for coordination of output between executors at 
the same level. When the executor detects a subgoal event, 
it selects the next planned subtask from the queue. 
Executor output STX(s,t) also contains requests for 
information from the world model M module, and status 
reports to the next higher (i+l) level in the H module 
hierarchy. The feedback FB(s,t) contains status reports 
from the H module at the i-1 th level indicating progress 
on its current task. 
5 .  CONCLUSION 
This paper has described a hierarchically organized 
control system and has shown how this generic system can be 
applied to telerobotic applications in space by considering 
the requirements of a flight telerobotic servicer for the 
space station. 
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TABLE 1 -- OPERATOR INTERACTION AT EACH LEVEL 
LEVEL TYPE OF INTERACTION 
At the servo replica master, individual joint 
position, rate, or force controllers. 
above level 1 joy stick to perform resolved motion 
force/rate control 
above level 2 indicate safe motion pathways. Robot 
computes dynamically efficient 
movements 
above level 3 graphically or symbolically define 
key poses. menus to choose elemental 
moves. 
above level 4 
above level 5 
above level 6 
specify tasks to be performed on 
objects. 
reassign'telerobots to different 
service bays. insert, modify, and 
monitor plans describing servicing 
task sequences. 
reconfigure servicing mission 
priorities. 
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Abstract 
Several factors, such as body size and shape, and the number of arms c and their placement, will influence how well the Flight Telerobotic I I 
Servicer (FTS) is suited to its potential duties for the Space Station 
Program. In order to examine the implications of these configuration 
options, eight specific 2, 3, and 4 armed FTS configurations were 
simulated and used to perform a Space Station Orbital Replacement Unit 
(ORU) exchange. The strengths and weaknesses of each configuration 
were evaluated. Although most of the configurations examined were able 
to perform the exchange, several of the 3 and 4 arm configurations had 
operational advantages. The results obtained from these simulations are 
specific to the assumptions associated with the ORU exchange scenario 
examined. However, they do illustrate the general interrelationships and 
sensitivities which need to be understood. 
I ntmuGtlQD 
The Flight Telerobotic Servicer (FTS) is intended to provide a 
supplemental EVA capability on the Space Station without the extra risks 
associated with actual manned EVA. It can be remotely controlled from 
within the Station's pressurized volume as an IVA activity. A number of 
tasks are under consideration as candidates for regular FTS assignments. 
The exchange of Orbital Replacement Units (0RU)s is one such work 
assigment. ORUs are standardized modules which contain replaceable 
Station and instrument subsystem elements. These ORUs will be located 
throughout the Space Station's trusswork on Station Interface Adapter 
(SIA) pallets. Transportation of the FTS around the Space Station will be 
provided by the Canadian Mobile Servicing Centre (MSC), which will carry 
the FTS at the end of one of its remote manipulator arms. The MSC arm 
also provides coarse positioning for the FTS over its local work area. 
PW.wt ions 
Before starting the FTS arm configuration kinematic study it was 
necessary to make a number of initial assumptions. In all exchanges, one 
arm is dedicated to providing stabilization by grasping the stability 
fixtures, located on the MSC and SIA, and the remaining arms move and 
operate the ORU. The exchange of a Work Package 4 electrical power 
syst~was baselined for all FTS configurations examined. These 
ORLssumed to be 23"x25"~12". Two versions of these ORUs were 
modr the two and three armed FTS configurations, the standard 
attaevice was assumed to incorporate a combined handle and 
attacechanism. This system, based on RCA designs, requires only 
one ,with an appropriate end effector to both hold and operate the 
conrsconnection mechanism. For the four arm FTS 
confij an alternate version of the ORU was employed. Its 
attacechanism consisted of two bolts which required one arm 
equip a special end effector to operate while a second arm 
e q u i ~  another end effector was used to hold the ORU handle. 
Simusing this ORU required a minimum of three arms to 
comp ORUs were assumed to be mounted in a three by three array 
with Earances between adjacent ORUs. The ORU to be replaced in 
all theons was the central ORU in the array. This represented 
the mult exchange in terms of reach and clearance. The SIA was 
locate of a standard, 16.4 foot (5 meters) on a side, truss cube. A 
gener~ith one six degree of freedom, 35.3 foot long manipulator 
arm bmed. An illustration of this common trade study 
envircx shown in Figure 1. 
Tational reach of each FTS configuration is a function of the 
manipngth, number of manipulators involved, and the size, shape 
and lahe body used. Rather than model several different 
manip~ms, only one design was used and all arms were identical. 
This pluseful redundancy and flexibility during simulations. 
Speciad effectors were assumed to be available, but their actual 
designlot modeled in the simulations. A generic stub, 14 inches 
long, n after the wrist joint represented this class of device. The 
separqance between the shoulders of the FTS was an important 
study Fer. Given identical arms, a greater shoulder separation 
distancl allow the FTS a greater reach. 
-emenk 
Tbrs influence the size and shape of the FTS in a direct way 
The recnt that the FTS must be IVA servicable implies that the 
entire F;t have overall dimensions which are compatible with the 
Space hatches and passageways. The other factor is the 
Figure 1. Common Trade Study Work Environment 
requirement that the FTS is not responsible for its own transport. 
Because the MSC transport system positions the FTS in its proper work 
space, the FTS need not be capable of simultaneously reaching the five 
meter distance from one truss node to the next. (Physical contact with 
the truss members under normal conditions is not allowed). Elimination 
of the need for a five meter reach promotes compatibility with the hatch 
size requirement. All of the FTS configurations examined will fit through 
a Space Station hatch as it is currently known. 
Arm Confiquration Descr i~t ion~ 
Every FTS configuration examined used identical six degree of 
freedom manipulator arms as a common component. When necessary a 
seventh degree of freedom could be added. Although the arms were less 
agile than a human arm, they were of anthropomorphic design. The 
shoulder provided pitch and yaw, the elbow provided pitch, and the wrist 
provided pitch, roll, and yaw. The shoulder and elbow position the wrist, 
and the wrist orients the end effector relative to the work area. The arm 
is made up of a 22 inch upper arm and a 22 inch forearm. 
The bodies of the simulated FTS configurations fell into three basic 
categories based on the number of arms used. Two, three, and four arm 
FTS configurations were modeled. Within each of these three categories 
the major variable was the separation distance between adjacent 
shoulders. The following eight configurations were modeled: 
A two arm bar shaped robot with a 48 inch shoulder separation 
A three arm equilateral triangle shaped robot with 24 inch 
shoulders 
A three arm equilateral triangle shaped robot with 48 inch 
shoulders 
A four arm square shaped robot with 24 inch shoulders 
A four arm square shaped robot with 36 inch shoulders 
A four arm square shaped robot with 48 inch shoulders 
A four arm rectangular shaped robot with both 24 and 48 inch 
shoulders 
A four arm kite shaped robot with both 24 and 48 inch 
shoulders 
These configurations are illustrated in Figures 2 and 3. 
48 lnch Two Arm FTS 
24 lnch Three Arm FTS 48 lnch Three Arm FTS 
Figure 2. Two and Three Arm FTS Simulation Configurations 
24 Inch Four Arm FTS 36 Inch Four Arm FTS 
48 lnch Four Arm FTS 
Kite Four Arm 
24/48 lnch Four Arm FTS 
Figure 3. Four Arm FTS Simulation Configurations 
fi r ' n l  r T *U Exchanae Sirnu- 
A two arm FTS with a shoulder separation of 48 inches was used in 
this simulation. The ORU exchange simulation started with the FTS being 
moved inside the truss structure by the MSC arm. In order to pass through 
the trusswork the FTS orients its arms to minimize its chance of 
collision. Once inside the trusswork the MSC arm positions the FTS in 
front of the SIA containing the ORUs. The FTS then grasps a support point 
on the SIA with one of its arms to stabilize itself relative to the work 
site. The other arm is used to remove the ORU identified for replacement. 
Once the ORU has been removed and is clear of the SIA, the FTS releases 
the support point on the SIA and assumes a posture which minimizes its 
chance of collision. The MSC arm then transports the FTS and ORU back to 
the base of the MSC. Once positioned properly, the FTS grasps a support 
point on the MSC base with its free arm, attaches the ORU to the MSC, and 
picks up the new replacement ORU. The MSC then transports the FTS and 
replacement ORU back inside the truss structure. The FTS grasps a 
support point on the SIA, and places the new ORU in the spot previously 
occupied by the removed ORU. The FTS is then transported back to the 
MSC base. 
The grasping of the support points on both the SIA and MSC by the 
FTS is a crucial step in the ORU exchange. In a real exchange, the support 
point permits the FTS to identify its relative position. The FTS 
calculates its position in space precisely, since the arm joint angles, 
location of the work site, and the support point position are known. 
Automated routines can then be inititated. The support point also allows 
the FTS to carry the loads associated with connecting and disconnecting 
the ORU against itself rather than the MSC arm. In the simulation, the 
locations of the support points were examined to verify their usefulness. 
Figure 4 shows the two arm FTS removing an ORU. The MSC and other 
details have been removed for clarity. 
The results of this simulation demonstrate that it is possible to 
exchange an ORU with a two arm FTS. However, two arms are the absolute 
minimum number necessary to complete the exchange. The dimensions of 
this particular FTS configuration were compatible with those of the work 
site. It would be advantageous to have a third arm on the f 7 S  to carry the 
replacement ORU along when the MSC arm positions the FTS within the 
truss structure. This would eliminate the need for an extra trip through 
Figure 4. Orthogonal Views of a Two Arm FTS Removing an ORU 
the trusswork. The simulation also demonstrated the need for close 
coordination between the MSC operator and the FTS operator. There were 
many instances where a lack of coordination between the two operators 
could result in damage. The movement through the truss and the approach 
to the SIA and MSC base are of particular concern. 
Confiauration Trades. Three Arm FTS ORU Exchanae Simulation 
Two versions of a three arm FTS were simulated. Both versions had 
equilateral triangle bodies which differed only in size. One used 24 inch 
shoulder separations, and the other used 48 inch separations.The ORU 
exchange scenario used for these two simulations was similar to that 
used previously in the two arm case. Once again, the scenario begins with 
the MSG arm transporting the FTS. The first stop this time is the MSC 
base. The FTS uses one arm to grasp a support point and then uses another 
arm to attach to the replacement ORU. The ORU is disconnected from the 
MSC and lifted away, the other arm then releases the support point. The 
MSC arm then transports the FTS and ORU into the truss structure to a 
location in front of the SIA. In order to do this, both FTS configurations 
had to assume postures which reduced their collision cross section. This 
posture is shown in Figure 5. The FTS then uses one arm to grasp the 
support point on the SIA. While keeping the replacement ORU safely out of 
the way, the FTS uses its third arm to remove the target ORU. Please 
refer to Figure 6. The target ORU is moved out of the way and the 
replacement ORU is moved and attached to the SIA. The FTS releases the 
SIA support point and the MSC arm transports it back through the 
trusswork to the MSC base. The FTS grasps a support point and connects 
the target ORU to the MSC base. The exchange is then complete. 
The three arm FTS configurations both have distinct operational 
advantages over the two arm FTS. An exchange requires significantly less 
use of the MSC arm and is therefore safer and faster. The 24 and 48 inch 
shoulders were both capable of performing the ORU exchange. However, 
the 24 inch shoulder represents the smallest feasible size given the work 
site dimensions and the length of the FTS arm. With this smaller shoulder 
separation, the FTS had to stretch its arms to full length to accomplish 
the exchange. The 48 inch shoulder separation allowed the FTS improved 
reach under less constrained conditions. The three arm FTS could also 
emulate the two arm FTS, if necessary. The three arm FTS is capable of 
Figure 5. Three Arm, 48 Inch Shoulder, FTS Prior to Insertion 
into the Truss Cube. 
Figure 6. A Three Arm FTS, with a 48 Inch Shoulder Separation, 
Exchanging an ORU 
holding and connecting or disconnecting an ORU which required two arms 
to operate. This use was not investigated for the three arm 
configurations, but was baselined for the four arm simulations. 
C o n f i W o n  Trades. Four Arm FTS ORU Fxchmae Simulation 
Five variations of a four arm FTS were simulated, including three 
square FTS configurations with 24, 36, and 48 inch shoulder separations. 
A rectangular FTS with two 24 inch and two 48 inch shoulders, and a kite 
shaped FTS with two adjacent 24 inch shoulders and two adjacent 48 inch 
shoulders were also investigated. 
The ORU exchange scenario simulated for the four arm configurations 
used ORUs which require two separate arms. One FTS arm holds the ORU 
and a second operates the connection and disconnection mechanism. 
Instead of having a specially designed single handle which can be used to 
both grasp and release/attach the ORU, the new ORU has a handle used 
only to hold the ORU, and two tie down bolts used to release or attach the 
ORU. The size of the ORU remains the same. 
The scenario used for the simulation started with the MSC arm 
transporting the FTS to a point near the MSC base. The FTS then uses one 
arm to grasp a support point, and another to grasp the ORU handle. Using 
the remaining two arms, the FTS disengages the ORU from the MSC base. 
These arms are then moved out of the way and the third arm releases the 
MSC support point. The MSC arm then transports the FTS and ORU to the 
SIA inside the truss structure. The FTS uses one arm to grasp the SIA 
support point, and uses the other two arms to grasp the ORU handle and 
disengage the target ORU. The target ORU is then moved to a point out of 
the way by one arm. The replacement ORU is then moved into position and 
the free arm is used to connect it to the SIA. The FTS then releases its 
hold on the SIA support point and is transported by the MSC arm to the 
base of the MSC. Once there, the FTS grasps the MSC support point and one 
arm moves the ORU into place, where the other two arms connect it to the 
MSC. Figures 7 and 8 illustrate two steps in this scenario for the kite 
shaped FTS and the 24 inch square FTS. 
The tasks simulated in this scenario were considerably more 
challenging than those used in the previous simulations. The ability of 
each of the five configurations to reach both the SIA support point with 
one arm and the proper ORU on the SIA with the remaining three arms was 
\ Kite Shaped Four Arm FTS Removing an ORU from the 
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All FTS configurations examined used one arm for stabilization at 
the local work site. Thus, two arms are the minimum number necessary 
for the baseline ORU exchange using the RCA ORU design. The two and 
three arm FTS configurations used the RCA ORU design with the combined 
handle and attachment mechanism. This was the only type of ORU that the 
two arm FTS could use. A generic ORU with separate handle and 
attachment mechanism, which requires at least two arms to hold and 
work, was also simulated. This design was used in all of the fow arm 
FTS configuration simulations. The two arm FTS configuration with 48 
inch shoulder separation was compatible with the exchange scenario and 
the local work sites' dimensions and layouts. 
A third arm produces an operational advantage over the two arm FTS 
in that it can be used to carry the replacement ORU during the first 
passage through the Station truss and thereby eliminate an extra trip 
back to the MSC base. A four arm configuration also has this operational 
advantage. The use of an extra TV camera at the end of a free arm would 
also provide a remote operator with a useful alternate viewpoint when 
the work space becomes visually congested. 
Both the 24 and 48 inch shoulder separation, equilateral triangle, 3 
arm FTS configurations were compatible with the exchange scenario and 
local work environments. However, the 48 inch shoulder separation had 
better reach characteristics than the 24 inch design. 
The 24 inch shoulder square, 48 inch shoulder square, and rectangular 
(24 and 48 inch shoulders) FTS designs were not compatible with the 
baseline work environment and could not accomplish the ORU exchange. 
The 36 inch shoulder square and 24/48 inch shoulder kite FTS 
configurations were compatible with the baseline work environment and 
were able to perform the ORU exchange. Of these two, the 24/48 kite K S  
represented the most appropriate design for the baseline generic ORU 
exchange scenario. 
This simulation exercise illustrates how the tasks and work 
environment associated with one specific ORU exchange scenario 
influenced the success of each FTS configuration examined. The actual 
FTS will be expected to be able to accomplish a minimum number of tasks 
in a minimum number of work environments. Simulations of each of these 
situations and scenarios will be needed before a serious FTS design can 
be produced. The final FTS design will, in all probability, bathe best 
compromise achieved between the task optimized designs used in these 
simulations. The ability of the FTS to perform future tasks, which are 
currently unrecognized, will depend on how well these new tasks and 
work environments can be understood and modeled and on how much they 
differ from those used in designing the FTS originally. 
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ABSTRACT 
The r o b o t i c  manipulator can be decomposed i n t o  d i s t i n c t  subsystems. One 
p a r t i c u l a r  a r e a  of  i n t e r e s t  of  mechanical subsystems is e lec t romechanica l  
a c t u a t o r s  ( o r  d r i v e s ) .  For t h i s  paper ,  we w i l l  d e f i n e  a d r i v e  a s  a motor w i t h  
an app rop r i a t e  t ransmiss ion .  
Th i s  paper w i l l  g i ve  an overview of  e x i s t i n g ,  a s  well a s  s t a t e -o f - the -a r t  
d r i v e  systems. The scope i s  l i m i t e d  t o  space  a p p l i c a t i o n s .  A des ign  
philosophy and adequate requirements  a r e  t h e  i n i t i a l  s t e p s  i n  designing a 
space-qua l i f ied  a c t u a t o r .  We w i l l  focus on t h e  d-c motor i n  conjunc t ion  with 
s e v e r a l  t ypes  o f  t ransmiss ions  (harmonic, tendon, t r a c t i o n ,  and gear  
systems) .  We w i l l  eva lua t e  t h e  var ious  t ransmiss ions  and key performance 
parameters  w i l l  be addressed i n  d e t a i l .  Included i n  t h e  assessment i s  a 
s h u t t l e  RMS j o i n t  and a MSFC d r i v e  o f  t h e  P r o t o f l i g h t  Manipulator Arm. We 
w i l l  a l s o  i n v e s t i g a t e  compound j o i n t s .  
Space imposes a unique set of requirements  f o r  designing a high-performance 
d r i v e  assembly. Its i n a c c e s s i b i l i t y  and cryogenic  c o n d i t i o n s  warrant  s p e c i a l  . 
cons ide ra t i ons .  Th i s  paper w i l l  p r e sen t  some g u i d e l i n e s  concerning t h e s e  
cond i t i ons .  The goa l  is t o  ga in  a b e t t e r  understanding i n  des ign ing  a space 
a c t u a t o r .  
I n t roduc t ion  
The primary manipulator i s  usua l ly  a s e r i a l  des ign  of  d r i v e s  and arm 
s t r u c t u r e ,  but  a d d i t i o n a l  work is being done on p a r a l l e l  manipulators .  I n  t h i s  
paper we w i l l  concen t r a t e  on t h e  d r i v e ,  o therwise  re fe renced  a s  t h e  motor/ 
t ransmiss ion  package. 
The manipulator may be a two-link design with t h e  j o i n t s  separa ted  by arm 
segments. [l] The f i r s t  choice  t o  be made is do we want d i s t r i b u t e d  a c t u a t o r s  
o r  do we want an i n t e g r a t e d  design? D i s t r i b u t e d  a c t u a t o r s  a f f o r d  t h e  
c a p a b i l i t y  t o  be modular, main ta inable  and e a s i l y  upgradable.  As a r e s u l t ,  i t  
s a c r i f i c e s  a compact des ign  and a less- than-opt imal  i n e r t i a  d i s t r i b u t i o n .  The 
choice  i n  e f f e c t  a l s o  limits t h e  p o s s i b l e  t ransmiss ion  op t ions .  We w i l l  
d i s c u s s  t h i s  more l a t e r  i n  t h i s  paper.  
Space r e p r e s e n t s  s e v e r a l  advantages a s  well a s  d i sadvantages  f o r  a 
manipulator.  (Refer  t o  Table 1 on des ign  f a c t o r s  f o r  a space  manipulator . )  
Microgravity is favorab le  because it reduces each j o i n t ' s  t o rque  requirement.  
The l u b r i c a n t  must be space  compatible with low outgass ing .  Moreover, t h e  
m a t e r i a l s  and process  must a l s o  be compatible  and s t a b l e .  Thermal management 
is  a major concern with s e v e r a l  a i d s  such a s  pas s ive  c o n t r o l  through thermal 
c o a t i n g s  and dynamic c o n t r o l  w i t h  rod-heaters  o r  t apes .  
Table 1 Design Fac to r s  f o r  Space Manipulators 
The mechanisms must be demonstrated under thermal vacuum cond i t i ons .  The 
b igges t  hu rd l e  w i l l  be  t h e  i n a c c e s s i b i l i t y  of  t h e  hardware i n  space. As a 
r e s u l t ,  t h e  manipulator  needs t o  i nco rpo ra t e  mature technology with a 
r epu tab l e  s e r v i c e  l ife.  General longevi ty  is a major concern. 
T h i s  paper w i l l  s t a r t  w i t h  t h e  electric motor and be followed by an review 
of  s u i t a b l e  t ransmiss ions .  We w i l l  look a t  t h e  p a r t i c u l a r  c h a r a c t e r i s t i c s  
t h a t  make a good a c t u a t o r  wi th  a des ign  methodology. We w i l l  d i s c u s s  s e v e r a l  
des ign  cons ide ra t i ons  f o r  each type  of t ransmission.  F i n a l l y ,  we w i l l  d i s c u s s  
a compound j o i n t .  
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The motors i n  a space  manipulator w i l l  be electric i n s t e a d  of  hydrau l ic ,  
hydrokine t ic ,  hyd ros t a t i c ,  o r  pneumatic. Even though the  hydrau l i c  ou tput  
to rque  is h igher  per  u n i t  weight than electric, the  suppor t  equipment (pump, 
compressor, accumulator,  etc) and t h e  p o t e n t i a l  f o r  leakage make hydrau l i c s  
undes i rab le .  The use of  a DC se rvo  motor is a proven technology. I ts  usage 
and i n s t a l l a t i o n  a r e  very c lean .  The b rush l e s s  motor [2] is  used f o r  t h e  
fol lowing reasons: 
REUABlLrrY 
-Must dthrtand the 
launch load6 
-A rimpilor d-bn 
Is reliable 
- o w n  rhould b m  
on a m t u n  tuhnokgy 
- Brushless  u n i t s  may be operated a t  much h igher  speeds and a t  f u l l  
to rque  a t  those  speeds;  
- The s t a t o r  may be mounted i n  a s u b s t a n t i a l  hea t  s i nk  t o  minimize 
temperature  rise and prolong bear ing  l i f e ;  
- The b rush l e s s  motor does no t  have t h e  brush wearout o r  t h e  presence of 
brush wear p a r t i c l e s  ( d e b r i s ) ;  
- The electromechanical  i n t e r f e r e n c e  (EMI)  normally a s soc i a t ed  w i t h  
a r c i n g  of t h e  brush-commutator i n t e r f a c e  is  e l imina ted ;  
- Where long l i f e  is r equ i r ed ,  t h e  l i m i t a t i o n  of t h e  motor is increased  
t o  match t h e  l i f e  expectancy of t h e  bear ings ;  
- Less p repa ra t i on  f o r  a space environment (vacuum o p e r a t i o n ) .  
One disadvantage w i t h  t h e  b rush l e s s  motor is t h e  added complexity t o  t h e  
commutation e l e c t r o n i c s .  However, t h i s  problem has been worked. 
The brushless motor cons is ts  of a s t a t o r  t h a t  supports the armature c o i l s  
and sha f t  bearings, and a r o t o r  t h a t  c a r r i e s  permanent-magnet poles. A t y p i -  
c a l  motor uses A ln ico  magnets. For the next  space app l ica t ion ,  the  magnets 
used w i l l  be from the rare-ear th family, probably samarium-cobalt [3].  The 
rare-ear th magnet (samarium-cobalt, Neodymium-Iron-Boron) has a h igher maximum 
energy product r a t i n g  than commercial magnets l i k e  Alnico, as shown i n  Fig. 1. 
F igure  1 Maximum Energy Product Ratings f o r  D i f f e ren t  Magnets 
The stronger magnets have a higher airgap f l u x  densi ty ,  t h a t  produces a 
h igher torque fo r  a g iven volume. Neodymium-Iron-Boron has the p o t e n t i a l  t o  
produce even greater  output torque, bu t  i t s  output has been incons is tent  and 
requ i res  fu r the r  tes t i ng .  I f  the magnets are exposed t o  temperatures above 
the magnet cure temperature, there i s  degraded performance. 
The magnets are formed i n t o  tee th  t o  accommodate the h igh  f l ux  densi ty .  
The toothed geometry cont r ibu tes  t o  h igh  inductance and h igh  i r o n  losses. As 
a r e s u l t ,  the motor has a tendency t o  cog a t  low speed. The speed a t  which 
cogging i s  evident i s  inverse ly  p ropor t i ona l  t o  i t s  po le  count. As inductance 
r ises ,  the t r a n s i s t o r s  t h a t  cornmutate the  c o i l s  requ i re  more current .  
The f l u x  l e v e l s  i n  the  tee th  vary as the  motor rotates.  This causes 
hys teres is  and eddy cur rent  lags  t h a t  may account f o r  more than h a l f  of the  
t o t a l  losses i n  conventional brushless motors. I t  also may cause cogging. 
One remedy i s  t o  skew the o r i e n t a t i o n  o f  the magnet with respect t o  the 
r o t o r .  Unfortunately, t h i s  can be c o s t l y  w i th  d i f f i c u l t  manufacturing 
processes tha t  may r e s u l t  i n  lower performance. 
New motors are being developed t o  remedy some o f  these problems. They 
include: tooth less armatures, mul t ipoles,  and hyb r id  motors. The r e s u l t  
should be greater  performance out o f  the brushless motors. 
Transmiss ions  C4, 5 ,  6 ,  
The fo l lowing  t r a n s m i s s i o n s  t o  be d i s c u s s e d  have a p p l i c a t i o n s  t o  r o b o t i c  
manipu la to r s .  They a r e :  
Direct Dr ive  ( n o  t r a n s m i s s i o n )  6 )  Gears  
T r a c t i o n  Drive  a )  Spur 
Harmonic Drive  b) Squirm 
Tendons 7 )  Torque Tubes 
a )  Bands 8) M u l t i p l e  L i n e a r  A c t u a t o r s  
b )  Cab les  9) Linkage 
c)  Chain 10) C y c l o i d a l  Speed Reducers 
5 )  "Rot 0-Lok" 
The m a j o r i t y  o f  t h e  aforement ioned t r a n s m i s s i o n s  a r e  i n  u s e  today on 
commercial a s  well a s  r e s e a r c h  manipu la to r s .  T h i s  list might n o t  be  
a l l - i n c l u s i v e ,  b u t  we feel it r e p r e s e n t s  t h e  m a j o r i t y  o f  t h e  a v a i l a b l e  
t r a n s m i s s i o n  technology today.  
Review 
Direct Drive  [ 8 ]  - I n  d i r e c t  d r i v e ,  t h e  motor is coupled t o  t h e  l o a d  
wi thou t  any form of  mechanical  l e v e r a g e .  The r e s u l t  is a s imple  system 
wi thou t  a t r a n s m i s s i o n ,  a s  d e p i c t e d  i n  F ig .  2. 
ERROR 
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ACNAlOR 2L,.p 
F i g u r e  2 D i r e c t  Dr ive  
Takeo Kanade (CMU) and Haruhiko Asada ( M I T )  have b u i l t  t h e  f i r s t  d i r e c t  
d r i v e  arm, 001. CMU h a s  b u i l t  a second arm, 002,  which is  a SCARA des ign .  I n  
t he  commercial a r e a ,  Adept Co., Sanyo and Uni ted  S t a t e s  Robot have used d i r e c t  
d r i v e  motors f o r  s e l e c t e d  j o i n t s .  
T r a c t i o n  Dr ive  [ 9 ]  - T r a c t i o n  d r i v e  ( F i g .  3) o p e r a t i o n  is based on t h e  
r o l l i n g  c o n t a c t  between two smooth and unequa l ly  s i z e d  r o l l e r s .  The t r a c t i o n  
f o r c e s  a r e  t r a n s f e r r e d  v i a  t h e  t r a c t i o n  f l u i d .  The normal f o r c e s  must be  
l a r g e  enough t o  p reven t  d e s t r u c t i v e  s l i p p i n g  o f  t h e  r o l l e r s .  They r e l y  on 
f r i c t i o n  t o  t r a n s p o r t  to rque .  
1:l RATIO 1:s DECREASE 3:1 INCREASE 
F i g u r e  3 T r a c t i o n  Dr ive  
Harmonic Drive  [ l o ]  - Harmonic d r i v e s  i n  F i g .  4 a r e  p r e c i s i o n  gea r - type  
speed r e d u c e r s .  I ts d e s i q n  is based on e l a s t i c  body mechanics a s  opposed t o  
r i g i d  body mechanics f o r  c o n v e n t i o n a l  g e a r i n g .  ~ a r m o n i c  d r i v e  u s e s  c o n t r o l l e d  
d e f l e c t i o n  i n  t h e  f l e x s p l i n e  t o  r educe  speed and m u l t i p l y  t o r q u e .  
F i g u r e  4 Harmonic Drive  
High speed i s  i n p u t  i n t o  t h e  wave g e n e r a t o r .  The r i g i d  c i r c u l a r  s p l i n e  is 
f i x e d ,  whi le  t h e  n o n r i g i d  f l e x s p l i n e  d r i v e s  t h e  l o a d  a t  reduced speed.  The 
wave g e n e r a t o r  d e f l e c t s  t h e  n o n r i g i d  f l e x s p l i n e  i n t o  a n  e l l i p t i c a l  shape which 
meshes t h e  t e e t h  a t  bo th  ends  of  t h e  wave g e n e r a t o r  major a x i s .  Because t h e  
f l e x s p l i n e  h a s  two fewer t e e t h  than  t h e  c i r c u l a r  s p l i n e ,  r o t a t i o n  of  t h e  wave 
g e n e r a t o r  produces  r e l a t i v e  motion between t h e  two s p l i n e s .  
C u r r e n t l y ,  R. C i p r a  a t  Purdue U n i v e r s i t y  u s e s  harmonic d r i v e s  i n  t h e i r  
p l a n a r  arm. NOSC-San Diego u s e s  them i n  t h e i r  underwater  arm and they a r e  
a l s o  used by T e l e r o b o t i c s  I n t e r n a t i o n a l  and Robot ics  Research.  
Tendons - Under c e r t a i n  c i r c u m s t a n c e s ,  i t  would be  d e s i r a b l e  n o t  t o  
c o l l o c a t e  t h e  a x i s  o f  a c t u a t i o n  and t h e  motor. There  a r e  t r a n s m i s s i o n  d e v i c e s  
such a s  c a b l e s ,  b e l t s ,  bands ,  and c h a i n s  t o  t r a n s f e r  motion from one l o c a t i o n  
t o  a n o t h e r .  Each t r a n s f e r  d e v i c e  h a s  d i s t i n c t  advan tages  depending on l o a d ,  
d i s t a n c e ,  and s i z e .  For  example, s t e e l  c a b l e s  a r e  d e s i r a b l e  f o r  smal l  r o b o t s .  
Larger  r o b o t s  u s e  synchronous b e l t s  wi th  t r a p e z o i d a l  t e e t h  t h a t  f i t  i n t o  
s p r o c k e t  wheels f o r  p o s i t i v e  motion. R o l l e r  c h a i n s  a r e  used f o r  l o n g e r  
d i s t a n c e s  t h a n  b e l t s .  C e n t r a l  Research L a b o r a t o r i e s  u t i l i z e s  steel bands t o  
d r i v e  t h e i r  t e l e o p e r a t e d  robo t  i n  n u c l e a r  h o t  c e l l s .  The U n i v e r s i t y  of Utah 
u s e s  a composi te  band o f  k e v l a r  and dacron t o  power i ts  hand,  a s  i n  F ig .  5. 
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R o t l l ]  - A Roto-Lok d r ive  smoothly couples  a d r ive  t o  a load using 
- 
s t a n d a r b l e  cab l e s  i n  a f igure-e igh t  conf igura t ion .  T h i s  f r i c t i o n - d r i v e  
technollpatented by TRAX Instrument Corporation. The system uses  s imple 
cyl indriapes and spring-compensated cab l e s .  Roto-Lok was o r i g i n a l l y  
deve lop tc r i t i c a l  pos i t i on ing  of  as t ronomical  instruments .  Each c a b l e  is  
preloadt sp r ing  so  t h a t  t h e  d r iv ing  and dr iven  s h a f t s  ( c y l i n d e r s )  a r e  
l inked  tpretensioned cab l e  members i n  a " f igure-e igh t"  wrap, one p u l l i n g  
i n  each ion ( s e e  Fig.  6 ) .  
Figure  6 Roto-Lok Technology 
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Gears  C121 
-
A. $ur Gear - Spur g e a r s  ( r e f e r e n c e  F i g .  7)  c o n s t i t u t e  one o f  t h e  
b e s t  means f o r  t r a n s m i t t i n g  motion from one s h a f t  t o  a n o t h e r .  
They a r e  u s u a l l y  c y l i n d r i c a l  i n  shape and t h e  t e e t h  a r e  s t r a i g h t  
and p a r a l l e l  t o  t h e  a x i s  o f  r o t a t i o n .  Mechanical energy can  be  
t r a n s f e r r e d  from one r o t a t i n g  s h a f t  t o  ano the r  by meshing t h e  
teeth of two g e a r s .  
F i g u r e  7 Spur Gears  
A g e a r  t r a i n  is made up of two o r  more g e a r s  used t o  change t h e  
a n g u l a r  v e l o c i t y ,  t o r q u e ,  f o r c e ,  e t c ,  o f  t h e  o u t p u t  r e l a t i v e  t o  
t h e  i n p u t .  Even though g e a r s  look o r d i n a r y  t h e i r  d e s i g n ,  
e n g i n e e r i n g ,  and manufactur ing a r e  h i g h l y  developed.  
8. Squirm Dr ive  [13, 141 - Squirm d r i v e  ( F i g .  8) is a  second-gener-  
a t i o n  worm d r i v e  developed by Maxaxam Corp. The worm wheel 
c a r r i e s  a  number o f  f r e e - s p i n n i n g  r o l l e r  s p i n d l e s  on i ts  per iph-  
e r y .  The s p i n d l e s  engage t h e  r o l l e r  screw t h r e a d  and produce 
r o l l i n g  motion on t h e  p o i n t  o f  c o n t a c t  between r o l l e r  wheel and 
screw,  t h u s  reduc ing  s l i d i n g  c o n t a c t  f r i c t i o n  common i n  conven- 
t i o n a l  worm des ign .  
ROLLER I - 
WORM C U R  
F i g u r e  8 Squirm Drive  
Tor ue Tubes - Torque t u b e s  i n  F i g .  9 a r e  very  l i g h t  d r i v e  s h a f t s  t h a t  can *t r a n s m l  power rom one p o i n t  t o  a n o t h e r .  Coupled t o  a  b e v e l  g e a r s e t ,  they  
a r e  used t o  d r i v e  wrist bend-type j o i n t s .  I t  i s  p o s s i b l e  t o  run s e v e r a l  of  
t h e s e  t u b e s  c o n c e n t r i c a l l y .  Oak Ridge N a t i o n a l  Laboratory  u s e s  t o r q u e  t u b e s  
i n  t h e i r  Advanced Servo Manipula tor  (ASM) a s  w e l l  a s  C i n c i n a t t i - M i l a c r o n  i n  
t h e i r  i n d u s t r i a l  r o b o t  wrists. 
T.rpu.1 
T u b  
Figure 9 Torque Tubes 
Multiple Linear Actuator [151 - In t h i s  system one motor drives two 
counter-rotating leadscrews (Fig. 10) in forming a mechanical I1power busN. 
The "power bus" can drive up to 16 l inear actuators. Each actuator module 
houses a pair  of electromagnetic brakes and recessed inside each brake is a 
freely rotating lead screw. When its brake is energized, the n u t  locks i n  
Figure 10 Multiple Linear Actuator 
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place and moves the  module along the  lead screw. By c u t t i n g  the power t o  the  
brake, i t  releases the nut  and stops the module i n  a new pos i t i on .  Energizing 
the other  brake moves a module i n  the opposite d i rec t i on .  The b i d i r e c t i o n a l  
"power bus" has been b u i l t  by V ic to ry  Enterpr ise  Technology Inc.,  and i s  
incorporated i n  t h e i r  new robo t i c  hand. 
Linkages - Linkages are  of ten the  simplest and most economical way t o  
generate machine motion. Every mechanism can be represented by a skeleton 
diagram, which i s  the most basic representat ion o f  the s p e c i f i c  mechanism t h a t  
w i l l  produce a required motion; F ig.  11. 
F igure  11 Linkages 
Two major type of l inkages are the paral le logram and the  pantograph. The 
paral le logram can be character ized by being a compact mechanism t h a t  provides 
a l a rge  work envelope. The pantograph i s  s i m i l a r  t o  the paral le logram bu t  i s  
capable of magnifying i t s  input .  
Linkage mechanisms are used i n  the  GE and Eendix i n d u s t r i a l  robots. The 
legs  o f  Odex 1 by Odetics are powered by l inkages as w e l l  as one of the JPL 
manipulators, CURV. 
Speed Reducers - Speed reducers are transmissions t h a t  reduce movement and 
propor t ionate ly  ampl i fy  torque. They perform the same funct ions as a gear 
reducer. The b e t t e r  known c y c l o i d a l  d r i ves  are mentioned here. 
Dojen O r b i t a l  Dr ive  - The Dojen ac tuator  (F ig.  12) cons is ts  of a 
housing, dual  t rack  cam, i npu t  shaft ,  and a output  shaft .  The dual  t rack  
cam i s  sandwiched between the housing and output shaf t .  Each t rocho ida l -  
shaped t rack  mates t o  a corresponding r o l l e r .  There i s  one more r o l l e r  
than the  number of lobes on each matching t rack.  A r o t a r y  i npu t  causes 
the cam t o  o r b i t  i ns ide  the  se t  o f  r o l l e r s  and phase s h i f t  occurs causing 
an angular displacement between each j e t  o f  r o l l e r s  around the ax i s  o f  the 
main bearing. 
F i g u r e  12 Dojen O r b i t a l  Dr ive  
i - F r i c t i o n  Dr ive  - F i g u r e  13 is r e p r e s e n t a t i v e  o f  a n o t h e r  c y c l o i d a l  
The i n p u t  s h a f t  d r i v e s  a n  e c c e n t r i c  t h a t  c a u s e s  t h e  i n n e r  r i n g  t o  
i s i d e  t h e  corresponding o u t e r  r i n g .  A second i n n e r  r i n g ,  which is 
?d t o  t h e  primary i n n e r  r i n g ,  o r b i t s  i n s i d e  a second o u t e r  r i n g  
r i g i d l y  connected t o  t h e  ou tpu t  s h a f t .  
, i OUTPUT SHAFT 
: F / 
RING 
I A R I I  
* 
- 0 
F i g u r e  13 A n t i - F r i c t i o n  Dr ive  
o r b i t i n g  members a r e  des igned n o t  t o  mesh wi th  t h e  o u t e r  r o l l e r s .  
, t h e r e  a r e  two more l o b e s  i n  t h e  o u t e r  r i n g  t h a n  i n  t h e  i n n e r  
?oilers s e p a r a t e  i n n e r  and o u t e r  r i n g s .  There is  one less r o l l e r  
t e r  r i n g  lobes .  Because of t h e  d i f f e r e n c e  i n  t h e  number o f  l o b e s  
l e r s ,  r o t a t i o n  o f  t h e  o r b i t a l  d r i v e  produces a con t inuous  angu la r  
2ment. 
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SM-Servo-Match P r e c i s i o n  Torque M u l t i p l y i n g  Component - B u i l t  by 
Sumitorno Machinery Corp. ,  t h e  p r e c i s i o n  u n i t  i n  F i g .  14 is used f o r  t o r q u e  
m u l t i p l y i n g .  I t  is a p l a n e t a r y  d e s i g n  and both  i n p u t  and o u t p u t  s h a f t s  a r e  
e c c e n t r i c .  There  a r e  on ly  t h r e e  major moving p a r t s .  The g e a r  t e e t h  a r e  
c y c l o i d a l  shaped and a r e  much s t r o n g e r  than  c o n v e n t i o n a l  i n v o l u t e  g e a r s .  A l l  
t o r q u e  is t r a n s m i t t e d  through r o l l e r s  t o  minimize f r i c t i o n  and wear. 
F i g u r e  14 SM-Servo-Match Torque M u l t i p l y i n g  Component 
Ac tua to r  Transmiss ion C r i t e r i a  
I n  de te rmin ing  t h e  o p t i m a l  manipu la to r  a c t u a t i o n  scheme, t h e  d e s i g n e r  
would have t o  approach t h e  v a r i o u s  c h o i c e s  from both  t h e  system requirement  
l e v e l  and t h e  component l e v e l .  For  example, what i s  t h e  geometry o f  t h e  arm? 
Is it a two-link manipu la to r  o r  is it a g a n t r y  des ign? Some g e n e r a l  d e c i s i o n s  
must b e  made up f r o n t  and f o r  o t h e r  d e c i s i o n s ,  t h e r e  might n o t  be a c h o i c e  
C161. 
See  F i g .  15 f o r  a s y s t e m a t i c  flow c h a r t  i n  de te rmin ing  t h e  optimum t r a n s -  
miss ion.  The first  fundamental  q u e s t i o n  is  whether t h e  a c t u a t o r s  b e  
d i s t r i b u t e d  o r  i n t e g r a t e d ?  For d i s t r i b u t e d  a c t u a t i o n ,  t h e  d r i v e r  o f  t h e  j o i n t  
is c o l l o c a t e d  a t  t h e  p o i n t  o f  f l e x u r e  whi le  i n t e g r a t e d  a c t u a t i o n  would have 
t h e  d r i v e r  and p o i n t  o f  f l e x u r e  s e p a r a t e d  by some d i s t a n c e .  E i t h e r  c h o i c e  
w i l l  l i m i t  t h e  t y p e  o f  t r a n s m i s s i o n .  Another major c o n s i d e r a t i o n  i s  t h e  
environment i n  which t h e  manipula tor  w i l l  o p e r a t e ;  a b a t t l e f i e l d  s c e n a r i o  h a s  
d i s t i n c t  d i f f e r e n c e s  from a s p a c e  environment.  
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Figure  15 Transmission C r i t e r i a  Flow Chart 
t system requirement is t h e  s i z e  and geometry o f  t h e  arm. Two main 
h i s  system w i l l  be t h e  modularity i s s u e  f o r  growth and maintenance 
kaging of each p a r t i c u l a r  a c t u a t o r .  
c a se  of space we have chosen a motor and need t o  choose t h e  
n. There a r e  t h r e e  primary motions f o r  t h e  t ransmission:  t o  d r i v e  
a motion, t o  convert  r o t a ry  t o  l i n e a r  motion and v i ce  versa ,  and t o  
d which consequently increases  torque.  In add i t i on ,  t h e  r eve r s i -  
he  t ransmission is a parameter. The d e s i r a b i l i t y  t o  backdrive a 
have an impact on t he  type of  t ransmission chosen. For example, a 
s not  backdriveable.  
po in t ,  t h e  designer  goes i n t o  more s p e c i f i c  ana lys i s .  The 
emark was made i n  reference t o  an i n d u s t r i a l  manipulator.  "The 
ransmission systems is determined by the na tu re  of  t h e  a c t u a t o r s  
uc ture  of  t h e  robot .  The choice o f t e n  comes down t o  t h e  quest ion:  
i c u l a t i o n  t o  be moved is  already s e t  i n  a given p o s i t i o n  and t h e  
losen, where can it be p l a ~ e d ? ~ "  [17] Unfortunately,  t h e r e  i s  more 
I the t ransmission than loca t ion .  
Power consumption is a key parameter  f o r  s p a c e  and is p r i m a r i l y  determined 
by t h e  motor. Any i n e f f i c i e n c i e s  o f  t h e  t r a n s m i s s i o n  w i l l  d i r e c t l y  a f f e c t  
power consumption. Moreover, the rmal  c o n s i d e r a t i o n s  a r e  c l o s e l y  r e l a t e d  t o  
power. 
The most impor tan t  a r e a  f o r  a t r a n s m i s s i o n  is its performance.  Pe r fo r -  
mance is t h e  summation o f  r e sponse ,  p o s i t i o n  accuracy ,  and r e l i a b i l i t y .  I t  i s  
i m p e r a t i v e  t h a t  t h e  j o i n t  respond a c c o r d i n g l y .  Compliance i n  t h e  hardware 
w i l l  a d v e r s e l y  a f f e c t  its d e s i r e d  motion. Its movement shou ld  a l s o  be  smooth. 
An unbalanced r o t a r y  motion cou ld  c a u s e  a c y c l i c  o u t p u t  motion,  b u t  cogging is 
even worse . They l e a d  t o  unnecessary  wear on components. The l o a d  i n e r t i a  
w i t h  r e s p e c t  t o  t h e  motor i n e r t i a  w i l l  impact  i ts  a c c e l e r a t i o n  requ i rements .  
The a b i l i t y  t o  p o s i t i o n  a j o i n t  a c c u r a t e l y  is i n s t r u m e n t a l  f o r  p r e c i s i o n  
t a s k s .  The accuracy o f  t h e  j o i n t  o r  i ts  mechanical  e f f i c i e n c y  is c h a r a c t e r -  
i z e d  by n o t  having b a c k l a s h ,  deadband, dry  f r i c t i o n ,  v i s c o u s  f r i c t i o n  and 
s t a r t u p  f r i c t i o n  ( s t i c t i o n ) .  Each n o n l i n e a r i t y  d e t r a c t s  from t h e  accuracy  o f  
t h e  j o i n t  and shou ld  be  e l i m i n a t e d  o r  a t  l e a s t  minimized. 
The las t  performance d e t e r r e n t  is  r e l i a b i l i t y .  I f  t h e  arm is i n a c c e s s i b l e  
a s  i n  s p a c e ,  i t  needs  t o  be dependable  wi th  a good s e r v i c e  l i f e .  A mature  
technology is  impor tan t .  When d e s i g n i n g  t h e  arm, n o t  enough can be  s a i d  abou t  
s i m p l i c i t y  and i ts  s u c c e s s  i n  t h e  f i e l d .  U n f o r t u n a t e l y ,  n o t  e v e r y t h i n g  works 
t h a t  way. As a r e s u l t ,  t h e  c h o i c e  f o r  t h e  arms a c t u a t i o n  scheme is a b a l a n c e  
o f  sys tem requ i rements  w i t h  s p e c i f i c  pa ramete r s  f o r  its performance.  
Desiqn C o n s i d e r a t i o n s  
I n  comparing t h e  v a r i o u s  t r a n s m i s s i o n s ,  they shou ld  be grouped by t h e  
v a r i o u s  n a t u r e s  o f  motion. They w i l l  be d i v i d e d  a s  fo l lows :  
Dr ive  Function-- Speed Reduction-- 
- Direct Drive  - T r a c t i o n  Dr ive  
- Tendon - Harmonic Dr ive  
- Torque Tube - Roto-Lok 
- Linkage - Gears  
Rotary t o  L i n e a r  Motion - C y c l o i d a l  
( v i c e  ve r sa ) - -  
- Mult ip le-Linear  Ac tua to r  
Dr ive  Motion - Direct d r i v e s  a r e  r e l i a b l e  and have no back lash .  They have 
low f r i c t i o n  and low compliance.  The absence o f  t h e  t r a n s m i s s i o n  e l i m i n a t e s  
cogging and s t i c t i o n  t h a t  a r e  i n h e r e n t  i n  most t r a n s m i s s i o n s .  However, t h e r e  
a r e  a few d i sadvan tages .  The f i r s t  d e f i c i e n c y  is i n  i ts t o r q u e  o u t p u t .  With 
no  t o r q u e  m u l t i p l i c a t i o n ,  t h e  motor must hand le  a l l  t h e  l o a d .  I t  is very  
e v i d e n t  when working i n  1-g. To meet i ts  t o r q u e  requ i rement ,  t h e  motors t end  
t o  be  very l a r g e  and heavy. The b i g g e s t  problem is t h a t  t h e  motor w i l l  t a k e  a 
l o t  o f  power t o  o p e r a t e .  Secondly,  its l a r g e  s i z e  a t  each j o i n t  w i l l  t a k e  
away from having a slim manipu la to r  t o  r each  i n t o  t i g h t  p l a c e s .  By n o t  having 
a t o r q u e  m u l t i p l i e r  (speed r e d u c e r ) ,  t h e  motor becomes s e n s i t i v e  t o  l o a d s  when 
i ts  i n e r t i a  changes.  
Linkages a r e  an a l t e r n a t i v e  t o  d r i v i n g  a j o i n t  remotely .  I n  some c a s e s ,  
they  can magnify t o r q u e  l i k e  i n  a pantograph. Linkages can be extremely 
a c c u r a t e  and s t i f f .  The p o s i t i o n a l  accuracy o f  a l i n k  is dependent upon l i n k  -= 
f l e x i b i l i t y ,  t h e  l i n k  mode o f  d e f l e c t i o n ,  and j o i n t  c l e a r a n c e s .  Of t h e s e  
f a c t o r s ,  j o i n t  c l e a r a n c e s  a r e  t h e  prime s o u r c e  of l i n k a g e  e r r o r s .  Linkages 
a r e  f a s t  and r e l i a b l e .  The r e l o c a t i o n  o f  t he  motors c l o s e r  t o  t h e  b a s e  
o p t i m i z e s  t h e  arms weight d i s t r i b u t i o n  and dynamic c h a r a c t e r i s t i c s .  A p a r a l -  
le logram minimizes t h e  motor i n e r t i a  o f  t h e  servomotor.  I t  p rov ides  a l a r g e  
work envelope f o r  a compact mechanism. Linkages a r e  i d e a l  f o r  c e r t a i n  
c o n d i t i o n s .  A major d i sadvan tage  is its l i m i t e d  t r a v e l  and r o t a t i o n .  I t  is  
very d i f f i c u l t  t o  g e t  a f u l l  r e v o l u t i o n  a t  a p i t c h  ( r o t a r y )  j o i n t .  The o u t p u t  
motion o f  t he  l i n k a g e  can be  n o n l i n e a r .  The l i m i t a t i o n s  on its l i f e  a r e  a 
f u n c t i o n  of i ts  b e a r i n g s  and connec t ing  s h a f t s .  The s t i f f n e s s  o f  t h e  system 
is dependent on the  l i n k  and i ts  m a t e r i a l .  The op t imal  l i n k  des ign  may prove 
t o  be  heavy o r  complex. 
The t o r q u e  t u b e  p r i m a r i l y  t r a n s f e r s  power i n  a s t r a i g h t  p a t h .  For t h e  
most p a r t ,  they a r e  u s u a l l y  used i n  c o n j u n c t i o n  wi th  g e a r s .  Torque t u b e s  a r e  
des igned t o  minimize unnecessary weight.  By do ing  s o ,  its compliance 
i n c r e a s e s  and its dynamic response d e c r e a s e s .  Conversely ,  s t i f f e n i n g  t h e  t u b e  
f o r  t o r s i o n  i n c r e a s e s  t h e  weight o f  t h e  tube.  A major concern is t h e  f a t i g u e  
l i f e  o f  t h e  t u b e  m a t e r i a l  which is s e n s i t i v e  t o  over load ing  o r  shock load ing  
t h a t  might twist o r  c rack  t h e  tube.  I n  us ing  c o n c e n t r i c  t u b e s ,  we have found 
a s u b s t a n t i a l  i n c r e a s e  i n  weight due t o  t h e  b e a r i n g s .  
Combining b e l t s ,  bands,  c a b l e  and c h a i n s  under t h e  group c a l l e d  "tendons" 
cou ld  be a misnomer. Besides  t h e  advantage o f  r e l o c a t i n g  t h e  d r i v e  motors 
c l o s e r  t o  t h e  base ,  tendons a r e  t h e  s i m p l e s t  t o  use.  Belts, bands,  and c a b l e  
perform very s i m i l a r l y .  They a r e  t h e  smoothest  t r a n s m i s s i o n s .  Its s t i f f n e s s  ~- 
is a f u n c t i o n  o f  i t s  m a t e r i a l .  They a r e  l i m i t e d  by t h e  m a t e r i a l  f a t i g u e  
s t r e n g t h  a s  well a s  t h e  minimum p u l l e y  s i z e .  Belts, bands,  and c a b l e s  a r e  n o t  
very e f f i c i e n t .  Th i s  can be c o n t r i b u t e d  t o  high b e l t  t e n s i o n  and b e a r i n g s  
that  a r e  h igh ly  pre loaded.  I t  is p o s s i b l e  t o  have t h e  b e l t  s k i p  o f f  a p u l l e y  
through wear and high speed o p e r a t i o n .  Tracking problems occur  a s  t h e  tendons 
g e t  longer .  
Chains  perform l i k e  t h e  p rev ious ly  mentioned tendons.  They can  produce a 
low r e d u c t i o n  r a t i o  by u t i l i z i n g  d i f f e r e n t  p i t c h  s i z e s  of s p r o c k e t s  and 
p u l l e y s .  Chain o p e r a t i o n  is n o t  very smooth and is more s u s c e p t i b l e  t o  wear 
and l u b r i c a t i o n  problems. 
Rotary t o  L inear  - I n  a d d i t i o n  t o  t h e  m u l t i p l e - l i n e a r  a c t u a t o r  system, 
there a r e  s e v e r a l  conven t iona l  mechanisms t h a t  do motion convers ion.  Most 
d e s i g n e r s  a r e  f a m i l i a r  with rack and p i n i o n s  and b a l l  screws. The s t i f f n e s s  
o f  rack  and p i n i o n s  is a f u n c t i o n  o f  t h e  l e n g t h  o f  t h e  l i n e a r  motion. Without 
a p r e l o a d  t h e r e  w i l l  be i n a c c u r a c i e s  due t o  backlash.  
B a l l  screws a r e  h igh ly  e f f i c i e n t  and o f f e r  a l a r g e  mechanical  advantage.  
They a r e  moderately smooth wi th  medium s t i f f n e s s .  B a l l  screws a r e  r e p e a t a b l e  
and have high p o s i t i o n i n g  accuracy.  They can be pre loaded o r  used i n  p a i r s  t o  
minimize backlash.  I t  should be noted t h a t  an i n c r e a s e  i n  p r e l o a d  w i l l  
d i r e c t l y  p rec lude  an i n c r e a s e  i n  f r i c t i o n .  Th is  is nominal f o r  a l l  gear- type 
systems. B a l l  screws a r e  a very mature technology. The b i g g e s t  concern w i t h  
b a l l  screws is t o r s i o n a l  v i b r a t i o n  and windup. The systems tend  t o  be heavy 
and n o t  always backdr iveab le .  d 
On t h e  o t h e r  hand,  t h e  m u l t i p l e  l i n e a r  a c t u a t o r  is a new technology t h a t  
h a s  n o t  been proven.  I t  can be compact and v e r s a t i l e .  A mic roprocessor  
c o n t r o l s  t h e  v a r i o u s  pa ramete r s  l i k e  f o r c e ,  damping, and g a i n .  The r e s u l t  is  
a d e l i c a t e  c o n t r o l  sys tem.  I t  can r e v e r s e  d i r e c t i o n s  i n s t a n t l y  by having low 
i n e r t i a s .  The mot ions  a r e  n o t  b a c k d r i v e a b l e  due t o  t h e  h igh h e l i x  a n g l e  of  
t h e  b i d i r e c t i o n a l  bus .  
With one motor a c t u a t i n g  16 s e p a r a t e  j o i n t s ,  t h e  e l i m i n a t i o n  o f  i n d i v i d u a l  
motors r educes  t h e  weight o f  t h e  system. However, c o n s e r v a t i o n  o f  energy 
t e l l s  u s  t h a t  f o r  a l i m i t e d  energy s o u r c e ,  t h e  u t i l i z a t i o n  o f  s e v e r a l  j o i n t s  
s imul taneous ly  shou ld  reduce t h e  performance o f  one o r  a l l  o f  t h e  j o i n t s .  
Secondly ,  each j o i n t  is t r a v e l - l i m i t e d  and might n o t  f u l f i l l  t h e  requ i rements .  
Another concern  is t h e  p o t e n t i a l  f o r  t h e  l e a d  screw t o  bend, c a u s i n g  t h e  
a c t u a t o r  module t o  b ind o r  jam. 
Speed Reduct ion - The s t a n d a r d  f o r  speed r e d u c t i o n  is a gearbox o r  g e a r  
technology.  I t  is t h e  most rugged and proven t r a n s m i s s i o n .  There  a r e  s e v e r a l  
f a c t o r s  t o  c o n s i d e r  i n  u s i n g  g e a r s .  For  example, g e a r  m a t e r i a l ,  i ts s u r f a c e  
t r e a t m e n t ,  manufactur ing p r e c i s i o n ,  g e a r  r a t i o s ,  t y p e s  o f  g e a r s ,  t h e  g e a r  
s h a f t  s u p p o r t ,  c e n t e r  d i s t a n c e s ,  and l u b r i c a t i o n  a l l  have t o  be  c o n s i d e r e d .  
I n  p a r t i c u l a r ,  s p u r  g e a r s  can be packaged compactly t o  o b t a i n  h igh  r a t i o s .  
They produce minimal a x i a l  f o r c e s  t h a t  r e s u l t  i n  a reduced emphasis i n  
c o n t r o l l i n g  p lay  i n  t h e  gea r  mount. I n  c o n t r a s t ,  h e l i c a l  g e a r s  produce a x i a l  
l o a d s  t h a t  must be c o n s t r a i n e d  t o  main ta in  d r i v e  s t i f f n e s s .  On t h e  p o s i t i v e  
s i d e ,  h e l i c a l  g e a r s  have a h i g h e r  c o n t a c t  r a t i o  which r e s u l t s  i n  a smoother 
and q u i e t e r  o u t p u t .  The l i m i t i n g  f a c t o r  i n  t h e  g e a r  t r a i n  s t i f f n e s s  is t h e  
g e a r  t o o t h  i t se l f .  
Gears  a r e  backdr iveab le .  The r u l e  o f  thumb is t h a t  t h e  lower  t h e  g e a r  
r a t i o ,  t h e  more b a c k d r i v e a b l e  t h e  d r i v e .  The m a j o r i t y  o f  t h e  b a c k d r i v e  
r e s i s t a n c e  is imposed by t h e  motor due t o  back EMF and e l e c t r i c a l  f r i c t i o n .  
There  is no set  r a t i o  t h a t  d e s i g n a t e s  a d r i v e  a s  be ing  b a c k d r i v e a b l e .  Th i s  is  
a good p l a c e  t o  mention t h e  Remote Manipula tor  System (RMS) on t h e  s h u t t l e  [ la ] .  The RMS is a d i s t r i b u t e d  a c t u a t o r  manipu la to r .  Each j o i n t  h a s  a low 
speed and high speed g e a r  t r a i n  i n  s e r i e s .  I t  u s e s  a p l a n e t a r y  g e a r s e t  f o r  
t h e  low speed p o r t i o n ,  whi le  t h e  h igh speed p o r t i o n  u s e s  s p u r  g e a r s .  The 
t h r e e  wrist d r i v e s  have t h e  same g e a r  ra t io--approximate ly  738 : l .  The wrist 
is r e p o r t e d l y  b a c k d r i v e a b l e  a s  well a s  t h e  s h o u l d e r ,  having a 1842 : l  g e a r  
r a t i o .  The RMS j o i n t s  have back lash  b u t  t h e  arm is  very  f u n c t i o n a l  f o r  be ing  
50 f t  long  and s a t i s f y i n g  i ts  requirement  o f  p o s i t i o n i n g  its t i p  w i t h i n  - +2 i n .  
and - +1 deg. 
The n e x t  c l o s e s t  space  manipu la to r  is  t h e  P r o t o f l i g h t  Manipula tor  Arm 
(PFMA) a t  Marsha l l  Space F l i g h t  Cen te r  [19]. T h i s  7-DOF arm is  a l s o  a 
d i s t r i b u t e d  a c t u a t o r  des ign .  The d r i v e s  were des igned  and b u i l t  a t  Mart in  
M a r i e t t a  Denver Aerospace and u s e s  a s p u r  g e a r  t r a i n .  The d r i v e  t r a i n  u s e s  a 
d u a l  p a t h  des ign .  One motor d r i v e s  two mi r ro red  g e a r  t r a i n s  t h a t  meet a t  a 
common i n t e r n a l  r i n g  g e a r .  By p r e l o a d i n g  one o f  t h e  p a t h s  we were a b l e  t o  
v i r t u a l l y  e l i m i n a t e  back lash  wi thou t  compromising f r i c t i o n .  The r e s u l t  is  a 
j o i n t  wi th  a h igh s p r i n g  r a t e  and low s t a t i c  breakaway f r i c t i o n .  The g e a r  
r a t i o s  i n  t h e  PFMA range  from 86.4 t o  110. The j o i n t  is  b a c k d r i v e a b l e  and i s  
a p r e c i s e  p o s i t i o n i n g  mechanism. 
We have t e s t e d  t h e  i n t e r n a l  r i n g  g e a r  o u t p u t  a g a i n s t  an  e x t e r n a l  d r i v e ,  a 
s t a n d a r d  r i n g  and p in ion .  The r i n g  gear  arrangement d i s p l a y e d  improved s t a t i c  
and dynamic f r i c t i o n .  I t  was a l s o  twice  a s  s t i f f  a s  t h e  e x t e r n a l  d r i v e  and 
can be packaged more compactly. 
There a r e  o t h e r  pa ramete rs  t o  be cons idered  b e s i d e s  backlash and f r i c t i o n .  
For gear  t r a i n s ,  avoid  o u t p u t  s h a f t  powers g r e a t e r  than h a l f  t h e  r a t e d  motor 
peak power. The gear  t r a i n  v s  speed c u r v e s  and t h e  power c o n s i d e r a t i o n s  
determine t h e  v a r i o u s  motor choices-- the  l a r g e r  t h e  motor,  t h e  h i g h e r  t h e  du ty  
c y c l e ;  e s p e c i a l l y  f o r  OC s e r v o  motors. One s o u r c e  of f r i c t i o n  can  be 
a t t r i b u t e d  t o  magnetic e f f e c t s  l i k e  h y s t e r e s i s  drag and cogging.  A high 
torque-to-weight r a t i o  w i l l  r e s u l t  i n  h i g h e r  magnetic f r i c t i o n .  I f  weight i s  
a major concern,  g e a r  weight is dominant f o r  h igh g e a r  r a t i o s  and motor weight 
dominates f o r  low g e a r  r a t i o .  
The squirm d r i v e  is a n o t a b l e  advancement i n  t h e  worm g e a r .  Pre loaded 
r o l l e r s  t h a t  e l i m i n a t e  back lash  and reduce f r i c t i o n  a r e  imbedded i n  t h e  worm 
g e a r .  Its r o l l i n g  c o n t a c t  i n s t e a d  o f  s l i d i n g  makes t h i s  mechanism very 
e f f i c i e n t .  S t i c t i o n  is reduced and t h e  t r a n s m i s s i o n  is  backdr iveab le .  I t  is 
98% e f f i c i e n t  and h a s  minimum back lash ;  however, t h e  technology is  n o t  mature 
and i t  is n o t  compact. 
The second most common speed reducer  is t h e  harmonic d r i v e .  I t  i s  low i n  
we igh t ,  has  a h igh s i n g l e - s t a g e  reduc t ion  r a t i o ,  i s  h igh ly  r e l i a b l e ,  has  
n e g l i g i b l e  back lash ,  and h a s  a high t o r q u e  o u t p u t  due t o  t h e  l a r g e  number o f  
t e e t h  meshed a t  any one t ime. Harmonic d r i v e s  a r e  a c c u r a t e  t o  a r c  seconds  and 
p o s s e s s  e x c e l l e n t  r e p e a t a b i l i t y .  Gear t o o t h  wear i s  n e g l i g i b l e  and t h e  l i f e  
o f  t h e  t r ansmiss ion  is a s  good a s  t h e  s u r f a c e  f a t i g u e  o f  t h e  bear ing  i n n e r  
r a c e .  With no l u b r i c a n t ,  e f f i c i e n c y  can drop t o  a s  low a s  50% from t h e  u s u a l  
80-90% r a t i n g  when u s i n g  a wet l u b r i c a n t .  
From our  e a r l i e r  t e s t s ,  harmonic d r i v e s  30% a d d i t i o n a l  t o r q u e  t o  overcome 
s t a t i c  f r i c t i o n  [20]. I t  e x h i b i t e d  s u b s t a n t i a l  wind-up wi th  a n o n l i n e a r  
t o r s i o n a l  s p r i n g  r a t e  a t  low torque.  I t  i s  n o t  t h e  smoothest  t r a n s m i s s i o n  and 
has  a tendency t o  cog a t  low speed.  Furthermore,  t h e  i n e r t i a  of t h e  wave 
g e n e r t o r  may be t o o  high f o r  c e r t a i n  rapid-response servosystems.  The d r i v e  
can have s u b s t a n t i a l  s p r i n g  d e f l e c t i o n .  Compliance is  reduced by s t i f f e n i n g  
t h e  system, bu t  f r i c t i o n  increases--and v i c e  v e r s a .  
Using a f o r c e  s e n s o r  i n  t h e  d r i v e  can minimize t h e  d i sadvan tages  mentioned 
p r e v i o u s l y  [21]. I t  should be noted t h a t  JPL h a s  harmonic d r i v e s  i n  space on 
t h e i r  d u a l  d r i v e  a c t u a t o r  f o r  G a l i l e o  [22]. 
The Roto-Lok technology is a hybr id  d e s i g n  t h a t  combines tendon-type 
technology w i t h  d i f f e r e n t  p i t c h e s  r e p r e s e n t a t i v e  o f  beve l  g e a r  t r a i n s  [23 I .  
As p r e v i o u s l y  mentioned, a c a b l e  is extremely smooth and Roto-Lok is no 
excep t ion .  Backlash is e l i m i n a t e d  by p re load ing  t h e  c a b l e s .  Th i s  technology 
is mature and has  been a p p l i e d  t o  p r e c i s i o n  p o i n t i n g  dev ices .  The r o t a t i o n a l  
s t i f f n e s s  o f  t h e  system is maximized by l o c a t i n g  t h e  d r i v e  c y l i n d e r  very c l o s e  
t o  t h e  o u t p u t  c y l i n d e r  and maximizing t h e  c o n t a c t  a n g l e  o f  t h e  c a b l e s  w i t h  a 
" f igure -e igh t"  des ign .  
How7e Roto-Lok technology h a s  s e v e r a l  d i s a d v a n t a g e s ;  p r i m a r i l y  its 
l i m i t e d ~ n  and l a r g e  s i z e .  The r a t i o  o f  speed r e d u c t i o n  is  p r o p o r t i o n a l  
t o  its r f o r  a s i n g l e  s t a g e  r e s u l t i n g  i n  a s u b s t a n t i a l  volume. The 
s p r i n g  i n c r e a s e s  its f r i c t i o n  b u t  p r e v e n t s  t h e  c a b l e s  from s l i p p i n g ;  
however r i c t ion  l o s s e s  a r e  less t h a n  comparable g e a r s  and b e l t s .  The 
t o r s i o n - u p  and bending i n  t h e  i n p u t  c y l i n d e r  is a n o t h e r  weakness. 
Given tt requ i rements ,  t h e  Roto-Lok c a n  be  very e f f e c t i v e .  
G e a . a r e  an  e f f e c t i v e  load-ca r ry ing  member, b u t  a l s o  a s o u r c e  o f  
b a c k l a s i n e  p i t c h  g e a r  w i l l  be q u i e t e r  wi th  less back lash ;  u n f o r t u n a t e l y  
its r a t i c a p a c i t y  w i l l  dec rease .  The t r a c t i o n  d r i v e  is t h e  r e s u l t  o f  
having n i t e  amount of t e e t h  on a b e v e l  g e a r .  By p r e l o a d i n g  t h e  
t r a c t i o r ,  t h e  f o r c e s  a r e  t r a n s f e r r e d  us ing  t h e  phenomenon c a l l e d  c r e e p .  
Zerash,  h igh  t o r s i o n  s t i f f n e s s ,  smooth o p e r a t i o n  and a compact s i z e  
make th3miss ion d e s i r a b l e .  The t a l l e s t  p o l e  i t  must h u r d l e  i s  i ts  
accepta t  The technology is  n o t  yet mature and needs  t o  be  developed.  
The amoureload r e q u i r e d  t o  make t h e  t r a n s m i s s i o n  o p e r a t i o n a l  is  
s t a g g e r m p l e d  wi th  r o l l e r s  t h a t  must be  c r i t i c a l l y  a l i g n e d ,  t h e  
t r a c t i o r ( i n c 1 u d i n g  r o l l i n g  e lement )  is s u s c e p t i b l e  t o  f a t i g u e .  
D u e ~ s i o n a l  s l i p p a g e ,  a p o s i t i o n  s e n s o r  should  be  mounted t o  i ts  
motion f o r  c losed- loop  c o n t r o l .  The t r a c t i o n  d r i v e  can  be des igned  t o  
o p e r a t e : e  wi thou t  l u b r i c a t i o n .  P o s i t i o n i n g  accuracy can  be  thrown o f f  
by therrension.  I n i t i a l  t e s t s  from ongoing work a t  Lewis Research 
Cen te r  i a l i f e  o f  about  10 hours .  The development of t h i s  t r ansmis -  
s i o n  is:ess and t h e  r e s u l t s  t o  d a t e  a r e  very  promising.  
The:oup o f  speed r e d u c e r s  is  c y c l o i d a l  d r i v e s .  They a r e  i n  t h e i r  
e a r l y  s t  u t i l i z a t i o n  on i n d u s t r i a l  r o b o t s .  They a r e  c h a r a c t e r i z e d  by 
hav ing  s i n g l e  s t a g e  r e d u c t i o n  r a t i o ,  z e r o  back lash  and h igh  t o r s i o n a l  
s t i f f n e o i r  s m a l l  s i z e  can be  coupled d i r e c t l y  t o  t h e  motor.  Power i s  
transmits r o l l i n g  a c t i o n ,  minimizing wear and f r i c t i o n a l  h e a t ,  r a t h e r  
t h a n  s l b n t a c t .  The t r a n s m i s s i o n  w i l l  c a r r y  a g r e a t e r  l o a d  f o r  its s i z e  
due t o  b s t r o n g e r  cyc lo ida l - shaped  t e e t h .  I ts  low i n e r t i a  means a 
f a s t e r  a t i o n .  However, c y c l o i d a l  d r i v e s  have d i sadvan tqages .  They a r e  
very  h e ~ h a v e  p o s s i b l e  speed v a r i a t i o n s .  T h e i r  e f f i c i e n c y  d r o p s  t o  50% 
unloadeoosed t o  95% f u l l y  loaded .  
A c c j o i n t  o r  a d i f f e r e n t i a l  i s  a c l e v e r  mechanism t o  c r e a t e  a j o i n t  
wi th  c o n  axes .  These j o i n t s  a r e  i d e a l  f o r  a r o b o t i c  wrist and p o s s i b l y  
f o r  t h e  tr o r  a 2-DOF elbow. T h i s  is  n o t  a new d e v i c e ;  i t  h a s  been i n  
u s e  sinc! manipu la to r s  f o r  t h e  n u c l e a r  i n d u s t r y .  Th i s  compound j o i n t  
can be  bmpactly b u t  no t  wi th  d i s t r i b u t e d  a c t u a t o r s .  The motors c o u l d  
be  a d j a c t h e  j o i n t  o r  be p laced  i n  t h e  base .  
I n  common compound j o i n t  ( F i g .  161 ,  t h e r e  a r e  two i n p u t s  wi th  two 
out puts.:^ 1 and 2 cou ld  be a beve l  g e a r ,  a t r a c t i o n  cone o r  c a b l e  
d r i v e n .  .nputs  No. 1 and No. 2 r o t a t e  i n  t h e  same d i r e c t i o n ,  i t  r e s u l t s  
i n  a benm a t  o u t p u t  "A". When i n p u t  No. 1 t u r n s  o p p o s i t e  t o  i n p u t  
No. 2 ,  tit r o l l s  i n  o u t p u t  "0". The d i f f e r e n t i a l  w i t h  b e v e l  g e a r s  can 
be  pre101 minimize back lash .  A t r a c t i o n  i n p u t  h a s  no back lash  b u t  
h load ing .  Alignment i s  c r i t i c a l  and is  s u s c e p t i b l e  t o  wear and 
e same i n p u t  t o  t h e  d i f f e r e n t i a l  can  be accomplished wi th  p u l l e y s  
P r e c i s e  movement can be c o n t r o l l e d  wi th  an  a n t a g o n i s t i c  p a i r  o f  
d i t n  some type  of  t e n s i o n  on t h e  c a b l e ,  t h e  same p u l l e y  can  be 
OUTPUT A 
. n g l e  a c t u a t o r .  
INPUT 1 m m  INPUT 2 
OUTPUT B 
- 
F i g u r e  16 Compound J o i n t  
I 
- +  - 
I 
7e p h y s i c a l  c o n f i g u r a t i o n  o f  t h e  j o i n t ,  t h e  bend o u t p u t  h a s  a 
n t  of  t r a v e l .  There is  no reason  a compound j o i n t  cou ld  n o t  be 
I a speed reducer .  A good example i s  t h e  Man-Equivalent Tele-  
3 t  (METR) module being developed a t  ORNL [24]. Each motor goes  
eed reducer  b e f o r e  i n p u t  t o  t h e  t r a c t i o n  d i f f e r e n t i a l .  F i n a l l y ,  
j o i n t  is  more complex, b u t  e x h i b i t s  a k inemat ic  advantage by 
h t e r s e c t i n g  axes .  
taken a look a t  t h e  s t a t e  of  t h e  a r t  i n  r o b o t i c  a c t u a t o r s .  I n  
we f e e l  t h a t  t h e  motor f o r  a r o b o t i c  j o i n t  i n  s p a c e  w i l l  be  a 
g n e t  DC motor. Having s e t t l e d  on a motor,  t h e  o p t i o n s  f o r  t h e  
e i n  t h e  t r a n s m i s s i o n .  We have reviewed t e n  c a n d i d a t e  t r ansmis -  
: h a s  i ts own merits a s  w e l l  a s  d i sadvan tages .  I n  de te rmin ing  t h e  
Gmission f o r  a p a r t i c u l a r  j o i n t ,  t h e r e  is a methodology t o  b e  
bhoosing t h e  hardware. T h i s  was shown i n  F i g u r e  1 5  and t a k e s  i n t o  
C? d i f f e r e n t  pa ramete r s  such a s  performance,  environment ,  and 
Fe paramete r s  were f u r t h e r  d i s c u s s e d  d u r i n g  t h e  d e s i g n  c o n s i d e r -  
a l s o  took a look a t  a compound j o i n t / d i f f e r e n t i a l .  Again, t h e r e  
+s and d i sadvan tages .  F i n a l l y ,  t h e r e  is  no p e r f e c t  t r a n s m i s s i o n .  
&e  t h e i r  own p l a c e  and a p p l i c a t i o n .  I t  is  up t o  t h e  manipu la to r  
csptimize h i s  t a s k  by u t i l i z i n g  t h e  d e s i r e d  mechanism and 
Eto s a t i s f y  t h e  d e s i r e d  requirement .  
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CABLE APRICATIONS IN ROBOT COMPLIANT DEVICES 
Numerous d i f f e r e n t  mechanical/electromechanical compliant dev i ce s  have 
been designed i n  t he  course  of robot  developments. These hardware devices ,  
coupled wi th  t h e  sof tware  program, g r e a t l y  in f luence  t h e  o v e r a l l  
e f f e c t i v e n e s s  of t h e  robot  t o  acqu i r e  t h e  work o b j e c t  and perform simple 
mechanical t asks .  This  r e p o r t  de sc r ibes  an engineer ing model c a n p l i a n t  
dev ice  u t i l i z i n g  c a b l e ,  a s  p a r t  of t h e  mechanical attachment of a t o o l  t o  a 
s imulated robot  arm. This  unique c a b l e  system o f f e r s  a simple inexpensive 
method t o  ga in  a high degree of compliance and permit t h e  a c q u i s i t i o n  and 
mate-up of  robot  held t o o l s  with t h e  work o b j e c t  i n  t h e  presence of  
misalignment and v ib ra t i on .  Besides i l l u s t r a t i n g  i ts  a b i l i t y  t o  work w i t h  
angular  and l i n e a r  misalignments,  t h e  r epo r t  a l s o  shows how t h e  compliant 
c a b l e  sys t em can func t ion  when both t h e  robot  and work ob jec t  a r e  
v i b r a t i n g .  In add i t i on ,  p r i n c i p l e s  a r e  presented f o r  o the r  l a r g e r  c a b l e  
systems, providing much higher  fo rce  c a p a b i l i t y  f o r  heavier  work o b j e c t s  
(payloads) .  This  is a l s o  t r u e  of extreme v i b r a t o r y  motions which can be 
overcome through t h e  use  of a compound compliant c a b l e  system shown a s  a 
double u n i v e r s a l  j o i n t .  
Another f e a t u r e  i l l u s t r a t e d  with t h e  engineer ing  model is t h e  p r i n c i p l e  
t h a t  t h e  compliant c a b l e  device  can be ad jus t ed  i n  p l ace  t o  respond i n  a 
l i n e a r  fashion o r  i n  an extremely nonl inear  fashion.  Fur ther ,  t h e  system 
can a c t  wi th  l i t t l e  damping o r  w i t h  heavy damping beyond c r i t i c a l  damping 
a s  d e s i r e d .  
The engineer ing model compliant device has  four Linear  Variable  
D i f f e r e n t i a l  Transformers (LVDTS) mounted on it t o  sense  d e f l e c t i o n .  The 
output  of these sensors ,  when connected t o  an o sc i l l o scope ,  permi ts  remote 
1 
s t e e r i n g  of  t h e  robot  held device  during mate-up w i t h  t h e  work o b j e c t .  
Fur ther ,  i t  is shown t h a t  t h e  LVDT s i g n a l s  can be changed i n t o  a d i g i t a l  
format and handled by either a d i g i t a l  o r  an analog system: 
w e  1 i l l u s t r a t e s  the a c t i o n  of t h e  compliant device.  The robot  is  
mounted t o  t h e  lower two b o l t s  and t h e  work ob jec t  is c o n t r o l l e d  by t h e  
a c t i o n  of  a t o o l  mounted t o  t h e  upper two b o l t s .  Thus the  upper two b o l t s  
could be mounted t o  a screw d r i v e r ,  a clamp, a socket wrench, etc. Because 
t h e  compliant dev ice  of F igure  1 can e a s i l y  move i n  t h e  s i x  degrees  of 
freedom, i t  is poss ib l e  t o  a d j u s t  t o  t h e  s u r f a c e  of  t h e  work o b j e c t  and 
perform i ts  funct ion.  The bending motions of t h e  c a b l e  t o  meet these 
requirements  w i l l  be i l l u s t r a t e d  i n  t h e  f i g u r e s  t h a t  follow. 
Fioure i l l u s t r a t e s  t h e  side motion of t h e  compliant c a b l e  device.  The 
c a b l e  has  n o t  only moved i n  t h e  ho r i zon ta l  plane toward t h e  thumb i n  t h e  
p i c t u r e  but t h e  c a b l e  is a l s o  r o t a t e d  because t h e  f o r c e  is no t  appl ied  t o  
the  c e n t e r  of  r e s t r a i n t  of t h e  c a b l e  system. 
Fioure is  an example of  t h e  compliant dev ice  under compression. Notice 
t h a t  a l l  of t h e  c a b l e s  a r e  bending down but none of them a r e  p ivo t ing  about 
t h e  swage po in t s .  
F-e 4 i l l u s t r a t e s  t h e  mo t im  of  t h e  compliant dev ice  t h a t  is  a c t i v a t e d  
by a combination of r o t a t i o n a l  and compression forces .  
-re 5 shows t h e  same cunp l i an t  dev ice  sub jec t  t o  tens ion  fo rces .  The 
system is s o  designed t h a t  t h e  r e s i s t a n c e  t o  compression and tens ion  
e x h i b i t  t h e  same fo rce  d e f l e c t i o n  curves.  
U e  6 is a close-up macro-picture of t h e  c a b l e  i n  shear .  This  
p a r t i c u l a r  c a b l e  is 7 x 7 x 3 IWRC regular  l ay .  I t  is  q u i t e  f l e x i b l e  when 
compared t o  t h e  common c a b l e  used f o r  l i f t i n g  and f i t s  i n t o  small  p l a c e s  
t h a t  r egu la r  c a b l e  cannot .  
2 
i ~ : ~ r e  of t he  bending of 7 x 19 I W R C  r i g h t  regular  l a y  
preformed cab l t  severe loading c m d i t  ims. Not i c e  t h a t  t he  cab le  
h m d l e s  the lose * e l l  with no y ie ld ing  o r  f a l l i n g  apa r t  of t h e  cab le  
s t randing.  
is a ! r e s i s  curve of a canp l i an t  device subjec t  t o  an ever 
Increasing 1 0 a d . i ~ ~  t h e  danping which causes  an o f f s e t  i n  t h e  zero 
point- Also nothat  the s t i f f n e s s  increases  a s  t h e  load increases .  
This f e a t u r e  of :anpl iant  device al lows a robot  t o  approach a wor* 
Object s o f t l y ,  &n s t i f f n e s s  is needed f o r  torque o r  motion, i t  is 
there s i n c e  t h e  rg cons tan t  increases  with de f l ec t ion .  I t  is t h i s  
of t h e  c m t  device t o  get s t i f f e r  and s t i f f e r  under a load 
that  a l lows i t  t o  trery high overloads. 
9a -OW a canp le t e  h y s t e r e s i s  motion f r m  a s t rong  force  
On r i g h t ,  9a,  t o  a n g  force  on t h e  l e f t ,  9b. The l i t t l e  squares  on the 
device ar! inches each. This  device can ad jus t  i t s e l f  t o  2112 
imhes i n  every dh im ,  ~n important f ac to r  about these  conpl ian t  
devices  is t h a t  theys  ab le  t o  ad jus t  themselves t o  a motion of 112 inches 
in plane with equirestraint i n  a l l  t h r ee  planes.  
b e  &UnQJ& re two p i c tu re s  of the same conf igura t ion  where one 
is stiff,  10a. and 0th is q u i t e  conpl ian t ,  lob. The s t i f f n e s s  curves a r e  
Shown on Figure 17. 4ge  robots  c m  be designed t o  ad jus t  t h e  c a n p l i m t  
attachefit i n  space. 'us t h e  compliant device can be very canp l i an t  when 
it  m*es c m t a c t  but chages i ts s t i f f n e s s  before  it s t a r t s  t o  work. 
Fiaure 11s a r o b o t d ~ m s t r a t o r  t o  i l l u s t r a t e  t h e  po in t s  previously 
dirussed. Through varims cont ro ls  on the  f a r  side of t he  demonstrator, 
the canpl ian t  device (ao marked and previcusly descr ibed)  can move 
l a t e r a l l y ,  in  and out and r o t a t e  in  one p h n e  a s  ind ica ted  On 
t he  p ic ture .  The cy l i nde r  i n  the  foreground i s  equipped w i t h  a b o l t  and nu t  
fac ing  the  canp l ian t  device. The canp l ian t  device can access the  n u t  and 
r o t a t e  i t  o f f  the  stud. It can fu r ther  contact  and capture the nut,  even 
though the  canp l ian t  device i s  misal igned with the b o l t  and nut assembly. 
The handle t o  the r i g h t  o f  the  aluminun cy l i nde r  i s  used t o  move the  nu t  
badc and f o r t h  wh i le  the  socket wrench on the robo t ' s  canp l ian t  device 
captures the n u t  and t u rns  it. This a b i l i t y  of the compliant device t o  be 
s o f t  f o r  adjustment and s t i f f  f o r  t u rn ing  has been previously discussed. 
The a b i l i t y  o f  the  socket on t h e  end of the  compliant device t o  capture a 
moving nut i s  most usefu l .  I t  should be repeated here t h a t  both the  robot  
and work ob jec t  c a r l d  be moving i n  d i f f e r e n t  modes, yet the  compliant 
device w i l l  a l low the  socket t o  capture the nut. 
Fiaure shows the same robot  demonstrator from the top. The n u t  i s  
c l e a r l y  shown. The compliant device i s  shown a l m g  with the  socket wrench 
on the  end o f  the canp l i an t  device. The r o t a t i n g  c o n t r o l s  (operated by 
hand) are  shown on the r i g h t .  They g i ve  the  compliant device motion i n  a l l  
th ree planes wh i le  ro ta t i ng .  It should be mentioned here t h a t  a l l  o f  these 
motions cou ld  be c o n t r o l l e d  with servos if needed. 
Fiaure shows the  n u t  a t  an angle of 7 1/2' from the l i n e  of the robot  
and the  compliant cable device. It i s  poss ib le  w i t h  t h i s  canp l ian t  device 
t o  ad jus t  i t s e l f  t o  t h i s  angle y& i t  r o t a t e s  and t u rns  the n u t  up on the 
b o l t  . 
F-e 14 shows how f a r  a socket wrench can be from the center l i n e  o f  the 
nu t  and s t i l l  g r a w  the.nut  and turn it. Figure 14 a l so  shows the LVDT1s 
mounted ins ide  the  canp l ian t  device t o  measure the  def l e c t i m s .  
Fiaure shows a  close-up o f  t h e  socket wrench a s  i t  is i n  t h e  process  of 
l a t c h i n g  on t o  t h e  nu t  (prev ious ly  shown on Figure 14) .  Note t h a t  t h e  
c m p l i a n t  dev ice  r o t a t e s  and t r a n s l a t e s  i n t o  a  p o s i t i c n  where i t  can s l i d e  
over t h e  nu t  and tu rn  it. 
m e  16 shows a  double c m p l i a n t  dev ice  s i m i l a r  t o  a  un ive r sa l  j o i n t  in  
a  c a r .  With t h i s  dev ice  it is  poss ib l e  t o  meet very l a r g e  displacements  and 
s t i l l  n o t  l o s e  t h e  power t o  opera te .  
w e  17 shows t h e  s t i f f  curve  of F igure  10a and t h e  very c m p l i a n t  
dev i ce  of F igure  lob. Note t h e  l a r g e  amount of damping w i t h  t h e  s o f t  device 
and t h e  small  amount of damping w i t h  t h e  s t i f f  dev ice .  As prev ious ly  
d i scussed ,  it is poss ib l e  t o  a d j u s t  the  compliant dev ice  w h i l e  ope ra t i ng  
and change from an extremely f l e x i b l e  device  t h a t  w i l l  adapt i t s e l f  t o  
l a r g e  al ignments  and prevent  hard c o n t a c t s  during coupl ing.  When t h e  robot  
is f i rmly  a t tached  t o  t h e  work o b j e c t ,  t h e  compliant dev ice  can be 
s t i f f e n e d  and respond almost t h e  same a s  a  s o l i d  and r i g i d  bar .  
SUMMARY 
Robotic systems need cunpl iance  t o  connect t h e  robot  t o  t h e  work ob jec t .  
The c a b l e  system i l l u s t r a t e d  he re  o f f e r s  compliance fo r  mating but can be 
changed i n  space t o  become q u i t e  s t i f f .  Thus t h e  same system can do both 
tasks ,  even i n  environments where t h e  work ob jec t  o r  robot  a r e  moving a t  
d i f f e r e n t  f requenc ies  and d i f f e r e n t  amplitudes.  The adjustment can be made 
i n  a l l  s i x  degrees  of freedom, t r a n s l a t e d  i n  o r  r o t a t e d  i n  any plane and 
sti l l  make a  good con tac t  and c o n t r o l .  
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ABSTRACT 
KSC has implemented an integrated system that coordinates state-of- 
the-art robotic subsystems. It is a sensor based real-time robotic 
control system performing operations beyond the capability of an off- 
the-shelf robot. The integrated system provides real-time closed loop 
adaptive path control of position and orientation of all six axes of a 
large robot; enables the implementation of a highly configurable, 
expandable testbed for renror syatem development; and makes several 
mart distributed control subsystems (robot arm controller, process 
controller, graphics display and vision tracking) appear as intelligent 
peripherals to a supervisory computer coordinating the overall system. 
INTRODUCTION 
Robotics technology is a rapidly advancing field moving from 
applications on repetitive manufacturing processes toward applications 
of more variable and complex tasks. Current directions of NASA design 
for the Space Station and other future spacecraft is moving toward the 
use of robotics for operational, maintenance and repair functions while 
the systems are in orbit. These spacecraft systems will eventually 
require processing through KSC for launch and refurbishment. 
In the future, KSC will be called on to design ground processing 
facilities for new generation launch vehicles such as the Heavy Lift 
Launch Vehicle and the Second Generation Shuttle. The design of these 
facilities should take advantage of state-of-the-art robotics technology 
to provide the most efficient and effective vehicle processing. 
In addition to these future needs for robotics technology 
expertise, it is readily apparent that robotics technology could also 
have near-term applications to some of the existing hazardous and 
repetitive Shuttle and payload processing activities at KSC. 
Launch site applications of Robotics to hazardous and repetitive 
Shuttle processing activities will offer some unique opportunities at 
KSC. Conunercially available robots traditionally have not allowed an 
easy and effective means to integrate sensors with robots in the 
formation of flexible control systems. Without this capability, it is 
very difficult to develop a system in which robot motion can be 
controlled adaptive17 in real-time. This real-time adaptive control is 
the necessary tool for performing tracking of a Shuttle vehicle stacked 
at the launch pad while it is roeking in the rind, in order to dock and 
insert umbilicals (consisting of a ganged connection of electrical and 
cryogenic/hypergolic fluid lines) without damage to the vehicle and 
without hazardous leaks. 
Present "T-0" Umbilicals have to be connected during excursions 
caused by firing of the main engines in case of an abort (which has 
occurred twice already) prior to ignition of the Solid Rocket Boosters 
(SRB). Since it presently takes  from 14 t o  34 hours t o  reconnect 
var ious  s i z e  umbil icals ,  t he re  i s  not  adequate time t o  sa fe  the  vehic le  
by draining o f f  hazardous f u e l s ,  unless the  umbilical remains connected 
u n t i l  t he  Shu t t l e  s t a r t s  climbing skyward. I f  disconnection of these  
large mechanisms i s  done improperly, damage t o  Shu t t l e  t i l e s  o r  
s t r u c t u r a l  members could r e s u l t .  An order ly /cont ro l led  disconnect j u s t  
p r i o r  t o  launch, r a t h e r  than during launch, with the  capab i l i ty  t o  
rapid ly  and prec ise ly  reconnect,  i s  the  des i rab le  approach KSC i s  
inves t iga t ing  f o r  t h e  design of f u t u r e  launch vehicles.  Unt i l  now such 
a design has been t echn ica l ly  unfeas ib le ,  but with the  advent of "peg- 
in-the-hole" robot ics  technology, high speed pipel ined v i s i o n  procee sor  s 
and real-time software cont ro l  algorithms; t h e  in teg ra t ion  of these  
technologies should enable t h i s  30 year o l d  go81 t o  be accomplished. 
I n  addi t ion  t o  remote mateidemate of umbil ical  mechanisms, the re  
a r e  o the r  hazardous, time consuming, labor in tens ive  ground processing 
funct ions  a t  KSC t h a t  could benef i t  from cos t  savings brought about by 
enhanced sa fe ty ,  product iv i ty  and e f f i c i ency  through the  u t i l i z a t i o n  of 
advanced robo t i c s  technology. Therfote, a Robotics Development Team was 
es t ab l i shed  a t  KSC t o  determine the  most f e a s i b l e  approach t o  "capture" 
the  technology and t o  provide fo r  implementation of a highly 
configurable,  expandable, tes tbed capab i l i ty  t o  perf- robo t i c s  
rerearch and d w e l o p ~ ~ t .  
The team's i n i t i a l  obiec t ive  was t o  develop a robot ics  laboratory 
a t  KSC t h a t  would provide a f a c i l i t y  f o r  t r a i n i n g  engineers i n  t h e  
unique c h a r a c t e r i s t i c s  and many d i s c i p l i n e s  involved i n  robo t i c s  
technology. It was a l s o  t o  provide a f a c i l i t y  where t e s t i n g  of robo t i c s  
technology can take place t o  develop the  f e a s i b i l i t y  of applying 
advanced technological  so lu t ions  t o  current  Shuttlefpayload ground 
processing a c t i v i t i e s .  
The u l t imate  ob iec t ive  of t h i s  research w i l l  be t o  extend the  
lesrons  learned and techniques/systems developed t o  support e x i s t i n g  
ground systemr, and t o  f u r t h e r  the  development of s imi la r  systems f o r  
f u t u r e  ground servic ing of advanced launch-vehicler/payloads. Some of 
these  ground opera t ional  enhancements could a l s o  be applied t o  space 
opera t ional  systems. 
Our aooroach war t o  develop, procure and i n s t a l l  an app l i ca t ions  
development laboratory i n  which robo t i c s  hardware, ac tua to r s ,  end- 
e f f e c t o r s ,  algorithms, software, sensors and contro l  systems w i l l  
undergo conceptual izat ion,  development, evaluat ion,  and checkout using a 
la rge  sca le  t e s t  a r t i c l e .  
For these  reasons, KSC speci f ied  a Robotic Dcrcloprent Prototype 
System with the  requirements of :  
(1) providing real-time closed loop adaptive path cont ro l  of 
pos i t ion  and o r i e n t a t i o n  of a l l  s i x  axes of w l a r g e  heavy l i f t  (90 
kilogram) robot ,  
2 
( 2 )  providing a sensor based testbed, 
(3) coordinating and integrating state-of-the-art robotic 
subsysteme through the use of a reconfigurable/expandable control and 
monitor system, and 
( 4 )  allowing operations beyond the capability of an off-the-shelf 
robot through a universal development system for varied applications. 
RESOLUTION METBODOLOGY 
The Robotic Development Prototype System contract was performed by ASEA 
Robotics, Inc. (New Berlin, Wisconsin and White Plains, New York) in 
conjunction with Adaptive Automation, Inc. (South Windsor, Connecticut). 
These companies had previously worked together to provide some unique 
systems for closed loop robotic control and sensor system integration. 
The delivery, installation, service and acceptance testing of the 
robotic equipment was managed by ASEA. Adaptive Automation performed 
system integration design and software development. They did an 
excellent job fulfilling specification requirements, designing the 
system to: 
( 1) exceed performance requirement s, 
(2) ensure that it would not become outdated by virtue of obsolete 
technology by allowing future performance capabilities to be added to 
the system as new technology becomes available; and 
(3) use structured softvare modular techniques, allowing efficient 
and easy integration of new sensor technology. 
In order to aid the systems developer in the formulation of his 
proposal, the KSC specification not only pointed out the type of robotic 
equipment NASA intended to procure, but informed him of the overall 
development plan for the use of the prototype equipment. The plan 
(Refer to Figure 1) was to procure aoff-the-ahelfa state-of-the-art 
robotic hardvare and "intelligent" feedback control systems and to marry 
this hardware and software with  KSC developed work cells  incorporating 
sonic, infrared and tactile feedback sensors, optical tranemission 
devices, hypergolic and cryogenic fluid couplings, and various end- 
effector gripper devices. It was later decided that vision control for 
"lines" management would not be done with an object recognition system, 
but would use standard KSC camera systems to enable an operator to 
monitor and safe the system in case of entanglement of cryogenic or 
electrical lines. 
AS delivered, Item I hardware (1ndmatri.l Robot Arm Control) 
consists of a heavy lift, servo controlled robot arm mounted on a 30 
foot track, an arm controller, a teach pendant, special maintenance 
tools, and grippers. An identical set of Item I equipment, minur the 
track, war delivered to the subcontractor, Adaptive Automation, as a 
rental unit to allow them to perform software developmental integration 
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with  Item I1 & 111 equipment while  s imultaneously allowing NASA t o  ga in  
va luab le  experience wi th  t h e  robot  p r i o r  t o  de l ive ry  of t h e  o v e r a l l  
system. Item I1 hardware (Smart S y s t e m  In t eg ra t i on )  c o n s i s t s  of a 
s o l i d  s t a t e  camera, a v i s i o n  processor ,  a programmable process  
c o n t r o l l e r ,  sof tware maintenance te rmina ls ,  and a MicroVAX 
Supermicrocomputer. Item I11 hardware (Cont ro l  Display ~ r a p h i c s )  
c o n s i s t s  of a smart co lo r  te rmina l ,  an a la rm/repor t  message p r i n t e r ,  and 
a v ideo  hardcopy co lo r  p r i n t e r .  
A l l  equipment was i n s t a l l e d  a t  KSC p r i o r  t o  acceptance t e s t i n g .  
Tra in ing  on Item I equipment took p lace  a t  t h e  f a c t o r y  i n  New Ber l i n  i n  
December 1985. Also t h a t  month, t h e  robot  arm, t r a c k  and robot  
c o n t r o l l e r  were de l ivered  t o  t h e  Kennedy Space Center i n  F lo r ida ,  but 
no t  i n s t a l l e d  i n t o  a high bay of t he  Launch Equipment Test  F a c i l i t y  
(LETF) u n t i l  January 1986. Hazardous work on t h e  Space Telescope 
Transpor te r  preempted t h e  high bay delaying acceptance t e s t i n g  and 
prel iminary u t i l i z a t i o n  of t h e  stand-alone robot  f o r  s eve ra l  months. 
The Smart Systems I n t e g r a t i o n  computer /cont ro l le r  and t h e  Control  
Display Graphics equipment was de l ive red  i n  September, 1986. During 
September and October, Items I1 & 111 equipment underwent i n s t a l l a t i o n  
i n t o  a c o n t r o l  room b u i l t  by NASA, acceptance t e s t i n g  was 
performed on t h e  t o t a l  i n t eg ra t ed  con t ro l  systems, and t r a i n i n g  of NASA 
engineers  and support con t r ac to r  personnel  was completed. 
The a r e a  i n  t h e  high bay of t he  LETF where t h e  Robotic Development 
Prototype System was i n s t a l l e d  i s  now know a s  t h e  Robotics Appl ica t ions  
Development L a b o r a t o q  (RADL). Refer t o  Figure 2. 
Roborics Applications Developmenr Laboratory (RADL) 
Figure 2 
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The RADL i s  unique i n  t h a t :  
(1 )  a l a r g e  robot  t r a v e l s  on a t r a c k  enabl ing i t  t o  access  s eve ra l  
d i f f e r e n t  work c e l l  app l i ca t i ons .  The system i s  highly reconfigurable 
to adapt to various prototype configurations, making i t  a genera l  
purpose, mu l t i - s t a t i on ,  research  and development t e s tbed ;  
( 2 )  t h e  robot is  integrated through a computer and software system 
to several mart distributed control subsystems: 
(A) v i s i o n  c o n t r o l l e r  f o r  t r ack ing ,  
(B) process c o n t r o l l e r  f o r  work c e l l  i n t e g r a t i o n  and 
(C) a smart g raphics  d i sp l ay  te rmina l  f o r  coord ina t ion  of t h e  
o v e r a l l  network; and 
( 3 )  t h e  l abo ra to ry  permits sophisticated control algorithms and 
signal processing techniques t o  be app l i ed  t o  sensor  information 
process ing ,  allowing f o r  a p p l i c a t i o n s  t h a t  c u r r e n t l y  can not  be 
automated without t h e  use of advanced sensor  systems. 
The i n i t i a l  t h r u s t  of t h e  RADL w i l l  be t o  develop the  systems and 
techniques r equ i r ed  f o r  automated loading and unloading of hypergol ics  
f o r  space veh ic l e s  and payloads during prelaunch ground opera t ions .  
Future  t a s k s  undertaken by t h e  RADL w i l l  be t o  extend t h e s e  automated 
techniques t o  o the r  f l u i d s  (such a s  cryogenic) a s  we l l  a s  e l e c t r i c a l  
power, f i b e r  o p t i c  comun ica t ion ,  and da t a  system mate/demate func t ions .  
A s  t h e  e x p e r t i s e  of t h e  robo t i c s  engineers  i nc reases ,  and a s  a p p l i c a t i o n  
requirements d i c t a t e ,  t h e  c a p a b i l i t i e s  of t h e  l abo ra to ry  w i l l  be 
increased t o  include equipment f o r  t h r e e  dimensional scanning, h igher  
order  image processing,  a r t i f i c i a l  i n t e l l i g e n c e ,  son i c ,  l a s e r  and o t h e r  
ranging systems, t a c t i l e  systems, and mobi l i ty  systems. 
COMPUTER HARDWARE AND SOFTWARE DESIGN OVERVIEW 
ASEA Robotics Inc.  (ARI) and Adaptive Automation Inc.  (AAI)  were 
very responsive t o  t h e  NASA requirements of providing "real-t ime 
adapt ive  servo con t ro l  & feedback mechanism in t eg ra t i on . "  We a r e  not  
d i s cus s ing  "adapt iv i ty"  which concerns t h e  con t ro l  dynamics of a robot  
arm r e l a t i v e  t o  d i f f e r e n t  weights being handled. Our use of "adaptive 
cont ro l"  implies  t h e  a b i l i t y  t o  "adapt" t o  r e a l  world changes a s  
determined by sensory devices  on and around the  robot .  The de l ive red  
system provides  a set of hardware and software building block8 a s  a 
foundat ion f o r  a genera l  purpose sensor development t e s tbed  f o r  robot  
con t ro l .  The computers a r e  expandable t o  allow f o r  t h e  f u t u r e  needs f o r  
i n f r a r e d  photo-opt ical ,  v i s i o n  o r  t a c t i l e  feedback devices .  For 
i n s t ance ,  t h e  MicroVAX provides  t h e  computing power requi red  f o r  t h e  
sensor  processing and t h e  i n t e r f a c i n g  hardware expandabi l i ty  necessary 
f o r  f u t u r e  requirements;  t he  Programmable Process  Cont ro l le r  provides  
t h e  presen t  need f o r  248 analog and d i g i t a l  I / O  s i g n a l s  and has  I / O  
expansion capac i ty  of over 1,000 s i g n a l s ;  and t h e  Vision System conta ins  
s ta te-of- the-ar t  computerized t rack ing  system hardware, r e a d i l y  
expandable f o r  f u t u r e  development needs. 
In addition to hardware, AAI provided software modules to support a 
base-line capability from which the system could expand. The objective 
was to provide an open, flexible and expandable system, but one which 
was programmable at a high level. System operational softvare was 
provided in the form of libraries of sabroatinesfrodnler which can be 
used by a NASA application programmer to allow "high level" programming 
of the system without requiring the programmer to be familiar with the 
low level functioning of the communication procedures between the 
various subsystems. 
This lodalar hardvare/softvare design approach providee: ease of 
performance enhancement, alteration with minimal impact, and stand-alone 
or integrated mode functions. 
INDUSTRIAL ROBOT ARM CONTROL 
To acomplish early development tasks, an anthropomorphic robot arm 
having electric motor drives was specified. The decision was made to go 
with electric motor drives to avoid potential leaks of hydraulic fluids 
which could cause damage or replacement to Shuttle Orbiter tiles or 
cause contamination by venting oil vapors. The arm was specified to be 
a servo-controlled mechanism since it had to be an integral part of a 
closed loop tracking system. We also wanted to take advantage of some 
common characteristics of servo-controlled robots which include: smooth 
motions, controlled movement of heavy loads, flexibility of manipulation 
and accurate/repeatable end-of-arm positioning. 
ANTHROPOMORPHIC ROBOT 
The robot delivered was an IRB-90/2 manufactured by A R I  in the 
United States. It is capable of lifting 90 kilograms and holding it 
3,000 mm from its base having a repeatability of 1 mm under constant 
operational conditions at maximum reach and load over a large working 
range. All arm joints (axes) are actuated by direct current servo motor 
drives with closed loop feedback control through resolvers and 
tachogenerators. The robot is moved using simple hand motions, plain 
dialogue and self-instructing commands through a joystick mounted on a 
programmable function panel (teach pendant). The processor controls are 
a Motorola 68000 based system incorporating both American and Swedish 
technology. An extended 21K RAM memory is backed up by floppy disk and 
a battery providing 400 hours of memory storage. The robot controller 
comes with a standard adaptive control function which provides control 
(in local tool reference frame) of tool position only (orientation can 
not be controlled). The adaptive control can only operate with three 
analog or digital signals simultaneously. This is not enough capability 
for 6 dimensional ( 3  directions and 3 orientations) adaptive control of 
a sensory development testbed. However, the robot has the capability to 
have all 6 axes controlled from an external computer. Therefore, the 
robot controller's optional "external computer link software" was used 
to implement the task of communicating with the MicroVAX to provide the 
extra 3 degrees of freedom necessary to incorporate advanced docking 
stratagies being developed by NASA at the RADL (Refer to Figure 3 ) .  
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The use of an off-the-shelf r o b o t / c o n t r o l l e r  wi th  an i n t e g r a t e d  
computer con t ro l  system provides s eve ra l  advantages: 
(1) Dcrelo-t t i m e  and money is reduced by not having t o  spec i fy  
and bui ld  a s p e c i a l l y  designed robot t o  a c t  a s  a  t racking  mechanism. 
( 2 )  The robot c o n t r o l l e r  can perform kinematic/dynamic mat r ix  
t ransformations using i t s  i n t e r n a l  processor c a p a b i l i t y  and thereby f r e e  
up the MicroVAX campater f o r  supe r r i so ry  tasks .  
( 3 )  It can be used a s  a  "stand alone1' system o r  i n t eg ra t ed  wi th  
o the r  computerized con t ro l  systems i n  a  d i s t r i b u t e d  network. 
ROBOT TRACK 
In  order  t o  make the  labora tory  a  l a l t i - s t a t i o n  deve lopwnta l  . 
t e s tbed ,  t h e  robot  was placed on a  t rack .  The t r a c k  was subcontracted 
t o  ESAB North America Robotic Welding Divis ion i n  Fort  Co l l i n s ,  
Colorado. The RADL i n s t a l l a t i o n  was t h e  f i r s t  use of an IRB/9O on a 
t r a c k  and t h e  i n s t a l l a t i o n  was completed without degrading t h e  r o b o t ' s  
r e p e a t a b i l i t y  performance. The t r a c k  uses  an  e l e c t r i c  motor ac t ing  a s  a  
seventh a x i s  enabling t h e  robot t o  s e rv i ce  var ious  workcel ls .  Several  
experiments can be loca ted  along and around t h e  9 meter (30 f o o t )  t r ack .  
Sensors w i l l  be used along t h e  t r a c k  a s  i npu t s  t o  t he  in t eg ra t ed  con t ro l  
sytem t o  def ine  a reas  where obs t ac l e s  must be avoided. Also, i f  t h e r e  
is  a  problem with one experiment, t he  robot can simply be moved along 
i t s  t r a c k  t o  another  work s t a t i o n .  This  f l e x i b i l i t y  increases  i t s  
e f f icency  and e l imina te s  t h e  neces s i ty  of purchasing a d d i t i o n a l  robots  
f o r  each developmental p ro j ec t .  Since the  smart systems computers 
enable adapt ive con t ro l  of pos i t i on ,  v e l o c i t y  and o r i e n t a t i o n  of a l l  s i x  
axes,  t h e  robot  can be made t o  s imulate  a  sphe r i ca l  o r  c a r t e s i a n  robot .  
NASA can determine to l e rances  requi red ,  robot  c h a r a c t e r i s t i c s ,  and 
con t ro l  system s t r a t e g i e s  necessary f o r  a  prototype system p r i o r  t o  
r e l ea s ing  a s p e c i f i c a t i o n  f o r  an aerospace app l i ca t ion ,  t he re fo re ,  
saving time and money. 
SMART SYSTEMS INTEGRATION 
The in t eg ra t ed  computer hardware and software subsystems were 
spec i f i ed  a s  2 bas i c  blocks: a  "Computer/Controller" ( o r  a  combination) 
and a  "Real-time Target Tracking Control ler ."  They were t o  allow servo 
con t ro l ,  t rack ing ,  and feedback mechanisms i n t e g r a t i o n  providing t h e  
c a p a b i l i t y  f o r :  
(1 )  super r inory  coord ina t ion  of var ious  "smart con t ro l  systems," 
( 2 )  1/0 hardware i n t e r f a c e s  f o r  i n t e g r a t i o n  of work c e l l s  t h a t  
NASA w i l l  implement t o  con t ro l  pecu l i a r  t a s k s  such a s  prototype docking 
motion con t ro l  s imulat ion mechanisms, and 
( 3 )  "Adaptive Path Control" of docking mechanisms through "rerl- 
t i c  v i s u a l  feedback. " 
The Cmpute r /Con t ro l l e r  func t ion  was s a t i s f i e d  by 2 s epa ra t e  
computer systems ope ra t i ng  i n  an i n t e g r a t e d  manner. The systems a r e  a  
D i g i t a l  Equipment Corporation (DEC) MicroVAX I1 supermicrocomputer and 
an  ASEA Masterpiece 280 Programmable Process  Cont ro l le r .  The t a r g e t  
t r ack ing  was supported by t h e  MicroVAX i n t e r f a c i n g  wi th  a  hybrid system 
made up from a Motorola 68010 computer c o n t r o l l i n g  DATACUBE v i s i o n  
processor  hardware. The de l ivered  system provided a  base l ine  c a p a b i l i t y  
t o  demonstrate t h e  func t ion ing  of t a r g e t  t rack ing .  NASA i s  c u r r e n t l y  
upgrading t h e  hardware and software f o r  advanced t rack ing  development. 
SUPERVISORY COMPUTER 
The supervisory computer is  t he  heart of t h e  RADL system 
i n t e g r a t i n g  t h e  va r ious  "smart" eubeystems, a l lowing them t o  t a l k  t o  one 
another  and making them appear t r anspa ren t  t o  t h e  user .  M I  chose t o  
implement t h e  supervieory computer using a  DEC MicroVAX I1 computer 
configured wi th  a  70 Mb hard  d i sk ,  2 Mb of RAM memory, a  95 Mb t ape  u n i t  
and a  Q-bus wi th  9 s e r i a l  p o r t s  and one p a r a l l e l  po r t .  The system was 
configured wi th  t h e  Micro VMS ope ra t i ng  system because it  provided t h e  
bee t  combination of support ing a  mu l t i p l e  u se r  and a  m u l t i p l e  process  
environment, whi le  providing r e l a t i v e l y  good r e a l  time reeponse. A l l  
sof tware was developed i n  t h e  VAX C programming language because i t  
suppor t s  a  s t r u c t u r e d ,  high-level  programming environment while  
providing low-level "b i t  manipulation" necessary f o r  con t ro l .  This  
hardwareisoftware combination o f f e r s  a  wide range of p o t e n t i a l  product 
enhancements, meets s t r i n g e n t  throughput requirements and provides  a  
system t h a t  can be e a s i l y  documented and maintained. 
SYSTEMS INTEGRATION SOFTWARE 
Software f o r  opera t ion ,  demonstration and acceptance t e s t i n g  of t h e  
i n t e g r a t e d  systems was r equ i r ed  t o  be de l ive red  t o  t h e  Government f o r  
a l l  fu rn ished  subsystems i n  t h e  form of modular subrout ine  l i b r a r i e s .  
Software was r equ i r ed  t o  be e a s i l y  progrannnable and t o  be developed i n  a  
top-down, s t r u c t u r e d  manner with s u f f i c i e n t  annota t ion  t o  allow c l e a r  
understanding of i t s  opera t ion .  Diagnostic sof tware programs were 
requi red  t o  v e r i f y  ope ra t i ona l  s t a t u s  of t h e  communication l i n k s  t o  t h e  
va r ious  subsystems, t o  enable  debugging and t o  a l low t roubleshoot ing  of 
t h e  i n t eg ra t ed  systems. MI f u l f i l l e d  those requirements by providing 9 
major computer system software f u n c t i o n a l  modules: 
( 1 )  Operator interface modules provide easy of use menu dr iven  
d isp laye  t h a t  allow co-nd v i s i b i l i t y ,  d e s c r i p t i v e  terminology and 
opera tor  prompts. A s t a t u s  window, loca ted  i n  the  lower po r t i on  of t h e  
sc reen ,  d i s p l a y s  any message0 i n  understandable phrases .  
(2 )  Configtaration f i l e  processing modules conta in  parameters t h a t  
need t o  be changed o f t e n  by t h e  opera tor .  These modules r e s i d e  i n  t h e  
MicroVAX and allow both f l e x i b i l i t y  and ease  of operat ion.  There a r e  
s eve ra l  parameter f i l e s  including robo t ,  v i s i o n ,  c losed loop c o n t r o l ,  
programmable c o n t r o l l e r ,  and graphic  d i sp l ay  parameters. They a r e  
extremely "user f r iendly1 '  " text"  f i l e s  and can be r ead ,  p r i n t e d ,  
rearranged and e a s i l y  modified. 
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( 3 )  Robot c a r a n i c a t i o n  module s o f t v a r e  provides  s o p h i s t i c a t e d  
real- t ime t a r g e t  t r ack ing  robot  p o s i t i o n  motion comnand func t ions  t h a t  
a l low f o r  d i r e c t  c o n t r o l  of a l l  6 axes of t h e  robot  arm's  v e l o c i t y ,  
o r i e n t a t i o n  and pos i t i on .  To ensure  t h a t  t h e  robot  c o n t r o l l e r  i s  never 
wai t ing  f o r  a  motion command from t h e  MicroVAX, a  second command is  
t r a n s f e r r e d  t o  t h e  robot  c o n t r o l l e r  before  t he  motion of t h e  cu r r en t  
command has  been completed. A s p e c i a l l y  developed math l i b r a r y  al lows 
sensor  p o s i t i o n a l  information t o  be transformed i n t o  a  "quaternion" 
r ep re sen t a t i on  f o r  use by t h e  ASEA robot  c o n t r o l l e r .  Also provided a r e  
robot  communication func t ions  f o r  opera tor  t a s k s  such a s  upload of robot  
programs from t h e  robot  c o n t r o l l e r ,  download of robot  programs from t h e  
computer, change of t h e  cu r r en t  robot  mode, synchronizat ion of t h e  robot  
and monitoring of robot  s t a t u s .  
( 4 )  Vision system c a r n n i c a t i o n  modules support a  mas t e r f s l ave  
r e l a t i o n s h i p  wi th  t h e  MicroVAX being t h e  master  and t h e  v i s i o n  subsystem 
t h e  s lave .  These modules maximize t h e  throughput r a t e  by minimizing t h e  
length  of commands and responses ,  ensure d a t a  i n t e g r i t y  through p a r i t y  
and checksum techniques and allow f o r  expansion of v i s i o n  func t ions .  
( 5 )  P r o g r m b l e  proceaa c o n t r o l l e r  c o l a a i c a t i o n  ~ o d u l e s  a l low 
ind iv idua l  d a t a  items a s  we l l  a s  groups (da t a  s e t s )  of f u n c t i o n a l l y  
s i m i l a r  i tems t o  be t r a n s f e r r e d  to/from t h e  MicroVAX. The communication 
pro tocol  i s  an ASCII pro tocol  designed by ASEA. 
( 6 )  Simulat ion modules provide performance da ta  (ob ta ined  during 
any t a r g e t  t r ack ing  experiment) which can be archived onto t h e  MicroVAX 
d i s k  and t r a n s f e r r e d  ("played back") t o  t h e  co lor  graphics  d i sp l ay  
subsystem through t h e  programmable c o n t r o l l e r  subsystem. The r o b o t ' s  
p o s i t i o n  and cu r r en t  t r ack ing  e r r o r  can be examined i n  more d e t a i l  and 
viewed repea ted ly  i n  l 'simulation" mode. 
( 7 )  Exception handl ing modules enable  t h e  ope ra to r  t o  immediately 
determine t h e  cause of an except ion and t o  take  t h e  app rop r i a t e  a c t i o n .  
A l l  e r r o r  condi t ions  a r e  displayed i n  t h e  system s t a t u s  window through 
the use of simple,  readable  messages. Exception handling modules a r e  
separa ted  by t h e i r  causes  and by t h e i r  l e v e l  of s e v e r i t y  t o  ensure  t h a t  
e r r o r s  a r e  de t ec t ed ,  c o r r e c t l y  c l a s s i f i e d ,  and proper ly  handled. 
( 8 )  Diagnost ic  d u l e s  a i d  t h e  ope ra to r  i n  i d e n t i f y i n g  hardware 
problems and i n  monitoring system performance. An ex tens ive  s e t  of 
d i agnos t i c  r o u t i n e s  have been w r i t t e n  t o  examine a l l  comun ica t ion  
between t h e  MicroVAX and t h e  o the r  sys t en  components and t o  s t o r e  
normallabnormal performance da t a  f o r  d i sp lay .  
( 9 )  Closed-loop c o n t r o l  modules provide r e a l  t ime 2-D t r ack ing  
c o n t r o l  of t h e  robot  arm using coord ina t ion  between t h e  MicroVAX, v i s i o n  
subsystem, and robot  c o n t r o l l e r .  The v i s i o n  subsystem c a l c u l a t e s  t a r g e t  
e r r o r  information every 33 mi l l i seconds ,  t h e  MicroVAX c loses  t h e  loop 
using PID (p ropor t i ona l ,  i n t e g r a l ,  and d e r i v a t i v e )  feedback and s6nds a  
new motion command t o  t h e  robot  approximately every 90 mi l l i seconds .  
Algorithms i n  6-D a r e  p re sen t ly  being formulated t o  perform dynamic 
umbi l ica l  mate/demate. 
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PROGRAMMABLE PROCESS CONTROLLER 
The NASA s p e c i f i c a t i o n  i d e n t i f i e d  t h e  need f o r  a  dedicated control 
processor with  f l e x i b l e  programming and ea se  of expansion. It even 
i d e n t i f i e d  t h e  amount and type of 110 support required.  AAI  determined 
t h a t  a  Programmable Process  Con t ro l l e r  (PPC) would provide a  cos t  
e f f e c t i v e  s o l u t i o n  t o  work c e l l  i n t e g r a t i o n  while  o f f load ing  t h e  
supervisory computer f o r  more time c r i t i c a l  t a s k s  such a s  i n t e r f a c i n g  
t h e  robot  and v i s i o n  con t ro l  systems. Sensors need t o  be i n t e r f aced  
d i r e c t l y  t o  t h e  MicroVAX1s Q-bus only i n  time c r i t i c a l  s i t u a t i o n s .  The 
PPC can incur  a l l  t h e  overhead involved i n  processing input /ou tput  (I/O) 
s i g n a l s  and can t r a n s f e r  only except ion d a t a  o r  requested a p p l i c a t i o n  
d i sp l ay  information t o  t h e  MicroVAX. 
A A I  s e l e c t e d  a  ManterPiece 280 PPC manufactured by ASEA I n d u s t r i a l  
Systems (AIS). It is a  Motorola 68000 based system ( s i m i l a r  t o  a  smart 
Programmable Logic Con t ro l l e r )  providing l o g i c  c o n t r o l ,  p rocess  c o n t r o l ,  
d a t a  handl ing ,  and PID f u n c t i o n a l  c a p a b i l i t i e s .  Work c e l l s  w i l l  be 
i n t e r f a c e d  t o  t h e  r o b o t i c  systems through t h e  PPC t o  provide c losed  loop 
con t ro l  of each t e s t  apparatus .  Overal l  systems d i sp l ay  information 
w i l l  be processed by t h e  PPC t o  a  "slave" co lo r  graphics  d i sp l ay  system. 
The d i s t r i b u t e d  con t ro l  approach i s  evident  i n  t h a t  t h e  PPC w i l l  do what 
it can do bes t  (p rocess  a l l  input da t a  and con t ro l  r o u t i n e s  e f f i c i e n t l y  
wi th in  50 mi l l i s econds )  and the  graphics  system w i l l  do what i t  can do 
bes t  (p rocess  and d i sp l ay  real- t ime performance da t a  t o  a  co lor  s c r een ) ,  
each system shar ing  d u t i e s  and o f f load ing  processor func t ions  from one 
another .  
Programming of t h e  Masterpiece is  done using func t ion  blocks ( a  
"higher l eve l "  programming method than r e l a y  ladder  l o g i c ) .  Programming 
i s  accomplished by a  MamterAid 214 system which is  a  po r t ab l e  Motorola 
68000 based system t h a t  has  i t s  own d i sp l ay  sc reen ,  keyboard, and f loppy 
d i sk  dr ive .  The MasterAid and a s soc i a t ed  p r i n t e r  is used during program 
execut ion t o  provide real- t ime d isp lay  of t h e  i n t e r n a l  programs and f o r  
t roubleshoot ing .  It i s  used during program development f o r  o f f - l i n e  
design and debug. 
PROGRAMMABLE PROCESS CONTROLLER SOFTWARE 
The only application program requirements s p e c i f i e d  by NASA, were 
t o  r ece ive  da t a  from t h e  MicroVAX and t r a n s f e r  it t o  t h e  co lor  graphics  
d i sp l ay  system. The a p p l i c a t i o n  sof tware developed t o  support t h e  RADL 
color  graphics  d i sp l ay  was separa ted  i n t o  func t iona l  modules, generated 
on t h e  MasterAid, implemented on t h e  Masterpiece PPC and d isp layed  on 
t h e  co lor  graphics  CRT. Data s e t s  were def ined t o  group s i m i l a r  types  
of information onto one sc reen  f o r  quick access ,  s t ra igh t forward  
c l a r i f i c a t i o n ,  and f o r  an overview of t h e  l a t e s t  con f igu ra t i on  of 
c o n t r o l  parameters.  The programs provide t h e  fol lowing d isp lays :  
. ( 1 )  A tracking grid display reads  previously recorded t r ack ing  
e r r o r  information and robot  arm pos i t i ons ,  and dynamically rep lays  t h i s  
da t a  onto a  mult i -colored g r i d  t o  dep ic t  t r ack ing  e r r o r .  Sca l ing  i s  
v a r i a b l e  and g r i d  a r e a s  a r e  dynamically h ighl ighted  t o  i l l u s t r a t e  t he  
d i f f e r e n c e  between camera pos i t i on  and t a r g e t  l oca t ion .  
( 2 )  A robot rtatua display provides a  graphic r ep re sen ta t ion  of 
t h e  r o b o t ' s  cur ren t  p o s i t i o n  on the  t r ack .  It a l s o  provides robot  
c o n t r o l l e r  s t a t u s  information such a s  t h e  pos i t i ons  of t h e  robot  axes,  
t h e  r o b o t ' s  opera t ing  mode, robot  programming information and d i agnos t i c  
da ta .  
( 3 )  Data set display. provide information concerning t h e  system's 
s e r i a l  c-ication parameters between t h e  MicroVAX, robo t ,  v i s i o n  and 
programmable process  c o n t r o l l e r .  The da ta  s e t  e n t r i e s  conta in  such 
information a s  baud r a t e ,  number of da t a  b i t s ,  and por t  number. 
(4) Other data set dirplays provide information concerning cu r ren t  
cloned loop control parareters of both t h e  robot  and v i s i o n  systems. 
These da t a  s e t s  conta ins  e n t r i e s  such a s  PID cons tan ts ,  robot  s c a l e  
f a c t o r s ,  camera pos i t i on ,  and t h e  time period f o r  t h e  robot  arm t o  move 
i n  i t s  approach t o  t h e  t a r g e t .  
NASA is developing more app l i ca t ion  programs t o  i n t e g r a t e  new t e s t  
c e l l s  a s  they come on-line. 
REAL-TIME TARGET TRACKING CONTROLLER 
The NASA s p e c i f i c a t i o n  emphasized t h e  importance of t h i s  subsystem 
t o  provide r ap id  and p rec i se  con t ro l  of t h e  robot arm. It was requi red  
t h a t  t h e  system be a  real- t ime servo loop cons i s t i ng  of a  small  s o l i d  
s t a t e  camera, mounted on t h e  r o b o t ' s  end-effector ,  which views a  docking 
t a r g e t  and uses  cen t ro id  e r r o r  s i g n a l s  t o  process  command s i g n a l s  t o  
servo con t ro l s  i n  o rde r  t o  make t h e  end of t h e  arm t r a c k  a  moving 
mechanism. The s p e c i f i c a t i o n  s t a t e d ,  "During docking t a s k s ,  t he  arm 
w i l l  be comnanded t o  near  fu l l -ex tens ion  and t racking-control  processing 
w i l l  be i n i t i a t e d .  Therefore,  t h e  servo loop w i l l  mostly involve w r i s t  
movements but may involve minor elbow movements. Af te r  i d e n t i f i c a t i o n  
of t h e  t a r g e t ,  the  v i s i o n  con t ro l  system w i l l  only involve processing of 
t a r g e t  t racking  e r r o r s .  These s i m p l i f i c a t i o n s ,  toge ther  wi th  s imp l i f i ed  
cen t ro id  o r  equivalent target  location c a l c u l a t i o n s ,  w i l l  e l imina te  much 
of t h e  a r i t hme t i c  and t h e  d iscr imina t ion  opera t ions  which slow down most 
"vision-control" sy stems, t o  enable i t  t o  provide "real-time" p o s i t  ion  
cont ro l .  Af te r  t h e  end-effector  i s  "locked1' onto the  t a r g e t ,  d i s t ances  
and ang le s  w i l l  be determined by e i t h e r  t h e  v i s i o n  con t ro l  subsystem o r  
l a t e r  augmented by NASA developed photo-opt ical ,  l a s e r  o r  t a c t i l e  
devices;  and in t eg ra t ed  wi th  t h e  Target Tracking Cont ro l le r  and t h e  Arm 
Con t ro l l e r ,  through t h e  Computer/Controller, t o  i n i t i a t e  f i n a l  i n s e r t i o n  
sequences." Tracking performance to l e rances  were not spec i f i ed  s ince  
NASA in tends  t o  develop docking mechanism requirements.  The s o l u t i o n  
was t o  ob ta in  a  low cos t  system t h a t  provided t h e  necermrry tool. t o  
determine t h e  d i s t ance ,  t o l e r ance  and compliance c a p a b i l i t e s  requi red  
f o r  t h e  design of remote umbil ical  mechanisms. NASA a l s o  plans t o  use 
t h e  system t o  provide a  technology bare f o r  f u t u r e  developement of 
advanced t racking  con t ro l  c a p a b i l i t i e s  f o r  o the r  app l i ca t ions .  
Again, AAI s a t i s f i e d  requirements q u i t e  w e l l  by implementing t h e  
v i s i o n  system wi th  t h e  h ighes t  power v i s i o n  processing boards a v a i l a b l e  
a t  t h e  t ime, i n t e r f a c i n g  them wi th  a  high performance computer, and 
developing genera l  purpose modular sof tware t o  support a  real- t ime 
system while allowing t h e  f l e x i b i l i t y  t o  support a  wide range of f u t u r e  
v i s i o n  app l i ca t i ons .  
TRACKING SYSTEM COMPUTER 
MI se l ec t ed  t h e  Motorola S y r t a  1000 a s  t h e  v i s i o n  system computer 
i n t e r f a c i n g  a  DATACUBE image processing board s e t  through a  VME bus. 
The System 1000 is  configured wi th  a  Motorola 68010 10 MHz processor ,  a  
15 Mb hard  d i s k ,  a  512 Kb RAM memory, a  655 Kb f loppy d i s k e t t e ,  3  s e r i a l  
p o r t s ,  and 1 p a r a l l e l  por t .  The v i s i o n  system is supported by t h e  
Motorola VERSAdos ope ra t i ng  system: a  rea l - t ime ,  m u l t i u s e r ,  mu l t i t a sk ing  
opera t ing  system wi th  f e a t u r e s  necessary f o r  t h e  support of t h e  image 
processing boards. These f e a t u r e s  provide s e rv i c ing  of d i r e c t l y  
connected i n t e r r u p t s ,  i n t e r t a s k  communication, system u t i l i t i e s ,  memory 
a l l o c a t i o n  and t a s k  management s e rv i ce s .  
IMAGE PROCESSING BARDWARE 
The RADL v ie ion  system uses  four  boards s e l ec t ed  from the  MTACUBE 
-Video l i n e  of image processing products.  They use a  p i p e l i n e  design 
approach providing a  high performance image processing c a p a b i l i t y  with 
t h e  f l e x i b i l i t y  t o  accommodate more modules without impacting t h e  
c a p a b i l i t y  t o  process  images a t  t h e  scan r a t e  of t h e  camera (30  images 
per second). The i n i t i a l  image processing con£ igu ra t i on  uses  t h e  
fol lowing hardware/firmware boards: 
(1) DIGIMAX. - An image d i g i t i z i n g  board performing A / D  and D / A  
conversions a t  a  7.16 MHz r a t e  from a s tandard  RS-170 video s igna l .  The 
analog input s i g n a l  is  sof tware f i l t e r  s e l e c t a b l e  and condi t ioned wi th  
programmable ga in  and o f f s e t  c i r c u i t r y .  It provides  graphics  over lays ,  
dynamic input  mul t ip lex ing  and t r anspa ren t  switching of Input and Output 
Look Up Tables.  
( 2 )  VFIR - A pipel ined l inear  a i m 1  proceraing board f o r  time 
c r i t i c a l  processing a t  144 m i l l i o n  a r i t hme t i c  ope ra t i ons  per second. It 
performs a  3  X 3  convolution opera tor  t o  t he  image t o  enhance i t s  edges. 
A f u l l  frame of video d a t a  i s  processed i n  much l e s s  time than t h e  
1/30th of a  second it t akes  t h e  camera t o  scan t h e  image. 
( 3 )  FEATtJUHAX - A feature  extract ion  board t h a t  counts t h e  number 
of occurrences of many d i f f e r e n t  events  and s t o r e s  t h e i r  x  and y 
coord ina tes  i n  a  64 Kb block of memory. The board a l s o  provides  
histogram recording of t h e  l oca t ions  of up t o  16 K f e a t u r e s .  The 
f e a t u r e  e x t r a c t i o n  board r ece ives  t h e  enhanced edge image and records  
t h e  coord ina tes  of every po in t  i n  t h e  image t h a t  has a  value higher  than 
a  p re se t  th reshold  value.  The Motorola computer uses  t h i s  da ta  t o  
c a l c u l a t e  cen t ro ids  by vec to r  summing t h e  xy coord ina te  p a i r s  and 
d iv id ing  by t h e  t o t a l  number of p a i r s .  
(4) FRBMESTORE - An image storage board conta in ing  3 ( 3 8 4 ~  x 512V 
p i x e l )  frame s torage  bu f fe r s  t o  hold d i g i t i z e d  video images. It i s  used 
t o  provide a  window (mask) which i s  gated wi th  the  da t a  output from the  
p ipe l ined  l i n e a r  s igna l  processing board t o  reduce t h e  "area of 
i n t e r e s t w  processed by t h e  f e a t u r e  e x t r a c t i o n  board. It a l s o  draws a  
c ros s  h a i r  on t h e  ope ra to r ' s  TV monitor t o  allow him t o  view what t h e  
v i s i o n  system is ca l cu la t ing  a s  t h e  cen te r  of t he  t a r g e t .  
TRACKING SYSTEM SOFTWAEtE 
Firmware on t h e  image processing boards was in t eg ra t ed  wi th  
Motorola based software modules developed t o  con t ro l  and monitor t a r g e t  
t r ack ing  t a sks .  Thei r  modularity allows them t o  be used l a t e r  i n  
d i f f e r e n t  combinations f o r  f u t u r e  image processing tasks .  The t r ack ing  
system modules provide t h e  following func t ions :  
(1) Syatem in i t ia t ion  rodales a l l o c a t e  shared memory blocks f o r  
i n t e r t a s k  communication, a l l o c a t e s  system queues t o  al low t r a n s f e r  of 
messages between t a s k s  and l o a d s / s t a r t s  t h e  o the r  v i s i o n  system t a sks .  
(2 )  Carr;nd processing modules examine commands received from t h e  
o p e r a t o r ' s  terminal  which can s e t  v i s i o n  system parameters and s top  t h e  
t a r g e t  t racking  t a sk .  They a r e  e s s e n t i a l l y  message processor modules 
invoking rou t ines  t o  i n i t i a l i z e ,  reques t  s t a t u s ,  s e t l r e q u e s t  parameters,  
s t a r t  and s top  t a r g e t  t r ack ing  and s e t  t he  a r ea  of i n t e r e s t  window. 
( 3 )  Virion aystem c-ication d a l e s  implement system pro tocol  
wi th  t h e  MicroVAX. MI developed a  protocol  i n  which one MicroVAX 
comarand genera tes  continuous v i s i o n  system responses.  This  mode 
t r a n s f e r s  t a r g e t  t r ack ing  coord ina te  information from the  v i s i o n  system 
t o  t h e  supervisory computer. Termination can be by e i t h e r  t h e  MicroVAX, 
t h e  opera tor  o r  a  v i s i o n  system e r r o r .  An add i t i ona l  ''window" command 
al lows t h e  MicroVAX t o  dynamically con t ro l  t he  s i z e  of t he  camera view, 
a s  t h e  d i s t ance  from t h e  camera t o  t he  t a r g e t  changes. 
( 4 )  Target tracking mdules compute t h e  s p a t i a l  d e r i v a t i v e s  of t h e  
image, determine t h e  loca t ion  of s i g n i f i c a n t  edges and determine the  
cen t ro id  of t h e  edges. 
SOLID STATE CAMERA 
A Charged Coupled Device (CCD) camera was provided wi th  software 
o f f s e t s  t o  enable remounting on var ious  end-effector  devices.  Since 
t a r g e t  edge da t a  is  used t o  determine t h e  loca t ion  of t h e  t a r g e t ,  t h e  
camera i s  equipped wi th  an  a u t o - i r i s  l e n s  t o  provide compensation f o r  
v a r i a t i o n s  i n  l i gh t ing .  The v i s i o n  system provides t a r g e t  l oca t ion  
information i n  a  plane perpendicular  t o  t h e  l i n e  of s igh t  of t h e  camera. 
CONTROL DISPLAY GRAPHICS 
The RADL con t ro l  room houses a l l  computer con t ro l  equipment wi th  
t h e  con t ro l  and monitor (CbM) devices  pos i t ioned  along a  5 meter p i c t u r e  
window (Reference Figure 2) overlooking t h e  robo t i c  t e s t  a rea .  Devices 
a v a i l a b l e  t h e r e  a r e  t h e  MasterAid C&M CRT f o r  t h e  PPC, a  TV monitor f o r  
d i sp l ay  of camera and t r ack ing  system d a t a ,  a  DEC VT220 t e rmina l  f o r  
on l ine  C&M of t h e  MicroVAX and t r ack ing  v i s i o n  systems, and a  smart 
co lo r  te rmina l .  NASA has added a  DEC VT240 t e rmina l  f o r  o f f l i n e  
programming of t h e  v i s i o n  system and i s  i n s t a l l i n g  con t ro l  pane ls  f o r  
work c e l l  i n t e g r a t i o n  and a  remote video d i sp l ay  CbM panel .  The video 
panel  w i l l  provide black and white  v ideo  d i sp l ays  and j o y s t i c k  c o n t r o l  
of 4 high-contrast  cameras placed around t h e  ou t s ide  of t h e  robot  t e s t  
a r ea .  A co lor  s t e r e o  camera mounted on t h e  shoulder  of t h e  robot  w i l l  
send co lo r  d a t a  t o  a  3-D monitor providing a  d i sp l ay  image f o r  depth 
percept ion.  The va r ious  CRT te rmina ls  provide a  "bird'n-eye vier" f o r  
programming and t roubleshoot ing  of both t h e  supervisory MicroVAX 
c m p u t e r ,  t h e  Motorola v i s i o n  computer and t h e  programmable process  
c o n t r o l l e r .  The smart co lo r  te rmina l  is a  f o c a l  po in t  f o r  demonstration 
purposes providing a  "big-picture". d'irplay of t h e  o v e r a l l  process .  
SMART COLOR TERMINAL 
The smart co lor  te rmina l  is  an i n t e r a c t i v e ,  high speed, co lo r  
graphics  CRT which provide6 ope ra t i ng  personnel  wi th  real-the ntatun of 
the processen under t h e i r  con t ro l .  It permits  opera tor  i n t e r a c t i o n  i n  a  
t imely and responsive manner through d i sp l ays  which include:  process  
graphics  with co lor  coded s t a t u s / c o n t r o l  parameters,  process  d i agnos t i c s  
us ing  co lo r  and b l ink  f o r  ease  of i n t e r p r e t a t i o n ,  emergency and alarm 
condi t ions  f o r  f a s t  c o r r e c t i v e  a c t i o n ,  and except ion da t a  f o r  real- t ime 
s t a t i s t i c a l  ana lys i s .  The need f o r  t h i s  device i s  t o  reduce t h e  d i sp l ay  
sof tware " intensi ty1 '  of t h e  var ious  work c e l l s  and subsystems being 
con t ro l l ed .  
The co lor  graphics  d i sp l ay  system chosen was t h e  Masterview 820 
which i s  designed t o  i n t e r f a c e  wi th  t h e  HasterPiece PPC system. It i s  
configured with a  Motorola 68000 based processor ,  memory, f loppy d i s k ,  
19" co lor  d i sp l ay  u n i t ,  co lo r  "frame-grabber" p r i n t e r ,  b a t t e r y  backup 
and keyboards f o r  ope ra t i on  and d i sp l ay  generat ion.  The Masterview 
system is s p e c i f i c a l l y  designed t o  provide user  f r i e n d l y  graphics  
development f o r  o v e r a l l  systems s t a t u s ,  except ion da t a ,  d i agnos t i c s ,  
s imula t ion  and t r end  d i sp l ays .  
A l l  sof tware requi red  t o  bu i ld  and conf igure  user displays is  
included wi th  t h e  system. The system inc ludes  a  packet of s tandard  
d i sp l ays  which can be e a s i l y  configured by t h e  user :  6 overview d i s p l a y s  
conta in ing  10 groups each wi th  10 o b j e c t s ,  60 group d i s p l a y s  w i t h  10 t o  
100 o b j e c t s  each, 7 types  of ob jec t  d i sp l ays ,  20 t r end  d i sp l ays ,  10 t o  
20 a p p l i c a t i o n  s p e c i f i c  d i sp l ays  and event and alarm lists. Spec ia l  
d i sp l ays  can be r a p i d l y  set up from a choice of preprogrammed items 
(pumps, va lves ,  s p e c i a l  symbols, e t c .  o r  can be "drawn" by a  person 
with l i t t l e  programming knowledge v i a  t h e  system's  l i n e  drawing and t e x t  
c r e a t i o n  c a p a b i l i t i e s .  MI provided a  t r ack ing  e r r o r  demonstration 
program and o the r  a p p l i c a t i o n  d i sp l ays  ( r e f e r  t o  PROGRAMMA0LE PROCESS 
CONTROLLER SOFTWARE). NASA i s  providing d i sp l ay  graphics  i n  accordance 
with f u t u r e  work c e l l  development. 
ONGOING RESEARCH IN THE RADL 
The integrated RADL system is currently prwiding an easy to use 
testbed for MSA sensor integration experiments and successfully 
fulfilling its initial target tracking requirement (Refer to Figure 4 ) .  
Advanced target tracking development is in progress concerning the 
mating of umbilicals used during space vehicle launch. Programmatic 
studies are underway to use the laboratory's capabilities to enhance the 
safety, prodactivity and efficiency of KSC facilities for Shuttle and 
Space Station ground processing operations. 
VISION SYSTEM UPGRADES 
For the delivered system, the robot must be positioned such that 
the target is entirely within the field of view for the tracking 
function to perform, target identification or object recognition is not 
performed, and orientation control is not provided; but the capability 
is available within the integrated systems. Future systa expansion to 
provide these capabilities is presently in progress. Newly developed 
image processing boards (for implementing real time large kernal 
operations) and enhanced software (for more robust, noise free, reliable 
edge detection) are being installed. At the same time, a faster 
processor (Motorola 68020) and a new VME backplane is being installed to 
a c c m d a t e  the latest special parpose hardware. These new boards will 
provide real-time determination of the centroid of multiple targets and 
will allow discrimination between many different targets. Software is 
currently being developed to utilize 4 dots to determine position, 
distance and orientation. This will enable upgrade from 2-D to 6-D 
tracking control. 
EXISTING KSC APPLICATIONS 
'ho robots have been developed at KSC: a small pneumatic control 
robot to test Electronic Security System cards and an Electrostatic 
Robotic Test Cell (ERTC) to measure electrostatic charge retention on 
nonconductive materials. The ERTC was installed in an environmental 
test chamber at KSC and has increased measurement repeatability, 
accuracy and productivity in a program inspecting thousands of material 
samples. 
Robotic rork cell development applications at KSC are currently 
focused on tracking and docking development, remote umbilical plate 
mateldemate, large  connector/^^ development, hazardous panel operations, 
and end-effectorlgripper development. A graduate student is working 
with NASA contractor personnel on the development of orientation control 
algorithu utilizing vision data based on changes to the shape of a 
circle. Florida Institute of Technology is performing end-effector 
research based on previous NASA concepts developed at Langley Research 
Center and at Marshall Space Flight Center, as well as some innovative 
concepts of their own. Automated Dynamics Corporation has been given a 
Small Business Innovation Contract to develop a computer controlled 
"Universal End-effector with Torque Feedback" for the operation of hand 
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valves in hazardous environments. NASA is working with scientists at 
the Controlled Ecological Life Support System facility at KSC to develop 
robotic techniques for Plant Growth Chamber automation which may 
eventually aid extraterrestrial crop production. 
ROBOTIC APPLICATIONS UNDER REVIEW 
Studies on hazardous, time critical and labor intensive problems 
peculiar to KSC are being conducted for several applications. 
Automation and robotics studies are being performed on Space Station 
ground processing facilities. The use of mobile robotics for security, 
fire fighting and hazardous spill operations is being investigated. 
Robotic techniques to improve "Shuttle Orbiter payload inspection and 
closeout verification" (operations involving possible damage to payloads 
with expensive "return from Pad" consequences) are being investigated. 
Non-destructive test sensors, vision systems and various kinds of 
distance ranging sensor systems can be integrated with the RADL systems 
to develop the prototype concepts for integrating robot puamters with 
large data based graphics and artificial intelligence (A11 software 
systems. For instance, the RADL robot can position a sensor with 
precise accuracy, report that position and orientation, provide distance 
sensory data and integrate machine vision "electronic photographs" with 
graphics and A1 software to furnish computer printouts providing 
automatic sizing and highlighting of exception data. This type of 
system is being proposed for a number of possible projects such as 
nondestrrrctire testing for Solid Rocket Booster joint and seal 
verification, Shuttle Orbiter radiator damage inspection, Orbiter tile 
damgeldebonding assessment and Orbiter contour measurements. The 
manual methods employed presently in these operations are very labor 
intensive and produce expensive serial-time flow problems. 
SIGNIFICANCE 
Implementation of the computer hardware and software systems in the 
Robotic Applications Development Laboratory system at KSC is for the 
development and application of advanced robotic control technology. 
KSC not only launches spacecraft, but services these spacecraft on 
the ground: designing the support equipment, launch accessories and 
computer hardware/software for ground spacecraft servicing. Several of 
the technologies undergoing development in the RADL have similarities to 
auto-s control, docking and refueling tasks being developed for 
Space Station and satellite servicing applications. 
Large operational cost savings are possible through the integration 
of advanced technologies for ground processing operations such as 
Orbiter tile and radiator damage assessment (as described above in 
ROBOTIC APPLICATIONS UNDER IUVIEW). The RADL is an ideal test-bed where 
the government can work with private and aerospace contractors to 
establish the feasibility of these cost saving approaches. 

TELEOPERATED POSITION CONTROL OF A PUMA ROBOT 
Edmund Austin and Chung P. Fong, Ph.D. 
Jet Propulsion Laboratory 
California Institute of Technology 
Pasadena, California 
Abstract 
A laboratory distributed computer control teleoperator system is 
developed to  support NASA's future space telerobotic operation. This 
teleoperator system uses a universal force-reflecting hand controller in 
the local site as the operator's input device. In the remote site, a PUMA 
controller receives the Cartesian position commands and implements 
PID control laws to position the PUMA robot. The local site uses two 
microprocessors while the remote site uses three. The processors com- 
municate with each other through shared memory. The PUMA robot 
controller was interfaced through custom made electronics to bypass 
VAL. 
In this paper, the development status of this teleoperator system 
is reported. The execution time of each processor is analyzed, and the 
overall system throughput rate is reported. Methods to improve the 
efficiency and performance are discussed. 
1.0 INTRODUCTION 
It is hoped that in the future mankind will inhabit space on a permanent basis. 4 
Whether it be military crews operating space based offensive/defensive facilities or civilians 
living in space colonies, the habitation of space will require large amounts of construction 
and repair in space. For such tasks, it is preferable not to use astronauts since radiation 
hazards would limit the amount of time one person could be allotted EVAs (Extra Vehicular 
Activity). Also, there are some tasks where safety considerations would preclude using a 
man at all. In these situations it would be preferable to use some type of robotic device 
to achieve one's objectives. 
Basically there are two types of robotic devices to use: autonomous and teleoperated. 
Autonomous systems require no human assistance to accomplish their task. After being 
informed of the task to  perform, the autonomous system executes the task either from 
some preset repertoire of tasks or uses some type of artificial intelligence to determine how 
to tackle the problem. This requires that you have one or more of the following: 1) a 
very large set of predefined tasks to cover any and all eventualities, 2) a very good model 
of the environment, 3) a very powerful artificial intelligence computing capability, or 4) a 
good method of incorporating sensor data. This is a partial list of autonomous system 
requirements and still they may be difficult to meet. 
An alternative is a teleoperated system. A teleoperated system is basically a robotic 
device that is remotely controlled by a human operator. So we will depend upon a human 
mind to determine how to tackle a task. Still, for a human operator to properly direct a 
robot he will need sensors not only to provide him with a view of what the robot is doing, 
but also a feel for the forces the robot is both exerting and experiencing. 
In order to study some of these teleoperation issues we have constructed a teleop- 
eration system consisting of a force reflecting hand controller, a Unimation 560 robot, 
and five National Semiconductor microprocessors. The microprocessors are needed to per- 
form kinematic transformation and data communication since the FRHC (Force Reflecting 
Hand Controller) and robot are kinematically dissimilar and physically separated. With 
this system we will attempt to determine what defines "goodn teleoperation and how to 
improve it. 
2.0 SYSTEM ARCHITECTURE 
The computing hardware of our system consists of five National Semiconductor 32016 
CPU development boards with N.S. 16081 floating point unit and an 10 megahertz clock 
(except the FRHC control CPU which has a 6 megahertz clock), two BLC-519 1/0 boards, 
two 128 kilobyte RAM boards, and some ancillary electronics to interface with the FRHC 
(Force Reflecting Hand Controller) and the Unimation PUMA 560 robot. 
All of the computing hardware is contained in two Multibus Chassis. See Figure 1. 
More specifically, the various components perform the following tasks: 
.
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1) Two communications CPUs, one located in each chassis (node), that decide what data 
to send, retrieve that data from off board RAM, assemble that data into a buffer and 
send it over a parallel link. Conversely, when a communication CPU is receiving, it 
determines what data it is receiving, and places that data in the appropriate locations 
in off board RAM. The local communication CPU also contains the menu through 
which system parameters can be altered. 
2) One FRHC control CPU that interprets the encoder values of the FRHC and converts 
them into joint angles, from these joint angles the Cartesian position and orientation 
of the end of the FRHC is determined (i.e. the FRHC T6 matrix), for position control. 
For rate control, the deviation of the FRHC from some neutral position is used to 
generate rate commands. This CPU also calculates the force feedback to backdrive 
the FRHC, whether we are in the rate or position mode. 
3) Two BLC-519 1 / 0  boards that have the 8 bit parallel 1 / 0  ports that the commu- 
nications CPUs actually use to send and receive data between the remote and local 
nodes. 
4) Two BLC-0128A 128 kilobyte off board RAM boards, that are used to hold all infor- 
mation that is shared between processors within a node and to hold all information 
shared between nodes. Each specific piece of stored information is held at  a specific 
address known to all the CPUs. 
5) The PUMA robot control CPU does the inverse kinematics and the forward kine- 
matics of the robot, along with compensation for an end effector, and workspace 
transformations. 
6) Actual interfacing with the robot is accomplished by the PUMA interface CPU. It 
sends joint angle commands to the robot, reads the current robot joint angles, cali- 
brates the robot, and performs the setpoint interpolation. 
7) The PUMA electronics provides the servo power to the robot and has six Motorola 
6503 joint microprocessors that actually perform the low level robot servo control. 
8) FRHC electronics allows us to read the potentiometers of the FRHC's six joints and 
to supply current to the motors attached to the six joints for force feedback. 
9) The PUMA interface electronics facilitates direct communication with the six 6503 
joint microprocessors. 
PUMA Interface Electronics 
Our interface design approach is to by-pass Unimation's LSI-11 resident VAL-I1 and 
to simulate Unimation's interface to the DRVll in the PUMA arm controller by using two 
Intel 8255 Programmable Peripheral Interface(PP1) adapters. Port A, B, and C on the 
PPI  are used for data input, output and handshake, respectively. Mode 1 is selected as the 
port mode. To read or write the data/commands from/to the joint processors, a request 
signal hasent through handshake line. The data sampling rate and the position 
commandng rate is hence dependent on the high level processor cycle rate. 
The 1 servo commands issued from high level processor are decomposed into 
digital sernands acceptable by PUMA joint processors. The low level servo com- 
mands ardy the following four routines coded in " C": 
a) read~int ,  command, data) - reads encoder/current value, depending on the 
commm the specified joint. 
b) read-~mmand, data) - reads an array of encoder/current values from all six 
joints 
c) wri te~int ,  command, data) - write set points/motor currents, depending on 
the co, to  the specified joint. 
d) write-ommand, data) - write an array of set points/motor currents, to all six 
joints neously. 
Embec the same interface software routine, those four routines interpret the 
commands.form proper handshakes to read/write the data/digital servo commands 
to/from thk interface. 
3.0 SYSTBTROL MODES 
Control Maration 
The enoperation system is constituted of three control loops: the supervisory 
control loo~cal control loop and the remote control loop. The supervisory control 
loop includ~~erator,  the visual and audio feedback, and menu-driven commands. 
Through mction, the operator can switch the control mode, change the control 
parametersmitor the control status. The local control loop consists of the force 
reflecting hitroller and the local processors. The remote control loop is formed by 
the sensorsanipulator and the remote processors. High level information, such as 
the Cartesi2ions/velocities and the control mode words, are exchanged between the 
local and the  control loops. 
In the :control loop, the low level servo commands generated by the remote 
processon atd to the PUMA'S joint processors through the interface board in the 
PUMA con4nit. Since the PUMA joint processors control the joint motors either 
in "position or in "current mode," the servo commands generated by the processor 
are also bashe above two modes. In "position mode" the joint processor accepts 
encoder set and implements PID control. In "current mode" the motor torque 
cormnands acted by the joint processors. Currently, the PUMA interface processor 
takes advant the joint processor PID control capability and sends only encoder set 
points to therocessors. The direct joint motor control that sends current commands 
to joint processors is not currently implemented because 1) the interrupt-driven interface, 
which facilitates the high bandwidth PD or PID servo control, is not installed; 2) the 
PUMA velocity needed for PD or PID control is also not available. 
All of the following three major system control modes result in the position commands 
which servo the PUMA arm in its "position mode" : 
Position control mode. By reading the pots from the hand controller interface, the 
joint angles are computed. Forward kinematics of the hand controller is then per- 
formed to determine the end-point position and orientation in Cartesian coordinates, 
which is commonly referred to as the T6 matrix. Upon receiving the end-point posi- 
tions of the hand controller through the parallel line, the remote processor performs 
the inverse kinematics of the PUMA to determine the desired joint positions. The 
desired joint set points in encoder values are then calculated and sent to the PUMA 
joint processor interface. The current PUMA joint position is also read by the remote 
processor. From this, robot forward kinematics are done to calculate the position and 
orientation of the robot's endpoint. This information is transmitted back to the local 
node. The position error between the hand controller position and PUMA position 
are then computed and used to back drive the hand controller. 
Rate control mode. In rate control mode, the hand controller is utilized as a joystick- 
type input device, in which the spring effect is generated by the software. The joy- 
stick's displacement from its nominal position determines the rate. By integrating 
the rate, the local processor yields the aggregated positions which are then sent to 
the remote site. A small deadband was set around the nominal position of the hand 
controller to  ensure no position output when the hand controller rests in the neigh- 
borhood of its nominal position. Since the feedback position is not processed in this 
mode, the throughput is slightly faster than in the position mode. 
3) Mixed mode. In this mode, the translational axes operate in rate control mode while 
the rotational axes operate in position control mode. This mode would allow the 
operator to quickly move PUMA arm in the work space while maintaining the same 
orientation of the hand controller. 
The above three control modes are actually commanding the PUMA arm's movement, 
and are therefore categorized as operation modes. The following are three other non- 
operation modes, in which the PUMA arm is "quiescentn : 
1) Start mode. This is the first mode entered upon turning on the power. In this mode, 
the initialization, health and status checking take place. 
2) Index/menu mode. Since the work volume of the hand controller is much smaller than 
that of the PUMA arm, one of the means to augment the hand controller positioning 
capability is to use indexing. This mode allows the hand controller to move to a new 
position while the PUMA arm is frozen. The teleoperation resumes after a key on the 
keyboard or a button on the hand controller is hit. Another means of augmenting the 
hand controller positioning capability is by using scaling factors. The movement of 
the PUMA arm can be amplified to a larger motion or confined to a smaller motion by 
the proper selection of scaling factors in the menu. The first one is for gross movement 
and the second one is for dexterous positioning. The scaling factors can be applied to 
both position control mode and rate control mode. 
3) Quit mode. This mode is entered through menu selection. In this mode, procedures 
including robot servo power shut off, return of confirmation messages, etc., must be 
exercised prior to  system shut- down. 
Control Mode Transition 
Since the robot is frozen during index mode, it is used as a natural gateway for 
mode transition. After startup, the system will default into the indexlmenu mode. From 
index/menu mode, the operator can transit into any of the following modes: 
a) Quit mode - By menu selection. 
b) Position mode - By depressing the index button on the handgrip of the hand controller. 
c) Rate mode - By depressing the index button after selecting the rate mode from the 
menu. 
d) Mixed mode - By depressing the index button after selecting the mixed mode from 
L the menu. The mode transition diagram is shown in Fig. 2. 
When exiting the index mode, the current PUMA position is stored and the trans- 
lational bias between the new hand position and PUMA position is calculated. Provided 
that the indexing is also applicable to the rotation, as the operator desires, the rotational 
bias has to be calculated. The translational vector of the subsequent position commands 
are then added to the stored PUMA position to yield new PUMA position commands. 
By using Denavit-Hartenberg notations, the translational bias is computed as follows: 
where the ( ~ E T )  denotes the transformation from a0 (base of robot arm) to hO (base 
of hand controller). Similarly, (,O~T) is the current PUMA position (i.e., T6 matrix) w.r.t. 
its own base reference. (::T) is the hand controller's new position w.r.t. its own base 
reference, and (;:T) is the coordinate transformation between PUMA arm's last joint and 
the hand controller's hand grip. The R matrix in (i:T) results in Eq. (1) being replaced 
by a 3x3 matrix, which is pre-determined to correct the coordinate disparity between hand 
controller base and robot base. The P vector in (;:T) represents the translational bias. 
-- 
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Figure 2. Mode Transition Diagram 
The rotational bias is calculated as 
1 a0 
= (%TI- (aenT) 
where (:gnT) is determined by 
and the (iET) matrix is derived form Eq. (1). If the index on rotation is not desired, the 
R matrix in (Z;,T) can be replaced by an identity matrix I. 
-
The subsequent position commands (T6) after indexing is then computed as follows: 
4.0 ROBOT KINEMATICS 
In order to determine the position and orientation of the last link of the robot in 
Cartesian space, reference frames were assigned to each link of the robot, using Denavit- 
Hartenberg notation. See Figure 3. Six transformation matrices : - I T  were then deter- 
mined that relate the reference frame of link a to link i - 1, which are a function of the 
joint angle of that link. Multiplying these six matrices, i.e., 
yields a gT matrix, a 4x4 matrix that contains both the orientation and position of the 
reference frame of the last link with respect to some arbitrary reference frame. 
where 12 is the orientation matrix and P is the position vector. This generation of a gT 
given the joint angles of the robot is referred to as  the forward kinematics calculation. 
There is one problem with this formulation thus far and that is that the reference 
frame of the last link is actually embedded within the robot wrist while what is desired is 
the position and orientation of the tip of an end effector. See Figure 4. Therefore we must 
- motor  c a s i n g  s h o u l d  n o t  be h e r e  
Figure 3. PUMA Robot Reference Frames 
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multiply the 8T matrix by a transformation that describes the position and orientation of 
the tip of the end effector with respect to the gT reference frame. 
YT =: T * E where E is also a 4x4 matrix. (7) 
Now that we have described how to obtain the position and orientation of the robots 
end effector given the robots joint angles, the more difficult task is to determine the robot 
joint angles that will yield a specified position and orientation of the end effector tip. This 
is referred to as the inverse kinematics calculation. By successively premultiplying both 
sides of equation by the inverse of the leading term on the left hand side we obtain the 
following 
If we equate terms in equations (8) through (12) the angular values of the six PUMA 
d= joints can be found in terms of the Cartesian position and orientation [Z]. Again, there 
is the problem that final solution obtained will be in terms of the components of the 
PT matrix, whereas what is actually specified is the $T matrix (i.e., the position and 
orientation of the tip of the end effector). From equation (7) we can obtain the intermediate 
:T matrix from the actual ?T matrix by postmultiplying by the inverse of the end effector 
transformation so that 
;T = O,T * E - I  (13) 
5.0 COMMUNICATIONS 
While there are two distinct computing nodes, only one node, the local node, allows 
the user to interface with the system. It is through the local node that the user enters 
all appropriate data and receives any information from the system. Associated with the 
local communications processor is a menu. When the two nodes are communicating via 
the remote and local communication CPUs the user hits the "escape" key on the terminal 
attached to the local communication processor. This stops communication and enters the 
user into the index/menu mode. By now typing "m" on the keyboard, the user brings 
up the menu which has a hierarchical tree structure. Once inside the menu, the operator 
can call up sub-menus that change such system parameters as operational mode, motion 
scaling factor, robot end effector length, etc. A11 data to be shared by processors within 
a node as well as data to be used by processors within another node are stored in off 
board RAM. When the user enters changes from the menu the appropriate data is also 
- 
changed in off board RAM. Upon exiting the menu the user can re-start the inter node 
communication by simply hitting the "return" key on the terminal. 
Since the local and remote node are located in two different chassis, a way was needed 
to allow the two nodes to communicate with one another. Another problem was that 
depending on the operational mode different data would be passed between the nodes. For 
example in position mode you would want the local node to send a position and orientation 
matrix, while in joint mode (not implemented yet) you would only want to send six joint 
angles. 
Communication is achieved with two sets of boards, one set resides in each chassis. A 
communication board set consists of one 32016 CPU board and one BLC-519 I/O board. 
The BLC-519 has 9 eight bit parallel communication channels and uses the Intel 8255 
chip for 110. Each 1/0 board has three ports where each port contains three parallel 
communication channels. Currently, the 1/0 boards operate in mode 1, which simply 
means channel A of the port is used for local to remote node communication, channel B 
of the port is used for remote to local node communication, and the eight lines of channel 
C are used for hand-shaking. 
Within the framework of the C programming language we set a pointer equal to the 
address of the appropriate channel of the appropriate port of the I/O board. Then by 
setting the value of whatever the pointer points to we can send a byte of data over the 
parallel communication link. Likewise, by reading the value of what the pointer points to, 
u we can read what has been sent over the parallel link. Communication is synchronized by 
the use of a read acknowledge line and a write acknowledge line. If a sender is to send more 
than one byte of information, it waits for a read acknowledge signal from the receiving 
side before sending each subsequent byte. The read acknowledge is set by the receiver 
when its CPU board reads what has been sent to its I/O board. Similarly, the receiver 
CPU will not read what its I/O board has until it receives a write acknowledge. A write 
acknowledge is set whenever the sender places a byte of information on its parallel port. 
Data sent from the local node to the remote node will always consist of a mode word, 
local status word, and a remote command word, each being two bytes in length. The 
bits of the mode word indicate what operational mode the system is currently in, whether 
indexing is on or not, and whether any parameters have been changed. Similarly the bits 
of the local status word show the local status, while the bits of the remote command word 
indicate the functions the remote side is to perform. See Figure 5 for a definition of the 
bits. Other data to be sent will consist of one or more of the following items FRHC T6 
matrix, FRHC Cartesian velocity, FRHC joint angles, robot end effector length or FRHC 
frame vs. robot frame difference. The last two items will be sent only once after the 
value of either has been changed by the operator. By deciphering the mode word the 
local communications CPU determines which data to retrieve from shared RAM and send 
over the parallel communications link. For example if the mode is joint mode and the 
parameter change bit is set the local communications CPU will retrieve the mode word, 
local status word, remote command word, FRHC joint angles, robot end effector length, 
+ 
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and the FRHC vs. robot frame difference. These data items are assembled into a data 
- 
buffer and sent byte by byte to the remote communications CPU. The first byte sent is a 
number telling how many bytes of information are contained in the data buffer. Held in 
the first two bytes of the data buffer is the mode word. Upon deciphering the mode word 
the receiving node then knows what data is held in the buffer. This data is then deposited 
in the appropriate places in shared RAM. 
The format of the data held in the buffer is the actual binary pattern residing at  the 
memory address that corresponds to the variable you have selected. For unsigned integer 
variables such as the mode and status word, it is the expected binary representation. 
However, for non-integer numbers such as the robot end effector or the T6 matrices, the 
memory location corresponding to  a variable represents the non-integer variable as a 64 
bit double precision number in the National Semiconductor Series 32000 floating point 
format. The 64 bit field contains such information as the sign of a number, the value of 
its exponent and the value of its mantissa. While non-integer information is originally 
held in a 64 bit field (double precision number) it is first converted to  a 32 bit field (single 
precision number) before placing it in the data buffer. Again, the 32 bit field of the single 
precision number still contains such information as sign, mantissa, and exponent. The 
double precision to single precision conversion speeds overall parallel communication at 
the price of a slight reduction in the accuracy of the numbers transmitted. 
In sending the literal contents of a variable's address in memory in floating point 
format we greatly increase the overall communication throughput, as compared to the 
option of sending numbers over in ASCII format. 
'V 
Embedded within the communication software is also a provision for checking the 
health of each processor. Associated with each processor is a 32 bit long error word. Each 
bit in the error word corresponds to a specific problem in a specific processor. When a 
processor detects some problem within itself it then sets the appropriate bit with its error 
word. Of course these errors must be of a non-catastrophic nature, because if it were to 
cause a processor to "die" then that processor would be unable to set a bit in its error 
word. If the remote communications processor finds any of the remote node error words 
non-zero (i.e., some type of error) it sets the appropriate bit in the remote status word 
and ships any non-zero error words to the local node. By looking at  the bits of the error 
word the operator can then tell what error has occurred in what processor and take any 
appropriate action. 
6.0 SETPOINT INTERPOLATION 
When both the local and remote nodes first became operational it was found that 
the robot motion, when following position commands generated by the FRHC, was un- 
satisfactorily jumpy. Upon comparing the cycle rates of the local and remote nodes it 
was found that the FRHC control CPU was running faster than the PUMA robot control 
CPU. Since the two processors were running asynchronously this meant that occasionally 
the robot control processor would miss a position command from the FRHC control CPU. 
- 
In an attemptooth out the position commands the robot tries to servo to, a spline 
fit was made seven if occasionally a point was missed the motion would be smooth 
and cOntinuouead of smoothing out the FRHC Cartesian commands it was decided 
to smooth oUtesults of the robot's inverse kinematics (i.e., a joint space position 
composed the s six joint values) from an FRHC Cartesian command. 
It was dao use a cubic that is both smooth and continuous with 
the second derk of the curve at the spline knots (the original points we wish splined 
together) beinerarily set to zero. Referring to Figure 6 where p l ,  - -  p2, and p3 are the 
three joint spaition vectors we want splined together and a, T2, and B a r e  the 
corresponding h t  vectors, then a space curve through - p2 and p3 - is expressed by the 
equation 
p(u) = A + Bu + c u 2  + D U ~  
- (14) 
where currently < - 1. From the boundary conditions we get the following relation- 
ships: 
~ ( 0 )  = pZ (15) 
PO) = p3 
- (16) 
Using these rationships, we can easily determine that from equation (14) 
Further we can determine that 
where i = 0,1,2,3,4,5 are the six components of a robot joint space position, p l  is the 
third most recent result of the robot inverse kinematics, p2 is the second most  recent 
- result of the robot inverse kinematics and p3 is the most recent result of the robot inverse 
- 
kinematics. 
Now, using equation (14) we generate seven spline fits that are equally spaced between 
u = 0.5 and u = 1.5. So, the spline fit starts midway between p3 and p2. It then follows a 
smooth curve through p3 and ends at  a predicted joint space point haTway past p3 .  
- - 
Figure 6. Two dimensional representation of six dimensional space curve 
7.0 SYSTEM THROUGHPUT 
There are primarily eight tasks that the PUMA robot control CPU performs in a 
serial fashion. 
1) Retrieval of FRHC T6 from shared RAM: This process takes 0.000143 seconds which 
is equivalent to a rate of 6976.7 Hertz. 
2) Workspace adjustment for use in forward kinematics: This process takes 0.001533 
seconds which is equivalent to a rate of 6522 Hertz. 
3) Forward kinematics: This process takes 0.006 seconds which is equivalent to a rate of 
166.6 Hertz. 
4) End effector compensation for forward kinematics: This process takes 0.00020 seconds 
which is equivalent to 5000 Hertz. 
5) Placement of PUMA T6 in shared RAM: This process takes 0.0001366 seconds which 
is equivalent to a rate of 7317 Hertz. 
6) Wor.djustment for use in inverse kinematics: This process takes 0.00102 sec- 
on& equivalent to a rate of 980 Hertz. 
.d 
7) End compensation for inverse kinematics: This process takes 0.0001925 sec- 
onds equivalent to a rate of 5194 Hertz. 
8) Invernatics: This process takes 0.01071 seconds which is equivalent to a rate 
of 92. 
Sum these times and including a few other smaller processes that are also part 
of the rolrol CPU computational workload yields a cycle time of 0.02267 seconds 
which is a t  to a rate of 44 Hertz. 
Comion time to send a FRHC T6 matrix and receive a PUMA T6 matrix is 
0.014 secich is equivalent to  a rate of 71.4 Hertz. 
The :ontrol CPU cycles at  a rate of 25 Hertz in position mode and 27 Hertz 
in rate mle times of 0.04 seconds and 0.037 seconds respectively). This CPU had 
a 6 megdck rate. 
Sum of these times in position mode, the minimum amount of time it takes 
to send and from the FRHC, have the command transmitted to the robot, send 
the robot1 back to the local node and generate position error based force feedback 
in the FR.0767 seconds, which is equivalent to a rate of 13 Hertz. 
d 
All dtware was coded in the high level programming language C, however, a 
rather inscross compiler (National Semiconductor's GCS) was used. 
8.0 CON(NS AND FUTURE WORK 
This ,resents the current framework of our teleoperator system development. 
Position <of a PUMA robot bypassing VAL and using a distributed computing 
system apitisfactory, albeit with some limitations: 
1) SinceMA joint processors' PID control parameters are proprietary information 
and oe easily accessed and altered, the control flexibility is hence somewhat 
handi 
2) The Ioint rate information, which is crucial for bilateral servo control, is also 
not a7, 
3) The  land controller electronics do not provide velocity information, and the 
velociiation by software is not very accurate. 
A nevrsal Controller (UC) is under development to replace both of the hand 
controller tics and the entire PUMA controller in the near future [I]. This UC shall 
provide eass to the control parameters and easy adaptation of different control 
methods. The limitations cited above that appeared in the current teleoperator setup 
shall be alleviated when the UC is implemented. 
The goal of our teleoperator development is to realize a higher throughput bilateral 
servo control system. The following work is planned to reach this goal: 
1) Direct current control, instead of position control, shall be implemented for force or 
force/position control of the robot arm. 
2) Robot dynamics, in addition to kinematics, shall be implemented. 
3) Information from robot force torque sensors shall be included in the calculation of 
hand controller force feedback. 
4) To attempt an increase in system throughput, interrupt driving and synchronization 
of the distributed processor shall be explored. 
5 )  Obtain a more efficient cross compiler. 
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ABSTRACT 
Many applications of robots require that the same task be repeated a number of times. In 
such applications, the errors associated with one cycle are also repeated every cycle of the 
operation. An off-line learning control scheme is used here to modify the command 
function which would result in smaller errors in the next operation. The learning scheme is 
based on a knowledge of the errors and error rates associated with each cycle. Necessary 
conditions for the iterative scheme to converge to zero errors are derived analytically 
considering a second order servosystem model. Computer simulations show that the errors 
are reduced at a faster rate if the error rate is included in the iteration scheme. The results 
also indicate that the scheme may increase the magnitude of errors if the rate information is 
not included in the iteration scheme. Modification of the command input using a phase and 
gain adjustment is also proposed to reduce the errors with one attempt. The scheme is then 
applied to a computer model of a robot system similar to PUMA 560. Improved 
performance of the robot is shown by considering various cases of trajectory tracing. The 
scheme is also applied to a real robot PUMA 560. The results show that the proposed 
scheme can be successfully used to improve the performance of actual robots within the 
limitations of the repeatability and noise characteristics of the robot. 
1987 Goddard Conference on Space Applications of Artificial Intelligence (AI) and 
Robotics, May 13-14, 1987 
1.0 INTRODUCTION 
Several methods of performance improvement of robots have been attempted reviously by 
1,4 many researchers. Some of these employ on-line adaptive control schemes considering 
factors such as flexibility of the arms and variation of loads. Such control schemes are 
required for trajectories which are not defined a priori or require accurate trajectory control 
in the fmt attempt. For repetitive type of operations, as most commonly required in 
industrial applications, such as welding, cutting or sealing, a control scheme which can 
learn based on its previous performance appears to be more attractive because of the 
simplicity of the technique. A method to obtain a mudifmi command input signal called 
Computed Repetitive Adjustment Technique  CREATE)^ is embodied in an algorithm for 
correcting a robot's motion in successive testing of the same job. This repetitive testing is 
continued until the trajectory errors are within the acceptable bound before performing the 
actual work. The technique was later applied4,5 to improve the performance of a 
mathematical model of a three-link robot arm. 
A scheme very similar to CREATE was studied by craig6 for application by considering a 
linearized model of the robot. Conditions for the convergence of the scheme to yield 
minimum errors were obtained with the assumption that several critical parameters of the 
system are known. ~rimoto7 proposed a learning scheme based on measuring error rate 
only. He later extended89 the control scheme to include the error and error rate 
information. However, the conditions8 he arrived at are found to be unsatisfactory. 
Several other researchers1091 1~12 have attempted to obtain conver ence conditions for the 5 iteration scheme, but the analysis are generally inadequate. ~ o ~ a i 1  obtained interesting 
algorithms by using discrete analysis and by applying optimal control techniques. An 
algorithm based on optimal control technique is also given by ~ a r o k o ~ o s l 5  far continuous 
systems. ~edewil6 used CREATE technique to refine the performance of the robot 
starting with a dynamic inverse of the model of the system. In this paper, the learning 
control scheme proposed by ~rimotog will be considered. Analysis of the scheme will be 
attempted with a servosystem model. The scheme will then be applied to a mathematical 
model of a three-link robot to show the improvement in performance. 
2.0 SECOND ORDER SERVOSYSTEM MODEL 
2.1 Description of the Servosystem Model 
A servo control design is given in this section which will be applied to design independent 
control of each joint of the robot. The second order servosystem model is also used in this 
section to test the proposed learning control scheme. The scheme is then applied to 
improve the perfoxmance of the robot model in section 3. 
The dynamics of the servosystem can be represented, by ignoring the damping factor for 
the sake of simplicity, as 
18 = T, 
where 8 is the angular position (a function of time, t) 
T c is the control torque 
I is the moment of inertia of the servo, and 
8 is the second derivative of 6 with respect to time 
It is necessary to feedback the angular position, 0 , and its rate, 8 , to obtain a stable 
position control system An integral feedback of the position may also be used to obtain a 
higher speed of response. However, an integral feedback increases the order of the system 
and introduces oscillations in the system response. These characteristics are not desirable 
for the present application and hence only a proportional plus derivative controller is 
considered for stabilizing the servosystem as shown in Fig. 1. The characteristic equation 
of the closedloop system can be written as, 
This equation may be compared with the damped oscillatory system 
where is the damping ratio and on is the natural frequency of the system. It is desirable 
to have a high value of on to get a large bandwidth of the system. The stability of the 
second order system is guaranteed as long as K1 and K2 remain positive. However, the 
feedback gain value K1 can not be increased beyond a certain a limit (due to the practical 
limitations of the actuator) in an effort to increase the bandwidth of the system. Within 
these limits, the feedback gain values are obtained using the relations (obtained from Eqs. 
(2) and (3)) as, 
K i  = and K 2  = 260~1 (4) 
The rate feedback gain, K2, is assumed to achieve critical damping in the closedloop 
system. For such a case, the system will have the highest speed of response corresponding 
to the lowest settling time and for a given bandwidth of the system. Fig. 2 shows the 
transient response of the second order system for a step input and for the selected feedback 
gain values. 
Case (a) K1=100 K2=20 on = 10 rad/sec 
(b) K1 = 144 Kz =24 on = 12 radjsec 
(c) K1 = 625 K2 = 50 on = 25 rad/sec 
Case (c) shows the lowest rise time of approximately 0.2 sec. The same feedback gain 
values will be considered later to control the robot arm joints. 
2.2 A Learning Control Scheme 
The second order system considered may be represented as (from Fig. Z), 
I, the command function, ec, is the same as the desired trajectory, Bc, is 
ed - e,)  + b(ed - e, 
re constants proportional to the error rate and the error, respectively. For 
1 the command signal, €Ic , is modified as, 
the system to this modified command signal is determined. The new error 
)&mined using Eq. (6) The command signal is again modified according to 
i~ command signai is used in Eq. (2.5) and the response of the system is 
: process is repeated until the errors, Be, fall within an acceptable value. 
~dy is possible for the second order system considered here. Eq. (5) 
second order system is written in a slightly different form for the kth 
0k = eck 
:eration the equation as 
I + K10k+ 1 = eck + 0tk 
18) from Eq. (9), we get 
Then 
Expanding and using equations (13) and (lo), we get 
1 0 ,  for  a 2 > 2 b  
a  < 3q/2 
b  < 2p and for  small error rates 
Eq.(14) gives sufficient conditions for the guaranteed convergence of the error to zero 
value with each step of the proposed iteration scheme. 
Since only the command signals are being modified, the torque requirements on the 
actuators will not drastically change provided the initial e m  are small. The feedback 
values selected for the application in this section are K1 = 100 and K2 = 20 and 
corresponds to a closedloop frequency of 10 rad/sec, The response of the servosystem to a 
command input, 
8c = sin (at) 
is shown in Fig. 3 for o = ~c rad/sec. The actual trajectory shows a phase lag and an 
amplitude modification. Application of the learning control scheme shows reduced errors 
' with the first iteration (Fig. 4) and the third iteration (Fig. 5) and for the parameters a= 0.1 
and b= 0.9. The figures compare average errors associated with each iteration. The average 
5 
nber of points on the trajectory. Higher values of o were considered next 
lance of the iteration scheme was studied. Fig. 6 shows the average error 
each iteration for various values of "a" and " b  and for o = 2 x rad/sec. 
rly show that for the case in which a = 0, the errors tend to increase after a 
n accordance with the derived conditions (Eq. (14)). Similar results are 
for w =4 a rdsec. In general, the results show that the rate of 
;reases with increasing values of "a" up to a certain value. For the present 
best results are obtained with a= 0.2 and b= 0.8 at all values of o. The 
ing enor rate in the -cation procedure is obvious from Figs. 6 and 7. 
bserved that the conditions given by Eq. (14) are rather conservative 
1 Phase Adjustment Technique 
he previous results that there is a unique command function, ec , for 
I trajectory, ea , will be the same as the desired trajectory, at least for 
i single-output systems. In the previous examples, inclusion of the error 
helped a great deal in arriving at the unique command function with only a 
The next obvious question is whether it is possible to obtain the ideal 
.on with a single iteration so that the resulting trajectory would follow the 
y. An attempt has been made in this section to answer the question. 
3f the second order system shows that the output of the system follows the 
iy, provided the frequencies associated with the function are well within the 
th. As the input frequency approaches the system bandwidth, the output of 
*s marked deviation from the input signal. The input-output relationship is 
se and the gain plots in which the phase difference and the ratio of the 
: output to the input are plotted as a function of the input frequency. 
the previous example, 8d = sin(ot), with o = a radsec. The time 
iystem is as shown in Fig. 3., for the first trial. A modification scheme 
was employed with a=0.1 and b=0.9. The actual trajectories obtained 
w and third iteration are shown in Figs. 4 and 5, respectively. From Fig. 3 
ues of phase (-0.5969 rad) and gain (0.91) were obtained. The command 
&kd as 
1 sin(ot + 0.5969) 
tory obtained for this modified command signal is shown in Fig. 8. The 
and the desired trajectory overlap within the accuracy of the plotter. Thus, 
linear system, it was possible to obtain a modified command signal to 
ed trajectory without an iteration scheme. This method will be applied to 
del of three-link robot system in section 3, which is an example of a 
tic system. 
6 
3.0 APPLICATION TO A THREE-LINK ROBOT 
3.1 Dynamics of a Three-Link Robot Arm 
Fig. 9 shows the selected coordinate reference frame for the three-link robot arm. X, Y, 2, 
is the inertia1 system with the origin at joint 1. The fourth coordinate frame has the origin 
fixed at the tip of the robot arm. The fmt link can rotate only about the vertical axis 2, 
carrying the second and the third links. The second link can rotate about an axis fxed in 
link 2 and is normal to both the first and the second link. The third link moves about an 
axis parallel to the axis of rotation of the second link. 
transformations are 
0 
0 0 
represented by 
0 
0 
1 
0 1 
the following matrices i,j 
where Cj= cos Oj, and Sj = sin ej, j=1,2,3 
A  point ri described with respect to link i can be related to the base coordinate by 
r = [ T i ]  ri (19) 
where, Ti=CA11,  T 2 = [ A 1 I [ A 2 1 ,  and T3=[T21[A3] 
The dynamic equation for the robot arm is obtained as, 
7 
where: 
3 aT dT T P J p  P) Di j  = Z Trace ( -  
p = msx i,j aq j  aqi 
3 
Jp aTpT ) Dljk = P Trace (- -
p = rnsx i,j aqjaqk dqi 
Iai is rhe @ actuator inertia, mp is the mass of the ph link 
g is a vector in the direction of the gravity force 
Jp is a pseudo inertia matrix for the pth link 
Eq. (20) are used to compute the joint torques required. For the purpose of simulation of 
the fust, second and the third links are assumed to have lengths equal to 0.5m, 0.4m, and 
masses 4kg, and 2 kg, and lkg, respectively. The inertias of the links 1,2, and, 3 are 
assumed to be 5x10-4, and 2.5~10-4, and 1.25~10-4 kg&, respectively. Actuator inertias 
corresponding to joints 1,2, and, 3 are taken to be 1x10-~, 5x10J, and 2.5x10-~, kgm2 
respectively. 
3.2 Inverse Kinematics 
The trajectory to be traced by the robot arm is given by a set of points which are usually 
defrned in the base (inertial) coordinate system. Therefore, it is necessary to find the joint 
angles corresponding to each point on the trajectory using the geomeny of the robot. Let 
us assume that the tip of the robot arm follows the given trajectory, so that a transformation 
of the tip point into the base coordinates can be made as follows: 
where r3 is actually the urigin of the fourth coordinate system. Substituting for T3 and 
expanding we get, 
Algebraic manipulations of the above equations give the expressions for the joint angles as 
ORlGlNAL PAGE R3 
Of POOR QUALITY 
ORIGNAL PAGE IS . 
OF BOOR Q U A L I N  
Impute the joint angles only once in order to find the command signals 
ry. This can be done off-line using the robot central computer in the 
iterative technique is then applied to modify the joint angle commands to 
;le e r m  to zero. 
rol system 
: employed here is to control the motion of the joints so that the tip of the 
trajectory. Independent control of each of the joints based on only the 
position and rate feedbacks is considered here for the sake of simplicity. 
led in the base coordinate system is converted into joint command angles 
kinematics. The dynamic equations (20) are rearranged for the 
-01 techniques as follows. 
int angular coordinates, Tci is the toque about the joint i. Control 
ed from the block diagram shown in Fig. 1 as 
a sixth order nonlinear differential equation with coupled coefficients. 
numerically solved here using a fourth order Runge-Kutta integration 
of Learning Control Scheme 
the case in which the desired trajectory for the tip of the arm is a circle. 
ined in the inertial coordinate system as follows. 
s(wt > 
1.5 s in  (cot) 
un is modified so that the joint command angles are obtained from the 
(stem through a kinematic transformation. The computer time required 
ipproximately 20 minutes and hence only four iterations are considered 
Ihe results obtained are shown in Fig. 11. There are two curves in 
iing to the emrs associated with X and Z coordinates. The errors in 
the Y direction is not so important and is not shown here. It may be seen that the errors 
tend to become smaller at a faster rate when the error rate information is included in the 
command input modification procedure. Fig. 12 shows the torque characteristics of the 
joints 1 and 2 before and after the application of the learning control scheme. Figs. 13 to 
15 show the actual response of the robot corresponding to a 4  and b=l. A trajectory very 
close to the desired circular trajectory could be obtained with a=O. 1 and b=l after 6 
iterations (figure not shown). 
3.5 Application of Gain and Phase Adjustment Technique 
It was shown in section 2.3 that a modified command input could be obtained so that the 
resulting actual trajectory is very close to the desired trajectory for linear dynamic systems. 
However, the robots are in general are characterized by nonlinearities and varying moments 
of inertia parameters. Coupling between the joint coordinates am also very significant. 
Two examples of trajectory tracing, one a circle and the other a straight line, is considered 
for the application of the gain and phase modification technique. 
The trajectory defined by Eq.(30) describes a circle in the X-Z plane. The actual trajectory 
traced by the robot is given in Fig. 13. The responses of the robot after first and fourth 
iterations using the learning scheme are as shown in Figs. 14 and 15, respectively. It may 
be seen that even after four iterations the trajectory traced is still not a complete circle. The 
gain and phase modification technique was then attempted as follows. 
The response of the system to the command trajectory which is the same as the desired 
trajectory was plotted in the X and Z coordinate system as a function of time (not shown). 
Ideally, X coordinate should be a cosine function and Z a sine function as given by Eq. 
(30). However, depending on the value of w, there will be a phase and gain change. The 
actual response was found to fit the following functions. 
Modified command signals were then obtained as 
The response of the robot to the modifled command signal is as shown in Fig. 16. The 
actual trajectory obtained is seen to be very close to the desired trajectory. It is very 
interesting to see that the nonlinearity, the coupling between the joint coordinates, gravity 
and the varying moments of inemas did not have much effect as far as the phase shift and 
gain values are considered. The present example, however, is very simple because the 
desired trajectory could be represented by simple sine and cosine functions. 
The second example considered is the one in which the tip of the robot traces a straight line. 
The joint angles will have to go through a nonlinear motion so that the tip of the robot could 
result in a straight line. Hence, this example is more complicated than the first case. The 
command function in the inertial coordinate system for the example of a straight line is 
taken to be 
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The respo: system with w = 1 is as shown in Fig. 17. For the sake of simplicity, 
only the Xte is for mociiflcation. Learning control scheme is then used 
to obtain arajectory after 6 iterations as shown. For the application of gain and 
phase m d ,  the command signal for the X coordinate is obtained as follows. 
where Xe i ~ r  obtained as 
and t is heshift obtained from the first mil. The response obtained with this 
moc&d c d  is shown in Fig. 17. The phase tp is taken to be 0.18 secs and the 
gain, Xg, 1. trial and m r ) .  The actual trajectory obtained for this command is 
almost as gohe trajectory obtained through 6 iterations. 
The phase, t sin, X , were also obtained by a Fourier analysis of the error function 18 g 
associated w. trajectory. Fig. 18 shows the response of the corresponding modified 
command (u = 0.2 sets and X = 1.1 17). The response appears to be at least as 
good as the rise shown in Fig. f 7. Hence, it may be concluded that the Fourier 
analysis can W to compute the phase and gain value to obtain a modified command 
and to r e d u c ~ . ~ ~ ~ ~  considerably in the second mal. Further minimization of errors 
may be done the iterative technique, if necessary. 
3.6 Applicatto a Real Robot 
The ~ r f ~ ~ n a r . ~ p r o v e m e n t  tech ique is attempted on a real robot PUMA 560. Fig. 19 
shows a schm diagram of the robot. Instructions to the robot ann is given by using the 
Operating sys&oftware, VAL-1118. Different values of the coefficient of the error are 
considefed (wihe parameter 'a'+) to study the rate of convergence of the scheme to 
Weld mnirnummn. Fig, 20 shows the performance of the robot after 11 iterations for a 
desired trajectornf the robot to move along the Y axis at approximately 1 .Sft/sec. The 
figure shows th-in the X direction with the k t  attempt and after 11 iterations ~ t h  
b.$3.2. The e m  associated with the first trial is 0.4145mm and , after 11 iteractions , 
0.07n1.m. 
The same case then repeated with various values of the error coefficient, b, and the 
average errm &+ined as a function of the trial number are shown in Fig. 21. The results 
c lead~ show thatthe rate at which the average error decreases is proportiond to the of 
b. However, larger values of b tends to increase the average error after a few iteraaons. 
This trend was also observed and discussed in section 2. 
me itemhve t~hnique was also applied to improve the performance of the robot e e f  a 
vanetY of other operating conditions. The results show, in general, that the lower llmt of 
the average error after reached (which is 0. lmm) is restricted by the repeatability and the 
nose associated with the joint sensors. Further work is continuing at this time to include 
fie information in the application of the learning scheme to the 14 robot. 
4.0 CONCLUSIONS 
An off-line learning control scheme is analyzed here which can be used to improve the 
performance of robots. Necessary conditions for the iterative scheme to reduce errors with 
each iteration are derived considering a second order servo system model. The scheme is 
also applied to a mathematical model of a three-link robot similar to PUMA 560. In 
general, the results show that the learning control scheme reduces errors more efficiently if 
the error rate information is included in the scheme. The results also show that the scheme 
may increase the magnitude of the errors, if the rate infoxmation is not included in the 
iteration scheme. Preliminary results of the application of the technique to a real robot has 
shown that the scheme can be successfully used to improve the performance of actual 
robots within the limitations of the repeatability and noise characteristics of the robots. 
ACKNOWLEDGMENTS 
This research work was supported by NSF Grant No. ECS 8313834. The authors wish to 
thank Drs. Roger Chen, Kam Lau, Nabhi Bedewi, and Mr. Eugene Aronne for their 
helpful discussions during the course of this work. 
REFERENCES 
1. Dubowsky, S., and Des Forges,D.T., The Application of Model-Referenced Adaptive 
Control to Robotic Manipulators,' Transactions of the ASME, Journal of Dynamic 
Systems, Measurement and Control, Sep.. 1979, Vol. 101, pp 193-200. 
2. Nelson, W.L., Mitra, D., and Boie, R.A., "End Point Sensing and Load Adaptive 
Control of a Flexible Robot arm," h e e d i n g s  of 24th Conference on Decision and 
Control, Ft. Lauderdale, Florida, December, 1985. 
3. "Optimization of Robot Manufacturing Operations," Report to NSF by Advanced 
Technology and Research, Inc., April, 1983. 
4. Bedewi, N.E., "Computed Reference Repetitive Adjustment Technique for a Robot 
Arm Control in Three Dimensional Space," M.S. Thesis, Department of Mechanical 
Engineering, University of Maryland, 1984. 
5. "Development of Robot Performance Improvement Technique Through Repetitive 
Testing" Phase I1 6 Months Report to NSF by Advanced Technology and Research, 
Inc., April 1985, Contract No. ECS 83 13834. 
6. Craig, J.J., "Adaptive Control of Manipulators Through Repeated Trials," American 
Control Conference, San Diego, June 1984. 
7. Kawamura, S., and Miyazaki, F., and Arimoto, S., "Applications of Learning method 
for Dynamic Control of Robot Manipulators," Proceedings of 24th Conference on 
Decision and Control, Ft. Lauderdale, Florida, December, 1985. 
8. Arimoto, S., Kawamura, S., and Miyazaki, F., "Bettering Operation of Dynamic 
Systems by Learning: A New Control Theory for Servomechanism or Mechatronic 
Systems, "Proceedings of 23rd Conference on Decision and Control, Las Vegas, 
:~ember, 1984, pp. 1064-69. 
, "Learning Control Theory for Dynamical Systems," Proceedings of 23rd 
on Decision and Control, Ft. Lauderdale, Florida, December, 1985, pp 
mata, T., and Nakano, M., "Synthesis of Repetitive Control Systems and 
ion," Proceedings of 24th Conference on Decision and Control, Ft. 
, Florida, December 1985, pp 1387-92. 
d Kato, E., "Iterative Control and Its Application to Motion Control of 
- A Direct Approach to Servo Problems," Proceedings of 24th Conference 
I and Control, Ft. Lauderdale, Florida, december 1985, pp 1393-98. 
md Yamakita, M., "Iterative Generation of Optimal Input of A 
r," IEEE Conference on Robotics and Automation, April 1986, pp 579-584. 
md Yamano,O., "Analysis and design of an Optimal Learning Control 
Industrial Robots," Proceedings of 24th Conference on Decision and 
Lauderdale, Florida, December 1985, pp 1399- 1404. 
md Yarnano, O., "Learning Control and Its Optimality: Analysis and Its 
to Controlling Lndusmal Robots," Proceedings of the IEEE Conference on 
d Automation, April 1986, pp 248-253. 
E.G., "Optimal Learning Control of Mechanical Manipulators in Repetitive 
roceedings of the IEEE Conference on Robotics and Automation, April 
)6-401. 
E., Chiang, N.E., and Yang, J.C.S., "Robot Position Accuracy 
nt Through Repeated Trials," Paper No. 86-DET-44, Design Engineering 
lonference, Columbus, Ohio, October 5-8, 1986. 
'Robot Manipulators: Mathematics, Programming and Control," The MIT 
achusetts, 1981. 
User's Guide to VAL" Unimation, Inc., Danbury, Connecticut. 
Close=- ioap  T r a n s f e r  
Funcz ion: 
U E; 1 
~ 5 2  +K1s '<1 
Block-Diagram Represen ta t ion  of t h e  Servo Cont ro l  System 
and ( c )  Block-Diagram Reduction S t e p s  
tin ( s a c s )  
nput Response f o r  
en t  s e t s  of Gain 
-.  , 
-18 .0  t 
% , \ .  v \ . L J  
1 . 0  r r:r 0:. J . s  r 5 . r  r i r  t 1 . r  L A O  
Fig.  3 .  T r a n s i e n t  Response of 
t h e  Servosystem 
OREiNAL FAGE I6 
Of POOR QUALITY 
d 
7 Average Error - 0.05 j \ /,, 1 .  
i - - ' -- 
? 7 
Time I S ~ C S . )  
Fig. 4 Response After First Iteration 
L. 1 
'Pm ( 1 . ~ 8 . )  
Fig. 5. Response After Third 
Iteration 
Number of Iceracions Number of Iceracions 
Fig. 6. Error Convergence of the Servosystem with the Learning Control 
Scheme 
* 
.bar of Iterations 
:or Convergence of the Servosystem with the Learning 
~ t r o l  Scheme 
tLr (uc8 .1  
of the System for the Modified Command Input 
CWLGlljAL PAGE IS 
OF. POOR QUALIN 
Robot Arm and the 
Reference Frames 
ible Configurations of Links 2 and 3 to reach a 
int 
r of Icor~tioas Numbor of Iterations 
Convergence for a Three-Link Robot Computer Model 
17 
Fig. 12 .  Torque Characteristics (a) First Trial 
(b) After Four Iterations 
Fig. 
Fig. 
. ,  . 
* * + I  .. U 1 U L. L. ,I , 
X ( m )  
13. Response of the Robot with 
Command Input Same as 
Desired Trajectory 
Response of the Robot 
After Four Iterations 
Y  - 
U. 
U iL - - . . . . . . , . u . . u y  X(m) 
Fig. 14. Response of the Robot 
After 1 Iteration 
Y 
Y  
Y 
* :u - *  . . . . Y * U U . . U ,  
Fig. 16. Response of the Robot for 
a Modified Command Input 
C23Gz;J.?L PAGE )6 
OF P 2 G t i  QUALITY 
17. Response of the Robot After 6 Iterations and A Modified 
Command Input 
Tim*  ( s * c ~ )  
Fig. 18. Response of the Robot for a Modified Command Input 
(tp = 0.2 secs.) 
i n t  1) Shoulder ( J o i n t  2) 
Elbow ( J o i n t  3 )  
Wrist Rotat ion ( J o i n t  
w r i s t  Bend ( J o i n c  5 )  
Flange ( J o i n t  6 )  
I Fig. 19. PUMA Robot ~ r r n : ~ ~  Mark 13-560 
19 
* .  
~ i g .  "rm&zq-tt.~& k * r ~  r ~ ~ 1 9 ,  
~TTIC~ED PAYLOAD ' NOPE, SPEC0 1'33 
0 S 
b = 1.0'- 
b 0.5--)t-- 
I DOCUMENTPROJECT IDEEIF+ICATION, , -  - -  gGk ,-*-; - - 4 , . 
1 2  ! S  o f  A t t f f i ; l , ~ ]  !ntal l ' *=i~ke (4 '1  an . - A  - . , 
A ~ ~ ( ~ )  it ttlcffold arid f .  $eyer;, 
= -  I I Of6~lnatlng NASA Organlz.tlon Rlforming Orplnbt~n (IfdMer8nl) I 
Conr .cvOranUlMerqe~P~Numbrr (8 )  I 
. ". 
DoarMD.1.  '?,a<, ! -t 5' Docummf Numba(s) 
F a  mmmaliy wMI8h.d documrnts or pnwmims. mu w*. tn- on ~k. ~.nd.d p u b l m  .a name, PI-, mt~ w d mf*n-. ~ l o d c a l  or iwrn.1 title, Or book 
In* .ndplMI*h.r 
II AVAIUBILITYCATEGORY I 
Ch& th.approprlate~.l.pory(~ua) 
Socurlly Claaalflcallon q Socrol &ow RO 0~on l l d .n t I a l  q ~mfidentlal RD ~ ~ n c l a s s l f l d  
Export Controlld Documant - Docunnnls mehad kr thb block mud br mhd K, NASA H.adquanaa [ I ~ ~ M L I W I A ~ ~ ~ ~ ~ I V ~ ~ ~ ~ ~ ~ ~ O I ~  
ITAR D E A R  
NASARenrktd Dlalrlbullm Document 
q FED0 q Llmtled LhalrlklllOn ~ a h . r . ~ w S u t b n l l l  
Document dacloalng an Invention 
Documents maned In th~s block mu#w wlUI)I.(d (rOAI mmm unm ax mantho have elapsed alter rubmls8bn ol thla lwm, u n b u  a dHhnnl release dale established by the 
appropriate counsel (Sea SecUonl#J. 
PuW~cly Available Document 
q PuMlcly avattable documants mu81 h mwhuiW and na( be expMtcMro lM nor r+mieW dktfWlbn dOCuImMla 
111 SPECIAL CONDITIONS 
ChecI( w or more of the a m ~ ~ c e w e  boxes u ~ l ~ l o r . # d . l r a b + c M d b t r ~ b u t ~ o n ~ f  h. "Oh.r" box unda NASA RI . f i *w l  MI l r lMl rm Document In Socllon II la checked 
Guldelmas are provided on reverse ado of fonn. ThW-conWn: 
0 Foreign govmmur l  mformallon a p n i k w c r i n l a m t i m  
0 Cornmeraalprodua tesl ~ s v a l u a l k m m J I a  ~ d h n l e u b ( . c l t o ~ p . c W ~ r e t p t o v l ~  
Checkoneollhe folbwlng llmnalbna asapptoprr*.: 
q U S  Government agenclea and US. Qovamunl ~ g n o l - . ~ o ~ r ~ n l y  NASAp.nonn*landNASAcontra*M.onb 
NASA contraclors and U S G o v e r W  .9.nclu O d y  NASAperezfmlOnlY 
0 u S Governmenlagenclesonly 0 AvallaM.on~w~lhap~mvaloflaaulngoR~ 
IV BLANKET RELEASE (OPTIONAL) 
All documenls lssued under Ihe lollow~ng conIrKVpnnVprqeS rumba  may be processedas checked In Sectmns I1 and Ill I The blankel release aulhortzalmn granled Is: 
D.u I 
I Resc~nded - Future documenls must have 1ndlvidu.l avalhb.b*ly.umwiZalian I 
Modtfted L~m#lattons lor all docummla w..d intk.STI syslmn unda th. blank& r d e u e  IW& ch.nped lo conform lo  Mocks as checked In SMtlonII 
V PROJECT OFFICERITECHNICAL MONITOR 
f f  
i , A  t 
D S : ~ ~  520 - ij j ,;-  & 
Typed Name of Pfopcl OfflceTechnaal MonWQ . OMwcod. S!gdture Da e Slgned 
I VI PROGRAM OFFICE REVIEW Approved q Not Approved 
*i - 
Blr., of HO&USD J- L k - r ( ~ e ! ? - ~ ?  p.y- i ! % - y  
~ y p e d  Name of Program Onlcer tJfbceap m e  and cod. W* , . Date 
1 
I q Foretgnpubllcallonlpresenlatlonap~. E k v t l W w f f l ~ ~ ~ n ~ ~ m  Export controlled Lm~talmn 8snotawlrable I 
* 
d #AWE 6 TITLE 
Vlll EXPIRATION OF REVIEW TIME 
The documenl IS belng released In accordan-! 
of subm~ss~on as spec1ffedbyNMl2230 18 x 
Note Thls release procedure cannot be u a d '  
IX DOCUMENTS DISCLOSING AN fNVENTlf 
Instaltatlon Palenlor lntelleclual Property Cl 
b The document was processed on - 
I Forms no1 approved are fa be relurned I Completed forms should be lorwarded lo  the I InlonnmlonFuIIIly. P.O. Dox 1757. B W I ellher (checkbox) 
I Abstract or standard bcbllographlc Inlormalion Faclllty allheabove 

N
A
SA
 
FO
RM
AL
 
RE
PO
RT
 
FF
No
 6
65
 A
ug
 6
5 
