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Abstract
By explicitly describing a cellular decomposition we determine the Borel invariant
cycles that generate the Chow groups of the quotient of a reductive group by a Levi
subgroup. For illustrations we consider the variety of polarizations SLn/S(GLp×GLq),
and we introduce the notion of a sect for describing its cellular decomposition. In
particular, for p = q, we show that the Bruhat order on the sect corresponding to the
dense cell is isomorphic, as a poset, to the rook monoid with the Bruhat-Chevalley-
Renner order.
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1 Introduction
We start with a basic but important example for our purposes. Let n be a positive integer,
and let Fln denote the variety of full flags in C
n,
Fln := {F• : 0 = V0 ⊂ V1 ⊂ V2 ⊂ · · · ⊂ Vn = C
n, dimC Vi = i for i ∈ {1, . . . , n}}.
The special linear group SLn (with entries from C) acts on Fln by its defining representation.
Let Lp,q denote the subgroup which consists of block matrices of the form
[
g11 0
0 g22
]
with
g11 ∈ GLp, g22 ∈ GLq, and det g11 det g22 = 1. Recently, there has been much progress in
the study of the induced action
Lp,q × Fln −→ Fln. (1.1)
For example, the generating series of the number of Lp,q-orbits is found; a bijection between
the set of Lp,q-orbits and a certain set of labeled Delannoy paths is constructed [8], and the
maximal chains in the weak order are studied, [6]; the covering relations of the Bruhat order
on the set of Lp,q-orbit closures are found, [23]; Schubert-like polynomials corresponding to
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the cohomology classes of Lp,q-orbit closures are described, [24]; singularities of Lp,q-orbit
closures are analyzed, [12, 21, 22].
In this paper, by using some combinatorial tools that we developed in the first cited
reference, we describe a relationship between the cohomology classes corresponding to the
Lp,q-orbit closures in Fln and the cohomology classes of a Grassmann variety by using lattice
paths in the plane. In fact, we achieve this connection by proving some general results on the
generators of the cohomology ring of the quotient by a Levi subgroup of a complex reductive
algebraic group. Before stating our main results let us briefly mention what is easy to see
about the Chow rings of quotients by Levi subgroups.
Let G be a reductive complex algebraic group. We fix a maximal torus T and a Borel
subgroup B containing T in G. Let P be a parabolic subgroup in G with unipotent radical
Ru(P ). Let L be a Levi subgroup of P so that P = L⋉Ru(P ). We assume that B ⊆ P and
that T ⊆ L. Note that Ru(P ) is a unipotent subgroup of P and it acts simply transitively
on P/L. Therefore, the fibration
P/L→ G/L→ G/P (1.2)
is a fibre bundle with group P/L0, where L0 is the largest subgroup of L which is normal in
P , [18, Section 7.2]. In other words, G/L is an affine bundle over the flag variety G/P . Since
(1.2) is an affine bundle on G/P , the pullback map, Ai(G/P ) → An+i(G/L), between the
i-th Chow groups is an isomorphism, see [20, Lemma 2.2]. As a consequence, by using the
groups of cycles graded by codimension, we see that the Chow rings A∗(G/L) and A∗(G/P )
are isomorphic.
On the other hand, by a result of Brion, see [3, Corollary 12], we know that there is an
isomorphism between the rational cohomology rings and rational Chow rings,
A∗(G/L)Q ∼= H
∗(G/L,Q) and A∗(G/P )Q ∼= H
∗(G/P,Q). (1.3)
Of course, the second isomorphism is known to be true not only with rational coefficients but
also with integer coefficients. To state our first main result, we need some more notation.
Let T be a maximal torus of G such that T ⊆ L. Let W denote the Weyl group of (G, T ),
and let WL denote the Weyl group of (L, T ). We let S denote symmetric algebra over the
integers of the character group of T . There is a canonical injection between the ring of
invariants SW →֒ SWL. Let (S+)W denote the ideal of SWL generated by the images of the
homogeneous elements of positive degree from SW .
Theorem 1.4. In the notation as above, we have the isomorphisms
A∗(G/L) ∼= H∗(G/L,Z) ∼= SWL/(S+)
W .
The above theorem shows that the integral Chow ring of G/L is torsion free. This gives
a partial answer to a question of Brion about the integral Chow rings of homogeneous spaces
G/H , see [3, Question 1]. We obtain a proof of Theorem 1.4 by describing an explicit
cell decomposition of G/L; the Poincare´ duals of the closures of these cells generate the
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cohomology ring. In particular, this shows that G/L is a linear variety in the sense of
Jannsen [11, Section 14].
As we hinted before, the main example we have in mind for the application of our theorem
is the homogeneous space Ep,q := SLn/Lp,q, which we call the variety of (zero) polarizations.
Let Sn denote the symmetric group of permutations on {1, . . . , n}, and let Sp × Sq denote
its Young subgroup consisting of permutations σ ∈ Sn such that σ({1, . . . , p}) = {1, . . . , p}.
Then the integral Chow ring of Ep,q is isomorphic to
A∗(Ep,q) ∼= (Z[x1, . . . , xn]/I+)
Sp×Sq , (1.5)
where I+ is the ideal generated by the elementary symmetric polynomials ei(x1, . . . , xn)
(1 ≤ i ≤ n). The right hand side of (1.5) is also the Chow ring of the Grassmannian
Gr(p, n) = SLn/Pp,q. Here, Pp,q is the parabolic subgroup containing Lp,q as a Levi factor.
It is well known that the closures of Bn-orbits in Gr(p, n) give a Z-basis for the Chow ring,
where Bn is the Borel subgroup consisting of invertible upper triangular matrices in SLn.
More generally, if a connected solvable group B acts on a complex scheme X , then the (B-
equivariant) Chow groups of X are generated by the B-invariant cycles, see [9], so, we look
more carefully at the Bn-invariant cycles in Ep,q.
In the second part of our paper we identify the dense and closed Bn-orbits in the Bn-
invariant cycles which form a Z-basis for A∗(Ep,q). This analysis led us to the discovery that
the combinatorics of the Borel subgroup orbits in Ep,q is closely related to the Borel subgroup
orbits in an algebraic monoid. To explain, let us denote by DBn the doubled-Borel subgroup
Ben×B
e
n, where B
e
n is the Borel subgroup of all invertible upper triangular matrices in GLn.
Clearly, Ben is generated by Bn and the center of GLn. Let Matn denote the monoid of
n × n matrices with entries from C. The doubled-Borel subgroup DBn acts on Matn by
(a, b) · g 7→ agb−1, a, b ∈ Ben, g ∈ Matn. The orbits of this action are parametrized by the
rook monoid, denoted by Rn, which consists of n × n, 0/1-matrices with at most one 1 in
each row and each column, see [15]. The rook monoid is partially ordered with respect to
Bruhat-Chevalley-Renner order defined by
σ ≤ τ ⇐⇒ DBn · σ ⊆ DBn · τ (σ, τ ∈ Rn). (1.6)
The Borel orbits in Ep,q are parametrized by the combinatorial objects called ‘signed
(p, q)-involutions.’ By definition, a signed (p, q)-involution is an involution σ in Sn whose
fixed points are labeled either by + or by - in such a way that the number of +’s is p − q
more than the number of -’s. Here, without loss of generality, we assume that p ≥ q. The
data of a signed (p, q)-involution can equivalently be given by another combinatorial object
called a (p, q)-clan. We will describe this object in more detail in the sequel but let us
mention that the equivalence of these two notions are explained in detail in [7]. By the work
of Yamamoto [26] and Wyser [25], it is known that the Borel orbits in Ep,q are parametrized
by the (p, q)-clans. By using our ‘cellular decomposition’, we partition the set of (p, q)-clans
into subsets that we call sects. These equivalence classes have geometric significance that we
explain here. There is a canonical projection map from the symmetric space Ep,q onto the
Grassmannian, πLp,q,Pp,q : Ep,q −→ Gr(p, n). A cellular decomposition ofGr(p, n) is given by
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the orbits of Bn, which are called the Schubert cells. A Schubert cell is uniquely determined
by a lattice path in a p × q-grid. We show that two Borel orbits in Ep,q corresponding to
(p, q)-clans γ and τ project down onto the same Schubert cell under πLp,q ,Pp,q if and only if
γ and τ belong to the same sect. In other words, we show that the sects are parametrized
by the lattice paths in a p× q-grid.
It turns out that each sect is a graded poset with a unique maximal and a unique minimal
element. The poset structure is induced from the inclusion order on the Borel orbit closures
in Ep,q. Let us denote by Dense(p, q) the sect containing the clan corresponding to the dense
Borel orbit in Ep,q. We will call Dense(p, q) the big sect. An upper order ideal in a poset P
is a subset I ⊆ P such that if x and y are two elements from P with x ∈ I and x ≤ y, then
y ∈ I. Now we can state our second main result.
Theorem 1.7. Let p and q be two positive integers. Then the big sect Dense(p, q) is a
maximal upper order ideal in the Bruhat poset of (p, q)-clans. Furthermore, if p = q, then
there exists a poset isomorphism between Dense(p, q) and the rook monoid Rp.
In Theorem 1.7, the partial order on Rp is the one that is defined at (1.6). It is not
hard to guess how the second part of this theorem should generalize for not necessarily equal
integers p and q, and it is not hard to guess how it could be related to algebraic monoids of
other types. We leave these investigations to a future paper.
Now we are ready to give a brief description of our paper. In Section 2, we setup our
notation and explain the basic fiber bundle structure Ep,q → Gr(p, n). In the following Sec-
tion 3, we prove our main first main theorem. We start Section 4 by reviewing Yamamoto’s
parametrization [26] of the Borel group orbits in the symmetric space Ep,q, and we review
various interpretations of clans. The purpose of Section 5 is to review the work of Wyser on
Bruhat order on clans. In the final Section 6 we prove our second main result.
Acknowledgements. The second author is partially supported by a grant from Louisiana
Board of Regents.
2 Preliminaries
The purpose of this section is to setup some notation and to present some basic results
pertaining to the homogeneous spaces that we are concerned about.
Throughout our paper, all varieties and groups are defined over C. Unless otherwise
stated, G will always stand for a reductive algebraic group, and B will always stand for a
Borel subgroup in G. A closed subgroup of G is called parabolic subgroup if it contains
a Borel subgroup. A parabolic subgroup P is called standard (with respect to B) if the
inclusion B ⊆ P holds. We use the notation Ru(H) to denote the unipotent radical of
an algebraic group H . A subgroup L in G is called a Levi subgroup if for some parabolic
subgroup P the following decomposition holds: P = L⋉ Ru(P ).
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2.1 The fiber bundle structure on the variety of polarizations.
Let Bn denote as before the Borel subgroup of upper triangular matrices in SLn. For two
positive integers p and q such that n = p+ q, we denote by Matp,q the affine space of p× q
matrices with entries from C. The parabolic subgroup that is defined by
Pp,q :=
{[
x h
0 y
]
: (x, y) ∈ GLp ×GLq, det x det y = 1, h ∈Matp,q
}
contains the subgroup
Lp,q :=
{[
x 0
0 y
]
: (x, y) ∈ GLp ×GLq, det x det y = 1
}
as a Levi subgroup.
We identify SLn/Bn with the flag variety Fln, and we denote the set of orbits of Lp,q
in Fln by Lp,q\SLn/Bn. Thus, the elements of the quotient space Lp,q\Fln are in canonical
bijection with the (Lp,q,Bn) double cosets in SLn. It is well known that Lp,q is a ‘spherical
subgroup’, that is to say, Lp,q\SLn/Bn is a finite set.
As we promised in the introduction, we will now compute L0 :=
⋂
g∈Pp,q
gLp,qg
−1. First
of all, it is easy to observe that
L0 =
⋂
g∈Ru(Pp,q)
gLp,qg
−1. (2.1)
Indeed, (2.1) is a simple consequence of the fact that Pp,q = Ru(Pp,q)⋊ Lp,q. Now, let g be
an element from Ru(Pp,q) so it has the form
g =
[
idp h
0 idq
]
where idp and idq are identity matrices of sizes p and q, respectively, and h ∈Matp,q. Let a
denote
a :=
[
x 0
0 y
]
∈ Lp,q
Then
gag−1 =
[
idp h
0 idq
] [
x 0
0 y
] [
idp −h
0 idq
]
=
[
x −xh + hy
0 y
]
Such a matrix is contained in Lp,q if and only if −xh+hy = 0 for all h ∈Matp,q, which holds
true if and only if x = c idp and y = c idq where c ∈ C∗ so that c idn is contained in the center
of SLn. Therefore, L0 is equal to the center of SLn, which is the finite cyclic group of order
n, denoted by µn. Therefore, the original fibre bundle SLn/Lp,q → SLn/Pp,q is associated
to the principal fibre bundle PSLn → SLn/Pp,q with group Pp,q/µn in the sense of [18].
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2.2 The Bruhat-Chevalley decomposition.
We will loosely follow the notation from Borel’s book [2].
Let T be a maximal torus of G contained in B. Then B = T⋉U , where U is the unipotent
radical of B. We denote the Weyl group of (G, T ) by the letter W . Then W = NG(T )/T ,
where NG(T ) is the normalizer of T in G. We will allow ourselves to confuse the elements
of W with their representing elements in NG(T ).
The Borel subgroup that is opposite to B is denoted by B−. Note that B ∩ B− = T is
the common Levi subgroup of B and B−. The unipotent radical of B− is denoted by U−.
Notation: If g is an element from G and H is a subgroup of G, then we denote by gH
the subgroup gH := {ghg−1 : h ∈ H}.
Now let w ∈ W and consider the following two subgroups of U :
Uw := U ∩
wU and U ′w := U ∩
w(U−). (2.2)
Also, we need some root theoretic notation; let Φ denote the root system associated with
(G, T ) and let Φ+ denote the set of positive roots determined by B. For α ∈ Φ+, the notation
Uα stands for the 1-dimensional T -stable unipotent subgroup of U so that we have
Lie(U) =
⊕
α∈Φ+
Lie(Uα). (2.3)
Caution: Uα should not to be confused with Uw of (2.2).
The two subgroups Uw and U
′
w in (2.2) of U are T -stable, therefore, they are directly
spanned by the root subgroups Uα (α > 0) that they contain. The sets of such α’s are given,
respectively, by
Φ+(Uw) = {α > 0 : α
w > 0} (2.4)
Φ+(U ′w) = {α > 0 : α
w < 0} (2.5)
where αw is the root α ◦ Int(n) for any n ∈ NG(T ) representing w.
Remark 2.6. For two elements u, v ∈ W , we have Φ+(Uu) = Φ+(Uv) if and only if u = v.
Since Φ+(Uw) and Φ
+(U ′w) partition Φ
+, we know that
U = Uw · U
′
w = U
′
w · Uw.
Theorem 2.7 (Bruhat-Chevalley decomposition of G). G is the disjoint union of the double
cosets BwB (w ∈ W ). If w ∈ W then the morphism
U ′w ×B −→ BwB
(x, y) 7−→ xwy
is an isomorphism of varieties. In particular, UwB = BwB.
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Proof. See the proof of [2, Theorem 14.12].
If w ∈ W , then we denote by C(w) the (B,B)-double coset
C(w) := BwB (2.8)
in G. The parabolic version of the Bruhat decomposition goes as follows. Let J be a subset
of the set of simple roots ∆ that is determined by Φ+ (hence by B). Let PJ denote the
standard parabolic subgroup that is determined by J . Thus, PJ is generated by B and the
set of representatives in NG(T ) of the simple reflections sα, where α ∈ J .
Let WJ denote the parabolic subgroup of W generated by sα, where α ∈ J . Let W J
denote the set of minimal length left-coset representatives of WJ in W . In this case, for each
w ∈ W , there exist unique wJ ∈ WJ and a unique wJ ∈ W J such that
w = wJwJ .
Finally, let us denote the double coset BwB in G by C(w).
Theorem 2.9. We preserve the notation from the previous paragraph. In addition, let π
(resp. πJ) denote the canonical projections π : G→ G/B (resp. πJ : G→ G/PJ).
1. We have BwPJ = Bw
JPJ and πJ(C(w)) = πJ(C(w
J)).
2. If σJ denotes the canonical surjection σJ : G/B → G/PJ , then the induced map σJ :
π(C(w))→ πJ(C(wJ)) is surjective. It is injective if and only if w ∈ W J . In this case,
σJ : π(C(w))→ πJ(C(wJ)) is an isomorphism of varieties.
3. The sets πJ(C(w)) (w ∈ W
J) form a partition of the variety G/PJ .
Proof. See [2, Proposition 21.29].
2.3 A description of the Bruhat order on involutions.
In this final subsection of our preliminaries section, we briefly review the descriptions of the
Bruhat order on involutions, partial involutions, and the rook matrices.
Let n be a positive integer, and let DBn denote the Borel subgroup Bn × Bn of the
doubled general linear group GLn × GLn. As we mentioned before, the DBn-orbits in
Matn are parametrized by the rook monoid, Rn, which is partially ordered with respect to
Bruhat-Chevalley-Renner order defined as (1.6). There are various combinatorial ways of
re-writing this partial order, see [14, 13]. We present the description that is given in [13],
where Miller and Sturmfels consider B−n ×Bn-orbit closures in Matn. The resulting Bruhat
poset on Rn is isomorphic to the one that is described in [14].
Let M be an element from Rn. For indices i, j ∈ {1, . . . , n}, the (i, j)-th upper-left
submatrix of M is the i× j submatrix Mi×j whose (r, s)-th entry is the (r, s)-th entry of M
for r ∈ {1, . . . , i} and s ∈ {1, . . . , j}. Let us denote the rank of a matrix A by rank(A). The
rank-control matrix ofM is the n×n matrix Rk(M) whose (i, j)-th entry is the rank ofMi×j
for i, j ∈ {1, . . . , n}. In other words, Rk(M) = (rank(Mi×j))ni,j=1.
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Example 2.10. Let
M =


1 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 1 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 0 0 0

 =⇒ Rk(M) =


1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 2 2
1 2 2 2 3 3
1 2 3 3 4 4
1 2 3 3 4 4

 (2.11)
In this terminology, the Bruhat order onRn is given byM ≤M ′ if and only if rank(Mi×j) ≥
rank(M ′i×j) for all i, j ∈ {1, . . . , n}, see [13, Lemma 15.19]. In Section 6, we will employ rank
control matrices which are defined in terms of lower-left submatrices, with the analogous
Bruhat order.
We now consider (partial) involutions. The Bruhat order on involutions is studied by
Richardson and Springer in the references [16, 17], and more combinatorially by Incitti
in [10]. The description of the Bruhat order on ‘partial involutions’ in terms of rank-control
matrices is due to Bagno and Cherniavsky [1]. Here, by a partial involution we mean a rook
matrix M ∈ Rn which is symmetric, that is, M = M⊤. If, in addition, rank(M) = n, then
the partial involution is the matrix representation of an involution, that is, M2 = id, and
M ∈ Sn. Let Pn denote the set of all partial involutions in Rn, and let In denote the set of
all involutions in Sn. Then In ⊂ Pn ⊂ Rn.
The congruence Bruhat order on Pn (and on In) is defined as follows: For M and M
′
two partial involutions from Pn, M ≤ M ′ if and only if O(M) ⊆ O(M ′), where O(M)
(resp. O(M ′)) is the Bn-orbit of M (resp. of M
′) under the action of Bn on the variety
of all symmetric n × n matrices via B ·M = (B−1)⊤MB−1 (B ∈ Bn). It is shown in [1]
that the congruence order on Pn agrees with the restriction of the Bruhat order, in terms of
rank-control matrices, from Rn to Pn. The restriction of the congruence Bruhat order from
Pn to In agrees with the Bruhat order that is studied by Richardson-Springer and Incitti.
3 Proof of Theorem 3.14
We preserve the notation from the previous section. Let PJ be a standard parabolic subgroup
and let L be a Levi subgroup of PJ such that T ⊆ L. Since Ru(PJ) is normal in PJ , we know
that Ru(PJ) is a T -stable unipotent subgroup of U . Also, if UL denotes the intersection
L∩U , that is, the maximal unipotent subgroup of the Borel subgroup BL := L∩B, then UL
is T -stable as well. Moreover, the unipotent subgroups Ru(PJ) and UL are complementary
in the sense that U = UL ·Ru(PJ) = Ru(PJ) ·UL. We proceed with reviewing some standard
facts.
Lemma 3.1. Let P be a parabolic subgroup and let L be a Levi subgroup such that P =
Ru(P )⋊ L. Then the map
Ru(P )× L −→ P
(x, y) 7−→ xy
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is an isomorphism of varieties.
Proof. The semi-direct product H ⋊ K of two algebraic groups H and K is isomorphic to
H ×K as a variety, see [2, Chapter I, 1.11].
Lemma 3.2. Let P− denote the parabolic subgroup opposite to P such that P ∩ P− = L.
Then the map
Ru(P
−)× P −→ G
(x, y) 7−→ xy
is an isomorphism onto an open subset of G. The image is equal to P− · P in G.
Proof. See [2, Proposition 14.21].
By combining Lemmas 3.1 and 3.2 we obtain the following result.
Proposition 3.3. The map
Ru(P
−)×Ru(P )× L −→ G (3.4)
(x, y, z) 7−→ xyz
is an isomorphism onto P− · P , which is an open subset of G. Moreover, we have
1. the map (3.4) is compatible with the projection πL : G → G/L. In other words, the
map
φL : Ru(P
−)× Ru(P ) −→ G/L
(x, y) 7−→ xyL
is an isomorphism onto an open subvariety of G/L.
2. The map (3.4) is compatible with the projection πP : G → G/P . In other words, the
map
φP : Ru(P
−) −→ G/P (3.5)
x 7−→ xP (3.6)
is an isomorphism onto an open subvariety of G/P .
Remark 3.7. Since L normalizes Ru(P ), we see that P , hence B, acts on Ru(P ) by con-
jugation. Moreover, since Ru(P ) ∼= Ru(P−), if we twist, that is to say conjugate, the
action of P on its unipotent radical by the longest element of W P , we get an action on the
unipotent radical Ru(P
−). Thus, the left multiplication action of B on the open subvariety
φP (Ru(P
−)) ⊂ G/P is obtained from a suitably twisted (conjugated) conjugation action of
B on Ru(P ).
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As an immediate consequence of Proposition 3.3 we have the following corollary.
Corollary 3.8. Let πP , πL, and πL,P denote the canonical projections
πP : G→ G/P,
πL : G→ G/L,
πL,P : G/L→ G/P.
If V denotes φP (Ru(P
−)) in G/P , then π−1L,P (V )
∼= Ru(P ) × V as a variety. Furthermore,
the map s˜ : V → Ru(P )× V defined by s˜(uP ) = (id, uP ) induces a local section s of πL,P ,
that satisfies πL,P ◦ s(uP ) = uP for all uP ∈ V .
Now we are ready to describe a local trivialization of the fibre bundle πL,P : G/L→ G/P .
Let V denote, as in Corollary 3.8, the open set V = φP (Ru(P
−)) in G/P . This set
is called the canonical affine open neighborhood of the identity coset idP . To obtain the
canonical affine open neighborhood of another point gP in G/P , we simply translate V to
g · V := g ·Ru(P−)P/P = gRu(P−)P/P .
Notation: From now on we will denote the canonical affine open neighborhood of a point
gP ∈ G/P by V (g), so,
V (g) := g · V. (3.9)
In particular, we have V (id) = V .
Let y, w be two elements from W P , and let X(w) denote the Schubert variety B · wP in
G/P . If y ≤ w in Bruhat order, then the canonical T -stable transversal to yP in X(w) is
defined by
Ny,w := (
yRu(P
−) ∩ U−)yP ) ∩X(w). (3.10)
Lemma 3.11. The canonical T -stable transversal Ny,w is a closed, T -stable, subvariety of
(yRu(P
−)idP ) ∩X(w) = V (y) ∩X(w).
Furthermore, there exists a T -equivariant isomorphism,
V (y) ∩X(w) ∼= (B · yP )×Ny,w. (3.12)
Proof. See the discussion at the end of [5, Section 1.2].
Lemma 3.13. The finite collection {V (y)}y∈WP forms an open cover of G/P .
Proof. In the light of the Bruhat decomposition, if we consider the canonical T -stable
transversals Ny,w0, then our claim follows from the fact that the canonical affine open neigh-
borhood V (y) of yP contains the B-orbit B · yP in G/P , see Lemma 3.11.
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According to [19], a linear scheme is a scheme which can be obtained by an inductive
procedure starting with an affine space of any dimension, in such a way that the complement
of a linear scheme imbedded in affine space is also a linear scheme, and a scheme which can
be stratified as a finite disjoint union of linear schemes is a linear scheme. Now we are ready
to prove the main (new) result of this section.
Theorem 3.14. The canonical projection πL,P : G/L→ G/P has the structure of an affine
fibre bundle. The variety G/L is linear, in particular, G/L has a finite disjoint decomposition
into subvarieties of the form Ca × (C∗)b. Moreover, the preimages under πL,P of the Borel
orbits are affine open subvarieties of G/L.
Proof. Let {V (y)}y∈WP be the open cover of G/P as in Lemma 3.13. By the discussion
following Corollary 3.8, we know that, over V (y), the projection πL,P has a local section,
and we have
π−1L,P (V (y))
∼= Ru(P )× V (y). (3.15)
This proves the first claim.
By restricting the isomorphism (3.15) to the quasi-affine subvariety π−1L,P (B · yP ), and by
using Lemma 3.11 with w = w0, we find that
π−1L,P (B · yP )
∼= Ru(P )× B · yP. (3.16)
Since
⋃
y∈WP B · yP = G/P , we have⋃
y∈WP
π−1L,P (B · yP ) = G/L. (3.17)
Moreover, if v, y ∈ W P are two elements such that v 6= y, then π−1L,P (B ·yP )∩π
−1
L,P (B ·vP ) = ∅.
In other words, (3.17) is a partition of G/L. Since each of the factors on the right hand side
of (3.16) is an affine space, the proof of our theorem is finished.
Corollary 3.18. Let y be an element fromW P and let C(y, L) denote the preimage π−1L,P (X(y))
of the Schubert variety X(y) in G/L. Then we have πL,P |C(y,L) : C(y, L)→ X(y) as an affine
fibre bundle over X(y), and furthermore, C(y, L) is a linear subvariety of G/L.
Proof. The proof is a special case of the proof of Theorem 3.14.
Proposition 3.19. We preserve our previous notation. Let O be a B-orbit in G/P . Then
π−1L,P (O) ⊂ G/L contains a unique closed B-orbit. In addition, if we assume that L is a
spherical Levi subgroup of G, then π−1L,P (O) ⊂ G/L has a unique dense B-orbit.
Proof. Since πL,P is B-equivariant, the preimage of O in G/L is B-stable. Let us first assume
that L is a spherical subgroup. Since π−1L,P (O) contains only finitely many B-orbits, exactly
one of them is dense. This proves the second claim. To prove that there exists a unique
closed B-orbit in π−1L,P (O), we look more closely at the action on the fibers.
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Suppose that the orbit O is of the form O = B · yP/P (y ∈ W P ). We already know from
the proof of Theorem 3.14 that π−1L,P (B · yP )
∼= Ru(P )×B · yP , see 3.16. The action of B on
the right hand side of this isomorphism is given by the diagonal action. The action of B on
the first factor in (3.16), that is Ru(P ), is the twisted conjugation action, see Remark 3.7.
Next, we will make use of the following general observation.
Remark 3.20. Let H be a connected algebraic group acting on two irreducible varieties
Z1 and Z2. Then a minimal dimensional H-orbit in the diagonal action of H on Z1 × Z2 is
contained in O1×O2, where Oi (i ∈ {1, 2}) is a minimal dimensional orbit in Zi (i ∈ {1, 2}).
Furthermore, if H acts transitively on Z2, then the minimal dimensional orbit ofH in Z1×Z2
is of the form O1 × Z2, where O1 is a minimal dimensional H-orbit in Z1.
Now we go back to our proof. In light of Remark 3.20, it suffices to concentrate on the
action of B on the first factor. Furthermore, since we are interested in the dimension of the
closed orbit with minimal dimension only, we ignore the twisting by y, so, we focus on the
ordinary conjugation action of B on Ru(P ). This action has a unique fixed point, that is
the B-orbit of the identity element of Ru(P ). Therefore, our proof is finished.
Definition 3.21. We propose to call any set of combinatorial objects which parametrize the
B-orbits in π−1L,P (O) the sect of O.
We are ready to prove one of the main results that we announced in the introduction. It
states that there are isomorphisms
A∗(G/L) ∼= H∗(G/L,Z) ∼= SWL/(S+)
W .
Proof of Theorem 1.4. By Theorem 3.14, we have a cellular decomposition of G/L that is
given by the preimages under πL,P of the Borel orbits from G/P . Therefore, the Chow ring
of G/L is isomorphic to the cohomology ring of G/L, and furthermore, the closures of the
affine cells form a generating set for A∗(G/L). But their images generate the isomorphic
ring A∗(G/P ) which is known to be given by SWL/(S+)
W . This finishes the proof.
4 Clans
We begin by recalling some of the background on clans. We loosely follow the presentations
of [26] and [25].
Definition 4.1. Let p and q be two positive integers such that p + q = n. A (p, q)-clan is
an ordered set of n symbols (c1 . . . cn) such that:
1. Each symbol ci is either +, − or a natural number.
2. If ci ∈ N then there is a unique cj, i 6= j such that ci = cj.
3. The difference between the numbers of + and − symbols in the clan is equal to p− q.
If q > p, then we have q − p more minus signs than plus signs.
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(Strictly speaking, such a sequence should be called a ‘(p, q)-preclan’ and the object that is
defined by the next sentence should be called a (p, q)-clan.) Clans are determined only up
to equivalence based on the positions of matching pairs of natural numbers in the clan; the
particular values of the natural numbers are not important. For example, (+1212−) and
(+1717−) are equivalent (3, 3)-clans. We denote the set of all (p, q)-clans by C(p, q).
Clans represent Bn-orbits in the flag variety Fln. We now describe how to obtain flags to
represent the orbit corresponding to a given clan. Recall that a (full) flag F• is a sequence
of vector subspaces (Vi)
n
i=0 such that
{0} = V0 ⊂ V1 ⊂ V2 ⊂ · · · ⊂ Vn = C
n
and dimVi = i for all i. We find it convenient to write
F• = 〈v1, v2, . . . , vn〉
to indicate that F• is the flag with Vi = span{v1, . . . , vi} for all 1 ≤ i ≤ n. Also, let us fix a
(standard) basis {ei}ni=1 for C
n.
Definition 4.2. A signed (p, q)-clan is a (p, q)-clan γ = (c1 · · · cn) together with a choice of
assignment of “signature” + or − to the individual members of each pair of matching natural
numbers in γ, such that if one of the numbers in the pair is assigned +, then the other is
assigned −. The default signed clan associated to γ is the one that gives ci a signature of −
whenever ci = cj ∈ N and i < j, and is denoted by γ˜.
We use subscripts to indicate signatures when writing down signed clans; for instance
(+1+2−1−2+−) is a signed (3, 3)-clan, while γ˜ = (+1−2−1+2+−) is the default signed clan
of γ = (+1212−).
Theorem 4.3 (see [26], Theorem 2.2.14). Given a clan γ ∈ C(p, q), assign signatures to the
natural numbers appearing in γ so as to obtain a signed (p, q)-clan. Now fix a permutation
σ ∈ Sn such that:
1 ≤ σ(i) ≤ p if ci = + or ci ∈ N with signature +,
p+ 1 ≤ σ(i) ≤ n if ci = − or ci ∈ N with signature −.
Next define a flag F• = 〈v1, v2, . . . , vn〉 by taking
vi = eσ(i) if ci = ±,
vi = eσ(i) + eσ(j) if ci = cj ∈ N and ci has signature +,
vi = −eσ(i) + eσ(j) if ci = cj ∈ N and ci has signature −.
The flag so obtained represents an Lp,q-orbit, Qγ := Lp,q · F• in SLn/Bn. Repeating this
process for all γ ∈ C(p, q) gives the complete collection of distinct (Lp,q,Bn)-double cosets in
SLn.
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Example 4.4. Let us consider γ = (+1212−) again. We will use the default signed clan
γ˜ = (+1−2−1+2+−) for signature, and then we choose σ = (25)(34) as our permutation (in
cycle notation). Then the corresponding representing flag for Qγ is given by
〈e1, e3 − e5, e2 − e4, e3 + e5, e2 + e4, e6〉.
Remark 4.5. Note that the possible choices of σ for a given clan differ by an element of
Sp × Sq, which is the Weyl group of Lp,q. This is one way of understanding why all choices
yield representatives of the same Lp,q-orbit.
Remark 4.6. We can convert between the flag and coset descriptions of points in Fln as
follows. Given F• = 〈v1, . . . , vn〉, then we take gˆ as the matrix with i-th column equal to vi.
To get an element of SLn, define g = (
1
det gˆ
)
1
n gˆ, for some choice of n-th root of 1/det gˆ, and
thus we may associate the coset gBn in SLn/Bn to the flag F• in Fln. Given the coset gBn,
by taking Vi to be the span of the first i columns of any coset representative, we likewise
recover the flag F•.
We now proceed with our purpose of describing which Lp,q-orbits lie in the same Pp,q-orbit
in Fln. In fact, by using symmetry, we will describe which Bn-orbits of SLn/Lp,q lie over
which Schubert cells of SLn/Pp,q under the canonical projection. Let us make an auxiliary
definition.
Definition 4.7. The base clan of a (p, q)-clan γ is the clan obtained by replacing signed
natural numbers by their signature in the default signed clan γ˜.
Again, for example, the base clan of (+1212−) is (+ − − + +−). We remark here that
the (p, q)-clans which arise as base clans (those with only +’s and −’s as symbols) are the
closed Lp,q-orbits. In this notation, we have a specific but a critical result towards showing
our second main theorem.
Theorem 4.8. Let Qγ and Qτ be Lp,q-orbits in Fln corresponding to (p, q)-clans γ and τ .
Then Qγ and Qτ lie in the same Pp,q-orbit of Fln if and only if γ and τ have the same base
clan.
Proof. First we show the sufficiency; if γ has base clan τ , then the representing flags for
each Lp,q-orbit Qγ and Qτ lie in the same Pp,q-orbit. Then all clans with base clan τ will
lie in the same Pp,q-orbit. More precisely, we will exhibit parabolic group elements, which
iteratively transform the representing flag for τ into the representing flag for γ.
Let γ = (c1 . . . cn) and τ = (t1 . . . tn), and let Fγ = 〈v1, . . . , vn〉 and Fτ = 〈u1, . . . , un〉 be
the corresponding flags constructed by Theorem 4.3, using γ˜ as the signed clan for γ (τ is
already “signed” since it consists only of +’s and −’s). Additionally, we may also use the
same permutation σ to construct both flags, as each clan has the same signature. Then, for
each pair of numbers ci = cj with i < j, we have
(vi, vj) = (es − et, es + et) and (ui, uj) = (et, es)
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for some 1 ≤ s ≤ p and p+ 1 ≤ t ≤ n.
Let ps,t denote the matrix of the linear transformation defined by
et 7−→ es − et, ei 7−→ ei for i 6= t.
Note that ps,t is an element of the parabolic subgroup for suitable choices of s and t; this
can be verified by examining the block-matrix description of Pp,q. Note also that the pairs
of vectors
(es − et, es + et) and (es − et, es)
generate the same subspace, so it does not matter which one of the vectors es + et or es
appears as vj in the flag Fγ . Hence, after we act on the flag Fτ by the appropriate element
of the form ps,t, one for each pair of natural numbers ci = cj in γ, we obtain an equivalent
presentation of Fγ . Thus Qγ is in the same Pp,q-orbit as Qτ .
To show the converse, it suffices to show that orbits corresponding to distinct base clans τ
and λ lie in distinct Pp,q-orbits. Let τ = (t1 · · · tn) 6= λ = (l1 · · · ln) and let Fτ = 〈u1, . . . , un〉
and Fλ = 〈w1, . . . , wn〉 be flags constructed to represent each orbit using Theorem 4.3. Now
let i be the least index such that ti 6= li. Without loss of generality, we may assume that
ti = − and li = +. Then we have ui = et for some p + 1 ≤ t ≤ n and wi = es for some
1 ≤ s ≤ p. For these flags to be in the same Pp,q-orbit we would need to be able to carry
es to a vector with non-zero et component via some p ∈ Pp,q. This would force a non-zero
entry in the (t, s)-entry of the matrix of p, but since p has a block-diagonal form with zero
(i, j)-entry whenever i > p and j ≤ p, this is impossible. Thus, the Lp,q-orbits Qτ and Qλ
are in distinct Pp,q-orbits.
Definition 4.9. We call the collection of clans with base clan γ the sect of γ, denoted by
Σγ .
By abuse of terminology, we will also use this term (sect) to describe collections of any of
the objects (Bn-orbits, Lp,q-orbits, double cosets, etc.) parameterized by Σγ . We will show
below that the Definitions 4.9 and 3.21 are concordant. Let us also make another definition
that will be useful in what follows in order to assign representing flags and matrices to clans
in a standard way.
Definition 4.10. Let γ = (c1 . . . cn) be a (p, q)-clan with default signed clan γ˜. Then let
Sγ = {cs1, . . . , csk} denote the set of symbols such that 1 ≤ sl ≤ p, the signature of csl in γ˜
is −, and sl < sl+1 for all 1 ≤ l ≤ k − 1. Let Tγ = {ct1 , . . . , ctk} be the set of symbols such
that p + 1 ≤ tl ≤ n, the signature of γ˜ is +, and tl < tl+1 for all 1 ≤ l ≤ k − 1. Now define
the permutation σγ by
σγ(i) =


i if ci 6∈ Sγ ∪ Tγ
tl if i = sl
sl if i = tl.
We call σγ the default permutation associated to γ. We will call the flag obtained via
Theorem 4.3 by using the signatures of γ˜ and permutation σγ the default flag associated to
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γ. Finally, a matrix constructed as in Remark 4.6 from the default flag of γ will be called a
default matrix associated to γ; note that there is a choice of n-th root of unity involved in
constructing such a matrix.
From now on, we will reserve the symbols Fγ and gγ respectively to mean the default
flag and default matrix of a clan γ. To illustrate these definitions, we turn to our running
example γ = (+1212−). Then, σγ = (24)(35), and
Fγ = 〈e1, e2 − e4, e3 − e5, e2 + e4, e3 + e5, e6〉.
Finally,
gγ = (
1
4
)
1
6


1 0 0 0 0 0
0 1 0 1 0 0
0 0 1 0 1 0
0 −1 0 1 0 0
0 0 −1 0 1 0
0 0 0 0 0 1

 .
Remark 4.11. If τ is a base clan, then gτ is a scalar multiple of the matrix of a permu-
tation which is an involution, where the multiple is either an n-th root or a 2n-th root of
unity, depending on whether the permutation is even or odd. This follows from that the
determinant of a permutation matrix is the sign of the permutation, and that the reciprocal
of a k-th root of unity is also a k-th root of unity.
Let us now make the identification of Lp,q-orbits in Fln and Bn-orbits in SLn/Lp,q more
explicit. First note that for any subgroups H,K ⊆ G, there is a natural bijection between
the set of (H,K) double cosets and the set of (K,H) double cosets that is given by
ϕ : HgK −→ Kg−1H
hgk 7−→ kg−1h
Thus, given a clan γ, we have the induced map
Qγ = Lp,qgγBn/Bn −→ Bng
−1
γ Lp,q/Lp,q =: Rγ
that takes the the Lp,q-orbit Qγ to a unique Bn-orbit in SLn/Lp,q, which we denote by Rγ
since it depends only on the clan γ via gγ.
Now we return to Schubert cells, and Gr(p, n).
Remark 4.12. Similarly to Remark 4.6, we can move between points of Gr(p, n) and cosets
gPp,q as follows. Given x ∈ Gr(p, n), as a vector subspace, x is the span of linearly in-
dependent vectors {v1, . . . , vp}. Let W = V
⊥, the orthogonal complement of V . Then
W is an n − p = q dimensional subspace of Cn spanned by some linearly independent
collection {vp+1, . . . , vn}. If we let g˜ be the matrix whose i-th column is vi, and define
g = ( 1
det g˜
)
1
n g˜ ∈ SLn, then the coset gPp,q represents the p-plane x in Gr(p, n). We recover
x by taking the span of the first p columns of any matrix in the coset gPp,q.
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Theorem 4.8 describes which Lp,q-orbits of Fln lie in the same Pp,q-orbit, effectively giving
a decomposition of the double cosets Pp,qgτBn, where τ is the default matrix associated to
a base clan τ via Theorem 4.3. We are now ready to give a restatement of Theorem 4.8 in
terms of the map πLp,q ,Pp,q : SLn/Lp,q → SLn/Pp,q.
Proposition 4.13. Let Rγ and Rτ be Bn-orbits in SLn/Lp,q corresponding to (p, q)-clans
γ and τ , and let πLp,q ,Pp,q : SLn/Lp,q → SLn/Pp,q denote the canonical projection. Then
πLp,q,Pp,q(Rγ) = π(Rτ ) if and only if γ and τ have the same base clan (are in the same sect).
Proof. In view of the preceding discussion, we can represent the Bn-orbits as
Rγ = Bng
−1
γ Lp,q/Lp,q and Rτ = Bng
−1
τ Lp,q/Lp,q
with projections
πLp,q ,Pp,q(Rγ) = Bng
−1
γ Pp,q/Pp,q and πLp,q,Pp,q(Rτ ) = Bng
−1
τ Pp,q/Pp,q.
Then πLp,q ,Pp,q(Rγ) = πLp,q,Pp,q(Rτ ) if and only if Bng
−1
γ Pp,q = Bng
−1
τ Pp,q which holds if and
only if Pp,qgγBn = Pp,qgτBn. From Theorem 4.8, we know this happens if and only if γ and
τ have the same base clan.
Since πLp,q,Pp,q(Rγ) is a Bn-orbit in SLn/Pp,q, that is a Schubert cell, it remains only to
describe which Schubert cell it is. As in [4, Section 1], a Schubert cell CI is determined by
a choice of p standard basis vectors, I = {ei1 , . . . , eip}. Thus, there are
(
n
p
)
cells. We can
bijectively associate base clans to sets I by defining γI = (c1 . . . cn) by
ci =
{
+ if ei ∈ I,
− if ei /∈ I.
(4.14)
Note that under this assignment, after building the default flag, FγI = 〈v1, . . . , vn〉, it is easy
to check that {v1, . . . , vp} = I. So by Remark 4.12, CI = BngγIPp,q/Pp,q. Finally, we have
our promised result.
Theorem 4.15. Let CI be a Schubert cell of SLn/Pp,q, and let πLp,q ,Pp,q : SLn/Lp,q → SLn/Pp,q
be the canonical projection. We associate to I a base clan γI as in equation 4.14, and we
denote the sect of γI by ΣI . If Rγ denotes the Bn-orbit of SLn/Lp,q associated to γ, then
π−1
Lp,q,Pp,q
(CI) =
⊔
γ∈ΣI
Rγ. (4.16)
Proof. The pre-image of CI decomposes as a disjoint union of Bn-orbits Rγ as a consequence
of the fact that πLp,q,Pp,q is SLn-equivariant, so in particular π is Bn-equivariant. It remains
to determine for which γ we have πLp,q,Pp,q(Rγ) = CI . Proposition 4.13 tells us that Bn-orbits
Rγ and Rτ project into the same Schubert cell if and only if they are members of the same
sect. Thus we only have to prove that the Bn-orbit RγI projects to the Schubert cell CI .
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We know that πLp,q ,Pp,q(RγI ) = Bng
−1
γI
Pp,q/Pp,q. From remark 4.11, we know that
gγI = ζ
−1u
where ζ is an n-th or 2n-th root of unity and u is the permutation matrix of an involution.
This implies that
g−1γI = ζu = ζ
2gγI = ζ
2In · gγI .
Since ζ2 is an n-th root of unity, ζ2In is in the maximal torus of diagonal elements T ⊆ SLn.
Since T is contained in Bn, we have
πLp,q ,Pp,q(RγI ) = Bng
−1
γI
Pp,q/Pp,q = Bn(ζ
2In · gγI )Pp,q/Pp,q = BngγIPp,q/Pp,q = CI .
As a final remark, this theorem indicates a bijection between Schubert cells CI and sects
ΣI ; every sect ΣI is nonempty because it contains the clan γI , and every base clan is of the
form γI for some collection of p standard basis vectors I, as prescribed by the association of
(4.14). We may continue to refer to sects indexed either by a particular member γ, or by
the subset I associated to the common base clan γI .
5 The Bruhat Order
The Bruhat order for type AIII symmetric space, that is our variety of polarizations, was
first fully described in [23]. After describing the specifics of the Bruhat order for G/L, we
illustrate an example, and examine the interaction of the ordering with the decomposition
given by Theorem 4.15.
Let XI = CI = BngγIPp,q/Pp,q be a Schubert variety in Gr(p, n) = SLn/Pp,q. Define a
partial order on Schubert cells by CI ≤ CJ if and only if XI ⊆ XJ . Let I = {ei1 , . . . , eip}
and J = {ej1 , . . . , ejp} be ordered so that ik ≤ ik+1 and jk ≤ jk+1 for all k from 1 to p− 1.
Then we say that I ≤ J if and only if ik ≤ jk for all k from 1 to p. From this, one has
XJ =
⋃
I≤J
CI ,
so CI ≤ CJ in the Bruhat order if and only if I ≤ J in the order described above, see [4,
Section 1.1.4].
As Schubert cells in a Grassmannian are parametrized by lattice paths, the Bruhat order
also translates to a nice description in lattice paths as follows. The collection of sets of the
form I = {ei1 , . . . , eip} are in bijection with the paths from the origin to the point (p, q)
possible by taking only “north” and “east” steps (N and E) as follows. Starting at the
origin, move one unit east if e1 ∈ I, move one unit north if not. From this new point point,
move one unit east if e2 ∈ I, move one unit north if not, etc. After n steps, such a path
necessarily terminates at the point (p, q).
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Having drawn paths for I and J on the same grid, the condition I ≤ J is equivalent to
the path of I lying weakly beneath that of J . Furthermore, the dimension of CI is equal to
the number of boxes beneath the path (shaded in Figures 5.1 and 5.2). There is a unique
closed Schubert cell which is zero dimensional. The Bruhat order on Schubert cells is drawn
in lattice path form at the bottom of Figures 5.1 and 5.2 for some small examples.
One has no trouble recovering the p-plane which represents the corresponding Borel orbit,
by taking the span of the standard basis vectors indexed by the positions of the eastward
steps in the path sequence. We also remark here that the path sequence of I is evident in
γI as defined by (4.14); north and east steps correspond to − and +, respectively.
Let G be an algebraic group and let H be a closed subgroup in G. Let B be a Borel
subgroup in G. By analogy, one defines a partial order on Borel orbits in G/H given by the
containment of their closures. This also induces a partial on all other corresponding families
of objects. In our situation we have partial orders on the following sets of objects:
• double cosets of Bn\SLn/Lp,q.
• double cosets of Lp,q\SLn/Bn.
• Lp,q-orbits Qγ in Fln.
• (p, q)-clans γ in C(p, q).
• signed (p, q)-involutions π in I±p,q (see [8]).
We will refer to all of these (isomorphic) partial orders as “the Bruhat order,” exchanging
freely between the various descriptions of the underlying sets.
Wyser gives the following concise description of the Bruhat order on clans corresponding
to GLp ×GLq orbits in the full flag variety of GLn in [23]. Since the flag varieties of SLn
and GLn are the same, and a matrix of GLp ×GLq is a matrix of S(GLp ×GLq) times a
scalar multiple of the identity matrix (which fixes a flag), the orbits and their structure are
the same.
Let γ be a (p, q)-clan that is given by γ = (c1 . . . cn). For i ∈ {1, . . . , n}, let γ(i; +) denote
the number of plus signs and pairs of equal natural numbers among the symbols c1 . . . ci.
Similarly, let γ(i;−) denote the number of minus signs and pairs of equal natural numbers
among the symbols c1 . . . ci. Finally let, γ(i, j) be the number of pairs of natural numbers
cs = ct with s ≤ i < j < t. To illustrate this on an example, we consider γ = (+1212−).
Then, as i varies in {1, . . . , 6} we obtain the sequence γ(i; +) = 1, 1, 1, 2, 3, 3, and γ(3, 4) = 1.
Theorem 5.1 ([23], Theorem 1.2). Let γ, τ be (p, q)-clans. Then γ ≤ τ if and only if the
three following inequalities hold for all i, j.
1. γ(i; +) ≥ τ(i; +);
2. γ(i;−) ≥ τ(i;−);
3. γ(i; j) ≤ τ(i; j).
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To illustrate this order on clans, we draw order diagrams for the cases p = 2, q = 1, and
p = q = 2, giving the same color to all clans whose Bn-orbits in SLn/Lp,q lie over the same
Schubert cell, according to Theorem 4.15. Note that the Bruhat order on clans (Bn-orbits
in SLn/Lp,q) reflects the Bruhat order on the Schubert cells (Bn-orbits in SLn/Pp,q) down
below in the sense that if that if π(Rγ) ≤ π(Rτ ) then γ ≤ ω for some ω in the same sect as
τ .
Figure 5.1: Inclusion order on Borel orbit closures in SL3/L2,1.
1 + 1
+11
+ +− +−+
11+
−++
Bruhat order on Schubert varieties in Gr(2, 3).
Note also that if p ≤ p′ and q ≤ q′ so that p + q = n ≤ n′ = p′ + q′, then the Bruhat
order on (p, q)-clans embeds into the order on (p′, q′)-clans by the map that takes
γ = (c1 · · · cn) 7−→ γ
′ = (
p′−p︷ ︸︸ ︷
+ · · ·+ c1 · · · cn
q′−q︷ ︸︸ ︷
− · · ·−).
This embedding preserves sects and their internal order relations, as indicated by the red,
orange and blue clans in Figure 5.2.
As a final topic for this section, we remark upon the bijection of (p, q)-clans and weighted
Delannoy paths described in [8] in the equivalent terminology of signed (p, q)-involutions. As
the sect ΣI corresponds to the lattice path obtained from I, one expects that the weighted
Delannoy paths associated to all members of the sect will have features in common. One
also hopes that the Bruhat order on clans can be described in terms of paths as it can for
Schubert cells. This is true, but subject to some qualifications.
Remark 5.2. We list some properties relating the weighted Delannoy path of a clan to the
Bruhat order and the sect decomposition.
1. The weighted Delannoy path associated to γI is the same as the lattice path of I.
2. If γ ≤ τ with τ ∈ Σγ , then the weighted Delannoy path associated to τ lies weakly
beneath that of τ . Further, if these paths have weighted edges in common, then the
weight on the edge for τ will be less than or equal to the weight on the edge for γ.
3. Clans from distinct sects may give the same underlying unweighted Delannoy path.
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Figure 5.2: Inclusion order on Borel orbit closures in SL4/L2,2.
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Bruhat order on Schubert cells in Gr(2, 4).
See Figure 6.2 of [8] for illustration of the above properties. One can, of course, given the
weighted Delannoy path of a clan γ ∈ ΣI , reconstruct the lattice path of I. This is achieved
by chasing through the associations
weighted Delannoy path↔ signed (p, q)-involution↔ (p, q)-clan→ base clan↔ lattice path.
We summarize this process in terms of path manipulations (as given by strings of moves
N or E) in the following algorithm. Note that the string of a weighted Delannoy path may
additionally contain symbols of the form (D,w), where D indicates a diagonal step, and w
indicates the weight of the step.
Algorithm:
LetW = K1 . . .Kr be a weighted (p, q) Delannoy path ([8], Definition 1.16) corresponding
to a clan γ ∈ ΣI . Construct a lattice path L = M1 · · ·Mn from the origin to the point (p, q)
by the following process. The output L will be the lattice path of the set I.
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1. [initialize]
L = {}.
2. [loop]
for (1 ≤ i ≤ R):
if Ki = N :
append N to L
if Ki = E:
append E to L
else if Ki = (D,w):
insert step N at position w
append E to L
return L
For our next result, without loss of generality we assume that p ≥ q, and we set
r :=
n− (p− q)
2
. (5.3)
In addition, we will denote by γI0 the base clan of the big sect Dense(p, q), so that, I0
corresponds to the lattice path with q north steps followed by p east steps.
Proposition 5.4. For all positive integers p, q, and r as in the previous paragraph, the
following statements hold.
1. The big sect Dense(p, q) is a maximal upper order ideal in C(p, q).
2. The unique minimal element of Dense(p, q) is given by γI0.
3. The unique maximal element of Dense(p, q) is given by
γmax := (12 . . . (r − 1)r ++ . . .++r(r − 1) . . . 21).
Proof. We already know from Proposition 3.19 that each sect has a unique maximal and a
unique minimal element. Since base clans are the minimal elements of the Bruhat order,
γI0 is the minimal element of Dense(p, q). To see that γmax is the maximal element of
Dense(p, q), hence, of C(p, q) we refer to [8, Section 7.2], where the maximal element of
C(p, q) is computed by using the signed (p, q)-involution notation, which is not hard to
translate to clan terminology.
Next, we prove our claim about the order ideal property. Let γ be a clan from Dense(p, q) =
ΣI0 , and let τ be a clan from the sect ΣJ , so that J  I0. Towards a contradiction we as-
sume that τ ≥ γ. Then the closure of the Borel orbit corresponding to τ contains the Borel
orbit corresponding to γ. Since the projection πLp,q,Pp,q is Bn-equivariant, this would imply
that the closure of the Borel orbit of τ contains the dense Bn-orbit CI0 of Gr(p, n). But
this is not possible since the sect of τ is not equal to ΣI0 . This contradiction shows that
Dense(p, q) = ΣI0 is an upper order ideal in C(p, q). In particular, since it contains a minimal
element and the unique maximal element of C(p, q), Dense(p, q) is a maximal upper order
ideal. This finishes the proof.
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Remark 5.5. There is an algorithm for finding the leader, that is the maximal element, of
a sect in C(p, q). We are not including it here for the brevity of our paper.
6 Proof of Theorem 1.7
The Theorem 1.7 states that the big sect Dense(p, q) is a maximal upper order ideal in
the Bruhat order on clans C(p, q), and if p = q, then Dense(p, q) is isomorphic to the rook
monoid Rp. We already proved the first claim in Proposition 5.4, so, we will proceed with
the assumption that p = q, hence n = 2p.
First, we construct a bijection between Dense(p, q) and the rook monoid Rp. Let γ =
(c1 . . . cn) be a (p, p)-clan. We will denote by xγ = (xi,j)
n
i,j=1 the rook matrix that corresponds
to γ. Since γ is from Dense(p, q) we know that the base clan of γ has − signs in the first
p entries, and it has + signs in the second p entries. In particular, if ci is a number, where
1 ≤ i ≤ p, then the same number appears as cj in γ for some j such that p + 1 ≤ j ≤ n.
Thus we define
γ 7−→ xγ := (xr,s)
p
r,s=1, where xr,s :=
{
1 if cr+p is a number and cr+p = cs;
0 otherwise.
(6.1)
It is clear from the construction of xγ that the map γ 7→ xγ is a bijection. Furthermore,
xγ ∈ Rp.
Remark 6.2. For each rook matrix y in Rp, there exists a unique involution y˜ in Sn that is
obtained by placing y in the lower-left p×p block, placing its transpose y⊤ to the upper-right
p× p block, and by adding 1’s along the permissible diagonal entries.
Before showing that the map γ 7→ xγ is a poset isomorphism between Dense(p, q) and
Rp, we will show that xγ is a part of an involution in Sn. To this end, let us denote by
σ˜γ the underlying signed (p, p)-involution of γ, and let us denote by σγ the involution that
is obtained from σ˜γ by removing the signs of its fixed points. We call σγ the underlying
involution of γ. We claim that xγ is actually the lower-left p × p submatrix of σγ . Indeed,
the 2-cycles in σ˜γ are given by the transpositions (i, j), where ci = cj and ci is a number,
see [7, Lemmas 2.3 and 2.5]. Furthermore, since γ ∈ Dense(p, q), we know that 1 ≤ i ≤ p
and p+1 ≤ j ≤ n. When we represent σγ by an n×n permutation matrix, the transposition
(i, j) introduces a 1 at the (i, j)-th position as well as a 1 at the (j, i)-th position. This shows
that the lower-left corner of the matrix Mγ of σγ is exactly the same as the rook matrix xc
that we defined in (6.1). We will illustrate this by an example.
Example 6.3. Let γ = (−1212+) be an element from Dense(3, 3). Then we see that the
cycle decomposition of the underlying involution of γ is given by σγ = (2, 4)(3, 5)(1)(6). In
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one-line notation this permutation is equal to 145236, and its matrix is given by
M(−1212+) =


1 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 0 0 1

 (6.4)
On the other hand, according to (6.1), the rook matrix xγ associated with γ = (−1212+) is
x(−1212+) =

0 1 00 0 1
0 0 0

 (6.5)
Clearly the matrix in (6.5) appears in the lower-left 3 × 3 submatrix of the 6× 6 matrix in
(6.4).
Next, we proceed to prove that the map γ 7→ xγ is order preserving. A corollary of
Theorem 5.1, see [23, Corollary 2.7], states that if γ, τ are two (p, q)-clans, then γ ≤ τ if
and only if the three following inequalities hold:
1. γ(i; +) ≥ τ(i; +) and γ(i;−) ≥ τ(i;−) for all i ∈ {1, . . . , n};
2. σγ ≤ στ in the Bruhat order on involutions.
For every (p, p)-clan in Dense(p, q), −’s can only occur among the first p symbols, and
+’s can only occur among the last p symbols. Therefore, as γ runs in the set Dense(p, q)
the change in the statistics γ(i; +) and γ(i;−) depend only on how many natural numbers
appear in (c1 . . . ci). Passing to the matrix Mγ of the underlying involution, these statistics
essentially translate to rank conditions on the suitable lower-left submatrices of Mγ . But
since the Bruhat order on involutions is also given by the rank-control matrices, see [1], we
see that the Bruhat order on the underlying involutions of γ ∈ Dense(p, q) is enough to
determine the Bruhat order on the sect Dense(p, q). In other words, we have
γ ≤ τ ⇐⇒ σγ ≤ στ for γ, τ ∈ Dense(p, q).
Now, since xγ and xτ are the lower-left p× p submatrices of σγ and στ , respectively, we see
that
σγ ≤ στ =⇒ xγ ≤ xτ for γ, τ ∈ Dense(p, q). (6.6)
We claim that the converse of implication (6.6) is also true. Indeed, let us assume that
xγ ≤ xτ holds for γ, τ ∈ Dense(p, q). Clearly, for any index j, the number of 0-rows of
xγ after its j-th row must be at least the number of 0-rows of xτ after its j-th row. The
same statement holds for the number of 0-columns before the j-th column in each. Although
this implies that the nonzero entries along the diagonal of the unique involution matrix Mγ
come (weakly) before those of Mτ , this does not change the order between the rank-control
matrices, hence, we see thatMγ ≤Mτ . In particular, this implies that σγ ≤ στ . This finishes
the proof of our second main result.
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