PSCs (pluripotent stem cells) possess two key properties that have made them the focus of global research efforts in regenerative medicine: they have unlimited expansion potential under conditions which favour their preservation as PSCs and they have the ability to generate all somatic cell types upon differentiation (pluripotency). Conditions have been defined in vitro in which pluripotency is maintained, or else differentiation is favoured and is directed towards specific somatic cell types. However, an unanswered question is whether or not the core cell cycle machinery directly regulates the pluripotency and differentiation properties of PSCs. If so, then manipulation of the cell cycle may represent an additional tool by which in vitro maintenance or differentiation of PSCs may be controlled in regenerative medicine. The present review aims to summarize our current understanding of links between the core cell cycle machinery and the maintenance of pluripotency in ESCs (embryonic stem cells) and iPSCs (induced PSCs).
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THE CELL CYCLE IN PLURIPOTENT CELLS
The eukaryotic cell cycle refers to the series of events comprising the sequential actions, during proliferation, of synthesis of DNA (S-phase) and cell division (M-phase) with intervening gap phases to allow cell growth (G 1 -phase, after M-but before S-phase) and to check the integrity of genomic material (G 2 -phase, after S-but before M-phase). The cell cycle is regulated at the molecular level by the phase-specific activity of a series of CDKs (cyclin-dependent kinases) and made irreversible by the regulated degradation of cyclin subunits (for reviews see [1, 2] ). The early G 1 -phase is characterized by the activity of the D-type cyclins and CDKs 4 and 6. During G 1 , cells are responsive to extracellular signalling and, in particular, mitogenic signalling through such pathways as the MAPK (mitogen-activated protein kinase) pathway, which regulates the activity of cyclin D and/or CDK4/6. The action of cyclin D and CDK4/6 drives progression through G 1 past a point known as the restriction point (R). Progression beyond R means that the cell no longer requires mitogenic signalling and is committed to DNA synthesis, chromosome segregation and cytokinesis. Thus cells are responsive to proliferation or differentiation cues during G 1 and integrate these signals when deciding whether to commit to cell division (pass R) or to withdraw from the cell cycle and differentiate.
In late G 1 , cyclin D-CDK4/6 activity begins to decrease and cyclin E-CDK2 activity rises. Cyclin E-CDK2 has a number of important targets for promoting cell cycle progression, in particular the Rb (retinoblastoma) protein which inhibits the E2F transcription factor when hypophosphorylated. As G 1 progresses, phosphorylation of Rb protein increases, relieving its inhibition of E2F which ultimately allows E2F to up-regulate a number of targets important for S-phase entry and progression. During early S-phase, cyclin E is degraded and cyclin A complexes with CDK2 to drive progression through S-phase and into G 2 . From mid-G 2 onwards, the activity of CDK2 decreases and cyclin A associates with CDK1 [formerly known as Cdc2 (cell division cycle 2)]. Finally, at entry to M-phase, cyclin B complexes with CDK1 to phosphorylate a number of targets involved in nuclear envelope breakdown, chromosome condensation, and segregation and cytokinesis. Degradation of cyclin B following cytokinesis signifies the start of the next G 1 .
In vivo data on the overall cell cycle structure of mammalian ESCs (embryonic stem cells) were obtained over 30 years ago, although molecular detail has only been uncovered more recently with the development of techniques to culture PSCs (pluripotent stem cells) in vitro. Cell cycling in rodent ESCs is rapid, estimated at 8-10 h [3, 4] and is assumed to be similar to that of periimplantation embryos. Generation time decreases further with a burst of proliferation following implantation and prior to gastrulation, with the average division time being estimated at 4.5-8 h [4] . Such rapid cell cycling is an effect of the unusual cell cycle structure of ESCs compared with that of somatic cells. ESCs have truncated gap phases, and an unusually high proportion of asynchronously dividing cells are in S-phase (∼65 %) when compared with G 1 (∼15 %). Interestingly, ESCs are also small in size when compared with somatic cells, a feature that is often attributed to a shortened period of growth in the truncated G 1 -phase (reviewed in [5] ). It has been demonstrated that the level of cyclins and the activity of CDKs oscillates with a lesser amplitude in mESCs (murine ESCs) than in somatic cells due to a high level of expression of the APC/C (anaphase-promoting complex) inhibitor Emi1 [6] . This study is in contrast with earlier work which suggested that cyclins and CDKs do not oscillate during cell cycle progression in mESCs. Upon differentiation, the cell cycle is restructured such that approximately 40 % of an asynchronously dividing population of cells are found in G 1 [3, 7] .
hESCs (human ESCs) are similar to mESCs in that S-phase is highly populated (∼50 % of cells) and cyclin E (HUGO approved symbol CCNE) expression does not display periodicity, but is constitutive [8] . Also similar to mESCs, cyclin A (HUGO approved symbol CCNA) expression is found to oscillate in hESCs and, although no formal assays of CDK2 activity were undertaken,
Figure 1 Schematic diagram comparing the cell cycle in somatic (MEF) and pluripotent cells
For each panel, the first part is a graphical representation of the number of cells in each phase of the cell cycle within a population, as assessed by propidium iodide staining and flow cytometric analysis. Peaks represent 2N and 4N DNA content. The second part of each panel is a summary for an individual cell of the relative amounts of time spent in each cell cycle phase. In addition the average total time taken to complete one cycle is presented for each cell type. It is clear that, proportionally, pluripotent cells have a shortened G 1 -and a longer S-phase for each cycle than somatic cells, although absolute S-phase length is comparable.
the presence of hypophosphorylated Rb specifically in G 1 -phase suggests that CDK2 activity is subject to cell cycle regulation. hESCs display a longer generation time (15-16 h; reviewed in [9, 10] ) than mESCs, suggesting that the overall time taken to divide is not a crucial regulator of pluripotency.
Comparisons can be drawn between the cell cycle of mammalian ESCs and that of the early embryos of both invertebrate and anamniote species, such as Xenopus laevis. Because of the more easily accessible nature of Xenopus embryos, molecular details of the cell cycle in these early embryonic cells were obtained far earlier. In Xenopus embryos, maternal stockpiles of mRNA and proteins drive the cell cycle prior to the onset of zygotic transcription, and the cycle lacks gap phases, instead oscillating between S-and M-phases [11] . This minimal cell cycle is responsible for the rapid and synchronous division seen in early-stage invertebrate and anamniote embryos and is driven by alternating CDK2 (S-phase) and Cdc2 (Mphase) activities. After zygotic transcription begins, the cell cycle lengthens to include G 1 -and G 2 -phases [12] . Although cell division is still rapid and widespread, cell fate becomes restricted and in addition cyclins and CDKs display tissue-specific patterns of expression [13] . These data are consistent with our general metazoan model that differentiation requires a G 1 -phase for the integration of differentiation signals and suggests that cell cycle components may play roles beyond simply driving cell proliferation. Indeed, eukaryotic cells require only oscillating cyclin B-Cdc2 activity in order to undergo full cell cycling [14, 15] . If the regulation of Cdc2 activity is necessary and sufficient for a minimal cell cycle, this implies that other cyclin-CDK combinations may have additional roles [16] . For instance, Xenopus embryos do not express D-type cyclins strongly until relatively late in development, well after the establishment of gap phases, and only then to a significant level in the developing eye [13, 17] .
The cell cycle with truncated gap phases is a feature of both rodent and human ESCs (see Figure 1 ), although differences in the regulation of cyclin-CDKs are explored in more detail below. Such differences may be a result of miscomparison, as hESCs are now believed to be more similar to rodent epiblast stem cells than to rodent ESCs [7] . The explanation of such differences is part of a general trend towards the description of differences at the population level as different 'flavours' of pluripotency [18] , whereas investigation at the single-cell level suggests that a population of PSCs is, in fact, a collection of metastable pluripotent states that, at the population level, then exhibits the recognizable properties of both self-renewal and spontaneous differentiation (reviewed in [19, 20] ). A recent study has demonstrated that murine PSCs cycle into and out of the pluripotent and totipotent states [21] . In the light of the revelation of such heterogeneity within PSC populations, it would presumably be fruitful to investigate processes which could act to homogenize the functional outcomes of such heterogeneity and thus lead to the reproducible sequence of events seen during normal development.
THE CELL CYCLE AND THE REGULATION OF PLURIPOTENCY
The studies described above suggest that rapid cell cycling is a feature of PSCs, but, given the discrepancy between hESCs and mESCs in the time taken to divide, that the length of the cell cycle is not a determinant of the level of pluripotency. Do specific cell cycle components regulate pluripotency at all? A recent study of the hESC phospho-proteome during differentiation revealed that CDK2 and Cdc2 activities were central in promoting pluripotency and self-renewal [22] . This is in agreement with earlier studies which have highlighted CDK2 as having a specific role in the maintenance of pluripotency. Use of the broad-spectrum CDK1 (CDK inhibitor) roscovitine in hESC culture promoted G 1 /S arrest, accumulation of hypophosphorylated Rb, smaller hESC colonies and the down-regulation of the pluripotency marker Oct4 [3] . It is possible then that CDK2 activity serves as a regulator of the earliest restrictions in cell fate. Activation of p53 in hESCs by the small molecule nutlin leads to the degradation of cyclins A and E, and the inactivation of CDK2 [23] . This results in G 1 /G 0 arrest and rapid differentiation of the hESCs. Although the p53 target p21 was up-regulated during CDK2 inactivation, its involvement in the increased differentiation that was observed was unclear.
In addition to a role maintaining the early pluripotency of ESCs, CDK2 activity has also been implicated in cell-fate decisions taken during later embryogenesis. The transcription factor Cdx2 has been identified as a direct target of CDK2 and the phosphorylation of Cdx2 by CDK2 promotes its degradation and inhibits differentiation in the intestine [24] . A further hESC study confirmed the cell-cycle-dependence of CDK2 activity in hESCs and demonstrated that specific knockdown of CDK2 using siRNA (small interfering RNA) induced arrest in G 1 and differentiation of hESCs to extra-embryonic lineages [25] . Although this study lacked the population characterization of the previous study (which ruled out contaminant differentiating cells from analysis), its results are consistent with a study showing that the CDK2 inhibitor CDK2-associating protein 1 was required for promoter methylation and down-regulation of Oct4 during differentiation [26] . As this result was obtained in mESCs, this supports a role for CDK2 in controlling pluripotency in mESCs as well as hESCs [27] .
CDK2 activity may not, however, be a direct regulator of pluripotency. In a study of cell cycle regulation in mESCs, Stead et al. [3] demonstrated that only cyclin B-Cdc2 activity was regulated in a cell-cycle-dependent manner, i.e. that cyclin B-Cdc2 activity was high during late G 2 /M-phases and low during G 1 /S-phases [3] . The cyclins A2 and E1 were found to be constitutively expressed at levels exceeding those seen in somatic cell lines. As a result, although Cdk2 expression was comparable with somatic cell lines, it was active throughout the cell cycle and displayed no cell-cycle-dependent regulation in this study. Although CDK2 activity did not oscillate with the cell cycle phase, as seen in somatic cells, the activity was not maximal and could be increased by treatment with the cell cycle phosphatase Cdc25b. Inhibitory tyrosine phosphorylation, reversed by Cdc25b overexpression, appears to be the only mechanism controlling CDK2 activation here, as expression of CDKIs of the Cip (CDK-interacting protein)/Kip (kinase inhibitory protein) family was not detected. Treatment with a specific CDK2 inhibitor, Ro09-3033, increased the generation time of mESCs by 66 % but, contrary to expectations, did not alter the cell cycle structure as all phases were lengthened proportionally. mESCs also continued to express the pluripotency markers Rex-1 and Oct4 following treatment with Ro09-3033. Altogether, this suggests that the cell cycle of mESCs owes its rapidity to a constitutive level of CDK2 activity, but that cell cycle structure and pluripotency are not themselves controlled by CDK2 activity [11, 13] .
The results described above suggest that CDK2 does not directly regulate pluripotency. Rather, it may be the other way around as one study has shown that the key pluripotency regulator NANOG controls entry to S-phase in hESCs by promoting the expression of Cdc25C and CDK6 [28] . So perhaps the key determinant of pluripotency is the short time spent in G 1 -relative to S-phase? This would be consistent with the results of the smallmolecule inhibitor treatments on pluripotency: roscovitine, which prevents S-phase entry and so increases the length of time spent in G 1 , inhibits the pluripotent state, whereas Ro09-3033, which lengthens G 1 -, S-and G 2 -phases proportionally by inhibiting CDK2, is permissive for it despite slowing overall cell division [3] . This result echoes the observation that hESCs divide relatively slowly, especially when compared with their murine counterparts, and therefore the overall length of the cell cycle is unlikely to be a critical determinant of pluripotency. Conversely, an increase in the length of time spent in G 1 -relative to S-phase could be the trigger for differentiation. As it is believed that in vivo the length of Sphase in PSCs is not significantly different from that of somatic cells [29] , this would suggest that the length of G 1 is critical for regulating pluripotency. From the data outlined above, however, exogenous manipulations of the length of S-phase could produce the same effect.
Some studies have highlighted the presence of hypophosphorylated Rb during differentiation promoted by CDK2 inactivation in hESCs [8, 26] . In PSCs, a major regulator of the length of G 1 is Rb, which functions as an inhibitor of the E2F transcription factor and so is responsible for inhibiting the G 1 /S-phase transition. The presence of the hypophosphorylated form of Rb, which is active as an E2F inhibitor, correlates with differentiation potential in hESCs [8] and only the constitutively phosphorylated pRb form, which cannot inhibit E2F, is found in mESCs [3] . By controlling the length of G 1 relative to the other cell cycle phases, the phosphorylation status of Rb may be crucial to determining the overall structure of the cell cycle. However, experiments directly manipulating the length of G 1 relative to S-phase have yet to be performed and so there is, as yet, no direct evidence that the G 1 /S-phase ratio is a crucial determinant of pluripotency.
THE ROLE OF S-PHASE IN PLURIPOTENCY
How might a relatively long time spent in S-phase stabilize the pluripotent state? The crucial activity of S-phase, DNA replication, presents a unique opportunity during the cell cycle for the genetic and epigenetic regulation that may be involved in stabilizing the pluripotent state. One possibility is that the proteins directly regulating DNA replication might also stabilize pluripotency. The protein geminin regulates the loading of MCM (mini-chromosome maintenance) proteins on to replication origins, and the availability of geminin thus regulates the replication of DNA during S-phase and is a major control to prevent endoreplication during M-phase (reviewed in [30] [31] [32] ). Geminin (HUGO approved symbol GMNN) is down-regulated in trophoblast giant cells and the ablation of geminin is sufficient to cause commitment of pluripotent inner cell mass cells to the trophoblast lineage [33] . In addition to its role in preventing endoreplication, geminin is present in G 1 in mESCs and directly maintains the expression of the pluripotency genes Sox2, Nanog and Oct4 [34] . More recently, roles for geminin in the regulation of lineage and stem cell properties during haemopoiesis have also been identified [35, 36] .
In addition to direct regulation of pluripotency by the DNA replication machinery, it is possible that the higher-order chromatin rearrangements that also occur during S-phase in order for DNA replication to proceed could provide epigenetic regulation that stabilizes the pluripotent state. An intensive investigation of epigenetic regulation in PSCs has revealed that PSCs have a much greater percentage of their genome in the open euchromatic state than somatic cells (reviewed in [37] ), exhibit a unique pattern of gene methylation [38] and mark histones of key developmental regulator gene promoters with a bivalent pattern of both activating H3K4me [39] . Each of these characteristics contributes to the transcriptional network that maintains pluripotency. Such epigenetic regulation results in a transcriptionally hyperactive 'leaky' genome [40] . Such a 'leaky' state could account for the dynamic heterogeneity seen at the single-cell level in PSC cultures [21] and highlights the importance of transcription factor networks in stabilizing or destabilizing the pluripotent state, prior to the establishment of heterochromatic silenced regions during development. Direct interactions have been reported between CDKs and epigenetic regulators involved in the maintainence of pluripotency, such as the DNA methylase DNMT1 [41] and the higher-order chromatin organizer HP1α [42] , but it is unclear as to how these interactions regulate pluripotency and development.
As DNA replication requires chromatin to be in an open state, it is conceptually easy to see how a short G 1 relative to S-phase could prevent the accumulation of heterochromatin. The maintenance of widespread euchromatin could be driven mechanistically by negative regulation of linker histone H1 activity. The linker histone H1 variants (there are 11 family members in humans [43] ) intercalate between the standard histone octamers, composed of a dimer of tetramers of the histones H2A, H2B, H3 and H4, and so initiate areas of higher-order heterochromatin structure [44] . Consistent with increased higher-order chromatin in somatic cells, histone H1 transcription is seen to increase during development and genetic ablation of histone H1c, d and e is sufficient to stabilize mESCs in the pluripotent state and in particular to inhibit differentiation along the neuroectodermal lineage [45] . It is likely that CDK activity itself directly regulates the ability of histone H1 to bind to DNA, as the import of histone H1 into the nucleus has been reported to be inhibited by CDK activity [46] . However, the same report also suggests that histone H1 binding to DNA is facilitated by CDK1 activity, suggesting that the regulation of subcellular localization is responsible for appropriate histone H1 activity only during M-phase. In addition, although the transcription of the standard histone octamer components is cellcycle-dependent [47] and loading of these histones on to newly synthesized daughter DNA strands is carried out by components associated with the replication fork {e.g. CAF-1 (chromatin assembly factor 1) [48] }, there is no evidence that histone H1 loading is synchronized with the cell cycle. Therefore it is possible that the passage of the replication fork serves to dissociate histone H1 from DNA and so prevents stable interaction leading to the formation of heterochromatin (see Figure 2) , although to the best of our knowledge this mechanism linking the frequency of Sphase entry to pluripotency has not yet been directly investigated.
Although it is easy to imagine how the passage of the replication fork could prevent the formation of heterochromatin, thus stabilizing a pluripotent state, such a mechanism is, at first glance, at odds with the conservation through S-phase of histone and DNA modifications stabilizing the pluripotent state. As the passage of the replication fork would entail the disruption of complexes involved in regulating histone and DNA modification, and also promote the inclusion of freshly synthesized histones into the standard octamers, it might be expected that the unique patterns of histone and DNA modification would be attenuated with an increased rate of S-phase entry. The established model of histone formation on the daughter strands of DNA involves the direct recycling of parental histones on to the freshly replicated DNA (reviewed in [49, 50] ), thus allowing conservation of histone modifications between the parental and both daughter strands by 'priming' each daughter strand with half of the modified histones of the parental chromatin. A recent report [51] has challenged this model by providing evidence that it is the histone modifiers, in this case the Drosophila histone methyltransferases Trx and Pc, which are stably transmitted to the daughter strands from the parent strand. This report also provided evidence that histone modifications are lost from parental histones during passage of the replication fork, making the transfer of histone modifiers to the daughter strands the prime mechanism for conservation of histone modification through S-phase. In turn, it has also been suggested that incomplete transfer of histone modifications may inhibit cell cycle progression through G 1 , so preventing consistent erosion of histone modifications during S-phase [52] . Therefore, although the precise mechanism of conservation of histone modifications is uncertain, it would appear that such modifications are stable to the passage of the replication fork.
The evidence available suggests a model whereby increased S-phase entry and more frequent DNA replication would be permissive for the maintenance of epigenetic marks already present, but would prohibit the stable loading of histone H1 and interaction with epigenetic regulator complexes ( Figure 2 ). This would prevent the formation of heterochromatin and the establishment of somatic cell transcriptional programmes, thus stabilizing the pluripotent state. However, such a model suffers from a lack of direct investigation and, despite the undisputed importance of epigenetic regulation in the maintenance of the pluripotent state, there is a lack of data on how such regulation is maintained during the PSC cell cycle and how the cell cycle and epigenetic machineries interact.
THE CELL CYCLE DURING SOMATIC CELL REPROGRAMMING
The ability to convert somatic cells into PSCs (reprogramming) has been a long-held goal of regenerative medicine. Although it has been possible to reprogramme somatic cell nuclei by transplantation into a suitable donor cytoplasm for decades [53] [54] [55] , the discovery of four genes (Oct4, Sox2, c-Myc and Klf4; referred to hereafter as the four factors) whose overexpression could convert fibroblasts into iPSCs (induced PSCs) opens the door for reprogramming on a biomedically relevant scale [56] . Work performed on the mechanism of reprogramming using the four factors suggests that although conversion into the pluripotent state is stochastic [57, 58] , reprogramming itself follows a broadly defined timetable. Furthermore, the efficiency of reprogramming is correlated with the number of cell divisions undergone during the stochastic phase [58] . First, the somatic cell transcriptional programme is down-regulated, as assessed by the down-regulation of fibroblast-specific genes [59] . Secondly, the genome undergoes broad epigenetic modification to a more PSClike state, including demethylation of promoters for pluripotencyassociated transcription factors such as Oct4 and Nanog and reactivation of the inactive X chromosome [60, 61] . Finally, a stable transcriptional network of pluripotency-associated factors leads to the establishment of full pluripotency. Interestingly, partially reprogrammed cells exist in a stable state, suggesting that the establishment of pluripotency is a defined state and that, similar to the dKO;GATA6 KO (KO is knockout and dKO is double knockout) cells described below, cells may continue to survive and divide in the absence of both pluripotency and lineage specification [62] . This highlights the role of a stable transcriptional programme in providing a cell with an identity during development, perhaps best highlighted by the dedifferentiation seen when PAX5 is depleted from mature
Figure 2 Schematic diagram of how S-phase may maintain the euchromatic state in PSCs
A short G 1 /S-phase ratio results in more frequent passage of the replication fork, and although histone octamers and their modifications are conserved, linker histone H1 binding to DNA is not (left-hand side). This inhibits the formation of higher-order chromatin structure, which is then permissive once the G 1 /S-phase ratio increases (right-hand side).
B-cells [63, 64] and the fat conversion into muscle which takes place on the introduction of MyoD to fibroblasts [65, 66] .
So does the cell cycle influence the reprogramming process at all? It is highly likely, as it is generally observed that older or more slowly dividing cells are more difficult to reprogramme. In addition, a marked increase in the efficiency of reprogramming is observed when fibroblasts are permeabilized and incubated in meiotic Xenopus egg extract (with high CDK1 activity) following infection with the four factors [67] . This increase in efficiency is not observed following incubation in interphase (low CDK1 activity) egg extract. A previous review has highlighted the role of the cell cycle in reprogramming during somatic cell nuclear transfer [68] , particularly the role of M-phase and M-phase cytoplasmic factors in this process. However, it is unlikely that exactly the same mechanisms operate during four-factor-mediated reprogramming. First, the dissociation of transcription factors and epigenetic regulators observed upon chromatin condensation could indeed be significant for down-regulating the somatic cell transcription network, but only in the context of a rapid cell cycle leading to a relatively higher amount of time spent in M-phase. While this would be consistent with the rapid cell division time of mESCs, it is inconsistent with the long cell division time of hESCs, and four-factor-mediated reprogramming is observed in cells from both species [56, 69] . Secondly, epigenetic marks, particularly DNA methylation, are not erased during M-phase and are in fact the probable cause of the low efficiency of successful mammalian cloning following somatic cell nuclear transfer [68] . This is inconsistent with the known epigenetic changes that occur during four-factor-mediated reprogramming. However, it is known that cell cycle alteration from a somatic to a more PSC-like structure is one of the first events to occur during reprogramming [62] and may be rate-limiting for the reprogramming events [70] .
It seems particularly important that cells accumulate in S-phase following a short G 1 for reprogramming [70] , but once again the mechanistic significance of a short G 1 on the establishment and maintenance of pluripotency is unknown. Although links between cell-cycle-regulated epigenetic phenomena and pluripotency have been reported [71] , it is not yet established that a decreased G 1 /S-phase ratio regulates epigenetic modifications during reprogramming. So, although most emphasis within the field has been placed on changes within transcription networks and epigenetic changes occurring during reprogramming, it would be enlightening to also address further the role of G 1 contraction/Sphase lengthening.
A small number of studies have attempted to assess the role of the cell cycle in reprogramming directly. The Ink4/Arf locus is epigenetically silenced in PSCs and, upon reprogramming, the kinetics with which such silencing occurs suggest that it is among the earliest events in the establishment of pluripotency [72] . Furthermore, this study demonstrated that the locus is a barrier to reprogramming, as Ink4/Arf deficient MEFs (mouse embryonic fibroblasts) reprogramme with a 15-fold higher efficiency than wild-type MEFs. Such conclusions are consistent with a previous study demonstrating that the p53 tumour suppressor pathway is also a barrier to reprogramming [73] . Here, use of shRNA (short hairpin RNA) against the p53 target gene p21 cip1 allowed increased reprogramming efficiency at a level comparable with that achieved by the use of shRNA against p53 itself. It is highly likely that the p53 pathway and CDKIs maintain a barrier to the pluripotent state by forming an interconnected regulatory network, as p53 up-regulates p19 INK4d , which is also responsible for up-regulating p21 cip1 [72, 73] . Although not formally assessed, given the role of CDKIs in lengthening G 1 and preventing S-phase entry, it is likely that such a barrier is imposed as a result of being unable to remodel the cell cycle towards a PSC-like state.
A later study also addressed the roles of cyclin-CDKs in enhancing the reprogramming process and identifies cyclin D1 and CDK4 as factors that increase the efficiency of reprogramming [74] . The identification of this complex, as distinct from cyclin A or E together with CDK2, as promoting the pluripotent state is interesting considering the lack of D-type cyclin activity in mESCs and the constitutive activity of CDK2 in ESCs. An earlier study from the same group had also highlighted the role of cyclin D in enhancing reprogramming efficiency, but indirectly through up-regulation by the GTPase Rem2 [70] . Overexpression of Rem2 was found to enhance reprogramming efficiency with three factors 8-fold and to the same extent as the addition of c-Myc. However, direct overexpression of cyclin D1 only enhanced reprogramming efficiency 3-fold. The authors point out the dual regulation of cyclin D1 and p53 by Rem2 and also note that both regulate apoptosis [70, 75] . It is therefore unclear as to whether cyclin D1 overexpression acts here to enhance reprogramming through its regulation of the cell cycle. However, there is a general trend outlined in these studies that the efficiency of reprogramming correlates with the activity of cyclin-CDK complexes in G 1 , supported by the data that the addition of CDKIs to reprogramming factors decreases the efficiency of reprogramming from the base level [74] . Why then the inconsistency with data on the cell cycle in ESCs, which emphasizes the role of cyclin A and CDK2? It is possible that the process of efficient reprogramming requires a different cell cycle structure to that required for the maintenance of pluripotency. Alternatively, iPSCs may differ from ESCs in their cyclin-CDK complex activity, but not in the overall structure of the cell cycle.
THE ROLE OF Myc AS A MASTER REGULATOR OF PLURIPOTENCY
So far we have considered the direct ways in which cell cycle components, or overall cell cycle structure, regulate the pluripotent state. However, much of the data described above is also consistent with a model whereby a master regulator of both the PSC-like cell cycle and transcription factors associated with pluripotency co-ordinates the two. The existence of such a master regulator is not mutually exclusive of the idea of stabilization of the PSC cycle by the pluripotent transcription factor network and vice versa, but it would allow such a self-reinforcing state to transition more readily, as a master regulator could simultaneously regulate both components. It is clear from several studies that N-and c-Myc could function as just such master regulators.
The Myc family (c-Myc, N-Myc and L-Myc) are bHLH (basic helix-loop-helix) transcription factors which co-ordinate the up-regulation of genes associated with S-phase entry, and c-Myc mis-regulation has a long history of involvement in tumorigenesis (reviewed in [5, 76] ). The role of the Myc family in pluripotency has been reviewed in full in [5] . However, briefly, c-Myc forms a metastable pluripotent state in PSCs where the pluripotent state is destabilized [78] . N-and c-Myc are found to be functionally redundant during murine development [79] , but in dKO murine PSCs, the loss of both factors leads to spontaneous differentiation [80] . dKO cells were found to have a shortened S-phase and lengthened G 1 -and G 2 /M-phases, consistent with the function of a relatively long S-phase in maintaining pluripotency.
The Myc family are likely to regulate the structure of the cell cycle in PSCs through the up-regulation of the mir-17-92 miRNA (microRNA) cluster, which regulates the translation of the cell cycle components E2F1, cyclin D1, p21 and Rb2/p130. Intriguingly, although Myc directly repressed the differentiation of PSCs to primitive endoderm via inhibition of GATA6 transcription, it also appeared to be required for differentiation into other lineages, as dKO;GATA6 KO cells displayed no identifiable lineage commitment despite the spontaneous loss of pluripotency. This would be consistent with Myc as a master regulator as described above, maintaining pluripotency but also poising the cell for differentiation. In this regard, it is interesting that c-Myc associates with both activating and repressive epigenetic modifiers as determined by co-immunoprecipitation [81] .
Further to its role in the maintenance of pluripotency, c-Myc is also one of the four reprogramming factors. Within the broad reprogramming schedule, the roles of the individual four factors in reprogramming have been assessed [62] and it was found that c-Myc, in line with its possible role as a master regulator of the pluripotent state, acts much earlier than the other three factors during the reprogramming process. Furthermore, although c-Myc was found bound together with the other three factors at many promoters in both iPSCs and ESCs, it would seem that promoter occupancy of the other three factors is dependent on an earlier remodelling of the chromatin and occupancy by c-Myc. Cell cycle alterations towards a more PSC-like cell cycle structure also take place during the first steps of reprogramming, and it is tempting to speculate that c-Myc co-ordinates a general transition of both the somatic transcription network and the somatic cell cycle to a PSC-like state. However, in addition to maintenance of the pluripotent state, it has also been reported that c-Myc is required for the differentiation of haemopoietic stem cells [82] and human epidermal stem cells [83, 84] . Such reports have led to the growing view that the activity of Myc is context-dependent and it has been suggested that, rather than controlling a number of genes involved in cell cycle progression and pluripotency, Myc instead is a regulator of an epigenetic state which favours pluripotency but responds to the environment of the cell [84] , perhaps poising certain genes for activation with bivalent chromatin modifications [85] . This idea is supported further by data demonstrating that Myc assembles into regulatory complexes with both activating and repressive activities [81] . Myc regulates a vast number of genes [62, 80, [85] [86] [87] [88] [89] [90] , including miRNAs, and in this context it is interesting that some functions of Myc can be substituted for by the expression of ESC-specific miRNAs, which may themselves be regulated by Myc [91] .
The data described above strongly suggest that c-Myc should be essential for the induction of reprogramming. However, this is not the case [92] [93] [94] [95] . Reprogramming to full pluripotency has been achieved using only three factors [94, 97] . The fact that other genes can substitute for Myc in enhancing the efficiency of reprogramming [70] also suggest that Myc itself is not essential for the process of efficient reprogramming. Although previous reports also claimed reprogramming to pluripotency using only Sox2 [62] , a recent study demonstrates that Sox2 overexpression in fibroblasts is sufficient for conversion into a neural stem cell state [98] and so the role of this factor in reprogramming is unclear. However, in the absence of c-Myc, the efficiency of reprogramming is significantly reduced. This is not surprising, as the involvement of c-Myc in down-regulating the somatic cell transcriptional programme places it within the most efficient step of the reprogramming timetable [62] ; it appears that the establishment of the pluripotency network is the least efficient step in the process. In summary, it is clear that Myc acts to co-ordinate both the PSC-like cell cycle and the pluripotency transcription network in PSCs, and may have further roles in allowing the transition from a pluripotent state to a differentiated state. Such co-ordination suggests that both processes are necessary for the phenotype of PSCs, but does not preclude direct interaction between the two. 
CONCLUSIONS
It is clear that the cell cycle and the pluripotent state are intimately connected in PSCs, a fact that has already been exploited to enhance reprogramming efficiency by isolating cells displaying a PSC-like cell cycle early during the reprogramming process [99] . The unusual cell cycle structure and activity of CDKs present in PSCs is remodelled to a more general somatic cell cycle during, or soon after, the loss of pluripotency when PSCs differentiate. The question implicit is one of cause and effect: does the loss of pluripotency cause restructuring of the cell cycle or does restructuring of the cell cycle cause restricted cell fate? From the data available so far it appears that each may be involved in the regulation of each other. Pluripotency factors such as Nanog and Myc regulate the expression of cell cycle components but, as highlighted in the present review, the general cell cycle structure can also regulate pluripotency. However, whether specific cyclin-CDK complexes have direct roles in the regulation of pluripotency is still unclear, as is whether pluripotency and cell cycle may both be controlled by a master regulator (summarized in Figure 3 ). It seems likely that a greater understanding of mutual regulation of the cell cycle and the pluripotent state could be exploited in regenerative medicine, utilizing manipulation of the cell cycle to enhance the robustness of somatic cell reprogramming to generate iPSCs. So far, very few studies have sought to apply such techniques or to address such questions. The answers promise to not only drive the clinical application of such technology, but also provide insights into the basic biology of PSCs.
