We give a Fourier-type formula for computing the orthogonal Weingarten formula. The Weingarten calculus was introduced as a systematic method to compute integrals of polynomials with respect to Haar measure over classical groups. Although a Fourier-type formula was known in the unitary case, the orthogonal counterpart was not known. It relies on the Jack polynomial generalization of both Schur and zonal polynomials. This formula substantially reduces the complexity involved in the computation of Weingarten formulas. We also describe a few more new properties of the Weingarten formula, state a conjecture and give a table of values.
Introduction
The terminology of Weingarten calculus was introduced in [Co] , and designates the formula involved in the computation of the integral of polynomial functions over compact matrix groups with respect to their Haar measure. Weingarten calculus is an analogy of Wick calculus, which tells that the joint moments of random vectors of a real Gaussian space V can be computed by the formula E(v 1 . . . v 2n ) = where v i are gaussian vectors of V , E is the expectation, and M(2n) is the set of pair partitions of {1, . . . , 2n} (see section 2 for the notations and definitions). This formula covers the computation of all moments, as odd moments are zero due to the 1 → −1 symmetry. The question of systematically computing the Haar measure on polynomials originally emanates from theoretical physics. One of the most notable attempts is due to Weingarten in [Wei] , and this is why this calculus bears his name. In the paper [Co] , only the case of integration over the unitary group is being considered, with a restriction on the bound of the polynomial. This restriction is relieved later in the paper [CSn] , where an orthogonal version of the Weingarten was developed.
However, whereas in [Co] , an explicit Fourier type formula for the unitary Weingarten function is given as a sum on the irreducible summands of the n th tensor power of the fundamental representation of the unitary group, we were not able to do so in a satisfactory way for the orthogonal group case, although the canonical description of the irreducible summands of the n th tensor power of the funamental representation of the orthogonal group is very similar to the unitary group case.
Our present paper addresses this question. The solution comes through the observation that the Schur polynomials involved in the Fourier-type formula for the Weingarten formula in the unitary case are actually a special case of so called Jack polynomials.
The organization of this paper is as follows: in section 2, we recall the Weingarten formula in the orthogonal case. For the sake of completeness we give a complete proof, adapted from [BCo] . This proof is much simpler than the original one. In section 3, we state our main result and then prove it in section 4. In section 5, we consider as an application the example of a truncated orthogonal random orthogonal matrix. In section 6, we study the specific case of the orthogonal Weingarten function evaluated pairings that form together a full cycle. This leads us to some new properties of the orthogonal Weingarten functions, and to a conjecture. We finish with section 7, where we give a table of values of the Weingarten function.
We would like to point out that the case of the symplectic group can be treated in a similar fashion. We intend to deal with that case in a forthcoming paper.
Weingarten convolution formula for orthogonal and unitary groups
In this section we recall the Weingarten formula for orthogonal groups. We finish this section by recalling the unitary formula. Chronologically, the unitary formula was established earlier, but our approach makes it simpler to consider the orthogonal case first. Let M(2n) be the set of all pair partitions on {1, 2, . . . , 2n}. Each pair partition m in M(2n) is uniquely expressed by the form (2.1) {{m(1), m(2)}, {m(3), m(4)}, . . . , {m(2n − 1), m(2n)}} with m(2i − 1) < m(2i) for 1 ≤ i ≤ n and with m(1) < m(3) < · · · < m(2n − 1). Given two pair partitions m, n ∈ M(2n), we define the graph Γ(m, n) as follows. The vertex set of Γ(m, n) is {1, 2, . . . , 2n} and the edge set consists of {m(2i−1), m(2i)} and {n(2i−1), n(2i)} with 1
where loop(m, n) is the number of loops in the graph Γ(m, n), i.e., the number of connected components of Γ(m, n).
. We recall that for any real symmetric matrix A there exists a unique matrix B satisfying ABA = A and BAB = B. If A is invertible, then B = A −1 . The matrix B is called the pseudo-inverse of A. We call Wg
the Weingarten matrix for the orthogonal group. The following Theorem was proved in [CSn] :
Theorem 2.1 ( [CSn] ). Given indices i 1 , . . . , i 2n and j 1 , . . . , j 2n in {1, 2, . . . , d},
Observe also that in the odd case, we always have g∈O(d) g i 1 j 1 · · · g i 2n+1 j 2n+1 dg = 0 as the Haar measure is invariant under the transformation 1 → −1. Let us illustrate this Theorem by a few examples:
Example 2.1.
• Integrands of type g i 1 j 1 · · · g i 2n j 2n which don't have pairings integrate to zero. For example, g∈O(d) g 3 11 g 12 dg = g∈O(d) g 3 11 g 22 dg = 0.
• The integral below admits only one pairing (1 → 1 and 2 → 2). Therefore,
A direct computation shows that this coefficient of Wg
• For the integral g∈O(d) g 4 11 dg, all pairings are admissible (because all the indexes are the same, equal to 1). Therefore the integral is the sum of all entries of Wg
. A direct computation shows that the answer is 
and denote by e 1 , . . . , e d its standard basis. We need to introduce an embedding of M(2n) in V ⊗2n , which we shall denote by ρ. This embedding is defined by the formula
where the symbol m j 1 ...j 2n here is considered as a generalized Kronecker delta symbol: it is 1 if all strings of m join pairs of equal indices, and is 0 if not.
Although we won't need this fact, let us remark that ρ is an action in a Brauer algebra sense. We will also recover in the course of the proof of Theorem 3.1, the fact that the family {ρ(m), m ∈ M(2n)} is an independent family provided that d ≥ n.
We denote by F ix O(d) V ⊗n the vector subspace of V ⊗n of invariant elements under the action of O(d), namely, elements x that satisfy for all g ∈ O(d), g ⊗n · x = x. The main ingredient for the proof of Theorem 2.1 is the following classical result, sometimes known as orthogonal Schur-Weyl duality formula. We refer to [GWa] for a proof and details. Proposition 2.2 (see, e.g. [GWa] ). In the odd case, we have
The above proposition is the main ingredient to the following lemma:
Proof. First, observe that due to the invariance of the Haar measure,
Similarly,
So, P is an orthogonal projection. If n is odd, the 1 → −1 symmetry tells that the above integral is 0, therefore P is the zero projection. In the even case, by definition and due to proposition 2.2, an element x ∈ V ⊗2n satisfies g ⊗2n · x = x iff x ∈ span{ρ(m), m ∈ M(2n)}. This proves that the image of P is as claimed in the statement of the lemma.
The following lemma could stand as an euclidean geometry course exercise, and explains how to compute the coordinates of a projection onto the span of a set.
Proposition 2.4. In an euclidean (or Hermitian) space with scalar (resp. Hermitian) product < ·, · >, let v be an element and P be an orthogonal projection, and (v 1 , . . . , v l ) be a generating family of the image of this orthogonal projection.
Let Gr ∈ M l (C) be the Gram matrix associated with this basis, namely Gr ij = v i , v j , X = (x i ) be the column vector given by x i = v, v i , and W be a symmetric real matrix satisfying
There exists a vector Y = (y i ) be a column vector such that P (v) = y i v i . Besides this vector can be chosen to satisfy
Note that we do not require the family {v i } to be independent in the hypothesis.
Proof. Although we will eventually need our proof in an Hermitian setting, let us prove it in the Euclidean setting in order to simplify the notation. The proof in the Hermitian setting goes along the same lines with the obvious modifications. First, the existence of Y is clear, as it is equivalent to the existence of an orthogonal projection. Now, let us observe that
Indeed this is the matrix notation for the fact that P (v) is characterized by
for all i, and this characterizes P (v) uniquely together with the fact that it is in span{v i }. Therefore X ∈ Im(Gr). Now, setting Y as Y := W · X makes it an acceptable choice for Y , in the sense that X = Gr · Y . Indeed, this follows from the fact that Gr · W · Gr = Gr and that X is in the image of Gr. So this completes the proof.
Now we are ready to proceed to the proof of Theorem 2.1:
Proof of Theorem 2.1: By the definition of P in Lemma 2.3, the canonical matrix element
Let us first compute P (e i 1 ⊗ . . . ⊗ e i 2n ). According to Lemma 2.4, we have
Taking the scalar product of the above vector equality against the vector e j 1 ⊗ . . . ⊗ e j 2n gives
as we can observe that for m in M(2n), we have
We would like to draw the attention of the reader of the fact that for the formula to holds, it is not necessary to assume that Wg
without modifying the integration formula. However, the pseudo-inverse is a canonical choice, and it will turn out to be a convenient on in the sequel of the paper.
Let us finish this section by recalling the Weingarten integration formula in the unitary case. Let M(2n) U be the set of pair partitions on {1, 2, . . . , 2n} pairing an element in {1, . . . , n} with an element in {n + 1, . . . , 2n}. This is a subset of M(2n). For two pair partitions in M(2n) U as in the case of M(2n). Similarly, we define the unitary gram matrix G
and the unitary Weingarten matrix Wg
. The following Theorem describes the unitary integral case, and it was proved in [CSn] :
Theorem 2.5 ( [CSn] ). Given indices i 1 , . . . , i 2n and j 1 , . . . , j 2n in {1, 2, . . . , d}, (2.3)
Note that this statement is very similar to the orthogonal case. The main difference is that we have to consider a submatrix of the original Gram matrix G O(d) . A proof similar to the orthogonal case could be carried along the same lines after adapting the invariant theory from the orthogonal case to the unitary case.
A new expression for the orthogonal Weingarten function
To each partition λ = (λ 1 , λ 2 , . . . ), we call ℓ(λ) its length and |λ| its weight. If |λ| = n, we write λ ⊢ n. Let H n be the centralizer of the element (1, 2)(3, 4) · · · (2n − 1, 2n) in S 2n , where (i, j) is a transposition. The group H n is called the hyperoctahedral group. It is of order 2 n n! and isomorphic to the wreath product S 2 ≀ S n . The pair (S 2n , H n ) is a Gelfand pair. Namely, the induced representation ind
Hn (1 Hn ) of the trivial representation 1 Hn of H n is a direct sum of inequivalent irreducible representations of S 2n .
Following [Mac, VII.1 and 2], let us review a few elements of the theory of the Gelfand pair (S 2n , H n ). If each pair partition m in M(2n) is expressed by the form (2.1) with m(2i−1) < m(2i) for 1 ≤ i ≤ n and with m(1) < m(3) < · · · < m(2n − 1), then we embed the set M(2n) into S 2n via the mapping
Pair partitions m ∈ M(2n) are representatives of the left cosets σH n of H n in S 2n :
Consider the double cosets H n σH n in S 2n . These cosets are indexed by partitions of n:
. Here, for a partition µ,
with the multiplicity m i (µ) of i in µ. The permutation σ ∈ S 2n is said to be of coset-type ρ and written as Ξ(σ) = ρ if σ ∈ H ρ . The partition Ξ(σ) is also defined as follows. Consider the graph Γ(σ) whose vertex set is {1, 2, . . . , 2n} and whose edge set consists of {2i − 1, 2i} and {σ(2i − 1), σ(2i)}, 1 ≤ i ≤ n. Then Γ(σ) has some connected components of even lengths 2ρ 1 ≥ 2ρ 2 ≥ · · · , say. Thus σ determines a partition ρ = (ρ 1 , ρ 2 , . . . ) of n. This ρ is the coset-type Ξ(σ). Two permutations σ 1 , σ 2 ∈ S 2n have the same coset-type if and only if σ 1 ∈ H n σ 2 H n .
For each partition λ of n, we define the zonal spherical functions of the Gelfand pair (S 2n , H n ) by
where χ 2λ is the irreducible character of S 2n associated with 2λ = (2λ 1 , 2λ 2 , . . . ). These functions are constant on each double coset H ρ . We denote by ω λ ρ the value of ω λ on the double coset H ρ . Put f 2λ = χ 2λ (id n ), where id n is the identity permutation in S n .
For each n ≥ 1 and each partition λ ⊢ n, the zonal polynomial Z λ is a symmetric polynomial defined by
where p k (x 1 , x 2 , . . . ) = x k 1 +x k 2 +· · · is the power-sum symmetric polynomial and
where (i, j) run over all squares of the Young diagram of λ, i.e., i = 1, 2, . . . , ℓ(λ) and j = 1, 2, . . . , λ i . In particular, Z λ (1 d ) is zero if and only if ℓ(λ) > d. Now, entries of the Gram matrix are expressed by
. Here m, n are regarded as permutations in S 2n . The following Theorem is our main result. 
Before proving this Theorem, in the forthcoming section 4, let us illustrate it by an example:
Example 3.1. Let n = 2. We have ω (2) (m −1 n) = 1 for any m, n ∈ M(4), and ω (1,1) (m −1 n) = 1 if m = n, and ω (1,1) (m −1 n) = − 1 2 if m = n. Therefore if m = n and d ≥ 2, we have
.
If m = n and d ≥ 2, we have
for any m, n ∈ M(4). In general, for any m, n ∈ M(2n) and d = 1, we have
To finish this section, observe that a result similar to Theorem 3.1 has already been obtained in [CSn] . We identify the set M(2n) U with the permutations on n points by associating to m ∈ M(2n) U the permutation σ satisfying σ(i) = j iff m links i and n + j. According to this identification, we can multiply elements of M(2n) U according to the symmetric group structure, or consider their inverse. We can also consider their conjugacy classes. With the above notation and notations parallel to our main Theorem 3.1, we have Theorem 3.2. Let d, n be positive integers. For m, n ∈ M(2n) U , we have
where s λ is the Schur polynomial and χ λ is the non-normalized character of the symmetric group.
Although the proof of the above Theorem 3.2 was not so involved, the proof of the main Theorem 3.1 requires less standard algebraic material such as Jack polynomial theory (and in particular, zonal polynomials), and Gelfand pair theory. The next section is devoted to the review of this material and the proof of Theorem 3.1.
Proof of Theorem 3.1
Our strategy of proof consists in representing G
O(d) n
as an H n bi-invariant function on the symmetric group S 2n , and performing a Fourier transform on it. Consider the C-vector space The pair partition m and ρ 2n (σ)m are identified with elements of S 2n via (3.1). However, the permutation associated with ρ 2n (σ)m may be different from the product σm in S 2n . By the left coset decomposition (3.2), there exists a unique permutation ζ σ,m ∈ H n such that
Example 4.1. Let σ = (1, 3, 2)(4) ∈ S 4 and m = {{1, 3}, {2, 4}} ∈ M(4). Then we have ρ 4 (σ)m = {{σ(1), σ(3)}, {σ(2), σ(4)}} = {{3, 2}, {1, 4}} = {{1, 4}, {2, 3}}, and so ρ 4 (σ)m is ( 1 2 3 4 1 4 2 3 ) = (2, 4, 3) as an element in S 4 , which equals σmζ σ,m with ζ σ,m = (1, 2)(1, 3)(2, 4) ∈ H 2 . 
Proof. For each σ ∈ S 2n and m, n ∈ M(2n), we have
because Ξ(ζσζ ′ ) = Ξ(σ) for all σ ∈ S 2n and ζ, ζ ′ ∈ H n . Hence By definition, zonal spherical functions ω λ for the Gelfand pair (S 2n , H n ) are expressed as ω λ = χ 2λ e. Lemma 4.3. Zonal spherical functions ω λ satisfy the following properties.
3. Let µ = (µ 1 , µ 2 , . . . ) ⊢ n, and let p µ = p µ 1 p µ 2 · · · p ℓ(µ) be the power-sum symmetric polynomial. Then we have
Here x 1 , . . . , x r are indeterminates and r is a positive integer.
Proof. The first and second claims are seen in [Mac, VII (1.4) ]. The third claim is seen in [Mac, VII (2.16 
If we specialize as (
Since, by the left coset decomposition (3.2),
we can express as
Define the elementŴg in eC[S 2n ]e by
By Claim 1 of Lemma 4.3 we obtain the following proposition.
Proposition 4.5. It holds thatĜ
Moreover, we haveĜ ·Ŵg ·Ĝ =Ĝ,Ŵg ·Ĝ ·Ŵg =Ŵg.
As the matrix G is corresponding toĜ, the matrix Wg given in (3.7) is corresponding tô Wg. Hence, since G is symmetric, Wg is the pseudo-inverse matrix of G by Proposition 4.5.
Using Claim 1 and 2 of Lemma 4.3, we obtain
The element e is the identity of the algebra eC[S 2n ]e andĜ ·Ŵg = e if d ≥ n. Hence, when d ≥ n, the matrix G is invertible and Wg = G −1 .
Moments of the trace of a truncated orthogonal matrix
As an application of Theorem 2.1 and 3.1, we calculate the moment of the trace of a truncated orthogonal random matrix. 
We recover Rains's result in [R] by setting k = d in Theorem 5.1. The average of the odd power of tr(g (k) ) is zero:
The unitary group version for Theorem 5.1 is seen in [N, Theorem 1] .
Proof. A straightforward calculation and Theorem 2.1 give
This coincides with the trace of the matrix Wg
. By (4.5), we have
It follows from this equation and Theorem 3.1 that (5.3) equals
Now it is enough to prove the following identity: for any λ, µ ⊢ n,
By the coset decomposition in (3.2), we see that
Here · , · S 2n is the inner product on C[S 2n ]. Since ω λ , ω µ S 2n = 1 f 2λ δ λµ (see [Mac, VII (1.4 ) (iv) ]), the equality (5.4) holds true.
Observe that in the first computation of the above proof also lead in the earlier paper [BCo] to the notion of truncated characters for compact quantum groups.
The full cycle case
In this section, we suppose d ≥ n. We are interested in Wg O(d) (m, n) where the coset type of m −1 n is the 1-length partition (n). The motivation for this comes from the paper [Co] . Indeed, in the unitary case, the following was proved:
, where m, n ∈ M(2n) U and the coset type of m −1 n is µ. (Recall (3.8) ). Then the following holds true:
Here c k = 
given in [Co] , together with the fact that Wg U ((n), d) has to be a rational fraction concludes the proof.
Note that we found it conceptually strange that an asymptotic estimate was necessary to prove such an exact algebraic formula. One can actually observe that the knowledge of asymptotics can actually be bypassed by an application of the Zeilberger algorithms implemented on many formal algebraic computing softwares (e.g. maple or mathematica). See [PWZ] for details. Related generalizations of this results are in preparation in a paper by the second author and Novak, [MN] .
In the orthogonal case, the entries Wg O(d) (m, n) of the Weingarten matrix only depend on the coset type Ξ(m −1 n). For each partition µ of n and a positive integer d ≥ n, we put
Theorem 3.1 implies that if m, n ∈ M(2n) and
In paticular, ω λ (n) = 0 if the square (3, 2) is contained in the Young diagram of λ, i.e., λ 3 ≥ 2. Therefore we obtain an expression
If we reduce to a common denominator, the denominator has the form (i,j) (d + 2j − i − 1), where (i, j) run over the set
Now we define the polynomial P n (d) in d with Q-coefficients via
. Proposition 6.2. The polynomials P n (d) satisy the following properties.
(i) For n ≥ 2, the degree of P n is exactly ⌊ n 2 ⌋ − 1.
(ii) The coefficient of the highest-degree term of P n equals the Catalan number c n−1 .
(iii) The constant term of P n equals
Proof. We use a result for the asymptotics of the Weingarten function, obtained in [CSn] : for a partition µ of n, as d → ∞,
). This fact and equation (6.4) imply our desired first and second claims. The third claim follows from (6.3) and (6.4) with d → 0.
Suppose λ ⊢ n satisfies λ 3 ≤ 1. Then we can write as λ = (r, s, 1 n−r−s ) with r = 1, 2, . . . , n and s = 0, 1, . . . , min{r, n − r}. By the well-known hook formula for f 2λ , we obtain that if s ≥ 1,
Now by (6.3) and (6.4) we have
For example,
3 + 5924d 2 + 29116d + 51600.
From those examples, we suggest the following conjecture.
Conjecture 6.3. All of coefficients of P n (d) are nonnegative integers.
Table of value
We finish this paper by giving a table of values of the orthogonal Weingarten functions up to n = 6. To do it, we employ the table of zonal polynomials [PJ] . Observe that even with n = 4, this is a quite heavy formal computation without our formula, and a standard formal algebra system on a modern desktop can not go beyond n = 4 (105 × 105 formal matrix to invert) without our formula provided in this paper. We expect that our formula should have quite interesting applications quite soon. The table for n ≤ 4 is also seen in [CSn] . Table goes here:
. .
