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Abstract
We are interested in the global solutions to a class of Klein-Gordon equations, and
particularly in the unified time decay results with respect to the possibly vanishing mass
parameter. We give for the first time a rigorous proof, which relies on both the flat
foliation and the hyperboloidal foliation of the Minkowski spacetime. In order to take
advantages of both foliations, an iteration procedure is used.
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1 Introduction
Model problem and main result
We are interested in the following system of wave-Klein-Gordon equations
´2u`m2u “M1v
3 ` PαBαpv
2q,
´2v ` v “ N1pBtuq
2 `N2u
3 `N3uv,
(1.1)
in which the range of the mass parameter in the u equation is
m P r0, 1s,
and M1, N1, N2, N3, P
α are fixed constants which are independent of the mass parameter
m. The wave operator is defined by 2 :“ ηαβBαBβ, with η “ diagp´1, 1, 1, 1q the metric
of the Minkowski spacetime. Throughout we use Greek letters to denote spacetime indices
and Latin letters to denote space indices, and the Einstein summation convention is adopted
unless specified.
The initial data are prescribed at the hypersurface t “ t0`
u, v
˘
pt0, ¨q “ pu0, v0q,
`
Btu, Btv
˘
pt0, ¨q “ pu1, v1q. (1.2)
In the following we will take t0 “ 2, and assume the support of the initial data is in Bp0, 1q,
which is the ball centred at the origin with radius 1.
We are interested in the existence of global solutions to the system (1.1) which is uniform
in terms of the parameter m P r0, 1s, and particularly, in the behavior of u in the limiting
process of m Ñ 0, which is proposed by LeFloch [14]. Intuitively, in a short time range the
effect of the mass term in the u equation is negligible when the mass parameter m is very
tiny, and the solution u is expected to behave more like a wave component, i.e. solution to
the u equation with m “ 0. The goal of this paper is to give a precise statement and provide
a rigorous proof on this problem.
The main result is now stated.
Theorem 1.1. Consider the system (1.1) with the mass parameter m P r0, 1s, and let N ě 14
be an integer. Then there exists ǫ0 ą 0, which is notably independent of m, such that for all
ǫ P p0, ǫ0q and all compactly supported initial data pu0, u1, v0, v1q satisfying the smallness
condition
}u0, v0}HN`1pR3q ` }u1, v1}HN pR3q ď ǫ, (1.3)
the initial value problem (1.1)–(1.2) admits a global-in-time solution pu, vq. Moreover it holds
|upt, xq| À 1
1
t`mt3{2
, |vpt, xq| À t´3{2`δ, (1.4)
for arbitrarily small 0 ă δ ! 1{10.
We note that Theorem 1.1 is much easier to prove at the end points of m “ 0 and m “ 1,
in which cases the equation of u is a wave equation and a Klein-Gordon equation respectively.
But more is involved in obtaining a uniform result in terms of m P r0, 1s (especially when m
is very small but nonzero):
1We always use B1 À B2 to denote B1 ď CB2 with C a generic constant independent of m, ǫ and C1 to be
introduced.
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• The L2-type estimates and sup-norm estimates obtained by the estimates on the mass
term m2u cannot be used due to the bad factor m´1. To be more precise, even if m}u}L2
has good bound, the bound of }u}L2 might below up when mÑ 0.
• The scaling vector field and the conformal vector field do not commute with the Klein-
Gordon operator ´2`m2.
• The tricks in Proposition 3.1 and Proposition 3.3 of [16] in obtaining pointwise estimates
for wave or Klein-Gordon components cannot be applied on u component due to its
possibly vanishing mass m.
• It is hard to get either a good uniform L2-type estimate or a sharp uniform sup-norm
estimate on u component in terms of m.
We will only prove Theorem 1.1 in dimension 3, but the same proof applies to higher
dimensions ě 4 automatically. Thanks to the fast decay of solutions to wave or Klein-Gordon
equations in dimensions ě 4, it is harmless to add many quadratic nonlinearities to (1.1). We
also note that the zero mass problem arises in the study of the electroweak standard model,
see [4], where the mass of the left-handed neutrino spinor is extremely small but nonzero
according to the physical experiments. Moreover, the model problem (1.1) can cover the
Klein-Gordon-Zakharov model (see for instance [20, 23]), and one refers to [5] for another
generalisation of the study on that model.
Previous work and new ideas
Let us briefly review some existing work before we illustrate our techniques for treating
the system (1.1). It was shown independently by Klainerman [13] and Christodoulou [2]
that wave equations with null form nonlinearities admit global-in-time solutions. Various
important results on the wave equations came out by employing the vector field method by
Klainerman, or the conformal method by Christodoulou. On the other hand, Klainerman [11]
and Shatah [21] were first able to treat Klein-Gordon equations with quadratic nonlinearities
in R1`3. By relying on Klainerman’s vector field method and Shatah’s normal form method,
many results on the (wave and) Klein-Gordon equations were proved. Later on, LeFloch-Ma
[15] introduced the hyperboloidal foliation method, which allows one to treat coupled wave
and Klein-Gordon equations in one framework.
However, in terms of the unified decay estimates in (1.4), the only existing such result,
to the best knowledge of the author, was proved in [4] for the Dirac component. Relying on
the special structure of the Dirac equation, the authors in [4] were able to define a positive
definite energy functional adapted to the hyperboloidal foliation. In particular the energy
functional is independent of the mass parameter of the Dirac equation, which allows one to
obtain the unified decay result.
In this paper, we rely on the hyperboloidal foliation method to show the decay results
t´3{2 (possibly with a factor of m´1) of the Klein-Gordon components, while we utilise the
flat foliation and the vector field method to obtain the decay results t´1 of u component
which are uniform in terms of m P r0, 1s. The key to obtaing the uniform decay results t´1
of u component is to prove a uniform L2 bound, which is stated in Proposition 3.3, where
we analyse u equation in the frequency space; see also Proposition 3.1 for the homogeneous
case. In order to take advantages of both foliations, we use an iteration method, which was
3
used in [1, 23] and many others. The compactness assumption in Theorem 1.1 is due to the
use of the hyperboloidal foliation, which for instance was removed in [17, 18].
Some special types of quadratic nonlinearities
We note that there is one quadratic term in the u equation, which is of divergence form. It
is interesting to investigate other possibilities of quadratic nonlinearities in the u equation
which also lead to global-in-time solution as well as the unified decay results (1.4). We find it
safe to include the following two special types of quadratic terms, while we leave the effects
of more general quadratic terms open.
Type 1. Denote the strong null forms (see [6]) by
Qαβpu, vq “ BαuBβv ´ BβuBαv,
we know that it holds (see for instance [22])
Qabpu, vq “
1
t
`
BtuΩabv ` LauBbv ´ LbuBav
˘
,
Q0a “
1
t
`
BtuLav ´ LauBtv
˘
.
It is not hard to see that the good factor t´1 makes the null forms Qαβ behave like a cubic
term. Hence we can add the strong null forms Qαβ in the u equation.
Type 2. Recall that Delort et. [3] introduced one notion of null forms for the Klein-Gordon
equations when they studied the global solutions to the Klein-Gordon system with different
masses in dimension two. Later on, Katayama et. [9] gave a characterization of the null
condition proposed in [3] and [10]. Motivated by their work, we find it also harmless to
consider
´2u`m2u “ p2´m2qv2 ` BαvB
αv,
´2v ` v “ Qv.
(1.5)
The reason is that the variable
u :“ u` v2
satisfies the equation with cubic nonlinearities, i.e.
´2u`m2u “ 2vQv . (1.6)
In conclusion, we can also treat the quadratic term Cp2´m2qv2`CBαvB
αv in the u equation
when Qv is sufficiently good, with C a constant independent of m.
Organisation of the paper
In Section 2, we introduce some notations and preliminaries. Next in Section 3, we study
the unified decay estimates for both homogeneous and inhomogeneous linear Klein-Gordon
equations with varying mass. Moreover we introduce the solution space and the solution map
with several properties in Section 4. Finally in Section 5 we prove Theorem 1.1 relying on an
iteration process which takes advantages of both the flat and the hyperboloidal foliations.
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2 Notations and preliminaries
2.1 Introduction of the hyperboloidal foliation method
We recall some notations of the hyperboloidal foliation of the Minkowski spacetime used in
[15, 16], which was also introduced and used by Klainerman [11] and in the book [7]. We
need to introduce and study the energy functional for wave or Klein-Gordon components on
hyperboloids, and it is necessary to first recall some notations from [15] concerning the hy-
perboloidal foliation method. We consider here the p3` 1q-dimensional Minkowski spacetime
with signature p´,`,`,`q, and in Cartesian coordinates we adopt the notation of one point
pt, xq “ px0, x1, x2, x3q, with its spatial radius r :“ |x| “
a
px1q2 ` px2q2 ` px3q2. Partial
derivatives are denoted by Bα :“ Bxα (for α “ 0, 1, 2, 3), and
La :“ x
aBt ` tBa, a “ 1, 2, 3 (2.1)
represent the Lorentz boosts. Throughout, the functions considered are defined in the interior
of the future light cone
K :“ tpt, xq : r ă t´ 1u,
with vertex p1, 0, 0, 0q. We denote the hyperboloidal hypersurfaces by
Hs :“ tpt, xq : t
2 ´ r2 “ s2u, s ě 2.
We emphasize here that within the cone K it holds for all points on Hs
s ă t ă s2, r ă t. (2.2)
Besides, the subsets of K limited by two hyperboloids Hs0 and Hs1 with s0 ď s1 are denoted
by
Krs0,s1s :“
 
pt, xq : s20 ď t
2 ´ r2 ď s21; r ă t´ 1
(
.
We now introduce the semi-hyperboloidal frame
B0 :“ Bt, Ba :“
La
t
“
xa
t
Bt ` Ba. (2.3)
We notice that the vectors Ba generate the tangent space of the hyperboloids. Besides, the
vector field
BK :“ Bt ` px
a{tqBa
is orthogonal to the hyperboloids and is proportional to the scaling vector field S :“ tBt`x
aBa.
The dual of the semi-hyperboloidal frame is given by
θ0 :“ dt´ pxa{tqdxa, θa :“ dxa.
The (dual) semi-hyperboloidal frame and the (dual) natural Cartesian frame are connected
by the following relations
Bα “ Φ
α1
α Bα1 , Bα “ Ψ
α1
α Bα1 ,
θα “ Ψαα1dx
α1 , dxα “ Φαα1θ
α1 ,
(2.4)
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where the transition matrix (Φβα) and its inverse (Ψ
β
α) are given by
pΦβαq “
¨
˚˝˚ 1 0 0 0x1{t 1 0 0
x2{t 0 1 0
x3{t 0 0 1
˛
‹‹‚ (2.5)
and
pΨβαq “
¨
˚˝˚ 1 0 0 0´x1{t 1 0 0
´x2{t 0 1 0
´x3{t 0 0 1
˛
‹‹‚. (2.6)
2.2 Energy estimates on hyperboloids
Following [16] and considering in the Minkowski background, we introduce the energy func-
tional Em for a nice function φ “ φpt, xq defined on the hyperboloid Hs
Emps, φq :“
ż
Hs
´`
Btφ
˘
2
`
ÿ
a
`
Baφ
˘
2
` 2pxa{tqBtφBaφ`m
2φ2
¯
dx, (2.7)
which has two other equivalent (and more useful) expressions
Emps, φq “
ż
Hs
´`
ps{tqBtφ
˘
2
`
ÿ
a
`
Baφ
˘
2
`m2φ2
¯
dx
“
ż
Hs
´`
BKφ
˘
2
`
ÿ
a
`
ps{tqBaφ
˘
2
`
ÿ
aăb
`
t´1Ωabφ
˘
2
`m2φ2
¯
dx,
(2.8)
in which
Ωab :“ x
aBb ´ x
bBa
are the rotational vector fields, and BK “ Bt ` px
a{tqBa is the orthogonal vector field. It is
helpful to point it out that each term in the expressions (2.8) are non-negative, which is vital
in estimating the energies of wave or Klein-Gordon equations. We use the notation
Eps, φq :“ E0ps, φq
for brevity. In the above, the integral in L1f pHsq is defined from the standard (flat) metric in
R
3, i.e.
}φ}L1
f
pHsq :“
ż
Hs
|φ| dx “
ż
R3
ˇˇ
φp
a
s2 ` r2, xq
ˇˇ
dx. (2.9)
By contrast, we will also frequently use the norms of functions on the flat slices, which are
denoted by
}φ} :“ }φ}L2pR3q :“
´ż
R3
|φpt, xq|2 dx
¯
1{2
, (2.10)
and the energy functional on the flat slices
Empt, φq :“
ÿ
α
}Bαφ}
2ptq `m2}φ}2ptq. (2.11)
Next, we recall the energy estimates for wave-Klein-Gordon equations on the hyperboloids.
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Proposition 2.1 (Energy estimates for wave-Klein-Gordon equations). For all m ě 0 and
s ě 2, it holds that
Emps, uq
1{2 ď Emp2, uq
1{2 `
ż s
2
} ´2u`m2u}L2
f
pHs1q
ds1 (2.12)
for all sufficiently regular function u, which is defined and supported in the region Kr2,ss.
For the proof, one refers to [16].
2.3 Useful inequalities
Klainerman-Sobolev inequality We first state the following Klainerman-Sobolev in-
equality, whose proof can be found in [12].
Proposition 2.2. Let u “ upt, xq be a sufficiently smooth function which is compactly sup-
ported for each fixed t ě 2. Then for any t ě 2, x P R3, we have
|upt, xq| À t´1 sup
0ďt1ď2t,|I|ď3
››ΓIu››
L2pR3q
, Γ P A :“ tLa, Bα,Ωab “ x
aBb ´ x
bBau. (2.13)
We note that the importance of the Klainerman-Sobolev inequality to our problem is that
the scaling vector field L0 “ tBt`x
aBa, which does not commute with ´2`m
2, is not needed.
Sobolev-type inequality on the hyperboloids Following from [15], we now introduce
a Sobolev-type inequality adapted to the hyperboloids, which is important in obtaining the
sup-norm estimates for both wave and Klein-Gordon components.
Proposition 2.3. For all sufficiently smooth functions u “ upt, xq supported in tpt, xq : |x| ă
t´ 1u and for all s ě 2, one has
sup
Hs
ˇˇ
t3{2upt, xq
ˇˇ
À
ÿ
|J |ď2
}LJu}L2
f
pHsq, (2.14)
in which the symbol L denotes the Lorentz boosts.
Following from the Sobolev inequality (2.14) and the commutator estimates, we have the
following inequality
sup
Hs
ˇˇ
st1{2upt, xq
ˇˇ
À
ÿ
|J |ď2
}ps{tqLJu}L2
f
pHsq. (2.15)
Hardy inequality
Proposition 2.4. Let φ “ φpxq be a sufficiently smooth function in dimensions ě 3, then it
holds ››r´1φ›› ď Cÿ
a
››Baφ››. (2.16)
One also has Hardy inequality adapted to the hyperboloids, see for instance [16], where
one replaces } ¨ } by } ¨ }L2
f
and Ba by Ba.
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2.4 Commutator estimates
We now recall some well-known facts about the commutators among different vector fields.
Proposition 2.5. The following relations are valid
rBα, Las “ δ0αBa ` δaαBt, rLa,Ωbcs “ δabLc ´ δacLb,
rBα,Ωabs “ δbαBa ´ δaαBb, rΓ,´2`m
2s “ 0,
(2.17)
for all Γ P A “ tLa, Bα,Ωab “ x
aBb ´ x
bBau, with δαβ the Kronecker delta.
3 Unified decay results for linear Klein-Gordon equations
3.1 The homogeneous case
We first consider a simple homogeneous Klein-Gordon equation with m P r0, 1s
´2w `m2w “ 0,`
w, Btw
˘
p0, ¨q “
`
w0, w1
˘
,
(3.1)
and prove the following theorem.
Proposition 3.1 (Unified decay results for homogeneous Klein-Gordon equations). Consider
the initial value problem (3.1), and assume the initial data are compactly supported and satisfy
}w0}H5pR3q ` }w1}H4pR3q ď ǫ, (3.2)
then the following unified decay result is valid
|w| À ǫmintpt` 2q´1,m´1pt` 2q´3{2u. (3.3)
The proof relies on a simple utilization of the Fourier method, which is from the lecture
note by Luk [19] in treating homogeneous wave equations. We first revisit some basics in
Fourier analysis before giving the proof.
Recall the Fourier transform of a nice function φ “ φpxq is defined by
pφpξq :“ ż
R3
φpxqe´2piix¨ξ dx,
and the inverse Fourier transform of a nice function ψ “ ψpξq is defined by
qψpxq :“ ż
R3
ψpξqe2piix¨ξ dξ.
Next we recall some basic but important facts in Fourier analysis.
Proposition 3.2. The following properties hold for a nice function φ “ φpxq:
• Inverse formula.
φ “
qpφ. (3.4)
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• Relation between partial derivatives and Fourier multipliers.
yBaφpξq “ 2πiξapφpξq. (3.5)
• Plancheral identity.
}φ}L2pR3q “
››pφ››
L2pR3q
. (3.6)
Proof of Proposition 3.1. In the Fourier space, the equation (3.1) can be written as
BtBt pwpt, ξq ` ξ2m pwpt, ξq “ 0,
with initial data ` pw, Bt pw˘p0, ¨q “ ` pw0, pw1˘,
in which we used the notation
ξm :“
`
4π2|ξ|2 `m2
˘1{2
.
Next by solving the ordinary differential equation above, we get the explicit solution in the
Fourier space
pwpt, ξq “ cosp2πtξmq pw0pξq ` sinp2πtξmq
2πξm
pw1pξq, (3.7)
which can also be expressed by the following four terms.
pwpt, ξq “ e2piitξm´ pw0pξq
2
`
pw1pξq
2πiξm
¯
` e2piitξm
´ pw0pξq
2
`
pw1pξq
2πiξm
¯
. (3.8)
Then we estimate the inverse Fourier transform of those four terms above, but we notice
that it suffices to estimate the first two terms. We denote by the inverse Fourier transform
of the second term
I1 :“
ż
R3
e2piiptξm`x¨ξq
pw1pξq
2πiξm
dξ.
Without loss of any generality, we assume
x “ p0, 0, |x|q,
and we use the polar coordinates for the first two components of ξ, i.e.
ξ “
`
ρ cos ξθ, ρ sin ξθ, ξ3
˘
, pρ, ξθq P r0,`8q ˆ r0, 2πq,
and thus
dξ “ ρdρdξθdξ3.
It also helps to note that
B|ξ|
Bρ
“
ρ
|ξ|
,
Bξm
Bρ
“
ρ
ξm
,
as well as
Bρe
2piitξm “ 2πit
ρ
ξm
e2piitξm .
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Now relying on these results we further arrive at
I1 “ ´
1
4π2t
ż
R
ż
2pi
0
ż `8
0
Bρe
2piitξme2piix¨ξ pw1 dρdξθdξ3
“
1
4π2t
ż
R
ż
2pi
0
ż `8
0
e2piiptξm`x¨ξqBρ pw1 dρdξθdξ3 ´ 1
2πt
ż
R
e2piiptξm`|x|ξ3q pw1pρ “ 0, ξ3q dξ3
“: I11 ` I12,
where we did integration by parts in the second step. Observe thatż
R
ż
2pi
0
ż `8
0
1
p1` |ξ|2q2
dρdξθdξ3 À 1,
as well as ÿ
a
p1` |ξ|2q2|Ba pw1| Àÿ
a
}p1´∆q2pxaw1q}L1pR3q
ď }w1}H4pR3q,
where we used the fact in the last step that
LppΩq Ă L1pΩq, p ě 1,
when Ω Ă Rd is a compact set. Thus we arrive at
|I11| À t
´1}w1}H4pR3q,
and similarly we can show
|I12| À t
´1}w1}H4pR3q.
To conclude, we have
|I1| À t
´1}w1}H4pR3q. (3.9)
Next we do the same analysis on the inverse Fourier transform of the first term, which we
denote by
I0 :“
ż
R3
e2piiptξm`x¨ξq
pw0pξq
2
dξ.
By adopting the same setting, we proceed and get
I0 “
1
4πit
ż
R
ż
2pi
0
ż `8
0
Bρe
2piitξmξme
2piix¨ξ pw0 dρdξθdξ3
“ ´
1
4πit
ż
R
ż
2pi
0
ż `8
0
e2piitξm
ρ
ξm
e2piix¨ξ pw0 dρdξθdξ3
´
1
4πit
ż
R
ż
2pi
0
ż `8
0
e2piitξmξme
2piix¨ξBρ pw0 dρdξθdξ3
´
1
2it
ż
R
`
ξ23 `m
2
˘
1{2
e2piiptξm`|x|ξ3q pw0pρ “ 0, ξ3q dξ3.
Similarly, we conclude that
|I0| À t
´1}w0}H4pR3q. (3.10)
10
A combination of (3.9) and (3.10) gives
|wpt, xq| À pt` 2q´1
`
}w0}H4pR3q ` }w1}H4pR3q
˘
, t ě 2. (3.11)
On the other hand, we observe that it is easy to show
|wpt, xq| À }w0}H4pR3q ` }w1}H4pR3q, 0 ď t ď 2. (3.12)
Hence we arrive at (3.3) since the bound m´1pt` 2q´3{2 is trivial to prove.
3.2 The inhomogeneous case
Proposition 3.3. Consider the wave-Klein-Gordon equation
´2u`m2u “ f,
`
u, Btu
˘
pt0q “ pu0, u1q,
with mass m P r0, 1s, and assume
}u0}L2pR3q ` }xu1}L2pR3q À Ct0 , }xf}L2pR3q ď Cf t
´1`q,
for some numbers Ct0 and Cf . Then we have
}u}L2pR3q À
$&
%
Ct0 ` Cf t
q, q ą 0,
Ct0 ` Cf log t, q “ 0,
Ct0 ` Cf , q ă 0.
(3.13)
Proof. We write the u equation and solution in the Fourier space pt, ξq:
BtBtpu` ξ2mpu “ pf,
pupt, ξq “ cos `tξm˘pu0 ` sin
`
tξm
˘
ξm
pu1 ` 1
ξm
ż t
t0
sin
`
pt´ t1qξm
˘ pfpt1q dt1.
in which pu0 “xu0, pu1 “xu1, ξm “a4π2|ξ|2 `m2 ě |ξ|.
Next by the fact | sin p|, | cos p| ď 1, we have the L2 norm estimates
}u}L2pR3q
“ }pu}L2pR3q ď }pu0}L2pR3q ` }pu1{ξm}L2pR3q `
ż t
t0
›› pf{ξm››L2pR3qpt1q dt1
ď }pu0}L2pR3q ` }pu1{|ξ|}L2pR3q `
ż t
t0
›› pf{|ξ|››
L2pR3q
pt1q dt1,
where we use the fact |ξ| ď ξm in the last step.
An application of the Hardy inequality in the frequency space gives
}u}L2pR3q À }pu0}L2pR3q ` }Bξpu1}L2pR3q `
ż t
t0
››Bξ pf››L2pR3qpt1q dt1
À }u0}L2pR3q ` }xu1}L2pR3q `
ż t
t0
››xf››
L2pR3q
pt1q dt1.
The proof is complete by recalling the assumptions on f and the basic calculations.
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4 Setting of the iteration process
4.1 The solution space and the solution map
The goal of this section is to design a proper solution spaceX, with a solution map T : X Ñ X.
We will show that the map T is a contraction map by carefully choosing parameters in the
space X.
We now introduce theX-norm of a sufficiently regular function set pφ,ψq “
`
φpt, xq, ψpt, xq
˘
,
which is defined by
}pφ,ψq}X :“ sup
tě2
ÿ
|I|ďN,ΓPA
´
E1pt,Γ
Iφq ` t´δE1pt,Γ
Iψq
¯
` sup
sě2
ÿ
|J |ďN´5,ΓPA
ˆ
Emps,Γ
Jφq1{2 ` s´δE1ps,Γ
Jψq1{2
˙
,
(4.1)
in which 0 ă δ ! 1{10 and C1 " 1 are some constants to be determined, which are fixed once
and for all.
Taking the initial data to the model problem (1.1) into account, we are now ready to
introduce the solution space
X :“
!`
upt, xq, vpt, xq
˘
:
`
u, v
˘
pt0, ¨q “ pu0, v0q,
`
Btu, Btv
˘
pt0, ¨q “ pu1, v1q, }pu, vq}X ď C1ǫ
)
,
(4.2)
in which the same C1 " 1 is some constant to be determined, and ǫ is the size of the initial
data. It is not hard to see that the function space X is complete with respect to the metric
} ¨ }X .
Naturally, the image T pu, vq “ pφ,ψq of pu, vq P X is defined as the solution to the linear
Klein-Gordon equations
´2φ`m2φ “M1v
3 ` PαBαpv
2q,
´2ψ ` ψ “ N1pBtuq
2 `N2u
3 `N3uv,`
φ,ψ
˘
pt0, ¨q “ pu0,v0q,
`
Btφ, Btψ
˘
pt0, ¨q “ pu1, v1q.
(4.3)
The main task in this section is to prove the following proposition.
Proposition 4.1. With properly chosen parameters ǫ, δ, C1, the solution map T satisfies the
following contraction property
}T pu, vq}X ď
1
2
C1ǫ for all pu, vq P X. (4.4)
On one hand, Proposition 4.1 ensures that T pXq Ă X. On the other hand, the proof of
Proposition 4.1 can also be adapted to prove the solution map T is a contraction map. A
combination of these two allows us to rely on the fixed point theorem to prove the existence
of global solutions to (1.1).
4.2 Proof of Proposition 4.1
In order to prove Proposition 4.1, we need to rely on a few lemmas and propositions given
below.
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Lemma 4.2. Let pu, vq P X, then it holds for all Γ P A “ tLa, Bα,Ωabu that
mt3{2|ΓKu| ` t1{2s|BΓKu| ď CC1ǫ, |K| ď N ´ 7,
t3{2s´δ|ΓKv| ` t1{2s1´δ|BΓKv| ď CC1ǫ, |K| ď N ´ 7,
(4.5)
as well as
t|ΓJu| ` t|BΓJu| ` t1´δ|ΓJv| ď CC1ǫ, |J | ď N ´ 5, (4.6)
Proof. The proof of the first two estimates follows from the Sobolev-type inequality on the
hyperboloids in Proposition 2.3, as well as the commutator estimates.
For the last estimate, it follows from the Klainerman-Sobolev inequality (2.13) and the
commutator estimates.
Proposition 4.3 (Energy estimates on the flat slices). Assume pφ,ψq “ T pu, vq with pu, vq P
X, then for all Γ P A we have
E1pt,Γ
Iφq1{2 ď Cǫ` CpC1ǫq
2, |I| ď N,
E1pt,Γ
Iψq1{2 ď Cǫ` CpC1ǫq
2tδ, |I| ď N.
(4.7)
Proof. First, by the energy estimates it holds for all |I| ď N that
Empt,Γ
Iφq1{2 ď Emp2,Γ
Iφq1{2 `
ż t
2
››ΓI`M1v3 ` PαBαpv2q˘››pt1q dt1
ď Emp2,Γ
Iφq1{2 `C
ÿ
I1`I2“I,|I1|ě|I2|,α
ż t
2
››ΓI1Bαv››››ΓI2v››L8 dt1.
We insert the estimates of v and arrive at
Empt,Γ
Iφq1{2 ď Emp2,Γ
Iφq1{2 `CpC1ǫq
2
ż t
2
t1δt1´3{2`δ
ď ǫ` CpC1ǫq
2.
Next, we need to estimate the L2 norm of φ component. Following [8] and for all |I| ď N ,
we observe that
}ΓIφ} ď }ΓIBαΦ
α} ` }ΓIΦ5},
in which Φα,Φ5 are solutions to the following equations:
´2Φα `m2Φα “ Pαv2,`
Φα, BtΦ
α
˘
p2, ¨q “ p0, 0q,
(4.8)
´2Φ5 `m2Φ5 “M1v
3,`
Φ5, BtΦ
5
˘
p2, ¨q “ pu0, u1 ´ P
0v20q.
(4.9)
We notice that
}ΓIBαΦ
α} ď C
ÿ
|I1|ďN
}BαΓ
I1Φα} ď Cǫ` CpC1ǫq
2,
which follows from an energy estimate, and
}ΓIΦ5} ď Cǫ` CpC1ǫq
2,
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which is thanks to the estimate ››ΓIpv3q›› ď CpC1ǫq3t´5{2,
and Proposition 3.3. Hence together with what we have proved for Empt,Γ
Iφq1{2, the first
estimate in (4.7) is now obtained.
Finally we turn to the estimates of ψ component. For |I| ď N , the energy estimates give
us
E1pt,Γ
Iψq1{2 ď E1p2,Γ
Iψq1{2 `
ż t
2
››ΓI`N1pBtuq2 `N2u3 `N3uv˘››pt1q dt1
ď E1p2,Γ
Iψq1{2 ` C
ÿ
I1`I2“I,|I1|ď|I2|
ż t
2
´››ΓI1Btu››L8››ΓI2Btu››` ››ΓI1u2››L8››ΓI2u››
`
››ΓI1v››
L8
››ΓI2u››` ››ΓI1u››
L8
››ΓI2v››¯ dt1.
Since pu, vq P X, we thus have
E1pt,Γ
Jψq1{2 ď E1p2,Γ
Jψq1{2 ` CpC1ǫq
2
ż t
2
t1´1`δ dt1
ď ǫ`CpC1ǫq
2tδ.
By the local estimates of the solution pφ,ψq, we have the following bounds of its hyper-
boloidal energy on the initial slice.
Lemma 4.4. Let pφ,ψq “ T pu, vq with pu, vq P X, then for all |J | ď N ´5 and Γ P A it holds
true that
Emp2,Γ
Jφq1{2 ` E1p2,Γ
Jψq1{2 ď Cǫ`CpC1ǫq
2. (4.10)
Proposition 4.5 (Energy estimates on the hyperboloids). Assume pφ,ψq “ T pu, vq with
pu, vq P X, then we have for all Γ P A that
Emps,Γ
Jφq1{2 ď Cǫ` CpC1ǫq
2, |J | ď N ´ 5,
E1ps,Γ
Jψq1{2 ď Cǫ` CpC1ǫq
2sδ, |J | ď N ´ 5.
(4.11)
Proof. From the energy estimates, we have for all |J | ď N ´ 5
Emps,Γ
Jφq1{2 ď Emp2,Γ
Jφq1{2 `
ż s
2
››ΓJ`M1v3 ` PαBαpv2q˘››L2
f
pHs1 q
ds1
ď Emp2,Γ
Jφq1{2 ` C
ÿ
J1`J2“J,|J1|ě|J2|,α
ż s
2
´››ΓJ1v››
L2
f
pHs1 q
››ΓJ2Bαv››L8pHs1 q
`
››ps1{tqΓJ1Bαv››L2
f
pHs1 q
››pt{s1qΓJ2v››
L8pHs1 q
¯
ds1.
Successively, we get
Emps,Γ
Jφq1{2 ď Emp2,Γ
Jφq1{2 ` CpC1ǫq
2
ż s
2
s1´3{2`3δ ds1
ď Cǫ` CpC1ǫq
2.
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In the process of estimating }ΓJpuvq}L2
f
pHsq, we always take L
2 norm of v and take L8
norm of u. To be more precise, we have
E1ps,Γ
Jψq1{2 ď E1p2,Γ
Jψq1{2 `
ż s
2
››ΓJ`N1pBtuq2 `N2u3 `N3uv˘››L2
f
pHs1q
ds1
ď E1p2,Γ
Jψq1{2 ` C
ÿ
J1`J2“I,|J1|ď|J2|
ż s
2
´››pt{s1qΓJ1Btu››L8pHs1 q››ps1{tqΓJ2Btu››L2f pHs1 q
`
››rΓJ1u2››
L8pHs1 q
››r´1ΓJ2u››
L2
f
pHs1 q
`
››ΓJ1u››
L8pHs1 q
››ΓJ2v››
L2
f
pHs1q
`
››ΓJ2u››
L8pHs1 q
››ΓJ1v››
L2
f
pHs1 q
¯
ds1,
which leads us to
E1ps,Γ
Jψq1{2 ď E1p2,Γ
Jψq1{2 ` CpC1ǫq
2
ż s
2
s1´1`δ ds1
ď Cǫ`CpC1ǫq
2sδ.
Thus the proof is complete.
With the preparations above, we are ready to give the proof of Proposition 4.1.
Proof of Proposition 4.1. We choose C1 ą 0 large enough such that C
1{4
1
ě 2C ` 1 for all
generic constants C appearing in the analysis, and choose ǫ ą 0 very small such that C2
1
ǫ ď
δ ! 1{10. Then by recalling Proposition 4.3 and Proposition 4.5, we easily get
}T pu, vq}X ď
1
2
}pu, vq}X for all pu, vq P X,
which proves Proposition 4.1.
5 Proof of Theorem 1.1
5.1 Proof of the contraction map
The main goal in this section is to prove the following proposition.
Proposition 5.1. Let pu, vq, pru, rvq P X, and pφ,ψq “ T pu, vq, prφ, rψq “ T pru, rvq. If we denote
h “
››pu´ ru, v ´ rvq››
X
, (5.1)
then it is true that ››pφ´ rφ,ψ ´ rψq››
X
ď
1
2
h. (5.2)
Before we proceed, we first write the equations satisfied by the difference
pχ1, χ2q :“
`
φ´ rφ,ψ ´ rψ˘,
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and we find
´2χ1 `m
2χ1 “M1pv ´ rvqpv2 ` vrv ` rv2q ` PαBα`pv ´ rvqpv ` rvq˘,
´2χ2 ` χ2 “ N1pBtu´ BtruqpBtu` Btruq `N2pu´ ruqpu2 ` uru` ru2q
`N3pv ´ rvqu`N3pu´ ruqrv,`
χ1, χ2
˘
p2, ¨q “ p0, 0q,
`
Btχ1, Btχ2
˘
p2, ¨q “ p0, 0q.
(5.3)
We have several useful observations illustrated in the following lemmas. The one right
below gives us the pointwise decay results of the difference variable pu´ ru, v ´ rvq.
Lemma 5.2. With the same notations and assumptions as Proposition 5.1, we have the
following pointwise estimates true for all Γ P A
mt3{2
ˇˇ
ΓKpu´ ruqˇˇ` t1{2sˇˇBΓKpu´ ruqˇˇ ď Ch, |K| ď N ´ 7,
t3{2s´δ
ˇˇ
ΓKpv ´ rvqˇˇ` t1{2s1´δ ˇˇBΓKpv ´ rvqˇˇ ď Ch, |K| ď N ´ 7, (5.4)
as well as
t
ˇˇ
ΓJpu´ ruqˇˇ` tˇˇBΓJpu´ ruqˇˇ` t1´δ ˇˇΓJpv ´ rvqˇˇ ď Ch, |J | ď N ´ 5. (5.5)
Proof. The proof of Lemma 4.2 also applies here.
Lemma 5.3. Consider the equations in (5.3) with the same assumptions as Proposition 5.1,
then initially it holds
E1p2,Γ
Iχ1q
1{2 ` E1p2,Γ
Iχ2q
1{2 ď CC1ǫh, |I| ď N, Γ P A. (5.6)
Furthermore, by the local estimates of the solution pχ1, χ2q, we have the following bounds
of its hyperboloidal energy on the initial slice.
Lemma 5.4. For all |J | ď N ´ 5 and Γ P A it holds true that
Emp2,Γ
Jχ1q
1{2 ` E1p2,Γ
Jχ2q
1{2 ď CC1ǫh. (5.7)
Next we look at the energy estimates of pχ1, χ2q on the flat slices.
Lemma 5.5 (Estimates on the flat slices). With the same assumptions and notations as in
Proposition 5.1, for all Γ P A we have
E1
`
t,ΓIχ1
˘1{2
ď CC1ǫh, |I| ď N,
E1
`
t,ΓIχ2
˘1{2
ď CC1ǫht
δ, |I| ď N.
(5.8)
We omit the proof since a very similar argument to the one in the proof of Proposition
4.3 also applies here. Now we turn to estimate the energies of pχ1, χ2q on the hyperboloidal
slices.
Lemma 5.6 (Estimates on the hyperboloids). For all |J | ď N ´ 5 and Γ P A, we have
Em
`
t,ΓJχ1
˘1{2
ď CC1ǫh,
E1
`
t,ΓJχ2
˘1{2
ď CC1ǫhs
δ.
(5.9)
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The proof is very similar to the one of Proposition 4.5, and we omit it.
We are in a position to prove Proposition 5.1, which further proves Theorem 1.1.
Proof of Proposition 5.1. By recalling the choice of the constants C1, ǫ, and the estimates in
Lemma 5.5 and Lemma 5.6, it is not hard to show
}pχ1, χ2q}X ď
1
2
h,
which proves Proposition 5.1.
Proof of Theorem 1.1. Let pλ
p1q
1
, λ
p1q
2
q be the solution to the equations
´2λ
p1q
1
`m2λ
p1q
1
“ 0,
´2λ
p1q
2
` λ
p1q
2
“ 0,`
λ
p1q
1
, λ
p1q
2
˘
pt0, ¨q “ pu0,v0q,
`
Btλ
p1q
1
, Btλ
p1q
2
˘
pt0, ¨q “ pu1, v1q,
which can be proved to be an element in space X.
Next we define the sequence
pλ
pnq
1
, λ
pnq
2
q :“ T pλ
pn´1q
1
, λ
pn´1q
2
q,
for n ě 2. Then Proposition 5.1 tells us that
`
λ
pnq
1
, λ
pnq
2
˘ X
ÝÑ pu, vq,
which is the only solution to (1.1).
Finally, we observe that
|upt, xq| À mintt´1,m´1t´3{2u
is equivalent to (1.4), and hence the proof is complete.
5.2 High order estimates on the hyperboloids
Looking back at the definition of the } ¨ }X -norm, there is a lack of derivatives for the energy
estimates of the solution pu, vq on the hyperboloids. We will make up that lack in this
subsection, which is stated now.
Proposition 5.7. Let pu, vq be the solution to the system (1.1), and let all the assumptions
in Theorem 1.1 be true, then we have
s´2δEmps,Γ
Iuq1{2 ` s´1{2´δE1ps,Γ
Ivq1{2 ď C1ǫ, |I| ď N, Γ P A. (5.10)
Note that we already know the solution pu, vq to the system (1.1) exists globally, with
moreover }pu, vq}X ď C1ǫ. Many of the estimates for pu, vq established in the analysis are
ready to use. It is not difficult to show Proposition 5.7 relying on the standard bootstrap
method, where we might harmlessly enlarge C1 or shrink ǫ, so we omit its proof.
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