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Abstract. Let ξ0, ξ1, . . . be i.i.d. random variables with zero mean and unit variance. We study the
following four families of random analytic functions:
Pn(z) :=

∑n
k=0
√(
n
k
)
ξkz
k (spherical polynomials),∑∞
k=0
√
nk
k! ξkz
k (flat random analytic function),∑∞
k=0
√(
n+k−1
k
)
ξkz
k (hyperbolic random analytic functions),∑n
k=0
√
nk
k! ξkz
k (Weyl polynomials).
We compute explicitly the limiting mean density of real zeroes of these random functions. More
precisely, we provide a formula for limn→∞ n−1/2ENn[a, b], where Nn[a, b] is the number of zeroes of
Pn in the interval [a, b].
1. Introduction and statement of results
1.1. Introduction. Let ξ0, ξ1, . . . be independent, identically distributed (i.i.d.) random variables
with real values. Consider random polynomials of the form
Qn(z) =
n∑
k=0
ξkz
k, z ∈ C.
The study of real zeroes of random polynomials began with the works of Bloch and Po´lya [5] and Lit-
tlewood and Offord [29, 30, 31]. Assuming that the ξk’s are standard normal, Kac [26] derived an
explicit formula for the expected number of real zeroes of Qn and proved that this number is asymptot-
ically equivalent to 2pi logn, as n→∞. Ibragimov and Maslova [22] proved that the same asymptotics
continues to hold if the ξk’s have zero mean and finite second moment. Further results on the number
of real zeroes, including an asymptotic formula for the variance and a central limit theorem, were
obtained in the subsequent works by Ibragimov and Maslova [23, 35, 34]. For more recent results on
the number of real roots, see [10, 36, 11].
The asymptotic distribution of complex zeroes of Qn is also well-understood. Roughly speaking,
most complex zeroes cluster near the unit circle and their arguments have approximately uniform
distribution, as n→∞. More precisely, if we assign to each complex zero of Qn the weight 1/n, then
by a result of Ibragimov and Zaporozhets [21], the probability that the resulting random probability
measure converges weakly to the uniform distribution on the unit circle equals 1 if and only if E log(1+
|ξ0|) <∞.
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1.2. Four families of random analytic functions. Along with polynomials whose coefficients are
i.i.d. random variables as above, several other ensembles of random polynomials (or, more generally,
random analytic functions) appeared in the literature. These random analytic functions have the form
(1) Pn(z) :=
∞∑
k=0
fn,kξkz
k,
where z ∈ C is a complex variable, (fn,k)n∈N,k∈N0 are real deterministic coefficients to be specified
below, and ξ0, ξ1, . . . are i.i.d. real-valued random variables. The following special cases of (1) proved
to be especially interesting:
(2) fn,k =

√(n
k
)
1{k6n}, binomial, elliptic, or spherical polynomials (SP),√
nk
k! , flat random analytic function (FAF),√(n+k−1
k
)
, hyperbolic random analytic function (HAF),√
nk
k! 1{k6n}, Weyl polynomials (WP).
The first three ensembles appeared in the theoretical physics literature as quantum chaotic eigen-
states [7, 6, 18, 19, 17, 4], in the computational complexity literature [41], see also [27, 20, 42, 39],
and are referred to as the elliptic (or SU(2)), flat (or ISO(2)), and hyperbolic (or SU(1, 1)) ensem-
bles, respectively. If the coefficients ξk have the complex Gaussian distribution, the zero sets of these
ensembles are invariant with respect to the isometries of the elliptic (or spherical)/flat/hyperbolic
two-dimensional geometry [42, 20].
Regarding the complex zeroes of these random analytic functions in the case of non-Gaussian
coefficients, the following is known [25]. Let M(C) be the space of locally finite measures on C
endowed with the vague topology. Let µn be the point process of complex zeroes of Pn, that is µn is
a random element of M(C) given by
µn :=
∑
z∈C : Pn(z)=0
δz,
where δz denotes the unit point mass at z. It was shown in [25] that under the moment assumption
E log(1 + |ξ0|) <∞, the sequence 1nµn converges weakly in probability on M(C) to the deterministic
measure with Lebesgue density
ρ(z) =

pi−1(1 + |z|2)−2 in the SP case,
pi−1 in the FAF case,
pi−1(1− |z|2)−21{|z|<1} in the HAF case,
pi−11{|z|<1} in the WP case.
The aim of the present work is to study the distribution of real zeroes of Pn in the above four cases.
Explicit formulae for the mean density of real zeroes seem to be available only in the case when the ξk’s
have Gaussian distribution; see [12] for an elegant approach based on integral geometry. For example,
in the Gaussian case, the mean density of real zeroes of the spherical polynomial Pn at t ∈ R is exactly√
n (pi(1 + t2))−1. In the non-Gaussian case, it is natural to ask about the asymptotic behavior as
n→∞.
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1.3. Assumption on the variance. Before stating the main result we need to introduce notation
which allows to treat all four cases in a unified way. In the rest of the present paper, ξ0, ξ1, . . . are
real-valued i.i.d. random variables satisfying
(3) Eξ0 = 0, E[ξ20 ] = 1.
In the SP and WP cases, Pn(z) is a random polynomial defined for all z ∈ C. To determine the
radius of convergence in the remaining two cases, observe that for every ε > 0, with probability 1
we have ξn = O(eεn) as n → ∞ by the Borel–Cantelli lemma and Markov inequality. It follows that
in the HAF case, Pn(z) is a random analytic function defined on the open unit disk D = {|z| < 1},
while in the FAF case, Pn(z) is a random analytic function defined on the entire complex plane, with
probability 1. In the following, we restrict z to the respective domain on which Pn is defined.
Consider the quantity
(4) vn(z) := E
[
P 2n(z)
]
=
∞∑
k=0
f2n,kz
2k.
If z is real, this is the variance of Pn(z). In the four cases listed above, vn is explicitly given by
(5) vn(z) =

(1 + z2)n in the SP case, z ∈ C,
exp
(
nz2
)
in the FAF case, z ∈ C,
(1− z2)−n in the HAF case, |z| < 1,∑n
k=0
(nz2)k
k! =
enz2Γ(n+1,nz2)
Γ(n+1) in the WP case, z ∈ C,
where Γ(s, x) =
∫∞
x e−tts−1 dt is the incomplete Gamma function. All four families of random poly-
nomials fulfill a condition that is sufficient for proving almost everything what follows. Namely, there
exists an open, connected set D ⊂ C and an analytic function p : D → C such that
(6) lim
n→∞
vn(z)
enp(z)
= 1
uniformly on every compact subset of D. The function p turns out to determine the limiting mean
density of real zeroes of Pn. We choose D and p : D → C as follows:
(7) p(z) =

log(1 + z2) on D = C\{it : −1 < t < 1} in the SP case,
z2 on D = C in the FAF case,
− log(1− z2) on D = D in the HAF case,
z2 on D = D ∩ {z ∈ C : |e−z2z2| < 1/e} in the WP case.
The fact that (6) holds with this choice of p is trivial in the SP, FAF and HAF cases (where (6)
becomes equality), whereas in the WP case it follows from Proposition 3.1 of [38]. Note that in the
WP case, D contains the interval (−1, 1) in which the real zeroes will be studied.
1.4. Main result. The main result of the present paper identifies the limiting mean density function
of real zeroes for the four families given in (2).
Theorem 1.1. Let ξ0, ξ1, . . . be i.i.d. real-valued random variables satisfying (3). Let Pn be one of the
four random analytic functions defined in (1) and (2), and let the corresponding p : D → C be given
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by (7). If Nn[a, b] denotes the number of real zeroes of Pn in the interval [a, b] ⊂ D ∩ (R\{0}), then
lim
n→∞
ENn[a, b]√
n
= 12pi
b∫
a
√
p′(t)
t
+ p′′(t) dt.
More specifically, using the explicit expression for p given in (7), we obtain the following
Corollary 1.2. For [a, b] ⊆ R\{0} we have
lim
n→∞
ENn[a, b]√
n
=

1
pi
b∫
a
1
1+t2 dt in the SP case,
b−a
pi in the FAF case.
Furthermore, for [a, b] ⊂ (−1, 1)\{0} we have
lim
n→∞
ENn[a, b]√
n
=

1
pi
b∫
a
1
1−t2 dt in the HAF case,
b−a
pi in the WP case.
1.5. Method of proof. In order to study the zeroes of Pn in an interval [a, b], we fix some δ ∈ (0, 1/2)
and divide the interval [a, b] into pieces of length δn−1/2. In Theorem 2.2 we shall prove that on
each such piece [t, t + δn−1/2], the appropriately rescaled stochastic process Pn converges to certain
stationary Gaussian process denoted by Zγ(t); see Figure 1. From this we derive the distributional
convergence of the number of zeroes of Pn in an interval of length δn−1/2 to the number of zeroes of
the stationary Gaussian process in an interval of length δ. The most technically challenging part of
the proof is to turn the distributional convergence into convergence of the corresponding expectations.
To this end, we show in Section 3 that the number of zeroes of Pn in an interval of length δn−1/2 is a
uniformly integrable family of random variables.
1.6. Comments. Under the assumption of finite (2 + δ)-th moment, Theorem 1.1 was established
by Tao and Vu [43] who used the replacement method coming from random matrix theory. Our
method is completely different. Besides relaxing the moment assumption, our method may have some
other advantages. For example, it can be applied in the setting when the ξk’s belong to the domain
of attraction of a stable law, or to study real zeroes of other random analytic functions. Similar
approach has already been applied to real zeroes of random trigonometric polynomials in one and
many variables [15, 1], as well as to random Taylor series [16]. It should be possible to treat random
linear combinations of orthogonal polynomials by similar methods, thus proving the universality of
the limiting mean density function computed in [33, 32] in the case of Gaussian coefficients.
We believe that the second moment assumption on ξ0 is nearly optimal. In fact, it could be replaced
by the slightly more general assumption that ξ0 belongs to the domain of attraction of the normal law.
The proofs would remain almost the same except that a slowly varying factor would appear. To keep
the notation simple, we decided to restrict ourselves to the case when E[ξ20 ] <∞. On the other hand,
we conjecture that coefficients from a stable domain of attraction should lead to a different limiting
mean density function. Presumably, Theorem 1.1 holds even if the interval [a, b] contains 0, but our
method does not allow to prove this because the proof of Lemma 4.1 breaks down at t = 0.
REAL ZEROS OF RANDOM ANALYTIC FUNCTIONS 5
-1.0 -0.5 0.5 1.0
-3
-2
-1
1
2
3
Figure 1. The normalized Weyl polynomial Pn(z)/
√
vn(z) for z ∈ (−1, 1). Here,
the degree is n = 104 and P [ξ0 = ±1] = 1/2. In Theorem 2.2, this process will be
approximated (in windows of size const · n−1/2) by a stationary Gaussian process.
1.7. Notation. In the following, C > 0 (respectively, c > 0) denotes a sufficiently large (respectively,
small) constant that does not depend on n and may change from line to line. Usually, our statements
hold for sufficiently large n > n0 only, where the number n0 also changes from line to line. The floor
and the ceiling functions of x are denoted by bxc and dxe, respectively.
2. Weak convergence to a stationary Gaussian process in a small window
In this section we prove that in a suitable metric space, the appropriately rescaled sequence (Pn)n∈N
converges weakly to a stationary Gaussian process.
2.1. Metric space of analytic functions. The open and the closed disks of radius R > 0 will be
denoted by
DR = {z ∈ C : |z| < R} and DR = {z ∈ C : |z| 6 R},
respectively. Let A(DR) be the space of all functions f : DR → C that are continuous on DR and
analytic on the open disk DR. Endowed with the uniform norm, A(DR) becomes a Banach space and
even a Banach algebra (the disk algebra). Let Areal(DR) be the closed subset of A(DR) consisting of
those functions which take real values on DR ∩ R.
2.2. The limit process. For γ > 0 let (Zγ(t))t∈R be a stationary, real-valued Gaussian process with
zero mean and covariance function
(8) Cov [Zγ(s), Zγ(t)] = exp
(
−γ2 (t− s)
2
)
, t, s ∈ R.
This process can be extended to a random analytic function on the entire complex plane. The probably
simplest way to do this is to define
(9) Zγ(u) := e−γu
2/2
∞∑
k=0
ζk
γk/2uk√
k!
, u ∈ C,
where ζ1, ζ2, . . . are i.i.d. real standard Gaussian random variables. Using that |ζk| = O(
√
log k),
k → ∞, a.s., it is easy to check that the right-hand side of (9) converges uniformly on compact sets
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and hence defines an analytic function of u, with probability 1. Then, one easily checks that (8) holds.
Moreover, for all t, s ∈ C we have
(10) E [Zγ(s)Zγ(t)] = e−
γ
2 (t−s)2 , E
[
Zγ(s)Zγ(t)
]
= e−
γ
2 (t−s)2 .
The expected number of real zeroes of this stationary Gaussian process is recorded in the next lemma.
Lemma 2.1. Let N (γ)∞ [a, b] be the number of real zeroes of Zγ in the interval [a, b] ⊂ R. Then,
EN (γ)∞ [a, b] =
(b− a)
pi
√
γ.
Proof. The covariance function of Zγ satisfies
Cov [Zγ(0), Zγ(t)] = e−
1
2γt
2 = 1− 12γt
2 + o(t2) as t→ 0,
and the claim follows from the Rice formula; see for example [9, Chapter 10] or [2, Eq. (3.2) on
p. 71]). 
2.3. Weak convergence of the random analytic function. Let Pn be a random analytic function
from one of the four ensembles introduced in Section 1.2. Fix δ > 0. We shall show that in a small
window of size δn−1/2 around some point t ∈ D∩(R\{0}) the process Pn looks, upon a proper rescaling
and as n→∞, like the stationary Gaussian process introduced in (9).
Take some t ∈ D ∩ (R\{0}) and consider the process Qn,t given by
(11) Qn,t(z) :=
(
vn
(
t+ z√
n
))−1/2
Pn
(
t+ z√
n
)
.
If we fix some radius R > 0, then for all sufficiently large n, Qn,t(z) is a well-defined random analytic
function on DR and we may consider it as a random element of Areal(DR). Let us now state the
functional limit theorem.
Theorem 2.2. Fix some t ∈ D ∩ (R\{0}). Then, for all R > 0,
Qn,t
w−→
n→∞ Zγ(t) on Areal(DR),
where w−→ denotes weak convergence and γ(t) > 0 is explicitly given by
(12) γ(t) = 14
(
p′(t)
t
+ p′′(t)
)
.
Remark 2.3. The theorem breaks down if t = 0. Indeed, we have Pn(0) = fn,0ξ0, so there can be
no central limit theorem if ξ0 is not Gaussian. For other random analytic functions, functional limit
theorems of the above type appeared in [28, 3, 24, 16].
Proof of Theorem 2.2. We can write Qn,t(z) =
∑∞
k=0 an,k(z)ξk, where an,0(z), an,1(z), . . . are analytic
functions given by
(13) an,k(z) :=
fn,k
(
t+ z√
n
)k√
vn(t+ z√n)
, |z| 6 R.
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Convergence of the finite-dimensional distributions. We need to show that for every d ∈ N and every
z1, . . . , zd ∈ DR,
(14)

ReQn,t(z1)
ImQn,t(z1)
...
ReQn,t(zd)
ImQn,t(zd)

d−→
n→∞

ReZγ(t)(z1)
ImZγ(t)(z1)
...
ReZγ(t)(zd)
ImZγ(t)(zd)
 .
The left-hand side can be represented as∑∞k=0 Vn,k, where Vn,k is the R2d-valued random vector defined
by
Vn,k :=

Vn,k(1)
Vn,k(2)
...
Vn,k(2d− 1)
Vn,k(2d)
 :=

Re an,k(z1)
Im an,k(z1)
...
Re an,k(zd)
Im an,k(zd)
 ξk.
We apply the multivariate version of the Lindeberg CLT stated in Proposition 6.2 of [16] to a triangular
array whose n-th row consists of Vn,0, Vn,1, . . .. To prove the convergence of the covariances it suffices
to show that for all zi, zj ∈ DR,
lim
n→∞E [Qn,t(zi)Qn,t(zj)] = E
[
Zγ(t)(zi)Zγ(t)(zj)
]
,(15)
lim
n→∞E
[
Qn,t(zi)Qn,t(zj)
]
= E
[
Zγ(t)(zi)Zγ(t)(zj)
]
,(16)
because the covariance matrix of ∑∞k=0 Vn,k can be expressed linearly in terms of (15) and (16). For
the first expectation we have
E [Qn,t(zi)Qn,t(zj)] =
∑∞
k=0 f
2
n,k
(
t+ zi√
n
)k (
t+ zj√
n
)k√
vn
(
t+ zi√
n
)
vn
(
t+ zj√
n
)(17)
=
vn
(√
t2 + t zi+zj√
n
+ zizjn
)
√
vn
(
t+ zi√
n
)
vn
(
t+ zj√
n
) ∼ exp
(
np
(√
t2 + t zi+zj√
n
+ zizjn
))
exp
(
n
2
(
p
(
t+ zi√
n
)
+ p
(
t+ zj√
n
)))
as n→∞, where we utilized (6) in the last step. Furthermore, we have√
t2 + tzi + zj√
n
+ zizj
n
= t+ zi + zj2
√
n
− (zi − zj)
2
8nt + o
( 1
n
)
,
as n→∞, and since p is supposed to be analytic,
(18) p
(√
t2 + tzi + zj√
n
+ zizj
n
)
= p(t) + p′(t)
(
zi + zj
2
√
n
− (zi − zj)
2
8nt
)
+ p
′′(t)
2
(zi + zj)2
4n + o
( 1
n
)
.
In addition, we have for l = i, j,
(19) p
(
t+ zl√
n
)
= p(t) + p′(t) zl√
n
+ p
′′(t)
2
z2l
n
+ o
( 1
n
)
.
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Taking (18) and (19) into account and using the identity Qn,t(z) = Qn,t(z), we arrive at
lim
n→∞E [Qn,t(zi)Qn,t(zj)] = exp
(
−12γ(t)(zi − zj)
2
)
,(20)
lim
n→∞E
[
Qn,t(zi)Qn,t(zj)
]
= exp
(
−12γ(t)(zi − zj)
2
)
,(21)
where
(22) γ(t) := 14
(
p′(t)
t
+ p′′(t)
)
.
This proves (15) and (16) in view of the formula for the covariance function of Zγ given in (10).
It remains to verify the Lindeberg condition, namely
(23) lim
n→∞
∞∑
k=0
E
[
V 2n,k(i)1{|Vn,k(i)|>ε}
]
= 0
for all i = 1, . . . , 2d and ε > 0. Define
bn,k := max
i=1,...,d
|an,k(zi)| and b˜n := max
k=0,1,...
bn,k.
Then, V 2n,k(i) 6 b2n,kξ2k for all i = 1, . . . , 2d and thus, for every ε > 0,
∞∑
k=0
E
[
V 2n,k(i)1{|Vn,k(i)|>ε}
]
6
∞∑
k=0
b2n,kE
[
ξ2k1{|ξk|>ε/bn,k}
]
6 E
[
ξ211{|ξ1|>ε/b˜n}
] ∞∑
k=0
b2n,k
6 E
[
ξ211{|ξ1|>ε/b˜n}
] ∞∑
k=0
d∑
j=1
|an,k(zj)|2
6 C E
[
ξ211{|ξ1|>ε/b˜n}
]
.
In the last step we used that for all j = 1, . . . , d,
∞∑
k=0
|an,k(zj)|2 = E[Qn,t(zj)Qn,t(zj)] −→
n→∞ exp
(
2γ(t)(Im zj)2
)
, as n→∞,
by (21). Finally,
lim
n→∞E
[
ξ211{|ξ1|>ε/b˜n}
]
= 0
because E
[
ξ21
]
= 1 <∞ and limn→∞ b˜n = 0 by Lemma 5.1 whose statement and proof are postponed
to Section 5. This verifies the Lindeberg condition (23) and completes the proof of (14).
Tightness. To complete the proof of the theorem we need to show that the probability laws of (Qn,t)n∈N
form a tight sequence on Areal(DR). For random analytic functions, there are especially simple criteria
of tightness. Namely, by [40, Remark on p. 341], it suffices to show that E|Qn,t(z)|2 6 C for all z ∈ DR
and all sufficiently large n ∈ N. But (21) (which holds uniformly over zi, zj ∈ DR) yields
E |Qn,t(z)|2 = E
[
Qn,t(z)Qn,t(z)
]
= exp
(
2γ(t)(Im z)2 + o(1)
)
< C,(24)
thus completing the proof of Theorem 2.2. 
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2.4. Distributional convergence of the number of zeroes. The next lemma transfers the weak
convergence of the scaled random analytic functions Qn,t on Areal(DR) to the convergence in distribu-
tion of the corresponding random number of zeroes in small windows of length δ/
√
n.
Lemma 2.4. Fix some δ > 0 and t ∈ D ∩ (R\{0}). Then, the sequence of random variables
(25)
(
Nn
[
t, t+ δ√
n
])
n∈N
converges in distribution to the number of real zeroes of the Gaussian process Zγ(t)(·) in the interval
[0, δ].
Proof. By (11), Nn[t, t + δ/
√
n] is the number of real zeroes of Qn,t(·) in the interval [0, δ]. By
Theorem 2.2, the latter process converges weakly to Zγ(t)(·) on the space Areal(DR), as n → ∞. We
may take R > δ, so that the interval [0, δ] is contained in the interior of the disk DR of radius R.
To pass to the distributional convergence of real zeroes, we employ the continuous mapping theorem
in the same way as it was done in [24]. By Lemma 4.1 therein, the map which assigns to a function
f ∈ Areal(DR)\{0} the number of zeroes of f in the interval [0, δ] is locally constant (hence, continuous)
on the set of all analytic functions which do not vanish at 0, δ and have no multiple zeroes in the interval
[0, δ]. This set has full measure w.r.t. the law of Zγ(t) (the a.s. absence of multiple zeroes follows from
the Bulinskaya lemma; see, e.g., [24, Lemma 4.3]). Hence, the continuous mapping theorem implies the
distributional convergence of Nn[t, t+ δ/
√
n] to the number of zeroes of Zγ(t) in [0, δ] as n→∞. 
2.5. Proof of Theorem 1.1 assuming uniform integrability. As we shall prove in Lemma 3.1,
below, the sequence (25) is uniformly integrable for 0 < δ < 1/2. Assuming this, we can prove
Theorem 1.1 as follows. Let ε0 > 0 be so small that the interval [a − 2ε0, b + 2ε0] is contained in
D ∩ (R\{0}). Define a function gn : [a− ε0, b+ ε0]→ [0,∞) as follows:
gn(t) = ENn
[
t, t+ δ√
n
]
.
It follows from this definition that for sufficiently large n,
(26)
∫ b−(δ/√n)
a
gn(t) dt 6
δ√
n
ENn[a, b] 6
∫ b
a−(δ/√n)
gn(t) dt.
The distributional convergence stated in Lemma 2.4 and the uniform integrability implied by Lemma 3.1
yield the convergence of the expectations:
(27) lim
n→∞ gn(t) = limn→∞ENn
[
t, t+ δ√
n
]
= EN (γ(t))∞ [0, δ] =
δ
pi
√
γ(t) = δ2pi
√
p′(t)
t
+ p′′(t)
for all t ∈ [a− ε0, b+ ε0]; see also Lemma 2.1 for the expected number of zeroes of the limit process.
Also, it follows from Lemma 3.1 that 0 6 gn(t) 6 C for some constant C > 0 and all sufficiently large
n. Utilizing the dominated convergence theorem, we arrive at
lim
n→∞
∫ b−(δ/√n)
a
gn(t) dt = lim
n→∞
∫ b
a−(δ/√n)
gn(t) dt =
δ
2pi
b∫
a
√
p′(t)
t
+ p′′(t) dt.
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The sandwich lemma, applied to (26), yields
lim
n→∞
ENn[a, b]√
n
= 12pi
b∫
a
√
p′(t)
t
+ p′′(t) dt,
thus completing the proof of Theorem 1.1.
3. Uniform integrability of Nn on intervals of length δn−1/2
3.1. Statement of the main lemmas. We recall that Nn[a, b] is the number of real zeroes of Pn
(defined by (1) and (2)) in the interval [a, b] ⊂ D ∩ R. We aim to prove the following
Lemma 3.1. Fix some 0 < δ < 1/2 and a compact set K ⊂ D ∩ (R\{0}). Let also 1 < κ < 2. Then
there exists a constant C > 0 such that for all sufficiently large n ∈ N and all t ∈ K,
E
[
Nκn
[
t, t+ δ√
n
]]
< C.
We shall deduce Lemma 3.1 from the following two statements whose proofs are postponed:
Lemma 3.2. Fix 1 < κ < 2, an interval [a, b] ⊂ D ∩ R and ε > 0. Then,
lim
n→∞E
[
Nκn [a, b]1{Nn[a,b]>enε}
]
= 0.
Lemma 3.3. Fix some sufficiently small 0 < δ < 1/2 and a compact set K ⊂ D ∩ (R\{0}). Then
there exist constants C > 0 and c > 0 such that
P
[
Nn[t, t+ δn−1/2] > m
]
6 C
(
(2δ)(2/3)m + (2δ)−(1/3)m exp
(
−cn1/5
))
for all n > n0, m ∈ N, and t ∈ K.
Proof of Lemma 3.1 given Lemmas 3.2 and 3.3. For t ∈ K we write
Nn,t,δ := Nn
[
t, t+ δ√
n
]
.
We can find an interval [a, b] ⊂ D ∩ R such that K ⊂ (a, b). Take some ε > 0. Then, for sufficiently
large n, we have Nn,t,δ 6 Nn[a, b] and hence
E
[
Nκn,t,δ1{Nn,t,δ>enε}
]
6 E
[
Nκn [a, b]1{Nn[a,b]>enε}
]
< C
in view of Lemma 3.2. Thus, it suffices to show that E
[
Nκn,t,δ1{Nn,t,δ6enε}
]
< C. Let m0 = m0(n, δ)
be chosen such that
(28) exp
(
c
4n
1/5
)
6 (2δ)−m0/3 6 exp
(
c
2n
1/5
)
,
where c > 0 is the small constant from Lemma 3.3. It follows from (28) that
(29) (2δ)2m0/3 6 exp
(
− c2n
1/5
)
.
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Observe that {Nn[t, t + δn−1/2] > 1} ⊇ {Nn[t, t + δn−1/2] > 2} ⊇ . . . is a non-increasing sequence of
events. Therefore,
E
[
Nκn,t,δ1{Nn,t,δ6enε}
]
6 E
[
N2n,t,δ1{Nn,t,δ6enε}
]
6
benεc∑
m=1
(2m− 1)P
[
Nn[t, t+ δn−1/2] > m
]
6
m0∑
m=1
(2m− 1)P
[
Nn[t, t+ δn−1/2] > m
]
+ P
[
Nn[t, t+ δn−1/2] > m0
] benεc∑
m=m0+1
(2m− 1),
where we observe that m0 < en
ε for sufficiently large n, as follows from (28). Applying Lemma 3.3 we
obtain, for sufficiently small ε > 0,
E
[
Nκn,t,δ1{Nn,t,δ6enε}
]
6 C
∞∑
m=1
(2m− 1) (2δ)2m/3 + C exp
(
−cn1/5
) benεc∑
m=1
(2m− 1) (2δ)−1/3m
+ Ce2nε
(
(2δ)2m0/3 + (2δ)−m0/3 exp
(
−cn1/5
))
6 C + Ce2nε exp
(
− c2n
1/5
)
< C,
where we used (28) and (29). 
3.2. Proof of Lemma 3.2. We fix 1 < κ < 2, an interval [a, b] ⊂ D ∩ R and ε > 0. Our aim is to
prove that
(30) lim
n→∞E
[
Nκn [a, b]1{Nn[a,b]>enε}
]
= 0.
Proof of (30). First of all, the statement is trivial for spherical and Weyl polynomials because the
number of real zeroes of a degree n polynomial is bounded by n. In the following, we consider the
FAF and the HAF cases only. In particular, the coefficients fn,k do not vanish. The first step of the
proof uses an argument based on the Jensen theorem which follows an idea of [22] as developed in [16].
Since P [ξ0 = 0] 6= 1, we can choose a sufficiently small 0 < η < 1 such that
q := P [|ξ0| 6 eη] < 1.
For k = 0, 1, . . . consider the events
Bk := {|ξ0| 6 eη, . . . , |ξk−1| 6 eη, |ξk| > eη} .
Keep in mind that
P [Bk] = qk(1− q) and
∞⋃
k=0
Bk = Ω mod P,
where (Ω,A,P) is the probability space we are working on. Let P (k)n denote the k-th derivative of Pn.
On the event Bk we have ∣∣∣P (k)n (0)∣∣∣ = k!fn,k|ξk| > k!fn,keη > k!fn,kη.
We shall use the abbreviation Nn = Nn[a, b]. By the theorem of Rolle, Nn can be upperbounded by
the number of zeroes of P (k)n in the interval [a, b] plus k. Choosing r := max{|a|, |b|}, we can estimate
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Nn by the number of zeroes of P (k)n in the disk D¯r plus k. Jensen’s theorem (see, e.g. [8, pp. 280–281])
applied to P (k)n yields that on the event Bk,
(31) Nn 6 k +
1
log (R/r) log
sup|z|=R |P (k)n (z)|
|P (k)n (0)|
 6 k + C log
1
η
∞∑
j=k
(
j
k
)
fn,j
fn,k
|ξj |Rj−k
 ,
where we have chosen R such that r < R ∈ D ∩ R. Besides, on Bk we have
(32) 1
η
∞∑
j=k
(
j
k
)
fn,j
fn,k
|ξj |Rj−k > |ξk|
η
> e.
On the other hand, we shall show in Lemma 5.2, below, that there is C > 0 such that for all n ∈ N,
k ∈ N0,
(33)
∞∑
j=k
(
j
k
)
fn,j
fn,k
Rj−k 6 C
fn,k
( 2
R log(A/R)
)k
exp
(
n
2 p
(√
AR
))
,
where R < A ∈ D ∩R is a constant independent of n and k and p : D → C is given by (7). Using the
same idea as in the standard proof of the Markov inequality, we obtain the estimate
E
[
Nκn1{Nn>enε}∩Bk
]
= E
[
N2n
N2−κn
1{Nn>enε}∩Bk
]
6 E
[
N2n
enε(2−κ)
1{Nn>enε}∩Bk
]
6 e−nε(2−κ)E
[
N2n1Bk
]
which holds for all k = 0, 1, . . .. The inequality (a+b)2 6 2a2 +2b2, for all a, b ∈ R, combined with (31)
allows us to conclude that
E
[
Nκn1{Nn>enε}∩Bk
]
6 Ce−nε(2−κ)
k2P [Bk] + E
log2
1
η
∞∑
j=k
(
j
k
)
|ξj |fn,j
fn,k
Rj−k
1Bk
 .(34)
Since the function x 7→ log2(x) is concave for x > e and in view of (32), we may use the inequality of
Jensen (on the event Bk) to obtain the estimate
E
log2
1
η
∞∑
j=k
(
j
k
)
|ξj |fn,j
fn,k
Rj−k
1Bk
 6 P [Bk] log2
 1
P [Bk]
E
1
η
∞∑
j=k
(
j
k
)
|ξj |fn,j
fn,k
Rj−k1Bk
 .
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Treating the term with j = k separately, using the independence of (ξk)k∈N0 , the observation E [|ξj |1Bk ] =
P [Bk]E|ξ1| 6 P [Bk] for j > k, and (33), we obtain for sufficiently large n the estimate
E
log2
1
η
∞∑
j=k
(
j
k
)
|ξj |fn,j
fn,k
Rj−k
1Bk

6 P [Bk] log2
E [|ξk|1Bk ]
ηP [Bk]
+ 1
P [Bk]
E
1
η
∞∑
j=k+1
(
j
k
)
|ξj |fn,j
fn,k
Rj−k1Bk

6 P [Bk] log2
E
[
|ξk|1{|ξk|>eη}
∏k−1
l=0 1{|ξl|6eη}
]
ηqk(1− q) +
1
η
∞∑
j=k+1
(
j
k
)
fn,j
fn,k
Rj−k

6 P [Bk] log2
E
[
|ξk|1{|ξk|>eη}
]
η(1− q) +
C
ηfn,k
( 2
R log(A/R)
)k
enp(
√
AR)/2

6 P [Bk] log2
(
C + C
ηfn,k
( 2
R log(A/R)
)k
enp(
√
AR)/2
)
.
(35)
We have to estimate the right-hand side. Recall that
f2n,k =
{
nk
k! in the FAF case,(n+k−1
k
)
in the HAF case.
In the FAF case, we can use the inequality (a+ b)2 6 2(a2 + b2) to obtain the estimate
log2(f2n,k) = (k logn− log(k!))2 6 2k2 log2 n+ 2 log2(k!) 6 C(k4 + 1)n2.(36)
In the HAF case, we have
log2(f2n,k) = log2
((
n+ k − 1
k
))
6 log2 ((n+ k)!) 6 C(n+ k)4 6 8C(n4 + k4).(37)
Taking together the estimates (36) and (37) we obtain the following estimate which is valid both for
HAF and FAF:
(38) log2(f2n,k) 6 C(k4 + 1)n4 for all k ∈ N0, n ∈ N.
For a given C > 1 there exists a constant C˜ > 0 such that log2(C+x) 6 log2 x+C˜ for all x > 0. Using
this observation together with the estimate (38) and the inequality (a+b+c+d)2 6 4(a2 +b2 +c2 +d2),
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we can estimate the right-hand side of (35) as follows:
P [Bk] log2
(
C + C
ηfn,k
( 2
R log(A/R)
)k
enp(
√
AR)/2
)
6 C˜P [Bk] + P [Bk] log2
(
C
ηfn,k
( 2
R log(A/R)
)k
enp(
√
AR)/2
)
= C˜P [Bk] + P [Bk]
(
log C
η
− 12 log
(
f2n,k
)
+ k log
( 2
R log(A/R)
)
+ n2 p
(√
AR
))2
6 C˜P [Bk] + 4P [Bk]
(
log2 C
η
+ 14 log
2
(
f2n,k
)
+ k2 log2
( 2
R log(A/R)
)
+ n
2
4 p
2
(√
AR
))
6 CP [Bk] (k4 + 1)n4,
where in the last step we estimated terms of the form 1, k2, n2 by n4, k4n4, n4, respectively. Combining
this with the above estimates (34) and (35) yields
E
[
Nκn1{Nn>enε}1Bk
]
6 Ce−nε(2−κ)P [Bk] (k4 + 1)n4 = Ce−n
ε(2−κ)n4(k4 + 1)qk(1− q).
Therefore, taking the sum over k = 0, 1, . . ., we arrive at
E
[
Nκn1{Nn>enε}
]
=
∞∑
k=0
E
[
Nκn1{Nn>enε}1Bk
]
6 Ce−nε(2−κ)n4
∞∑
k=0
(k4 + 1)qk(1− q).
The right-hand side converges to 0 as n → ∞ because the sum is a finite constant. This completes
the proof of (30). 
3.3. Proof of Lemma 3.3. Fix some sufficiently small 0 < δ < 1/2, some 1 < κ < 2 and a compact
set K ⊂ D ∩ (R\{0}). Our aim is to prove that there exist constants C > 0 and c > 0 such that
(39)
P
[
Nn[t, t+ δn−1/2] > m
]
6 C
(
(2δ)(2/3)m + (2δ)−(1/3)m exp
(
−cn1/5
))
for all n,m ∈ N, for all t ∈ K.
Proof of (39). Recall from (11) that the process Qn,t is given by
Qn,t(z) =
(
vn
(
t+ z√
n
))−1/2
Pn
(
t+ z√
n
)
.
For T > 0 and m ∈ N we write
(40) P
[
Nn[t, t+ δn−1/2] > m
]
6 P
[
Nn[t, t+ δn−1/2] > m, |Qn,t(0)| > T
]
+ P [|Qn,t(0)| < T ]
and estimate the terms on the right-hand side separately.
The first term on the right-hand side of (40) will be estimated by using a lemma of Ibragimov and
Maslova [22]; see also [16, Lemma 4.4] for the proof in the generality needed here. In our setting, this
lemma states that
P
[
Nn[t, t+ δn−1/2] > m, |Qn,t(0)| > T
]
6 δ
2m
(m!)2T 2 supx∈[0,δ]
E
∣∣∣Q(m)n,t (x)∣∣∣2 ,
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whereQ(m)n,t denotes the m-th derivative ofQn,t. Since for sufficiently large n, the function (Qn,t(z))|z|<2
is analytic, Cauchy’s integral formula for analytic functions yields, for all x ∈ [0, δ],∣∣∣Q(m)n,t (x)∣∣∣ = m!2pi
∣∣∣∣∮
∂D
Qn,t(z)
(z − x)m+1 dz
∣∣∣∣ 6 m!2pi
∫
∂D
|Qn,t(z)|
(1− δ)m+1 |dz|,
where ∂D = {|z| = 1} is the unit circle. After squaring, taking the expectation and using Jensen’s
inequality for the quadratic function two times we obtain
E
∣∣∣Q(m)n,t (x)∣∣∣2 6 (m!)24pi2(1− δ)2m+2E
(∫
∂D
|Qn,t(z)| |dz|
)2
6 (m!)
2
2pi(1− δ)2m+2E
∫
∂D
|Qn,t(z)|2 |dz|
6 (m!)
2
2pi(1− δ)2m+2
∫
∂D
E|Qn,t(z)|2 |dz|
6 (m!)
2
(1− δ)2m+2 supz∈∂DE|Qn,t(z)|
2.
Since the above holds for arbitrary x ∈ [0, δ], it follows that
sup
x∈[0,δ]
E
∣∣∣Q(m)n,t (x)∣∣∣2 6 (m!)22pi(1− δ)2m+2 sup|z|61E |Qn,t(z)|2 .
Using the estimate given in (24) (with R = 1) we find a constant C > 0 such that
E |Qn,t(z)|2 6 C for all |z| 6 1, n ∈ N, t ∈ K.
Taking everything together yields the following estimate for the first term on the right-hand side of
(40):
(41) P
[
Nn[t, t+ δn−1/2] > m, |Qn,t(0)| > T
]
6 C
T 2
δ2m
(1− δ)2(m+1) 6
C
T 2
(
δ
1− δ
)2m
6 C
T 2
(2δ)2m ,
for every T > 0, where we used that 0 < δ < 1/2 in the last step.
The second term on the right-hand side of (40) will be estimated in Lemma 4.1, below, which states
that
P [|Qn,t(0)| < T ] 6 C
(
T + T−1/2 exp
(
−cn1/5
))
.
Taking the estimates for both terms on the right-hand side of (40) together, we obtain
P
[
Nn[t, t+ δn−1/2] > m
]
6 C
(
(2δ)2m
T 2
+ T + T−1/2 exp
(
−cn1/5
))
.
Optimizing the bound by choosing T = (2δ)(2/3)m completes the proof of (39). 
4. Estimating the probability of small values of Pn
Recall from (11) that
Qn,t(0) =
Pn(t)√
vn(t)
=
∞∑
k=0
fn,kt
k√
vn(t)
ξk.
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The main result of the present section is the following lemma that estimates the probabilities of small
values of Qn,t(0).
Lemma 4.1. Fix a compact set K ⊂ D ∩ (R\{0}). There exist constants C = C(K) > 0 and
c = c(K) > 0 such that
P [|Qn,t(0)| < T ] 6 C
(
T + T−1/2 exp
(
−cn1/5
))
for all T > 0, n > n0 and for all t ∈ K.
Proof. The first step is a smoothing argument similar to that used by Ibragimov and Maslova [22].
Take some λ > 0 (to be chosen explicitly at the very end of the proof) and consider the random
variable
Q˜n := Qn,t(0) + Θλ,
where Θλ is the sum of two independent random variables that are uniformly distributed on the
interval [−λ, λ] and independent of Qn,t(0). The characteristic function of Θλ is given by
ψλ(u) := E [exp (iuΘλ)] =
sin2(uλ)
u2λ2
.
For T > 0 we have the estimate
(42) P [|Qn,t(0)| 6 T ] 6 P
[∣∣∣Q˜n∣∣∣ 6 32T
]
+ P
[
|Θλ| > 12T
]
.
In the following we shall estimate the two terms on the right-hand side of (42).
Second term of on the right-hand side of (42). By Chebyshev’s inequality,
(43) P
[
|Θλ| > 12T
]
6 4λ
2
3T 2 .
First term on the right-hand side of (42). Let ϕ˜n denote the characteristic function of Q˜n, that is
ϕ˜n(u) = ψλ(u)
∞∏
k=0
ϕ(an,ku),
where ϕ(u) := E exp (iuξ0) is the characteristic function of ξ0 and
an,k :=
fn,kt
k√
vn(t)
.
The density of Q˜n exists because the random variable Θλ is absolutely continuous. Using the inversion
formula for the Fourier transform, the distribution function of |Q˜n| can be written as
P
[∣∣∣Q˜n∣∣∣ 6 y] = 12pi
y∫
−y
∞∫
−∞
ϕ˜n(u)e−iux du dx =
1
pi
∞∫
0
sin(yu)
u
Re ϕ˜n(u) du
6 y
pi
∞∫
0
ψλ(u)
∞∏
k=0
|ϕ (an,ku)| du
(44)
for all y > 0, where in the last inequality we used the bounds | sin(yu)| 6 yu and |Re ϕ˜n(u)| 6 |ϕ˜n(u)|.
Since ∑∞k=0 a2n,k = 1 for all n ∈ N, we can view {a2n,k : k ∈ N0} as a discrete probability distribution
on N0. In fact, in our four special cases of interest this distribution is given by
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• the binomial distribution Bin(n, q(t)) in the SP case,
• the Poisson distribution Poi(nq(t)) in the FAF case,
• the negative binomial1 distribution NBin(n, q(t)) in the HAF case,
• the Poisson distribution Poi(nq(t)) conditioned to the interval {0, . . . , n} in the WP case,
where
(45) q(t) :=

t2/(1 + t2) in the SP case,
t2 in the WP and the FAF case,
1− t2 in the HAF case.
Indeed, in the SP case we have
(46) a2n,k =
f2n,kt
2k
vn(t)
=
(
n
k
)(
t2
1 + t2
)k ( 1
1 + t2
)n−k
=
(
n
k
)
q(t)k(1− q(t))n−k.
Similarly, in the HAF case we have
(47) a2n,k =
f2n,kt
2k
vn(t)
=
(
n+ k − 1
k
)
(1− t2)nt2k =
(
n+ k − 1
k
)
q(t)n(1− q(t))k.
Finally, in the FAF case,
(48) a2n,k =
f2n,kt
2k
vn(t)
= e−nt2 (nt
2)k
k! .
The WP case is similar to the FAF case except that now we have the restriction k ∈ {0, . . . , n} and
the definition of vn(t) should be modified. Observe also that as long as t ∈ K, q(t) is bounded away
from 0 (in all four cases) and from 1 (in the binomial and negative binomial cases).
The aforementioned discrete distributions are unimodal and their mode will be denoted by
mn := arg maxk=0,1,...a2n,k.
If there are several modes, we agree to take the smallest one. Since the random variables ξ0, ξ1, . . . are
supposed to have zero mean and unit variance, their characteristic function ϕ(u) = E exp (iuξ0) can
be estimated by
(49) |ϕ(u)| 6 exp
(
−u
2
4
)
for all u ∈ [−c˜, c˜]
provided c˜ > 0 is sufficiently small. Let us cover [0,∞) by the following intervals:
Γn,0 := [0, c˜/an,mn) , Γn,∞ := [c˜/an,0,∞) ,
Γn,k := [c˜/an,k, c˜/an,k−1), for k = 1, . . . ,mn,
and define
In,k :=
∫
Γn,k
ψλ(u)
∞∏
j=0
|ϕ(an,ju)| du.(50)
1A random variable Z has negative binomial distribution NBin(n, p) if P [Z = k] =
(
n+k−1
k
)
pn(1− p)k for k = 0, 1, . . ..
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With this notation, we can write (44) as follows:
(51) P
[∣∣∣Q˜n∣∣∣ 6 y] 6 y
pi
(
In,0 + In,∞ +
mn∑
k=1
In,k
)
.
In the following, we shall estimate the integrals In,k.
Estimate for k = 0. For u ∈ Γn,0 we have maxj=0,1,... |an,ju| 6 c˜ and therefore we can estimate all
factors |ϕ(an,ju)| in the nontrivial way by using (49), thus arriving at
(52) In,0 =
∫
Γn,0
ψλ(u)
∞∏
j=0
|ϕ(an,ju)| du 6
c˜/an,mn∫
0
exp
−u24
∞∑
j=0
a2n,j
 du 6 ∞∫
0
exp
(
−u
2
4
)
du 6 C,
where we also used the estimate |ψλ(u)| 6 1.
Estimate for k =∞. On the interval Γn,∞ we can use only the trivial estimate |ϕ(an,ju)| 6 1, which
gives
(53) In,∞ =
∫ ∞
c˜/an,0
ψλ(u)
∞∏
j=0
|ϕ(an,ju)| du 6
∫ ∞
c˜/an,0
1
u2λ2
du = an,0
c˜λ2
= fn,0
c˜λ2
√
vn(t)
= O(e−nε)
for sufficiently small ε > 0, where the last step follows from fn,0 = 1 and the formula for vn(t); see (5).
Estimate for k ∈ {1, . . . ,mn}. On the interval Γn,k, we are able to estimate the first k factors of the
product ∏∞j=0 |ϕ(an,ju)| non-trivially by (49), while the remaining factors must be estimated trivially
by |ϕ(an,ju)| 6 1. It is convenient to introduce the partial sums of a2n,j as follows:
Fn,k :=
k−1∑
j=0
a2n,j .
For any k ∈ {1, . . . ,mn}, the following estimate holds:
In,k 6
c˜/an,k−1∫
c˜/an,k
1
u2λ2
exp
(
−u
2
4 Fn,k
)
du 6
∞∫
c˜
√
Fn,k/an,k
√
Fn,k
s2λ2
exp
(
−s
2
4
)
ds
6 Can,k
λ2
exp
(
−ν Fn,k
a2n,k
)
for some sufficiently small ν > 0, where we used the inequality
∫∞
x s
−2e−s2/4 ds 6 Cx−1e−x2/8, for all
x > 0 and some sufficiently large C. Taking the sum, we may write
(54)
mn∑
k=1
In,k 6
C
λ2
bmn−n1/10√nc∑
k=1
an,k +
mn∑
k=dmn−n1/10√ne
exp
(
−ν Fn,k
a2n,k
) .
In the following, we shall estimate both sums on the right-hand side of (54). But first we need to
introduce some notation. Let X1, X2, . . . be a sequence of i.i.d. random variables with
X1 ∼

Bin(1, q(t)) in the SP case,
Poi (q(t)) in the FAF or WP case,
NBin(1, q(t)) in the HAF case,
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where q(t) is defined by (45). Consider their partial sums Sn :=
∑n
j=1Xj . The convolution properties
of the above three distributions combined with (46), (47), (48) imply that for all k ∈ N0 we have
a2n,k =
{
P [Sn = k] in the SP, HAF and FAF cases,
P [Sn = k | Sn 6 n] in the WP case,
and, consequently,
Fn,k =
{
P [Sn < k] in the SP, HAF and FAF cases,
P [Sn < k | Sn 6 n] in the WP case.
In the following, we shall estimate a2n,k and Fn,k using various refinements of the central limit
theorem. Alternatively, the same could be done by using the Stirling formula. Define µ = µ(t) and
σ = σ(t) to be the mean and the variance of X1, namely
µ := EX1 =
{
q(t) in the SP, FAF and WP cases,
(1− q(t))/q(t) in the HAF case,
σ2 := VarX1 =

q(t)(1− q(t)) in the SP case,
q(t) in the FAF and WP cases,
(1− q(t))/q2(t) in the HAF case.
Observe that the functions t 7→ µ(t) and t 7→ σ2(t) are continuous and do not vanish on the compact
set K ⊂ D∩(R\{0}). Thus, both functions are bounded away from 0 and∞, which we shall repeatedly
use in the sequel.
First sum on the right-hand side of (54). There exists a constant γ˜ > 0 such that in all four cases of
interest, the mode mn satisfies |mn−nµ| 6 γ˜. Indeed, the (smallest) mode of the Poisson distribution
with mean nq(t) is given by dnq(t)e − 1. Similarly, for the binomial distribution with parameters
(n, q(t)), the mode is d(n + 1)q(t)e − 1, while for the negative binomial distribution with parameters
(n, q(t)) it is d(1− q(t))(n− 1)/q(t)e − 1. This observation on the mode mn yields
(55) Fn,dmn−n1/10√ne 6 Fn,dnµ+γ˜−n1/10√ne.
By Theorem 1 of Chapter 14, Section 6 of [14] (which states that the central limit theorem holds in the
sense of asymptotic equivalence provided the standardized deviation from the mean does not exceed
o(n1/6)), we obtain in all cases except the WP,
Fn,dnµ+γ˜−n1/10√ne = P
[
Sn 6 bnµ+ γ˜ − n1/10
√
nc
]
= P
[
Sn − nµ
σ
√
n
6 bnµ+ γ˜ − n
1/10√nc − nµ
σ
√
n
]
∼ Φ
(
−n
1/10
σ
+O
( 1
σ
√
n
))
6 C exp
(
−n1/5/C
)
,
as n → ∞, where Φ is the standard normal distribution function satisfying Φ(z) ∼ e−z2/2/(√2pi|z|)
as z → −∞. In the last step we used that the function t 7→ σ(t) is continuous and hence bounded on
K. In the WP case we have
Fn,dnµ+γ˜−n1/10√ne =
P
[
Sn 6 bnµ+ γ˜ − n1/10
√
nc
]
P [Sn 6 n]
.
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Since µ(t) = t2 < 1 stays bounded away from 1 for t ∈ K, P [Sn 6 n] converges to 1 by the law of
large numbers, and the same argument as in the FAF case applies. Therefore, for sufficiently small
c > 0, in all four cases it holds that
(56)
bmn−n1/10√nc∑
k=1
an,k 6 mn
√
Fn,dmn−n1/10√ne 6 Cmn exp
(
−n1/5/(2C)
)
6 C exp
(
−cn1/5
)
.
Second sum on the right-hand side of (54). Let us now estimate Fn,k and a2n,k uniformly over the
range k ∈ {dmn − n1/10
√
ne, . . . ,mn}. Again, consider any of the four models except the WP. By
Theorem 1 of Chapter 14, Section 6 of [14], we have
Fn,k = P [Sn < k] ∼ Φ
(
k − nµ
σ
√
n
)
= Φ(xn,k), as n→∞,
where we used the abbreviation
xn,k := (k − nµ)/(σ
√
n)
and the fact that xn,k = o(n1/6) in the aforementioned range of k. To estimate a2n,k, we use a refined
form of the local limit theorem. By Theorem 13 on p. 205 in [37], we have
(57) P [Sn = k] =
1
σ
√
2pin
exp
(
−x
2
n,k
2
)(
1 + 1√
n
κ3
6σ3
(
x3n,k − 3xn,k
)
+ o
( 1√
n
))
,
uniformly over k ∈ Z, where κ3 is the third cumulant of X1. For k ∈ {dmn − n1/10
√
ne, . . . ,mn} we
have xn,k = o(n1/6) and therefore the above simplifies to
a2n,k = P [Sn = k] ∼
1
σ
√
2pin
exp
(
−x
2
n,k
2
)
, as n→∞.
Using the inequality Φ(x) > 1√2pi
1
1+x2 e
−x2/2, x ∈ R, we obtain
Fn,k
a2n,k
> c11 + x2n,k
e−x
2
n,k/2 · σ√n ex2n,k/2 = c1σ
√
n
1 + x2n,k
> c2n2/5.
This leads to the estimate
(58)
mn∑
k=dmn−n1/10√ne
exp
(
−ν Fn,k(t)
a2n,k(t)
)
6 mn exp
(
−c2n2/5
)
6 C exp
(
−cn1/5
)
that is valid in the SP, FAF and HAF cases. In the WP case, we have
Fn,k
a2n,k
= P [Sn < k | Sn 6 n]
P [Sn = k | Sn 6 n] =
P [Sn < k]
P [Sn = k]
, k = 0, . . . , n,
so that the same argument as above applies, thus establishing (58) in the WP case.
In any of the four cases, recalling (54) and using the estimates (56) and (58), we arrive at
(59)
mn∑
k=1
In,k 6
C
λ2
exp
(
−cn1/5
)
.
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Completing the proof of Lemma 4.1. Taking the estimates (52), (53) and (59) together and plugging
them into (51) yields
P
[∣∣∣Q˜n∣∣∣ 6 y] 6 Cy (1 + 1
λ2
exp
(
−cn1/5
))
.
Recalling (42) and (43) and taking y = 3T/2 we arrive at
P [|Qn,t(0)| 6 T ] 6 C
(
T + T
λ2
exp
(
−cn1/5
)
+ λ
2
T 2
)
.
Choosing λ2 = T 3/2 exp
(
−cn1/5
)
optimizes this bound and completes the proof of Lemma 4.1. 
5. Auxiliary lemmas
In the following lemma we prove a statement which was used in the proof of Theorem 2.2 when
verifying the Lindeberg condition. Recall from (13) that we defined
an,k(z) :=
fn,k
(
t+ z√
n
)k√
vn(t+ z√n)
.
Lemma 5.1. Fix some t ∈ D ∩ (R\{0}). Then, for every z ∈ C we have
lim
n→∞ maxk=0,1,... |an,k(z)|
2 = 0.
Proof. Let sn = t+ z√n . Then,
(60) |an,k(z)|2 =
f2n,k|sn|2k√
vn(sn)vn(s¯n)
=
f2n,k|sn|2k
vn(|sn|) ·
vn(|sn|)√
vn(sn)vn(s¯n)
6 C
f2n,k|sn|2k
vn(|sn|)
because by (17) and (20) (where we take zi = z, zj = z¯),
vn(|sn|)√
vn(sn)vn(s¯n)
= E[Qn,t(z)Qn,t(z¯)] −→
n→∞ exp
(
2γ(t)(Im z)2
)
.
In the following we shall use a probabilistic interpretation of the right-hand side of (60). For each
n ∈ N let Xn,1, . . . , Xn,n be i.i.d. random variables with
Xn,1 ∼

Bin(1, pn) in the SP case,
Poi (pn) in the FAF or WP case,
NBin(1, pn) in the HAF case,
where
pn =

|sn|2/(1 + |sn|2) in the SP case,
|sn|2 in the FAF or WP case,
1− |sn|2 in the HAF case.
Define their sum Sn = Xn,1 + . . . + Xn,n. Then, recalling the definition of fn,k in (2) and using the
convolution property of the binomial, Poisson and negative binomial distributions, we can write
f2n,k|sn|2k
vn(|sn|) =
{
P [Sn = k] in the SP, HAF and FAF cases,
P [Sn = k | Sn 6 n] in the WP case,
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for all k ∈ N0. The computations are analogous to those in the proof of Lemma 4.1; see (46), (47),
(48). Note that in the WP case, limn→∞ pn = t2 ∈ (0, 1), so that limn→∞ P [Sn 6 n] = 1 by the law
of large numbers for the Poisson distribution. Therefore, in all four cases it suffices to prove that
(61) lim
n→∞ maxk=0,1,...P [Sn = k] = 0.
We shall do this by utilizing the Kolmogorov–Rogozin inequality; see Eq. (A) on page 290 of [13]. For
a real-valued random variable Y let
(62) Q(Y ; r) := sup
x∈R
P [Y ∈ [x, x+ r]] , r > 0,
denote the concentration function of Y . For all three distributions of interest it is easy to check that
(63) Q
(
Xn,1;
1
2
)
= max
k=0,1,...
P [Xn,1 = k] < 1− ε
for some ε > 0. Indeed, in the binomial case Xn,1 ∼ Bin(1, pn) we have
Q
(
Xn,1;
1
2
)
= max{pn, 1− pn} −→
n→∞ max{p, 1− p} with p =
t2
1 + t2 ∈ (0, 1).
In the negative binomial case Xn,1 ∼ NBin(1, pn) we have
Q
(
Xn,1;
1
2
)
= pn −→
n→∞ 1− t
2 ∈ (0, 1).
Finally, in the Poisson case we have
Q
(
Xn,1;
1
2
)
= max
k=0,1,...
e−|sn|2 |sn|
2k
k! −→n→∞ maxk=0,1,... e
−t2 t2k
k! < 1
since t 6= 0. In all four cases, the Kolmogorov–Rogozin inequality (see Corollary 1 on page 304 of [13])
yields
max
k=0,1,...
P [Sn = k] = Q
(
Sn;
1
2
)
6 C
(
n∑
k=1
(
1−Q
(
Xn,k;
1
2
)))−1/2
6 C
′
√
n
,
thus proving (61) and Lemma 5.1. 
The following lemma was used in the proof of Lemma 3.2.
Lemma 5.2. Let the fn,k’s (and the corresponding set D) be chosen as in (2) (respectively, (7)). Fix
R ∈ D ∩ R, R > 0. Then there exist constants C > 0 and A > R,A ∈ D ∩ R, such that
∞∑
j=k
(
j
k
)
fn,jR
j 6 C
( 2
log(A/R)
)k
exp
(
n
2 p
(√
AR
))
for all n ∈ N, k ∈ N0,
where p : D → C is given by (7).
Proof. Choose some A ∈ D ∩ R such that R < A < e2R. The Cauchy-Schwarz inequality in the
`2-space yields
(64)
∞∑
j=k
(
j
k
)
fn,jR
j 6
√√√√ ∞∑
j=k
f2n,j(AR)j
√√√√√ ∞∑
j=k
(
j
k
)2 (
R
A
)j
.
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First factor on the right-hand side of (64). The assumption on vn stated in (6) yields the estimate
(65)
√√√√ ∞∑
j=k
f2n,j(AR)j 6
√
vn(
√
AR) 6 Cenp(
√
AR)/2,
where the function p : D → R is given by (7).
Second factor on the right-hand side of (64). The function x 7→ x2k(R/A)x attains its maximum at
argmaxx∈[0,∞) x2k
(
R
A
)x
= 2klog(A/R) =: xk > k.
Using the inequality
(n
k
)
6 nk/k! for all n > k and splitting the sum at this maximum yields
∞∑
j=k
(
j
k
)2 (
R
A
)j
6 1(k!)2
∞∑
j=k
j2k
(
R
A
)j
= 1(k!)2
dxke∑
j=k
j2k
(
R
A
)j
+
∞∑
j=dxke+1
j2k
(
R
A
)j .
(66)
In the first sum in (66) we estimate every term by the maximum and then use the Stirling formula:
1
(k!)2
dxke∑
j=k
j2k
(
R
A
)j
6 dxke x
2k
k
(k!)2
(
R
A
)xk
6
( 2
log(A/R)
)2k+1 k2k+1
(k!)2 e
−2k 6 C
( 2
log(A/R)
)2k
.(67)
The sequence (j2k(R/A)j)j>dxke is monotone decreasing and thus the second term of the sum in (66)
can be estimated by the corresponding integral:
1
(k!)2
∞∑
j=dxke+1
j2k
(
R
A
)j
6 1(k!)2
∞∫
xk
x2k
(
R
A
)x
dx = 1(k!)2
∞∫
xk
x2k exp
(
x log
(
R
A
))
dx
=
(
log
(
A
R
))−(2k+1) 1
(k!)2
∞∫
2k
u2ke−u du
6
(
log
(
A
R
))−(2k+1) Γ(2k + 1)
(k!)2 6 C
( 2
log (A/R)
)2k
.
(68)
Combining the results of (67) and (68) with (66) we arrive at
(69)
√√√√√ ∞∑
j=k
(
j
k
)2 (
R
A
)j
6 C
( 2
log(A/R)
)k
.
Taking (64), (65) and (69) together completes the proof. 
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