Abstract: This paper presents four design methods for the speed control of a mechatronics application characterized by variable parameters: variable reference, variable load disturbance and variable moment of inertia. The variations of the operating conditions and also the variations of the process parameters require the development of advanced control solutions. In this context the development of advanced control solutions will be influenced and justified significantly by the knowledge of a detailed mathematical model of the process and its parameters. In order to obtain high performance speed control for the electric drive system, referred to as the strip winding system, four proportional-integral (PI) gainscheduling control solutions are developed and tested: (1) a PI Switching-I Gain-Scheduling version with bump-less switching between three control algorithms (PI-SIGS), (2) a PI Switching-II Gain-Scheduling version with a switching logic based on Euclidean distance metric (PI-SIIGS); (3) a PI Gain-Scheduling version with a switching logic based on a generalization of the monovariable case of the Lagrange interpolating parameter value method (PI-LGS), and (4) a PI Gain-Scheduling version with a switching logic based on a Cauchy kernel distance metric (PI-CGS). The continuous-time speed controllers are tuned by the Modulus Optimum method (MO-m) and are discretized using Tustin's method. The proposed and developed control solutions were embedded in a conventional control structure (CCS) which involves the switching between different digital control algorithms and are validated by means of simulation results. The strip winding system is discussed in this paper due to its applicability as a controlled plant in the field of mechatronics systems.
INTRODUCTION
The mechatronics system considered in this paper is the strip winding system (SWS), which is a complex and nonlinear mechanism that wraps a brass strip on a reel. The overall system behaviours and the plant parameters are changed due to the wrapping of the strip which actually determines the increase of the reel radius, which in turn leads to the modification of the moment of inertia. The main goal of the control, in order to avoid the breaking of the strip, is to keep constant the resistance force of the material (frs) and also the linear velocity of the reel (vl). So, in order to ensure good control performance it is necessary to provide bump-less switching between several algorithms and at the same time it is necessary to recalculate the controller parameters (Stinean et al., 2013a; Stinean et al., 2013b) . Well justified relations are required in order to recalculate the controller parameters. The conditions for calculating the controller parameters and the choice of the number of control algorithms are problems which need to be solved by the designer.
The fact that the linear controllers can only function in certain vicinities of a single operating point, determines the gain-scheduling (GS) technique to be one of the most common ones for nonlinear control systems design. Its increasing popularity in many engineering applications results from the fact that the scheduling variable should have a slow variation and should capture the nonlinearities of the plant (Shamma and Athans, 1990; Veselý and Ilka, 2013; Fozo et al., 2017) . In the last three decades, representative gain-scheduling control solutions have been proposed for different processes and some of them will be briefly analyzed as follows. An analysis for two types of nonlinear gainscheduled control systems and the conditions which guarantee stability, robustness, and performance properties of these designs are presented in (Shamma and Athans, 1990) . Based on the physical significance of the equilibrium manifold linearization model and the self-feedback mechanism of shock motion, a gain-scheduling controller for nonlinear shock motion is developed in (Tao et al., 2007) . In (Michino et al., 2009 ) a high gain adaptive output feedback controller for a magnetic levitation system is designed by introducing two different virtual filters and using back stepping strategy. A design methodology of gain scheduled controllers for wind turbines is proposed in (Bianchia et al., 2012) to deal with multi-variable and high order models as those produced by high fidelity aeroelastic simulators. A robust gain-scheduling Smith proportional-integral-derivative (PID) controller with pole placement constraints for second order linear parameter varying systems with time varying delay is discussed in (Puig et al., 2012 ). An adaptive fuzzy gain-scheduling sliding mode control approach for attitude regulation of unmanned quadrotors is suggested in (Yang and Yan, 2016) . The design of adaptive fuzzy gain-scheduling of PI controller for wind energy conversion systems based on doubly fed induction generator is investigated in (Bedoud et al., 2016) . A theoretical study on the dynamic shape control problem of deployable mesh reflectors via feedback approaches using gain-scheduling method is given in (Xie et al., 2016) . Other gain-scheduling control solutions for interesting experimental applications are presented in (Dounis et al., 2013; Veselý and Ilka, 2013; Bojan-Dragos et al., 2016) .
The paper is focused on the design and implementation of four PI gain-scheduling control solutions meant for controlling the angular speed of the SWS. These solutions include PI controllers, because, as shown in (Åström and Hägglund, 2005) , even if the controller has a simple structure, the I component determines a zero steady-state control error. In addition, the PI controllers can be subjected to the design of advanced and efficient control structures that include fuzzy logic, sliding mode and robust control. The controller design is carried out in terms of the following steps: (i) a detailed preliminary study of the process is done with focus on the parameters' variability, (ii) the nonlinear mathematical model (MM) is derived under the condition that the thickness of the strip that is wrapped on the reel is sufficiently small, (iii) only in the design step, the transfer function (t.f.) of the plant is accepted as linearized equivalent second-order benchmark-type t.f. connected to certain parameter values, and (iv) the designed control solutions are tested with respect to the performance specifications and using the detailed (nonlinear) MM.
The paper offers four new contributions: 1. the interpretation of the extended nonlinear model as second-order benchmark type MM, 2. the design and implementation of four GS control techniques, 3. the digital validation of the gain-scheduled structures with PI controllers dedicated to the speed control of the SWS with continuously variable parameters, and 4. the comparative analysis of all adaptive gain-scheduling control techniques to highlight the achieving of the specified control system performance.
The paper is divided into the following topics: the conventional control structure (CCS) and simplified MMs are presented in Section 2. The design and the implementation of the four proposed gain-scheduling control techniques are given in Section 3. Section 4 presents a comparative analysis of all adaptive control solutions and digital simulation results concerning the proposed control solutions developed for the speed control of a mechatronics application. The main conclusions are pointed out in Section 5.
STRIP WINDING SYSTEM
The mechatronics application that is controlled in this paper consists of an electric drive system with continuously variable parameters (namely reference, load disturbance and moment of inertia), rigid coupling and a strip rolling reel. The SWS presents two specific features in operation: (1) due to the wrapping of the strip, the moment of inertia of the rolling reel (Jr) will increase over time; (2) in order to avoid the breaking of the strip, the resistance force of the material (frs) and also the linear velocity of the reel (vl) must remain constant:
(1)
Taking into account these aspects, the total moment of inertia, the reel radius variation and the angular speed reference input can be expressed as
where: Jtot(t) -the total moment of inertia of the system The nonlinear MM of the SWS and the numerical values of system parameters used in the CCS design are given in (Stinean et al., 2013a; Stinean et al., 2013b) . The achieved mathematical models are simplified, in the form of, for instance, second-order benchmark-type t.f.s
where: kCP -the controlled process gain, TΣ -the small time constant, Tm -the mechanical time constant and TΣ << Tm. Relying on this benchmark-type t.f., speed control structures and controller designs can be applied.
COMPARATIVE STUDY OF FOUR PI GAIN-SCHEDULING CONTROLLERS
The continuously variable parameters of the SWS determine the occurrence of modifications in the controllers. Consequently, the solutions that employ a switching logic among several control algorithms (c.a.s) offer a good option. A correlation and connection between the switching conditions and the changes of the plant must be ensured. The adaptive controllers offer an additional benefit by taking into account these changes and by retuning their parameters. If needed, using Kharitonov's method in the linear case or Liapunov's method in the nonlinear case, a stability analysis test can be performed for the adjacent domains (Precup et al., 2013; Blažič et al., 2014) .
Using (3), the design of the proposed GS controller versions starts with the design and tuning of the following continuoustime PI control algorithms with the t.f.
where: kC -the controller gain and Ti -the integral time constant, kc=kC/Ti. The control algorithms are designed and tuned by the MO-m referred in (Åström and Hägglund, 2005 The continuous-time PI controllers are discretized using Tustin's method with the sampling period Ts=0.00025 s, resulting three discrete-time PI controllers with the t.f.s , 1 ) (
where z -1 represents the backward shift operator. The parameters of the digital control algorithms
After the design of the discrete-time PI controllers for three values of Jtot, four GS control solutions, namely Switching-I GS, Switching-II GS, Lagrange GS, Cauchy GS, are developed in order to improve the control system performance with the following c.a.:
where k is the discrete time argument, e(k)=ωref(k)-ω(k) is the control error sequence, ω(k) is the process output sequence, ωref(k) is the reference input sequence, qi(k), i{0,1} are the discrete-time PI tuning parameters designed in the next subsections according to the proposed GS control version. In the last three versions -Switching-II GS, Lagrange GS, Cauchy GS -the discrete-time PI tuning parameters are extended with a first-order lag filter:
where the parameter β{0,0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8} controls the transition speed between controller parameters and qi,GS(k) are regarded as reference inputs calculated as shown next for each of the four proposed GS versions.
Switching-I Gain-Scheduling Controller
The Switching-I GS (SIGS) controller is based on the c.a. (7), where the discrete-time PI tuning parameters
are obtained based on the switching between three PI c.a.s according to 
For the electric drive system with variable parameters the switching logic is realised according to Fig. 2 (a) .
Fig. 2. The mechanical time constant and total moment of inertia variation as function of reel radius (a) and detailed block diagram of controller switching (SIGS version).
The modification of the mechanical time constant (Tm=f(Jtot(t))) and the modification of the total moment of inertia (Jtot) versus the reel (r(t)), are detailed in Fig. 2 (a) , where: r -the variable parameter which imposes the switching condition, r1, r2 -the switching values (included in the switching conditions), r0, r3 -the initial value, respectively final value of r and R01, R02, R03 -the values for which the controllers are developed. The block diagram of the controller is given in Fig. 2 (b) .
Switching-II Gain-Scheduling Controller
The Switching-II GS (SIIGS) controller is based on the switching between three PI controllers, and during the digital simulation the PI controller parameters correspond to the nearest moment of inertia, which are selected based on the Euclidean distance metric:
SIIGS stands out for Switching-II Gain-Scheduling version, Jtot represents the current total inertia, and where inf indicates the largest positive number stored in the computer.
Lagrange Gain-Scheduling Controller
The Lagrange GS (LGS) controller is based on the monovariable case, also given in (Tao et al., 2007) , of the Lagrange interpolating parameter value method as follows:
the superscripts j denote different total inertia values, and all coefficients αLGS (j) in the first summation in (14) are normalized to add up to 1.
Cauchy Gain-Scheduling Controller
The Cauchy GS (CGS) controller is based on a Cauchy kernel distance metric resulting in the Cauchy GS control solution. This approach directly takes into account all previous data samples:
The last three GS versions, SIIGS, LGS and CGS, are detailed in the block diagram given in Fig. 3. 
SIMULATION RESULTS
The CCS was developed and tested on the SWS with variable moment of inertia in the framework of four proposed speed control solutions. The PI controllers were designed for three fixed values of the total moment of inertia, Jtot Table 1 . The system's response to an appropriate change of the reference input that causes an increased reel radius and leads to a moment of inertia variation for the electrical drive system with variable parameters is illustrated in Fig. 4, Fig. 5 and Fig. 6 .
Fig. 3. Detailed block diagram of the last three GS versions (SIIGS, LGS and CGS).
A performance comparison between the analyzed control solutions is carried out in terms of the mean square error (MSE) values included in Table 2 . The values of the MSE, which cumulate the control errors over the time horizon of m sampling intervals, considered as a global performance index, between the model outputs ωref,k and the real-world system outputs ωk, are defined as: Table 2 following conclusions can be drawn: (1) the justification for employing PI controllers in combination with switching controllers is given by the variation of the parameters and by the existence of the process nonlinearities; (2) the results given in Figs. 4-6 (c) and (d) point out that no substantial differences are observed in terms of reel radius and total moment of inertia for all GS techniques; (3) the MSE values for SIGS version will always be the same, due to the fact that the switching between the three PI c.a.s is according to relation (10) and also because the discrete-time PI tuning parameters do not depend on β; (4) the SIIGS version is less effective in comparison with the SIGS version because more than 60% of the MSE values are greater than the MSE value for SIGS version; (5) the LGS version is more effective in comparison with the SIIGS version because all the MSE values are smaller than the SIIGS MSE values; (6) the results given in Table 2 point out that the best performances have been achieved by the CGS version due to the fact that more than 60% of the MSE values are smaller than the MSE value for SIGS version and (7) based on the comparative analysis of the four adaptive control solutions it can be highlighted that the proposed control solutions -SIGS, SIIGS, LGS and CGSproved viable and ensure a good reference tracking ability.
CONCLUSIONS
This paper has provided details regarding the design and implementation of four GS techniques aiming to control the speed for a mechatronics system with variable parameters. The proposed GS versions were embedded in a CCS which involves the switching between different digital c.a.s and are validated by means of simulation results.
The design of the PI controllers was made on the basis of second-order benchmark-type t.f.s connected to certain parameter values. The extended nonlinear MM was used in testing the proposed control solution, due to the fact that this model is closer to the real-world system behaviour.
The motivation to use PI controllers is to obtain a zero steady-state control error. The motivation for the design of PI controllers in the variant with switching controllers is justified by the presence of the process nonlinearities, the overall system behaviours and by the parameters variation. All GS techniques are transparent, relatively simple to understand and to implement and based on simulation results it can be concluded that these control solutions proved viable and ensure a good reference tracking ability.
The methodical selection of parameters for the PI GS control will constitute the goal of future research by certifying the optimal tuning in terms of employing classical and modern optimization and artificial intelligence techniques (Sánchez Boza et al., 2011; Haidegger et al., 2012; Pozna et al., 2012; Arsene et al., 2015; Xu and Vilanova, 2015; Tran and Vang, 2017) dealing with various applications (Filip, 2008; Vaščák and Hirota, 2011; Fioriti and Chinnici, 2017; Kovács, 2017; Mac et al., 2017; Padula et al., 2017; Vrkalovic et al., 2017) .
In the future, the design and development of control structures with neural network-based and fuzzy logic GS controllers as well as hybrid structures to ensure increased performance, will be the focus of research. 
