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1 Introduction
1.1 Anisotropic adaptation in finite element method
The most physical problems considered within the area of civil engineering may be de-
scribed by partial differential equations. Examples include diffusion and heat conduc-
tion problems, the calculation of electrostatic potential distributions, and the calculation
displacement fields in linear elasticity. The aforementioned problems, as well as many
others, are in general too complex to be solved analytically. The finite element method
is one of the numerical methods that can be used in such situations. Other methods in-
clude the finite difference method, the finite volume method and the boundary element
method. In this work we will exclusively consider the finite element method (FEM). It is
the most common numerical tool for analysis of diverse structural systems. It was first
formulated for the problem of torsion of a cylinder in 1943 by Courant [19]. Since then,
it has come a long way.
When investigating real-world problems one is primarily interested in an accurate
solution computed with as little effort as possible. The presence of numerical error
in calculations has been a principal source of concern since the beginning of computer
simulations of physical phenomena. In the numerical solution of practical problems of
physics and engineering such as, e.g., computational fluid dynamics, elasticity, or semi-
conductor device simulation one often encounters the difficulty that the overall accuracy
of the numerical approximation is deteriorated by local singularities such as, e.g., singu-
larities arising from re-entrant corners, interior or boundary layers, or sharp shock-like
fronts.
The topic of our work is a special class of problems which can be solved very effi-
ciently by a non-classical finite element method. Some boundary value problems yield
a solution which exhibits little variation in one direction but much change in an an-
other direction. Such solutions are called anisotropic. Examples include functions which
are almost constant or linear on one direction, and which have a boundary or interior
layer. An equivalent description is that an anisotropic function shows an almost one-
dimensional behavior. By this we mean that the function varies significantly only per-
pendicularly to a certain manifold. Typical problems with anisotropic solutions include
the diffusion-convection-reaction equation (see e.g. [8]), the Poisson equation in a three-
dimensional domain with an edge of an interior angle larger than pi (see e.g. [10]), and
other problems arising from fluid dynamics or weather simulation, for example. Func-
tions which are not anisotropic are called isotropic - clearly, this distinction is not a strict
mathematical partitioning of the set of functions but rather a matter of degree.
One feature of the classical finite element method is that the ratio of the diameters of
the circumscribed and inscribed sphere of a finite element is bounded. Such meshes are
referred to as isotropic meshes. But when an anisotropic solution as mentioned above
occurs it is sensible to violate this condition and to employ highly stretched elements
instead. From a heuristic point of view, as well as from anisotropic interpolation analysis
(see [6]), it is natural to use a small mesh size in the direction of the rapid variation
of the solution, and a larger mesh size in the direction of little variation (i.e. along
the manifold of anisotropy). We also say the mesh is anisotropically aligned with the
solution, and we refer to it as anisotropic mesh. In this way one hopes to capture the
important features of the solution with much less elements than when using an isotropic
mesh. Numerical evidence confirms that problems with anisotropic solutions can indeed
be solved more efficiently on anisotropic meshes (i.e. with less degrees of freedom, less
computational effort, or less memory to achieve the same accuracy). If the anisotropy
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of a solution occurs along a curved manifold then the anisotropic mesh (i.e. stretched
elements) has to follow that curved manifold.
Some important problem classes which frequently yield anisotropic solutions include
diffusion-convection-reaction equations and flow simulation (see e.g. [41]). In our work
we consider the singularly perturbed reaction-diffusion equation −ε2∆u + κ2u = f as
a model problem. It displays certain typical features of the aforementioned problems,
for example boundary layers which can be discretized advantageously with anisotropic
meshes. In the case of singularly perturbed problems the special mesh adaptivity is
desirable. Triangles should not only adapt in size but also in shape, to fit the function to
be approximated better. The singularly perturbed reaction-diffusion problem typically
requires triangles stretched along the boundary or in the direction of the interior layer
[5, 6, 9].
1.2 Error estimation and convergence of adaptive procedure
Numerical error is intrinsic in such situations: The discretization process of transform-
ing a continuum model of physical phenomena into one manageable by digital computers
cannot capture all of the information of embodied models characterized by partial dif-
ferential equations or integral equations. The questions of the approximation error and
how the error can be controlled, measured, and effectively minimized have confronted
computational mechanicians, practitioners, and theorists alike since the earliest appli-
cations of numerical methods to problems in engineering and science.
Concrete advances toward the resolution of such questions have been made in the
form of theories and methods of a posteriori error estimation, whereby the computed
solution itself is used to assess the accuracy. The remarkable success of some a pos-
teriori error estimators has opened a new chapter in computational mathematics and
mechanics that could revolutionize the subject. By effectively estimating the error, the
possibility of controlling the entire computational process through new adaptive algo-
rithms emerges.
Of course, the calculation of the a posteriori error estimate should be far less ex-
pensive than the computation of the numerical solution. Moreover, the error estimator
should be local and should yield reliable upper and lower bounds for the true error in a
user-specified norm. In this context one should note, that global upper bounds are suf-
ficient to obtain the numerical solution with an accuracy below a prescribed tolerance.
Local lower bounds, however, are necessary to ensure that the grid is correctly refined
so that one obtains a numerical solution with a prescribed tolerance using a (nearly)
minimal number of grid points.
When the quality of error estimation is to be assessed, one often encounters the
terms reliable, efficient and asymptotically exact. To explain these terms, define the so-
called effectivity index to be the ratio of the estimated error and the true error (in some
norm). Primarily one is interested in estimators that reliably bound the error, i.e. the
error is guaranteed to be smaller then some estimated value. Such estimators are called
reliable. In other words, the error is bounded from above, and the effectivity index is
bounded from below. Secondly, an estimator is said to be efficient if it bounds the error
from below. This corresponds to the effectivity index, bounded from above. Efficient
local estimators are desirable in order to reduce the global error by refining elements
with large local error contributions. In our exposition we will refer to the lower and
upper bound of the error respectively. Lastly, an estimator is said to be asymptotically
exact if the effectivity index tends to one as the discretization becomes finer. There is
a large variety of a posteriori error estimation techniques. We do not aim at giving an
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overview of all related works here, instead we refer to [4, 47] and citations therein.
Disposing of an a posteriori error estimator, an adaptive mesh refinement process
has the following general structure:
Step 1. Construct an initial mesh T0 representing sufficiently well the geometry of
the problem. Put k := 0.
Step 2. Solve the discrete problem on Tk.
Step 3. For each element K of Tk compute the a posteriori error estimate.
Step 4. If the estimated global error is sufficiently small then stop.
Step 5. Based on the information obtained in Step 3 reconstruct the old mesh (refine-
ment and possibly coarsening) to get the next mesh Tk+1. Replace k by k + 1 and return
to Step 2.
Beside the robustness of the error estimation the success of the adaptive process
rests itself on the appropriate mesh reconstruction procedure. In other words, the re-
lation between Step 3 and Step 5 has to guarantee in some suitable way the quality of
the solution/mesh after some steps of the adaptive process. Long time the restructur-
ing Step 5 was based only on the heuristic ideas, see George [25, 26], Liseikin [38, 39],
Dolejsˇı´ [22] and many others.
Only recently mathematicians could prove, starting with the pioneer work of Do¨rfler
[23], that using some special refinement techniques the error on the new, adaptively
generated mesh is significantly smaller than the error on the actual mesh. This idea was
then further developed by Morin, Nochetto and Siebert [40], Binev, Dahmen and Devore
[15], Stevenson [43] and the work for the reaction-diffusion problem by Stevenson [44].
In this context we should mention the work by Vassilevski, Dyadechko and Lip-
nikov [45] where not itself the convergence of the adaptive process is discussed, but the
quasi-optimality of the resulting mesh. This paper is based on the aforementioned ideas
stamming from George [25, 26] and Liseikin [38, 39].
1.3 Aim of this work and outline
The present work includes three main contributions to the theory of the adaptive finite
element method on anisotropic meshes:
1. The hierarchical a posteriori error estimator is developed for the reaction-diffusion
problem on anisotropic meshes.
2. The lack of the equilibrated residual method regarding insolvability of the auxil-
iary problems is considered and the solution possibility is provided.
3. Diverse adaptive algorithms based on the a posteriori error estimation for the Pois-
son and reaction-diffusion problems on anisotropic meshes are provided, starting
with the simplest idea for the Poisson problem on isotropic meshes. The corre-
sponding error reduction estimates are proved for each case.
After this introduction we start with the basics needed for the rest of the work in
Section 2, including the model problem description, the mesh requirements, some basic
inequalities and various notation.
In Chapter 3 the validity of the strengthened Cauchy-Schwarz inequality is con-
firmed. In fact, it is shown that there exists a positive constant γ < 1, such that
(x, y) ≤ γ‖x‖ ‖y‖, ∀x ∈ V1, y ∈ V˜2,
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where V1 is the original piecewise linear finite element space, V˜2 is the enrichment space,
needed in Section 6.3. We emphasize that the constant γ in the strengthened Cauchy-
Schwarz inequality for the chosen pair of spaces is strictly smaller then 1 and indepen-
dent of the aspect ratio and the perturbation parameters. This inequality is one of the
main ingredients for the proof of the robustness of the hierarchical error estimator. Fur-
thermore , we verify the Cauchy-Schwarz inequality for two additional pairs of spaces
which are needed for the analysis of the hierarchical error estimator and the analysis of
adaptive algorithm for the reaction-diffusion problem.
Chapter 4 starts with the repetition of the isotropic residual a posteriori error es-
timator for the Poisson problem (Section 4.1) and then deals with adaptive convergent
algorithms on isotropic meshes. The convergence of the adaptive finite element method
is understood in the sense that there exists a positive constant β < 1, such that in some
norm ‖u−uk‖ ≤ Cβk holds, where u is the exact solution, uk is the finite element approx-
imation in k steps of the adaptive algorithm. Such algorithms with the special marking
and refinement strategies are known for the case of Poisson and reaction-diffusion prob-
lems on isotropic meshes. Two known adaptive algorithms are described in Sections 4.2
and 4.3. The marking strategy not only takes into account the usual information given
by the edge and element error indicators, but also involves the additional control of the
data oscillation terms in order to guarantee the convergence. The refinement strategy
usually includes the creation of a new node inside each marked triangle. This, however,
is not a must – the creation of a new node can be avoided for all triangles where the
edge error indicator dominates the element error indicator. We describe this possibility
in Section 4.4 and successively prove the convergence of the corresponding algorithm
in Section 4.5. At the end of this chapter, in Section 4.6 it is noted that the edge error
indicators usually dominate in the error estimator for the Poisson problem.
Chapter 5 starts with repeating the a posteriori residual error estimator for the an-
isotropic case in Section 5.1. We find out in Section 5.2 that the weights in the edge
error indicator on anisotropic meshes is not uniquely defined. Furthermore we provide
the range of possible values of this weight, for which all the robustness estimates hold
true. Based on the idea from the isotropic case, the adaptive algorithm allowing an-
isotropic mesh refinement is developed and analyzed in this chapter – one can analyze
the edge and element error indicators separately, and according to this information only
the marked entities (edges/elements) should be appropriately refined. In Section 5.3 the
adaptive algorithm is given. It satisfies the convergence property for the Poisson prob-
lem with a parameter β depending on the alignment measure m1, as shown in Section
5.4.
In Chapter 6 we deal with the a posteriori error estimators for the singularly per-
turbed reaction-diffusion problem. Section 6.1 states the equilibrated residual method.
Among others, the equilibrated residual method involves the solution of an infinite di-
mensional local problem on each element. In practical computations an approximate
solution to this local problem was successfully computed. Nevertheless, up to now no
rigorous analysis has been done showing the appropriateness of any computable ap-
proximation. This demands special attention since an improper approximate solution
to the local problem can be fatal for the robustness of the whole method. In the present
work we provide one of the possible approximations in Subsection 6.1.7 and prove that
the method is not affected by the approximate solution of the local problem. As for the
rest, Section 6.1 consists of the repetition of the known results needed for the proof.
In Section 6.3 we give a proof of the error reduction property. The error reduc-
tion property signifies that using the quadratic finite element basis we achieve strictly
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higher accuracy than with linear ones. That is, in some norm ‖ · ‖:
‖u− u2‖ ≤ α‖u− u1‖, where α < 1,
where u1 is the usual linear finite element solution, u2 is the solution using the enriched
finite element space. However, as it was shown in the paper by Do¨rfler and Nochetto
[24], there are examples where the error reduction fails in this form (the equation f =
−∆u was set under consideration). The modification done there concerns on additional
term – the so-called data oscillation appears in the right hand side. For more details
on data oscillation see [24]. Their proof of the error reduction property was based on
the residual a posteriori error estimator. More recently, Agouzal [1] has given a proof
for the error reduction property for the reaction-diffusion equation. The proof in this
case does not involve any theory of residual a posteriori error estimators. Since [1] is
not easy to transfer to anisotropic case the proof of the present work mainly follows the
lines of the work [24], but appears to be much more technical. The estimate obtained
in Section 6.3 is not only uniform with respect to the mesh size, but also with respect
to the aspect ratio and the perturbation parameters κ and ε. Furthermore, in Section
6.4 the error reduction property and the strengthened Cauchy-Schwarz inequality are
utilized in order to show the reliability and the efficiency of the proposed hierarchical
error estimator. The final estimates are in accordance with [35] and [27]. The numerical
experiments presented in Section 6.5 confirm our formulas for the robustness of the
error estimator and show the validity of the saturation assumption.
In Chapter 7 we deal with the adaptive algorithm that allows anisotropic triangu-
lations works in addition for the reaction-diffusion problem. The error reduces in each
adaptive step, but the convergence property does not seem to be possible to be proven
for this algorithm because of additional data oscillation terms. Numerical experiments
in Section 7.4 confirm the theory for the adaptive algorithm. The adaptive algorithm
shows its potential by creating the anisotropic mesh for the problem with the boundary
layer starting with a very coarse isotropic mesh.
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2 Preliminaries
2.1 The model problem and its discretization
Let Ω ⊂ R2 be an open domain with polyhedral boundary ∂Ω. Consider the reaction-
diffusion equation with homogeneous Dirichlet boundary conditions
−ε2∆u+ κ2u = f in Ω, u = 0 on ∂Ω, (2.1)
where κ and ε is the nonnegative constants. If ε ¿ 1, then we have a singularly per-
turbed problem. Many physical phenomena lead to singularly perturbed problems, for
instance, boundary value problems formulated on thin domains [49], where ε is pro-
portional to the domain thickness. They also arise in mathematical models of physical
problems, where diffusion is small compared with reaction and convection.
Such problems yield solutions with local anisotropic behavior, e.g. boundary and/or
interior layers. Indeed, if κ = O(1) and ε ¿ 1 then clearly u ≈ f/κ inside the domain,
but due to the diffusion term it is still possible to satisfy the homogeneous boundary
conditions. From the heuristical point of view the solution in such a situation could
exhibit boundary layers, which is also shown theoretically. The literature on this topic
is vast and we are not going to make here a complete overview, but refer the book of Apel
[6] and references therein instead. The case ε = O(1) and κÀ 1 arises when discretizing
in time [2]. To be general we incorporate both cases in one equation and do not differ
them later in work.
Assume f ∈ L2(Ω). The Sobolev space of functions from H1(Ω) that vanish on ∂Ω is
denoted byH10 (Ω) as usual. The corresponding variational formulation for (2.1) becomes:
Find u ∈ H10 (Ω) : B(u, v) = (f, v) ∀v ∈ H10 (Ω), (2.2)
where
B(u, v) :=
∫
Ω
(
ε2∇>u∇v + κ2uv
)
dx,
(f, v) :=
∫
Ω
fv dx.
We utilize a family F = {Th} of triangulations Th of Ω. By Eh we denote the collection
of edges in the triangulation Th. Let Vh ⊂ H10 (Ω) be the space of continuous, piecewise
linear functions over Th that vanish on ∂Ω. Then the finite element solution uh ∈ Vh is
uniquely defined by
B(uh, vh) = (f, vh) ∀vh ∈ Vh. (2.3)
Due to the Lax-Milgram Lemma both problems (2.2) and (2.3) admit unique solutions.
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2.2 Some notations
We will use the following notations
L2-norm: ‖v‖L2(Ω) :=
(∫
Ω v
2 dx
)1/2
,
Energy norm: |‖v|‖ :=
(
ε2‖∇u‖2L2(Ω) + κ2‖u‖2L2(ω)
)1/2
,
Local energy scalar product: BK(u, v) :=
∫
K
(
ε2∇>u∇v + κ2uv) dx,
Local L2-norm: ‖v‖L2(K) :=
(∫
K v
2 dx
)1/2
,
Local energy norm: |‖v|‖K :=
(
ε2‖∇u‖2L2(K) + κ2‖u‖2L2(K)
)1/2
,
Length of an edge γ |γ| := meas1(γ),
Volume of an element K |K| := meas2(K),
Patch of an element K ωK := int {∪closure(K ′),K ′ ∈ Th :
∂K ∩ ∂K ′ is nonempty} ,
Patch of an edge γ ωγ := int {∪closure(K),K ∈ Th : γ ⊂ ∂K} .
Let N be the set of all the nodes in triangulation Th, then we denote by N (K) and
N (γ) the set of all vertices of a triangle K and an edge γ respectively. Let n ∈ N be any
node and let θn be the Lagrange function associated with the node. The set of elements
Thn influenced by this function is defined by
Thn = {K ∈ Th : n ∈ N (K)} ,
or, simply stated, Thn is the patch of elements with a vertex at xn. Similarly, the set of
edges influenced by the basis function is
En = {γ ∈ ∂Th : n ∈ N (γ)} , (2.4)
and consists of those edges having a vertex at xn.
Let {θn : n ∈ N} be a Lagrange basis for the space Vh including the basis functions
corresponding to the nodes on the Dirichlet boundary ∂Ω, characterized by the condi-
tions
θm(xn) = δmn m,n ∈ N
so that ∑
n∈N
θn(x) = 1 in Ω.
The nodes on an element K are denoted byN (K), and it follows that the Lagrange basis
functions on the element satisfy ∑
n∈N (K)
θn(x) = 1 in K. (2.5)
Similarly the nodes on an edge γ are denoted by N (γ) and the basis functions satisfy∑
n∈N (γ)
θn(x) = 1 on γ.
We will require an extension operator Fext : P0(γ) 7→ P0(K) defined by
Fext(ϕ)(x) := ϕ|γ ≡ const.
We will also use the following notations
a º b⇔ a ≥ Cb,
a ¹ b⇔ a ≤ Cb.
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2.3 Notation on the triangle and general mesh requirements
Let a triangulation T be given which satisfies the usual conformity condition (see [18],
Chapter 2). Following the notation of Kunert [31], the three vertices of an arbitrary
triangle K ∈ T are denoted by P0, P1, P2 such that P0P1 is the longest edge of K. Addi-
tionally define two orthogonal vectors pi with lengths hi,K := |pi|, see Figure 1. Observe
that h1,K > h2,K and set hmin,K := h2,K , hmax,K := h1,K .
P0 P1
P2
p1
p2
Figure 1: Notation of a triangle K.
In addition to the usual conformity conditions of the mesh we assume that the fol-
lowing three properties hold.
1. The number of triangles containing a node xn is bounded uniformly.
2. The dimensions of adjacent triangles must not change rapidly, i.e.
hi,K′ ∼ hi,K ∀K,K ′ with K ∩K ′ 6= ∅, i = 1, 2.
3. The orientation of adjacent triangles must not change rapidly.
Define the matrices AK and CK ∈ R2×2 by
AK := (
−−−→
P0P1,
−−−→
P0P2) and CK := (p1, p2)
and introduce an affine linear mapping
FA(x) := AK · x +−→P 0, x ∈ R2.
We will use the notion of the reference triangle Kˆ = F−1A (K) which is uniquely defined
by the mapping FA.
Furthermore, for any interior face γ = ∂K
⋂
∂K ′ define the quantity hmin,γ by
hmin,γ :=
hmin,K + hmin,K′
2
.
The advantage of this notation is clear, we need a value that relates to the edge, in
contrast with others related to triangles. Note that hmin,γ ∼ hmin,K ∼ hmin,K′ due to the
mesh assumptions. In addition we introduce the following notation:
αK := min(ε
−1hmin,K , κ−1),
αγ := min(ε
−1hmin,γ , κ−1).
2.4 Bubble functions and their inverse inequalities
Now we introduce so-called bubble functions which are defined as usual, cf. [42]. They
play an important role in deriving lower error bounds. Denote by λK,1, λK,2, λK,3 the
barycentric coordinates of an arbitrary triangle K. The element bubble function bK is
defined by
bK := 27λK,1 · λK,2 · λK,3 on K
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Let γ = int(K1 ∩K2) be an inner face (edge) of Th. Enumerate the vertices of K1 and K2
such that the vertices of γ are numbered first. Define the edge bubble function bγ and
the edge spline function sγ by
bγ := 4λKi,1λKi,2 on Ki, i = 1, 2,
sγ :=
18√
3
λKi,1λKi,2(λKi,2 − λKi,1) on Ki, i = 1, 2,
with the obvious modification for a boundary face γ ⊂ ∂Ω. For simplicity we assume that
bK , bγ and sγ are extended by zero outside their original domain of definition. It holds
that 0 ≤ bK(x), bγ(x) ≤ 1, −1 ≤ sγ(x) ≤ 1 and ‖bK‖L∞(K) = ‖bγ‖L∞(K) = ‖sγ‖L∞(K) = 1.
The following anisotropic equivalences/inverse inequalities can be derived easily.
Lemma 2.1. Assume that ϕK ∈ P0(K) and ϕγ ∈ P0(γ). Then
‖b1/2K ϕK‖L2(K) ∼ ‖ϕK‖L2(K) (2.6)
‖bKϕK‖L2(K) ∼ ‖ϕK‖L2(K) (2.7)
‖∇(bKϕK)‖L2(K) ¹ h−1min,K‖ϕK‖L2(K) (2.8)
‖C>K∇(bKϕK)‖L2(K) ¹ ‖ϕK‖L2(K) (2.9)
|‖bKϕK |‖K ¹ α−1K ‖ϕK‖L2(K) (2.10)
m|‖bKϕK |‖K ¹ α−1K ‖ϕK‖L2(K) (2.11)
Proof. Inequalities (2.6) and (2.8) are copied from [31] (page 27, Lemma 2.7) without
changes. Inequality (2.7) can be obtained analogously to (2.6). Inequality (2.9) is a
refined version of (2.8) obtained by avoiding additional estimation on page 26, lines 3–4
from above in [31]. Indeed, using the inverse inequality on the reference triangle and
the standard scaling argument we get:
‖C>K∇(bKϕK)‖2L2(K) ∼ 6|K|‖∇ˆ(bˆKϕK)‖2L2(Kˆ) ¹ ‖ϕK‖L2(K).
Another refined inequality (2.11) may be obtained in the same manner. Finally, combin-
ing (2.7) and (2.8) we show (2.10):
|‖bKϕK |‖2K = ε2‖∇(bKϕK)‖2L2(K) + κ2‖bKϕK‖2L2(K)
¹ (ε2h−2min,K + κ2)‖ϕK‖2L2(K) ¹ α−2K ‖ϕK‖2L2(K).
2.5 Special edge bubble functions
Following [35], we define the squeezed edge bubble functions, extend the definition also
for the squeezed spline functions and state the corresponding inverse inequalities. The
definitions are given first for the reference triangle Kˆ and then for the actual triangle
K.
Consider the reference triangle Kˆ and an edge γˆ thereof. Without loss of general-
ity, assume that it lies on the axis Oyˆ. By γ we denote the corresponding edge on the
boundary of actual triangle K. For a real number δ ∈ (0, 1] define a linear mapping
Fδ : R
2 → R2 by
Fδ(x) := Bδ · x with Bδ =
(
δ 0
1− δ
2
1
)
∈ R2×2.
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xˆyˆ
1
1
γˆ
Kˆ
xˆ
yˆ
1
δ
(1− δ)/2
Kˆδ
γˆ
(a) (b)
Figure 2: Definition of squeezed edge bubble functions: (a) – reference triangle Kˆ, (b) –
squeezed reference triangle Kˆδ.
Set Kˆδ := Fδ(Kˆ), i.e it is the triangle with the edge γˆ and a vertex at
(
δ,
1− δ
2
)
, see
Figure 2.
Let bγˆ be the usual edge bubble function of γˆ on Kˆ. Define the squeezed bubble
function bγˆ,δ by bγˆ,δ := bγˆ ◦ F−1δ , i.e. bγˆ,δ is the usual face bubble function of γˆ on the
triangle Kˆδ. For clarity we recall that bγˆ,δ = 0 on Kˆ \ Kˆδ.
Consider now an actual triangle K. The squeezed edge bubble function bγ,δ ∈ H1(K)
of an edge γ of K is defined by bγ,δ := bγˆ,δ ◦F−1A . Analogously we can define the squeezed
edge spline function sγ,δ := sγˆ ◦ F−1δ ◦ F−1A . The actual value of parameter δ will be spec-
ified later. The usual and squeezed edge bubble/spline functions are drawn in Figure 3.
(a) (b)
(c) (d)
Figure 3: Bubble and spline functions: (a) – edge bubble function bγ , (b) – edge spline
function sγ , (c) – squeezed edge bubble function bγ,δ, (d) – squeezed edge spline function
sγ,δ.
The value for the parameter δ will differ for various applications and will be specified
12
when needed.
2.6 Refinement functions and their inverse inequalities
For the proof of the diverse convergence results we will utilize hat functions of the next
refinement level and inverse inequalities/equivalences thereof.
From now on, while speaking about the refinement, we will conventionally use the
notation TH for the course mesh and Th for the corresponding refined mesh. Consider
a triangle K ∈ TH . The different ways of possible refinements are shown in Figure 4.
We do not differ the hat functions corresponding to distinct resulting meshes Th since
they have the same behavior regarding to the inverse inequalities. We can mention
that there are cases when the refinement based on marking is not identical. The lack
of uniqueness can be avoided in practical computations, e.g. by connection the center
of the longest (marked) edge or of the edge with dominating error indicator with the
opposite vertex. According to the author’s experience the way of resolution of this lack
of uniqueness does not essentially influence the numerical results.
We define by ψK the hat function on the triangulation Th associated with the node
lying inside the triangle K , if such a function exists in Th. For the edge γ ⊂ ∂K we
analogously define a function ψγ as a hat function on the triangulation Th associated
with the node lying on the edge γ.
The following anisotropic equivalences/inverse inequalities can be derived analo-
gously to the corresponding edge and interior bubble functions in Section 2.4.
Lemma 2.2. (Inverse relations for refinement functions). Assume that ϕK ∈ P0(K)
and ϕγ ∈ P0(γ). Then
‖ψKϕK‖L2(K) = ‖ϕK‖L2(K)/
√
6 (2.12)
‖∇(ψKϕK)‖L2(K) ¹ h−1min,K‖ϕK‖L2(K) (2.13)
‖Fext(ϕγ)ψγ‖L2(K) ≤
√
6
6
( |K|
|γ|
)1/2
‖ϕγ‖L2(γ) for γ ⊂ ∂K (2.14)
‖∇(Fext(ϕγ)ψγ)‖L2(K) ¹
( |K|
|γ|
)1/2
h−1min,K‖ϕγ‖L2(γ) for γ ⊂ ∂K (2.15)
‖ψ1/2γ ϕγ‖L2(γ) ∼ ‖ϕγ‖L2(γ). (2.16)
13
Figure 4: The possible triangle refinement possibilities according to the marked entities.
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3 The strengthened Cauchy-Schwarz Inequality
The strengthened Cauchy-Schwarz Inequality plays an important role in the analysis
of the hierarchical error estimator as well as in some other parts of this work. In the
case of the hierarchical error estimator we enrich the space V1 by the squeezed bubble
functions for all edges and the interior bubbles. Namely, we introduce the space
V2 :=
{
vh ∈ H10 (Ω) : ∀K ∈ T , vh|K ∈ P1(K) + span{bK , bγ,δγ : γ ∈ ∂K \ ∂Ω}
}
= V1 ⊕ V˜2,
where V˜2 is the space spanned by the interior bubble functions for each triangle and the
squeezed edge bubble functions for each edge.
3.1 Theoretical background
Definition 3.1. Let X,Y be two subspaces of a Hilbert space equipped with a scalar
product (·, ·) and induced norm ‖ · ‖. A strengthened Cauchy-Schwarz Inequality is said
to hold for this couple of spaces if there exist a non-negative constant γ < 1 such that:
(x, y) ≤ γ‖x‖ ‖y‖, ∀x ∈ X, y ∈ Y. (3.1)
Let X,Y be finite dimensional spaces. Consider a stiffness matrix B corresponding
to the space X∗ = X ⊕ Y ,
B =
[
BXX BXY
BY X BY Y
]
.
We state here without a proof the following theorem from [4].
Theorem 3.2. The constant γ in the Cauchy-Schwarz inequality 3.1 may be expressed
in the following way:
γ2 = max
x∈Rdim(X)
x
T
BXY B
−1
Y Y BY Xx
xTBXXx
Now come back to our problem. Suppose that for each element K of triangulation
the constant γK is known:
BK(u, v) ≤ γK |‖u|‖K |‖v|‖K , ∀u ∈ XK , v ∈ YK ,
where XK and YK are restrictions of corresponding spaces to the element K. Now,
prescribing γ = maxK γK , we obtain the constant γ for the whole mesh:
B(u, v) =
∑
K
BK(u, v) ≤ γ
∑
K
|‖u|‖K |‖v|‖K ≤ γ|‖u|‖ · |‖v|‖, (3.2)
where we utilized the discrete Cauchy-Schwarz inequality.
3.2 Pure Laplace problem κ = 0, ε = 1
We state this result here because it could be used in other applications. In the case of
a pure Laplace problem the Cauchy-Schwarz constant has a nice structure and may be
expressed explicitly (see below). We assume here that δγ = 1, for all edges γ in trian-
gulation. In other words V˜2 is the space spanned by three usual edge bubble functions
together with interior bubble functions for each triangle. Recall that V2 = V1 ⊕ V˜2.
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Let a triangle have angles φ1, φ2, φ3. After straight forward maple calculations we
get the matrices needed to obtain the strengthened Cauchy-Schwarz constant for H1
semi-norm:
BV1V1 =
1
2

sinφ1
sinφ2 sinφ3
− cotφ3 − cotφ2
− cotφ3 sinφ2
sinφ3 sinφ1
− cotφ1
− cotφ2 − cotφ1 sinφ3
sinφ1 sinφ2
 ,
BeV2 eV2 =
1
2

D − cotφ3 − cotφ2 cotφ1
5
− cotφ3 D − cotφ1 cotφ2
5
− cotφ2 − cotφ1 D cotφ3
5
cotφ1
5
cotφ2
5
cotφ3
5
D
15

,
where D =
cosφ1 cosφ2 cosφ3 + 1
sinφ1 sinφ2 sinφ3
.
BeV2V1 = −
1
6

sinφ1
sinφ2 sinφ3
− cotφ3 − cotφ2
− cotφ3 sinφ2
sinφ3 sinφ1
− cotφ1
− cotφ2 − cotφ1 sinφ3
sinφ1 sinφ2
0 0 0

,
B
V1 eV2 = B
T
eV2V1 .
Compute the matrix L = B
V1 eV2B
−1
eV2 eV2BeV2V1 ∈ R
3×3: A1,2,3 B3,1,2 B2,3,1B3,1,2 A2,3,1 B1,2,3
B2,3,1 B1,2,3 A3,1,2
 ,
where we used the notation:
Ai,j,k :=
(2− cos2 φi − 2 cosφi cosφj cosφk) sinφi
sinφj sinφk
,
Bi,j,k :=
cosφj cosφk − 2 cosφi
sinφi
.
What remains is to find
γ2 = max
x∈R3
x
TLx
xTBV1V1x
.
If BV1V1 was a non-singular matrix then we would solve an eigenvalue problem
Lx = λBV1V1x and maximal eigenvalue λmax would be our wanted constant γ2. However,
it is not possible in this case since BV1V1 has a vector e = [1, 1, 1]T in its kernel. It turns
out that e lies in the kernel of the matrix L as well. There exist two vectors e1 and e2
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such that {e, e1, e2} is the basis in R3. We have
γ2 = max
α,β1,β2∈R
(αe+ β1e1 + β2e2)
TL(αe+ β1e1 + β2e2)
(αe+ β1e1 + β2e2)TBV1V1(αe+ β1e1 + β2e2)
= max
α,β1,β2∈R
(β1e1 + β2e2)
TL(β1e1 + β2e2)
(β1e1 + β2e2)TBV1V1(β1e1 + β2e2)
= max
β∈R2
βTETLEβ
βTETBV1V1Eβ
,
where the matrix E = (e1, e2) ∈ R3×2 can be chosen in such a way that {e, e1, e2} is the
basis in R3. Choosing for simplicity
E :=
 1 00 1
0 0
 ,
and solving eigenvalue problem ETLEβ = λETBV1V1Eβ we get two eigenvalues
β1,2 =
1
2
± 1
6
√
1− 8 cosφ1 cosφ2 cosφ3.
Choosing the maximal of these two numbers we formulate the following lemma.
Theorem 3.3. The constant γ in the strengthened Cauchy-Schwarz inequality for the
spaces V1 and V˜2 is expressed by
γ2 =
1
2
+
1
6
√
1− 8 cosφ1 cosφ2 cosφ3.
Proof. For the proof see above arguments.
In the inequality of Theorem 3.3 maximum angle condition naturally appears in the
sense that, if one angle of a triangle goes to pi then the strengthened Cauchy-Schwarz
constant goes to 1. It leads to the fact that induced hierarchical error estimator will fail
in general on meshes where the maximum angle condition is not satisfied.
3.3 Squeezed case
Divide a triangle K into three parts K 1
3
, where the central point is the center of mass.
Mention that support of each special edge bubble function lies inside exactly one part
K 1
3
. Evaluate (estimate from above) the Cauchy-Schwarz constant for each part inde-
pendently assuming that the squeezing parameter δ of the special edge bubble function
can be any number from 0 to 1/3. The constant for the whole triangle and subsequently
for the whole mesh may be chosen as the maximum value of three corresponding con-
stants as we did in (3.2).
Lemma 3.4. Let K ∈ Th and K 1
3
be a part thereof described above (see Figure 5). Then
the following estimate for the H1-semi-norm holds
(u, v)H1(K 1
3
) ≤
2
√
2
3
|u|H1(K 1
3
)|v|H1(K 1
3
), ∀u ∈ V1, v ∈ V˜2.
17
A B
C
D
K 1
3
Figure 5: Notation of a trangle, the vertices have the following coordinates: A = (0, 0),
B = (a, 0), C = ((a+ q)/2, b), D = (A+B + C)/3.
Proof. Write down matrices in notation from Figure 2.
BV1V1 =

4b2 + (1− q)2
24b
−4b
2 − 1 + q2
24b
−1− q
12b
−4b
2 − 1 + q2
24b
4b2 + (1− q)2
24b
−1 + q
12b
−1− q
12b
−1 + q
12b
1
6b
 ,
BeV2 eV2 =
 δ
2q2 + 4δ2b2 + 3
48bδ
δ2q2 − 3δ2 + 4δ2b2 + 10δ − 8
240b
δ2q2 − 3δ2 + 4δ2b2 + 10δ − 8
240b
q2 + 4b2 + 51
19440b
 ,
BeV2V1 =
 1− q12b 1 + q12b − 16b
−1− q
108b
−1 + q
108b
1
54b
 .
Compute the matrix L = B
V1 eV2B
−1
eV2 eV2
BeV2V1 ∈ R3×3 and using the same trick as in the
proof of Theorem 3.3 we solve eigenvalue problem ETLEβ = λETBV1V1Eβ. One of two
eigenvalues of this problem equals zero, the second one is the constant of interest:
γ2 =
8
9
− 8
9
[−90− 4860δ4 + 9558δ3 + 729δ5 − 4860δ2 + 999δ
+ (−5δ2 + 81δ5)q4
+ (−1944δ3 + 6480δ4 + 180δ − 60− 1944δ5 − 120δ2)b2
+ (−30δ2 + 1620δ4 − 15 + 45δ − 486δ5 − 486δ3)q2
+ (1296δ5 − 80δ2)b4 + (648δ5 − 40δ2)q2b2]
/ [5184δ − 12960δ2 − 4860δ4 − 765 + 729δ5 + 11988δ3
+ (−5δ2 + 81δ5)q4 + (6480δ4 − 60− 1020δ2 − 5184δ3 − 1944δ5)b2
+ (−1296δ3 − 255δ2 + 1620δ4 − 486δ5 − 15)q2 + (1296δ5 − 80δ2)b4 + (648δ5 − 40δ2)q2b2]
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Observing that for δ ∈ [0, 13 ]
−90− 4860δ4 + 9558δ3 + 729δ5 − 4860δ2 + 999δ
= 9(3δ − 1)
(
243
(
δ − 1
6
)2
+
13
4
+ 9δ2(3δ − 1)(δ − 6)
)
≤ 0
−5δ2 + 81δ5 = δ2(81δ3 − 5) ≤ −2δ2 ≤ 0
−1944δ3 + 6480δ4 + 180δ − 60− 1944δ5 − 120δ2
= −40
3
− 4
3
(3δ − 1)
(
5(15δ + 7)(3δ − 1) + 9δ2
(
54
(
3
2
− δ
)2
− 293
2
))
≤ −40
3
− 4
3
(3δ − 1) (5(15δ + 7)(3δ − 1)− 25 · 9δ2) ≤ 0
−30δ2 + 1620δ4 − 15 + 45δ − 486δ5 − 486δ3
= −10
3
− 1
3
(3δ − 1)
(
5(15δ + 7)(3δ − 1) + 9δ2
(
54
(
3
2
− δ
)2
− 293
2
))
≤ 0
1296δ5 − 80δ2 = 16δ2(81δ3 − 5) ≤ 0
648δ5 − 40δ2 = 8δ2(81δ3 − 5) ≤ 0
5184δ − 12960δ2 − 4860δ4 − 765 + 729δ5 + 11988δ3
= 9(3δ − 1)
(
477
(
δ − 107
318
)2
+
6571
212
)
+ 81δ3
(
9
(
10
3
− δ
)2
− 111
)
≤ 0
−5δ2 + 81δ5 ≤ 0
6480δ4 − 60− 1020δ2 − 5184δ3 − 1944δ5
= −60− 12δ2
(
85 + δ
(
162
(
5
3
− δ
)2
− 18
))
≤ 0
−1296δ3 − 255δ2 + 1620δ4 − 486δ5 − 15
= −15− 3δ2
(
85 + δ
(
162
(
5
3
− δ
)2
− 18
))
≤ 0
1296δ5 − 80δ2 ≤ 0
648δ5 − 40δ2 ≤ 0
we finish the proof.
Lemma 3.5. Let K ∈ Th and K 1
3
be a part thereof described above (see Figure 5). Then
the following estimate for the L2-norm holds
(u, v)L2(K 1
3
) ≤
√
31927
35680
+
7
√
193953
35680
‖u‖L2(K 1
3
)‖v‖L2(K 1
3
), ∀u ∈ V1, v ∈ V˜2.
The approximate value of the Cauchy-Schwarz constant is given by√
31927
35680
+
7
√
193953
35680
≈ 0.9905637561 < 1.
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Proof. The matrices in the L2 case has the following form:
BV1V1 = a
2b

13
324
17
648
5
648
17
648
13
324
5
648
5
648
5
648
1
324
 ,
BeV2 eV2 = a
2b
 δ180 δ
2(3δ2 − 14δ + 19)
10080
δ2(3δ2 − 14δ + 19)
10080
1
15120
 ,
BeV2V1 = a
2b
 δ(5− δ)240 δ(5− δ)240 δ
2
120
17
14580
17
14580
13
29160
 .
Computing the matrix L and then solving the eigenvalue problem Lx = λBV1V1x we
get three eigenvalues, from which one is zero and the maximal is
γ2 =
1
2
(−1876770δ4 + 408240δ5 + 3241350δ2 − 302400δ3 − 221480− 1275750δ
− 70(612301545δ2 − 114647400δ + 120105666δ10 − 1254436956δ9
+ 4978952631δ8 − 9594124056δ7 + 10853696088δ6 − 8279204886δ5
+ 4695055083δ4 − 2017608642δ3 + 10010896)1/2)
/ (54675δ7 − 510300δ6 + 1883250δ5 − 3231900δ4 + 2193075δ3 − 226800).
In Figure 6 we can see dependence of the strengthened Cauchy-Schwarz constant γ on
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
0.976
0.977
0.978
0.979
0.98
0.981
0.982
Figure 6: dependence of the strengthened Cauchy-Schwarz constant on the parameter δ.
the parameter δ. The maximum is reached for δ = 1/3 and is equal to the aforemen-
tioned constant.
Theorem 3.6. Let K ∈ Th and K 1
3
be a part thereof described above (see Figure 5). Then
the following estimate for the energy norm holds
BK 1
3
(u, v) ≤
√
31927
35680
+
7
√
193953
35680
|‖u|‖K 1
3
|‖v|‖K 1
3
, ∀u ∈ V1, v ∈ V˜2.
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Proof. This is an immediate consequence of the previous two lemmas.
Corollary 3.7. The global strengthened Cauchy-Schwarz Inequality holds in the form
B(u, v) ≤
√
31927
35680
+
7
√
193953
35680
|‖u|‖ · |‖v|‖, ∀u ∈ V1, v ∈ V˜2.
Proof. For the proof see (3.2).
We will also need the Cauchy-Schwarz constant between the space of edge bubble
functions and the space of interior bubble functions. Introduce the following notation:
Veb =
⊕
γ∈∂T
span{bγ,δγ},
Vib =
⊕
K∈T
span{bK}.
We express the resulting strengthened Cauchy-Schwarz inequality in the following
theorem.
Theorem 3.8. Let the spaces Veb and Vib be defined as above. Then
BK(u, v) ≤ 2
√
2
3
|‖u|‖K |‖v|‖K , ∀u ∈ Veb, v ∈ Vib.
Proof. Prove this inequality for K 1
3
. The statement of the lemma will be a direct conse-
quence.
1. Verify first the inequality for H1 semi-norm and corresponding scalar product. The
matrices for computing the strengthened Cauchy-Schwarz constant are now re-
duced to scalars. Therefore we simply state the constant and estimate it from
above.
γ2 =
8
9
− 1
45
[(40δ2 − 729δ5)(q2 + 4b2)2
+ (4374δ5 − 14580δ4 + 120 + 11664δ3 + 2040δ2)(q2 + 4b2)
− 6561δ5 + 6120− 107892δ3 + 43740δ4 + 116640δ2 − 46656δ]
/ (3 + δ2(q2 + 4b2))(q2 + 4b2 + 51)
Observing that for δ ∈ [0, 13 ]
40δ2 − 729δ5 = δ2(40− 729δ3) ≥ 13δ2 ≥ 0
4374δ5 − 14580δ4 + 120 + 11664δ3 + 2040δ2
= (120 + 7290δ3 + 2040δ2) + 1458δ3(3δ − 1)(δ − 3) ≥ 0
−6561δ5 + 6120− 107892δ3 + 43740δ4 + 116640δ2 − 46656δ{
5
[
213 + 18
√
105 + (1− 3δ)(60 + 2
√
105− 15δ)
]
(1− 3δ) + 1755 + 204
√
105
}
× 27
625
(15δ − 15 +
√
105)2 +
15048
5
− 36288
125
√
105 ≥ 15048
5
− 36288
125
√
105 ≈ 34.8 ≥ 0
we conclude
(u, v)H1(K 1
3
) ≤
2
√
2
3
|u|H1(K 1
3
)|v|H1(K 1
3
), ∀u ∈ Veb, v ∈ Vib. (3.3)
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2. It remains to verify the inequality for L2 scalar product. In this case the constant
of interest has the following structure:
γ2 =
3
112
δ3(3δ2 − 14δ + 19)2.
It is easy to verify that the maximum is reached for δ = 1/3 and is equal to 121/567.
Thus,
(u, v)L2(K 1
3
) ≤
√
121
567
‖u‖L2(K 1
3
)‖v‖L2(K 1
3
), ∀u ∈ Veb, v ∈ Vib. (3.4)
Combining (3.3) and (3.4) and choosing the maximal constant among two we get the
result claimed.
3.4 Additional pair of spaces
In this subsection we investigate the strengthened Cauchy-Schwarz constant that will
be used to prove the error reduction theorem for the adaptive algorithm for the case of
singularly perturbed problem in Section 7.3. Consider an inner edge e together with two
triangles K1, K2 sharing this edge. Define the space W in the following way
W = {w ∈ C(K1 ∪K2) : w = 0 on K2, w ∈ P1(K1)}. (3.5)
The second space V is expressed via
V = P1(K1 ∪K2) +
2∏
i=1
P0(Ki). (3.6)
Lemma 3.9. There is a constant C˜ < 1, such that for any inner edge e the Strengthened
Cauchy-Schwarz inequality
(v, w)L2(K1∪K2) ≤ γ‖v‖L2(K1∪K2)‖v‖L2(K1∪K2), ∀v ∈ V, w ∈W
holds, where γ ≤ C˜ < 1.
Proof. Place the coordinate system so, that the edge e lies on the axis Oy and the origin
is exactly at the center of this edge (see Figure 7). Moreover, by homogeneity argument,
it is sufficient to make the proof for |e| = 1.
Proceeding as before, according to the theory from Section 3.1, we get the expression
for the Cauchy-Schwarz constant in dependance on parameters from Figure 7.
γ2 = 1− α
3(α+ 1)
3α4 + 3α3 + 3α+ 3 + 4α(αb1 + b2)2
,
where α = h2/h1. Due to the requirements to the mesh described in Section 2.3 α = O(1)
and |αb1 + b2| is bounded from above. Thus, if the mesh requirements are satisfied the
Cauchy-Schwarz constant is bounded from above by some constant C˜ < 1.
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h1h2
b1
b2
1/2
−1/2
0 x
y
Figure 7: Notation of two neighboring triangles.
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4 Convergence results for Poisson problem on isotropic
meshes
In this chapter we consider the pure Poisson problem (ε = 1, κ = 0) and introduce some
convergent adaptive algorithms on two-dimensional domains Ω. We restrict ourselves
to isotropic meshes, which in terms of Section 2.3 means
sup
Th∈F
max
K∈Th
hmax,K
hmin,K
≤ C <∞,
with a moderate constant C. The anisotropic case will be considered in the next chapter.
In regard to the converging algorithms, we should mention the work by Babusˇka and
Rheinboldt [13], where the one dimensional elliptic equation was considered and conver-
gence for an adaptive procedure was shown. The authors used there the exact solution
representation for controlling the error. However, the computable approximation of the
error arising from the a posteriori error estimation also provides sufficient information
for our convergent algorithm as we show in the current chapter.
The technique of this chapter was developed by Do¨rfler in his pioneering work [23].
We recall the residual a posteriori error estimator in Section 4.1 and proceed with his
results in Section 4.2. In [23] a kind of preadaption of the mesh before applying the
algorithm is needed. This preadaption ensures the sufficient resolution of the input
data on the initial mesh. A further modification of his approach, without additional
preadaption, is done by Morin, Nochetto and Siebert in [40]. We describe the main
differences in Section 4.3.
Further in work, in Section 4.4 with proofs given in Section 4.5, we discuss a possibil-
ity of avoiding a new inner node among some of the marked elements. This possibility
stems from a more precise analysis of the information provided by local error indica-
tors. Moreover, for the Poisson problem we can fully avoid inner nodes as we describe
in Section 4.6. The resulting algorithm converges as soon as we make some additional
assumptions on the mesh.
4.1 Isotropic residual error estimator
We recall shortly the model problem (2.1) with κ = 0 and ε = 1. For any f ∈ L2(Ω) there
exists a unique weak solution u of the following problem:
u ∈ H10 (Ω) : (∇u,∇v)L2(Ω) = (f, v)L2(Ω), ∀v ∈ H10 (Ω). (4.1)
Let Vh be a space of continuous piecewise linear functions over Th that vanish at the
boundary. Let uh denote the solution of the discrete problem
uh ∈ Vh : (∇uh,∇vh)L2(Ω) = (f, vh)L2(Ω), ∀vh ∈ Vh. (4.2)
Denote by fK the mean value of the function f on element K ∈ Th:
fK =
1
|K|
∫
K
f.
The jump discontinuity in the approximation of the normal flux at an interelement
boundary γ = ∂K ∩ ∂K ′ is defined by[
∂uh
∂n
]
γ
= nK · (∇uh)K + nK′ · (∇uh)K′ ,
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and the usual boundary residual R is given by
Rγ =
{ [
∂uh
∂n
]
γ
for γ 6⊂ ∂Ω
0 for γ ⊂ ∂Ω
which are defined as in e.g. book by Ainsworth and Oden [4].
We recall now a residual a posteriori error estimator for (4.1) and (4.2) according to
the work by Babusˇka and Miller [11] and the book by Verfu¨rth [47]. Define the error
indicator ηγ associated with an edge γ by
ηγ := |γ|1/2‖Rγ‖L2(γ),
and the error indicator ηK associated with an element K by
ηK := |K|1/2‖fK‖L2(K).
Then the local residual error estimator ηR,K and the local data oscillation (local approx-
imation term) ζK for the element K are defined via
η2R,K := η
2
K +
1
2
∑
γ⊂∂K
η2γ ,
ζ2K := h
2
K‖f − fK‖2L2(K).
Let ηR and ζ be their global counterparts, given by
η2R :=
∑
K∈Th
η2R,K ,
ζ2 :=
∑
K∈Th
ζ2K .
The following robustness result is well known [11, 47].
Theorem 4.1 (Global upper error bound). There exists a constant C depending only
on the minimum angle of Th, such that
‖∇(u− uh)‖2L2(Ω) ¹ η2R + ζ2.
Theorem 4.2 (Local lower error bound). There exists a constant C depending only
on the minimum angle of Th, such that
η2R,K ¹ ‖∇(u− uh)‖2L2(ωK) +
∑
K⊂ωK
ζ2K .
4.2 The convergent algorithm due to Do¨rfler
In this section we repeat the main results of [23]. We do not give the proof for Theorem
4.3 since we prove the analogous Theorem 4.8 for the new modification of the approach
in Section 4.5. As it was already described in the introductory Section 1.2 the adaptive
procedure involves usually a marking strategy and a refinement strategy. For the method
in the current section an initial triangulation also plays an important role. The mesh Th
is said to have fineness µ with respect to χ if ∑
K∈TH
h2K‖f‖2L2(K)
1/2 ≤ µχ. (4.3)
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Mesh fineness is the condition on the data approximation that we require to be satisfied
for the initial mesh. We assume first that the initial mesh satisfying (4.3) is given. In the
next section, in Remark 4.6, we will describe a rigorous way of creating an appropriate,
“fine” mesh from any given macro triangulation.
We present now the marking strategy from [23] and then the corresponding error
reduction theorem. We do not discuss in detail the refinement strategy but refer to [46]
for the appropriate algorithm using so-called red, green and blue refinement.
Marking Strategy B
Given a parameter 0 < θ < 1 and a mesh TH , mark a set
of elements TˆH ⊂ TH for which ∑
K∈TˆH
1
2
∑
γ⊂∂K
η2γ
1/2 ≥ θ
∑
γ∈EH
η2γ
1/2 .
The Marking Strategy B ensures that we mark sufficiently many elements Tˆh with
total contribution from edge associated indicators proportional to
∑
γ∈EH
η2γ
1/2. In this
marking strategy and in all further strategies of the present work the collection of
elements/edges is not uniquely defined. Although the concrete choice does not influ-
ence theoretical considerations, in practical computations it makes sense to mark ele-
ments/edges with the largest contribution to the estimated error. For this strategy we
have the following error reduction result shown in [23].
Theorem 4.3. Let TH be a triangulation of Ω, and let Th be the triangulation obtained
from TH by refining every element marked according to Strategy B in such a way that
all three edges of any marked triangle are divided. There exist constants µ > 0 and
0 < α < 1, depending only on the minimum angle and θ, such that for χ > 0 satisfying ∑
K∈TH
h2K‖f‖2L2(K)
1/2 ≤ µχ
one of two statements holds: either ‖∇(u− uH)‖L2(Ω) ≤ χ, or the solution uh on the mesh
Th satisfies
‖∇(u− uh)‖L2(Ω) ≤ α‖∇(u− uH)‖L2(Ω).
One could mention a lack of asymptotic convergence in the following sense. As soon
as the prescribed tolerance χ is reached the further error reduction cannot be guaran-
teed by the theory. In order to achieve further error reduction one needs a new initial
mesh having fineness µ with respect to χnew < χ. This leads to the 2-stage algorithm
which may be not flexible enough for some practical simulation. In the next section we
describe an approach that does not have this difficulty and leads to an asymptotically
convergent algorithm.
4.3 Convergent algorithm due to Morin, Nochetto and Siebert
In Section 4.2 we dealt with the marking strategy taking into account only the edge
associated error indicators (see [40]). The resulting algorithm needs an additional mesh
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preadaption and does not have asymptotic convergence. We can avoid any preadaption
of the mesh and get an asymptotically convergent algorithm. Two ingredients are to be
involved in marking and remeshing strategies. Namely,
1. data oscillation ζ should be controlled on each iteration step,
2. constructing a new mesh, one should introduce new nodes not only on all the edges
of marked triangles, but also at least one node in the interior of each marked
triangle.
To this end we are in need of a marking strategy that takes into account together with
the edge error indicators also the element error indicators.
Marking Strategy E
Given a parameter 0 < θ < 1 and a mesh TH , mark the
set of elements TˆH ⊂ TH for which ∑
K∈TˆH
η2R,K
1/2 ≥ θηR.
Marking Strategy E differs from the original in [40] where the authors suggest to
mark the edges first and then based thereof mark the triangles. We consider only trian-
gle based marking since it is widely used. The differences are only technical.
Theorem 4.4. Let TH be a triangulation of Ω, and let Th be the triangulation obtained
from TH by refining every element marked according to Strategy E in such a way that
all three edges of any marked triangle are divided and a new node inside any marked
triangle is introduced. Then, there exist constants µ > 0 and 0 < α < 1, depending only
on the minimum angle and θ, such that, for χ > 0 satisfying
ζ ≤ µχ
one of two statements holds: either ‖∇(u− uH)‖L2(Ω) ≤ χ, or the solution uh on the mesh
Th satisfies
‖∇(u− uh)‖L2(Ω) ≤ α‖∇(u− uH)‖L2(Ω).
Proof. See [40] for the proof.
The following lemma ensures the resolution of data oscillation ζ according to a de-
creasing tolerance [40]. Since the proof is simple it is given.
Lemma 4.5. Let 0 < γ < 1 be the reduction factor of element size associated with one
refinement step. Given 0 < θˆ < 1, let αˆ := (1− (1− γ2)θˆ2)1/2. Let TˆH ⊂ TH be a collection
of elements, such that  ∑
K∈TˆH
ζ2K
1/2 ≥ θˆζ. (4.4)
If Th results from TH after refining at least all the elements in TˆH , then the following data
oscillation reduction holds:
ζnew ≤ αˆζ,
where ζnew =
∑
K∈Th
ζ2K
1/2 is the value of data oscillation on the refined mesh Th.
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Proof. Let K ∈ TˆH be an element to refine. Since fK = |K|−1
∫
K f is an L2-projection of
f on piecewise constant functions, then the following inequality holds:∑
K′∈Th, K′⊂K
‖f − fK′‖2L2(K′) ≤ ‖f − fK‖2L2(K)
Using this inequality, the assumption of Theorem 4.4 and hnew ≤ γhold we have:
ζ2new =
∑
K∈Th
h2K‖f − fK‖2L2(K)
≤ γ2
∑
K∈TˆH
h2K‖f − fK‖2L2(K) +
∑
K∈TH\TˆH
h2K‖f − fK‖2L2(K)
= (γ2 − 1)
∑
K∈TˆH
ζ2K + ζ
2 ≤ (γ2 − 1)θˆ2ζ2 + ζ2 ≤ αˆ2ζ2.
Based on the Lemma 4.5 we can formulate marking strategy D leading to a reduction
of data oscillation on each iteration step.
Marking Strategy D
Given a parameter 0 < θˆ < 1 and the subset TˆH ⊂ TH
produced by marking strategy E:
Enlarge TˆH such that ∑
K∈TˆH
ζ2K
 ≥ θˆζ.
Remark 4.6. We are now in a position to explain the idea of making an initial mesh
from any given starting triangulation Th. To this end we can utilize Lemma 4.5 to-
gether with the marking strategy D, where we always replace ζK and ζ by hk‖f‖L2(K)
and
 ∑
K∈TH
h2k‖f‖2L2(K)
1/2 respectively. Successively refining all elements marked by
strategy D we can obviously come to the initial mesh with any prescribed fineness µ,
which is guaranteed by Lemma 4.5.
Combining the a posteriori error control and data oscillation control we end up with
the following algorithm.
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Convergent Algorithm C
Choose parameters 0 < θ, θˆ < 1.
1. Take some initial mesh T0.
2. Solve the discrete problem on T0, denote by u0 its
solution by u0.
3. Let k = 0.
4. Compute the local indicators ηK .
5. If the global estimated error is small then STOP.
6. Construct Tˆk ∈ Tk by marking strategy E and pa-
rameter θ.
7. Enlarge Tˆk by marking strategy D and parameter
θˆ.
8. Let Tk+1 be a refinement of Tk such that each ele-
ment of Tˆk as well as each of its sides contain a node
of Tk+1 in its interior.
9. Solve the discrete problem on Tk+1, denote its solu-
tion by uk+1.
10. Let k := k + 1 and go to Step 4.
Theorem 4.7 (Convergence result). For 0 < θ, θˆ < 1, let 0 < α < 1, µ > 0 be given by
Theorem 4.4 and 0 < αˆ < 1 by Lemma 4.5. Let
β := max(α, αˆ), C0 := max
(
‖∇(u− u0)‖L2(Ω),
ζ0
αµ
)
.
Algorithm C produces a convergent sequence {uk}k∈N0 of discrete solutions satisfying for
all k ≥ 0
‖∇(u− uk)‖L2(Ω) ≤ C0βk. (4.5)
Proof. We perform this proof by means of mathematical induction. The desired inequal-
ity (4.5) holds evidently for k = 0. Assume (4.5) holds for k and show it for k + 1. Then
we have either
(i) ‖∇(u− uk)‖L2(Ω) > C0βk+1 or (ii) ‖∇(u− uk)‖L2(Ω) ≤ C0βk+1.
In case (i), we see from Step 6 of Algorithm C that ζk ≤ αˆkζ0 ≤ βkζ0, and, consequently,
that for χ := C0βk+1
ζk ≤ βkζ0 ≤ βkαµmax
(
‖∇(u− u0)‖L2(ω),
ζ0
αµ
)
= βkαµC0 ≤ βk+1µC0 = µχ.
Since ‖∇(u− uk)‖L2(Ω) > χ, we may then combine Theorem 4.4 with (4.5) to arrive at
‖∇(u− uk+1)‖L2(Ω) ≤ β‖∇(u− uk)‖L2(Ω) ≤ C0βk+1.
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On the other hand, exploiting that Tk+1 is a refinement of Tk, and thus the error must
not increase, we can handle case (ii) as follows:
‖∇(u− uk+1)‖L2(Ω) ≤ ‖∇(u− uk)‖L2(Ω) ≤ C0βk+1.
Which completes the proof.
We would like to emphasize that the creation of a new inner node per marked trian-
gle is required in the Algorithm C.
4.4 Avoidance of the new inner nodes
We can avoid the creation of a new node inside some marked triangles. Two possibilities
are at hand, first we can carefully analyze data gained from the a posteriori error esti-
mator. The second possibility is to use the fact that the error estimation for the Poisson
equation is edge dominant, we describe this approach in Section 4.6. In this section
we focus on the careful analysis of data stemming from the error indicators. Namely,
in Algorithm C′ we prescribe the creation of a new inner node only for the elements K
with dominating element error indicator ηK . This approach still leads to a convergent
algorithm with the same convergence properties as the original algorithm described in
Section 4.3.
Marking Strategy E′
Given a parameter 0 < θ < 1 and a mesh TH , select the
sets of elements TˆH ⊂ TH and T˜H ⊂ TH (TˆH ∩ T˜H = ∅) for
which 1
2
∑
K∈TˆH
∑
γ⊂∂K
η2γ +
∑
K∈eTH
η2R,K
1/2 ≥ θηR.
The marking strategy E′ ensures that we mark sufficiently many elements TˆH ∪ T˜H
with a total contribution from the edge associated indicators of TˆH and the edge and
element associated indicators of T˜H proportional to ηR. We have the following error
reduction theorem.
Theorem 4.8. Let TH be a triangulation of Ω, and let Th be the triangulation obtained
from TH by refining every element marked according to Strategy E′ in such a way that
all three edges of any triangle K ∈ TˆH ∪ T˜H are divided, and additionally a new node is
created inside each triangle K ∈ T˜H . Then, there exist constants µ > 0 and 0 < α < 1,
depending only on the minimum angle and θ, such that for χ > 0 satisfying
ζ ≤ µχ (4.6)
one of two statements holds: either ‖∇(u− uH)‖L2(Ω) ≤ χ, or the solution uh on the mesh
Th satisfies
‖∇(u− uh)‖L2(Ω) ≤ α‖∇(u− uH)‖L2(Ω).
Proof. This theorem will be proved in Section 4.5.
We keep the same idea for controlling the data oscillation leading to the marking
strategy similar to marking strategy D.
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Marking Strategy D′
Given a parameter 0 < θˆ < 1 and the subsets TˆH , T˜H ⊂
TH produced by Marking Strategy E′ .
Enlarge TˆH and T˜H such that ∑
K∈TˆH
ζ2K +
∑
K∈eTH
ζ2K
 ≥ θˆζ.
Although it is not important for theory which collection T˜H TˆH is enlrarged, it is
recommended to enlrage in strategy D′ the collection TˆH in order to avoid unnecessary
nodes.
Convergent Algorithm C′
Choose parameters 0 < θ, θˆ < 1.
1. Take some initial mesh T0.
2. Solve the discrete problem on T0, denote its solution
by u0.
3. Let k = 0.
4. Compute the local indicators ηK .
5. If the global estimated error is small then STOP.
6. Construct Tˆk , T˜k ∈ Tk by Marking Strategy E′ and
parameter θ.
7. Enlarge Tˆk , T˜k by Marking Strategy D′ and param-
eter θˆ.
8. Let Tk+1 be a refinement of Tk such that
• each element of Tˆk contains a node of Tk+1 in
the interior of every edge and
• each element of T˜k, as well as each of its sides,
contains a node of Tk+1 in its interior.
9. Solve the discrete problem on Tk+1, denote its solu-
tion by uk+1.
10. Let k := k + 1 and go to Step 4.
The following convergence result holds for Algorithm C′ . We present it without a
proof due to its similarity with Theorem 4.7.
Theorem 4.9 (Convergence result). For 0 < θ, θˆ < 1, let 0 < α < 1, µ > 0 be given by
Theorem 4.4 and 0 < αˆ < 1 by Lemma 4.5. Let
β := max(α, αˆ), C0 := max
(
‖∇(u− u0)‖L2(Ω),
ζ0
αµ
)
.
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Algorithm C′ produces a convergent sequence {uk}k∈N0 of discrete solutions satisfying for
all k ≥ 0
‖∇(u− uk)‖L2(Ω) ≤ C0βk. (4.7)
4.5 Error reduction
This section is aimed to prove Theorem 4.8. We follow the lines of [23] and [40] in the
proof.
Lemma 4.10. In the notation of Theorem 4.8 the following error reduction holds:
‖∇(u− uh)‖2L2(Ω) = ‖∇(u− uH)‖2L2(Ω) − ‖∇(uh − uH)‖2L2(Ω)
Proof. The proof follows directly from the Galerkin orthogonality.
This lemma gives the idea for the proof of Theorem 4.8. We have to show that ‖∇(uh−
uH)‖L2(Ω) is a certain part of the error ‖∇(u− uH)‖L2(Ω).
Lemma 4.11. Let K ∈ TH be any element and γ ∈ EH be any edge of triangulation TH .
In the notation of Theorem 4.8 the following estimates hold:
η2K ¹ ‖∇(uh − uH)‖2L2(K) + ζ2K , (4.8)
η2γ ≤
∑
K⊂ωγ
(
C1‖∇(uh − uH)‖2L2(K) +
1
6
η2K + C1ζ
2
K
)
(4.9)
provided there exist the basis functions ψK and ψγ on the new mesh Th. We denote by ψK
and ψγ the hat functions corresponding to the new nodes introduced in the interior of the
triangle K and on the edge γ respectively.
Proof. We show (4.8) first. Using the fact that
∫
K ∇uH · ∇ψK dx = −
∫
K ∆uH · ψK dx = 0,
we have
fK
|supp(ψK)|
3
=
∫
K
fKψK dx =
∫
K
fψK dx−
∫
K
(f − fK)ψK dx
=
∫
K
∇uh · ∇ψK dx−
∫
K
(f − fK)ψK dx
=
∫
K
∇(uh − uH) · ∇ψK dx−
∫
K
(f − fK)ψK dx
Squaring and using the Cauchy-Schwarz inequality we get:
|K|‖fK‖2L2(K) ¹ ‖∇(uh − uH)‖2L2(K)‖∇ψK‖2L2(K) + ‖f − fK‖2L2(K)‖ψK‖2L2(K)
The desired inequality (4.8) follows now from the estimates ensured by the isotropy of
the mesh:
‖∇ψK‖L2(K) = O(1),
‖ψK‖L2(K) ≈ hK .
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We show now the second inequality (4.9). Taking into account that Rγ is a constant
over any edge γ, we have:
1
2
|γ|Rγ =
∫
γ
Rγψγ ds = −
∫
ωγ
∇uH · ∇ψγ dx
=
∫
ωγ
∇(uh − uH) · ∇ψγ dx−
∫
ωγ
fψγ dx
=
∫
ωγ
∇(uh − uH) · ∇ψγ dx−
∑
K⊂ωγ
∫
K
fKψγ −
∑
K⊂ωγ
∫
K
(f − fK)ψγ dx
Squaring and using the Cauchy-Schwarz inequality we come to the following:
1
2
|γ|‖Rγ‖2L2(γ) ≤
∑
K⊂ωγ
(
‖∇(uh − uH)‖2L2(K)‖∇ψγ‖2L2(K) + ‖fK‖2L2(K)‖ψγ‖2L2(K)
+ ‖f − fK‖2L2(K)‖ψγ‖2L2(K)
)
We finish the proof observing that for K ⊂ ωγ the following relations hold:
‖∇ψγ‖2L2(K) = O(1),
‖ψγ‖2L2(K) ≤
|K|
6
.
Lemma 4.12. Let Th be a triangulation resulting from TH by applying one cycle of algo-
rithm C′ . Then:
1. We have the following global lower bound for the error reduction
‖∇(uh − uH)‖2L2(Ω) ≥
θ2 − 14
C1
‖∇(u− uH)‖2L2(Ω) − C2ζ2.
If an additional condition on the marking holds:
∀K ∈ Tˆh : η2K ≤
1
2
∑
γ∈∂K
η2γ , (4.10)
then
‖∇(uh − uH)‖2L2(Ω) ≥
θ2
C1
‖∇(u− uH)‖2L2(Ω) − C2ζ2.
Proof.
1. By Lemma 4.11 and the first step of the marking strategy E′ we have
θ2η2R ≤
1
2
∑
K∈TˆH
∑
γ⊂∂K
η2γ +
∑
K∈eTH
η2R,K
=
1
2
∑
K∈TˆH
∑
γ⊂∂K
η2γ +
1
2
∑
K∈eTH
∑
γ⊂∂K
η2γ +
∑
K∈eTH
η2K
≤ C1
 ∑
K∈TˆH∪eTH
∑
γ⊂∂K
‖uh − uH‖2L2(ωγ) +
∑
K∈TˆH∪eTH
∑
γ⊂∂K
∑
K′⊂ωγ
ζ2K′

+
1
12
∑
K∈TˆH∪eTH
∑
γ⊂∂K
∑
K′⊂ωγ
η2K′ .
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Each triangle K ′ is counted at most three times in the last sum. Thus,
‖∇(uh − uH)‖2L2(Ω) ≥
θ2 − 14
C1
η2R − C2ζ2.
2. Proceeding analogously to the first part and utilizing the condition 4.10 we obtain
θ2η2R ≤
1
2
∑
K∈TˆH
∑
γ⊂∂K
η2γ +
∑
K∈eTH
η2R,K
=
1
2
∑
K∈TˆH
∑
γ⊂∂K
η2γ +
1
11
∑
K∈TˆH
η2K −
1
11
∑
K∈TˆH
η2K +
1
2
∑
K∈eTH
∑
γ⊂∂K
η2γ +
∑
K∈eTH
η2K
≤ 6
11
∑
K∈TˆH
∑
γ⊂∂K
η2γ −
1
11
∑
K∈TˆH
η2K +
1
2
∑
K∈eTH
∑
γ⊂∂K
η2γ +
∑
K∈eTH
η2K
≤ C1
 ∑
K∈TˆH∪eTH
∑
γ⊂∂K
‖uh − uH‖2L2(ωγ) +
∑
K∈TˆH∪eTH
∑
γ⊂∂K
∑
K′⊂ωγ
ζ2K′
 .
We are now in position to prove Theorem 4.8.
Proof of Theorem 4.8. Using Lemma 4.10 and Lemma 4.12, we have
‖∇(u− uh)‖2L2(Ω) = ‖∇(u− uH)‖2L2(Ω) − ‖∇(uh − uH)‖2L2(Ω)
≤ ‖∇(u− uH)‖2L2(Ω)
(
1− θ
2 − 14
C1
)
+ C2ζ
2
Assume now that ‖∇(u− uH)‖L2(Ω) > χ. Since ζ ≤ µχ, then
‖∇(u− uh)‖2L2(Ω) ≤ ‖∇(u− uH)‖2L2(Ω)
(
1− θ
2 − 14
C1
+ C2µ
2
)
.
Therefore,
‖∇(u− uh)‖L2(Ω) ≤ α‖∇(u− uH)‖L2(Ω),
where α :=
(
1− θ2−
1
4
C1
+ C2µ
2
)1/2
< 1 provided µ > 0 is sufficiently small. Moreover, if
we assume the condition 4.10 to hold the error reduction constant reduces to
α :=
(
1− θ
2
C1
+ C2µ
2
)1/2
.
Remark 4.13. The smaller we choose µ the smaller is α but the larger C0. But most
important is that µ is independent of Th.
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4.6 Advantage of edge dominance in error estimation regarding
adaptive refinement
It was shown in [17] that the edge residuals are dominating in a posteriori error esti-
mation for the pure Poisson problem (see [36] for anisotropic case). However, to ensure
this, the mesh properties formulated in [17] are required. To define these properties we
need some additional notation.
Given an arbitrary triangle K0 ∈ Th, define R0(K0) := K0 and then, recursively, for
j ≥ 1, Rj(K0) as the union of all K ∈ Th which are not contained in
⋃
i<j Ri(K0) but
which have at least one vertex in Rj−1(K0). Thus Rj(K0) is the union of all triangles
K which may be connected by a path P1, P2, ..., Pj with a vertex P1 of K0, where Pj is a
vertex of K, and PiPi+1 is an edge in Eh for 1 ≤ i < j, and not by any shorter such a path.
For K ∈ Rj(K0) we set l(K0,K) := j. It follows, in particular, that l(K0,K) is symmetric
in K0 and K. Denote by nj(K0) the number of triangles in Rj(K0). We assume that Th
satisfies the following condition:
(A) There are constants c1, c2, α, β, r with α ≥ 1, β ≥ 1 and
α1/2β <
√
3 +
√
2 ≈ 3.146
such that, uniformly for small h,
|K|/|K0| ≤ c1αl(K0,K) ∀K, K0 ∈ Th,
nj(K) ≤ c2jrβj ∀K ∈ Th.
Remark 4.14. For the discussion of the condition (A), the examples and the counter
examples of appropriate meshes we refer to [17] and [20].
The condition (A) leads to the following form of the error bounds.
Theorem 4.15 (Global upper error bound). Assume that the condition (A) holds true.
Then there exists a constant C depending only on the minimum angle of Th, such that
‖∇(u− uh)‖2L2(Ω) ¹
∑
γ∈E
η2γ + ζ
2.
Theorem 4.16 (Local lower error bound). Assume that the condition (A) holds true.
There exists a constant C depending only on the minimum angle of Th, such that
η2γ ¹ ‖∇(u− uh)‖2L2(ωγ) +
∑
K⊂ωγ
ζ2K .
We are now in position to formulate the algorithm C′′ where we do not any more pay
attention to the element error indicators.
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Convergent Algorithm C′′
Choose parameters 0 < θ, θˆ < 1.
1. Take some initial mesh T0.
2. Solve the discrete problem on T0, denote its solution
by u0.
3. Let k = 0.
4. Compute the local indicators ηK .
5. If the global estimated error is small then STOP.
6. Construct Tˆk ∈ Tk by marking strategy B and param-
eter θ.
7. Enlarge Tˆk by marking strategy D and parameter θˆ.
8. Let Tk+1 be a refinement of Tk such that all the sides
of each element in Tˆk, are divided.
9. Solve the discrete problem on Tk+1, denote its solution
by uk+1.
10. Let k := k + 1 and go to Step 4.
For the algorithm C′′ we can formulate analog of the convergence Theorem 4.7. The
proof can be derived analogously.
Theorem 4.17 (Convergence result). For 0 < θ, θˆ < 1, let 0 < α < 1, µ > 0 be given by
Theorem 4.3 and 0 < αˆ < 1 by Lemma 4.5. Let
β := max(α, αˆ), C0 := max
(
‖∇(u− u0)‖L2(Ω),
ζ0
αµ
)
.
Algorithm C′ produces a convergent sequence {uk}k∈N0 of discrete solutions satisfying for
all k ≥ 0
‖∇(u− uk)‖L2(Ω) ≤ C0βk. (4.11)
Proof. Proof follows the lines of the proof of Theorem 4.8 by utilizing the bounds for the
error and the error indicators formulated above.
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5 Convergence results for Poisson problem on anisotropic
meshes
We restrict ourself in this chapter to the case of the pure Poisson problem ε = 1, κ = 0.
We start with repeating the a posteriori residual error estimator for the anisotropic case.
Then we investigate the possibilities to choose the weight in the edge error indicator on
anisotropic meshes. Furthermore we provide the range of possible values of this weight,
for which all the robustness estimates hold true. Based on the idea from the isotropic
case, the adaptive algorithm allowing anisotropic mesh refinement is developed and
analyzed in this chapter – one can analyze the edge and element error indicators sep-
arately, and according to this information only the marked entities (edges/elements)
should be appropriately refined. In Section 5.3 the adaptive algorithm is given. It satis-
fies the convergence property for the Poisson problem with a parameter β depending on
the alignment measure m1, as shown in Section 5.4.
5.1 Residual anisotropic error estimator
For any f ∈ L2(Ω) there exist a unique weak solution u to the following problem:
u ∈ H10 (Ω) : (∇u,∇v)L2(Ω) = (f, v)L2(Ω), ∀v ∈ H10 (Ω). (5.1)
From a heuristic point of view one should stretch the triangle in that direction where
the (directional) derivative of the function shows little change. The better the aniso-
tropic mesh T is aligned with the anisotropic function v, the more accurate one would
expect the error estimates to be. In order to measure the alignment of T with v, Kunert
[31, 32] has introduced the alignment measure m1(v, T ) which is defined as follows.
Definition 5.1 (Alignment measure m1). Let v ∈ H1(Ω) be an arbitrary non-constant
function, and F be a family of triangulations of Ω. Define the alignment measurem1(·, ·) :
H1(Ω)×F → R by
m1(v, T ) :=
( ∑
K∈T
h−2min,K · ‖C>K∇v‖2L2(K)
)1/2
‖∇v‖ . (5.2)
Furthermore the local matching function m1(·, ·) : H1(Ω)×T → R is obviously defined by
m1(v,K) := h
−1
min,K
‖C>K∇v‖L2(K)
‖∇v‖L2(K)
The alignment measure satisfies the following property:
1 ≤ m1(v, T ) ≤ Cmax
K∈T
hmax,K
hmin,K
The definition implies that a mesh T which is well aligned with an anisotropic func-
tion v, results in a small alignment measure m1(v, T ).
Let Vh be the space of continuous piecewise linear functions over a triangulation Th
that vanish at the boundary. Let uh denote the solution of the discrete problem
uh ∈ Vh : (∇uh,∇vh)L2(Ω) = (f, vh)L2(Ω), ∀vh ∈ Vh. (5.3)
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Denote by fK the mean value of the function f on elementK ∈ Th: fK = 1|K|
∫
K f . The
jump discontinuity in the approximation of the normal flux at an interelement boundary
γ = ∂K ∩ ∂K ′ is defined by[
∂uh
∂n
]
γ
= nK · (∇uh)K + nK′ · (∇uh)K′ ,
and the edge residual R is given by
Rγ =
{ [
∂uh
∂n
]
γ
for γ 6⊂ ∂Ω
0 for γ ⊂ ∂Ω
which is defined as usual (see [4]).
We recall now residual the a posteriori error estimator for (5.1) and (5.3) from [32].
Define the error indicator ηγ associated with an edge γ by
ηγ := hmin,γ
( |γ|
|ωγ |
)1/2
‖Rγ‖L2(γ),
and the error indicator ηK associated with an element K by
ηK := hmin,K‖fK‖L2(K).
Then the local residual error estimator ηR,K and the local data oscillation (local approx-
imation term) ζK for the element K are defined via
η2R,K := η
2
K +
1
2
∑
γ⊂∂K
η2γ ,
ζ2K := h
2
min,K‖f − fK‖2L2(K).
Let ηR and ζ be their global counter parts, given by
η2R :=
∑
K∈Th
η2R,K ,
ζ2 :=
∑
K∈Th
ζ2K .
The following robustness results was shown in [32].
Theorem 5.2 (Global upper error bound). There exists a constant C that does not
depend on the aspect ratio of the mesh, such that
‖∇(u− u1)‖2L2(Ω) ¹ m21(u− uh, Th)
(
η2R + ζ
2
)
.
Theorem 5.3 (Local lower error bound). There exists a constant C that does not
depend on the aspect ratio of the mesh, such that
η2R,K ¹ ‖∇(u− u1)‖2L2(ωK) +
∑
K⊂ωK
ζ2K .
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5.2 On the possible choice of weights for the edge error indicator
As one could see in the previous section the a posteriori residual error estimator can
underestimate the exact error by a factor ofm1(u−uh, Th). In discussions on this concern
the idea of choosing larger weights in edge indicators was proposed. We investigate this
idea in this section and provide the answer how large the weights in edge indicators can
be still remaining smaller than the exact error. Write the edge error indicator in the
form
ηγ = ργ‖Rγ‖L2(γ),
where ργ is a weight. For the isotropic meshes ργ = h1/2 is typically used. In this
section we are concerned with the possible values for ργ , such that Theorems 5.2 and
5.3 hold true. One of the possible values for anisotropic meshes, ργ = hmin,γ
( |γ|
|ωγ |
)1/2
,
was given in Section 5.1. In the current section we derive the upper bound ργ,max for ργ
which ensures Theorems 5.2 and 5.3 to hold. It turns out that ργ,max = h
1/2
min,γ , which
is quantitatively larger than ργ given in Section 5.1. We assume in this section the
uniform maximum angle condition, i.e.
sup
Th∈F
max
K∈Th
max
α∈angles(K)
α ≤ C < pi.
From the standard derivation of the a posteriori error estimator we know that the
weight of the edge error indicator is directly defined by an edge bubble function φ ∈
H10 (ωγ) in the following way
ρ−1γ (φ) =
‖∇φ‖L2(K∪K′)
‖φ‖L2(γ)
. (5.4)
We would like to find a largest value of ργ , or in another words we wish to solve the
minimization problem
ρ−1γ,max = min
φ∈H10 (K∪K′)
‖∇φ‖L2(K∪K′)
‖φ‖L2(γ)
. (5.5)
Since we can not solve this minimization problem exactly, we do the following. First
we make some simplifications, then we estimate the largest possible value of ργ and at
the end we give a function that brings the asymptotic optimum.
Theorem 5.4. In notation of Figure 8 the inequality
min
φ∈H10 (K∪K′)
‖∇φ‖L2(K∪K′)
‖φ‖L2(γ)
≥ min
φ∈H10 ( eK∪ eK′)
‖∇φ‖
L2( eK∪ eK′)
‖φ‖L2(γ)
(5.6)
holds.
Proof. Without loss of generality we assume that α = max(α, β). For the proof we use the
transform F : K˜ → K (the transformation F : K˜ ′ → K ′ can be considered analogously)
defined via
F (x) =
 x
y +
b2
a2
x
 .
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α
Figure 8: Edge and two neighboring triangles. K, K ′ – actual triangles; K˜, K˜ ′ – trian-
gles after applying the transformation F−1; Q, Q′ – the smallest rectangles containing
triangles K˜ and K˜ ′ respectively.
This transform has the following jacobian matrix
J =
 1 0b2
a2
1
 = ( 1 0
cot(α) 1
)
,
with |J | = 1. We also will use the fact that ‖J‖ is bounded. Indeed,
‖J‖2 = λmax(JTJ) = 1 + cot
2(α)
2
+
√
cot2(α) +
cot4(α)
4
≤ C <∞ (5.7)
due to the uniform maximal angle condition. Now we proceed estimating the enumera-
tor of the target functional
‖∇φ‖2L2(K) =
∫
K
‖∇φ‖2 dxdy =
∫
eK
‖J−T∇φ‖2|J | dxdy
≥ ‖J‖−2
∫
eK
‖∇φ‖2 dxdy ≥
∫
eK
‖∇φ‖2 dxdy.
Performing the same computations for F : K˜ → K we complete the proof.
Theorem 5.5. In notations of Figure 8
min
φ∈H10 ( eK∪ eK′)
‖∇φ‖
L2( eK∪ eK′)
‖φ‖L2(γ)
≥ min
φ∈H10 (Q∪Q′)
‖∇φ‖L2(Q∪Q′)
‖φ‖L2(γ)
. (5.8)
Proof. The proof is evident since H10 (K˜ ∪ K˜ ′) ⊂ H10 (Q ∪Q′).
The last minimum in Theorem 5.5 is nothing else, but the Rayleigh quotient of the
eigenvalue problem
Find (λ, φ) ∈ R×H10 (Q ∪Q′) : (∇φ,∇ψ)L2(Q∪Q′) = λ2(φ, ψ)L2(γ) ∀ψ ∈ H10 (Q ∪Q′),
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or in the classical formulation
−∆φ = λ2δ(x)φ,
where δ(x) is the Dirac delta function of the variable x. Search for the eigenfunction in
the form φ = α(y)β(x)
−α
′′(y)
α(y)
− β
′′(x)
β(x)
= λ2δ(x)
The problem is now split into two ordinary differential equations. The first of them
involves constant parameter ν to be defined later.
−α
′′(y)
α(y)
= ν2, α(0) = 0, α(b) = 0.
The solution thereto is obtained directly
α(y) = sin νy, ν = pik/b, k ∈ N (5.9)
The second equation reads:
ν2 − β
′′(x)
β(x)
= λ2δ(x),
or
−β′′(x) + ν2β(x) = λ2δ(x)β(x)
We search for the solutions in the form
β(x) =
{
β1(x), x < 0,
β2(x), x > 0,
which satisfies the system of equations
−β′′i (x) + ν2βi(x) = 0, i = 1, 2,
β1(−0) = β2(+0),
β′2(0)− β′1(0) = λ2β1(0),
β1(−a1) = 0,
β2(a2) = 0.
Solving this system we get:
β(x) =

β1(x) =
sinh (ν(a1 + x))
sinh (νa1)
,
β2(x) =
sinh (ν(a2 − x))
sinh (νa2)
,
and
λ2 =
ν sinh (ν(a1 + a2))
sinh(νa1) sinh(νa2)
= ν
cosh (νa1)
sinh(νa1)
+ ν
cosh (νa2)
sinh(νa2)
. (5.10)
Proposition 5.6. If a1, a2 are two positive parameters then the function
f(ξ) =
ξ sinh (ξ(a1 + a2))
sinh(ξa1) sinh(ξa2)
= ξ
cosh (ξa1)
sinh(ξa1)
+ ξ
cosh (ξa2)
sinh(ξa2)
monotonically increases for ξ > 0.
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Proof. We can rewrite the function in the following way
f(ξ) = ξ
cosh (ξa1)
sinh(ξa1)
+ ξ
cosh (ξa2)
sinh(ξa2)
= g(ξ, a1) + g(ξ, a2),
where
g(ξ, a) = ξ
cosh (ξa)
sinh(ξa)
.
It is enough to show that the function g(ξ, a) is a monotonically increasing function with
respect to ξ for any positive parameter a. Therefore we differentiate g(ξ, a):
∂g(ξ, a)
∂ξ
=
1
2
sinh(2ξa)− ξa
sinh2(ξa)
.
It is easy to see that ∂g(ξ,a)∂ξ > 0 for all ξa > 0 since x < sinhx for all x > 0. It means
that g(ξ, a) and consequently f(ξ) are monotonically increasing functions which was
claimed.
We are interested in the smallest possible value for λ2. Due to Proposition 5.6 the
minimum is reached for k = 1 in (5.9) and the corresponding value
ν1 =
pi
b
.
The function that minimizes the last functional in Theorem 5.5 reads as follows:
φ(x, y) =

sinh
(pi
b
(a1 + x)
)
sinh
(pi
b
a1
) sin(pi
b
y
)
, (x, y) ∈ Q˜′,
sinh
(pi
b
(a2 − x)
)
sinh
(pi
b
a2
) sin(pi
b
y
)
, (x, y) ∈ Q˜.
This function together with the traditional bubble function are drawn in Figure 9.
We arrive at the following result:
Theorem 5.7. For any function φ ∈ H10 (K ∪K ′) the following estimate hold:
‖∇φ‖2L2(K∪K′)
‖φ‖2L2(γ)
º pi
b
coth
(pi
b
a1
)
+
pi
b
coth
(pi
b
a2
)
.
Proof. To show this we only need to substitute the optimal value ν1 =
pi
b
into (5.10).
It remains only to give an example of a function, for which the equality or in our case
equivalence relation takes place. As an example of such a function we may consider the
function bγ,δ with
δ =
|γ|
|ωγ |hmin,γ .
Theorem 5.8. The squeezed edge bubble function bγ,δ with the squeezing parameter
δ =
|γ|
|ωγ |hmin,γ satisfies
‖∇bγ,δ‖2L2(K)
‖bγ,δ‖2L2(γ)
∼ pi
b
coth
(pi
b
a2
)
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Figure 9: Two bubble functions on quadrilateral.
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Proof. For the bubble function bγ,δ we have
‖∇bγ,δ‖2L2(K)
‖bγ,δ‖2L2(γ)
∼ h−1min,γ .
We show now that the right hand side of the desired equivalence relation is also of the
same order as h−1min,γ . To this end we consider two cases:
1. a2 ∼ hmin,γ . Then
pi
b
coth
(pi
b
a2
)
∼ pi
b
(pi
b
a2
)−1
= a−12 ∼ h−1min,γ .
2. b ∼ hmin,γ . We have
pi
b
coth
(pi
b
a2
)
∼ pi
b
∼ b−1 ∼ h−1min,γ ,
where we used the knowledge on the behavior of the function coth:
coth(x) ∼
{
x−1, for small x,
1, for large x.
This theorem shows that the optimal value of the weight ργ,max = h
1/2
min,γ is asymp-
totically reached by the squeezed edge bubble function. There is a natural mapping be-
tween the possible bubble function and weights in the edge error indicators. Although
the optimal weight h1/2min,γ is good for the hierarchical error estimators it cannot be used
in the convergence proofs of the adaptive algorithms. The functions appearing in the
refined mesh cannot be any kind of squeezed functions, and thus we use the weight
hmin,γ
( |γ|
|K|
)1/2
in the adaptive algorithm.
5.3 Marking strategies and convergent algorithm on anisotropic me-
shes
In this section we present marking and refinement strategies which produce suitable
anisotropic meshes.
Marking Strategy E˜
Given a parameter 0 < θ < 1 and a mesh TH , select the
set of elements TˆH ⊂ TH and the set of edges EˆH ⊂ EH for
which  ∑
K∈TˆH
η2K +
∑
γ∈EˆH
η2γ
1/2 ≥ θηR.
Theorem 5.9. Let TH be a triangulation of Ω, and let Th be the triangulation obtained
from TH by refining every element marked according to Strategy E˜ in such a way that new
node is created in the interior of each marked triangle K ∈ TˆH and on the each marked
edge γ ∈ EˆH .
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Then, there exist constants µ > 0 and 0 < α < 1, depending on θ and the alignment
measure, such that for χ > 0 satisfying
ζ ≤ µχ (5.11)
one of two statements holds: either ‖∇(u− uH)‖L2(Ω) ≤ χ, or the solution uh on the mesh
Th satisfies
‖∇(u− uh)‖L2(Ω) ≤ α‖∇(u− uH)‖L2(Ω).
The dependence on the alignment measure has the following form:
α =
(
1− 1
Cm1(u− uH , TH)
)1/2
Proof. Proof is is postponed to Section 5.4.
Remark 5.10. It is clear that if the alignment measure m1(u − uH , TH) is of moderate
size then the error reduction factor α will be strictly smaller than 1. Thus it makes
sense to control the alignment measure m1(u − uH , TH) in order to have guaranteed
error reduction.
Marking Strategy D˜
Given a parameter 0 < θˆ < 1 and the subsets TˆH ⊂ TH
and EˆH ⊂ EH produced by Marking Strategy E˜:
Enlarge TˆH so that ∑
K∈TˆH
ζ2K ≥ θˆζ.
Combining the marking strategy we formulate the adaptive algorithm.
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Convergent Algorithm C˜
Choose parameters 0 < θ, θˆ < 1.
1. Take some initial mesh T0.
2. Solve the discrete problem on T0, denote by u0 its
solution.
3. Let k = 0.
4. Compute the local indicators ηK .
5. If the global estimated error is small then STOP.
6. Construct Tˆk ∈ Tk and Eˆk ∈ ∂Tk by Marking Strat-
egy E˜ and parameter θ.
7. Enlarge Tˆk by Marking Strategy D˜ and parameter
θˆ.
8. Let Tk+1 be a refinement of Tk such that
• each element of Tˆk contains a node of Tk+1 in
its interior and
• each edge of Eˆk, contains a node of Tk+1 in its
interior.
9. Solve the discrete problem on Tk+1, denote its solu-
tion by uk+1.
10. Let k := k + 1 and go to Step 4.
In the anisotropic case the analog of convergence Theorem 4.7 reads similarly.
Theorem 5.11 (Convergence result). For 0 < θ, θˆ < 1, let 0 < α < 1, µ > 0 be given by
Theorem 4.4 and 0 < αˆ < 1 by Lemma 4.5. Let
β := max(α, αˆ), C0 := max
(
‖∇(u− u0)‖L2(Ω),
ζ0
αµ
)
.
Algorithm C˜ produces a convergent sequence {uk}k∈N0 of discrete solutions satisfying for
all k ≥ 0
‖∇(u− uk)‖L2(Ω) ≤ C0βk, (5.12)
provided that there exists a constant M such that the alignment measure satisfies
m1(u− uk, Tk) < M, for all k ≥ 0.
5.4 Error reduction theorem
This section is aimed to prove Theorem 5.9. Mention that Lemma 4.10 holds true for
the anisotropic case as well as for the isotropic one.
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Lemma 5.12. Let K ∈ TH be any element and γ ∈ EH be any edge of triangulation. In
the notation of Theorem 4.8 the following estimates hold:
η2K ¹ ‖∇(uh − uH)‖2L2(K) + ζ2K , (5.13)
η2γ ≤
∑
K⊂ωγ
(
C1‖∇(uh − uH)‖2L2(K) +
1
6
η2K + C1ζ
2
K
)
, (5.14)
provided there exist the basis functions ψK and ψγ on the new mesh Th. We denote by ψK
and ψγ the hat functions corresponding to the new nodes introduced in the interior of the
triangle K and on the edge γ respectively.
Proof. We show (5.13) first. Using the fact that
∫
K ∇uH ·∇ψK dx =
∫
K ∇uH ·∇ψK dx = 0,
we have
fK
|K|
3
=
∫
K
fKψK dx =
∫
K
fψK dx−
∫
K
(f − fK)ψK dx
=
∫
K
∇uh · ∇ψK dx−
∫
K
(f − fK)ψK dx
=
∫
K
∇(uh − uH) · ∇ψK dx−
∫
K
(f − fK)ψK dx
Squaring and using Cauchy-Schwarz inequality we get:
|K|‖fK‖2L2(K) ¹ ‖∇(uh − uH)‖2L2(K)‖∇ψK‖2L2(K) + ‖f − fK‖2L2(K)‖ψK‖2L2(K)
The desired inequality (5.13) follows now from the estimates (2.12) and (2.13).
Show now the second inequality (5.14). Taking into account that Rγ is a constant
over any edge γ, we have:
1
2
|γ|Rγ =
∫
γ
Rγψγ ds = −
∫
ωγ
∇uH · ∇ψγ dx
=
∫
ωγ
∇(uh − uH) · ∇ψγ dx−
∫
ωγ
fψγ dx
=
∫
ωγ
∇(uh − uH) · ∇ψγ dx−
∑
K⊂ωγ
∫
K
fKψγ −
∑
K⊂ωγ
∫
K
(f − fK)ψγ dx
We finish the proof observing that for K ⊂ ωγ the relations (2.14), (2.15) hold.
Lemma 5.13. Let Th be a triangulation resulting from TH by applying one cycle of algo-
rithm C˜. Then:
1. we have the following global lower bound for the error reduction
‖∇(uh − uH)‖2L2(Ω) ≥
θ2 − 14
C1m21(u− uH , TH)
‖∇(u− uH)‖2L2(Ω) − C2ζ2.
If an additional condition on the marking holds:
∀γ ∈ Eˆh, ∀K : γ ∈ ∂K : η2K ≤ η2γ , or K ∈ Tˆh (5.15)
then
‖∇(uh − uH)‖2L2(Ω) ≥
θ2
C1m21(u− uH , TH)
‖∇(u− uH)‖2L2(Ω) − C2ζ2.
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Proof. 1. By Lemma 5.12 and the first step of the marking strategy E˜ we have
θ2η2R ≤
∑
γ∈EˆH
η2γ +
∑
K∈TˆH
η2K
≤ C1
∑
γ∈EˆH
‖uh − uH‖2L2(ωγ) +
∑
K∈TˆH
‖uh − uH‖2L2(K) + ζ2
+ 1
12
∑
γ∈EˆH
∑
K⊂ωγ
η2K .
Each triangle K is counted at most three times in the last sum. Thus,
‖∇(uh − uH)‖2L2(Ω) ≥
θ2 − 14
C1m21(u− uH , TH)
η2R − C2ζ2.
2. Proceeding analogously to the first part and utilizing the condition 5.15 we obtain
θ2η2R ≤
∑
γ∈EˆH
η2γ +
∑
K∈TˆH
η2K
=
∑
γ∈EˆH
η2γ +
1
5
∑
γ∈EˆH
∑
K⊂ωγ ,K 6∈TˆH
η2K −
1
5
∑
γ∈EˆH
∑
K⊂ωγ ,K 6∈TˆH
η2K +
∑
K∈TˆH
η2K
≤ 6
5
∑
K∈TˆH
∑
γ⊂∂K
η2γ −
1
5
∑
γ∈EˆH
∑
K⊂ωγ ,K 6∈TˆH
η2K +
∑
K∈TˆH
η2K
≤ C1
∑
γ∈EˆH
‖uh − uH‖2L2(ωγ) +
∑
K∈TˆH
‖uh − uH‖2L2(K) + ζ2
 .
We are now in a position to prove Theorem 5.9.
Proof of Theorem 5.9. Using Lemma 4.10 and Lemma 5.13, we have
‖∇(u− uh)‖2L2(Ω) = ‖∇(u− uH)‖2L2(Ω) − ‖∇(uh − uH)‖2L2(Ω)
≤ ‖∇(u− uH)‖2L2(Ω)
(
1− θ
2 − 14
C1m21(u− uH , TH)
)
+ C2ζ
2
Assume now that ‖∇(u− uH)‖L2(Ω) > χ. Since ζ ≤ µχ, then
‖∇(u− uh)‖2L2(Ω) ≤ ‖∇(u− uH)‖2L2(Ω)
(
1− θ
2 − 14
C1m21(u− uH , TH)
+ C2µ
2
)
.
Therefore,
‖∇(u− uh)‖L2(Ω) ≤ α‖∇(u− uH)‖L2(Ω),
where α :=
(
1− θ2−
1
4
C1m21(u−uH ,TH)
+ C2µ
2
)1/2
< 1 provided µ > 0 and m21(u − uH , TH) are
sufficiently small. Moreover, if we assume the condition (5.15) to hold the error reduction
constant reduces to
α :=
(
1− θ
2
C1m21(u− uH , TH)
+ C2µ
2
)1/2
.
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6 Error estimation for the reaction-diffusion problem
Some types of a posteriori error estimation methods have already been generalized for
anisotropic meshes. They include the works on residual error estimators [32, 34, 36],
hierarchical error estimator [21] and Dirichlet local problem error estimators [33, 35].
In this chapter we give
6.1 Equilibrated residual method with computable error approxima-
tion
The modified equilibrated residual method [2] has been shown to provide one of the
most reliable error estimates for the singularly perturbed reaction-diffusion problem.
We will refer to this method as Ainsworth-Babusˇka estimator. The equilibrated residual
method dates back to [16] and was further developed in [37, 14, 2, 3]. The purpose of the
current section is to consider the estimator from [2] on anisotropic meshes and to give
upper and lower error bounds on anisotropic meshes obtained in [27].The equilibrated
residual method is shown to fail on anisotropic meshes due to a (potentially unbounded)
factor appearing in the lower bound. This factor is O(1) on isotropic meshes, but it can
be of size of the maximum aspect ratio on anisotropic meshes. We recall the modification
for anisotropic elements from [27] leading to a robust error estimator. The upper error
bound of the modification contains an alignment measure which is in accordance with
the results by Kunert [35].
Among others, the robustness of the equilibrated residual method relies on the solu-
tion of a local residual problem on each element. This problem is infinite dimensional
and does not allow an exact solution in general. In practical computations it is therefore
solved approximately by means of the finite element method. According to the exist-
ing theory, however, the equilibrated residual method is guaranteed to be robust if the
exact solution to the local problem can be computed. The potentially fatal role of the
approximation of this solution has been poorly investigated up to now, which gives rise
to heavy criticism of the whole method. In this section we provide an appropriate basis
for the solution of the local problem and show that the whole method is not affected by
this approximation.
Regarding to the history of the equilibrated residual method, the reaction diffusion
equation was always put under consideration depending only on one parameter κ, in
other words ε = 1. In this section we also restrict ourselves to the case ε = 1 although
all the considerations may be generalized to arbitrary ε.
6.1.1 The equilibrated residual method
In this section a brief overview over the equilibrated residual method is given since
we strongly require parts of this method for our subsequent analysis. The equilibrated
residual method may be found in [4] and its modification for the singularly perturbed
case in [2].
Consider the model problem (2.1). Then the error e := u − uX belongs to the space
H10 (Ω) and satisfies the variational formulation
B(e, v) = B(u, v)−B(uX , v) = (f, v)−B(uX , v) ∀v ∈ H10 (Ω). (6.1)
For an element K with boundary ∂K, let nK be the outer normal vector. Next we
introduce a set of boundary fluxes {gK : K ∈ T } which approximate the actual fluxes of
the exact solution on the element boundaries, gK ≈ nK∇u|K . Taking into account that
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the trace of the true solution is continuous on the edges, we construct the approximate
fluxes gK so that the condition
gK + gK′ = 0 on ∂K ∩ ∂K ′, K,K ′ ∈ T (6.2)
holds true. With this definition the residual on the right hand side of (6.1) can be de-
composed into contributions from the individual elements
(f, v)−B(uX , v) =
∑
K∈T
{
(f, v)K −BK(uX , v) +
∫
∂K
gKv ds
}
∀v ∈ H10 (Ω). (6.3)
The term in parentheses defines a linear functional on the space of the locally ad-
missible functions
VK = {v : v = w|Ω for some w ∈ H10 (Ω)}.
If the parameter κ in (2.1) is not zero, there is a unique solution φK ∈ VK to the local
residual problem
BK(φK , v) = (f, v)K −BK(uX , v) +
∫
∂K
gKv ds ∀v ∈ VK . (6.4)
If κ vanishes then the problem will have a solution if and only if the collection of fluxes
{gK : K ∈ T } satisfies the so-called equilibration condition
0 = (f, 1)K −BK(uX , 1) +
∫
∂K
gK ds. (6.5)
This condition means that the boundary flux gK is in equilibrium with the interior load.
Note that the local problem (6.4) is infinite dimensional. The solution φK is treated as
an approximation of the true error on the element K. It yields the a posteriori error
estimation |‖e|‖2 ∼ ∑
K∈T
|‖φK |‖2K , which will be shown later.
The substitution of (6.4) into (6.3) implies
B(e, v) = (f, v)−B(uX , v) =
∑
K∈T
BK(φK , v), for all v ∈ V.
An immediate consequence of this result is the upper bound on the true error. We
obtain from the Cauchy-Schwarz inequality that
|B(e, v)| ≤
∑
K∈T
|‖φK |‖K |‖v|‖K ≤
{ ∑
K∈T
|‖φK |‖2K
}1/2
|‖v|‖,
and conclude that
|‖e|‖ = sup
v∈H10 (Ω):|‖v|‖=1
B(e, v) ≤
{ ∑
K∈T
|‖φK |‖2K
}1/2
.
These developments lead to the following theorem:
Theorem 6.1 (Upper error bound). Let {gK : K ∈ T } be any set of boundary fluxes
satisfying condition (6.2). Additionally, if κ vanishes, then (6.5) is assumed to hold on all
elements that do not abut the boundary ∂Ω. Then, the global error in the finite element
approximation is bounded by
|‖e|‖2 ≤
∑
K∈T
|‖φK |‖2K .
Proof. For the proof see the argumentation above.
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6.1.2 Construction of the equilibrated fluxes
For the construction of the equilibrated fluxes we adopt the theory of [4] which we will
briefly repeat in this section. It will be assumed that the finite element subspace X
is constructed using linear elements on a partition T of the domain Ω into triangular
elements. The key issue of the lower bound of the error is the construction of appropriate
approximate fluxes. The procedure that will be developed produces a set of fluxes {gK}
that satisfy the first-order equilibration conditions:
(f, θn)K −BK(uX , θn) +
∫
∂K gKθn ds = 0 ∀n ∈ N (K)
gK + gK′ = 0 on ∂K ∩ ∂K ′.
}
(6.6)
It is convenient to look for gK |γ belonging to span{θn : n ∈ N (γ)} on all edges. Ainsworth
and Oden [4] suggest to choose the degrees of freedom for the fluxes to be the moments
µγK,n =
∫
γ gKθn ds with respect to the FEM basis functions θn associated with xn ∈ N (γ).
Thereby we avoid a global problem by reducing the construction of fluxes to computation
of the moments over local patches of elements.
Let N (γ) = {xl, xr}, then it can be shown that the actual flux may be reconstructed
from its moments:
gK |γ = 2|γ|
{
(2µγK,l − µγK,r)θl + (−µγK,l + 2µγK,r)θr
}
. (6.7)
Note that (6.7) could be rewritten in the form
gK |γ = µγK,lψl + µγK,rψr,
where ψl and ψr are the dual basis functions corresponding to θl and θr, i.e. (ψi, θj)L2(γ) =
δij for i, j ∈ {l, r}:
ψl =
2
|γ|(2θl − θr), ψr =
2
|γ|(−θl + 2θr).
In order to determine the boundary fluxes, it is sufficient to determine the moments
of the flux with respect to the basis functions. The first-order equilibration conditions
(6.6) for the flux gK may be rewritten in terms of the flux moments in the form∑
γ⊂∂K µ
γ
K,n = ∆K(θn) ∀n ∈ N (K)
µγK,n + µ
γ
K′,n = 0 ∀n ∈ N (γ), γ = ∂K ∩ ∂K ′
}
(6.8)
where
∆K(θn) = BK(uX , θn)− (f, θn)K . (6.9)
In (6.8) we used the convention that µγK,n = 0 if n /∈ N (γ).
The conditions in (6.8) have one of two distinct structures depending on the location
of the node xn in the interior or on the boundary of Ω. Here we omit the case of a
boundary vertex, see [4] for details. Assume xn to be an interior vertex. The elements
and edges are labeled as shown in Figure 10. The moment equilibration conditions (6.8)
for the elements K ∈ x˜n associated with the node xn may be rewritten in the form
µγ11,n + µ
γ2
1,n = ∆1(θn)
µγ22,n + µ
γ3
2,n = ∆2(θn)
...
µγNN,n + µ
γ1
N,n = ∆N (θn)

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N1
2
3
4
γ1
γN
γ2 γ3
γ4
xn
Figure 10: The patch of elements influenced by the basis function θn .
with constraints on the edges
µγ11,n + µ
γ1
N,n = 0
µγ22,n + µ
γ2
1,n = 0
...
µγNN,n + µ
γN
N−1,n = 0.

It is shown in [4] that this system of 2N equations for 2N unknowns has a one-parametric
family of solutions. We recall from [4] which solution should be selected.
The ideal situation would be to choose the flux moments {gK} satisfying µγK,n ≈∫
γ θnnK∇u ds. Since the true fluxes are unknown, the flux moments are selected so that
µγK,n ≈ µ˜γK,n :=
∫
γ
θnnK∇uX |K ds. (6.10)
We seek flux moments that minimize the objective
1
2
∑
K∈exn
∑
γ⊂∂K
(
µγK,n − µ˜γK,n
)2
. (6.11)
Introducing Lagrange multipliers we come to the optimality condition. The La-
grangian is given by
L
(
{µ˜γK,n}, {λγ}, {σK}
)
= 12
∑
K∈exn
∑
γ⊂∂K
(
µγK,n − µ˜γK,n
)2
+
∑
K∈exn
σK,n
(
∆K(θn)−
∑
γ⊂∂K
µγK,n
)
+
∑
γ=∂K∩∂K′
λγ,n
(
µγK,n + µ
γ
K′,n
)
.
Here we used the convention that λγ,n = 0 on γ ⊂ ∂Ω. We conclude that the conditions
for a stationary point consist of two parts; the first part is (6.8), the second part is
µγK,n − µ˜γK,n − σK,n + λγ,n = 0. (6.12)
Using the second part of (6.8) we obtain
λγ,n =
{
1
2
(
σK,n + σK′,n + µ˜
γ
K,n + µ˜
γ
K′,n
)
γ = ∂K ∩ ∂K ′,
0 γ = ∂K ∩ ∂Ω.
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Using the last formula together with (6.12) the flux moments are expressed as
µγK,n =
{
1
2
(
σK,n − σK′,n + µ˜γK,n − µ˜γK′,n
)
γ = ∂K ∩ ∂K ′,
σK,n + µ˜
γ
K,n γ = ∂K ∩ ∂Ω.
(6.13)
Substituting this into the first equation of (6.8) we obtain the following conditions for
{σK,n : K ∈ x˜n}:
1
2
∑
γ=∂K∩∂K′
(
σK,n − σK′,n
)
+
∑
γ⊂∂K∩∂Ω
σK,n = ∆˜K(θn) ∀K ∈ x˜n, (6.14)
where
∆˜K(θn) := BK(uX , θn)− (f, θn)K −
∫
∂K
〈
∂uX
∂nK
〉
θn ds, (6.15)
〈
∂uX
∂nK
〉
:=

1
2nK{(∇uX)K + (∇uX)K′} on ∂K ∩ ∂K ′
nK(∇uX)K on ∂K ∩ ∂Ω. (6.16)
The conditions (6.14) form a linear system of equations over the element patches x˜n
with unknowns {σK,n : K ∈ x˜n} corresponding to the elements in the patch. The specific
form for an interior vertex is
1
2

2 −1 . . . −1
−1 2 −1 . . . 0
...
...
0 . . . −1 2 −1
−1 . . . −1 2


σ1
σ2
...
σN−1
σN
 =

∆˜1(θn)
∆˜2(θn)
...
∆˜N−1(θn)
∆˜N (θn)
 .
The kernel of this matrix is the vector 1 = [1, 1, . . . , 1]>, which implies that a solution
exists if and only if the sum of the components of the right-hand data vanishes. This
may be easily verified thanks to the Galerkin property (see [4]).
Since the system (6.14) is singular the least square solution is selected. As a con-
sequence, there exists a constant C, depending only on the number of elements in the
patch x˜n surrounding a vertex xn, such that (for proof see for ex. [28])∑
K∈exn
σ2K,n ¹
∑
K∈exn
∆˜K(θn)
2. (6.17)
6.1.3 Minimum energy extensions
Minimum energy extensions were first introduced in the work of Ainsworth and Babusˇka
[2]. These extensions play a key role in the construction of an estimator which is sta-
ble with respect to the perturbation parameter κ. The original equilibrated residual
method is described in the work of Ainsworth and Oden [3]. However, as it is shown in
[2], it is not stable with respect to κ. Ainsworth and Babusˇka [2] propose the following
modification of the previous method for the singularly perturbed case. The functions θn
in (6.14) are replaced by an approximate minimum energy extension θ∗n to θn|∂K . The
system (6.14) then is solved in a least-square sense, since it has no solution in general.
As in (6.17), one gets the solution that depends continuously on the data:∑
K∈exn
σ2K,n ¹
∑
K∈exn
∆˜K(θ
∗
n)
2. (6.18)
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The error estimator we propose is derived from the estimator of the work [2] but differs
in two details. Firstly, we pay more attention to the minimization of the appropriate
function energy norm and even obtain the minimum. We will develop this in this section.
The second modification is described in §6.1.6.
Let K be any element and let v ∈ H1/2(∂K). The minimum energy extension Ev of v
to the interior of the element is characterized by the conditions
Ev ∈ H1(K) : Ev = v on ∂K, BK(Ev, ω) = 0 ∀ω ∈ H10 (K).
The definition of the minimum energy extension has an advantageous property. Let
v ∈ H1/2(∂K). The minimum energy extension Ev of v to the interior of the element has
the minimal energy norm among all functions coinciding with v on the boundary ∂K.
Indeed, consider the energy norm of the function Ev + ω:
|‖Ev + ω|‖2 = |‖Ev|‖2 + |‖ω|‖2 + 2BK(Ev, ω) = |‖Ev|‖2 + |‖ω|‖2 ≥ |‖Ev|‖2. (6.19)
The proof easily follows from (6.19) observing that Ev+ω coincides with Ev on the bound-
ary ∂K.
For the one-dimensional case it is possible to find a minimum energy extension ex-
plicitly (see [2]).
Consider now the two-dimensional case. We look for an approximation for the min-
imum energy extension of the first-order basis function. Let the element K = ∆ABC
be a triangle. Consider the basis function θ corresponding to the vertex A. We seek an
approximation to the minimum energy extension Eθ in the following class Λ of functions.
Set
Λ : = {v ∈ C0(K) : v = θ on ∂K, v = 0 in ∆CDB,
v is linear in each triangle ∆CAD and ∆BAD, D ∈ ∆ABC}.
We obtain now an approximation for the minimum energy extension of this basis func-
tion. To this end we put an arbitrary point D in the triangle (see Figure 11).
A
B
C A
B
C
D
Figure 11: Original hat function and the family of functions used to approximate the
minimum energy extension Eθ.
Next we choose that function from the set Λ that minimizes energy norm. Our devel-
opments here differs from the original paper [2]. There a point (1/κ, 1/κ) is introduced
in the reference triangle and D is the image of this point after the corresponding affine
transformation. The corresponding function does not necessarily minimize the energy
over Λ but it is shown to be sufficiently accurate. For us, however this is not sufficient
and we instead consider the point D to be in the actual triangle in order to obtain the
optimal position of this point.
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Introduce a local coordinate system such that the vertex A coincides with the origin
and the edge AC lies on the axis Ox. Let D = (a, b), C = (h1, 0) and B = (h3, h2) (see
Figure 12).
x
y
A
B
C
Db
h2
h3 a h1
α
Figure 12: Notations for the parameters of an arbitrary triangle.
Let Θ(a, b, x, y) ∈ Λ be an admissible function, see Figure 11. The squared energy
norm of this function is
Φ(a, b) = BK(Θ(a, b, x, y),Θ(a, b, x, y))
=
κ2
12
(b(h1 − h3) + ah2) + 2h1h2h3 − ah1h2 − bh1h3 + bh
2
3
2h1h23
+
(h22 + h
2
3)(a− h3)2
2h23(ah2 − bh3)
+
(a− h1)2
2h1b
For given parameters h1, h2, h3 we want to minimize Φ(a, b)with respect to a and b.
A number of calculations leads to a stationary point of this function
a∗ =
√
6h1(h3 +
√
h22 + h
2
3)√
12h3 + 12
√
h22 + h
2
3 + κ
2h22h1
b
∗
=
−h3
h2
+
√(
h3
h2
)2
+ 1
 a∗.
To prove that this solution is a minimum point it is sufficient to show convexity of the
function. Therefore consider the Hessian matrixD2Φ of the second-order derivatives. By
direct computations one obtains
∂2Φ
∂a2
=
1
bh1
+
(h22 + h
2
3)(b− h2)2
(h2a− h3b)3 ≥ 0,
detD2Φ =
(h22 + h
2
3)(h1b− h3b+ h2a− h1h2)2
(h2a− h3b)3b3h1 ≥ 0.
Hence Φ(a, b) is convex and (a∗, b∗) is the unique minimum.
We have found the function Θ∗(a∗, b∗, x, y) which minimizes the energy norm over the
set Λ. However, in practice it is sufficient to take not the exact values of a∗ and b∗, but
some values a∗, b∗ that are equivalent for κ→∞, namely
a∗ =
√
6
κ
(
h3 +
√
h22 + h
2
3
)
h2
b∗ =
√
6
κ
.
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Note that the corresponding point D = (a∗, b∗) lies on the bisector of the angle ∠BAC =:
α and |AD| =
√
6
κ sin α/2 . The analysis given neglects the fact that (a, b) should be contained
in K. Therefore, we construct the function θ∗ as follows
θ∗ :=
{
Θ(a∗, b∗, x, y), if (a∗, b∗) ∈ K,
θ, otherwise.
Lemma 6.2. Under the above notations and assumptions the following holds
‖θ∗‖2L2(K) ¹ |K|min(1, h−1min,Kκ−1) ∼ meas(∂K) min(hmin,K , κ−1),
where hmin,K is the height corresponding to the largest edge of the triangle K.
Proof. Consider K for which (a∗, b∗) ∈ K. A short calculation yields κ−1 ¹ hmin,K and
min(hmin,K , κ
−1) ∼ κ−1. Furthermore one obtains
‖θ∗‖2L2(K) =
√
6
(
h1 +
√
h22 + h
2
3
)
12κ
¹ meas(∂K)κ−1 ∼ meas(∂K) min(hmin,K , κ−1).
It remains to consider the case κ−1 À hmin,K . In this case we have min(1, h−1min,Kκ−1) = 1
and θ∗ coincides with θ. The estimate
‖θ∗‖2L2(K) = ‖θ‖2L2(K) ∼ |K| = |K|min(1, h−1min,Kκ−1)
completes the proof.
6.1.4 Estimates for element and face residuals in the anisotropic case
Further we will need the anisotropic trace inequality and some more facts concerning
approximation properties on an anisotropic triangle.
Lemma 6.3 (Anisotropic trace inequality). Let K be an arbitrary triangle and γ be
an edge of it. For v ∈ H1(K) the following trace inequality holds:
‖v‖2L2(γ) ¹
|γ|
|K|‖v‖L2(K)
(
‖v‖L2(K) + ‖C>K∇v‖L2(K)
)
.
Lemma 6.4 (Anisotropic approximation properties). LetK be any triangle, γ ⊂ ∂K
be any edge thereof and v ∈ H1(K). Denote by v = 1|K|
∫
K v the mean value of v over an
element K. Then
‖v − v‖L2(K) ≤ ‖v‖L2(K), (6.20)
‖v − v‖L2(K) ¹ ‖C>K∇v‖L2(K), (6.21)
‖v − v‖L2(K) ¹ αKm|‖v|‖K ¹ αKm1(v,K)|‖v|‖K , (6.22)
‖v − v‖L2(γ) ¹
( |γ|
|K|
)1/2
‖C>K∇v‖L2(K), (6.23)
‖v − v‖L2(γ) ¹
( |γ|
|K|
)1/2
h
1/2
min,Kα
1/2
K m|‖v|‖K
¹
( |γ|
|K|
)1/2
h
1/2
min,Kα
1/2
K m1(v,K)|‖v|‖K . (6.24)
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Proof. Estimate (6.20) is obvious. For estimate (6.21) see for instance [32]. Estimate
(6.22) evidently follows from (6.20) and (6.21). Combining Lemma 6.3 and estimate
(6.20) of the current lemma and observing that ‖v‖L2(K)‖C>K∇v‖L2(K) ≤ ‖v‖2L2(K) +
‖C>K∇v‖2L2(K) we verify (6.23). In order to show (6.24) we use (6.23) to obtain
‖v − v‖2L2(γ) ¹
|γ|
|K|‖C
>
K∇v‖2L2(K) ≤
|γ|
|K|h
2
min,Km|‖v|‖2K .
Furthermore, with the aid of Lemma 6.3 and estimates (6.20), (6.21) we get the follow-
ing:
‖v − v‖2L2(γ) ¹
|γ|
|K|κ
−1
√
κ2‖v‖2L2(K)hmin,K
√
h−2min,K‖C>K∇v‖2L2(K) ≤
|γ|
|K|hmin,Kκ
−1
m|‖v|‖2K .
Combining the two previous estimates we get the result claimed.
We are interested in a particular value of parameter δ depending on the edge γ for
which the squeezed functions are defined. From now on we let
δγ := min(1, κ
−1h−1min,γ) = h
−1
min,γ min(hmin,γ , κ
−1).
For the modification of the equilibrated residual method that will be done in Sec-
tion 6.1.6 we will need the modified energy scalar product and the modified energy
norms defined as follows.
Definition 6.5 (Mesh dependent energy scalar product). Let K ∈ T be any trian-
gle, u ∈ H10 (Ω) and v ∈ H1(K), then we define the mesh-dependent energy scalar product
and norms by
mBK(u, v) := h
−2
min,K
(
C>K∇u,C>K∇v
)
K
+ κ2 (u, v)K ,
m|‖u|‖K := mBK(u, u)1/2,
m|‖u|‖ :=
(∑
K∈T
m|‖u|‖2K
)1/2
.
The local mesh-dependent energy norm satisfies the following property
|‖u|‖K ≤ m|‖u|‖K ≤
hmax,K
hmin,K
|‖u|‖K .
Note that the standard and mesh dependent energy norms are equivalent in the case of
isotropic elements.
Lemma 6.6 (Inverse inequalities for squeezed edge bubble/spline functions).
Let γ be an arbitrary face of K. Assume that ϕγ ∈ P0(γ), µγ,δγ ∈ {bγ,δγ , sγ,δγ} and
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νγ,δγ ∈ span{bγ,δγ , sγ,δγ}. Then the following inverse inequalities hold:
‖b1/2γ,δγϕγ‖L2(γ) ∼ ‖ϕγ‖L2(γ) (6.25)
‖µγ,δγϕγ‖L2(γ) ∼ ‖ϕγ‖L2(γ) (6.26)
‖µγ,δγFext(ϕγ)‖L2(K) ¹
( |K|
|γ|
)1/2
h
−1/2
min,Kα
1/2
K ‖ϕγ‖L2(γ) (6.27)
‖∇(µγ,δγFext(ϕγ))‖L2(K) ¹
( |K|
|γ|
)1/2
h
−1/2
min,Kα
−1/2
K ‖ϕγ‖L2(γ) (6.28)
h−1min,K‖C>K∇(µγ,δγFext(ϕγ))‖L2(K) ¹
( |K|
|γ|
)1/2
h
−1/2
min,Kα
−1/2
K ‖ϕγ‖L2(γ) (6.29)
|‖µγ,δγFext(ϕγ)|‖K ¹
( |K|
|γ|
)1/2
h
−1/2
min,Kα
−1/2
K ‖ϕγ‖L2(γ) (6.30)
m|‖µγ,δγFext(ϕγ)|‖K ¹
( |K|
|γ|
)1/2
h
−1/2
min,Kα
−1/2
K ‖ϕγ‖L2(γ) (6.31)
‖νγ,δγ‖L2(K) ¹
( |K|
|γ|
)1/2
h
−1/2
min,Kα
1/2
K ‖νγ,δγ‖L2(γ) (6.32)
m|‖νγ,δγ |‖K ¹
( |K|
|γ|
)1/2
h
−1/2
min,Kα
−1/2
K ‖νγ,δγ‖L2(γ). (6.33)
Proof. We observe first that (6.25) is identical to (2.26) in [31] (page 27, Lemma 2.7) and
(6.26) can be obtained analogously. Inequalities (6.27) and (6.28) follow directly from
the corresponding inequalities in [35] (page 247, Lemma 3.7) extended also to the spline
functions sγ,δγ . Inequality (6.30) follows from (6.27) and (6.28) in the similar way as
(2.10) in Lemma 2.1. The proof of refined estimates (6.29) and (6.31) follows the lines
of the corresponding proof of (2.9). In order to show (6.32) we express νγ,δγ in the form
νγ,δγ = Cbbγ,δγ + Cssγ,δγ , where Cb and Cs are two constants, and show (6.32) utilizing
the triangle inequality, (6.27) and (6.26) subsequently:
‖νγ,δγ‖2L2(K) = ‖Cbbγ,δγ + Cssγ,δγ‖2L2(K) ≤ ‖Cbbγ,δγ‖2L2(K) + ‖Cssγ,δγ‖2L2(K)
¹ |K||γ| h
−1
min,KαK
(
‖Cb‖2L2(γ) + ‖Cs‖2L2(γ)
)
∼ |K||γ| h
−1
min,KαK
(
‖Cbbγ,δγ‖2L2(γ) + ‖Cssγ,δγ‖2L2(γ)
)
=
|K|
|γ| h
−1
min,KαK‖Cbbγ,δγ + Cssγ,δγ‖2L2(γ),
where we used the orthogonality of functions bγ,δγ and sγ,δγ over edge γ. Estimate (6.33)
may be obtained analogously.
In this section we prove two lemmas which we will need later. Namely, we derive the
upper bounds for interior and face residuals. The jump discontinuity in the approxima-
tion of the normal flux at an interelement boundary is defined by[
∂uX
∂n
]
:= nK(∇uX)K + nK′(∇uX)K′ ,
and the usual interior and boundary residuals r and R are given by
r := f + ∆uX − κ2uX
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and
R :=
{
−
[
∂uX
∂n
]
on ∂K ∩ ∂K ′
0 on ∂K ∩ ∂Ω
Lemma 6.7 (Residuals estimates). Let K ∈ T and γ be any interior edge. Then
‖r‖L2(K) ¹ α−1K |‖e|‖K + ‖r − r‖L2(K), (6.34)
‖R‖L2(γ) ¹
∑
K′∈ωγ
( |K ′|
|γ|
)1/2
h
−1/2
min,K′α
−1/2
K′
(|‖e|‖K′ + αK′‖r − r‖L2(K′)) . (6.35)
Proof. Let v ∈ H10 (Ω). Integrating by parts on each element yields
B(e, v) =
∑
K∈T
∫
K
rv dx−
∑
γ∈∂T
∫
γ
Rv ds, (6.36)
where ∂T denotes the collection of interelement edges. Hence for any v ∈ H10 (Ω)
B(e, v) =
∑
K∈T
∫
K
rv dx−
∑
γ∈∂T
∫
γ
Rv ds+
∑
K∈T
∫
K
(r − r)v dx.
Now, choosing v := bKr in the previous equality gives∫
K
bKr
2 dx = BK(e, bKr)−
∫
K
(r − r)bKr dx.
Using (2.6), with the aid of Cauchy-Schwarz inequality we obtain
‖r‖2L2(K) ¹
∫
K
bKr
2 dx ≤ |‖e|‖K |‖bKr|‖K + ‖r − r‖L2(K)‖bKr‖L2(K).
Estimates (2.7), (2.10) together with the triangle inequality imply (6.34).
We show now (6.35). Let γ ∈ ∂T . Suppose that γ = K1∩K2. Then ωγ = int(K1∪K2).
Choosing v := Fext(R)bγ,δγ ∈ H10 (Ω) in (6.36) implies∫
γ
bγ,δγR
2 ds =
∑
K⊂ωγ
∫
K
rFext(R)bγ,δγ dx−Bωγ (e, Fext(R)bγ,δγ ).
Furthermore, applying the Cauchy-Schwarz inequality and (6.25), one obtains
‖R‖2L2(γ) ¹
∫
γ
bγ,δγR
2 ds ≤
∑
K⊂ωγ
‖r‖L2(K)‖Fext(R)bγ,δγ‖L2(K) + |‖e|‖ωγ |‖Fext(R)bγ,δγ |‖ωγ .
The desired inequality (6.35) follows now from (6.27), (6.30) and the first result of the
current lemma (6.34).
Recall that we use the procedure for finding approximate fluxes described in Sec-
tion 6.1.2 with the functions θn replaced by θ∗n in the system (6.14). In the singularly
perturbed case and using anisotropic elements we have the following theorem.
Theorem 6.8 (Stability of the approximate fluxes). Suppose that the finite element
subspace X is constructed using first-order (linear) elements on a partition T of the do-
main Ω into triangular elements. Let {gK} be the set of approximate fluxes, produced
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by the algorithm described in Section 6.1.2 with the functions θn replaced by θ∗n, n ∈ N .
Then, for each edge γ of any element K,∥∥∥∥gK −〈∂uX∂nK
〉∥∥∥∥
L2(γ)
¹
∑
K′⊂ωK
( |K ′|
|γ|
)1/2
h
−1/2
min,K′α
−1/2
K′
× (|‖e|‖K′ + αK′‖r − r‖L2(K′)) .
Proof. Let K ∈ T be a fixed element and γ ⊂ K be an edge thereof. Then(
gK −
〈
∂uX
∂nK
〉)∣∣∣∣
γ
∈ P1(γ).
Following Section 6.1.2 the moments of this quantity are
∗
µ
γ
K,n=
∫
γ
(
gK −
〈
∂uX
∂nK
〉)
θn ds.
By analogy with (6.7), (
gK −
〈
∂uX
∂nK
〉)∣∣∣∣
γ
=
∗
µ
γ
K,l ψl+
∗
µ
γ
K,r ψr.
Therefore, ∥∥∥∥gK −〈∂uX∂nK
〉∥∥∥∥
L2(γ)
≤
∣∣∣∗µγK,l∣∣∣ ‖ψl‖L2(γ) + ∣∣∣∗µγK,r∣∣∣ ‖ψr‖L2(γ)
and since
‖ψl‖2L2(γ) = ‖ψr‖2L2(γ) = C|γ|−1,
it follows that ∥∥∥∥gK −〈∂uX∂nK
〉∥∥∥∥2
L2(γ)
¹ |γ|−1
∑
n∈N (γ)
∣∣∣∗µγK,n∣∣∣2 . (6.37)
With the aid of (6.16), we conclude that∫
γ
〈
∂uX
∂nK
〉
θn ds =
{
1
2
(
µ˜γK,n − µ˜γK′,n
)
on γ = ∂K ∩ ∂K ′
µ˜γK,n on γ = ∂K ∩ ∂Ω
with µ˜γK,n defined in (6.10). Hence, thanks to (6.13),
∗
µ
γ
K,n=
{
1
2
(
σK,n − σK′,n
)
on γ = ∂K ∩ ∂K ′
σK,n on γ = ∂K ∩ ∂Ω
where the unknowns {σK,n} are determined from conditions (6.14) and satisfy (6.17). It
follows that ∣∣∣∗µγK,n∣∣∣2 ¹ ∑
K′∈exn
σ2K′,n ¹
∑
K′∈exn
∆˜K′(θ
∗
n)
2. (6.38)
The terms appearing on the right-hand side may be bounded by first recalling (6.15),
∆˜K′(θ
∗
n) = BK′(uX , θ
∗
n)− (f, θ∗n)K′ −
∫
∂K′
〈
∂uX
∂nK′
〉
θ∗n ds;
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then, integrating by parts reveals that
∆˜K′(θ
∗
n) = −(r, θ∗n)K′ −
∫
∂K′
Rθ∗n ds.
We proceed applying the Cauchy-Schwarz inequality and using Lemma 6.2 and Lemma
6.7: ∣∣∣∆˜K′(θ∗n)∣∣∣ ≤ ‖r‖L2(K′)‖θ∗n‖L2(K′) + ∑
γ′⊂∂K′∩En
‖R‖L2(γ′)‖θ∗n‖L2(γ′)
¹ (α−1K′ |‖e|‖K′ + ‖r − r‖L2(K′)) |K ′|1/2h−1/2min,K′α1/2K′
+
∑
γ′⊂∂K′∩En
∑
K′′⊂ωγ′
|K ′′|1/2h−1/2min,K′′α−1/2K′
(|‖e|‖K′′ + αK′‖r − r‖L2(K′′))
¹
∑
K′′∈exn
|K ′′|1/2h−1/2min,K′′
(
α
−1/2
K′ |‖e|‖K′′ + α1/2K′ ‖r − r‖L2(K′′)
)
.
Hence, ∑
K′∈exn
∣∣∣∆˜K′(θ∗n)∣∣∣2 ¹ ∑
K′∈exn
|K ′|h−1min,K′
(
α−1K′ |‖e|‖2K′ + αK′‖r − r‖2L2(K′′)
)
. (6.39)
Combining (6.37), (6.38) and (6.39) leads to the result claimed.
6.1.5 Lower error bound of the original Ainsworth-Babusˇka estimator in the
anisotropic singularly perturbed case
Describing in §6.1.1 the equilibrated residual method, we derived the upper error bound.
The original analysis of the lower error bound for isotropic triangles dates back to the
work by Ainsworth and Babusˇka [2]. Here we analyze the anisotropic case. It turns out
that the original error estimator described in [2] has degenerating lower error bound.
The right hand side of the local problem (6.4) is originally defined as a linear func-
tional only for the functions v ∈ VK . We will need, however, to apply this functional also
to the functions outside of VK , namely to those not preserving the Dirichlet boundary
conditions. To this end we introduce a new notation for the residual functional on the
right hand side of (6.4):
BK(v) := (f, v)K −BK(uX , v) +
∫
∂K
gKv ds ∀v ∈ H1(K). (6.40)
From this notation it is clear that BK(v) = BK(φK , v) for all v ∈ VK , but the domain of
definition of the functional BK is larger for the elements K touching the boundary. The
next lemma states some stability properties of the residual functional BK which we will
require in the lower error bound estimates.
Lemma 6.9. Let φK denote the solution of the local residual problem (6.4) for the error
estimator on element K. Then, for any v ∈ H1(K),
|BK(v − v)| ¹ m1(v,K)
(|‖e|‖ωK + αK‖r − r‖L2(ωK)) |‖v|‖K . (6.41)
Furthermore, if κ º h−1min,K , then
|φKBK(1)| ¹
(|‖e|‖ωK + κ−1‖r − r‖L2(ωK))m|‖φK |‖K
≤ m1(φK ,K)
(|‖e|‖ωK + κ−1‖r − r‖L2(ωK)) |‖φK |‖K . (6.42)
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Proof. 1. Integrating (6.40) by parts yields
BK(v − v) =
∫
K
r(v − v) dx+ 1
2
∫
∂K
R(v − v) ds+
∫
∂K
(
gK −
〈
∂uX
∂nK
〉)
(v − v) ds.
and it therefore follows that
|BK(v − v)| ≤
∑
γ⊂∂K
∥∥∥∥gK −〈∂uX∂nK
〉∥∥∥∥
L2(γ)
‖v − v‖L2(γ)
+‖r‖L2(K)‖v − v‖L2(K) +
1
2
∑
γ⊂∂K
‖R‖L2(γ)‖v − v‖L2(γ). (6.43)
Combining results from Lemma 6.7, Theorem 6.8 and Lemma 6.4 we get (6.41).
2. Suppose that κ º h−1min,K . Then
BK(1) = (f, 1)K −BK(uX , 1) +
∫
∂K
gK ds.
Integrating by parts, applying the Cauchy-Schwarz inequality, and estimating each
term using Lemma 6.7 and Theorem 6.8 yield
|BK(1)| ≤ |K|1/2‖r‖L2(K) +
1
2
∑
γ∈∂K
|γ|1/2‖R‖L2(γ) +
∑
γ∈∂K
|γ|1/2
∥∥∥∥gK −〈∂uX∂nK
〉∥∥∥∥
L2(γ)
¹ κ|K|1/2 (|‖e|‖ωK + κ−1‖r − r‖L2(ωK)) ,
where the inequality αK ¹ κ−1 has been used. Inequality (6.42) now can be easily
obtained
|φKBK(1)| ¹ κ|K|1/2|φK |
(|‖e|‖ωK + κ−1‖r − r‖L2(ωK))
¹ κ‖φK‖L2(K)
(|‖e|‖ωK + κ−1‖r − r‖L2(ωK)) ≤ (|‖e|‖ωK + κ−1‖r − r‖L2(ωK))m|‖φK |‖K .
For the lower bound we have the following result.
Theorem 6.10 (Lower error bound). Let gK be the set of fluxes produced by the algo-
rithm described in Section 6.1.2 with the functions θn replaced by θ∗n, and let φK ∈ VK
denote the solution of the local residual problem (6.4). Then,
|‖φK |‖K ¹ m1(φK ,K)
(|‖e|‖ωK + αK‖r − r‖L2(ωK)) .
If κ vanishes, then αK is replaced by hmin,K .
Proof. Observe that for any v ∈ VK ,
BK(φK , v) = BK(v) = BK(v − v) + vBK(1). (6.44)
First, suppose κhmin,K º 1 so that, in particular, κ is positive and α−1K ∼ κ. Therefore,
with the aid of Lemma 6.9,
|BK(φK − φK)| ¹ m1(φK ,K)
{|‖e|‖ωK + αK‖r − r‖L2(ωK)} |‖φK |‖K .
Choosing v to be equal to φK in (6.44), together with the above estimate, proves that the
result holds for all elements K satisfying κhmin,K º 1.
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The remaining elements satisfy κhmin,K ¿ 1. Thanks to the assumptions on the par-
tition, the condition κhK′ ¿ 1 is satisfied by all elements K ′ contained in the patch ωK .
Therefore, Lemma 6.2 reveals that the modified basis functions reduce to the standard
basis functions on the patch. Consequently, the approximate fluxes will actually satisfy
the equilibration conditions (6.6) exactly. Moreover, since
BK(1) = (f, 1)K −BK(uX , 1) +
∫
∂K
gK ds = 0, (6.45)
the second term in (6.44) vanishes. The first estimate in Lemma 6.9 then completes the
proof.
Theorem 6.10 gives the lower error bound of the true error. The main danger for
reliability of the estimator is the function m1(φK ,K) presented on the right hand side.
One cannot guarantee that the approximation for the error φK is aligned as well as the
true error e. Unfortunately, it may happen so that the alignment of the approximation
φK on the element K is much worse then e: m1(φK ,K) À m1(e,K). To avoid this
problem a modification is proposed in the next paragraph.
6.1.6 Modified equilibrated residual method
For finding the equilibrated fluxes we use again the equilibrated residual method de-
scribed in Section 6.1.2. In this paragraph, we propose an alternative method by chang-
ing the local problem, namely, instead of (6.4) we use
mBK(φK , v) = (f, v)K −BK(uX , v) +
∫
∂K
gKv ds ∀v ∈ VK , (6.46)
where on the left hand side stays the modified energy scalar product (see Definition 6.5).
The modified local problem (6.46) differs from the original local problem (6.4) only in the
scalar product mBK(u, v) on the left hand side. The quantity φK is then not equivalent
to the error e, but we will show that the m|‖φK |‖K is related to |‖e|‖K . The following two
theorems give upper and lower bounds for the error.
Theorem 6.11 (Reliability). Let {gK : K ∈ T } be any set of boundary fluxes satisfying
condition (6.2). In addition, if the absolute term κ vanishes, then it is assumed that
the fluxes satisfy the equilibration condition (6.5) on all elements that do not abut the
boundary ∂Ω. Then, the global error residual may be decomposed into local contributions
B(e, v) = L(v)−B(uX , v) =
∑
K∈T
mBK(φK , v) v ∈ H1(K)
where φK ∈ VK is the solution of the local problem (6.46). The global error in the finite
element approximation may be bounded by
|‖e|‖2 ≤ m1(e, T )2
∑
K∈T
m|‖φK |‖2K ,
where m1(e, T ) is the matching function introduced by (5.2), page 37.
Proof. Using the representation of B(e, v) in the local terms and subsequently applying
the Cauchy-Schwarz inequality and the definition of the matching function, we have:
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|B(e, v)| =
∣∣∣∣ ∑
K∈T
{(f, v)K −BK(uX , v)}
∣∣∣∣
=
∣∣∣∣ ∑
K∈T
{
(f, v)K −BK(uX , v) +
∫
∂K gKv ds
}∣∣∣∣
=
∣∣∣∣ ∑
K∈T
mBK(φK , v)
∣∣∣∣
≤ ∑
K∈T
m|‖φK |‖Km|‖v|‖K
≤
√ ∑
K∈T
m|‖φK |‖2K
√ ∑
K∈T
(
h−2min,K‖C>K∇v‖2L2(K) + κ2‖v‖2L2(K)
)
≤
√ ∑
K∈T
m|‖φK |‖2K
√
m1(v, T )2‖∇v‖2L2(Ω) + κ2‖v‖2L2(Ω)
≤ m1(v, T )|‖v|‖
√ ∑
K∈T
m|‖φK |‖2K .
The substitution v := e completes the proof.
Theorem 6.11 gives the usual result for anisotropic error estimators. See for instance
[35, 32].
Theorem 6.12 (Efficiency). Let gK be the set of approximate fluxes produced by the
algorithm described in Section 6.1.2 with the functions θ replaced by θ∗, and let φK ∈ VK
denote the solution of the local residual problem (6.46). Then,
m|‖φK |‖K ¹ |‖e|‖ eK + αK‖r − r‖L2( eK).
Proof. The proof follows the same lines as the proof of the Theorem 6.10.
These two theorems are part of the main result of this work and guarantee the reli-
ability and efficiency of the estimator, assuming an exact solution of the local problems.
6.1.7 Computable approximation for the solution to the local problem
Up to this time we considered the infinite dimensional local problems (6.4) and (6.46).
The author has not found any result in the literature saying that some computable
approximation φ˜K is equivalent to φK in the energy norm,
|‖φ˜K |‖ ∼ |‖φK |‖, (6.47)
even not for isotropic elements. In the current section we construct an approximation φ˜K
so that (6.47) holds. To this end we restrict the space VK to the space of bubbles/splines
Vb(K) defined in the following way:
Vb(K) := span{bK , bγ,δγ , sγ,δγ : γ ∈ ∂K \ ∂Ω} ⊂ VK .
By means of the space Vb(K) we can define the function φ˜K ∈ Vb(K) as the solution of
the local finite dimensional problem
mBK(φ˜K , v) = (f, v)K −BK(uX , v) +
∫
∂K
gKv ds ∀v ∈ Vb(K) (6.48)
We prove the lower bound for φK first.
64
Theorem 6.13. Let φK and φ˜K be the solutions to the problems (6.46) and (6.48), respec-
tively. Then
m|‖φ˜K |‖K ≤ m|‖φK |‖K .
Proof. Substituting v = φ˜K ∈ Vb(K) ⊂ VK in (6.48) and subsequently utilizing the
Cauchy-Schwarz inequality we estimate mBK(φ˜K , φ˜K) as follows:
mBK(φ˜K , φ˜K) = (f, φ˜K)K −BK(uX , φ˜K) +
∫
∂K
gK φ˜K ds
= mBK(φK , φ˜K) ≤ m|‖φK |‖Km|‖φ˜K |‖K .
Dividing both sides by m|‖φ˜K |‖K we get the result claimed.
For further investigations we need the following preliminary result.
Lemma 6.14. Let φK denote the solution to the local residual problem (6.46) for the error
estimator on the element K. If κ º h−1min,K , then
|φKBK(1)| ¹
κ−1‖r‖L2(K) + ∑
γ⊂∂K
κ−1
( |γ|
|K|
)1/2 ∥∥∥∥gK − ∂ux∂nK
∥∥∥∥
L2(γ)
m|‖φK |‖K , (6.49)
where BK is the residual functional defined in (6.40).
Proof. The proof is done analogously to the proof of (6.42) in Lemma 6.9.
For the upper bound we employ the technique that is usually used in obtaining the
lower error bound in the residual a posteriori error estimation (see e.g. [12]).
Lemma 6.15. Let φK be the solution of (6.46) and let φK be its mean value over the
triangle K. Then the following estimate holds:
BK(φK − φK) ¹ m|‖φK |‖K
(
αK‖r‖L2(K)
+
∑
γ⊂∂K
h
1/2
min,K
( |γ|
|K|
)1/2
α
1/2
K
∥∥∥∥gK − ∂uX∂nK
∥∥∥∥
L2(γ)
 .
Proof. We use the definition of the residual functional (6.40) and apply subsequently
the Cauchy-Schwarz inequality and the anisotropic approximation properties (6.22) and
(6.24) obtained in Lemma 6.4:
BK(φK − φK) = (f, φK − φK)K −BK(uX , φK − φK) +
∫
∂K
gK(φK − φK) ds
= (r, φK − φK)K +
∫
∂K
(
gK − ∂uX
∂nK
)(
φK − φK
)
ds
≤ ‖r‖L2(K)‖φK − φK‖L2(K) +
∑
γ⊂∂K
∥∥∥∥gK − ∂uX∂nK
∥∥∥∥
L2(γ)
‖φK − φK‖L2(γ)
¹ m|‖φK |‖KαK‖r‖L2(K)
+m|‖φK |‖K
∑
γ⊂∂K
h
1/2
min,K
( |γ|
|K|
)1/2
α
1/2
K
∥∥∥∥gK − ∂uX∂nK
∥∥∥∥
L2(γ)
,
which completes the proof.
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Lemma 6.16. Let φK be the solution to (6.46). Then the following estimate holds:
m|‖φK |‖K ¹ αK‖r‖L2(K) +
∑
γ⊂∂K
h
1/2
min,K
( |γ|
|K|
)1/2
α
1/2
K
∥∥∥∥gK − ∂uX∂nK
∥∥∥∥
L2(γ)
Proof. We represent m|‖φK |‖2K as a sum of two terms:
m|‖φK |‖2K = mBK(φK , φK) = BK(φK) = BK(φK − φK) + BK(φK). (6.50)
In Lemma 6.15 we constructed already the estimate from above for the first term. We
proceed estimating the second term analogously to the proof of Theorem 6.10.
Consider the case κhmin,K º 1. Thus, the second assertion of Lemma 6.9 holds, i.e.
BK(φK) ¹ m|‖φK |‖K
(
κ−1‖r‖L2(K) +
∑
γ⊂∂K
( |γ|
|K|
)1/2
κ−1
∥∥∥∥gK − ∂uX∂nK
∥∥∥∥
L2(γ)

¹ m|‖φK |‖K
(
αK‖r‖L2(K)
+
∑
γ⊂∂K
h
1/2
min,K
( |γ|
|K|
)1/2
α
1/2
K
∥∥∥∥gK − ∂uX∂nK
∥∥∥∥
L2(γ)
 ,
where we used κ º h−1min,K .
The remaining elements satisfy κhmin,K ¿ 1. With the same arguments as in the
proof of Theorem 6.10 we verify that for these elements (6.45) holds, and thus, the second
term in (6.50) vanishes.
Summing up the contributions from the two terms on the right hand side of repre-
sentation (6.50) and dividing the concluding inequality by m|‖φK |‖K we get the result
claimed.
In order to prove the main theorem of this section we need some additional elemen-
tary facts.
Lemma 6.17. Let φ ∈ P1([−1, 1]) be a linear function. For the L2-projection operator
I : P1([−1, 1]) → span
{
1− x2, x(1− x2)} the following inequality holds:√
6
5
‖Iφ‖L2([−1,1]) ≤ ‖φ‖L2([−1,1]) ≤
√
10
7
‖Iφ‖L2([−1,1]).
Proof. Denote ψ1 := 1 − x and ψ2 := 1 + x. The desired constants are the square roots
of the maximal and minimal eigenvalues of the eigenvalue problem Ax = λBx, where
A =
{∫ 1
−1 ψiψj dx
}
∈ R2×2, B =
{∫ 1
−1 IψiIψj dx
}
∈ R2×2 and x ∈ R2.
Lemma 6.18. Let γ be an edge of a triangle K. We define the operator Iγ : P1(γ) →
span{bγ,δγ , sγ,δγ} so that for any function φ ∈ P1(γ) the restriction of the resulting function
Iγφ|γ to the edge γ is the L2 projection of φ to the space span{bγ,δγ |γ , sγ,δγ |γ}. In other
words, we project a function φ onto the space of two functions on the edge γ and then
take the corresponding constant to produce the function Iγφ inside the triangle K. For
the operator Iγ and any function φ ∈ P1(γ) the following estimate holds:√
6
5
‖Iγφ‖L2(γ) ≤ ‖φ‖L2(γ) ≤
√
10
7
‖Iγφ‖L2(γ).
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Proof. The functions 1 − x2 and x(1 − x2) coincide with the functions bγ,δγ |γ and sγ,δγ |γ
whenever γ = [−1, 1]. Thus, the assertion follows from Lemma 6.17 and standard trans-
formation techniques.
We proceed with the main result of this section, that guarantees the estimate from
above for the solution of the local problem (6.46).
Theorem 6.19. Let φK and φ˜K be the solutions to the problems (6.46) and (6.48) respec-
tively. Then:
m|‖φK |‖K ¹ m|‖φ˜K |‖K + αK‖r − r‖L2(K).
Proof. We will essentially use the estimate of Lemma 6.16 and bound the terms on the
right hand side by m|‖φ˜K |‖K .
Performing the partial integration we can rewrite the finite dimensional local prob-
lem (6.48) as
mBK(φ˜K , v) = (r, v)K +
∫
∂K
(
gK − ∂uX
∂nK
)
v ds
= (rK , v)K +
∫
∂K
(
gK − ∂uX
∂nK
)
v ds+ (r − rK , v)K . (6.51)
Since (6.51) holds for all v ∈ Vb(K), we substitute v := bKr,∫
K
bKr
2 dx = mBK(φK , bKr)− (r − rK , bKr)K .
Using (2.6), we obtain with the aid of Cauchy-Schwarz inequality
‖r‖2L2(K) ¹ m|‖φ˜K |‖Km|‖bKr|‖K + ‖r − r‖L2(K)‖bKr‖L2(K).
Applying estimates (2.7) and (2.11) of Lemma 2.1 and dividing both parts by α−1K ‖r‖L2(K),
we get
αK‖r‖L2(K) ¹ m|‖φ˜K |‖K + αK‖r − r‖L2(K),
or, with the aid of the triangle inequality we derive the upper bound for the term involv-
ing the element residual:
αK‖r‖L2(K) ¹ m|‖φ˜K |‖K + αK‖r − r‖L2(K).
Suppose γ ⊂ ∂K \ ∂Ω is one of the edges of K, which is not a Dirichlet edge. We
choose now v := Iγ
(
gK − ∂uX
∂nK
)
∈ Vb(K) in (6.51), where the operator Iγ was defined in
Lemma 6.18.
mBK
(
φ˜K , Iγ
(
gK − ∂uX
∂nK
))
=
(
r, Iγ
(
gK − ∂uX
∂nK
))
K
+
∫
∂K
(
gK − ∂uX
∂nK
)
Iγ
(
gK − ∂uX
∂nK
)
ds.
(6.52)
Since Iγ is the L2-projection operator over γ, we rewrite the last equality in the form:∥∥∥∥Iγ (gK − ∂uX∂nK
)∥∥∥∥2
L2(γ)
= mBK
(
φ˜K , Iγ
(
gK − ∂uX
∂nK
))
−
(
r, Iγ
(
gK − ∂uX
∂nK
))
K
, (6.53)
and utilizing the Cauchy-Schwarz inequality, we obtain:∥∥∥∥Iγ (gK − ∂uX∂nK
)∥∥∥∥2
L2(γ)
≤ m|‖φ˜|‖Km
∣∣∣∣∥∥∥∥Iγ (gK − ∂uX∂nK
)∣∣∣∣∥∥∥∥
K
+‖r‖L2(K)
∥∥∥∥Iγ (gK − ∂uX∂nK
)∥∥∥∥
L2(K)
.
(6.54)
Evaluating (6.32) and (6.33) of Lemma 6.6 together with Lemma 6.18, we complete the
proof.
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To complete the discussion of the equilibrated residual method it only remains to
give a definition for the error estimator that can be used in practical computations and
to give the resulting bounds provided by the preceding theory.
Definition 6.20. We define the local estimator of the equilibrated residual method and
the local higher order term corresponding to the element K by
ηER,K := m|‖φ˜K |‖K ,
ζK := αK‖r − r‖L2(K),
with the global counterparts
ηER :=
(∑
K∈T
η2ER,K
)1/2
and
ζ :=
(∑
K∈T
ζ2K
)1/2
,
respectively.
Combining the bounds from Theorems 6.11, 6.12, 6.13 and 6.19 we arrive at the
robustness result for the error estimator defined above.
Theorem 6.21. In notation of Definition 6.20 the upper and lower error bounds hold
|‖e|‖2 ¹ m21(e, T )
(
η2ER + ζ
2
)
,
η2ER,K ¹ |‖e|‖2ωK +
∑
K⊂ωK
ζ2K .
This theorem is the final result of this work and guarantees the reliability and ef-
ficiency of the estimator. The bounds are in accordance with those provided by Kunert
[35] for the Dirichlet local problem error estimator for the singularly perturbed reaction-
diffusion equation.
6.1.8 Numerical experiments
In Section 6.1.7 we gave an example for the bases for the local problem (6.46) consisting
of the very specially squeezed functions. We have good experience, however, in solving
this problem with a finite element method, where we choose the nodal basis correspond-
ing to a division of the triangles into n2 parts, see Figure 13.
Figure 13: Triangle subdivisions. n = 2 and n = 3, respectively.
Let us consider the 2D model problem
−∆u+ κ2u = 0 in Ω := [0, 1]2, u = u0 on ∂Ω.
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Prescribe the exact solution
u = e−κx + e−κy
which displays typical boundary layers along the sides x = 0 and y = 0. The Dirichlet
boundary data u0 are chosen accordingly.
We use a sequence of finite element meshes generated by the algorithm described
in [7]. The idea of adaptive procedure is that the choice of a refinement direction is
done according to the components of energy norm of an error
∥∥ ∂e
∂x
∥∥
L2(K)
,
∥∥∥ ∂e∂y∥∥∥L2(K), and
κ2‖e‖L2(K). One of the resulting meshes of this program is displayed in Figure 14.
Figure 14: Mesh refinement.
Tables 1 and 2 show the behavior of the estimators in the singularly perturbed case
on anisotropic meshes. We observe that the new error estimator is robust while the
original one overestimates the true error when the aspect ratio is large enough.
6.2 Residual error estimator
After some additional notation we formulate an upper error bound for the error mea-
sured in the energy norm. The jump discontinuity in the approximation of the normal
flux at an interelement boundary is defined by[
∂u1
∂n
]
= nK(∇u1)K + nK′(∇u1)K′ ,
and the usual interior and boundary residuals r and R are given by
r = f + ε2∆u1 − κ2u1
and
R =
{
ε2
[
∂u1
∂n
]
on ∂K ∩ ∂K ′
0 on ∂K ∩ ∂Ω
which are defined as usually (see [4]). Define by rK := 1|K|
∫
K r dx the mean value of r
over an element K.
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Iteration N Unknowns N Maximal aspect ratio AB errorexact err
AB er(mod)
exact err
1 25 71 1.392 1.102
2 51 71 1.301 0.896
3 97 71 1.565 0.962
4 116 142 1.903 1.032
5 157 285 2.457 1.094
6 217 571 3.151 1.153
7 382 1142 4.264 1.169
8 714 2284 5.955 1.167
9 1481 4568 8.903 1.157
10 3274 9137 14.475 1.130
11 6847 18273 23.967 1.112
12 15187 36547 44.111 1.090
13 35536 73095 81.237 1.062
14 106819 146191 138.711 1.005
Table 1: Results for n = 4, κ = 1000. The fourth column represents the ratio between the
Ainsworth and Babusˇka estimator and the energy norm of the true solution, while the
fifth column represents the similar ratio for the estimator defined in the current work.
Iteration N Unknowns N Maximal aspect ratio AB errorexact err
AB er(mod)
exact err
1 25 541 2.665 2.150
2 51 541 2.177 1.587
3 120 541 1.802 1.198
4 143 541 1.995 1.187
5 192 1083 2.410 1.243
6 217 2167 3.062 1.302
7 283 4335 4.273 1.392
8 446 8669 6.207 1.436
9 814 17339 9.748 1.405
10 1553 34679 16.646 1.411
11 3053 69359 30.149 1.433
12 5809 138718 54.363 1.429
13 11357 277436 101.47 1.420
14 23376 554873 211.02 1.407
15 104916 1109745 423.10 1.383
Table 2: Results for n = 4, κ = 10000.
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In addition we recall the following notation:
αK := min(ε
−1hmin,K , κ−1),
αγ := min(ε
−1hmin,γ , κ−1).
Theorem 6.22. There exists a constant C that depends neither on the geometry of the
mesh T nor on the perturbation parameters, such that
|‖u− u1|‖ ¹ m1(u− u1, T )
{∑
K∈T
α2K‖rK‖2L2(K)
+
∑
γ∈∂T
ε−1αγ‖R‖2L2(γ) +
∑
K∈T
α2K‖r − rK‖2L2(K)

1/2
,
where ∂T denote the collection of all edges in the triangulation T .
Proof. See the proof for the anisotropic case in Kunert [34]. For the isotropic case it
appeared first in Verfu¨rth [48].
6.3 Error reduction property
In order to obtain an error reduction property in this chapter we will require the inverse
inequalities with for the squeezed bubble function with the squeezing parameter which
differs to the one defined in Section 6.1.
Lemma 6.23. (Inverse inequalities for bubble functions and special edge bubble
functions). Let γ be an arbitrary edge of K. Assume that ϕK ∈ P0(K) and ϕγ ∈ P0(γ).
Then the following inverse inequalities hold:
‖∇(bKϕK)‖L2(K) ∼ h−1min,K‖ϕK‖L2(K) (6.55)
‖Fext(ϕγ)bγ,δ‖L2(K) ∼
( |K|
|γ|
)1/2
δ1/2‖ϕγ‖L2(γ) (6.56)
‖∇(Fext(ϕγ)bγ,δ)‖L2(K) ∼
( |K|
|γ|
)1/2
δ1/2 min
{
δ
|K|
|γ| , hmin,K
}−1
‖ϕγ‖L2(γ). (6.57)
Proof. See [34].
We are in a position to specify our parameter δ = δ(γ). From now on in this section
we use
δγ :=
1
3
|γ|
|ωγ |εmin(ε
−1hmin,γ , κ−1). (6.58)
Note that if γ = ∂K
⋂
∂K ′, then
δγ ∼ |γ||K|εmin(ε
−1hmin,K , κ−1) ∼ |γ||K ′|εmin(ε
−1hmin,K′ , κ−1).
We should mention that the definition (6.58) differs from the original definition in Kunert [34]
by a factor of 13 , which however does not disturb the estimates. This modification is done
in order to avoid overlapping supports of special edge bubble functions.
In the case of a singularly perturbed problem the choice of space enrichment is cru-
cial. First, recall the definition of the space V1:
V1 := {vh ∈ H10 (Ω) : ∀K ∈ T , vh|K ∈ P1(K)}.
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We enrich the space V1 by the squeezed bubble functions for all edges and the interior
bubbles. Namely,
V2 :=
{
vh ∈ H10 (Ω) : ∀K ∈ T , vh|K ∈ P1(K) + span{bK , bγ,δγ : γ ∈ ∂K \ ∂Ω}
}
.
Then the finite element solution u2 ∈ V2 is uniquely defined by
B(u2, v) = (f, v) ∀v ∈ V2. (6.59)
It is not clear at the moment wether we get the estimate similar to the estimate of
Theorem 6.25 using the usual bubbles as it was done for example in [24] for the Laplace
problem.
The proof of the error reduction property is based on the following lemma.
Lemma 6.24. Let the functions u1 and u2 be the solutions to (2.3) and (6.59) respectively.
Then the upper error bound
|‖u− u1|‖2 ≤ Cm1(u− u1, T )2
(
|‖u1 − u2|‖2 +
∑
K∈T
α2K‖r − rK‖2L2(K)
)
holds.
Proof. Using the Theorem 6.55 we estimate the terms involving boundary and interior
residual subsequently.
1. Boundary residual. Due to the fact that R is constant over each edge γ applying
partial integration we get:
2
3
|γ|R =
∫
γ
Rbγ,δγ ds = −
∫
ωγ
∇u1∇bγ,δγ dx
= ε2
∫
ωγ
∇(u2 − u1)∇bγ,δγ dx+ κ2
∫
ωγ
(u2 − u1)bγ,δγ dx−
∫
ωγ
fbγ,δγ dx+ κ
2
∫
ωγ
u1bγ,δγ dx
= Bωγ (u2 − u1, bγ,δγ )−
∫
ωγ
rbγ,δγ dx,
where ωγ is the union of two triangles sharing the edge γ (see Section 2.2). Squaring
and integrating over γ we get
|γ|‖R‖2L2(γ) ¹ Bωγ (u2 − u1, bγ,δγ )2 +
(∫
ωγ
rbγ,δγ dx
)2
≤ |‖u2 − u1|‖2ωγ |‖bγ,δγ |‖2ωγ + ‖r‖2L2(ωγ)‖bγ,δγ‖2L2(ωγ)
Estimate the first term using the inequalities for the special bubble functions (6.56),
(6.57) and the definition of δγ (6.58) as follows:
|‖bγ,δγ |‖2ωγ = ε2‖∇bγ,δγ‖2L2(ωγ) + κ2‖bγ,δγ‖2L2(ωγ)
¹
∑
K⊂ωγ
(
ε2
|K|
|γ| δγ min
{
δγ
|K|
|γ| , hmin,K
}−2
|γ|+ κ2 |K||γ| δγ |γ|
)
∼
∑
K⊂ωγ
(
ε3αK min {εαK , hmin,K}−2 |γ|+ κ2εαK |γ|
)
¹ ε|γ|α−1γ
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Estimate the second term using (6.56):
‖bγ,δγ‖2L2(ωγ) ¹
|K|
|γ| δγ |γ| ∼ |γ|εαγ
Combining three previous estimates we come to the following:
ε−1αγ‖R‖2L2(γ) ¹ |‖u2 − u1|‖2ωγ + α2γ‖r‖2L2(ωγ)
¹ |‖u2 − u1|‖2ωγ +
∑
K⊂ωγ
α2K‖rK‖2L2(K) +
∑
K⊂ωγ
α2K‖r − rK‖2L2(K).
2. Interior residual. It remains to estimate the term α2K‖rK‖2L2(ωγ). We have
rK
|K|
5!
=
∫
K
rKbK dx
=
∫
K
fbK dx− κ2
∫
K
u1bK dx−
∫
K
rbK dx+
∫
K
rKbK dx
= BK(u2, bK)−BK(u1, bK)−
∫
K
(r − rK)bK dx
= BK(u2 − u1, bK)−
∫
K
(r − rK)bK dx,
because
∫
K ∇u1∇bK dx = −
∫
K ∆u1bK dx = 0. Squaring and integrating over an element
K we get:
|K|‖rK‖2L2(K) ¹ BK(u2 − u1, bK)2 +
(∫
K
(r − rK)bK dx
)2
≤ |‖u2 − u1|‖2K |‖bK |‖2K + ‖r − rK‖2L2(K)‖bK‖2L2(K)
Now we use (6.55) for |‖bK |‖K as follows
|‖bK |‖2K = ε2‖∇(bK)‖2L2(K) + κ2‖bK‖2L2(K)
¹
(
ε2h−2min,K + κ
2
)
‖bK‖2L2(K)
¹
(
ε2h−2min,K + κ
2
)
|K|
or,
|‖bK |‖2K ¹ α−2K |K|.
Thus, it follows that
α2K‖rK‖2L2(K) ¹ |‖u2 − u1|‖2K + α2K‖r − rK‖2L2(K) (6.60)
Now, applying the inequalities (6.60) and (6.60) to the estimate of the Theorem 6.55 we
get the result claimed.
Theorem 6.25 (Error reduction property on anisotropic meshes). The following
inequality takes place:
|‖u− u2|‖ ≤
√
1− 1
Cm1(u− u1, T )2 |‖u− u1|‖+
(∑
K∈T
α2K‖r − rK‖2K
)1/2
. (6.61)
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Proof. Using the identity
|‖u− u1|‖2 = |‖u− u2|‖2 + |‖u1 − u2|‖2
we get
|‖u− u2|‖2 ≤
(
1− 1
Cm1(u− u1, T )2
)
|‖u− u1|‖2 +
∑
K∈T
α2K‖r − rK‖2L2(K).
Taking the square root we finish the proof.
The estimate (6.61) we call the error reduction property on anisotropic meshes. As it
could be mentioned the constant in (6.61) depends strongly on the value of the match-
ing function m1, and only bounding m1 one can claim that the error reduces its value
significantly while using refined finite element space.
6.4 Hierarchical error estimator
Let V2 = V1 ⊕ V˜2. The true error e satisfies the following variational formulation:
B(e, v) = (f, v)−B(u1, v) ∀v ∈ V.
Now let us try to reduce the space V to the space V2, namely consider e2 satisfying
B(e2, v) = (f, v)−B(u1, v) ∀v ∈ V2.
It is clear that e2 = u2 − u1.
Now by means of the error reduction property we prove that the approximation of
the error e2 is equivalent in the energy norm to the true error e.
Theorem 6.26. There exists a constant C that depends neither on the geometry of the
mesh T nor on the perturbation parameters, such that
|‖e2|‖ ≤ |‖e|‖ ¹ m1(e, T )
(
|‖e2|‖2 +
∑
K∈T
α2K‖r − rK‖2L2(K)2
)1/2
.
Proof. Let us verify the first inequality:
e = u− u1 = u− u2 + e2,
and due to orthogonal property we get
|‖e|‖2 = |‖u− u2|‖2 + |‖e2|‖2,
which leads to the first inequality |‖e|‖ ≥ |‖e2|‖.
The second inequality is nothing else, but Lemma 6.24.
Represent error in the form e2 = e21 + e22, where e21 ∈ V1, e22 ∈ V˜2, where e21, e22
satisfy {
B(e21, v1) +B(e22, v1) = (f, v1)−B(u1, v1) ∀v1 ∈ V1
B(e21, v2) +B(e22, v2) = (f, v2)−B(u1, v2) ∀v2 ∈ V˜2,
or, {
B(e21, v1) +B(e22, v1) = 0 ∀v1 ∈ V1
B(e21, v2) +B(e22, v2) = (f, v2)−B(u1, v2) ∀v2 ∈ V˜2.
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Ignoring the coupling terms we get{
B(e21, v1) = 0 ∀v1 ∈ V1
B(e22, v2) = (f, v2)−B(u1, v2) ∀v2 ∈ V˜2.
From the first equation we immediately get e21 = 0. Denote e := e22. For e we have the
following equation:
B(e, v2) = (f, v2)−B(u1, v2) ∀v2 ∈ V˜2.
It is useful to know that{
B(e21, v1) +B(e22, v1) = 0 ∀v1 ∈ V1
B(e21, v2) +B(e22, v2) = B(e, v2) ∀v2 ∈ V˜2,
or, {
B(e2, v1) = 0 ∀v1 ∈ V1
B(e2, v2) = B(e, v2) ∀v2 ∈ V˜2. (6.62)
Now by means of strengthened Cauchy-Schwarz inequality we prove that the ap-
proximation of the error e is equivalent in the energy norm to the approximation e2.
Theorem 6.27. The approximation of the error e stamming from (6.62) satisfies
|‖e|‖ ≤ |‖e2|‖ ≤ 1√
1− γ2 |‖e|‖,
where γ =
√
31927
35680 +
7
√
193953
35680 is the constant from Corollary 3.7.
Proof. We have
|‖e2|‖2 = B(e21 + e22, e21 + e22) = |‖e21|‖2 + 2B(e21, e22) + |‖e21|‖2
≥ |‖e21|‖2 − 2γ|‖e21|‖ |‖e22|‖+ |‖e22|‖2.
Utilizing the inequality
2γ|‖e21|‖ |‖e22|‖ ≤ |‖e21|‖2 + γ|‖e22|‖2,
we get
|‖e2|‖2 ≥ (1− γ2)|‖e22|‖2.
Applying the first inequality of (6.62) we get
|‖e2|‖2 = B(e2, e21) +B(e2, e22) = B(e2, e22).
Applying the second inequality of (6.62) we get
|‖e2|‖2 = (e, e22) ≤ |‖e|‖ |‖e22|‖ ≤ 1√
1− γ2 |‖e|‖ |‖e2|‖.
So we get
|‖e2|‖ ≤ 1√
1− γ2 |‖e|‖.
Second inequality of the theorem is shown as follows:
|‖e|‖2 = B(e, e) = B(e2, e) ≤ |‖e|‖ |‖e2|‖,
and thus,
|‖e|‖ ≤ |‖e2|‖,
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Definition 6.28 (Error estimator). For all trianglesK and edges γ define the following
terms
aγ :=
B(u1, bγ,δγ )−
∫
Ω
fbγ,δγ dx
|‖bγ,δγ |‖2
= −
∫
γ
Rbγ,δγ ds+
∫
ωγ
rbγ,δγ dx
|‖bγ,δγ |‖2
,
cK :=
B(u1, bK)−
∫
Ω
fbK dx
|‖bK |‖2 = −
∫
K
rbK dx
|‖bK |‖2 .
By means of these terms we define approximation function to the error:
e˜ :=
∑
γ∈∂T
aγbγ,δγ +
∑
K∈T
cKbK ,
|‖e˜|‖ is then the hierarchical a posteriori error estimator.
Let v, w ∈ V˜2.
v =
∑
γ∈∂T
vγbγ,δγ +
∑
K∈T
vKbK
w =
∑
γ∈∂T
wγbγ,δγ +
∑
K∈T
wKbK .
Define a bilinear form d(, ) : V˜ 22 → R as follows:
d(v, w) :=
∑
γ∈∂T
vγwγ |‖bγ,δγ |‖2 +
∑
K∈T
vKwK |‖bK |‖2
We need also a local analogue of this bilinear form for any triangle K:
dK(v, w) :=
∑
γ⊂∂K
vγwγ |‖bγ,δγ |‖2K + vKwK |‖bK |‖2K
This bilinear form has the following properties:
d(v, w) =
∑
K∈T
dK(v, w) (6.63)
d(e˜, v) = −B(e, v) ∀v ∈ V˜2. (6.64)
The first relation is clear, let us prove the second one. Indeed,
d(e˜, v) =
∑
γ∈∂T
[
B(u1, bγ,δγ )−
∫
ωγ
fbγ,δγ dx
]
vγ +
∑
K∈T
[
B(u1, bK)−
∫
K
fbK dx
]
vK
= B(u1, v)−
∫
Ω
fv dx = −B(e, v).
In subsequent analysis we need a kind of stability property for the bilinear form
d(·, ·) which we formulate in the following lemma.
Lemma 6.29. There exists a constant C that depends neither on the geometry of the mesh
T nor on the perturbation parameters, such that
d(v, v) ¹ |‖v|‖2 ∀v ∈ V˜2. (6.65)
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Proof. First we prove the claimed result locally, namely that for any triangle K the
following inequality holds:
dK(v, v) ¹ |‖v|‖2K ∀v ∈ V˜2,
from which the inequality (6.65) evidently follows. Let v ∈ V˜2, then v|K can be repre-
sented in the following way:
v|K =
∑
γ⊂∂K
vγbγ,δγ + vKbK .
We have
|‖v|‖2K = BK
 ∑
γ⊂∂K
vγbγ,δγ + vKbK ,
∑
γ⊂∂K
vγbγ,δγ + vKbK

=
∑
γ⊂∂K
v2γ |‖bγ,δγ |‖2K + v2K |‖bK |‖2K + 2BK
vKbK , ∑
γ⊂∂K
vγbγ,δγ

≥
∑
γ⊂∂K
v2γ |‖bγ,δγ |‖2K + v2K |‖bK |‖2K − 2 γ|‖vKbK |‖K |‖
∑
γ⊂∂K
vγbγ,δγ |‖K
≥ (1− γ)
 ∑
γ⊂∂K
v2γ |‖bγ,δγ |‖2K + v2K |‖bK |‖2K
 = (1− γ)dK(v, v),
where γ is the strengthened Cauchy-Schwarz constant from Theorem 3.8. Dividing both
sides by 1− γ we get the result claimed.
We need also the estimates from above for interior and edge residuals. The following
lemma is taken from [27].
Lemma 6.30 (Interior residual). Let K ∈ T . Then
‖r‖L2(K) ¹ εh−1min,K |‖e|‖K + ‖r − r‖L2(K)
Proof. For the proof see Grosman [27].
The following lemma is an improved version of the one from [27].
Lemma 6.31 (Face residual). Let γ be any interior interface. Then,
‖R‖L2(γ) ¹
∑
K′∈ωγ
{
ε1/2α
−1/2
K′ |‖e|‖K′ +
( |K ′|
|γ|
)1/2
δ1/2γ ‖r − r‖L2(K′)
}
.
Proof. Let v ∈ H10 (Ω). Integrating by parts on each element yields
B(e, v) =
∑
K∈T
∫
K
rv dx−
∑
γ∈∂T
∫
γ
Rv ds, (6.66)
where ∂T denotes the collection of interelement faces.
Let γ ∈ ∂T . Suppose that γ = K1 ∩K2. Then
ωγ = int(K1 ∪K2). Choosing v := Fext(R)bγ,δγ ∈ H10 (Ω) in (6.66) implies∫
γ
bγ,δγR
2 ds =
∑
K⊂ωγ
∫
K
rFext(R)bγ,δγ dx−Bωγ (e, Fext(R)bγ,δγ ).
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Furthermore, applying the Cauchy-Schwarz inequality, one obtains
|BK(e, Fext(R)bγ,δγ )| ≤ |‖e|‖K |‖Fext(R)bγ,δγ |‖K .
Using (6.56) and (6.57) one estimates the second factor as follows:
|‖Fext(R)bγ,δγ |‖2K = ε2‖∇(Fext(R)bγ,δγ )‖2L2(K) + κ2‖Fext(R)bγ,δγ‖2L2(K)
¹
(
ε2 min
{
δγ
|K|
|γ| , hmin,K
}−2
δγ
|K|
|γ| + κ
2δγ
|K|
|γ|
)
‖R‖2L2(γ).
Thus, we have
|BK(e, Fext(R)bγ,δγ )| ¹
( |K|
|γ|
)1/2
|‖e|‖K‖R‖L2(γ)
∗
(
εmin
{
δγ
|K|
|γ| , hmin,K
}−1
δ1/2γ + κδ
1/2
γ
)
.
Applying the Cauchy-Schwarz inequality, Lemma 6.30 and (6.56) to the second term we
have ∣∣∣∣∫
K
rFext(R)bγ,δγ dx
∣∣∣∣ ≤ ‖r‖L2(K)‖Fext(R)bγ,δγ‖L2(K)
¹
[(
εh−1min,K + κ
)
|‖e|‖K + ‖r − r‖L2(K)
]
δ1/2γ
( |K|
|γ|
)1/2
‖R‖L2(γ).
Combining two previous estimates we get
‖R‖L2(γ) ¹
∑
K′∈ωγ
{( |K ′|
|γ|
)1/2
δ1/2γ ‖r − r‖L2(K′) +
( |K ′|
|γ|
)1/2
|‖e|‖K′
∗
(
εmin
{
δγ
|K|
|γ| , hmin,K
}−1
δ1/2γ + h
−1
min,Kδ
1/2
γ + κδ
1/2
γ
)}
.
By simple manipulations we get (with δγ from (6.58)),
εmin
{
δγ
|K|
|γ| , hmin,K
}−1
δ1/2γ + h
−1
min,Kδ
1/2
γ + κδ
1/2
γ ≤ 4δ1/2γ α−1K ,
which finishes the proof.
We are now in a position to formulate a main result of the present paper, namely the
robustness of the error estimator.
Theorem 6.32. In foregoing notation and assumptions the following inequalities hold
|‖e|‖ ¹ m1(e, T )
(
|‖e˜|‖2 +
∑
K∈T
α2K‖r − rK‖2L2(K)
)1/2
,
|‖e˜|‖K ¹
|‖e|‖2eK + ∑
K∈ eK
α2K‖r − rK‖2L2(K)
1/2 ,
where K˜ is a unit of four triangles including K itself and three triangles sharing with K
its edges.
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Proof. 1. First inequality.
|‖e|‖ ¹ m1(e, T )
(
|‖e2|‖2 +
∑
K∈T
α2K‖r − rK‖2L2(K)
)1/2
¹ m1(e, T )
(
1√
1− γ2 |‖e|‖
2 +
∑
K∈T
α2K‖r − rK‖2L2(K)
)1/2
It remains to show that |‖e|‖ ≤ |‖e˜|‖. Indeed,
|‖e|‖2 = d(e˜, e) ≤
√
d(e˜, e˜)
√
d(e, e) ¹ |‖e˜|‖ |‖e|‖
2. Second inequality is obtained more or less straight forward as it is shown below.
|‖e˜|‖K ≤
∑
γ⊂∂K
|aγ | |‖bγ,δγ |‖K + |cK | |‖bK |‖K
Estimate first and second term subsequently. Utilize (6.56), (6.57), Lemma 6.30
and Lemma 6.31 subsequently.
|aγ | |‖bγ,δγ |‖K ≤
‖R‖L2(γ)‖bγ,δγ‖L2(γ) + ‖r‖L2(ωγ)‖bγ,δγ‖L2(ωγ)
|‖bγ,δγ |‖K
¹ ‖R‖L2(γ)
κα
1/2
γ + εα
−1/2
γ
+ αγ‖r‖L2(ωγ)
¹ ε−1/2α1/2γ ‖R‖L2(γ) + αγ‖r‖L2(ωγ)
¹ |‖e|‖ωγ +
∑
K∈ωγ
αγ‖r − rK‖L2(K).
Similarly estimating the second term we get the result claimed.
|cK | |‖bK |‖K ≤
‖r‖L2(K)‖bK‖L2(K)
|‖bK |‖K
¹ αK‖r‖L2(K)
¹ |‖e|‖K + αK‖r − rK‖L2(K).
Combining two previous estimates we finish the proof.
6.5 Numerical experiments
Let us consider the 2D model problem
−∆u+ κ2u = 0 in Ω := [0, 1]2, u = u0 on ∂Ω.
Prescribe the exact solution
u = e−κx + e−κy
which displays typical boundary layers along the sides x = 0 and y = 0. The Dirichlet
boundary data u0 are chosen accordingly.
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Mesh Elements |‖e|‖|‖u−u1|‖
|‖u−u2|‖
|‖u−u1|‖ m1(u− u1, T )
|‖u−u1|‖
|‖u|‖
1 8 0.80 0.60 1.42 1.92
2 32 0.73 0.64 1.41 1.14
3 128 0.64 0.69 1.42 0.65
4 512 0.56 0.65 1.42 0.34
5 2048 0.50 0.55 1.42 0.17
6 8192 0.50 0.55 1.42 0.09
7 32768 0.51 0.54 1.42 0.04
8 131072 0.51 0.54 1.43 0.02
Table 3: Results for κ = 1000 with transition parameter τ = 2 ln(κ)/κ.
γ Mesh Elements |‖e|‖|‖u−u1|‖
|‖u−u2|‖
|‖u−u1|‖ m1(u− u1, T )
|‖u−u1|‖
|‖u|‖
1 4 512 0.56 0.65 1.42 0.34
0.1 4 512 0.41 0.91 16.6 0.45
0.01 4 512 0.40 0.97 24.8 2.56
10 4 512 0.72 0.65 1.44 2.05
Table 4: Results for κ = 1000 with various transition parameters τ = 2γ ln(κ)/κ.
In the first table we use a sequence of Shishkin meshes with transition parameter
τ = 2 ln(κ)/κ.
The second table has the results for the various transition parameters τ = 2γ ln(κ)/κ,
perturbed from the original value by additional factor γ. γ ∼ 1 corresponds to the ap-
propriate transition parameter τ . γ À 1 means that the mesh is unnecessarily course,
while γ ¿ 1 produces an overrefinement leading to the large values of the matching
function m1. We can observe the influence of the matching function to the error estima-
tor and the constant in the error reduction property. It could be argued that moderate
values of the matching function yield the constant in the error reduction property actu-
ally smaller than 1, while the large values destroy the error reduction for enlarged finite
element space. Thus it demonstrates that the estimate (6.61) is sharp.
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7 Towards a convergent algorithm for the reaction-diffusion
problem
In this chapter we provide the adaptive algorithm that allows anisotropic triangulations
works in addition for the reaction-diffusion problem. The error reduces in each adaptive
step, but the convergence property does not seem to be possible to be proven for this
algorithm because of additional data oscillation terms. Numerical experiments in Sec-
tion 7.4 confirm the theory for the adaptive algorithm. The adaptive algorithm shows
its potential by creating the anisotropic mesh for the problem with the boundary layer
starting with a very coarse isotropic mesh.
7.1 Alternative residual a posteriori error estimation
As it was already mentioned in Section 5.2 a weight of the edge error indicator is not
uniquely defined in general. In this section we will formulate the residual a posteriori
error estimator obtained in [31].
Consider the model problem (2.1). Recall the notation for the interior and boundary
residuals r and R
r = f + ε2∆uh − κ2uh
and
Rγ =
{
ε2
[
∂uh
∂n
]
on ∂K ∩ ∂K ′
0 on ∂K ∩ ∂Ω.
The mean value is defined via rK := 1|K|
∫
K r dx as before. In addition we recall the
following notation:
αK := min(ε
−1hmin,K , κ−1),
αγ := min(ε
−1hmin,γ , κ−1).
Define the error indicator ηγ associated with an edge γ by
ηγ := ε
−1/2α1/2γ h
1/2
min,γ
( |γ|
|ωγ |
)1/2
‖Rγ‖L2(γ),
and the error indicator ηK associated with an element K by
ηK := αK‖rK‖L2(K).
Then the local residual error estimator ηR,K and the local data oscillation (local approx-
imation term) ζK for the element K are defined via
η2R,K := η
2
K +
1
2
∑
γ⊂∂K
η2γ ,
ζ2K := α
2
K‖r − rK‖2L2(K).
Let ηR and ζ be their global counter parts, given by
η2R :=
∑
K∈Th
η2R,K ,
ζ2 :=
∑
K∈Th
ζ2K .
The following robustness results was shown in [31] for κ = 1. The proof is identical for
general κ > 0.
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Theorem 7.1 (Global upper error bound). There exists a constant C that does not
depend on the aspect ratio of the mesh, such that
|‖u− uh|‖2Ω ¹ m21(u− uh, Th)
(
η2R + ζ
2
)
.
Theorem 7.2 (Local lower error bound). There exists a constant C that does not
depend on the aspect ratio of the mesh, such that
η2R,K ¹ |‖u− uh|‖2ωK +
∑
K⊂ωK
ζ2K .
7.2 Marking strategy
The marking and refinement strategies are the simplified variants of the corresponding
strategies for the case of the pure Poisson problem.
Marking Strategy ˜˜E
Given a parameter 0 < θ < 1 and a mesh TH , select the
set of elements TˆH ⊂ TH and the set of edges EˆH ⊂ EH for
which  ∑
K∈TˆH
η2K +
∑
γ∈EˆH
η2γ
1/2 ≥ θηR.
In order to formulate an error reduction theorem we need an additional condition on
the marking procedure :
∀γ ∈ Eˆh with hmin,γ º εκ−1 holds: ∀K ⊂ ωγ : K ∈ TˆH . (7.1)
This condition makes sense since the anisotropic refinement is usually appropriate only
inside the boundary/interior layer where hmin,γ ¿ εκ−1.
Theorem 7.3. Let TH be a triangulation of Ω, and let Th be the triangulation obtained
from TH by refining every element marked according to Strategy ˜˜E in such a way that new
node is created in the interior of each marked triangle K ∈ TˆH and on the each marked
edge γ ∈ EˆH . If condition (7.1) is satisfied, there exist a constant 0 < α < 1, depending on
θ and the alignment measure, such that
|‖u− uh|‖2Ω ≤ α2|‖u− uH |‖2Ω + Cζ2 + C
∑
K∈TH
α2K‖f − fK‖2L2(K).
The dependence on the alignment measure has the following form:
α =
(
1− 1
Cm21(u− uH , TH)
)1/2
The proof will be given in Section 7.3. Before, we will state the algorithm ˜˜C.
Remark 7.4. It is not possible to show the asymptotic convergence of the adaptive al-
gorithm for the reaction-diffusion equation due to the additional higher order terms. It
would be possible if the algorithm guaranteed that three new nodes are introduced per
each marked triangle each iteration step, cf. [44]. However, an algorithm with this prop-
erty that additionally allows anisotropic refinement is unknown for the author. That is
why in this chapter we do not talk about the convergence but only restrict ourselves to
the error reduction.
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Algorithm ˜˜C
Choose parameters 0 < θ, θˆ < 1.
1. Take some initial mesh T0.
2. Solve the discrete problem on T0, denote by u0 its
solution.
3. Let k = 0.
4. Compute the local indicators ηK .
5. If the global estimated error is small then STOP.
6. Construct Tˆk ∈ Tk by Marking Strategy ˜˜E and pa-
rameter θ.
7. Let Tk+1 be a refinement of Tk such that
• each element of Tˆk contains a node of Tk+1 in
its interior and
• each edge of Eˆk, contains a node of Tk+1 in its
interior and
• Condition (7.1) holds.
8. Solve the discrete problem on Tk+1, denote by uk+1
its solution.
9. Let k := k + 1 and go to Step 4.
7.3 Error reduction theorem
This section is aimed to prove Theorem 7.3. To this end we follow Stevenson [44] and
formulate a lemma that will allow us to bound an edge residual for element K on which
hmin,K º εκ−1.
Lemma 7.5. For any two triangles K1, K2 that share an edge γ, for any continuous
piecewise linear function uh over K1 ∪K2, and for any piecewise constant function f over
K1 ∪K2 it holds ∥∥∥∥∥
[
∂uh
∂n
]
γ
∥∥∥∥∥
L2(γ)
¹
( |ωγ |
|γ|
)−3/2
‖f − uh‖L2(K1∪K2).
Proof. Define the continuous piecewise linear function w by w(A1) =
|2K1|
|γ| for the vertex
A1 of K1 not on γ, and w = 0 on K2 and note that
[
∂uh
∂n
]
= 1. Since any continuous,
piecewise linear function u can be rewritten as a linear combination of w and a linear
over K1 ∪ K2 function p thus having a zero jump in the normal derivative over γ, it
sufficies to prove that∥∥∥∥∥
[
∂w
∂n
]
γ
∥∥∥∥∥
L2(γ)
¹
( |ωγ |
|γ|
)−3/2
inf
p∈P1(K1∪K2), f∈
Q2
i=1 P0(Ki)
‖f − (w + p)‖L2(K1∪K2).
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Since ∥∥∥∥∥
[
∂w
∂n
]
γ
∥∥∥∥∥
L2(γ)
= |γ|1/2 ∼
( |ωγ |
|γ|
)−3/2
‖w‖L2(K1∪K2),
where V = P1(K1 ∪K2) +
∏2
i=1 P0(Ki), it suffices to show that
‖w‖L2(K1∪K2) ¹ infv∈V ‖w − v‖L2(K1∪K2).
We can note that the last infimum is reached for the L2-projection of w onto the space
V , in other words v should satisfy the relation:
(v − w, φ)L2(K1∪K2) = 0, ∀φ ∈ V.
Due to Lemma 3.9 there exists a constant C˜ < 1 such that:
‖w − v‖2L2(K1∪K2) = ‖w‖2L2(K1∪K2) + ‖v‖2L2(K1∪K2) − 2(v, w)L2(K1∪K2)
≥ ‖w‖2L2(K1∪K2) + ‖v‖2L2(K1∪K2) − 2C˜‖w‖L2(K1∪K2)‖v‖L2(K1∪K2)
≥ (1− C˜)(‖w‖2L2(K1∪K2) + ‖v‖2L2(K1∪K2)) ≥ (1− C˜)‖w‖2L2(K1∪K2).
which finishes the proof.
We conclude results for the edge error indicator separately for large (hmin,γ º εκ−1)
and small (hmin,γ ¿ εκ−1) elements.
Lemma 7.6. For any edge γ ∈ ∂Th with hmin,γ º εκ−1, we have
η2γ ¹ η2K1 + η2K2 + ζ2K1 + ζ2K2 + α2K1‖f − fK1‖2L2(K1) + α2K2‖f − fK2‖2L2(K2).
Proof. By hmin,γ º εκ−1 the utilization of Lemma 7.5 shows that
η2γ = ε
−1αγhmin,γ
|γ|
|ωγ |‖Rγ‖
2
L2(γ)
= ε3αγhmin,γ
|γ|
|ωγ |
∥∥∥∥∥
[
∂uh
∂n
]
γ
∥∥∥∥∥
2
L2(γ)
¹ ε3κ−1
∥∥∥∥∥
[
∂uh
∂n
]
γ
∥∥∥∥∥
2
L2(γ)
¹
2∑
i=1
ε3κ−1
( |ωγ |
|γ|
)−3 ∥∥∥∥ 1κ2 fKi − uh
∥∥∥∥2
L2(Ki)
¹
2∑
i=1
(εh−1min,γ)
3κ−1
∥∥∥∥ 1κ2 fKi − uh
∥∥∥∥2
L2(Ki)
¹
2∑
i=1
κ2
∥∥∥∥ 1κ2 fKi − uh
∥∥∥∥2
L2(Ki)
¹ η2K1 + η2K2 + ζ2K1 + ζ2K2 + α2K1‖f − fK1‖2L2(K1) + α2K2‖f − fK2‖2L2(K2).
Lemma 7.7. Let K ∈ TH be any element and γ ∈ EH be any edge of the triangulation. In
the notation of Theorem 7.3 the following estimate holds:
η2K ¹ |‖uh − uH |‖2K + ζ2K , (7.2)
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if in addition hmin,γ ¿ εκ−1, then
η2γ ≤
∑
K⊂ωγ
(
C1|‖uh − uH |‖2K +
1
6
η2K + C1ζ
2
K
)
, (7.3)
provided there exist the basis functions ψK and ψγ on the new mesh Th. We denote by ψK
and ψγ the hat functions corresponding to the new nodes introduced in the interior of the
triangle K and on the edge γ, respectively.
Proof. We show (7.2) first. Using the fact that
∫
K ∇uH∇ψK dx = −
∫
K ∆uHψK dx = 0,
we have
rK
|K|
3
=
∫
K
rKψK dx
=
∫
K
fψK dx− κ2
∫
K
uHψK dx−
∫
K
rψK dx+
∫
K
rKψK dx
= BK(uh, ψK)−BK(uH , ψK)−
∫
K
(r − rK)ψK dx
= BK(uh − uH , ψK)−
∫
K
(r − rK)ψK dx.
Squaring and using the Cauchy-Schwarz inequality we get:
|K|‖rK‖2L2(K) ¹ |‖uh − uH |‖2K |‖ψK |‖2K + ‖r − rK‖2L2(K)‖ψK‖2L2(K)
The desired inequality (7.2) follows now from the estimates (2.12) and (2.13).
We show now the second inequality (7.3). Taking into account that Rγ is a constant
over any edge γ, we have:
1
2
|γ|Rγ =
∫
γ
Rγψγ ds = −ε2
∫
ωγ
∇uH∇ψγ dx
= ε2
∫
ωγ
∇(uh − uH)∇ψγ dx+ κ2
∫
ωγ
(uh − uH)ψγ dx−
∫
ωγ
fψγ dx+ κ
2
∫
ωγ
uHψγ dx
= Bωγ (uh − uH , ψγ)−
∫
ωγ
rψγ dx.
Observing that 12 |γ|Rγ = 12 |γ|1/2‖Rγ‖L2(γ) we estimate the edge error indicator:
η2γ = ε
−1αγhmin,γ
|γ|
|ωγ |‖Rγ‖
2
L2(γ)
= ε−2h2min,γ
|γ|
|ωγ |‖Rγ‖
2
L2(γ)
≤ ε
−2h2min,γ
|ωγ |
∑
K⊂ωγ
(
|‖uh − uH |‖2K |‖ψγ |‖2K + ‖r‖2L2(K)‖ψγ‖2L2(K)
)
≤ ε
−2h2min,γ
|ωγ |
∑
K⊂ωγ
(
C1|‖uh − uH |‖2K
(
ε2|K|h2min,K + κ2|K|
)
+ ‖r‖2L2(K)‖ψγ‖2L2(K)
)
≤
∑
K⊂ωγ
(
C1|‖uh − uH |‖2K +
1
6
η2K + C1ζ
2
K
)
,
where we used (2.14), (2.15) and the assumption of the lemma.
Lemmata 7.5 and 7.6 are now used to prove estimates for uh − uH .
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Lemma 7.8. Let Th be a triangulation resulting from TH by applying one cycle of algo-
rithm ˜˜C. Then:
1. we have the following global lower bound for the error reduction
|‖uh − uH |‖2Ω ≥
θ2 − 14
C1m21(u− uH , TH)
|‖u− uH |‖2Ω − C2ζ2 − C2
∑
K∈TH
α2K‖f − fK‖2L2(K).
2. If an additional condition on the marking holds:
∀γ ∈ Eˆh, ∀K : γ ⊂ ∂K : η2K ≤ η2γ , or K ∈ Tˆh, (7.4)
then
|‖uh − uH |‖2Ω ≥
θ2
C1m21(u− uH , TH)
|‖u− uH |‖2Ω − C2ζ2 − C2
∑
K∈TH
α2K‖f − fK‖2L2(K).
In the second case the factor in the first term of the right hand side is not so small.
Proof. 1. By Lemmata 7.5, 7.7 and the marking strategy ˜˜E we have
θ2η2R ≤
∑
γ∈EˆH
η2γ +
∑
K∈TˆH
η2K =
∑
γ∈EˆH ,hmin,γ¿εκ−1
η2γ +
∑
γ∈EˆH ,hmin,γºεκ−1
η2γ +
∑
K∈TˆH
η2K
≤
∑
γ∈EˆH ,hmin,γ¿εκ−1
η2γ + C
∑
K∈TˆH
η2K + C
∑
γ∈EˆH
∑
K⊂ωγ ,hmin,γºεκ−1
α2K‖f − fK‖L2(K) + ζ2
≤ C1
∑
γ∈EˆH
|‖uh − uH |‖2ωγ +
∑
K∈TˆH
|‖uh − uH |‖2K + ζ2 +
∑
K∈TH
α2K‖f − fK‖2L2(K)

+
1
12
∑
γ∈EˆH
∑
K⊂ωγ ,hmin,γ¿εκ−1
η2K .
Each triangle K is counted at most three times in the last sum. Thus,
|‖uh − uH |‖2Ω ≥
θ2 − 14
C1
η2R − C2ζ2 − C2
∑
K∈TH
α2K‖f − fK‖2L2(K)
≥ θ
2 − 14
C1m21(u− uH , TH)
|‖uh − uH |‖2Ω − C2ζ2 − C2
∑
K∈TH
α2K‖f − fK‖2L2(K).
2. Proceeding analogously to the first part and utilizing the condition (7.4) we obtain
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θ2η2R ≤
∑
γ∈EˆH
η2γ +
∑
K∈TˆH
η2K =
∑
γ∈EˆH ,hmin,γ¿εκ−1
η2γ +
∑
γ∈EˆH ,hmin,γºεκ−1
η2γ +
∑
K∈TˆH
η2K
=
∑
γ∈EˆH ,hmin,γ¿εκ−1
η2γ +
1
5
∑
γ∈EˆH ,hmin,γ¿εκ−1
∑
K⊂ωγ ,K 6∈TˆH
η2K
−1
5
∑
γ∈EˆH ,hmin,γ¿εκ−1
∑
K⊂ωγ ,K 6∈TˆH
η2K +
∑
γ∈EˆH ,hmin,γºεκ−1
η2γ +
∑
K∈TˆH
η2K
≤ 6
5
∑
K∈TˆH
∑
γ⊂∂K,hmin,γ¿εκ−1
η2γ −
1
5
∑
γ∈EˆH ,hmin,γ¿εκ−1
∑
K⊂ωγ ,K 6∈TˆH
η2K
+C
∑
K∈TˆH
η2K + C
∑
γ∈EˆH
∑
K⊂ωγ ,,hmin,γºεκ−1
α2K‖f − fK‖L2(K) + ζ2
≤ C1
∑
γ∈EˆH
|‖uh − uH |‖2ωγ +
∑
K∈TˆH
|‖uh − uH |‖2K + ζ2 +
∑
K∈TH
α2K‖f − fK‖2L2(K)
 .
We are now in a position to prove Theorem 7.3.
Proof of Theorem 7.3. Using the Galerkin orthogonality property and Lemma 7.8, we
have
|‖u− uh|‖2Ω = |‖u− uH |‖2Ω − |‖uh − uH |‖2Ω
≤ |‖u− uH |‖2Ω
(
1− θ
2 − 14
C1m21(u− uH , TH)
)
+ C2ζ
2 + C2
∑
K∈TH
α2K‖f − fK‖2L2(K).
If the condition (7.4) is satisfied then we have a similar estimate:
|‖u− uh|‖2Ω = |‖u− uH |‖2Ω − |‖uh − uH |‖2Ω
≤ |‖u− uH |‖2Ω
(
1− θ
2
C1m21(u− uH , TH)
)
+ C2ζ
2 + C2
∑
K∈TH
α2K‖f − fK‖2L2(K).
7.4 Numerical experiments
We are not able to prove the error reduction for the Algorithm ˜˜C without the condition
(7.1), which is used to bound the terms involving the element residuals. The essential
point of this condition is that the new inner nodes are created per each ”large” (hmin,K ¹
εκ−1) triangle with at least one marked edge. We can heuristically observe that, inside
each triangle will be sooner or later created a new node throughout the refinement
process. Thus we leave this condition when implementing the adaptive algorithm in
practice and implement the simplified algorithm.
As a test example for the adaptive algorithm we consider the reaction-diffusion equa-
tion
−∆u+ κ2u = 0; u = u0 on ∂Ω
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with known exact solution:
u = e−κx + e−κy.
For large κ the solution has the typical boundary layers along the Ox and Oy axes.
A sequence of meshes produced by the adaptive algorithm described in this chapter
is shown in Figure 15. As we can mention the algorithm shows its ability to produce
anisotropic meshes starting with a very coarse isotropic mesh, which is the crucial and
very important property of this algorithm. Up to now there were only a few algorithms
(including [7]) that can produce the anisotropic meshes starting from isotropic ones.
The convergence graph that shows the dependence of the error measured in the
energy on the number of triangles is plotted in Figure 7.4. The convergence line can be
conventionally split into three stages. At the beginning, the error looks proportional to
the one obtained with the Shishkin meshes (with a factor of order 10). But later at the
second stage, the algorithm starts to refine anisotropically and convergences definitely
better than the a priori designed Shishkin meshes. After the optimal aspect ratio is
reached the isotropic refinement does the job.
7.5 Discussion of the alignment measure m1
In this section we follow Kunert [32] and state it here to comment the matching which
appears on the lower error bound of the error estimator and in the error reduction con-
stant.
The alignment measure m1(v, Th) (see [32]) has been introduced in (5.2) to measure
how good an anisotropic mesh is aligned with an anisotropic function v. The worse this
alignment is, the larger m1 will be (recall that m1 ≥ 1). Simultaneously the quality of
the error estimation and the error reduction constants deteriorates. Hence it is vital to
determine m1(u−uh, Th) to obtain a reliable estimates. Yet this is impossible since u−uh
is not known. Two (partly overlapping) remedies seem possible.
1. Construct the mesh such that it is aligned with the anisotropic solution [42, 41,
30, 29, 50]. One can hope that using a refinement strategy given in this chapter with
isotropic initial mesh results in a small m1(u − uh, Th) and, in turn, in a useful upper
error bound and an error reduction constant. Numerical experience strengthens this
point.
2. One can try to approximate m1(u − uh, Th). For example, the gradient ∇u of the
solution could be replaced by a recovered gradient ∇Ruh (cf. e.g. [47]) giving
mR1 (u− uh, Th) :=
( ∑
K∈Th
h−2min,K ·
∥∥C>K (∇Ruh −∇uh)∥∥2L2(K)
) 1
2
‖∇Ruh −∇uh‖L2(Ω)
Indeed, numerous numerical examples (see [32]) yield that mR1 (u− uh, Th) ≈ m1(u−
uh, Th) with only a small deviation (independent of the actual alignment of the mesh).
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Figure 15: Example of mesh sequence starting from the isotropic mesh of two triangles.
A number under each Figure stands for the number of iteration.
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THESES
1. When the finite element method is used to solve boundary value problems, the
corresponding finite element mesh is appropriate if it is reflects the behavior of
the true solution. A posteriori error estimators are suited to construct adequate
meshes. They are useful to measure the quality of an approximate solution and to
design adaptive solution algorithms.
2. There exist different possibilities to measure the a posteriori error in the energy
norm for the singularly perturbed reaction-diffusion equation −ε2∆u + κ2u = f .
They include the residual a posteriori error estimator, the local Neumann prob-
lem error estimator (the equilibrated residual method), the local Dirichlet problem
error estimator and the hierarchical error estimator.
3. Singularly perturbed problems yield in general solutions with anisotropic features,
e.g. strong boundary or interior layers. For such problems it is useful to use aniso-
tropic meshes in order to reach maximal order of convergence. Triangles should
both be adapted in size and in shape in order to fit the function to be approxi-
mated. Moreover, the quality of the numerical solution rests on the robustness of
the a posteriori error estimation with respect to both the anisotropy of the mesh
and the perturbation parameters.
4. The equilibrated residual method is known to provide lower and upper error bounds
as long as one solves auxiliary local Neumann problems exactly on each element.
It is possible to provide a basis for an approximate solution of the aforementioned
auxiliary problem and to show that this approximation does not affect the quality
of the error estimation. A simple example of such a basis includes seven functions
of third order over a triangle.
5. The simplest local error estimator from the implementation point of view is the
so-called hierarchical error estimator. The reliability proof is usually based on two
prerequisites: the error reduction property and the strengthened Cauchy-Schwarz
inequality.
6. The strengthened Cauchy-Schwarz inequality holds for the following pair of spaces:
the space of refinement functions used in hierarchical a posteriori error estima-
tors and the space of piecewise linear finite element functions. The corresponding
constant depends neither on the aspect ratio of the elements nor on the pertur-
bation parameters. Furthermore, the strengthened Cauchy-Schwarz inequality
holds also for two additional pairs of spaces which are needed for the hierarchi-
cal error estimation and the analysis of the adaptive algorithm for the reaction
diffusion problem.
7. The error reduction property (also known as the saturation assumption as long
as it is not proved) is shown to hold for the chosen enrichment space. This space
includes the specially squeezed, based on the geometry of the mesh and the per-
turbation parameters, bubble functions of second order on each edge of the mesh
and the usual bubble function of third order. The error reduction property together
with the strengthened Cauchy-Schwarz inequality leads to the robustness proof of
the hierarchical error estimator.
8. The convergence of the adaptive finite element method is understood in the sense
that there exists a positive constant β < 1, such that in some norm ‖u−uk‖ ≤ Cβk
holds, where u is the exact solution and uk is the finite element approximation
in k steps of the adaptive algorithm. Such algorithms with the special marking
and refinement strategies are known for the case of Poisson and reaction-diffusion
problems on isotropic meshes. The marking strategy not only takes into account
the usual information given by the edge and element error indicators, but also
involves the additional control of the data oscillation terms in order to guarantee
the convergence. The refinement strategy usually includes the creation of a new
node inside each marked triangle. This, however, is not a must – the creation of a
new node can be avoided for all triangles where the edge error indicator dominates
the element error indicator.
9. Based on the idea from the isotropic case, the adaptive algorithm allowing aniso-
tropic mesh refinement is based on analyzing the edge and element error indica-
tors separately. According to this information only the marked entities
(edges/elements) should be appropriately refined. The resulting algorithm satisfies
the convergence property for the Poisson problem with a parameter β depending
on some alignment measure m1.
10. The adaptive algorithm allowing anisotropic triangulations works in addition for
the reaction-diffusion problem. The error reduces in each adaptive step, but the
convergence property does not seem to be possible to be proven for this algorithm
because of additional data oscillation terms.
11. Numerical experiments for the equilibrated residual method, for the hierarchical
error estimator and for the adaptive algorithm confirm the theory. The adaptive
algorithm shows its potential by creating the anisotropic mesh for the problem
with the boundary layer starting with a very coarse isotropic mesh.
