Abstract. Cardiac left ventricle (LV) quantification provides a tool for diagnosing cardiac diseases. Automatic calculation of all relevant LV indices from cardiac MR images is an intricate task due to large variations among patients and deformation during the cardiac cycle. Typical methods are based on segmentation of the myocardium or direct regression from MR images. To consider cardiac motion and deformation, recurrent neural networks and spatio-temporal convolutional neural networks (CNNs) have been proposed. We study an approach combining stateof-the-art models and emphasizing transfer learning to account for the small dataset provided for the LVQuan19 challenge. We compare 2D spatial and 3D spatio-temporal CNNs for LV indices regression and cardiac phase classification. To incorporate segmentation information, we propose an architecture-independent segmentation-based regularization. To improve the robustness further, we employ a search scheme that identifies the optimal ensemble from a set of architecture variants. Evaluating on the LVQuan19 Challenge training dataset with 5-fold cross-validation, we achieve mean absolute errors of 111 ± 76 mm 2 , 1.84 ± 0.90 mm and 1.22 ± 0.60 mm for area, dimension and regional wall thickness regression, respectively. The error rate for cardiac phase classification is 6.7 %.
Introduction
Left ventricle (LV) quantification from cardiac magnetic resonance imaging (MRI) data is often employed for assessment of cardiac function and for diagnosing diseases [7] . The relevant LV indices include the myocardium and cavity area, three LV cavity dimensions, six regional wall thickness (RWT) parameters and the cardiac phase (systole and diastole). In practice, LV indices are usually obtained by manual segmentation of the myocardium which is time-consuming and associated with a high intra-and inter-observer variability [12] .
In recent years, a lot of work has gone into automatic LV indices estimation which is challenging due to high variability of cardiac structure between patients
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and deformation during the cardiac cycle. To overcome these problems, deep learning methods have been employed as they have shown success for a variety of image-based learning problems. One approach is to segment the myocardium with a convolutional neural network (CNN) and calculate relevant metrics afterwards [1, 10] . Alternatively, LV indices can be regressed directly from the images [17, 16, 8] . Other methods have combined segmentation and regression, e.g., by regressing indices from a segmentation with an end-to-end model [13] or by adding a regression path to a segmentation model [15] .
Besides incorporating segmentation and direct estimation, handling temporal dependencies is important as well. Often, temporal dependencies are modeled using recurrent neural networks which have also been employed for LV quantification [16] . Another approach is to utilize spatio-temporal 3D CNNs to capture the relation between temporal slices [6] .
In this work, we describe a new approach for LV quantification in the context of the LVQuan19 Challenge. In contrast to a majority of previous work, the associated dataset is significantly smaller (56 patients) and the MRI images are hardly preprocessed with a high spatial resolution but without any region of interest (ROI) cropping. Thus, an algorithm needs to deal with small dataset size and make use of the high image resolution while focusing on the relevant region in the image.
To address these challenges, we take previous approaches into account while putting a strong focus on using pretrained CNNs. Using transfer learning from ImageNet has been successful for a lot of medical imaging modalities, particularly when data is as scarce as in our case [11, 9] . Models trained for the common problem of image classification can be adapted for regression by replacing the output layer. Thus, we perform direct LV indices regression using various pretrained CNNs. For temporal processing, we employ spatio-temporal 3D CNNs. We enable effective training of these parameter-intensive 3D CNNs with an initialization strategy where we assign pretrained 2D weights to 3D kernels. We address high spatial image resolution paired with uncertain ROIs by using a multi-crop evaluation strategy that covers the entire image. To incorporate segmentation information into predefined models, we propose an architecture-independent regularization by adding a decoder to the model. Finally, we integrate all our models with a new ensembling approach where we automatically select the best performing ensemble for each regression and classification task.
Methods

Dataset and Preprocessing
The LVQuan19 training dataset consists of short-axis MRI data from 56 patients. For each patient 20 slices representing one cardiac cycle are provided. The resolution of the MRI slices is either 256 × 256 or 512 × 512 with a pixel spacing between 0.6836 mm pixel and 1.7188 mm pixel . For each slice, segmentation masks of the myocardium and cavity area, all 11 LV indices and the cardiac phase are provided. The LVQuan19 Challenge goal is the estimation of all 11 indices and the cardiac phase, the segmentation masks can be optionally used.
First, we resize all images to have a pixel spacing of 1 mm pixel . Second, we take a center crop of size 300 × 300 which is the smallest image size of all resized slices. We clip intensities between the 1st and 99th percentile. Afterwards, we perform image normalization by subtracting the mean and dividing by the standard deviation for each slice. Then, the intensities are scaled between 0 and 1. We convert the target indices to mm. Then, we scale all regression targets to a range of 0-1 for training. For evaluation, the targets are scaled back to their original range. We split the dataset into 5 cross-validation (CV) folds. 2D CNN Approaches. The key idea of our approach is to use pretrained architectures for indices regression. Thus, we consider a pool of pretrained architectures including Densenet (DN) [5] , Resnet (RN) [3] , Resnext (RX) [14] and Squeeze-and-Excitation Networks (SE) [4] . The overall approach is shown in Figure 1 .
Models
Each CNN was pretrained on ImageNet for classification of natural images into 1000 classes. We replace the model's output layer to match the number of outputs for our problem. We consider regression only with 11 outputs, classification (cardiac phase) with 2 softmaxed outputs or both simultaneously with 13
outputs. The pretrained model expects a 3-channel input image which we handle with two approaches. Either, we use a single slice, copied to all three channels or we include the two neighboring slices.
3D CNN Approaches. We also consider spatio-temporal 3D CNN approaches. We hypothesize that temporal context might improve indices regression. Furthermore, cardiac phase classification requires temporal context and including more slices might be helpful. The 3D CNN input is of size H × W × N S where H and W are the spatial slice dimensions and N S ∈ [1, 20] is the number of selected slices. We also employ pretrained models to tackle small dataset size. Thus, we reuse the same pool of 2D CNNs and extend them to 3D by replacing all 2D operations by their 3D counterpart. The 3D convolutional kernels are initialized by copying the 2D kernels pretrained on ImageNet of size h c × w c several times into the new kernel of size h c × w c × d c . To ensure consistent value ranges, the new kernels' weights are multiplied by 1/d c . Throughout the entire network, we do not change the slice dimension, i.e., we produce N S predictions for N S input slices in a single forward pass. For this purpose, we replace the linear output layer by a convolutional layer with kernel size 1 which is able to handle arbitrarily-sized inputs. Due to increase in memory requirements, we only consider 3D variants of the smaller CNNs in our pool which includes Densenet121, Densenet161, and SE-Resnet101.
Segmentation Regularization. In addition, we propose a segmentationbased regularization (SR). Here, we add an additional decoder to the architecture, before its global average pooling (GAP) layer. The decoder upsamples the spatial dimension of the feature maps in several steps until the original input image size is reached. At each step, we apply a convolution with kernel size 1 which halves the current feature map dimension, followed by nearest neighbor upsampling with a factor of 2. Then, a standard Resnet block is applied. In total, there are 5 upsampling stages. At the output, we predict a softmaxed probability map which is used to calculate a cross-entropy loss with the groundtruth masks. During training, the loss is propagated through the entire network, forcing the core architecture to learn features for segmentation and indices regression simultaneously. We do not use the predicted segmentation explicitly for indices calculation, it only serves as a regularizer for the network. We employ this regularization strategy both for 2D and 3D CNNs.
Data Augmentation. Due to the small dataset size, we employ extensive data augmentation. We use random rotation with θ ∈ [0 • , 360 • ] which we found more effective than simple 90
• rotations. Furthermore, we employ random scaling by resizing the slices by a factor of s c ∈ [0.8, 1.2] with appropriate cropping and zero padding, if required. The targets are scaled accordingly (quadratic for areas). We chose a small batch size of b = 8 to induce more variation during training. We did not see any improvement for dropout, L1 or L2 regularization.
Model Input Strategy. The pretrained models' standard input size is 224 × 224 while our preprocessed images are of size 300 × 300. Therefore, we crop patches from random image locations during training. This should have a regularizing effect as the CNN gets more robust towards different relative LV locations in the images. For 2D CNNs, we randomly select a cropped slice from b different patients to construct a batch of size b. For 3D CNNs, we randomly select a sequence of N S slices from b patients for each batch. For evaluation, we follow a multi-crop evaluation approach to cover the entire image [2] . We crop from 4 predefined locations in each slice and average the result. For 2D CNNs, this is repeated for every slice for each patient. For 3D CNNs, we crop sequences of N S slices from every possible location n s ∈ [1, 20] . Then, we average over all overlapping regions to obtain a final prediction for each slice. To handle the start and end of the sequence, we use cyclic repetition.
Training. In total, our loss function consists of the mean squared error (MSE) for regression, the cross-entropy (CE) loss for phase classification and the CE loss for segmentation. The two CE losses are not present in every model. If they are included, phase classification is weighted by λ P = 0.05 and the segmentation loss is weighted by λ S = 0.1. The final loss is the sum of all individual loss functions. For optimization we employ Adam with a learning rate of l r = 1 × 10 −4 . We train each CV model for 150 epochs where a single epoch consists of 10 random crops from each patient in the training set. Overall, we train multiple models with different configurations s i . The configuration options include the network architecture (e.g. Densenet121), the input dimension (2D or 3D), N S ∈ {3, 5, 7, 10} for 3D CNNs, weight initialization (random or ImageNet), segmentation-based regularization (on or off) and prediction targets (areas, dimensions, RWTs, phase).
Ensembling. Instead of deciding for a single model we search for the optimal ensemble. Let S = {s 1 , . . . , s n } be the set of all configurations we consider, and let V = {v 1 , . . . , v m } be the set of all CV splits. Then we obtain predictionŝ y ij = f (s i , v j ) for all combinations of i and j after training configuration s i on V \ v j . We obtain the predictions per configuration through concatenation asŷ i = ∪ jŷij . Subsequently we perform an exhaustive search to identify the set S * ⊆ S such thatŷ * = 1 |S * | k∈S * ŷ k minimizes the error betweenŷ * and ground-truth y. For the challenge test set we obtain predictions with all models in the optimal subset S * which are subsequently averaged into a final prediction. We search for the optimal subset for each task (areas, dimensions, RWTs, phase) individually to maximize performance. To keep the search time bounded, S only includes our top 20 configurations, ranked by individual CV performance.
Our proposed strategy potentially leads to implicit overfitting of the subset choice to the CV sets. Therefore, results reported for the CV sets might overestimate the performance gain of our ensembling strategy. We overcome this problem by introducing an additional test split for ensemble evaluation only. Here, we split each CV fold into two folds. We use the first portion of these new sets to find the optimal subset with our strategy. Then, we use the second portion of sets to evaluate the strategy. 
Results
All results are shown in Table 1 . For Densenet121 (DN121) with 2D slice inputs, the pretrained model with segmentation regularization performs best. The difference in the median of the absolute errors of DN121 2D and DN121 2D SR is significant for areas and dimensions (Wilcoxon signed-rank test, α = 5% significance level). Combining regression and classification leads to a lower performance than training separate models. For DN121 in its 3D version (N S = 5), the overall performance improves slightly with respect to its 2D counterparts. Again, the difference in the median of the absolute errors of the 2D and 3D model is significant for areas and dimensions.
Considering different architectures, improved performance can be observed for larger models. The best performing model is RX101-64d. With respect to ensembling, taking the average over all our models does not perform better than the best single model. Using our optimal subset strategy, performance is improved. When evaluating on a different test split (*), the performce difference is still large between averaging and our strategy. The difference in the median of the absolute errors for averging and our ensembling strategy is statically significant for all three indices. Our final ensembles mostly contain the models RX101-64d 2D SR, DN 2D SR variants, and DN121 3D SR. On the test set of the LVQuan19 Challenge, the performance of the ensemble is substantially lower. For reference, we include the results from DMTRL [16] . Note that these results are not directly comparable, as a different number of patients and different image resolutions were used.
Discussion and Conclusion
We address LV quantification from cardiac MRI images with a focus on utilizing pretrained models. We consider a variety of deep learning models that have been successful for classification of 2D images. We adopt these models by replacing the output layer and performing direct LV indices regression from 2D MRI slices. We find a substantial increase in performance with pretrained weights, e.g., the MAE for area estimation improves from 199 mm 2 to 134 mm 2 . This is likely tied to the new and small dataset which contains only roughly a third of the number of patients compared to most previous studies [16, 13] . At the same time, the MRI images have a higher resolution which is closer to the standard input resolution of models trained on ImageNet. Both likely lead to a substantial advantage of utilizing pretrained models.
To incorporate previous segmentation-based approaches, we propose a segmentation regularization by adding an architecture-independent decoder close to the model output. The additional segmentation loss forces the model core to learn both features for direct indices regression and myocardium segmentation. Our results indicate that including the segmentation is advantageous as we observe a statisticially significant increase in performance both for areas and dimensions. This matches insights from previous work where using both a segmentation mask and LV indices lead to improved results [15, 13] .
Furthermore, we address temporal dependencies by extending the existing 2D CNN models to 3D. To enable 3D CNN usage with very limited data, we use an initialization strategy where we copy pretrained 2D weights to 3D kernels. Again, we find a substantial increase in performance by relying on pretraining, see Table 1 . There is a significant improvement for dimension and area regression for 3D CNNs over 2D CNNs with an MAE of 139 mm 2 compared to 133 mm 2 for the areas. For the cardiac phase it is notable that the 2D approach with neighboring slices performs reasonably well and only slightly worse than 3D CNNs. Overall, enabled by our initialization strategy, spatio-temporal 3D CNNs improve performance over spatial 2D CNNs for LV quantification.
Next, we consider different baseline architectures for our approach. Using larger architectures with more layers and/or more feature maps tends to improve performance over the DN121 baseline. In particular, it is notable that the highest performance increase among different models is substantially larger than the performance increase of moving from 2D to 3D. RX101-64d 2D improves the MAE by 16 mm 2 over DN121 compared to a 6 mm 2 decrease caused by using 3D convolutions. In the best case, one would extend the best 2D model to 3D for performance maximization, however, this is limited by GPU memory and not feasible for the larger, higher performing 2D models. Summarized, using high-performing 2D architectures can be very beneficial for LV quantification.
Last, we combine all our models with a new ensembling technique where the best performing models were automatically selected based on cross-validation performance. The method improves performance over simply averaging predictions across all models. Also, we used separate test splits to ensure that the optimal subset selection does not implicitly overfit to the CV sets. Even for this evaluation scenario our ensembling method performs better than averaging with statistically significant performance differences. Interestingly, the selection method included both 2D and 3D CNNs, which indicates that both spatial and spatio-temporal information is important for LV indices regression. On the LVQuan19 test set, our method performs substantially worse than in our CV experiments. This indicates that the test set is very challenging and potentially differs from the training set. Similar observations were made for the last year's challenge [15] . Thus, generalizable LV quantification remains a challenging task. Future work could incorporate our approach into other frameworks, e.g., by considering multi-task relationship learning [16] or recurrent models for temporal processing.
