A code-aided iterative carrier phase estimator using selective soft decision feedback is proposed. Based on the reliability metric defined, soft decisions provided by the soft-in/soft-out channel decoder with higher reliabilities are selected to perform carrier phase estimation iteratively. Simulation results demonstrate the performance improvement of the proposed algorithm in both the unbiased estimation range and the estimation precision. The overall bit error rate performance of the coded systems with different phase estimators is also compared.
Introduction: The impressive performance of turbo codes and lowdensity parity-check (LDPC) codes implicitly assumes ideal coherent detection, which means that the carrier phase should be estimated accurately before data detection. However, the extremely low signal-to-noise ratio (SNR) typical of such codes makes the carrier phase estimation a very challenging task. Conventional estimation algorithms focus either on data-aided (DA) or non-data-aided (NDA) modes [1] . In [2] and [3] , an iterative soft decision-directed (ISDD) carrier phase estimator using soft information provided by the soft-in/soft-out channel decoder is proposed based on the expectation maximisation (EM) algorithm.
In this Letter, we propose a code-aided carrier phase estimator using selective soft decision feedback. Only the soft decisions with higher reliabilities are fed back from the output of the channel decoder to perform carrier phase estimation iteratively.
Phase estimator with selective soft decision feedback: We consider a coded linearly modulated signal transmitted over an AWGN channel. Assuming perfect carrier frequency and symbol timing synchronisation, the discrete observations sampled from the output of the matched filter are
where a k is the transmitted symbol taking values from the modulation set
n k is the noise sample of a complex AWGN with zero-mean and variance 1, u is a determinate but unknown phase offset, and E s and N 0 are the energy per coded symbol and the single-side noise power spectral density, respectively.
'Soft symbol' defined in [2] is the a posteriori mean value of the kth transmitted symbol a k conditioned on phase estimationû
where a m is the mth constellation point in set A, and Pr a k ¼ a m jr;û Assume that b
the corresponding log a posteriori probability ratios (LAPPR) from the channel decoder
Since the absolute value of LAPPR indicates the reliability of the corresponding bit decision, we can define the reliability metric R k of the kth soft symbol decision h k as follows
According
phase estimator, labelled as ISDD-S, can be expressed as followsû
whereû iþ1 ð Þ is the phase estimation in the (i þ 1)th EM iteration, and r l f g are the observations corresponding to the selected soft symbols fh l g. Simulation results and discussion: The performance of the proposed phase estimator is evaluated in terms of the mean estimation value (MEV) and the root-mean-square estimation error (RMSEE). We consider a (3,6)-regular LDPC code of length n ¼ 2640 with 16-QAM modulation. The maximum iterations for the LDPC decoder and the EM algorithm are I LDPC ¼ 50 and I EM ¼ 20, respectively. The number of soft symbols fed back to the ISDD and ISDD-S estimators is L ¼ 100. Fig. 1 shows the MEV curves against the phase offset at E s /N 0 ¼ 7 dB. The proposed ISDD-S estimator has a larger unbiased estimation range than the ISDD estimator. A p/2 ambiguity can be observed with both algorithms, which means that a coarse estimate by the DA estimator is required to make the residual phase offset fall into the unbiased estimation region of CA estimators. ig. 4 BER of LDPC-coded 16 QAM against number of EM iterations at E s /N 0 ¼ 7.3 dB for different phase offset Fig. 2 illustrates the RMSEE of different estimators against E s /N 0 with a phase offset u ¼ 108. MCRB [4] and CRB of the phase estimation for the coded system [5] are also marked for comparison. We observe that the RMSEE of the ISDD-S estimator is not only lower than that of the ISDD estimator, but also lower than MCRB in the E s / N 0 operation range of the coded modulation system considered. This is because the selection process in ISDD-S algorithm automatically chooses observations with higher SNR, which are usually the outer points in a non-constant modulus constellation, e.g. 16 QAM. We remark that a similar phenomenon can also be observed in the constant modulus constellation, e.g. QPSK, but with less prominent performance improvement.
The overall BER performance of the coded systems with different phase estimators is shown in Fig. 3 . We can see a severe performance degradation with the ISDD estimator when the phase offset u ! 208. With the proposed ISDD-S estimator, however, BER performance is very close to the one with perfect synchronisation. Fig. 4 shows the BER performance against EM iterations at E s /N 0 ¼ 7.3 dB (corresponds to a BER of 10 24 with ideal coherent detection). The curves for ISDD-S converge to ideal performance up to a phase offset of u ¼ 308 within 10 EM iterations.
Conclusions:
We propose a code-aided iterative carrier phase estimator. Soft symbol decisions provided by the soft-in/soft-out channel decoder are selected based on the reliability metric defined. Only those symbols with higher reliabilities are fed back to perform carrier phase estimation. Simulation results demonstrate that the proposed estimator improves the unbiased estimation range and estimation precision compared to the ISDD estimator. The overall BER performance of the coded system with the proposed phase estimator has negligible degradation with respect to the ideal coherent detection.
