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Abstract
Manufacturing systems can be modeled as networked work systems connected by material ﬂow. Characteristics such as performance and robustness
are inﬂuenced by the manufacturing network’s static structure, i.e. the topology, and its dynamic behavior, i.e. the material ﬂow. The statistical
analysis of the topological features of networks has been used in many disciplines to predict dynamic behavior, however, the meaningfulness of
each individual topological measure can diﬀer between network types. Therefore, it is necessary to determine which topological measures can be
used to evaluate and compare manufacturing networks. This article investigates procedures to identify signiﬁcant over- or underrepresentation
of three-node subgraphs, known as motifs, and the dynamical importance of single nodes in terms of their eﬀect on the largest eigenvalue. The
results show that both approaches are suited to indicate dynamical behavior of a manufacturing systems solely based topological information. These
techniques can be used for a quick assessment of existing or planned manufacturing systems without extensive and complex modeling.
c© 2014 The Authors. Published by Elsevier B.V.
Selection and peer-review under responsibility of the International Scientiﬁc Committee of “RoMaC 2014” in the person of the Conference Chair
Prof. Dr.-Ing. Katja Windt.
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1. Introduction
Contemporary manufacturing processes are characterized by
a high degree of complexity caused by an increased complexity
of the products themselves, such as electronics or cars, and by
a more frequent change of the manufacturing processes and
systems. Another aspect of complexity is generally shorter
product life cycles and a higher demand for product variants.
This development is expected to continue, so that manufacturing
systems, both on a local or a global scale, need more frequent
adaption or redesign.
The primary goal of a manufacturing system is to eﬃciently
manufacture the required products. Eﬃciency can be decom-
posed into the relation between performance on one hand and
cost on the other hand. Performance is usually measured and
evaluated using classical operations-related targets such as low
cycle times, high due date reliability, high capacity utilization,
and low work in process [1]. Cost is the investment required
to implement and run the manufacturing system at the desired
performance level. In the recent decades, additional goals have
emerged, e.g. climate-related goals like CO2-eﬃciency, or goals
ensuring the longevity of the system, such as changeability [2]
or robustness [3].
Evaluating a manufacturing system regarding its performance
or robustness usually requires a detailed assessment of its dy-
namic behavior. Normally, performance is assessed by cycle
time, due date reliability and resource utilization, whereas ro-
bustness is understood as the ability of a system to maintain its
state despite internal or external perturbations. Current evalu-
ation methods — beside the recording and analysis of actual
data from running manufacturing systems — are continuous
or discrete-event simulations. One major drawback of simula-
tions is the comparably high modeling eﬀort to create realistic
simulations as well as the high amount of computational power
needed to carry out simulation studies. Once a model is created,
its reuse and maintenance causes less eﬀort. But in case of
frequent redesign activities in existing manufacturing systems
and in case of an increased demand for the design of new man-
ufacturing systems, new approaches for a quick and economic
assessment of manufacturing system designs are required. These
approaches are not meant to replace simulation studies or other
classical, more detailed evaluation procedures, but they can limit
the number of designs to consider for a simulation analysis by
oﬀering a ﬁrst projection of the estimated performance of a
system.
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Table 1: Summary of company data sets A–F. |V |, |E| and |O| are the number
of nodes, links and operations. The column ‘Time’ denotes the period of data
collection.
Dataset Type |V | |E| |O| Time
A job-shop 220 1,944 109,011 1 year
B job-shop 50 661 31,779 1 year
C job-shop 102 1,098 121,278 1 year
D process 197 1,412 600,000 1 year
E customizing 87 999 800,685 1 year
F job-shop 102 364 4,584 3 months
Investigating the topology of manufacturing systems as com-
plex networks of material ﬂow is one approach that has recently
gained considerable attention [4]. Topological key ﬁgures have
been applied for purposes of identiﬁcation of autonomous struc-
tures in manufacturing systems [5], anomaly detection on the
shop ﬂoor [6], robustness evaluation of single work stations [7],
and characterization and classiﬁcation of manufacturing sys-
tems [8]. Similar approaches have been used in related engineer-
ing ﬁelds, such as layout optimization of a luggage handling
system [9].
The core idea of this research is to investigate which static
topological key ﬁgures of manufacturing systems as complex
networks can be used to give an estimate on the expected per-
formance of a complete manufacturing system or single entities
(work stations) in a manufacturing system. In this work, we will
investigate the signiﬁcance of the over- or underrepresentation
of 3-node subgraphs, so-called network motifs [10], which can
be applied as a similarity indicator to easily assess the similarity
or dissimilarity of manufacturing systems, e.g. when choosing
between diﬀerent manufacturing system layouts during the de-
sign phase. Furthermore, we explore the dynamical importance
of single network nodes using the largest eigenvalue of the net-
work [11], which lets us draw conclusions about the dynamical
behavior of a manufacturing system already in an early stage
of design without having detailed material ﬂow data available.
Both analyses in this article are tested with real feedback data
from six manufacturing companies.
The remainder of this article is structured as follows: Sec-
tion 2 gives a brief overview of the current understanding of the
relation between network topology and dynamics. Section 3 de-
scribes how manufacturing systems can be modeled as networks.
Sections 4 and 5 present the motif and the dynamical importance
approach, respectively. In Section 6, we discuss our ﬁndings and
give a conclusion.
2. Network Topology and Network Dynamics
Modeling real world systems as complex networks has gained
increased attention in the recent decades. Not only social, infras-
tructural or biological networks have been the focus of a growing
body of research (see, e.g. [12,13] for an overview), but also
logistics and manufacturing-related networks were investigated.
Besides the pure investigation of network topology [14,15], the
connection between topology and dynamic behavior has already
been recognized. Meepetchdee and Shah [16] link the logistical
network conﬁguration of a distribution network to its robustness,
and Buldyrev et al. [17] explore the cascading of failures depend-
ing on the topology of interconnected networks. Jiang et al. [18]
Fig. 1: Motif signiﬁcance proﬁle of the manufacturing networks using the SR
algorithm.
claim that safety performance, i.e. the impact of failures, of a
complex system is aﬀected by the structure and topology of the
system.
The examples show that mutual inﬂuence of dynamics and
topology in complex networks of material ﬂow cannot be ne-
glected. This relation oﬀers a starting point for the further devel-
opment and reﬁnement of the previously mentioned approaches
to predict dynamic system behavior based on the static network
topology. A prerequisite for these approaches is the availability
of a network model for manufacturing systems, which is able to
oﬀer topological key ﬁgures as well as dynamical performance
ﬁgures.
3. Manufacturing Systems as Networks
A manufacturing system is composed of a number of ele-
ments, the work stations or machines, buﬀers, transportation
devices, etc., which interact through the material, information,
and ﬁnancial ﬂow between them. Thus, manufacturing systems
are inherently networked systems. As this work focuses on the
physical material ﬂow between work stations, we exclusively
consider work stations and material ﬂow connections as elements
of the network. Although we only use material ﬂow information
from our company data sets for the following analyses, we can
assume that a certain amount of information ﬂow is implicitly
included in the material ﬂow data. Manufacturing systems can
then be modeled as a directed graph G = (V, E) that consists of
a set of nodes (vertices) and a set of links (edges) connecting
some of the nodes [8]. If a material ﬂow occurs directly from
node va to vb then (va, vb) ∈ E. A link can have a weight, which
indicates how many items have been routed directly between
two work stations. Alternatively, the existence or absence of a
link between two nodes is a binary indicator if there has been
a material ﬂow at all in the observed time span. The binary
representation of links is suﬃcient to describe the topology of
a manufacturing system network such that analyses regarding
connectivity, shortest paths, source-sink- relations, etc. can be
conducted. If a link has a volume, the network model has a
stronger emphasis on the operational processes in the system by
quantifying the activity at each node or link.
Feedback data from production planning and control software
or from computer simulations can serve as input for a straightfor-
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ward creation of a manufacturing system network model [6,8,19].
Such feedback data usually consists of a list of records. Each
record represents one operation on the shop ﬂoor and contains
the operation ID, the manufacturing order ID, the operating work
station, and a time stamp. In a ﬁrst step, the set of nodes V is
ﬁlled with all work stations that occur in the data set. Secondly,
the operations are grouped by the manufacturing order ID and
sorted by starting time in ascending order. Each transfer of a
manufacturing order from one work station va to the next work
station vb is recorded in the set of links E as above.
The drawback of this modeling approach is the relatively
high level of abstraction since speciﬁc characteristics of nodes
and links, apart from the intensity of material ﬂow, are not
considered. However, this abstraction is intended in order to
facilitate the modeling process and to enable an easy automation
of the model generation.
The ﬁeld of complex network analysis oﬀers a variety of mea-
sures to describe the topology of a network. Basic measures are
the node degree, shortest path lengths, diameter, betweenness
centrality, and clustering (an overview on these measures can
be found in [13]). The distribution of node-speciﬁc measures
in a network often serves as a complete characterization of the
network. These investigations have shown that many real world
networks, regardless of their origin, show common properties,
such as the small-world property [20] or the property of scale-
free degree distributions [12]. Loosely, a network is said to
posess small-world properties if it exhibits a small average short-
est path length and a much higher clustering than a comparable
random network (this is investigated more quantitatively in [21]).
A scale-free degree distribution is characterized by a separation
of multiple orders of magnitude between the smallest, most com-
mon degree and the largest, least frequent degree of nodes in the
network. The degree distribution can often be approximated by
a power-law distribution. Hub and spoke networks are a prime
example for this type of network. These properties can also be
observed in manufacturing systems [8,19].
However, the way the network measures are applied in order
to explain that networks are similar imply that they are not suited
to use them to reveal distinct structures, which can then subse-
quently be used to predict diﬀerent dynamical and performance-
related behavior. Therefore, we need to identify new or adapt
existing network measures that are able to distinguish apparently
similar manufacturing networks, and in a second step to relate to
dynamic properties. The present work chooses to investigate net-
work motif signiﬁcance and the largest eigenvalue with regard
to their applicability for the aforementioned purpose.
4. Determination of the Signiﬁcance of Motif Occurrence
Network motif signiﬁcance indicates to what extent certain
patterns of material ﬂow in a network are over- or underrepre-
sented in comparison to a population of ‘reference’ networks.
These reference networks are randomized versions of the ob-
served network. The assumption behind this approach is that
if the observed network has a distinct structure, it must have
signiﬁcant deviations from the structure of random instances of
the same degree distribution. The reference networks serve as
null models for the original network and allow for a statistical
comparison between the randomized population and the initial
network.
Network motifs are signiﬁcantly over- or underrepresented
n-node subgraphs, i.e. a subgraph consisting of n nodes and any
possible combination of links between these n nodes. They are
of particular interest if one wants to investigate local network
functions because they indicate if a network consists of signiﬁ-
cant higher or lower amount of merging, splitting, or feedback
(circular) paths. If network motifs are discussed without specify-
ing n, one usually refers to three-node subgraphs as the simplest,
non-trivial form of subgraphs. In directed graphs, there are 13
possible edge combinations (see the horizontal axis description
of Figure 1). Numerous motif-related research work has been
carried out in the ﬁeld of gene regulation (see, e.g. [10,22–25]).
In terms of our research on manufacturing systems and the rela-
tion between topology and dynamics, we want to examine if the
motif signiﬁcance is able to tell apart diﬀerent manufacturing
systems. In a future step, we want to investigate if single motifs
and their signiﬁcant over- or underrepresentation in a manufac-
turing system inﬂuence its performance or robustness or vice
versa.
The motif signature of a network is the 13-element vector
of z-scores indicating the signiﬁcance of each motif. To deter-
mine the signiﬁcance value for each motif, their occurrences are
counted by going through every possible connected combination
of three nodes in the network and checking if this three-node
subgraph corresponds to any of the 13 possible motifs. In a
subsequent step, a number of randomized versions of the net-
work are generated as a null model and their motif counts are
determined and averaged. This is a very important step, because
it lets us compare networks of diﬀerent sizes and origins in
contrast to a simple count of absolute motif occurrences. We
then deﬁne according to [10,23] the z-score for a subgraph m
as Zm = (cm − μm)/σm, with cm as the count of subgraph m in
the original network, and μm and σm being the mean count and
standard deviation in the population of null model networks.
It has been argued that the motif signature heavily depends
on the underlying null model [26,27]. We show in the following
that the selection of the appropriate null model is highly relevant
for the manufacturing networks.
Switch Randomization
The simplest approach of generating a null model would be
the generation of a random network with the same amount of
nodes and links. However, this would completely ignore any
basic manufacturing system structure. Therefore, null model net-
works must be based on the existing network. A classic approach
is switch randomization (SR) [10], which iteratively swaps end-
points of randomly selected links but randomizing bidirectional
and unidirectional links independently to prevent the creation or
destruction of previously non-existing bidirectional links.
Hierarchical Switching
A more advanced null model generation approach includes
the hierarchical structure of a network [27]. Many networks, and
manufacturing networks in particular, are composed of diﬀerent
hierarchical levels, along which the material ﬂow is aligned.
Work stations in manufacturing systems can be sources, sinks,
or intermediate nodes. Source nodes (Vsource) are work stations
where manufacturing orders enter production and the ﬁrst op-
eration is performed. Sink nodes (Vsink) perform the ﬁnal op-
eration. All other visited work stations can be classiﬁed as
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Fig. 2: Averaged motif count z-scores for the manufacturing networks created from monthly data using HSR. The standard deviation is indicated by the error bars and
the second curve illustrates the SR results of the one-year networks from Figure 1 as a reference. The six networks exhibit distinct signatures among each other as
well as in comparison to their corresponding one-year networks.
intermediate nodes (Vinter). The hierarchical switch random-
ization (HSR) behaves exactly like SR, but with the additional
constraint that two edges are not switched if any of the resulting
links would create an edge (va, vb) with va ∈ Vsink or vb ∈ Vsource.
Due to the possibility that one work station can have diﬀerent
roles in diﬀerent manufacturing orders, the sets Vsource, Vsink and
Vinter are fuzzy sets with each member v having probabilities
p(source)v + p
(inter)
v + p
(sink)
v = 1 of membership assigned. If the
switching algorithm checks the membership of a node in one of
the sets, a uniform random number r is drawn from the interval
[0; 1], and v is a member if r ≤ pv.
The following analyses are based on network representations
generated from six companies’ production planning and control
software feedback data. Each data set is structured as described
in Section 3. Table 1 brieﬂy summarizes the data sets.
Having created the network representations from the six com-
pany data sets in this manner, we have conducted two experi-
ments: (1) We created a network for each company using the
complete data set and determined the motif signatures using
SR and HSR for the null model creation. (2) We divided the
feedback data into monthly sections by the start time of the
operations and determined the motif signatures on the basis of
HSR.
Figure 1 visualizes the motif signatures for all data sets from
experiment (1) using SR. The plots show that all companies ex-
cept company F have a similar signature of over- and underrep-
resentation1. Additionally, there are relatively high amplitudes
of the z-score. Both facts indicate this analysis approach is not
well suited for our purpose of identifying individual manufactur-
ing network proﬁles. Regarding the ﬁrst point, the similarity is
caused by selecting a very long observation period. The longer
the period, the more links are considered in the network, so
that highly connected subgraphs get over- and less connected
1The application of the HSR algorithm creates similar patterns. For reasons
of space, the results are not plotted.
subgraphs get underrepresented. This makes the results arbitrary.
Regarding the amplitudes, the high z-scores let us assume that a
wrong null model has been selected.
The results from experiment (2) are illustrated in Figure 2.
The plots show the averaged motif z-scores over 12 time periods
(3 periods for company F), and the corresponding standard devi-
ations as error bars. The results from experiment (1) are plotted
as a reference. All plots indicate that the motif signatures of the
monthly networks diﬀer from the aggregated networks. For most
motif counts, the z-scores have a small standard deviation. This
stability lets us conclude that the presented signatures present
the true structure of the networks.
For the interpretation of the motif signatures and their appli-
cation, it should be emphasized that motifs are not primarily
meant to have a concrete function. Although there are attempts
to assign functions to motifs (e.g. motif 030T as a ‘bypass’, or
motifs 021D and 021U as bisection and conﬂux), there is cur-
rently little evidence for a universal motif-function relation [28].
Instead, what could be shown is that motif signatures are suited
to characterize the topology of manufacturing networks in order
to distinguish them, if the proper null model is chosen.
5. Dynamical Importance
In the following, we will attempt to connect the topologies
back to the dynamical data they were extracted from. The ques-
tion is, given the topology of a company network, can we make
statements about the dynamics happening on it? We can ask, for
example, is the connectivity of a work system, i.e. which other
work systems process orders before and after this system, a good
predictor for the amount of work being done on that system?
In other words, is there a ranking that can be derived from the
topology that matches the ranking based on work content?
We compare several topology-based rankings of the work
systems v (nodes) in the network with a ranking based on their
activity fv over the time course measured
∑
t fv(t). Two of these
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Fig. 3: Dynamical importance Iv of work system v, its approximation Iˆv and the reference importance Iˆ
(0)
v which is based on k
(out)
v k
(in)
v /(
∑
v∈V k
(out)
v k
(in)
v ) as a function
of
√
k(out)v k
(in)
v for the set of all work systems V . These are examples for company E. On the left, the results considering a simple directed network are shown, whereas
on the right the underlying topolgy was a multi-graph.
measures, the degree and betweenness centrality [29] of a node,
are well established in the ﬁeld of graph theory. The third,
dynamical importance, is less widely used.
Restrepo et al.[11] have deﬁned the dynamical importance
of a node or link as the change in the largest eigenvalue of
the adjacency matrix upon removal of that node or link. This
quantity is useful to our study because not only is the dynamic
importance based solely on the adjacency matrix of a network
but it is based on the largest eigenvalue and its eigenvector which
inform on the dynamic behavior of the system.
There are a number of diﬀerent setups that we investigated.
(1) The network of operations can either be considered as a
simple directed graph or a directed multi-graph. That means in
the former case just one link is considered between two work
systems va and vb independently of how many orders were pro-
cessed in this sequence. In the latter case, each order is con-
sidered as a separate overlapping link. (2) We correlate the
degree kv, betweenness centrality cB,v and dynamical importance
Iv with the activity of a work system fv over the whole time
period shown in Table 1, i.e.
∑
t fv(t). We can either correlate
the distributions of these measures directly or the logarithm of
these data. (3) We measured the strength of correlation using
the Pearson and Spearman correlation coeﬃcients.
The setup described in the previous paragraph leads to
3 · 2 · 2 · 2 · 6 = 144 correlations. We have chosen to present
only our ﬁndings on the Spearman correlation coeﬃcient ρ since
it is based on rank and therefore independent of a linear or loga-
rithmic scale of the data. It has also proven to be more robust
with respect to changes introduced by considering a multi-graph.
Before showing the correlation results, we want to introduce
the quantity dynamical importance in more detail. In [11], Re-
strepo et al. have deﬁned the following quantities: the dynamical
importance Iv of a node v which denotes the change in the largest
eigenvalue upon removal of that node, an approximation of the
same quantity Iˆv which can be computed much faster and a refer-
ence importance Iˆ(0)v which is the in-degree times the out-degree
normalized by the sum over all degrees. In ﬁgure 3 we show
these three quantities as a function of the square root of in-degree
times out-degree. These plots are exemplary for all six compa-
nies. Two things are of note: (1) The approximation of the node
importance is close to the real value but there are a number of
exceptions. Since it is feasible for these company networks, we
will focus only on the exact calculation of node importance Iv.
(2) Whereas the values in the simple directed network are more
or less evenly distributed around the reference importance, in the
multi-graph, most nodes have a lower importance than expected
based on degree.
As the topology is derived from the dynamical data, there
are strong positive correlations between a degree-, betweenness
centrality- or dynamical importance-based ranking with the ac-
tivity of a work system. As discussed before, in Table 2 we only
show results for the simple directed network, linear data and the
Spearman correlation coeﬃcient ρ.
6. Discussion and Conclusion
The aim of this research was to investigate whether there are
more advanced topological measures which can serve as a basis
for the identiﬁcation of relations between network topology and
dynamics in manufacturing systems. Regarding the motif signa-
tures, we were able to show that this measure lets us distinguish
diﬀerent manufacturing systems if the appropriate null model is
chosen. Future research is necessary to determine which motif
patterns are related to which kind of dynamical activity.
Although the dynamical importance as shown in Table 2 is
not always the most highly correlated quantity, it is interesting
from another perspective. Restrepo et al.[11] argue that their
method can be used for a perturbation analysis of the adjacency
matrix. In the context of controlling material ﬂow, synchroniza-
tion between junctions, as worked out for traﬃc in [30], presents
one method of improving system throughput by decreasing wait-
ing times. Synchronization is a well-studied ﬁeld and the largest
eigenvalue of such a system is known to directly impact the
speed at which a system synchronizes. In principle, a company
could combine these two results in order to control material
ﬂow with insights from [30] and adjust the “adjacency” of their
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Table 2: Correlation strengths of the dynamical importance Iv, betweenness
centrality cB,v and degree kv measured in a simple directed network, on linear
data, using the Spearman correlation coeﬃcient ρ. Only work systems v with
an activity larger than zero were considered. LCI and UCI denote the lower
and upper bound of a 95% conﬁdence interval. |A| denotes the number of active
work systems.
Cmp. ρ p-value LCI UCI |A|
Iv
A 0.559 1.0E−13 0.438 0.66 150
B 0.431 0.00778 0.124 0.662 37
C 0.251 0.0198 0.0412 0.439 86
D 0.495 1.21E−07 0.333 0.629 102
E 0.786 8.02E−19 0.688 0.856 84
F 0.692 6.71E−09 0.521 0.81 54
cB,v
A 0.476 7.55E−10 0.342 0.591 150
B 0.39 0.0172 0.075 0.634 37
C 0.213 0.0491 0.00108 0.406 86
D 0.557 1.18E−09 0.407 0.678 102
E 0.699 1.48E−13 0.57 0.794 84
F 0.627 3.86E−07 0.432 0.766 54
kv
A 0.58 7.48E−15 0.463 0.677 150
B 0.418 0.01 0.109 0.654 37
C 0.282 0.00863 0.0741 0.466 86
D 0.747 1.85E−19 0.647 0.822 102
E 0.852 8.73E−25 0.78 0.902 84
F 0.717 1.1E−09 0.555 0.826 54
system with the technique presented in [11] to decrease the time
required for the system to synchronize. Even if the number of
nodes (machines) in the system is ﬁxed and the order in which
products need to be processed is ﬁxed as well, a company can
still adjust the amount of orders passed from one machine to
the next within a given time period. The problem then is to
ﬁnd the adjacency for a sensible time interval that maximizes
the largest eigenvalue and thus improves synchronization and
system throughput while satisfying other constraints such as
delivery dates.
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