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Abstract
We calculate a basis for the free submodule formed by the invariants in the 
Leibniz-Hopf algebra under the Hopf algebra conjugation operation. We also 
give bases for the submodules of conjugation invariants in the dual Leibniz- 
Hopf algebra and in the mod p reductions of both the Leibniz-Hopf algebra 
and its dual.
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Chapter 1 
Introduction
In this chapter, we will first give the historical development of Hopf algebras 
and its link between with the other areas of mathematics. Secondly, we 
will give the main motivation of this thesis which is related to the Steenrod 
algebra and ring spectra. Finally we give a brief description for each chapter 
of this thesis.
1.1 A short history of Hopf algebras
In algebraic topology Hopf algebras are named by the work of Heinz Hopf 
in the 1940’s. Armand Borel coined the expression Hopf algebra in 1953, 
honoring the foundational work of Heinz Hopf [2]. Pierre Cartier gave the 
first formal definition of Hopf algebra in connection with cocommutative 
bialgebra with his work hyper-algebra in 1956 [2].
John Milnor showed the Steenrod algebra is an example of Hopf algebra 
in the 1960’s [26]. In 1965, J. Milnor and J.Moore gave the definition of 
Hopf algebra in the sense of graded bialgebra [27]. In 1966, Bertram Kostant 
introduced Hopf algebra in the modern sense, i.e., expressing antipode [24].
After that Hopf algebras have started being applied into different fields. 
In the 1970’s Giancarlo Rota applied Hopf algebras into combinatorics. In 
1986, quantum groups are introduced by Drinfeld [13], which give rises the 
applications of Hopf algebras to physics and invariant theory for knots and 
links.
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1.2 W hat makes the Leibniz-Hopf algebra in­
teresting?
The Hopf algebra Symm  of symmetric functions is central to many other 
areas of mathematics such as [2 0 ]:
Symm  ^  i?raf(G'L00), the ring of rational representations of the infinite linear group 
^ 2  H*(BU ), the cohomology of classfying space BU 
^ 2  H*(BU), the homology of classfying space BU
^ 2  R(W ), the representative ring of the functor of the (big) Witt vectors 
^ 2  [/(A), the universal A-ring on one generator.
There are two important generalizations of the Hopf algebra of symmetric 
functions which are the Hopf algebra of noncommutative symmetric func­
tions and its graded dual the Hopf algebra of quasisymmetric functions. The 
Leibniz-Hopf algebra has been studied as the ‘ring of noncommutative sym­
metric functions’ [18, 19, 22, 15], and is known to be isomorphic to the 
Solomon Descent algebra [30] (with the ‘inner’ product [16]). A topological 
model for this Hopf algebra is given by interpreting it as the homology of 
the loop space of the suspension of the infinite complex projective space, 
P*(f2ECP°°). Moreover, the antipode in P*(fl£C P°°) arises from the tirne- 
inversion of loops. As antipodes are unique for Hopf algebras, this gives 
a geometric interpretation for the antipode in the Leibniz Hopf algebra. [4, 
Section 1 ]
The graded dual of the Leibniz-Hopf algebra, is the ring of quasi-symmetric 
functions with the outer coproduct [25], which has been studied in [6 , 14, 18,
17, 19, 21, 22, 25]. It is also known to topologists as the cohomology of 
f!ECP°°[4, Theorem 1.1]. We now need to be more careful. This is be­
cause: we know the cohomology of a space is always graded commutative. 
And, by Remark 2.1.7 the reader can conclude that the graded dual of the 
Leibniz-Hopf algebra is commutative in the strict sense rather than in the 
graded sense. On the other hand, the degree n part of the graded dual of the 
Leibniz-Hopf algebra is isomorphic to the degree 2 n part of the cohomology 
of flECP°°[4, Remark 1.2].
The graded dual of the Leibniz-Hopf algebra was also the subject of the 
Ditters conjecture [5, 18, 22], making it relevant to a wide area of combina­
torics, algebra and topology. Quasi-symmetric functions are introduced to 
deal with the combinatorics of P-partitions and the counting of permutations 
with given descent sets. [18]. Moreover, a first link between Hopf algebras and
2
quasi-symmetric functions was found by Ehrenborg[14].
After given the importance of Leibniz-Hopf algebra and its dual, let us 
give more motivation related to algebraic topology.
1.3 The mod p  dual Steenrod algebra and 
com m utative ring spectrum
The reader is referred to [1, Lecture 3] fore more information about the 
topics covered in here. We will now give a short motivation regarding how 
the conjugation in the dual Steenrod algebra is related to a commutative ring 
spectrum.
A ring spectrum [3] is a spectrum E  equipped with a homotopy-associative 
multiplication map
ji : E  A E  —> E,
(A is smash product), which has a two-sided homotopy unit. E  is said to be 
commutative if the following diagram:
E  A E —^ E  A E  (1.1)
E
is homotopy-commutative, where r  is the usual switch map.
On the other hand, the generalised homology groups of a spectrum X  
with coefficients in E  are given by
£ * ( X ) = tt* (£ A X ),
where 7r is the stable homotopy group. Now we are ready to give the link 
between the ring spectra and the Steenrod algebra. For to do it we choose 
E  as Eilenberg-Maclane spectrum, K ( Z P), then
E+(E) =  7r*(£ A E),
the homology of E  with coefficients in E  is the the mod p dual Steenrod 
algebra, A*, and the conjugation map on 7r*(E A E) is precisely the map 
induced on 7r * (E A E)\
7t*(E A E ) ^  7t*(E A E),
by switching the factors in the smash product. Thus, conjugation in the A* 
is relevant to study in commutativity of ring spectra.
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Moreover, we take the homotopy of a smash product of n copies of E , 
tt*(E A ' • - AE), and 7r*(EAn) = Ei,(E An~1), the E  cohomology of an n — 1-fold 
product of copies of £\[10, Section 1 ]
The gamma homology theory which is introduced by Sarah Whitehouse and 
Alan Robinson [29] developed to study higher homotopy commutativity of 
ring spectra.
Let En denotes the symmetric group Sn on a finite set of n symbols. 
Expressions like H m(Hn-,7r*(EAn)) arise in spectral sequences for gamma co­
homology of an E'oo-ring spectrum E \ 9, Section 1]. For E  suitably nice, this 
is H m(En; (jE,*£,)0 (n_1)), the En action is described in [33, Section 1]
By the section 1.3 it may seen for n = 2 and E  = K ( Z 2) we have: 
iL*(E2 ;M2) and E 2 acts by the conjugation in E*E — A 2. And to under­
stand whole cohomology jH*(E2; A 2), one can use the conjugation invariants 
in A 2. This is because E 2 invariants form H°(E2; MJ), from which we can con­
clude that the conjugation invariants on A 2 is relevant to study in spectral 
sequences.
1.4 How does this thesis related to the topo­
logical journey above ?
We now first give some more details regarding the Leibniz-Hopf algebra which 
we will full explain in the chapter 1  of this thesis. After that we will shortly 
explain how the conjugation invariants in Leibniz-Hopf algebra and its dual 
is related to the Steenrod algebra and its dual.
The “Leibniz-Hopf algebra” is the free associative Z-algebra T  on one 
generator S n in each positive degree. Let T 2 be the mod- 2  reduction of this 
Hopf algebra. Now, let S n represent Steenrod operations, then M2 , is defined 
as a quotient of T 2 by the Adem Relations [31]:
Conjugation invariants and Spectral sequences
a
0  < a < 2b.
Hence, we have a projection:
7T : J~2 —> A 2, 
then by dualizing we have an injection:
7r* : A 2 c—y F 2.
4
So information about conjugation invariants in the mod 2 dual Leibniz-Hopf 
algebra, J-J, should lead to corresponding information in the mod 2  dual 
Steenrod algebra, . In more details, the intersection of Im(7r*) with the 
conjugation invariants in J-J may give the related information for the conju­
gation invariants in A%.
Note that the same problem for the A* is satisfactorily solved in[10, Sec­
tion 1 ]. The results in Chapter 4 in this thesis may be thought as a different 
solution approach to this problem.
One may also think to use the results on Chapter 9 of this thesis for 
the conjugation invariants in A 2 . Unfortunately, after some calculations, the 
reader will see there is not a promising relation between conjugation invari­
ants in the T 2 and M2 .
Now after giving the motivation let us briefly describe the content of each 
chapter in the following:
1.5 Outline
This thesis consists of eight chapters except for the introduction.
Chapter 2 begins by introducing necessary backgrounds and new termi­
nologies: Palindromes and non palindromes which are explained in details. 
In this chapter, an alternative proof is given for the conjugation formula in 
the Leibniz-Hopf algebra and in the dual Leibniz-Hopf algebra.
Chapter 3 is inspired by [9], and [7] is based on this chapter. It explains 
an approach for the invariant problem under the conjugation in the mod 2  
dual Leibniz-Hopf algebra. The ring of conjugation invariants in the mod 
2  dual Steenrod algebra arises when one considers commutativity of ring 
spectra [1 ].
Motivated by this, I have studied the fixed points in the mod 2 dual 
Leibniz-Hopf algebra under this conjugation action. It is shown that, like in 
the dual Steenrod algebra, these invariants are ’’approximately” half of the 
whole algebra, although we are able to give a much more precise statement 
than was possible for the Steenrod algebra.
[8 ] is based on the rest of the chapters.
In Chapter 4, I am interested in the conjugation problem for any odd 
prime number in the mod p dual case. It is shown in which way the results 
differs from mod 2  dual case.
Chapter 5 focuses on the conjugation invariant problem in the integral 
case, and gives details how to deal with that problem without a vector space 
structure, but with an adaptation of the arguments in mod p case. In partic­
ular, we conclude that the results in the integral case coincide with the the
5
mod p dual case.
Chapter 6  we turn attention to the Leibniz-Hopf algebra. A basis is 
calculated for the free submodule formed by the conjugation invariants in 
this Hopf algebra.
Chapter 7 deals with the fixed point problem under conjugation in mod 
p Leibniz-Hopf algebra. The mod p Steenrod algebra naturally occurs as 
a quotient of the mod p Leibniz-Hopf algebra [31]. Motivated by this it is 
shown that the conjugation invariants coincides with the invariants in the 
integral case.
Chapter 8  exploits the duality between the mod 2 dual Leibniz-Hopf alge­
bra and the mod 2 Leibniz-Hopf algebra to get information about conjugation 
invariants in the latter case from the former.
Chapter 9 then builds on this to solve the conjugation invariant problem 
in the mod 2  reduction of the Leibniz-Hopf algebra.
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Chapter 2 
Prelim inaries
2.1 Algebraic aspects
See [11], [32], and [27] for further details on topics in this section. In this 
section we give definitions of algebras; coalgebras by commutative diagrams. 
These definitions lead to definition of graded algebras.
We will now define the simplest structure of an algebra over R. As a conven­
tion, unless otherwise stated R  will denote a commutative ring with unit.
D efinition 2.1.1. An i2-algebra is an R -module A  with an /2-module mor­
phism (p : A  eg)# A  —» A  called multiplication.
Rem ark 2.1.2. We write A  0  A when we mean A A in this chapter. 
For a given R -algebra A:
i. The algebra is said to be associative if the diagram
2.1.1 Algebra
A  <g) A  <g> A P<8>1 A A ®  A (2 .1)
1 a<8><p
A ®  A
is commutative, where 1  a denotes the identity morphism on A.
ii. The algebra is said to be commutative if the diagram
A <g> A —^  A ®  A (2 .2 )
A
7
is commutative, where r  : A ( 8  A —>• A C8 > A, is the twisting map, i.e, 
r (a  ( 8  b) = (b ( 8  a), for a, 6  G A.
iii. The algebra is said to be unital if there exists a morphism fi : R A  
which should satisfy:
r ® a i^ a ® a ^ a ® r (2.3)
R em ark  2,1.3. We write (A , <p, fi) or simply A when we mean an R-algebra 
A which is associative and unital. Similarly, we write 1 a when we mean the 
identity morphism on A.
Let D, E  be two algebras, a homomorphism /  : D —> E  of algebras, is an 
R-module homomorphism such that the diagrams
D ® D SOD D (2.4)
(2.5)
are commutative. Alternatively we say, a homomorphism /  : D —> E  of 
algebras, is a R-module homomorphism, which commutes with multiplication 
and preserves unit.
2.1.2 Graded m odules, and graded algebras
Let A = (A i) be a sequence of R-modules where i > 0, then A  is called a 
graded R-module. Components of A , Ai, are then said to be in degree or 
dimension of z. Let F  and G be graded R-modules. By a graded R-module 
homomorphism h : F  ^  G, we mean a sequence hi : Fi —> Gi of R-module 
homomorphisms. For given graded i?-modules F  and G, we define a graded 
module F  <8> G by
where
F  ® G = ( (F  ® G)3.) ,
j
(F ® G)j =  ^ F i ®  Gj-i.
i = 0
D efinition 2.1.4. A graded R-module A is finite type if every component 
of A , i.e., A n is finitely generated.
D efinition 2.1.5. Let A be a graded R-module with multiplication
ip : A  ® A  —» A.
A is called a graded algebra if for all p,q > 0
<p(Ap (8) Ag) C Ap+g.
Rem ark 2.1.6. I f  A has the unit, then the unit is of degree zero.
Let A be a graded F-algebra, then similarly the associativity, and unit 
property can be defined by using the diagrams (2.1), and (2.3).
Rem ark 2.1.7. Some authors define ”commutative” in the graded case so 
that an algebra A  is commutative if, and only if, ab =  (—1 )lallblfea. for all 
a,b € A. We do not follow this convention; througout this thesis the word 
”commutative” will mean strict commutativity not graded commutativity.
D efinition 2.1.8. A unital graded algebra A over R  is connected if (i : R  —»
A0  is an isomorphism.
Given two graded R-modules F  and G we defined F  G G to be graded 
module. We will see now how F  <&G becomes an algebra over R.
Rem ark 2.1.9. When we have more than one algebra, to make it more clear, 
we write (A,<pa, P>a) using subscripts to emphasis which product belongs to 
which algebra.
D efinition 2.1.10. If we have two R  graded algebra (F, ipp, fip) and(G, (£>g, //g)> 
then F <S> G is the algebra over R  with multiplication the composition given 
by,
F ® G ® F ® G  F ® F ® G ® G  'PF®‘fa ) F ® G ,  (2.6)
where r  is the twisting morphism and unit
R = R ® R  F ® G .  (2.7)
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Rem ark 2.1.11. By the composition (2.6) and diagram (2.7) we have 
— (}Pf  0  <Pg ) ° ( I f  0  T 0  1g)> hF ® G  =  /af  <S> Hg -
2.1.3 Coalgebra
We now give the definitions and properties for an R-coalgebra by reversing 
all the arrows of morphisms in the definition of algebras in section 2 .1 .1 .
D efinition 2.1.12. An R-coalgebra is a R-module C with a R-module mod­
ule morphism A : C -» C  0  C, called comultiplication.
For a given R-coalgebra C:
i. The coalgebra is said to be coassociative if the diagram
C ® C (2 .8)
A lc&A
c®c A(g>lc C 0 C 0  C
is commutative.
n
For c e  C, let A(c) =  ^  di 0  e*, where du 0  £ C.
By diagram (2.8) we have the following equations:
(A 0  l c ) o A(c) =  (A 0  1c) di ® ei ® Si^  ® 6i’
i= 1 j=l
(2.9)
where A (di) = 0  Sy), where ry,Sy G C.
j=i
Similarly,
n n Pi
( 1  0  A) o A(c) =  (1 0  A) ^  di 0  e, =  X I X I  ® (2/y 0  2y),
i= l i= l  j = l
(2 .10)
Pi
where A(e*) =  0  zxj), y%v z%J G C.
Alternatively, by the equation (2.9) and (2 .1 0 ) coalgebra C  is said to 
be coassociative if
n Pi n Pi
Y  Y ( r iJ ® Si j ) ®  ei =  Y Y d i ®  (Vij ® Zi j ) =  Y Y d i ®  Vij ® Z‘
i = 1 j = 1 i —1 j —1 i= l  j'= l
ij- 
(2 .11)
ii. The coalgebra is said to be cocommutative if the diagram
(2 .12)
C ® C
is commutative, where r  is the twisting morphism. By the diagram
(2.12) for cG C, we have,
n n
A(c) =  Ci®di = di 0  Ci with q , di G C.
i = 1 z= 1
iii. The coalgebra is said to be counital if A has a co-unit e : R  C which 
should satisfy
C
c0 (2.13)
Let M  and N  be i?-coalgebras, A homomorphism /  : M  —> N  of coalge­
bras, is a .R-module homomorphism such that the diagrams
M — m  0  M (2.14)
/
11
M  R  (2.15)
f Ir
N ^ + R ,
are commutative. By the diagrams (2.14) and (2.15) we have,
( /  <g> / )  o A m = A n o f  and eM = v(/).
Rem ark 2.1.13. We write (C,A,e)  or simply C when we mean an R- 
coalgebra C which is coassociative and counital. Beside this, when we have 
more than one coalgebra, to make it more clear, we write (C, Ac, ec) using 
subscripts ”C” to emphasis which coproduct belongs to which coalgebra.
D efinition 2.1.14. If we have two R  graded coalgebras (M, Am,cm)  and 
(N, An ,  €n), then M  g> TV is the coalgebra over R  with comultiplication the 
composition is given by
M ® N  M ® M ® N ® N  M  ® N  ® M ® N, (2.16)
and counit
M  ® N  R  ® R  ss R. (2.17)
Rem ark 2.1.15. By the composition (2.16), and diagram (2.17) we have : 
A m ®n  — (1m t  (g) I n ) ° (A  m  ^  A  at), and cm®n — €m  ® fyv
2.2 Bialgebra, convolution and Hopf algebra
See [1 1 ], [32], [27] for further details on topics in this section.
2.2.1 Bialgebra
We defined algebra and coalgebra. To be able to give a definition for another 
algebra structure which is bialgebra, we will first introduce the following 
proposition:
Proposition 2.2.1. Let (B,ip,gi) be an R-algebra and let (B, A, e)  be an 
R-coalgebra, then the following are equivalent:
12
i. A  and e are algebra morphisms.
ii. ip and p are coalgebra morphisms.
Proof. It is easily seen by using commutative diagrams for algebra and coal­
gebra morphism. □
D efinition 2.2.2. A bialgebra is an R-module, endowed with an algebra 
structure (B , p, /i) and a coalgebra structure (B , A, e), where either p  and p 
are coalgebra morphisms or A and e are algebra morphisms. It is denoted 
by ( B, p , p ,  A,e).
We defined bialgebra structure. As a next step, we first need to define a 
new morphism which is called convulution.
2.2.2 Convolution
Let (A, p, p) be an algebra and (C, A, e) be a coalgebra. Let Hom(C, A)
denote the set of of i?-module morphisms from C to A. Let / ,  g G Hom(C, A),
then we can define a morphism from C  to A as follows,
C - ^ C ® C ^ A ® A - ^ A .  (2 .18)
The new morphism we get by composition of morphisms above,
< p o ( f ® g ) o A  (2.19)
is called convolution of /  and g. It is denoted by /  * g. By definition, more 
explicitly for all c £ C  we have,
( /  * g)(c) = p o ( f  (8 ) g) O A(c).
n  
i —1
n
=  5 ^ /W ) p ( e*).
i = 1
n
where A(c) =  d* <g> e*, for some d*, e* G C.
i=i
Proposition  2.2.3. Let ( A , p , p )  be an algebra and (C,A,e)  a coalgebra, 
then Hom(C, A) is a monoid under the operation ★ with unit which is given 
by composition:
C  -A+ R  A.
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Proof. i. Proof that Hom(C, A) is associative with operation ★.
Let f , g , h  G Hom(C, A).  Hom(C, A) is associative if the following dia­
gram commutes.
A
-c
C
A
C ® C  
) A
C ® C ® C
A 0  1  cc®c  >c®c®c
f  0  g
A ®  A ®  A
(f 0  1a 
A ®  A
f  0 g 0 h
1
A ®  A ®  A -------------- ► A ®  A ¥ A
First we need to show the following equations hold.
1. p  o ( p  0  1^) o ( ( /  0  g) 0  h) o (A 0  l e )  o A  =  ( /  ★ g) * h.
2. p  o ( l A 0  p)  o ( /  0  (g 0  h)) o ( l c  0  A) o A  ~  f  * { g *  h).
By equation (2.9) in definition 2.1.12, for all c G C we have:
n m i
p  O ((£ 0  1A) o ( ( /  0  g)  0  fi) o (A 0  l c ) O A(c)  =  EE(/( r n) g( s i j ) )h{e  j),
Z= 1  J = 1
(2 .20)
where r y , Sy, ej € C. On the other hand, for all c € C we have;
(.f * g ) * h ( c ) =  * g)(di)h(ei)
i =  1 
n rrii (2 .21 )
Z= 1  j = l
for some r ^ , S y , e* G C. By equation (2.20) and equation (2.21) 1. holds. 
Similarly using equation (2.10) we can also show 2. holds. Finally, since 
A is associative and C is coassociative, for all c G C we have:
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{ f * g ) ★ h(c) = (p o (tp 0  1 A) o ( ( /  0  g) 0  /z) o (A 0  lc )  o A(c)
= ip o (<p 0  I A) o ( ( /  ® g) <S)h) o ( lc  0  A) o A(c)
=  ^ o ( ^ 0 l A) o ( / 0 ( ^ 0  h)) o ( lc  0  A) o A(c)
=  <p O (1^ 4 0 if) o ( /  0 (g 0 /i)) o ( l c  0 A) o A(c)
=  f * ( g * h ) ( c ) .
Therefore, (f*g)*h  = f*{g*h), in other words Hom(C, A) is associative 
with respect to ★.
R em a rk  2.2.4. Unless otherwise stated we will denote identity element 
of an algebraic structure A by I  a ,
ii. Proof that the unit of Hom(C, A) is ji o e.
Let h G Hom(C, A), then for any c G C
((h ★ (/x o e)) (c) =  ip o (h 0  ji o e) o A(c)
n
= J 2 h { d i)(f ioe)(ei)
i = 1 
n
= Y^h(di)n(e(ei))
' t  (2.22)
= Y^h(di)e(ei)/jL(IR)
i= 1 
n
=  ^ h(di)e(ei)IA
i=1
=; /i(c),
n
where A(c) =  di 0  e*, for some dj, e, G C.
i = 1
We used the definition of counit to show the equatliy of the last step of 
equation (2.4.6). Therefore /i*  (/ze) =  /i. Similarly, (/ze) * h  = h. By i. and
ii. Hom(C, A) is a monoid.
□
R em a rk  2.2.5. The operation, ★ zs sazd to be convolution product.
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We have now one more step to define Hopf algebra. For to do that, we 
introduce a new term which is called the antipode. Let (H , p, /i, A, e) be a 
bialgebra. Now H  has both algebra and coalgebra structure, to be more 
precise, denote the underlying algebra of H  by i f a, and underlying coalgebra 
of H  by H c. Then by Proposition 2.2.2 Horn ( ifc, H a) is also a monoid with 
the convolution product, *. Now we can give the definition of an antipode.
D efinition 2.2.6. Let (if, ip, g , A, e) be a bialgebra. An endomorphism 
S : i f  —> i f  is called an antipode of a bialgebra if, if S  is the two sided 
inverse element of the identity morphism 1 // : i f  —> if  with respect to the 
convolution product in Hom (ifc, if°).
Therefore S  is an antipode if and only if S  satisfies,
(f ° (1 h fg>S ) o A = i ioe = Lpo(S® 1 h ) ° A. (2.23)
Corollary 2.2.7. I f  an antipode exists, then it is unique.
Proof. An antipode S' of i f  is a two sided inverse in Hom(ifc, H a). Beside this 
by Proposition 2.2.2 Hom(ffc, H a) is associative, therefore S is unique. □
Proposition  2.2.8. Let (if, </?,//, A, e), be a bialgebra, then the antipode S  
has following properties.
i. S is an anti-automorphism, i.e., S(hih2) =  S(h2 )S(hi) where hi and 
h2 e  if.
ii. S preserves the identity element.
in. I f  i f  is commutative or cocommutative, then S o S  = S 2 = 1r -
Proof. P roof of i. See [32, Proposition 4.0.1] for the proof of i.
P roof that ii. By Definition 2.2.6 we have:
S * 1  h {Ih ) = p  ° (S C§> 1  h ) ° A(f//) = p o  e(fff). (2.24)
On the other hand, i f  is a bialgebra, hence by Proposition 2.2.1 e is an 
algebra morphism which means e(f//) =  Ir . We also know h(Ir ) = Ih , hence 
^°e(f//) — i i{Ir ) = I h - Beside this A (Ir ) = Ih ®I h - Therefore the equation 
(2.24) turns out
S * 1  (Ih ) — S( I H)1H =  S(Ih ) = h ° €(Ih ) = Ih -
This completes the proof.
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P roof o f iii. By Definiton 2.2.6 we can easily observe that 1// is the 
inverse of S  with respect to ★. To make the proof we only need to show 
that S' 2  =  S  o S  is also right or left inverse of S , therefore S 2  must equal 
identity homomorphism, 1 #. Let H  be commutative algebra, and let A(c) =
n
di® ei, where d*, G H.  For all c G H  we have:
i = 1
(5 2 ★ S)(c) = (f o (S 2 ® S) o A(c).
n
= ip o (S2 ® S ) ( ^ 2  di ® e,)
2 = 1
n
= V( J 2 S \ d i) » S ( e i))
2 = 1
n
= j 2 s2 (dJ s (ei)
i—1
n
6iS(di)) S is anti-automorphism. (2.25)
2 = 1
n
= S ( £ i S(d i)ei) H is commutative.
2 = 1
=  5(/z o e(c)) definition of S.
= S(e(c)IH))
= e(c)S(Ijf)) S is R module homomorphism.
=  e(c)In S preserves unit.
=  (M°e)W
We showed S 2 is left inverse of 5, hence S 2 = Ih - If H  is cocommutative 
then we have:
n n
^  Ci® di = di ® Ci with Cj, di G C.
2 = 1  2 = 1
Hence it is easily seen that equation (2.25) turns into:
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(S' 2 * S)(c) — if o (S 2 ® S) o A(c).
n
= ip o (S' 2  ® S ) ( ^ ^ d i  ® e*)
i = 1 
n
=  ^ o ( 5 2 ® 5 ) ( ^ e i ® d i )  H is cocomutative.
i = l
n
=  „ ( £  S2 (e.) ® S(d,)) ^  ^
n
=  ^ S 2 (ej)S,(di)
Z=1
n
=  s ( E  diS(ei)) S is anti-automorphism.
* = i
=  S (g o  e(c)) definition of S.
= goe(c).
Similarly, we showed S' 2 is left inverse of S, hence S 2 =  1 //. Note that we 
used the same A for equation (2.26) which we used for (2.25). This finishes 
the proof.
□
2.2.3 H opf Algebra
D efinition 2.2.9. A Hopf algebra is a bialgebra with an antipode.
Let .A be a commutative ring with unit. We give one of the important 
properties of Dual Hopf algebras.
Proposition 2.2.10. I f  H  is graded projective K-module of finite type, then 
(H , if, g, A, e), is a Hopf algebra with multiplication if, comultiplication A ,unit 
g, and counit e i f  and only if (H*, A* ,e* , f* ,g * ,) is a Hopf algebra with multi­
plication A*, comultiplication if *, unite*, and counit g*. [27, Proposition 4-8]
2.3 Words
See[28, Chapter 1 ] for more detailed information on topics given in this sec­
tion. We now give basic concepts about words.
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D efin ition  2.3.1. Let E  be an alphabet, that is a non-empty set of symbols,
i.e., E  = {a, 6 , c}. Its elements will be called letters. A word over the
alphabet E  is a finite sequence of elements of E:
(ai, <2 2 , a 3 , . . . ,  an), a* E E1.
The set of all words over is denoted by W. A product on W  is defined
by concatenation:
(ai, a 2 , as,. . . ,  am)(6 i, b2, 6 3 , . . . ,  ft*) =  (di, d2 , 0 3 , . . . ,  am, 6 1 , 6 2 , 6 3 , . . . ,  &&)■
The product is associative, which allows writing a word (ai, 0 2 , 0 3 , . . . ,  an) as 
ai, d2 , d3 , . . . ,  dn by identifying a letter a* E E 1 with sequence (d*).
R em a rk  2.3.2. In the rest of this thesis a word (di, a2, as , . . . ,  an) is denoted 
by ® 1 5 ® 2 , as, . . . ,  .
The sequence without any letter is called the empty word which is the 
neutral element for multiplication. W has a product which is associative and 
it is also combined with the unit, so W becomes a monoid.
R em ark  2.3.3. The alphabet E  does not need to be finite, whereas a word 
is finite.
As a convention, in the rest of this thesis we will use the alphabet E  =  N. 
Since N is our alphabet, we can also add the letters.
D efin ition  2.3.4. Let w =  w \ , . . . ,  wp be a word, then the total number of 
letters, p, is the length of w. The degree of w is w\ +  . . .  +  wp. It will be 
denoted by \w\.
Of course the empty word has the length of zero.
2.3.1 Properties of words
We first give the following proposition which will be an important tool for 
the following section.
P ro p o s itio n  2.3.5. Let TZ be the set of all words of degree n , where n > 1. 
Then
U  =  Ai  U A 2 U • • • U An, 
where Ai = {z, b , . . . ,  ls : l i , . . .  , l s is a word of degree n — z}, i = 1 , . . . ,  n.
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Proof. Let 7Z be the set of all words of degree n, where n > 1, in other words, 
we have:
7Z = l_h{words of degree n, first letter is z}.
Let Ai = {z, Zi,. . . ,  ls : l\ , . . . ,  ls is a word of degree n — z}, z = 1 , . . . ,  n. One 
can observe that if w G TZ, then by definition 2.3.4 the first letter of w must 
be in { 1 , . . . ,  n}, and the remaining must form a word of degree n — z, hence 
w £ Ai. This completes the proof.
□
C oro llary  2.3.6. Let 71 be the set of all words of degree n, where n > 1 , 
then the cardinality ofTZis  2 n_1.
Proof We proceed by induction on the degree n. Let 7Z be the set of all 
words of degree n, where n > 1 , in other words we have:
7Z = {6 i, &2 5 • • • 5 bp : b[ +  6 2  +  • • • +  bp = n} 6 1 , . . . ,  bp > 0 .
When n = 1 , there is only one word in degree one, which is the word 1, 
then the cardinality of 7Z, namely \R\ = 21 - 1  = 1. Hence, the first step of 
induction is satisfied.
On the other hand, by Proposition 2.3.5, in degree n, we can find the 
cardinality of 7Z by the following equation:
\7Z\ =  \A\ | +  I/I2 I + • • • +  |-dn—1 1 + |-^n11 (2.27)
where Ai is defined as follow:
M  =  {z, Zi,. . . ,  l8 : l i , . . . ,  /s is a word of degree n — i } , i=  1 , . . . ,  n.
Note that when z =  n, An =  {n}, hence, |v4n| =  1 . Beside this, by definition 
of Ai, for z =  1 , . . . ,  n — 1 , it is seen that, the cardinality of Ai, namely \Ai\ 
is equal to the cardinality of the set of all words of degree n — z. Hence, by 
the inductive hypothesis \Ai \ = Therefore, equation 2.27 turns out:
\n\ =  2 n ~ 2 + 2 n_3 +  • • • +  2 ° +  1 , (2 .2 8 )
from which we can conclude that |77.| = 2n_1. This completes the proof. □
As we said N is our alphabet, so we have a totally ordered property. Let 
w = w i , . . . ,  wp be a word, we now define new terminologies in the following:
D efin ition  2.3.7. If Wi, . . . ,  wp — wp, . . . ,  wi, then w is called a palindrome. 
If the length of w is odd, then w is called an odd-length palindrome which 
will be denoted by OLP. If the length of w is even, then w is called an 
even-length palindrome which will be denoted by EL P.
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D efinition 2.3.8. If w \ , . . . ,  wp ^  wp, . . . ,  iui, then w is called a non-palindrome.
D efinition 2.3.9. If W\ , . . . ,  wp > wp, . . . ,  w\ in dictionary order, then w is 
called a higher non-palindrome. It will be denoted by H N P .
D efinition 2.3.10. If w \ , . . . ,  wp < wp, . . . ,  W\ in dictionary order, then w is 
called a lower non-palindrome. It will be denoted by L N P .
HNPs, LNPs, ELPs and OLPs will play an important role in the following 
chapters. We first introduce interesting observations regarding these words 
as follows.
Proposition 2.3.11. Even-length palindromes have even degree, so there are 
no even-length palindromes in odd degrees.
Proof. Assume that w — z1}. . . ,  z*., ik+i, • - ., i 2 k is an even-length palindrome.
We can easily observe that the left part of w is Zi,. . . ,  ik which is the reverse 
of the right part of w, namely ifc+i,. . .  ,Z2 fc- Thus, the degree of w is i\ +
• • ■ +  i2k =  h  H H ik +  ik +  • • • +  h  = 2(ii H V ik) which is even. □
Proposition 2.3.12. There is a one-to-one correspondence between higher 
non-palindromes and lower non-palindromes of any fixed degree.
Proof. Let bp, . . . ,  bi be a higher non-palindrome. Then bp, . . . ,  b\ > &i,. . . ,  bp 
in dictionary order. So, b \, . . . , bp < bp, . . .  ,b\, then b \, . . . , bp is a lower non­
palindrome. This means the reverse of a higher non-palindrome is a lower 
non-palindrome and every reverse of a lower non-palindrome is a higher non­
palindrome. □
Corollary 2.3.13. For any fixed degree, the number of higher non-palindromes 
and lower non-palindromes are equal for all degrees.
Proof. The proof is straightforward by Proposition 2.3.12. □
Now using the observations above we give the following results. 
Proposition 2.3.14. In degree n, n positive integer:
i. The number of even-length palindromes is 2  2 - 1  if n is even, and 0 if  n 
is odd;
ii. The number of odd-length palindromes is 2 a- 1  i fn  is even, and 2^  if 
n is odd;
Hi. The number of higher non-palindromes is 2n~2 — 2%~l i fn  is even, and 
2n~2  — 2 R21~1 i f n  is odd; and
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iv. The number of lower non-palindromes is 2n 2 — 2  s 1 if n is even, and 
2 n—2  — 2 IL2 L ~ 1 i f n  is odd.
Proof i. By proposition 2.3.11 it is clear that even-length palindromes 
can only occur in even degrees which means the number of them is zero 
in odd degrees. Let n be the degree, where it is a positive even integer, 
and let zi , . . . ,  z*, ik+i, • • • be an even-length palindrome. Then its 
degree is 2 (zi +  . . .  +  **), so zi +  . . .  +  ik = §, therefore zi , . . . ,  z* has 
degree but it can be any word in degree By Corollary 2.3.6 the 
number of all words in degree |  is 2a-1. And for any word, i \ , . . . ,  z*, 
of degree 5 we get a degree n, S tu"-'lk,-"'l2k palindrome. So, the number
TZ 1of even-length palindromes is 2 ? .
ii. Let n be an even integer, then there is a one-to-one correspondence 
from the set of all even-length palindromes in degree n to the set of all 
odd-length palindromes in degree n given by,
i\i • • ’ •> iki ik-\-i •>'••■) iik 1  ^ i \ i • • • 5 ik T ik+ 1  ■> • ■ • •> i2k 
with inverse given by,
ik ikill ••• i iki ••• i r^/k— 1 *  ^ Z], . . . , ~  i i ■ • ■ '/lr2k—]‘
(Note that ik must be even because n is an even degree.) Therefore, 
the number of odd-length palindromes is equal to the number of even- 
length palindromes in even degrees, which is 2 2 _1. Now let’s consider 
odd degrees
Let n be an odd integer and let i \ , . . . ,  ik+h • • ■, i2k+i be an odd-length 
palindrome. Then zi , .. ., Z&+ i, • • • > i 2k+\ has a middle term, namely 
Zfc+i, where ik+i > 1 and a left part word, namely . . .  ,ik which is
the reverse of its right part word, i.e, ik+2 i ■ • •, Z2 fc+i-
The degree of iu  . . .  , ik, i k+h • •. ,z2jfe+i is 2(zj +  ... +  ik) -f ik+\. Beside 
this, since z^+i > 1, (d T • • • +  4 ) < ,therefore d , . . . ,  ik has degree
which is less than or equal to . But the left part word zi, . . . , ik can 
be any word of degree which is less than or equal to
On the other hand, the middle term, Zfc+i, is determined by n and the 
degree of zi , . . . ,  z*; we have z^+i — n ~  2(zi +  • • • + ik)- Hence, for 
any word of degree less than or equal to we get a degree n OLP, 
gzi,...,zfe+1,...,22fc+i ? wpere ik + 1  = n — 2(zi H hZjfc).
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Therefore, the number of all odd-length palindromes is equal to the 
number of words with degree 0 , 1 , i.e.,
i  o  ~  o  _  n  — l i  ti— 1
1 +  1 +  2 +  2 +  2 H +  2 ~  = 2 ~ .
J1 — 1
Therefore, the number of all odd-palindromes is 2 ~ .
iii. By Corollary 2.3.6 the number of all words in degree n  is 2 n_1. Let n  be 
n positive odd integer. By (i) and (ii), the total number of palindromes
Tl — 1is 2 ~ .  So by Corollary 2.3.13 the number of higher non-palindromes 
is
2»-i -  2 ^  „  2 n —1 i
------------------------------------  = r  2  -  2  2
2
Let n  be an even integer. By (i) and (ii), the total number of palin­
dromes is
~ n  1 ~ 71 1 ~  n
2 2  1 -f 2 2  1 = 2 2.
So by Corollary 2.3.13 the number of higher non-palindromes is
This completes the proof.
iv. By (iii) and corollary 2.3.13 the number of lower non-palindromes and 
lower non-palindromes is equal to the number of higher non-palindromes. 
This completes the proof.
□
We now give two important terminologies: coarsening and refinement. 
These will be one of the important tools for the following chapters.
D efin ition  2.3.15. Let e i , . . . ,  em be a word, r i , . . . ,  rn is a coarsening of 
e i , . . . ,  em if there exist A+. . . ,  fcn_i, kn with n  =  ex +  . . .  +  ekl, r2 = ekl+i +
• • • +  ejt2, rn = ek n _ 1 + 1  +  . . .  +  em , and 1  < ki < k2 < . . .  < kn - 1  < kn = m.
R em ark  2.3.16. Alternatively, we can give the following definiton for coars­
ening. Let b\ , . . . ,  bp be a word. A coarsening of b \ , . . .  ,bp is a word which 
can be obtained from b\ , . . . ,  bp by turning some of the commas b\ , . . . ,  6 P 
into ”+ ”s.
E xam ple  2.3.17. Coarsenings of the word 2 , 2 , 1  are the words 2 , 2 , 1  , 2+2 , 1  
, 2,2 +  1 ,and 2 +  2 +  1 i.e., 2, 2,1 , 4,1 , 2, 3 ,and 5.
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According to this Definition 2.3.15 we can define refinement of a word as 
in the following.
D efin ition  2.3.18. Let 6 1 , . . . ,  bn be a word, c i , . . . ,  cm is a refinement of
6 1 , . . . ,  bn if there exists k \ , . . . ,  1 , kn with b\ — c\ + ...  +  ckl, b2 =  c^+i +
• • • +  ck 2 , bn =  cfcn_1+i +  . . .  +  Cm ,and I < kx < k2 < ...  < /cn- i  < kn = m.
Note that the em pty  word has only one refinement which is empty word.
E xam ple  2.3.19. The refinements of word 2,2,1 are 2 , 2 , 1  , 2 , 1 , 1 , 1  , 
1 , 1 , 2 , 1  , 1 , 1 , 1 , 1 , 1 .
R em ark  2.3.20. When we say a Word H opf algebra we mean an algebra 
which has a basis of  words. In this context, in this thesis, we are interested  
in som e word H opf Algebras: the Leibniz-Hopf algebra, the dual Leibniz-Hopf 
algebra. A n d  f o r  any prim e p, the mod p  reduction of these algebras and its 
duals.
Firstly, we will introduce the Leibniz-Hopf Algebra.
2.4 The Leibniz-Hopf Algebra
D efinition 2.4.1. Let F  denote the free unital associative Z algebra on 
generators 5 1, S 2, S 3, . . .  including the empty word which is denoted by S°. 
IF is spanned by ’words’ (of finite length) in the ’letters’ S l , S 2, S s, —  The 
unit of T  is S°.
We now give more details regarding a basis of this free Z algebra.
D efinition 2.4.2. Let 6 1 , . . . ,  bk be a ’’word”, then S blS b2 • • • S bk is called the 
corresponding basis element of F. And we will abbreviate this to S bub2," ,bk. 
The number of letters of the word is called the length of the basis element.
We can give F  a grading by S 7 has degree i. Hence, F  is a graded algebra,
i.e., F  = ®n>0 'Hni where F n , denotes the degree n part of F. Moreover, F  
is connected, i.e, Fq «  Z.
Proposition 2.4.3. For each n > 0, F n has a basis consisting of words 
whose indices sum to n, i.e,
F n — ; i l -|- i2 +  • • • +  ik — n}.
Exam ple 2.4.4. The degree 4 part of F , namely F\, has basis elements:
o4  c3 , l  c2,2 c l , 3 C2>M Ol,2,l C1-1*2 CLLM
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Proposition  2.4.5. In any degree of  F, the dimension o f  Fn, where n >  1, 
is calculated by the form ula 2n~l .
Proof. By corollary 2.3.6 the number of words of degree n  is 2n_1. This 
completes the proof. □
For given two basis elements, S a 1 , a 2 ’a 3 , ' " ,a71 and S bl,b2,b3",bk, multiplication 
ip is given by concatenation , which is determined by
y , ( jg r o i , a 2 , o 3 , . . . , a n  ^  g b i , b 2 , b 3 . . . , b k ^  _  g a i , a 2 , a 3 . . . , a n ,6i , 62,&3-- ->bfc
where the letters S ai, S a2, . . . ,  5 an, S bl, S b2. . . ,  S bk G F.
Furthermore, comultiplication A is determined on F  by
n
A (Sn) =  S i ® S’*-*,
t=0
and requiring that A be an algebra morphism.
Exam ple 2.4.6.
A (S2'*) =  A (52)A (5 :)
=  (5° ® S 2 +  S 1 ® S 1 +  S2 ® 5°) (5° ® S 1 +  S '  ® 5°)
=  (S° ® S2,1 +  S 1 ® S 2 +  S 1 ® S 1,1 + S 1'1 ® S 1 +  S 2 ® S 1 
+  S2,1 ® 5°)
D efinition 2.4.7. The counit e is given by
1 , if n = 0
£ (SU) =  i n -f ^  i' 1 0 , if n > 1 ,
and requiring that e be an algebra morphism.
(F, A, e) has a coalgebra structure with coproduct, A, and counit e.
Proposition  2.4.8. (J7, <p, /q A, e) zs a bialgebra.
Proposition  2.4.9. F  is cocommutative with coproduct A.
Proof. To show the cocommutativitiy we need to show that the following 
diagram is
(2.29)
X Tw
F  ® F
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commutative. Let S Ul,"',nq G T , then using the fact that A is an algebra 
morphism we have:
A {S nI--"*) =  A ( S ni)A (Sn2) . . .  a (Snq)
II
n q
• ® s n , ~ h ) ■ ■ ■ ( s ^  ® s ’1* - **)
*1 = 0 i q =  0
n\ n q
II
M
. (g) g n i - i i , . . . , n q- i q^
u=o i q = 0
n\ n q
II
M
. Y ^ ( s n i ~ j u - ' n q- j q ® s j u - ’j q )
ji = 0 II o
=  rA (5 n....
nk
where for k = 1 , . . . ,  q, A (SUk) = S lk <g>Snk~lk. Hence, by the equation
i k =  o
above it is easily seen that diagram (2.29) is commutative, so T  is cocorn- 
mutative. This completes the proof. □
Rem ark 2.4.10. “Cocom m utativ ity” means strict, not graded, just like com­
m uta tiv i ty  in Rem ark 2.1.7.
Proposition 2.4.11. (J7, ip, fi, A, e) is a Hopf algebra.
By Proposition 2.4.8 T  is a bialgebra. To show that 7F is Hopf algebra, 
what is left to show is that T  has an antipode which will be denoted by \ j -. 
Before giving a proof, we need following lemma.
Lemma 2.4.12. The antipode f o r T  may be recursiveley defined by xx(S°)  =  
S°, and for any x  G Fn, n >  1,
m
xAx) = - 'YsVixA*),
i =  1
where m
A(x) =  S’0 (8 ) x  +  yi 0  Zi
i = 1
and \zA < n.
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Proof. Assume that for x £ T n, n > 1
m
A(x)  =  S° 0  x  +  yj 0  Zj.
i=1
Substituting our formula for A(x) into the equation (2.23) in definition 2.2.6, 
we arrive at:
^  ° ( I f  0  x f ) ° A(x) =  n  ° e(z)
m
kp o (ljr 0  x f )(S° ® x  +  ^  2/i 0  Z{) = 0 by definition 2.4.7 e(x) = 0
i=1
m
p (s°  0  x A x ) + Y l yi®  * A zi) = 0 
2 = 1
m
xAx) + '52vixAzi) =  o
Z=1
m
xAx) =  -^VixAzi),
2=1
which shows x t  satisfies recursive formula. □
P ro p o sitio n  2.4.13. For the special case, where x =  S n, the antipode,\t , 
is given by
X r ( s n) = Y , ( - 1 )* ^ 1 \
where the summation is over all refinements S'11’"■’** of S n .
Proof The proof will proceed by induction on the degree n. By Proposition 
2.2.7, X-7r('S,°) =  ‘S'0- Hence the first step of induction, n = 0, is satisfied.
Since A (Sn) =  Y^i=o 0  S n~ \  Proposition 2.4.12 shows that we have a 
recursive formula for antipode which is given by
n
x A S n) = - J 2 S ix A S n~i)- (2.30)
2=1
Now let consider the equation (2.30). It expands in the following:
x A S n) = -  ( s ^ x A S " - 1) + S 2 x A S n~2) +  • • • +  . (2.31)
Since X F { S n ~ n )  =  X f ( S ° )  =  S° =  1 jr, the equation (2.31) turns into : 
Xjr(5") =  -  (S'1 y ^ ( _ l ) ^ 5 ’-n«2....,rlll +  S 2 Y ^ ( - l ) k*Sr 2 , ’r 2 2 ' - ' r 2 k 2 +■■■
+  S n Y ^ ( - l ) knS rnur"2--'r’'k’' , )  (2.32)
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where the first summation is over all refinements r n , r i 2, ■ ■ ., of n — 1, 
the second is over all refinements r2i, r22, . . . ,  r 2jt2 of n — 2, . . . ,  and the last 
one is over all refinements rni, rn2, . . . ,  rnfcn of n — n — 0, i.e., empty word. 
Hence the length of rni, rn2, . . . ,  rnfcn, namely kn is zero. More precisely, by 
distributive property of the product in T , the equation (2.32) turns into:
Xjr[Sn) = ^  ^( — l) fcl+1)g1’T’11’r22’- ’T,^ i -f- l) fc2 + 16'2,r2i’r22,--.,r-2fe2
+  ( - 1 )*”+1 S'", (2.33)
In the language of Proposition 2.3.5, we observe that each summation on the 
right hand side of equation (2.33) is over Ai, where i = 1,.. . n. and each 
summand in the summation is coming with coefficients (—l)fci+1, where ki + 1 
is the length of the summand. I.e., the summation XX- l) fcl+1£ 1,rn,r22,"',rifci 
is over A\, and each summand 5 1,ril,r22,'",rifci has coefficient (—1)/Cl+1, simi­
larly, the summation \ ) k<2+l S 2 , r 2 l 'r 2 2 ' " ' ' 1'2k‘2 is over A 2, and each summand 
g 2 ,r2i,r22 ,-,r2k2 has coefficient (—l) fc2+1, and so on. Note that, when i =  n 
the summation has only one summand which is S n and S n has coefficient 
(—l ) fcn+i - (—l) 1, since kn = 0.
Moreover, by the definition 2.3.18 the set of all refinements of the length 
1 word n corresponds to 1Z which is the finite union of these A{. Hence, in
the language of Proposition 2.3.5 the right hand side of equation(2.33) is the
sum of all refinements of S n. This completes the proof. □
C oro lla ry  2.4.14. Let S bl,- 'bp £ T , then the a n t ip o d e , , is given by
x A S bl A  = X M 1)"5 *’ ln.
where the summation is over all refinements S tu"-'in of S bp, "'bl.
Proof. Let S bl,b2'"',bp E P. By Proposition 2.2.8 x j 7 is an antiautomorphism, 
so
x A S b'  b>) =  • • -x ^ (5 62)x^(561)-
More explicitly by Proposition 2.4.13 we have:
x A S bl""'bp) =  ^ ( - l ^ S ’1’ . . .
j+i.-.ifcp  ^ (2.34)
where S n,’"'%ki is a refinement of S bp, similarly, 5 Zfci+ l v " ,Zfc2 is a refinement 
of S bp_1, • • •, S ikp- 1+1,"’’lkp is a refinement of S bi. We know the product of T  
is concatenation. Hence, equation (2.34) turns into:
X f ( s bi' ,bps) — y  ^( i)^^* 1 ,^ 2 +:ivi^p-i+iviifep  ^ (2 .3 5 )
28
where 5*1,"',*fcl,*fcl+i,'",lfc2,lfc2+1,'",fcp-1+1,"',l*!p is a refinement of S bp,'"'bl, because 
g n j s a refinement of 5 bp, similarly, S lki+i>-**fc2 is a refinement of 5 bp_1,
• • • , 5'lfcp -1+1,' ',Zfcp is a refinement of £ bl. This completes the proof.
□
Rem ark 2.4.15. By proposition 2.2.8 the antipode, x, is an anti-endomorphism 
of F , hence in the conjugation formula we first take the reverse of S bu ',bp, 
namely S bp,'",bi, then apply refinement operation to S bp,'"'bl. We consider 
more details of antipode in the following chapters.
Exam ple 2.4.16.
Xj:(S3'1) = S1'3 - S 1'2'1 - S 1’1'2 +  S1'1'1’1.
2.5 The m od p  Leibniz-Hopf algebra
In this section for any prime p we consider the mod p Leibniz-Hopf algebra. 
We give more details while considering p = 2, i.e., the mod 2 Leibniz-Hopf 
algebra.
The free unital associative Z /p  algebra on generators S 1, S 2, S 3, . . .  has 
the same algebraic structure as T , but everything takes place over field Z /p.
It is denoted by T v, and it is a Hopf algebra, so has the antipode which is 
denoted by \jrp. Moreover, x r P 1S defined by the same formula as xj7-
On the other hand, for the mod 2 Leibniz-Hopf algebra, the antipode is 
denoted by x t 2- Since we work on mod 2 , the formula for antipode x t  in 
Corollary 2.4.14 is simplified into the antipode formula for ? 2 in the following:
Rem ark 2.5.1. To make it more clear, the reader should keep in mind that 
T n denotes the mod n reduction of T , whereas (Trfjm denotes the degree m  
part of Fn.
D efinition 2.5.2. Let S bl,- ,bp G then the antipode, XTv 1S giyen by
where the summation is over all refinements of S bp,’",bl.
There are examples which are given for the antipode of F 3 and T 2 as 
follows.
Exam ple 2.5.3. The image of S 3 '2 under x j7^ is given by
(S3’2) = s 2 ’3 -  S 2 ,2 ,1 -  S 2 ,1 ,2 +  S 2 ’1 ’1 ’1 -  S' 1 ’1 ’3  +  S 1’1'2'1 +  S' 1 , 1 , 1 , 2  -  S'1’1’1’1’1.
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Exam ple 2.5.4. The image of S3,2 under 25 given by
In the next section we give basic algebraic details of the Dual-Leibniz 
Hopf algebra.
2.6 The dual Leibniz-Hopf Algebra
The Leibniz-Hopf algebra, (F, p, (.i , A, e), is graded and finite type, and since 
F  is free Z module, it is a projective module. Hence by Proposition 2.2.10, 
dualising F  we obtain a new Hopf algebra (F*, A*, e*, p*, //*). This is the dual 
Leibniz Hopf algebra. In fact by the dual of F  we mean the graded dual,i.e., 
F* =  ®nHom(.Fn,Z) =  F*, where J7* denotes the degree n component of 
F*. Since F  is finite type so is F*. F* is also connected.
R em ark  2 .6 . 1 . Note that the product, A*, and coproduct, p*, in F *, are 
defined as dual of coproduct A and product p in F. And similarly unit, e*, 
and counit, p*, in F *, are defined as dual of counit e and unit p in F.
D efin ition  2.6.2. We know a basis for F  is given by all words S bub2, "'bk. We 
denote the dual basis for the free Z-module, F *, by subscripts: { S ^ , . . .^ } .  
The dual basis element of F* is defined with the duality given by.
where 5 -71 J 2  " Jn is a basis element of F.
The length of the dual basis element 5,61 ,&2 ,63 ,...)6fc will be the length of the 
word 6 1 , 6 2 , 6 3 , . . .  , 6 fc.
Proposition 2.6.3. In any degree n > 1  of F*, dimension of F*, is calcu­
lated by the formula 2 n_1.
Proof Follows immediately from Proposition 2.4.5 □
Recalling Remark 2.6.1, the multiplication of the dual Leibniz-Hopf al­
gebra is defined as the dual of coproduct, A*, and this product structure is 
given by the overlapping shuffle product, which is defined below. For the 
reader’s convenience, let us recall Hazewinkel’s notation.
In Hazewinkel’s language[17], F  is denoted by Z  = Z < Z Y, Z2, . . .  > on 
generators Z\, Z2, . . .  which corresponds to S'1, 5 2, . . .  in this thesis.
0
1 if k = n, and bx =  j  1 , 62 = j 2, • •., bk =  j k
otherwise
(2.36)
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On the other hand the graded dual of T  is denoted by M. [17] [Section 1 ], 
and is called overlapping shuffle algebra. Moreover, the multiplication of M. 
is defined as the dual of the coproduct which is denoted by p  and corresponds 
to A in this thesis. And this product structure, A*, in the dual algebra is 
precisely given by the overlapping shuffle product[ 17][Section 6 ], which can 
be described in the following:
D efin ition  2.6.4. Let £ai,...,afc and £b1,...J&m e F* so> £ai,...,afc has length k, 
and Sblt...,bm has length m. Overlapping shuffle product of £ai,...,afc and Sbu...,bm 
is defined by
A (‘Sa1,...,afc 0  ^   ^h.(<5ai,-..,Qfc,friv-.,&m)?
h
where h inserts a number of Os into a i , . . . ,  a* (up to m), and inserts a number 
of Os into 6 i , . . . ,  bm (up to k), and then adds the first indices together, then 
the second and so on. The sum is over all such h for which the result contains 
no 0. [6 , Section 2 ]
E xam ple  2.6.5. Let £ 3 ) 2  and £ 4  E J7*
A * ( S ,3)2 0  £ 4 )  =  £ 3 ,2 ,4  +  £ 3,4,2 +  £ 4,3,2 +  £ 7 ,2  +  £ 3 ,6 -
P ro p o s itio n  2.6.6. The overlapping shuffle product is commutative.
Proof. By Proposition 2.4.9 J7  is cocomutative with coproduct A, therefore 
T* is commutative with Overlapping shuffle product, A*. □
Coproduct, (/?*, which is called excision or cut is given by
k
T*(Sbu...,bk) = ^ 2 S bu...,bi 0  £fci + 1  6 fcS where Sbo = £0,
*=o
where £ 0  is the identity of J7*.
E xam ple  2.6.7.
v?* (£ 4 ,3 ,2 )  — £ 0  0  £ 4 ,3 ,2  +  £ 4  0  £ 3 ,2  +  £ 4 ,3  0  £ 2  +  £ 4 ,3 ,2  0  £ o -  
For any given £j1,...Jg G J7*, counit p* is given by
n*(o. = if has degree zero
|  0 , otherwise
P ro p o s itio n  2.6.8. The antipode, r*, is dual to the antipode x t -
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Proof. T  is a graded algebra, so T  =  ©n^n, where T n denotes the degree 
n part of IF. Moreover, the antipode, Xj-•> is a graded Z module morphism, 
ke., Xf  — ®nXFn- Similarly, product, coproduct, unit and counit are graded 
Z module morphisms, i.e, <p = ®n(/?n? coproduct A =  ®nAn, unit, n  =  ©n/in 
and counit, e =  ©nen. By definition 2.2.6 the antipode, x f , on Ab A, e)
satisfies following equation:
° {Xf © I f )  ° A =  fjL O e =  o (Ijr © xjt) o  a .  (2.37)
Applying contravariant graded functor Hom(—, Z) to the equation (2.37) we 
have:
A* o (Xf  © V)* o <p* = e* o p* = A* o (V  0  Xjr)* o ^  (2.38)
Since ( ljr  ©> x f )* =  V  © Xjf> and (X.F © 1 f )* =  X*f  ®  1 f , we have:
A* o ( x f  ® V ) o =  e* o n* = A* o ( 1  © o ip* (2.39)
where x)r is dual of Xf  and satisfies the equation (2.39) which is for being 
antipode. By Coroallary 2.2.7 antipode is unique, hence x *f antipode
for (J7*, A*, //*,</?*, e*). This completes the proof.
□
Note that the Proposition 2.6.8 can be generalised for any Hopf algebra 
that has a dual Hopf algebra.
R e m ark  2.6.9. In general for an infinite dimensional R-algebra A  we do 
not have an isomorphism:
A* ©A* «  (A ®  A)*.
But we have:
f * © r  «  (F  © F ) \
To be able to understand the isomorphism above, we recall the following 
properties of F  :
i. F  is infinite dimensional free Z algebra which is graded, finite type 
and connected, i.e, F  =  ©n^ o-Tvi? where F n denotes finite rank free 
Z-modules in each degree of n.
ii. By the dual of F  we mean the graded dual, i.e., F* =  ©n>oF*, where 
J7* = Hom(.Fn, Z) which is the dual of F n, so F* is free of rank n.
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Keeping in mind the properties of F  above, lets consider tensor product 
of F* by itself:
F* ®F* = ®n{F* ® F*)n
=  ©n(©r=0^ ’ ® -^ - i)
= ffin ( ffiJLo Hom(J'j , Z) 0  Hom(Jr„_,, Z) j
=  ©n ©”=o Hom(7i, Z) 0  H om (Jn_i, Z).
On the other hand, we now consider (F  <S>F)*, but before that we remind 
some properties of contravariant Horn functor and graded contravariant Horn 
functor on free Z modules:
iii. Hom(Jri 0  Fj, Z) «  Hom(Jri, Z) 0  Hom(, Z) because F ^ F j  are free of 
finite rank.
iv. The functor Hom(—, Z) preserves finite direct sums, i.e., Hom(0 ”=oJ rn, Z) «  
©£=0 Hom(.7rn,Z).
Now consider dual of F  0  F:
(F  0  F)* — ©nHom^(Jr 0  F ) n, Z^ by ii.
=  ©nHom( © ”= 0  Fi 0  F n-i, z 'j
~  ©n © ? = 0  Hom(Ji 0  F n-i, Z) by iv.
~  ©n © ? = 0  Hom(Ji, Z) 0  Hom(7n_j, Z) by iii.
=  F* 0 T*.
Note that the property iii. does not hold for infinite dimension case. And 
the functor Hom(—, Z) does not preserve infinite direct sums.
In conclusion, being F  is finite type and taking the graded dual of F  lead 
us to have an isomorphism: F* 0  F* «  (F  0  F)*.
P ro p o s itio n  2.6.10. Let Sb1,...,bp £ F*, then the antipode, x jf, is given by
x H S bu. =  ( - i ) p 
where the summation is over all coarsenings r i , . . . ,  rj of bp, . . . ,  b\ [1 4 ].
Proof. Both x ?  and Xt  ara graded Z-module homomorphisms. Moreover, 
by Proposition 2.6.8 we know xfj is defined as graded dual of x t , i-e-> Xt * — 
©nXF* • So we have the following:
Xt * ■ {F*)n F*, XT*{Sbu...,bp) = Sblt...,bp ° Xt u ' F n ->Z,  (2.40)
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where for each n > 0 , is a Z-module homomorphism, and Sbu...,bp £ J 7*. 
Beside this, since T* is of finite type, so for each n, Jc* is a free module of 
finite rank.
To have a complete description for XJr*{Sbu...,bp) in equation (2.40), we 
need to evaluate it for all basis elements g ^ ’-jV* of T n. Let ghv-Jn be any 
basis element in J-^then we can evaluate g-h’-jn  under Xjf* (S^,...^) as fol­
lows:
 3“) = *>-. V (x * .(S *  J")) (2-41)
Beside this, we know by Corollary 2.4.14 we have:
= (2.42)
where the summation is over all refinements S tli"m'tg of Sj n y Hence sub­
stituting equation (2.42) in equation (2.41) we arrive at:
^ s ( S 4l 0 (S * ... J") = f t 1. . . .A . ( E ( - i ) i's “ "",‘* )’ (2-43)
where the summation is over all refinements S tu'",tg of
On the other hand, by definition 2.6.2 Sbu...,bp is defined with the duality 
given by.
o ( __ f  1 P ~ V nnd b\ = 6 2  1 2 , •. •, bp ip ( o  a a \
bl,“',bp |  0  otherwise,
where S n 'l2,"',ly is a basis element of Fn. According to equation (2.44), the 
right hand side of equation (2.43) equals:
q ( x ^ ( _ _  /  (“ f ) 5  p = 9i and 6 1  =  t u b2 = t2,. . . , 6 p =  tf 
bl' - ’bp \ 2 -^{ ' ) |  0  otherwise,
(2.45)
where go ,••■,«<? js refinement of gJn’’ -J l . Now to be more precise let’s re-write 
equation 2.43. Since the right hand side of equation (2.43) equals the right 
hand side of equation 2.45, then we have:
, 0  w j N f (—l)p if S bu" ,bp is a refinement of g ^ ’---4i 
X n ( S bl,...,h ) (S ^ ••>) =  Q> otherwisei
(2.46)
Beside this, if S bu" ,bp is a refinement of g^n’- -4i? then g ^ - m  js a coars­
ening of S bl,'",bp. And using the fact if j n, . . . ,  j i  is a coarsening of 6 1 , ,  bp, 
then j  1 , . . . ,  j n is a coarsening of bp, . . . ,  6 1  in fact, g-h’-Jn is a coarsening of 
gbP,- -,6 i Hence, using these facts we re-write equation (2.46) in the following:
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(—l )p if S'-71’ •Jn is a coarsening of S bp,- ,bl
0 otherwise
(2.47)
Hence,
31 v,Jn)
where the summation is over all coarsenings j i , . . . ,  j n of bp, . . . ,  b\. This com­
pletes the proof.
2.7 The mod p  dual Leibniz-Hopf algebra
In this section for any prime p we consider the mod p dual Leibniz-Hopf 
algebra. We give more details while considering p = 2 , i.e., mod 2 dual 
Leibniz-Hopf algebra. By the mod p dual Leibniz-Hopf algebra we mean 
F* ®2i/p which has the same algebraic structure as J 7*, but everything takes 
place over field Z /p. It is denoted by J7*. Like T7*, J7* is a Hopf algebra with 
the antipode which is denoted by Xt *- Xt * is defined by the same formula 
as x t *- For the prime two, i.e., the mod 2  dual Leibniz Hopf algebra, the 
antipode is denoted by x t * Since we work on mod 2 , the formula for antipode 
X*jr in Proposition 2.6.10 is simplified into the antipode formula for x t% in 
the following:
where the summation is over all coarsenings S tl,...,tn of
Our main goal will be to find the conjugation invariants in J 7, T v and 
dual of these algebras.
□
E xam ple  2 .6 .1 1 .
XT* (*5*3,2,l) — — S'i)2,3 ~  S 3 ,3 — S  1,5 — Sq.
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Chapter 3
Conjugation Invariants in the  
mod 2 Dual Leibniz-Hopf 
Algebra
Im(;o* — 1) and Ker(x^* ~ 1) are subvector spaces of • An element w G J7^  
is an invariant under conjugation, if Xf%(w) =  w - hr other words, 
=  0- Thus, Kc!r(*>* — 1) is formed by the conjugation invariants 
in J7^ . Hence, if we can determine a basis for the Ker(xjr* — 1), then we can 
find all conjugation invariants.
In this chapter, we will determine a basis for this vector space by proving 
Theorem 3.0.2 which is the main theorem of this chapter.
R em ark  3.0.1. In the rest of this thesis, in mod 2  cases, the reader should 
keep in mind that the identity map — 1 will be the same as + 1 .
T h eo rem  3.0.2. A basis for Ker(x^-* — 1) consists of:
i. in even degrees, the {xf% ~ I)-image of all higher non-palindromes and 
all even-length palindromes
ii. in odd degrees, the (xf% ~ 1 )-image of all higher non-palindromes and 
the \ p 2*-image of all odd-length palindromes,
Here Ajr* denotes the sum of all “left coarsenings” , which we will fully 
define in Section 3.2.
For the beginning of a proof for Theorem 3.0.2, we will first prove Theorem
3.0.3.
T h eo rem  3.0.3. The image of (xf$ — 1) on J7^  has a basis consisting of 
the (xf% — 1  )-images of all higher non-palindromes and all even-length palin­
dromes.
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Note that there are no even-length palindromes in odd degrees. Before 
giving a proof for Theorem 3.0.3, we first consider linearly independent ele­
ments in Im(x5 r2 — 1 ) .
3.1 Linear independence
P ro p o sitio n  3.1.1. Let 5't1,...,»2fc be an even-length palindrome. Among the 
summands of longest length in (xf* — 1  ) ( S i 1 , . . . , i2 k )  there is one odd-length 
palindrome, <Sii,...,ifc+ i fc+1>...,i2fc? and this odd-length palindrome does not occur 
as a longest summand in the (x ~  I)-image of any other even-length palin­
drome.
Proof. In the x.F£-image of a length m  basis element, all summands have 
length less than or equal to m, and the only length m  summand is the reverse 
of the length m  basis element. Thus, in the (x.f* — l)-image of a palindrome, 
say, all the summands have length strictly shorter than the length
of Sbu...,br- Because, has coefficient 1  as a summand of Xf^
and — 1  as a summand of (—l)(*S,6 1 ,...,6r ). Hence, they cancel each other, so 
Sbi,...,br occurs having a coefficient zero as a summand of (xf£ — 1  )(Sb1,...,br)- 
If Sh,...,i2k 1S an even-length palindrome, then in (x fj ~  l)('Sii,...,t2fc)> there 
are 2 k — 1  summands of length 2 k — 1 , namely
c. c .............. o
u l\ + 12 , ,---,l2k ’ Ull,i2+l3M,---,l2k ’ ' ' ' 1 U1\,---^2k-2^2k-l+^2k ’
Among these longest 2 k — 1  length summands, as noted in the proof of 
Proposition 2.3.14 , there is an odd-length palindrome, namely
c .............................
Moreover, it is the only palindrome among these summands.
Now, let Sjlt„'j2l be another even-length palindrome, then similarly the 
only longest length palindrome of (x j -* — ^-)(Sju...,j2k) is
c ...........................
which is a summand of (xf* — whh  21 — 1 length. For this to equal
must have I =  k , j \  — i \ , . . .  , j i—\ — ik— 15 J1+2  
y,k-\-2 'i • • • 1J21 2^ /e nnd ji ik +  f^c+i* Since, ^ii,...,i2k a^ f^ ^ji,---,j2i a "^®
both ELPs , so we have equality: ji + 1 =  ji and z^+i =  ik, from which can
deduce that ji =  i and ji+ 1 =  Zfc+i, then it follows that 
This completes the proof. □
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T h eo rem  3.1.2. Let W \,. . .  ,wm be all the higher non-palindromes in even 
degrees, and let ei , . . . ,  e* be all the even-length palindromes in even degrees. 
Then -  l)(wi),  • • •, (Xf% ~  1 )K „), {x f * ~  l)(ei),  • • •, (x f * ~  l)(e*) are 
linearly independent.
Proof. Let . . . ,  wm be all the higher non-palindromes in even degrees, and 
let e\ , . . . ,  ez be all the even-length palindromes in even degrees. Assume that 
V\,. . .  ,Vk are distinct elements of {w i , . . . ,  wm, ei : . . .  ,ez} with the property 
that;
{xf; -  l)(vi) +  • • • +  { x f *2 -  1 ) K )  = 0. (3.1)
Moreover let’s order these elements according to their length as follows:
length(v\) < length{v2) < • • • < length(vk),
and so that even-length palindromes of any length I come before higher non­
palindromes of length I.
We know . . .  ,Vk are distinct elements of the set, {ic1?. . . ,  wm, e\ , . . . ,  ezj. 
Hence, either v is an even-length palindrome or v* is a higher non-palindrome. 
If Vk is a higher non-palindrome, say with length r, then there are exactly 
two length r summands in (xf  ^ ~ 1 ){vk)- One of them is an HNP, v* itself 
which comes from — l(vk), and the other one is the reverse of u*., an LNP, 
which is a summand of XF;{vk)- All other summands of have length
strictly less than r.
Furthermore, v* cannot occur in the (xf; ~~ l)-image of any other length 
r HNP, say vk. Because, similarly, (x>* — l)(u[.) has only two length r  sum­
mands, namely vk, and its reverse, an LNP. And v is neither an LNP nor 
equal vk.
Moreover, vk cannot occur in the (xf% — l)-image of any HNPs of length 
shorter than r, say vk with length r . This is because, by the same argument 
above the longest summands of (xjf2* — l)(vfe) have length r  , and r < r.
On the other hand, Vk cannot occur as a summand of ELP of length r 
or of a shorter length ELP under (xf% ~  !)• Because by the argument in 
the proof of Proposition 3.1.1, in the (x f * ~  l)-image of a palindrome, all 
summands have strictly shorter length than the palindrome. Hence all the 
summands of the {xf% ~  1)-image of an r length ELP will be of length which 
is strictly shorter than r from which we can deduce Vk cannot be any of 
these summands. In addition by the same argument above it can be easily 
seen Vk cannot occur as a summand of ELP of a shorter length than r under 
{Xf% -  !)•
We have established that Vk cannot occur in the image of a shorter higher 
non-palindrome, or in any other higher non-palindrome of the same length
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under (y^* ~  1)> and we also have showed that vk cannot occur in the image 
of an ELP of the same length or of a shorter length ELP under (x?* — 1). 
Therefore vk cannot occur in (xj~ -  l)(^i), • • • , (x.f2* -  l)(v*:—1 ).
This summand cannot be cancelled, so the left-hand side of equation 
(3.1) cannot be zero. This contradiction shows that vk is not a higher non­
palindrome. Thus, there are no higher non-palindromes of the same length 
as Vk, because of our second assumption about the order of v \ , . . .  ,vk. Hence, 
vk must be an ELP, so has length r. In this case, by Proposition 3.1.1 there 
is a unique odd-length palindrome summand in — l)(ufc) of length r — 1, 
and this odd-length palindrome does not occur as a longest summand in 
the (x.f2* — l)-image of any other even-length palindrome. Hence, this odd- 
length palindrome summand cannot occur in the (xj *^ — l)-image of any 
shorter length ELP or of any other ELP of the same length, namely r.
As noted above, there are no higher non-palindromes of the same length 
as vk. So for this r — 1 length OLP to be cancelled, it must be occur in the 
(Xj-* — l)-image of any HNP of length less than or equal to r — 1.
This r  — 1 length OLP cannot occur in the (xj-* — l)-image of any HNP 
of length r — 1, because the longest summands in the (x.f* — 1)— image of 
any r — 1 length HNP are HNP itself and its reverse, and neither of them are 
OLP.
Furthermore, by the length consideration which is noted above, it is clear 
that this r — 1 length OLP cannot occur in the (xj% ~  l)-image of any HNP 
of length strictly less than r — 1. Hence, this r — 1 length OLP cannot occur 
in the (x j % — l)-image of any HNP of length less than or equal to r — 1.
Hence if vk is an ELP, then this r — 1 length OLP, which is a summand 
of (xj-* — cannot occur in the (xf$ — l)-image of any shorter length
ELP or of any other ELP of the same length. And it also cannot occur in 
the (xjf* — l)-image of any HNP of length strictly less than the length of 
wk. Therefore it cannot occur in (xrz ~  -0(vi)> • • • > ~ l)(^fc-i)- Thus,
it cannot be cancelled, so the left-hand side of equation (3.1) cannot equal 
zero. This contradicts to our initial assumption. Hence,
(x.F* -  l)(wi),  • • •, (x.f2* -  1 )(wm), (Xjf* -  l ) ( e i ) , . . . ,  {x f * ~  l)(ez) 
are linearly independent. This proves the theorem.
□
Now we consider linearly independent elements in Im(xj-* — 1) for odd 
degrees.
T h eo rem  3.1.3. In odd degrees, the higher non-palindromes in J^  have 
linearly independent images under (xjf2* — 1).
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Proof. The same argument in the proof of Theorem 3.1.2 also applies here.
□
R em ark  3.1.4. Recall that, in odd degrees there are no ELPs.
C oro lla ry  3.1.5. In each even degree 2 n,
-  1) =  Ker(xF2* -  1),
and ^
dim Im(xjF* -  1 ) =  -  d im (JJ)2n-
Proof. By Proposition 2.3.14 in each even degree 2n, there are 22 n _ 2  — 2n _ 1  
HNPs and 2 n _ 1  ELPs, so there are 2 2 n - 2  elements in the linearly independent 
subset of Im(x.F* — 1) given by Theorem 3.1.2. Hence,
dimlm(xj-* -  1 ) > 2 2 n ~ 2 = ^ d i m (J^ )2n-
In .TJ, the multiplication is overlapping shuffle, so it is commutative. 
Hence, by Proposition 2.2.8 we have:
Therefore, we arrive at:
(Xf* -  1 )(x.f* -  1) =  ~  2 Xf* +  1 = 0,
from which we can deduce:
M xf* -  1) C Ker(x/r* -  1),
hence,
dimKer(xjr* -  1 ) > dimIm(xF* -  1 ).
Furthermore, by the Rank-Nullity Theorem in each even degree 2n we have:
dim Ker(xF2* -  1 ) +  dimlm(x;r* -  1 ) =  (dimTJ^n,
therefore
dimKer(xjr* -  1) = d im lm (x^  ~ 1) =  ^ d im ( ^ ) 2„.
□
40
T h e o rem  3.1.6. In even degrees, the image of{x?* — 1) has a basis consisting 
of the (xj-* — 1)-images of all higher non-palindromes and all even-length 
palindromes.
Proof By Theorem 3.1.2 the (xjf* — l)-image of all higher non-palindromes 
and all even-length palindromes are linearly independent. On the other hand, 
by Corollary 3.1.5 for in any fixed degree, dim Im(x^-* — 1) =  |d im  F2*. 
Beside this, by Proposition 2.3.14 the number of all higher non-palindromes 
and even-length palindromes is equal to dim Im(x.F* — 1). Thus, (x jj  — 1) 
images of all higher non-palindromes and all even-length palindromes also 
span Im(x^* — 1). Therefore, they form a basis for Im(x.F* — 1) in even 
degrees of TV- □
C oro lla ry  3.1.7. In even degrees, Ker(xj-* — 1) =  Im(x.F* — 1)-
3.2 Spanning set for (xjz ~  1)
We will first show that, in odd degrees, the (x.f* — l)-images of all OLPs 
can be expressed in terms of the (x jj  — l)-images of HNPs by the following 
proposition:
P ro p o sitio n  3.2.1. Let Wq =  S'z1,...,zfc+1,zfc+2,...Jz2fc+1 be an odd-length palin­
drome. Then
(X.F* -  l)(wo) =  -  l)(SlU:Jm,ik+2 ,-,i2k+l)l (3-2)
where the summation is over all proper coarsenings / i , . . . ,  lm of i \ , . . . ,  ik+i-
Note that proper condition ensures that 5j1 ,...,^ n,ifc+2...,*2fc+a is a higher non­
palindrome. To prove this proposition, we need some technical results.
E xam ple  3.2.2. By Proposition 3.2.1, for OLP, S  1x 2x 1 > we have:
{Xj % ~  1 ) ( 5 ' i , i , 2 ii , i )  =  ( X f j  ~  1 ) ( 5 4 , i , i )  +  ~  1 ) (^ 2 , 2 , l , l ) +  (x ^ 2* ~  1 ) ( £ i , 3 , i , i )
L em m a 3.2.3. Let 5,i1 ,...1*fc+1 ,tfc+2 ,...,t2fc+ 1 be an odd-length palindrome, and let
l i , . . .  , lm be a proper coarsening of . . . , ik+\, and let v be any summand of 
(X r s - l ) (S iu...iimtik+2 ...ti2k+1)- Then the number of proper coarsenings q i , . . . , q r 
of .. . , i k + 1 for which v is a summand of (xf* -  l ) (S qu...,qrtik+2 ...,i2k+1) is 
odd.
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Proof. Let •S'*1 ,...,ifc+1 ,ifc+2 >...,i2fc+ 1 be an odd-length palindrome, and let v be a 
summand of (xt* -  1  )(Siu...,im,ik+2 ,...,i2k+i), where lu . . . ,  lm is a proper coars­
ening of zi , . . .  ,Zfc+i. Then, either v = Shi.^im:ik + 2 t . ^ i2k+1 or v is a summand
of  *2fe+l)- In other words, v = Sh  w fe+2 ...,i2fe+a or v is a
coarsening of Si2fe+1,...,ifc+2,zm,...,q, where Zm, . . . , Zi  is a proper coarsening of 
Zfc+i,. . . ,  Zi.( Zm, . . . ,  Zi is reverse of the word Zi , . . . ,  Zm.)
If u is a summand of ( x ^  -  l)(Sgi>...,9r,iM.2 ...)i2k+i)> where 9 1 , . . .  ,qr is a 
proper coarsening of zi , . . . ,  ik+i, then similarly, v =  Sqit„.iqrjik+2 t,..fi2k+1 or v is 
a coarsening of 5i2t+1,...,it+2,,r,.
Of course, if v = 'S'iit...tim,*fc+2 ...>i2fc+i, then there is only one proper coarsen­
ing qx, . . . ,  qr of zi , . . . ,  ik+i for which v =  S9 l,...,9r,zfe+2 ,...,z2fc+1 or v is a coarsen­
ing of 5,i2fc+lv..>ifc+2 >gr,...,gi, namely qu . . . ,  qr = lu • • • Jm-
If V = Si,. i2 t + 1  and v is a coarsening of ,then
Sh,..jm,ik+2 ,...,i2 t + 1  is a coarsening of Si2t+1...i4+2,,r...,91. There are no proper 
coarsenings gi , . . . ,  gr for which this holds. This is because if 5'/li...)/mt;fc+25...);2fc+] 
is a coarsening of 5 i2fc+1>...tfc+2,9r,...,...,9l, then by the definition of coarsening 
hk+i ^  Qi- We also know qi > Zi, since <7 1 , . . . ,  qr is a coarsening of Zi,. . . ,  ik+i- 
So, i2k+i > q\ > zi. Beside this, i x =  z2 fc+i, since 5'il,...tif c + 1 , i fc + 2 > . . . , i2 f c + 1 is
a palindrome. Hence, we have equality: z2 fc+i =  qi =  zi. Thus, we see
that l i , . . . ,  lm, ik+2 . . . ,  Z2 fc is a coarsening of z2 fc+i , . . . ,  zfc+2, gr , . . . ,  q2, where
q2, . . .  ,qr is a coarsening of z2 , . . . , Zfc+i. Consequently, we can apply the same 
argument to preceding term to see that i2k =  # 2  =  z2, and so on until we see 
that qi = zl 5  g2 =  z2, . . . ,  qk = ik.
On the other hand, we know qi, . . . ,  qr is a coarsening of Zi,. . . ,  z^+i, and 
we have determined the first k part of <7 1 , . . . ,  qT. So, zi, z2, . . . ,  ik} qk+1 , . . . ,  qr 
is a coarsening of zi , . . . ,  ik+\. Hence we must now have that qk+1 , . . . ,  qr is a 
coarsening of ik+\. And by the definition of coarsening, it is clear that this 
can only happen if r  =  k +  1 which means qr = ik+\. Hence, q\ , . . .  ,qr — 
Zi,. . . ,  ik+1 is completely determined. Therefore q i , . . . ,  qr is not a proper 
coarsening of zi , . . . ,  ik+\.
Thus, we see that if v =  S';lv..i/mijfc+2...^2fc+1, then there is only one proper 
coarsening which gives this summand namely, q i , . . .  ,qr = Zj,. . . ,  lm.
If V is a coarsening of S h k + 1  ,l+2 , i ,  and r) =  then
there are no proper coarsenings q i , . ..  ,qr for which this can happen. This 
can be seen by the same argument as above with <7 1 , . . . ,  qr and Zi,. . . ,  lm 
interchanged.
Finally, suppose that v is a coarsening of *Si2 fc+1 ,...,ifc+2 >im,...,z1J and also a 
coarsening of Si2fc+i,...>ifc+2 lgr,--.gi- ^  ls easby seen that, in this case, v is a 
coarsening of Si2k+1„..,ik+2,it+u...,h .
Moreover, each proper coarsening of •Sj2fc+i>...ttfc+2 )jfe+ii...ii1 is obtained by 
turning at least one of the 2k commas of this palindrome into pluses. Thus,
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we can go from <S'i2fc+ll...,*fc+2>ife+1)...It1 to v by turning a number of these 2k 
commas into pluses.
Remembering that we assumed v is a coarsening of *S'i2fc+1,...1ifc+2,zm,...,i1, and 
also a coarsening of S'i2fc+1,...1ifc+2lgr,...,g1 so specifically, v is obtained by turning 
some (or none) of the k commas of Z2 k+i, • • • ,ik+ 1 into pluses, and turning 
some (at least one) of the k commas of ik+i, • • •, i\ into pluses since lm, . . . ,  l\ 
is a proper coarsening of ik+i, • • •, i\-
Let t be the number of commas in z*+i,. . . ,  i\ that are turned into pluses 
in v, then Zm, . . . ,  l\ corresponds to choosing a subset of these t commas. 
There are 2l such subsets, and hence, there are 2* coarsenings qi, . . .  ,qr of 
zi,. .. ,ifc+i with the property that v is a coarsening of Si2k+lt...tik+2tqTt...tqi. 
However this includes the empty set, which must be excluded for . . . ,  qr to 
be proper. Thus, there are 2* — 1 proper coarsenings q±,. . . ,  qr of Zi,. . . ,  z^+i 
such that Si2fc+1,...,ifc+2,gr...,gi has v as a coarsening. And 2^  — 1 is odd, this 
completes the proof.
□
L em m a 3.2.4. Let z i , . . . ,  z^+i, ik+2 , • • • > i 2k+i be an odd-length palindrome 
and let
A  =  : h i  ■ • • >3m Is a proper coarsening
O/Zi, . . . , Zjfe+i, Zfc+2, • • • , Z2fc+l}
B  = { - S ' i i t fc+2,...,t2fc+1 '• h , • • • iln is a proper coarsening
of i\ 5 • • •, Zfc+i}
C = {5Cl>...jCa : c i , . . . ,  cs is a coarsening
of i2k+\i • • • i ik+2 i in • •' i liwhere ln, . . . ,  l\ 
is a proper coarsening of ik+i, . • •, i\}
then B  DC  =  0, and A = B  U C.
Proof. i. Proof of B  D C = 0.
If x e  B, then x = Siu..jnAk+2^ i2k+1, where lu . . . ,  ln is a proper coars­
ening of zi,...,Zfc+i. So the last k terms in x  are z^+2 , . . . ,  Z2 fc+i =  
zfc, . . .  ,zi, since Siu. , jk+u._j2k+1 is a palindrome.
On the other hand, if x  E C, then x = 5Cl)...)Cs, where c i , . . .  ,cs is a 
coarsening of Z2 fc+i,. . . ,  z^+2 , mn, . . . ,  mi, and mn, . . . ,  mi is a proper 
coarsening of z^+i,. . . ,  Zi.
Hence, if x G B  Pi C, then the last term in x  is i\ =  cs, and cs > m\ 
since c1?. . . ,  cs is a coarsening of Z2 k+i, . •., ik+2 , mu , . . . ,  mi. On the
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other hand, mi > A because, m „ , . . . ,  mi is a proper coarsening of 
ik+i, • • •, i\. Hence, i\ = cs > m\ > from which we can conclude
that we have the equality: i\ =  cs = mi = i\. Thus the penultimate 
term in x  is — cs_i > m2 > Z2 , continuing this, we find that i\ = cs 
, Z2 =  cs_ i , . . . ,  ik = cs_(*;_i). Thus the last k terms of mn, . . . ,  mi are 
ik . . . ,  i\. However m n . . . ,  mi is a proper coarsening of ik+i, . . . ,  i\ so, 
this cannot happen. Hence, there is no x E B  fl C, i.e, B  n  C =  0.
ii. Proof of B  U C C A.
If x E B, then x = Siu„jntik+2t„j2k+1, where is a proper
coarsening of i i , . . . ,  ifc+i• Hence, by definition 2.3.15, it is clear that
Si1,..jn,ik+2...,i2k+i is also a proper coarsening of . Hence,
B  c  A.
On the other hand, if x E C, then x = Sc where c i , . . .  ,cs is a 
coarsening of 2 2 A:+i> • • •, ik+2 , run, . . . ,  mi, and mn, . . . ,  mi is a proper 
coarsening of z^+i,. . . ,  Zi. Again it is clear that x is also a proper 
coarsening of 5,il,...>ifc+1,ifc+2,...,*2fc+1. Thus
C C A.
Hence, we arrive at:
B U C c A .
iii. Proof of A  C B  U C.
Let be any element of A. We need to show that either E
B Sju - Jn, € C.
Since is an element of A, then j  1 , . . . ,  j m is a proper coarsening
of A, • • •, ik+uh+2 , • • • , i2Hi- Thus  ^ 3u • • •, Jm is obtained by changing 
some (at least one) 2k commas of z2, . . . ,  ^ + 1 , ^ + 2 , . . . ,  Z2 /C+ 1  into pluses.
Particularly, if the last k indices of j  1 , . . . ,  j m match with the last k 
indices of z 1 , . . . ,  ik-1-1 , ik+ 21 • • • ? 2^ /c+i 1 i-G., j m^^k—i) ik+2 i • • • ijm— 1 
hk, jm z2jfc+i, then j  1 j • • • j jm is j\i • • • ? jm—ki ik+2 i • • • B 2k+ii where 
j u  • • •»jm-k is a proper coarsening of zx, • • •, ik+1 , because jT , . . . ,  j m is 
a proper coarsening of A, • • •, ik+1 ,^ + 2 , • • • A2 *+i-
Now, suppose that this is not the case. So, is obtained by
a. Turning at least one of the last k commas of A, • • •, ^ + 1 , • • •, i 2k+i 
into pluses and
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b. Turning some (or none) of the first k commas of 5ii,...lifc+ll...>i2fc+1 
into pluses.
Consider the result of only doing case (a), i.e. changing some 
of the last k commas of Siu_iik+ltik+2t...,i2k+i : we Set Sii,...,ik,in,~J 1 
where ln, . . . ,  l\ is a proper coarsening of ik+i, • • •, *2 fc+i- Since 
is a palindrome so ik+u . . .  , i2k+i = ik+1 , • • • 
Hence, ln, ■.. ,h  is then a proper coarsening of ik+i, ■ • • , i\, and we 
have equality. ‘SV2fc+1).i.jjfc+2)in).-.)i1.
As a next step, applying (b) to <Si2fc+1,...,tfe+2>zn,...,ii we can easily see 
that 5,! is obtained from S'i2fc+1>...>ifc+2>in,...,i1 by a coarsening. 
So g C.
By i and ii we arrive: A = B  U C. This completes the proof.
□
E xam ple  3.2.5. By Lemma 3.2.4, f or OLP, Si,3 ,1 , we have:
A  = {S4,i, S1;4, S5}, B  =  {S4li}, and C = {S1>4, S5}.
Proof of Proposition 3.2.1. Let w0 = 5*i,...,iJH_lltfc+2l...,i2fc+1 be an OLP, then by 
the definition of y>*, and using the fact that wq is a palindrome, (x t * — 1)(vuo) 
is the sum of all the proper coarsenings of S*1,...iiJll!+litfc+2i...,i2fc+1. In other words, 
in the language of Lemma 3.2.4 we have:
(X.F* -  l)(wo) =  Y 2 a .  (3.3)
aeA
Now consider the sum:
■■,lmAk+2f-A2k+l ) ’ (3.4)
where the summation is over all proper coarsenings h , . . .  , lm of i \ , . . . , ik+i. 
It is clear that 5j1,...>/m>ifc+2...,i2fc+1 is an HNP, because is strictly
greater than Z2 /c+i, • . . ,  i k + 2  in the dictionary order.
Moreover, let v be a word, if v is in the sum in (3.4), then it must be 
a summand of (xjr* -  l)(£ i1,...,im,iM_2...,i2fc+1) for a proper coarsening lu . . . ,  lm 
of iu .. .  , i k+1. Then v =  'S,Zi>..,im,ifc+2...,*2fc+i or u is a proper coarsening of 
Si2k+i,-,ik+2,im,...,h' Hence, in the language of Lemma 3.2.4, v G B  or v £ C, 
so v £ A, which means v is a summand in YlatA a.
On the other hand, the coefficient of v in (3.4) is the number of proper 
coarsenings qu . . . ,  qr of i u . . . ,  i k + 1 for which (xj?* ~  1 )(Squ...,qr,ik+2...,i2k+i) has 
v as a summand. By Lemma 3.2.3 this number is odd. Hence it is one in 
mod 2. Therefore, we have :
^  _  f) {Sll,...,lm,ik+2,~;i2k+l ) ^  (^-^)
veA
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Consequently, by equation (3.3) and equation (3.5) we arrive at:
(.X ~  l)(Wo) =  ^(X -F *  -  1)(‘S'Zl,.-,im,ifc+2 ,-,t2 fc+l)’
where the summation is over all proper coarsenings l i , . . .  , l m of Z i,. . . ,  ik+i- 
This completes the proof. □
We will show that the (yj-* — l)-image of any LNP can be expressed in 
terms of the (y^ -* — l)-image of HNPs. Before that, we need the following 
technical result.
Proposition 3.2.6. Let be a lower non-palindrome. Then
(.XF* -  =  ( XF* -  l ) (5 ' i„ , . . . , i i )  +  $ ^ ( X F 2* “  l ) ( 'Sji , .-J fc)>
where the sum m ation is over all proper coarsenings j i , . . . ,  jk of i \ , . . . ,  in.
Proof. Let 5 ^ be a lower non-palindrome, then we have a corresponding 
HNP which is Applying (yj-* — 1) to this HNP we get:
(XF2* -  1 ) ( S in,...,h) =  Sin,-,ii +  Sii,...,in +  ^  (3-6)
where j i , . . .  is a proper coarsenings of A , . . . ,  in.
In T l , we know
(Xf 2* -  1) O (xjt. -  1) =  0.
Therefore, applying (y -^* — 1) to both sides of equation (3.6) yields:
o =  (Xf* -  1)('S'*n,...,*i) +  (Xf* -  l)(5'*1,...,in) +  ]T ^ (x f2* -  (3-7)
where the summation is over all proper coarsenings j i , . . .  ,jk of i\, . . . , zn• 
Re-writing equation (3.7) we have:
(X'F* “  -  (XF2* -  l ) ( ^ n , - , u )  +  ^ ( X F 2* “  1) (Sjl ,... ,jk ) 5
where j i , . . . ,  jk is a proper coarsening of Zi , . . . , zn . This completes the proof.
□
Theorem  3.2.7. Let w 0 be a lower non-palindrome, then ( y — l)(ztf0) 
can be written  as a linear combination of (yj*  — 1) -images of higher non­
palindromes.
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Proof. Let Wo be a lower non-palindrome in odd degrees, the proof is by
induction on length of W q . A lower non-palindrome must have length greater
than or equal to two, because otherwise it is a palindrome. If length of W q is 
two, then take LNP, Wq = S aj- Its image under (xj-* — 1):
(XJ7.2* — l)(wo) — Sa,b +  *$6,a +  Sa+b — (X — l)0S&,a)>
where Sbfa 1S a higher non-palindrome.
Now assume that all lower non-palindromes of length strictly less than y  
(y > 2) have the (y>* — l)-images that can be written as linear combinations 
of the (xjf* — l)-images of higher non-palindromes. Let wq — Sbu...,by be a 
length y  LNP, then by Proposition 3.2.6 we have:
(Xrz ~ !)(wo) =  (xjf* -  l)(36tf>...j6l) +  ^ ( x . f 2* “  (3-8)
where Sby,...,bi a higher non-palindrome and each Sgii...ig is either
i. a higher non-palindrome,
ii. an odd-length palindrome, in which case (xj-* — ^){Sgi,...,gp) is a linear 
combination of (xj-* — l)-images of higher non-palindromes by Propo­
sition 3.2.1, or
iii. a lower non-palindrome. In this case the inductive hypothesis applies, 
because p i , . . .  ,gp is a proper coarsening of the reverse of ico, namely 
Sby,...,bi ? so has length strictly less than y. Hence, (xj-* — l)(Sgi,...,gp) is a 
linear combination of the (x^* — l)-images of higher non-palindromes.
Thus, in each case, (x j -* — l)(S gi,...,gp) can be written as a linear com­
bination of the (x.f* — l)-images of higher non-palindromes. This com­
pletes the proof.
□
Theorem  3.2.8. In odd degrees, the image o f (x r *  — l)  has a basis consisting  
of the (xjj — 1) -images o f  all higher non-palindromes.
Proof. In odd degrees, HNPs, LNPs, and OLPs form a basis for 7-J. Hence, 
Im(x.F* — 1) is spanned by the (x jj  — l)-image of HNPs, LNPs, and OLPs. 
We can reduce this spanning set: by Proposition 3.2.1 the (\jr* — l)-image 
of an OLPs can be written as a linear combination of the (x jj  — l)-images 
of HNPs, and by Theorem 3.2.7 the (xj-* — l)-image of LNPs also can be 
written as a linear combination of the (x.f* — l)-images of HNPs. Hence the
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(Xjt* — l)-image of OLPs and LNPs are linearly dependent with the (x t * — 1)- 
image of HNPs. Therefore, in odd degrees, the (xf* — l)-image of all HNPs 
also spans \m{xj^ ~  !)•
On the other hand, by Theorem 3.1.3, in odd degrees, the (x.f* — 1)- 
images of higher non-palindromes are also linearly independent. Hence they 
form a basis for Im(xjr* — 1). This proves the theorem. □
Proof o f  Theorem 3.0.3. By Theorem 3.1.6 in even degrees, (xjf* — 1) has a 
basis consisting of the — l)-images of all higher non-palindromes and 
even-length palindromes. On the other hand, by Theorem 3.2.8 in odd de­
grees, (xj-* — 1) has a basis consisting of the (xfj  ~  1) images of all higher 
non-palindromes. This proves the theorem. □
Corollary 3.2.9. In the mod-2 dual Leibniz-Hopf algebra, the dimension
of the Im(xF2* — 1) 2n degree m  is:
i- j / n  / 22n-2, if m = 2n,
dim Im(x7j -  l)m =  | 22b_» _  2„ -2) if m =  2„  _  i.
Proof. By Corollary 3.1.5, in 2n  degrees, the dimension of Im(xF* — 1) is 
22n_2. On the other hand, by Proposition 2.3.14, in degree 2n — 1 there are 
22n~3 — 2n-2 HNPs, so there are 22n-3 — 2n~2 elements in basis which is given 
by Theorem 3.2.8. Hence the dimension of Im(xF2 — 1) is 22n_3 — 2n_2. This 
completes the proof. □
Corollary 3.2.10. In the mod-2 dual Leibniz-Hopf algebra, J-J, the dimen­
sion of the Ker(x.F* — 1) in degree m  is:
,. , . / 22n_2, if m =  2n,
d u n K er(x ^  -  Dm =  j 22„_3 +  2„ -2> if m =  2n _  f.
Proof. In degree 2n, by the Rank-Nullity Theorem we have:
dimIm(xF-2* -  1) +  dim K er(xjj -  1) =  2 2n_1.
Hence, by Corollary 3.2.9 it is clear that we have:
dim K er(x jj -  1) -  22n_1 -  22n“2 =  22n~2.
On the other hand, by using the same argument above, in degree 2n — 1, we 
have:
dim Ker(x.F* -  1) =  22n_1 -  (22n~3 -  2n~2) =  22n~3 +  2n“2.
□
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We have established the dimension for Ker(xj-* — 1). We will now give a 
proof for the main theorem of this chapter. Firstly, we need to give technical 
results and introduce a new terminology, which is the semi-image ”Af 2*-”
D efin ition  3.2.11. Let 5&1,...,& be a basis element of • The semi-image ” 
A j?*” is defined as A ^ (5 ^ ,...,^ ) = summed over all coarsenings
Sh,..Jn Sbi,...,bp f°r which the last [fj terms of Zi,. . .  ,Zn are the same as 
the last L|J terms of &i,. . . ,  bp.
E xam ple  3.2.12. The Xjr*-image of the odd-length palindrome 5 1 ,1 ,2 ,1 , 1 is: 
(5i,1 ,2 ,1 ,1 ) =  5i, 1 ,2 ,1 , 1 +  52,2,i,i +  5i,3,i,i +  5 4 ,1 ,1 .
T h eo rem  3.2.13. In odd degrees, let p i , . . .  ,pr be all the odd-length palin­
dromes, and let h \ , . . .  ,h s be all the higher non-palindromes. Then
^JT*(pi), • • • , Ajr*{pr), (x^2* -  l ) (^ l )5 • • • > — 1 )(hs)
are linearly independent.
Proof. Let p i , . . .  ,pr are all the odd-length palindromes in odd degrees, and 
let h \ , . . .  ,h s be all the higher non-palindromes in odd degrees. Suppose 
P i , . . .  ,Pk are some distinct elements of {pi , . . .  ,pr} and h i , . . . ,  h/ are some 
distinct elements of {hi , . . . ,  hs} with the property that:
^j^(Pi) + -----1- Ajf*(Pk) — (x^* — +  • * * +  (x.f* — 1)(M- (3-9)
Moreover, let’s order these elements according to their lengths in a non­
decreasing order, i.e,
length(pk) > length(pk-1 ) > • • • >  length(pi), (3.10)
and
length(hi) > length(hi- 1 ) > • • • > length{h\). (3-11)
Let m be the length of pk, then by definition 3.2.11, the only length m  
summand in AF*{pk) is Pk, namely pk itself. On the other hand, by the 
ordering assumption (3.10), there can be other OLPs that have length m  on 
the left hand side of equation 3.9. To be more precise, let i be the smallest 
index such that pi has length m, then similarly, in Xjr*(pi), there is only one 
summand of the same length as Pi, namely p* itself. Consequently, the only 
length m  summands in Aj-*(pi) +  • • • +  Aj-*{pk) will be those p* that have 
length m, i.e., Pi,Pi+1 , . . .  ,Pfc-i,Pfc. And p i , . . .  ,p*-i will have length strictly 
less than m.
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Beside this, since P i, . . .  ,Pk are all distinct, Pi,Pi+1 , . . .  ,Pk-hPk cannot 
cancel, so the maximal-length summands on the left hand side of equation 
(3.9) have length m  and are palindromes.
Now, let’s consider the right hand side of equation 3.9. Let n be the length 
of hi, then the only length n summands in (x j -* — 1 )(hi) are hi and its reverse, 
which is an LNP. Again, by the assumption of ordering, (3.11), there can be 
other HNPs that have length n on the right hand side of equation 3.9. Let j  
be the smallest index such that hj has length n, then in the same manner, the 
only length n summands in (x t * — 1 )(hj) are hj and its reverse. Following
this, the only length n summands in (x f * — l)(hi)  +  b (xj=* — 1 )(hi) are
h j , hj+1 , . . .  ,hi and the reverse of those HNPs. And h j , . . . ,  hj - 1  will have 
length which is strictly less than n.
Furthermore, since h i , . . . ,  hi are all distinct, h j , hJ+1, . . . ,  hi and the re­
verse of those HNPs cannot cancel, so the maximal-length summand on the 
right hand side of equation (3.9) have length n and are HNPs and LNPs. In 
other words these n length summands are non palindromes.
Finally, we see that, the maximal-length summands on the left hand side 
of equation (3.9) are palindromes, whereas the maximal-length summands 
on the right hand side of equation (3.9) are non-palindromes. This leads to a 
contradiction which shows that equation (3.9) cannot hold unless both sides 
are zero. Therefore,
\f* (p i), • • • , AjF*(pr)j (X-77* — l)(^i),  • • • 5 (xje* -  l)(hs) 
are linearly independent. This completes the proof.
□
We can now give the proof of the main theorem.
Proof of Theorem 3.0.2. In even degrees, by Corollary 3.1.7 we have:
K er(x^  -  1) -  M x j-* -  1).
Therefore a basis for Im(xj-* — 1) is also a basis for Ker(xjr* — 1), and by 
Theorem 3.1.6 the image of (x t * — 1) has a basis consisting of the (x.f* — 1)- 
images of all higher non-palindromes and all even-length palindromes. Hence 
in even degrees, this basis is also a basis for Ker(xj-* — 1).
Now, let us consider odd degrees. In , we have:
(x^2* -  1) ° (x^2* — 1) =  0,
so the {xjf* ~  l)-image of all HNPs are in Ker(x^* — !)•
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On the other hand, in odd degrees, by Proposition 3.2.1 Ajr*-image of 
an odd-length palindrome is also in Ker(x^* — 1). Moreover, by Theorem 
3.2.13 (xjt* — l)-image of all HNPs and A^-image of all OLPs are linearly 
independent.
Beside this, by Proposition 2.3.14 the number of all HNPs and OLPs is:
^2^n—3   2 n—2^  _j_ 2n— _|_ ^ —2
which is exactly dimKer(x.F2* — 1). Hence, (x.f* — l)-image of all HNPs and 
\jr*-image of all OLPs also span Ker(xj-* — 1). Therefore, (x jj  — l)-image 
of all HNPs and A^-*-image of all OLPs form a basis for Ker(xj-* — 1) in odd 
degrees of J-J. □
Corollary 3.2.14. In odd degrees, Xjr*-images of all odd-length palindromes  
fo rm  a basis fo r  K er(x ^  -  1 )/Im (x jj -  1).
P roof  Suppose that there are some odd-length palindromes P i , . . .  ,Pk such 
that;
Af*(pi), • • •, Ajr*(pk) E Ker(xjr* -  1)/Im(x^* -  1) 
with the property that:
Ajr* (pi)  H h A {pk) =  0 m od  Im{x f * -  1),
which means Ajr* (pi)-l 1-Xj-* (Pk) £ Im(x^* — 1). And by Theorem 3.0.3
we know, in odd degrees (x.f* — l)-image of higher non-palindromes form a 
basis for Im(x.F* — 1) which implies that there are higher non-palindromes 
h \ , . . .  , hk with the property that:
Pi) H +  pk) =  (x^ -* — l)(Ai) + ----- 1- (X ~ 1)(M (3.12)
But by the same argument in the proof of Theorem 3.2.13, equation (3.12) 
cannot hold unless both sides are zero, so it is a contradiction. Therefore, 
the Ajr*-image of all OLPs are linearly independent mod Im(xj-* — 1)- 
On the other hand, since is a finite type,
dim(Ker(x.F* -  1)/Im(x^* -  1)) =  dimKer(xjr* -  1) -  d im lm (x^ -  1),
in each degree. Therefore, by Corollary 3.2.9 and Corollary 3.2.10 in each 
degree n we have:
dim(Ker(x^* -  l)/Im(x.F* -  1)) =  2n_1.
Beside this, by the Proposition 2.3.14 the number of OLPs in 2rt — 1 degrees 
is 2n_1. Hence, the Ajr2-images: XT * (pi) , . . . ,  XT *{pk) also span Ker(x^* -  
l)/Im(xjF* — 1), so the Aj-*-image of all odd-length palindromes form a basis 
for Ker(x^* -  1 )/Im (x ^  -  1).
□
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C oro lla ry  3.2.15. [7] In degree m, the quotient K er(xjj — l)/Im(x.F* — 1),
i.e., the Tate cohomology o fZ /2  acting on J -£ by conjugation, has dimension
/K er(x 7 -2* -  1 )m \  (0, if m  =  2 n,
m \  Im(X ^ — l)m /  =  \  2”—1, if m =  2ji — 1
Proof. It can be seen by Corollary 3.1.7 and by Corollary 3.2.14. □
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Chapter 4
Conjugation Invariants in the  
mod p  Dual Leibniz-Hopf 
Algebra
For any odd prime p, both Im (x f * +  1) and Ker(x^* — 1) are subvector spaces 
of J In particular, Ker(x t * — 1) is formed by the conjugation invariants 
in J-r*. In this chapter, we determine a basis for Ker(x.F* — 1 ) by proving 
Theorem 4.0.1 which is the main theorem of this chapter.
Theorem  4.0.1. For any odd prime p, Ker(x^* — 1) has a basis consisting 
of the (xj-* +  1)-images of all higher non-palindromes and all even-length 
palindromes.
As Theorem 4.0.1 suggests, Ker(xj-* — 1) coincides with Im(x.F* + 1)» we 
will consider a basis for Im(x.F* +  1 ) to determine a basis for Ker(x^* — 1). 
We will prove Theorem 4.0.1 by showing the following.
Theorem  4.0.2. For any odd prime p, the image of (xf*  +  1) has a basis 
consisting of the (xjr* +  1)-images of all higher non-palindromes and all even- 
length palindromes.
To prove this theorem, we first consider linearly independent elements in
M X ? ; +  !)■
4.1 Linear Independence
Theorem  4.1.1. Let . . .  ,wm be all the higher non-palindromes in even 
degrees, and let e \ , . . .  ,ez be all the even-length palindromes in even degrees.
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Then
(Xf; +  l)(^i)> • • •  ^{Xf; +  l)(wm), (Xf; +  l ) (ei)> • • ■, (Xf; +  1 )(ez) 
are linearly independent.
Proof. Let w i , . . . ,  be all the higher non-palindromes in even degrees, and 
let e i , . . .  ,ez be all the even-length palindromes in even degrees. Assume that 
Vi, . . . ,Vk  are distinct elements of {ici,. . . ,  wm, e i , . . . ,  ez} with the property 
that;
bi{x f * +  l)(^i) +  ^ 2 {x f * +  1)(^2) H +  bk(xF; +  1 )(vk) = 0, (4.1)
for some non-zero coefficients b\ , . . . ,  bk G Z/p.
Moreover, let’s order these elements according to their lengths in the 
following:
length{v\) < length(v2) < • • • < length(vk). (4.2)
Since {ni , . . . ,  is a subset of {w i , . . . ,  wm, ei : . . . ,  ez}, either is an ELP 
or an HNP.
If Vk is a higher non-palindrome, then by the same argument as in the 
proof of Theorem 3.1.2, Vk cannot occur in the image of a shorter higher non­
palindrome, or in any other higher non-palindrome of the same length under 
{Xf * +  !)• This is because, \ f * is defined as mod 2 reduction of the formula, 
Xf *- Beside this, Vk, itself is one of the longest summands in (x f * +  1 )(vk) 
which comes from (+!)(?;*;) and is an HNP.
Note that again, we use the fact that Vk is one of the longest summands 
of (x f ;  +  1 ){vk)- Moreover the presence of Vk implies to be the right hand 
side of equation (4.1) is not zero, so we have contradiction. The key point is 
the presence of Vk with non zero coefficient as a summand of (x f;  +  l)(^fc)-
In addition, Vk cannot occur as a summand of an even-length palindrome 
of the same length under (x f ; +  !)■ This is because, the longest summand 
of this ELP under (x f * +  1) is itself, an ELP with coefficient 2, whereas, Vk 
is an HNP.
Moreover, by length consideration, the longest-length summands of shorter 
ELPs under (x f '* +  1) cannot also include v^- Therefore, Vk cannot occur in 
the image of an ELP of the same length or of a shorter length ELP under 
(Xf; +  !)•
We have established that Vk cannot occur in the image of a shorter higher 
non-palindrome, or in any other higher non-palindrome of the same length 
under (x f ;  +  1 )? and we also have shown that vj~ cannot occur in the image 
of an ELP of the same length or of a shorter length ELP under {x f * +  !)• 
Therefore, vk cannot occur in bx(xF; +  l)(^i), b2(XF; +  1 ) M ,  • • •, &fc-i{Xf; +
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l)(vk-i). Hence, vk cannot be cancelled, so v* occurs with non-zero coefficient 
bk on the left-hand side of the equation (4.1). Therefore the left-hand side of 
equation (4.1) cannot equal zero.
This contradiction shows that vk is not an HNP. Thus, there are no HNPs 
of the same length as vk, because of our second assumption about the order, 
(4.2). Hence, vk must be an ELP, and as we stated above, the longest sum­
mand of Vk under (x f * +  1) is vk, itself, an ELP. Thus, it is clear that, this 
ELP, Vk , cannot occur in the (x f * +  l)-image of any other ELP of the same 
length. And by length considerations, it is clear that Vk cannot occur in the 
(Xf; +  l)-image of any shorter length LNP or of any shorter length of HNP. 
Hence, it cannot occur in bx{xF; +  1 ) M , b2{xF; +  1 ) M , • • •, h-i(XF;  +  
l)(vk~i). Thus Vk cannot be cancelled, so vk occurs with non-zero coefficient 
bk on the left-hand side of the equation (4.1), therefore the left-hand side of 
equation (4.1) cannot equal zero. This contradicts our initial assumption, so
(Xf ; +  l)(wi), • • •, (Xf; +  1 ) W ,  {Xf; +  l ) (e i ) , . . . ,  (xf; +  l)(e*)
are linearly independent. This proves the theorem. □
Theorem  4.1.2. In odd degrees, the higher non-palindromes have linearly 
independent images under (x f * +  !)•
Proof. The same argument as in the proof of Theorem 4.1.1 applies here. □
For the remainder proof of Theorem 4.0.2, we need to determine a span­
ning set for Im(xj-* +  1 ).
4.2 Spanning set for Im(xyr* + i)
We will first show that, in odd degrees, the (x f +  l)-images of all OLPs 
can be expressed in terms of the (x f * +  l)-images HNPs by the following 
relation:
Proposition 4.2.1. Let be an odd-length palindrome. Then
(XF* T 1 )( ^  ^(XF* T 1 ) ( l^i,...,lrn,ik+2,---,hk+l)’ (^’^ )
where the summation is over all proper coarsenings Zi,. . . ,  lm of i \ , . . . ,
Note that the proper condition implies that is an HNP.
To make a proof more manageable, Proposition 4.2.1 is stated in an equivalent 
form in Proposition 4.2.2.
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P ro p o sitio n  4.2.2. Let 5,ill...,4fc+1,ifc+2,---,*2fc+i be an odd-length palindrome. 
Then
(4-4)
where the summation is over all coarsenings li , . . . ,  lm of L , . . . ,  ik+i-
To give a proof for Proposition 4.2.2, we need following technical results:
L em m a 4.2.3. ( U J (—l)-7 =  0, where n is a non-negative integer.
3 = 0
Proof. Let n be a non-negative integer, substituting a =  — 1 and b = 1  in the 
the binomial theorem
(a +  f>)n = £ ( "  W - > ,
7=0
it is easily seen that:
n nE( )(-DJ = o-
3 = 0
□
C oro llary  4.2.4. Let X  be a finite set, then the number of odd-cardinality 
subsets of X  is equal to the number of even-cardinality subsets of X .
Proof. Let X  be a finite n-element set, where n is an positive integer, then 
by Lemma 4.2.3, more explicitly we have:
(4.5)
There are two cases to consider for n , either 
Casel. n is even, or 
Case2 . n is odd.
In case 1, n is even, then by equation 4.5 we have:
GMJMO+GHC) - CM »M K )+
(4.6)
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In case 2 , n is odd, then by equation 4.5 we have:
(4 .7)
Considering the two cases above, it can be easily seen that the right hand 
side of equation (4.6) and equation (4.7) are the the sum of odd-cardinality 
subsets of X, and the left hand side of equation (4.6) and equation (4.7) are 
the sum of even-cardinality subsets of X. By the equality in equation (4.6) 
and equation (4.7 ), the number of odd-cardinality subsets of X  is equal to 
the number of even-cardinality subsets of X .  This completes the proof. □
Now we can introduce a proof of Proposition 4.2.2.
Proof of Proposition 4-2.2. Let 5ii>...,tfc+1 >ifc+2 ,...li2fc+i be an odd-length palin­
drome. Let Sdlt...,dn be any word. If Sd1,...,dn occurs in the sum (4.4) then, we 
shall show that it occurs with coefficient zero.
Before giving a proof we can observe that 5*1 ,...,*fc+1 ,tfc+2 t...li2fc+i cannot 
be in the (x f ;  +  l)(*S'ii,...,ifc+1 ,ifc+2 ,...,i2fc+1), so cannot be in the sum (4.4). 
This is because Silt„.tik+uik+2t...j2k+1 has coefficient plus one as a summand 
of l(5't1 )...,*fc+1 ,ifc+2 ,...,i2fc+1), and has coefficient (—l) 2fc+1, i.e., minus one as a 
summand of Xfp(Sii,...,ik+i,ik+2 ,--;i2k+i)i hence they cancel each other.
If Sdlt...,dn occurs in the sum (4.4) at all, it must be a summand of 
(X>p +  1 )(‘Sii,...,Wfc+2 ,.-,i2fc+i) for some coarsening lu . . .  of iu . . . , i k+i, 
then, either
A. Sdi,...,dn ^li-iim,j|c+2 v,!2Hl ^
B. Sdu...,dn is a summand of XF;(Sh,...,im,ik+2,...,i2k+1) -
In case A, if Sdl,...,dn =  5'/i>...,im,ifc+2 l...,z2fc+1, then Sdl,...,dn occurs having coef­
ficient one as a summand of l(5'i1 >...,im,ifc+2 j...,i2f c+1 )• Now, to find the coefficient 
of Sdu...,dn in the sum, we also need the number of other coarsenings c i , . . . ,  cq 
of A, • • • ,ik+i for which Sdl,...,dn is a summand of (x f ;  + 1 )(SCl,...,Cq,ik+2,...,i2k+1)-
If Sdl,...,dn = SZli...,Wfc+2t...>i2fc+1, and Sd,,...,dn is a summand of (x f;  +  
l)(^ci,...,c„i*+2 ,...Ii2fc+1), then either
1- Sdl,...,dn =  Sci,...,Cg,ik+2,-,i2k+l 01 
h- Sdu...,dn is a summand of XF;{SCl,...,cq,ik+2,...,i2k+i)- 
If Sdu...,dn = SCl,...,cq,ik+2,...,i2k+1, since we also have equality above: Sdl,...,dn =
,...,Zm,ifc^_2 ,...,i2fc_)_i 5 then Q 77?/, C\ l\ , . . . , Cq lm, i.e, Ci,. . . , Cg ^x,.. . ,  I frit
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so there are no ’’other” coarsenings for which Sdu...,dn occurs as a summand 
of 1(5^ ,...,lm,ik+2 ,...,i2k+i )•
If S du...tdn is a summand of xt* {SCu...,Cq,ik+2,...,i2k+l )> then s di,-4n is a 
coarsening of 5i2fc+1 >...tifc+2jC Cl. Hence dn > c\. On the other hand, since 
Ci,. . .  ,cq is a coarsening of Zi,. . . , i k+i, we also have Ci > Zi. Beside this, 
h  = i2k+i, since Sh,...,ik+1,ik+2,...,i2k+1 is an OLP. In addition, using the fact 
that Sdl,...,dn = ‘S'h,.-,/m,ifc+2 ,-..,i2fc+n then ^k+i =  4 ,  from which we can de­
duce Zi =  Z2 /c+i =  dn. Hence dn > c\ > Zi =  dn, so we have equality: 
dn ~  C\ = i\. It then follows that dn_i > c2  > z2 =  dn-i, so dn - 2  =  c2 =  z2. 
Repeating the same argument, we find that C3 =  Z3 ,C4  =  2 4 , . . . ,  c* =  z*, 
so Cjfe+ 1  must equal z*.+ 1  and q = A; + 1 , so c1?. . . ,  cq is not a proper coars­
ening. So, if Sdu."4n is a summand of XF;{Scu...,Cq,ik+2,...,i2k+,), then there 
is only one other coarsening c1 }. . . , c g for which Sdlt...tdn is a summand of 
XT;(SCl,...,Cq,ik+2,...,i2k+1), namely the improper one cu . . . , c q = iu . . . , i k+1. 
And by definition of Xt; Sdjt...fdn occurs having a coefficient (—l ) 2 / c + 1  as a 
summand of Xj™ (-Si, ifc+,,ifc+2 ...,i2Jt+i )•
Hence, if Sdu...tdn = Si, im.it+-j i, , + 1 , then the coefficient of Sdu...<dn in
sum (4.4) is zero, because Sdu...,dn occurs having a coefficient 1  as a sum­
mand of l(5 ilt...>Zmiifc+2,...>i2fc+1), and has a coefficient (—l ) 2 / j + 1  as a summand 
in X^p(Su ,...,ik+1,ik+2...,i2k+1): and in no other terms.
In case B, if Sdu_ dn is a summand of *> .(5 /i,..jm,ifc+2 ,...,i2fe+1), then Sdl^.4n 
is a coarsening of Si2k+u„4k+2dm^ h .
If Sdu-tdn also occurs as SCu...,Cq,ik+2,...,i2k+i for some coarsening Ci,. . .  ,cq 
of Zfc+i,. . .  ,Z2 /c+i, then we are back in case Aii, the argument in that case 
shows that Sdu...,dn has coefficient zero. So we may assume that Sdu...,d.n does 
not occur as 5Cli...jC(I,ifc+2 ,...,t2fc+a for any coarsening cl5. . . ,  cq.
To find the coefficient of Sdu...4n in the sum, we need to find the number 
of all coarsenings c1?. . . ,  cq of Zi,. . . ,  z^+i for which Sd1,...4n is a summand of 
X ^ ( S Cl,...,cq,ik+2)...,i2k+i)- Each such coarsening c i , . . .  ,cq contributes ( ~ l ) h+q 
to the coefficient of Sdlv..,<in in the sum (4.4). This is because, for each such 
coarsening cu . . .  ,cq Sdu...4n occurs as a summand of \qr*(SCl,...,c^ fc+2 ,...,z2fc+1), 
and by definition 2.4.13 any summand of X-F*(£ci,...,c,,tfc+2 ,...,i2fc+i) ° ccurs hav­
ing a coefficient ( - l ) fc+<7. Hence X^;(SCl,...,Cq,ik+2,...,i2k+1) has Sdl:...4n as a sum­
mand with a coefficient (—l ) k+q.
If Sdu...tdn is a summand of X^;(Siu..jm,ik+2i...ii2k+J ,  then Sdu...4n is a 
coarsening of Si2k+1^ 4k+2Uj..4 i . Since Si2k+u..4k+2Ut.„M, is a coarsening of 
i^i,---,ik+i>ik+2 ,--->i2k+i ^ 2k+i'-i*H2 4 +ii-iin then it follows that Sd1,...4n is also
a coarsening of Si2fc+1 ,...,ifc+2 >ifc+1 ,...li1.
Moreover, each coarsening is obtained by turning some of the 2k commas 
of i2k+1 , • • •, Zfc+2, ifc+i, • • •, Zi into pluses. Hence d \ , . . . ,  dn is. Concretely,
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d i , . . . ,  dn is obtained by turning 2k — (n — 1) commas into pluses . Some of 
these (possibly none) will be from the k commas of i2k+1 , • • • ,ik+1 5 the rest 
(including at least one because of our assumption above in the case B) will 
be from the k commas in z^+i,. . . ,  i\. Let z be the number of commas taken 
from ik+1 , . . . ,  i\ so 1 < z < (2k — (n — 1)).
If cg, . . . ,  Ci is a coarsening of ik+i, • • •, i\ such that . . . ,  dn is a coars­
ening of i2k+1 , • • •, h+ 2 , , Ci, then c9, . . . ,  cx is obtained from ik+u . . . ,  Zi
by turning a subset of those z commas into pluses, a subset of cardinality 
k — (q — 1). Moreover, each such coarsening arises from exactly one such 
subset, and there are 2Z such subsets ( 2Z is even, since z > 1 ).
The coarsening c9, . . . ,  Ci contributes (—l ) k+q to the coefficient of 
so this contribution is ±1 according to parity of k +  g, i.e., +1 if A: — (^ — 1) 
is odd and — 1 if k — (q — 1) is even. Since z > 1, by Corollary 4.2.4 the 
number of subsets of odd cardinality is equal to the number of subsets of 
even cardinality, and hence net contribution to the coefficient of is
zero. (Note that counting the number of such coarsenings c9, . . . ,  c\ means 
the counting the number of such sequences cg, . . . ,  ci.) Hence, in both case 
A and case B, Sdi,...,dn occurs with coefficient zero in the sum (4.4). This 
completes the proof □
We will now show that the (x^* +  l)-images of all LNPs can be expressed 
in terms of the (x f * +  l)-images of all HNPs by the following proposition:
P ro p o sitio n  4.2.5. Let be a lower non-palindrome. Then
(Xt; +  l) ( ‘Sii,...,*n) =  (- 1 )n ( ( x ^  +  l)(Sin,...,ii) +  JZ C xf; +  l) ( ‘S'n,...jfc))5 
where the summation is over all proper coarsenings Sjlt„mj k of •
Proof. Let 5zlv..,jn be a LNP, then applying (x f * — 1) to this LNP we have:
(XJi  -  1)(S|„...A.) =  - S i .  <. +  ( - i r s i . , . . . *  +   (4.8)
where are all proper coarsenings of . On the other hand, in T v*,
multiplication is overlapping shuffle which is commutative, so by Proposition 
2.2.8 we have:
Therefore, we have:
(Xf; ~  1 )(Xf; +  1) =  X%; +  Xf; ~  Xf; ~  1 =  0.
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Therefore, applying (xf; +  1) to both side of equation (4.8) we arrive at;
o =  (x.F*+l)(-^i,...,0+(x.F* +  l ) ( ( - l ) ra£znv.-,n)+y^(~1)n(x.7  ^+  l)(£ji,...jfc)Y 
Thus, we have:
{Xf * +  l)(£ti,.. .. in) =  ( - l ) n ((X/J p* +  +
where the summation is over all proper coarsenings Sjlt_tjk of • This
completes the proof. □
T h eo rem  4.2.6. Ifwo is a low non palindrome in degree 2n — l, then (x f * +  
l)(ttfo) can be written as a linear combination of {xf;  +  l)-images of higher 
non palindromes.
Proof By induction on length of wq. A low non palindrome must have length 
greater than or equal to two, because, otherwise it is a palindrome. If length 
of Wo is two, then (wo) = Safi, and we have:
{XF* +  l)(Wo) — + ( — l ) 2Sb,a +  ( —1 ) 2S a+b = {XF; +  1 )(*$&,a),
where Sb,a is a high non palindrome.
Now assume that all LNPs which have strictly shorter length than y have 
(Xjr* +  l)-images that can be written as linear combinations of the (x f * + 1)- 
images of HNPs. Let wo =  Sbu...fiy be an LNP with length y. By proposition 
4.2.5,
(Xf; +  l)(wo) =  ( - l ) n((XJ^ +  l){Sby,...M) +  Y 1 ( xf; +  l){Sgu...,gp))- (4.9) 
where is a high non palindrome and each Sgii.„ig is either
i. a higher non-palindrome,
ii. an odd-length palindrome, in which case (xf; +  ^)(Sgi,...,gp) is a linear 
combination of the (xf; +  l)-images of HNPs by Proposition 4.2.1, or
iii. a lower non-palindrome. In this case the inductive hypothesis applies 
because g i , . . .  ,gp is a proper coarsening of the reverse of wo, namely 
Sby,...,bn so has length strictly less than y. Hence, the (x f * +  1)(^i,...,pp) 
is a linear combination of the (xf; +  l)-images of HNPs.
Thus, in each case, the (x f * +  l)(Sgi,...,gp) can be written as a linear 
combination of the {x f * +  l)-images of HNPs.
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□
Now we can introduce a proof of Theorem 4.0.2.
Proof of Proposition 4-0.2. In even degrees, by Theorem 4.1.1 the (xf; +  1)- 
images of all HNPs and ELPs are linearly independent in Im(xF* +  1).
Furthermore, HNPs, LNPs, ELPs, and OLPs form a basis for F*. Hence, 
Im(xFp* +  1) is spanned by (x f * +  l)-image of these basis elements. By 
Proposition 4.2.1 and and by Theorem 4.2.6 we can reduce this spanning set 
to (xf '* +  l)-images of all HNPs and ELPs. Hence, they form a basis for 
\m(xF; +  !)•
On the other hand, in odd degrees, recalling Remark 3.1.4 it can easily 
seen that (x f* +  l)-image of all HNPs span Im(xF* +  1)? since the same 
argument in even degrees also applies this case. Moreover, by Theorem 4.1.2 
the (x f * +  l)-image of all HNPs are linearly independent in Im(xF^ +  1). 
Therefore they form a basis for Im(xFp* +  1). This proves the theorem. □
We know a basis for vector space Im(xF* +  1). Now showing that:
Ker(xjr. -  1) -  lm(xF; +  1),
we will deduce a basis for Ker(x.F* — 1).
T h eo rem  4.2.7. On F*, we have:
Ker(xj-* -  1) =  lm(xF* +  !)•
Proof. i. Proof of Im(xFp* +  1) C Ker(xF; -  1).
By the proof of Proposition 4.2.5 we have:
{Xf; ~  1 )(Xf; +  1) =  0, 
from which we can deduce:
Im(xF; +  1) C Ker(xF; -  1).
ii. Proof of Ker(xFp* -  1) C M xf; +  1) :
In JF*, if x  G Ker(xFp* -  1), then Xf; ( x ) = x, hence (x f; +  l)(z) =  2x, 
so there is an element x  G F*, such that {xf; +  1)(^) =  2x, hence 
2x G Im(xF* +  !)• For the remainder of the proof, in that case, we need 
to show that x  E Im(xF* +  !)• On the other hand, if (xf; + 1 )^ )  — 2x, 
using the fact that the characteristic of F* is not equal two, we arrive 
at:
/ \ , x .
{Xr- +  l X j )  =  x -
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from which we conclude that x  G Im(xjr* +  1)- Since for any x  G 
Ker(xj-* — 1) we show that x G Im(x.F; +  1), hence Ker(xjr* — 1) C 
Lm(x;rp* +  1).
By i. and ii the proof is complete.
□
We now give the proof of the main theorem of this chapter:
Proof of Theorem 4-0.1. By Proposition 4.2.7 we have :
Im (x^  + 1) = Ker(xj-p* -  1).
Therefore a basis for Im { x f ;  +  1) is also a basis for Ker(xj-* — 1)- By Theorem
4.0.2 ( x f * +  l)-image of all HNPs and ELPs form a basis for Im(xF* +  1)> 
hence they also form a basis for Ker(x.F; ~ l).This proves the theorem. □
Now we can state the dimension for Ker(xj^ — !)•
Corollary 4.2.8. In the mod-p dual Leibniz-Hopf algebra, J7*, the dimension 
of the conjugation invariants in degree m is:
f  22n~2 if  m  — 277,
d im K erfr, -  \)m = { 22n_3’_  ^  if m = 2n’_  j
Proof. By Proposition 2.3.14, in degree 2n, there are 22n-2 — 2n_1 HNPs 
and 2n_1 ELPs, so there are 2277-2 elements in basis given by Theorem 4.0.1. 
Similarly, in degree 2n — 1 there are 22n-3 — 2n~2 HNPs, so there are 22n-3 — 
2n~2 elements in basis given by Theorem 4.0.1. This completes the proof. □
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Chapter 5
Conjugation Invariants in the  
Dual Leibniz-H opf Algebra
A submodule of a free R-module need not be a free R-module. However, 
we know T* is free over Z and using the fact that Z is a principal ideal 
domain[23, Theorem 6.1], the submodules: Im(x^* +  1) and Ker(x.F* — 1) 
are also free over Z. Similar to Ker(x.F* — 1), Ker(xjr* — 1) is also formed by 
the conjugation invariants.
In this chapter, using the previous results in the mod p Leibniz-Hopf 
algebra, J-"*, we will show that how we can take an easy approach to find a 
basis for Ker(xj-* — 1) by proving Theorem 5.0.1.
Theorem  5.0.1. A basis for  Ker(x^* — 1) consists of the (xf* +  I)-image 
of all higher non-palindromes and all even-length palindromes.
As Theorem 5.0.1 implies Ker(xj-* — 1) coincides with Im(x^* +  1)- Firstly, 
we will consider a basis for Im(x.F* +  1) by the following theorem.
Theorem  5.0.2. A basis for  Im(x.F* +  1) consists of the (xf* +  l)-images 
of all higher non-palindromes and all even-length palindromes.
For the proof of Theorem 5.0.2, we first consider linearly independent 
elements in Im(x.F* +  1)-
5.1 Linear Independence
Theorem  5.1.1. In even degrees, let W \ , . . .  , w m be all the higher non­
palindromes , and let e i , . . . , e 2 be all the even-length palindromes. Then 
{Xt* +  1)(wi), . . . ,  (x.F* +  l)(ttfm), (xj-* +  l)(ei),  • • •, {xf* +  l) (ez) are linearly 
independent.
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Proof. Our proof starts with the observation that the definition of the con­
jugation in J7*, x f *, is same as the definition of conjugation in J7*, x f *■ 
Furthermore, in the proof of Theorem 4.1.1 we did not refer to coefficients 
of the summands of ELPs and HNPs under {x f * +  1): hence the same proof 
of Theorem 4.1.1 works also here. □
Theorem  5.1.2. In odd degrees, the higher non-palindromes in T* have 
linearly independent images under (xj-* +  1)-
Proof. Again, in the proof of Theorem 4.1.2 we did not refer to coefficients 
of summands of HNPs under x j-*• Hence the same argument as in the proof 
of Theorem 4.1.2 also applies here. □
For the proof of Theorem 5.0.2, we are left with the task of ascertaining 
a spanning set for Im(xF* +  1)
5.2 Spanning set for Im (x .F *  +  1)
We will now show (xf* +  1) is spanned by ( x f * + l)-images of all HNPs and 
all ELPs. Let’s first have a look the relation between the (xf* +  l)-image of 
OLPs and the (xjf* +  l)-image of HNPs.
Proposition 5.2.1. Let 5 i 1 ) . . . , * fc, i f c + 1 , . . . , i 2 f c + ] be an odd-length palindrome. Then
(.XF* T l)( Si1 ^ T 1) (‘Szii---^ m,jfc + 2v^ 2fc+l ) ’ (^’1)
where the summation is over all proper coarsenings H , . . . ,  lm of i \ , . . . ,  ik+i- 
Note that the proper condition implies that is an HNP.
Proof. The proof is same as the proof of Proposition 4.2.1. □
The relation between the (x f * + l)-images of all LNPs and the {x f * +  I)- 
images of all HNPs is given by the following Theorem:
Theorem  5.2.2. Let w$ be a lower non-palindrome in 2n — 1 degrees, then 
(Xf * +  l-X^o) can be written as a linear combination of (x f * +  1 )-images of 
higher non-palindromes.
Proof. The proof for Theorem 5.2.2 is similar to proof of Theorem 4.2.6. □
We can now give a proof for Theorem 5.0.2.
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Proof of Theorem 5.0.2. Recalling Remark 3.1.4, by Theorem 4.0.2, in all 
degrees of J7*, the (xx* +  l)-images of HNPs and ELPs span Im(x.F* +  1). 
On the other hand, we know X t  1S same as X t p- Therefore, the (xx* +  1)- 
image of HNPs and ELPs also span Im(x.F* +  1)- Moreover, by Theorem 5.1.1 
and by Theorem 5.1.2 in all degrees of J7*, (xx* +  l)-image of all HNPs and 
ELPs are linearly independent in Im(x.p* +  1)- Hence they form a basis for 
Im(x.F* +  1)- This completes the proof. □
We have determined a basis for free submodule Im(x.F* +  1)- Now showing 
that:
Ker(xjr* -  1) =  Im(x^* +  1), 
we will give a basis for Ker(xj-* — 1).
Theorem  5.2.3. In J7*, we have:
Ker(x.F* -  1) =  Im(xjr. +  1).
Proof. i. Proof that Im(x^* +  1) C Ker(xj-* — 1).
J7* has the same multiplication as J7*. Thus, remainder of the proof is 
same as proof of the i.part of Theorem 4.2.7.
ii. Proof that Ker(xjr* — 1) C Im(x.F* +  1)-
If a: 6 Ker(x:r* — 1), then Xx*{x ) — x -> hence (x t * +  1)0*0 =  so 
2x £ Im(xjF* +  1)- For the remainder of the proof, we will show that if 
2x £ Im(x:r* +  1), then x  E Im(xj-* +  1). We first deal with the even 
degrees of J7*.
Let rci , . . . ,  wm be all the higher non-palindromes in even degrees, and 
let e i , . . . ,  ez be all the even-length palindromes in even degrees. As­
sume that Ui,. . . ,  Vk are distinct elements in {w i , . . . ,  icm, e i , . . . ,  ez}, 
then by Theorem 5.0.2, there are distinct elements, v i , . . . ,V k  in the 
set,{u>i,. . . ,  wm, e i , . . . ,  ezj,  such that:
2x = (xx* +  l ) (M i +  b2v2 H h bkvk), (5.2)
for some coefficients 6i, b2, . . . ,  bk E Z. Since Xj7* +  1 is a Z-module 
homomorphism, moreover, equation (5.2) has form:
2oc = bi(xx* +  l)(^i) +  b2(xx* +  1 X^2 ) +  • • • +  bk(xx* +  l )(ufc)* (5.3)
Moreover, le t’s order V i,. . .  ,vk according to their lengths in the follow­
ing:
length(vi) < length(v2) < • • • < length(vk).
65
Since {ui , . . . ,  vj~} is a subset of {rci,. . . ,  wm, e1, . . . ,  ezj , either ^  is an 
ELP or an HNP. If vk is an HNP, then vk cannot occur in b\(xx* +
l)(vi) + b2(xT* +  1)(^)H \~bk-i(xx* +  l ) ( ^ - i ) -  This is because, the
definition of Xjt* is same as the definition of Xx*-, and (xx* +  l)(^it) has 
a summand which has the same length as vk, which is vk itself, an HNP, 
and comes from (+ 1)(^ )- Hence, the same argument as in the proof of 
Theorem 4.1.1 applies here. Consequently, vk cannot be cancelled, so 
Vk occurs with a coefficient bk on the right-hand side of equation (5.3).
On the other hand, 2x G J 7*, and T* has a basis, therefore 2x can 
be written uniquely as a linear combination of basis elements, so the 
coefficients of these basis elements are even. Expressing the right hand 
side of equation (5.3) with these basis elements, one basis element has 
coefficient 5 ,^ so it is even. We have established that bk is even.
If Vk is an ELP say with length r, then there can be no HNPs of the same 
length because of our second assumption about the order of Ui,. . . ,  vk. 
Moreover, Proposition 3.1.1 can be easily adapted to this case to see 
there is a unique odd-length palindrome summand in (xx* +  l)(^fc) of 
length r — 1 with coefficient (—l)r =  1, since r is even. In addition by 
the same argument in the proof of Theorem 3.1.2 this r — 1 length OLP
cannot occur in bY(xx* +  l)(^i) +  b2(xx* +  l ) f e )  H h-i(Xx*  +
l)(ufc_i). Thus, it cannot be cancelled, so this r — 1 length OLP occurs 
with non-zero coefficient bk on the right-hand side of the equation (5.3).
Since, 2x G J 7*, so in the same manner above bk is even. Now we have 
established that whether Vk is an ELP or Vk is an HNP, it occurs with 
an even coefficient bk, say bk = 2bk, where 6* G Z.
Now we define x = x  — bk(xx* +  l)(^fc)- In particular, x G Ker(x;r* — 1), 
because x  G Ker(x^* — 1), and by the proof of i above, bk(xx* +  l)(^fc) € 
Ker(xj-* — 1). If we re-write equation (5.3) with respect to x , we have:
2x =  &i(x.f* +  1)(vi) +  &2 (x.f* +  1)(w2) +  ' • ’ + bk-i(xx* + l)(vk-i)- (5-4)
Now by the same argument above, bk- i  is even, say bk- 1  =  2bk~i, where 
bk- 1  G Z. Thus, now we define x = x — bk-i(xx*  +  l)(^fc-i)- In the same 
manner above, this is in Ker(x^* — 1).
Repeating this argument we see that coefficients bk- 2 , • • •, &i occur as 
even, say bk-2 =  26^—2, . . . ,  &i =  2&i, where bk-2 , • • •, h  G Z. Hence we 
can re-write equation (5.3) as follows:
2x = 2biXx*+i(vi) +  2b2xx*+i(v2) H I- 2bkXx*+ iM -  (5.5)
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Dividing each side of equation (5.5) by 2 and re-writing, we obtain:
x  =  b\XF+i(vi) +  b2Xx*+i(v2 ) H H bkxx*+i(vk), (5.6)
from which we can deduce that x G Im(x.F* +  1). Since we can do
the same argument for all x  G Ker(x.p* — 1), then Ker(x.F* — 1) C 
Im(x.F* +  1)- In addition by i we have Im(x.F* +  1) C Ker(x.F* — 1)- 
Hence Im(xj-* +  1) =  Ker(xj-* — 1) in even degrees of J7*.
It is easily seen that the same proof for the even case above works 
for odd degree case, since there is no ELP in odd degrees. Hence, 
Im(x.F* +  1) =  Ker(x^* — 1) in odd degrees of Jr*.
Finally by i. and ii. on J7* we see that:
Im(x.F* +  1) =  Ker(x^* -  1).
This completes the proof.
□
We now give the proof of the main theorem of this chapter:
Proof o f Theorem  5.0.1 By Theorem 5.2.3 we have :
Im(xjr* +  1) =  Ker(x.F* -  1).
Therefore a basis for Im(x.p* +  1) is also a basis for Ker(x.F* — 1)- By Theorem
5.0.2 (x f* +  l)-image of all HNPs and ELPs form a basis for Im(xF* +  1)? 
hence they also form a basis for Ker(x.r* — 1)- This proves the theorem.
Now we can state the rank for Ker(x.F* — !)•
Corollary 5.2.4. In the dual Leibniz-Hopf algebra, J7*, the rank of the con­
jugation invariants is:
, -n /  22n~2, i fm  =  2n,rank Ker(X^  -  l)m =  j 22r,_3 _  ^  if m _  2n _  a
Proof The same proof for Corollary 4.2.8 also works for here. □
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Chapter 6
Conjugation Invariants in the  
Leibniz-Hopf Algebra
Like T * , T  is also free over Z. Bearing in the mind that Z is principal ideal 
domain, both of the submodules Im(xjr +  1) and Ker(x:r — 1) are also free 
over Z [23, Theorem 6.1], and Ker(xjr* — 1) is also formed by the conjugation 
invariants.
In this chapter, we will determine a basis for this submodule Ker(x;r* — 1) 
by proving Theorem 6.0.1 which is the main theorem of this chapter:
Theorem  6.0.1. A basis fo r  Ker(x^ — 1) consists of:
i. the {x t  +  1 )-image of  all higher non-palindromes and all odd-length 
palindromes in even degrees.
ii. the (xjf +  1) -image o f  all higher non-palindromes in odd degrees.
Before proving this theorem, similar to IF*, we also first consider a basis 
for Im(xj- + 1) to determine a basis for K er(xj-— 1) in the following theorem:
Theorem  6.0.2. In the Leibniz-Hopf algebra, F , in degree n, the submodule  
Im(xjr +  1) has a basis consisting of:
i. the (xjf +  1) -images o f  all odd-length palindromes and higher non­
palindromes, i f  n is even, or
ii. the (xjt +  1)-images o f  all higher non-palindromes, i f  n is odd.
To give a proof, we first consider linearly independent elements in Im(x.F+
i).
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6.1 Linear independence
P ro p o sitio n  6.1.1. Let 5 ll,-",tfc,-",l2fc- 1 be an odd-length palindrome in even  
degrees. Am ong the sum mands of shortest length in (x f  +  l ) (JS'll>-*lfc'->t2fc- 1) 
there is one even-length palindrome, S l » 2  - 2 >*fc+2 ,-.*2fc-i^  an(g even- 
length palindrome does not occur as a shortest-length-sum mand in the (x f  +  
1)-image o f  any other odd-length palindrome.
Proof. We consider even degrees. In the ( x f  +  l)-image of an OLP, say 
? ap summands have length strictly bigger than the length of 
This is because has coefficient 1 as a summand
of and — l ( 2fc_1) as a summand of X F (S ll,'",tk,"',%2k~1)- Hence
these coefficients cancel each other, so occurs having coefficient
zero as a summand of (x f  +  l)(S'llv",lfc,"',l2fc-1). And the other summands of 
Xf (S1u "'tk’ ) are proper refinements of so have length
strictly bigger than the length of £ 11
Hence it is clear that the summands of (x f  +  are all
proper refinements of S t2k~ , and as noted in the 
proof of Proposition 2.3.14, there is an ELP of length 2k, namely
as a refinement of 5,ll,'",,fc,'",l2fc-1.(Note that ik must be even because we work 
in even degrees). Moreover, gnv-,^-1 , 2 » 2  »*fc+2 ,-.»2 fc-i js ^he Gnly shortest 
length palindrome among the summands of ( x f  +
Let 2 1 - 1  be another OLP. Similarly, the only shortest length
palindrome as a summand of (x f  +  1 js
g' Jl V  , j l - 1 , ^ 2  t t y  d l + 2 y - j 2 l - l
For this to equal S n,m",%k~i*4*4»tfc+2»-»l2fc-ij we must have:
I = k , j l  — • • • O/-I — ^ - l j ’i+2 =  f^c+2 j • • • , J2/-1 =  *2fc-l
and ^  =  2 "} so we have equality: ji = ik from which we can deduce that:
g lv ,j(.-j2 l-l _  g'*lv.*fcv,i2fc-l
This completes the proof. □
T h eo rem  6.1.2. Let w \ , . . .  ,w m be all the higher non-palindromes in even  
degrees, and let o \ , . . . ,  oz be all the odd-length palindromes in even degrees, 
then
{ X F  +  l ) ( ^ l ) ,  • • •, ( x f  +  l ) K n ) ,  ( X f  +  l ) ( O l ) ,  • • • , ( X F  +  l ) (O z )  
are linearly independent.
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Proof. Let w \ , . . . ,  wm be all the higher non-palindromes in even degrees, and 
let o i , . . . ,  oz be all the odd-length palindromes in even degrees. Assume that 
Vi,.. .,Vk  are distinct elements of {uq, . . . ,  ium, cq,. . . ,  oz}, with the property 
that;
ai(XJF +  l)(^i) +  • • • +  CLk-ifx? +  l)(vfc_i) +  akiXf +  l)(wfc) ~  0, (6.1)
for some non-zero integer coefficients cq, . . . ,
Moreover, let’s order these elements according to their lengths as follows:
length(vk) < length{vk-\) < • • • < length(vi),
and so that OLPs of any length I come after HNPs of length /. Since 
{iq, . . . ,  Ufc}c {iq, . . . ,  um, Oi,. . . ,  o2}, either Vk is an odd-length palindrome 
or Vk is a higher non-palindrome. Now let consider the case where rq is an 
higher non-palindrome.
If Vk is a higher non-palindrome, then +  l)(iq) has exactly two sum­
mands which has the same length as Vk- One of them is an HNP, ?q, itself, 
which comes from (+l)(?q), and the other one is the reverse of rq, an LNP, 
which is a summand of X r(vk)- All the other summands in the (x f  +  1) (^ fc) 
have length strictly greater than the length of iq. This can be deduced easily 
by considering definition of xj7 and identity morphism.
Furthermore, Vk cannot occur in the (xjf +  l)-image of any other HNP 
of the same length, because, if there is another HNP of the same length, say 
vk, then similarly, (xj7 ~  1 )(vk) ^as exactly two summands which have the 
same length as vk, which are vk itself, and its reverse which is an LNP, and 
the other summands have length strictly greater than vk. It is obvious that 
Vk is different than vk, Vk is not an LNP and Vk cannot equal a word that has 
length strictly greater than its length.
Moreover, by length considerations and the same argument above, it can 
easily seen that Vk cannot occur in the (xj7 +  l)-image of any longer length 
HNP.
Now, we have established Vk cannot occur in the (y> 4- l)-image of any 
longer length HNP, or in any other HNP of the same length. Therefore, 
Vk cannot occur in a i(x r  +  l ) (ui ) , . . . ,  a*_i(x.F +  l)(^fc-i)- Hence, Vk cannot 
be cancelled, so, Vk occurs with a coefficient bk on the right hand side of 
equation (6.1). Hence the left-hand side of equation (6.1) cannot equal zero. 
This contradiction shows that Vk is not a higher non-palindrome. Thus, there 
are no higher non-palindromes of the same length as Vk, because of our second 
assumption about the order of . . .  ,Vk- Hence, Vk must be an odd-length 
palindrome, say with length r. Now lets consider this case. If Vk is an OLP, 
then by Proposition 6.1.1 there is an even-length palindrome summand in
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(X f  +  l)(vfc) °f length r  +  1. In addition, this even-length palindrome does 
not occur as a shortest-length-summand in the (xj- +  l)-image of any other 
odd-length palindrome. Hence, this even-length palindrome cannot occur in 
the (xj- +  l)-image of any other OLP of length greater than or equal to the 
length of Vk-
As noted above, there are no higher non-palindromes of the same length 
as Ufc,(we assumed Wk has length r in the preceding paragraph). For the 
remainder of the proof, we will now show that this r +  1 length ELP cannot 
occur in the (x jt+  l)-image of any HNP which has length greater than r  + 1, 
or equal to r +  1.
Now let’s recall the beginning of our proof. We know (x j - +  l)-image of 
an r +  1 length HNP have exactly two summands with length r +  1, which 
are HNP itself, and its reverse, an LNP. And all the other summands in the 
(Xf  +  l)-image of r +  1 length HNP have length strictly greater than r +  1. 
It is obvious that this r +  1 length ELP cannot equal an r +  1 length HNP, 
it cannot equal r +  1 length LNP and it cannot equal any word of length 
strictly greater than r +  1.
Furthermore, by the same argument as in the preceding paragraph, it is 
clear that an r +  1 length ELP cannot occur in the (x j- +  l)-image of any 
higher non-palindrome of length strictly bigger than r +  1.
Hence we established that, if Vk is an OLP there is an ELP as a summand 
of (xjf +  l)(ufc) which cannot occur in the (x t  +  l)-image of any other OLP 
of length greater than or equal to the length of Vk. And, this ELP cannot 
occur in the (xjt +  l)-image of any HNP of length strictly greater than Vk. 
Hence, it cannot occur in Gi(xj7 + l) ( 'L'i) +  • • • + &k-\{XT+ l)(^fc-i)- Thus this 
ELP cannot be cancelled, so occurs with non-zero coefficient a on the left 
hand side of (6.1) from which we can deduce the left hand side of equation
(6.1) cannot be zero. This contradicts our initial assumption. Hence,
(X-77 +  l)(wi), • • • , {XT +  l ) K n ) ,  {x t  +  1 ) M ,  • • •, (x j - +  ! ) ( 0
are linearly independent. This proves the theorem. □
Theorem  6.1.3. In odd degrees, the higher non-palindromes have linearly 
independent images under (xj- +  1).
Proof. The proof of Theorem 6.1.2 also works for proof of Theorem 6.1.3 □
Rem ark 6.1.4. In odd degrees, The argument in the proof of Theorem 6.1 
doesn’t show that OLPs have linearly independent image under (xjf  + 1 ) ;  
because Proposition 6.1.1 doesn’t apply in 2n — 1 degrees since there is no 
ELP in odd degree, and so there is not a unique ELP among the summands 
of shortest length (xjt +  1)-image of an OLP.
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To complete the proof of Theorem 6.0.2, in odd and even degrees, we will 
now determine a spanning set for Im(y> +  1).
6.2 Spanning set for Im(xjr + 1)
In odd degrees, firstly, we will show that the +  l)-images of all OLPs 
can be expressed in terms of the (xj7 +  l)-images HNPs by the following 
proposition:
Proposition 6.2.1. Let S lu- ,lk,lk+i,- ,l2k+'1 be an odd-length palindrome with  
odd degree. Then
(Xr + l ) ( ( - l ) 2*+1Sil...
(6.2)
sum m ed over all proper refinements j i , . . .  ji  o f  ik+i, • • • f i 2k+i where j i > 
fa+O+i 
2
Note that the proper condition implies that is an HNP. To
make a proof more manageable, Proposition 6.2.1 is stated in an equivalent 
form in Proposition 6.2.2.
Proposition 6.2.2. Let 5,*1,- ,lfc,lfc+1,- ,*2fe+1 be an odd-length palindrome with  
odd degree. Then
=  0, (6.3)
summed over all refinements j , , .. ,ji of 7/..+1. . . . ,  1 2k 1 1 . where j i  >
To give a proof for Proposition 6.2.2, we need following lemmas:
L em m a 6.2.3. Let s i , . . . ,  sm be any word, where S], . . . ,  sm sum to positive 
odd integer p. Let k be the largest number for which Sk +  • • • +  sm > 
where 1 < k .  Then
Proof. Let s i , . . . ,  sm be any word. Let k be the largest number such that 
Sk +  • * • +  sm >  ^ ^ 5  where Si +  • • • +  sm =  p for a positive odd integer p.
i. If k = 1, then Si +  • • • +  sm > ^  which means s2 +  • • • +  sm < ^ .
Hence, p -  (s2 H h sm) > p -  (ey l). Since p -  (s2 H =  si,
then we have si > As before, we note that p is an odd integer, 
the inequality Si > ^  is equivalent to saying Si > 2 ^ .
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ii. If k 7  ^ 1, then k > 2, so s2 +  • • • +  sm > Sk +  • • • +  sm > since
si + s2 H h sm = p, and s2 H b sm > 2±I, then s x < ^  by the
same argument in i case.
□
Lem m a 6.2.4. Let S ri,'m',rm be any word and S'*1 be any proper coars­
ening of S ri,'",Tm then, the number of even-length sequences S Ql,’",9n that are 
coarsenings of S ru'",rm and refinements of S n '"’,tb is equal to the number of 
odd length sequences S 9l'’",9n that are coarsenings of 5 ri,- ,rm and refinements 
of S h ’- ' ib.
Proof Let g riv",rm be any word and be any proper coarsening of
g r then, 5 ri,"',rm has m — 1 commas and 5 llv",lb has 6—1 commas. Since 
js a coarsening of S Tl' - ,rm, these b— 1 commas are a subset of the m — 1 
commas in S'riv”:rm,and the complementary subset has (m— 1) — (b— 1) =  m —b 
commas which have been turned into pluses.
For S 9l,"',9n to be a coarsening of g riv”’rm, it must also be obtained by 
turning some of the m — 1 commas into pluses. And for S Ql,- ,qn to be a refine­
ment of 5 Zl, ”,Z6, the selection of commas must be chosen from the m  — b com­
mas that were turned into pluses in S lu"•,Zb. In other words such sequences 
S qi' - 'qn corresponds the m  — n element subsets of a set m — b elements. So
the number of such sequences S qu--,qn is given by ( m  ). The parity of
\ m  — n )
the sequences correspond to the parity of the subset. There are two cases to 
consider for length of m, either
Casel. m  is even, 
or
Case2. m  is odd.
In case 1, m  is even, then even-length sequences S qu'",Qn correspondence 
to even order subsets,and odd-length sequences S qu"’,qn correspond to odd- 
cardinality subsets.
In case 2, m  is odd, then even-length sequences S qi,'",Qn correspondence 
to odd order subsets, and odd-length sequences S qu" ,qn correspondence to 
even-cardinality subsets.
By Corollary 4.2.4, the number of odd-cardinality subsets of m  — b ele­
ment set is equal to the number of even-cardinality subsets of m — b elements 
set . Therefore, in both case 1 and 2, the number of odd length such subsets 
S 9l' - ,9n is equal to number of even-length such S 9u'",9n subsets. And we know 
each such sequences S Ql,'",qn is a coarsening of (S'ri,",,rm and a refinement of 
This completes the proof. □
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Now we can introduce a proof of Proposition 6.2.2.
Proof of Proposition 6.2.2. Let 5 llv",lfc,tfc+i,'",l2fe+i be an odd-length palindrome 
with odd degree, let j i . . . ,  ji be a refinement of z*+i , . . . ,  Z2 fe+i> and let S dl,m",dn 
be any word in odd degrees, we will show that the coefficient of S dl,'",dn in
+   (6.4)
is zero.
If S dl,",,dn occurs in sum (6.4) at all, it must be a summand of (x f  +  
1 )((—l) fc+zS,ll’--’*fcdi."-di) for some refinement j i , . . .  ,ji of ik+i,. • • , Z2 fc+i with 
j i  > bfc+iH1  ^ then either
A. Cjdi,...,dn — or
B. S dl, "'dn is a summand of .
In case A, if S dl,'",dn = then, S du'",dn occurs having a coef­
ficient (—l ) k+l as a summand of 1((— wher e 1 is identity 
homomorphism. Therefore, S di," ,dn has length k +  /, so we have equality: 
k +  / =  n. However, to find the coefficient of S du"',dn in sum (6.4) , we also 
need the number of other refinements Ci,. . . ,  cq of z^+i, • • •, i2k+i with c\ > 
—+^ +1 for which S du'",dn is a summand of ( x f  +  1)(( — l ) k+gS lu'"'lk'Cu"^Cq).
If S du- 'dn = where A , . . . ,  ji is a refinement of z^+i,. . . ,  Z2 /C+1 ,
and S dl,"-'dn is a summand of (x.f +  1)(( —l) fc+<7'S’Mv"’*fc>Cl’- )C9), where c i , . . . ,  cq 
is a refinement of ik+i, . . . ,  z2fc+i, then either
j 1 j • • • 1 • • ■
or
ii. S dl, ' ,dn is a summand of x jt((—l) fc+95 ll’",,*fc,Cl,'",C9).
If S dl’"',dn =  then c i , . . . ,  cq = j i , . . .  , j/, which means we have
equality: q = I, so there are no ’’other” refinements for which S du’",dn occurs 
as a summand of 1((—1 )fc+05*1,",,lfe,Cl,,",C9).
If S dl'"''dn is a summand of x jt((—l) fc+9S,1,'",tfc,ci,'"’C9), then S du’",dn is a 
refinement of so di < cq. In addition, c i , . . . ,  cq is a refinement
of Zfc+i , . . . ,  Z2 fc+i, similarly cg <  z2fc+i, so it is easily seen that d\ < cq < i 2k+\- 
Beside this, zi , . . . ,  z*., Zfc+i, Zfe+ 2  • • •, i2k+i is an OLP, hence d\ < cq < i 2k+i — 
i\. Nevertheless, we also have that S dl' "'dn = so i\ =  di, hence,
i\ — d\ < cq < Z2 & + 1  =  Zi, from which we can deduce that i\ =  di =  cg. 
Having established that zi =  di =  cq, we can now see S d2’'",dn = S l2,- ,lk'J 
and S d2'"',dn is a refinement of g c<j-i v,ci Consequently and similarly,
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^ 2  — ^ 2  < Cq- 1  <  2^k =  2^ , therefore %2 — = cq- i, and so on up to ik =
dk ^  (fc—i) 5; ^k+ 2  i.e., ik dk and ^  cq—k ^  f^c+1 -
We established that Zi =  cg,Z2  =  cq- i , . . .  ,ik = cq-(k - 1)- Hence, we can now 
see g dfc+iv,dn _  so dk+i — j i which means we have j \  = dk+i < cq-k,
i.e., cq-k > dk+i = ji- We also know j i  >  bfc+i)+1 from which we can deduce 
> fa+iH1cq-k — 2
On the other hand, c i , . . . ,  cq is a refinement of ik+u • • • >^ 2 fc+i =  ik+i, • • • > * 1  
and we have determined the last part of c i , . . . ,  cg. So, Ci, C2 , . . . ,  cg_fc, z^,. . . ,  Zi 
is a refinement of ifc+i, ik, • • •, i\- Hence, we must now have that Ci, C2 , . . . ,  cq-k 
is a refinement of ik+i- Hence C\ +  C2 +  • • • +  cq-k — ik+\, and we know 
Ci > (Zfc+b+1 jn addition from the preceding paragraph we also know cq-k > 
(zfc+i)+i  ^ jf g _  ^ ^  then we have:
(zfc_i_i) -I- 1 4“ 1 / .  \
Ci +  C2 +  • ' ' +  Cq-k > Ci +  Cq-k >  -----   1-------    =  (Zfc+1) +  1 > lk+1 •
We established Ci +  C2  +  • • • +  cq-k = ik+i, hence this can only happen if 
q — k = 1, and Ci =  Zfc+i* Moreover, in the preceding paragraph we have 
already established Zi — c9,Z2 =  cg_i,...Zfc =  cg_(fc_i). Thus, c i . . . , c g =  
Zfc+i, ik, • • •, i\ is completely determined. Therefore, there is only one other re­
finement c i , . . . ,  cq of zjfe+i,. . . ,  Z2 *:+i for which s dl,'",dn is a summand of (\ f2 +  
1)((—l) fc+95tl>-’*fc,Cl*->c9) which is the improper one cx, . . . ,  cq = ik+i, • • •, *2 fc+i-
On the other hand, we know S dl,m",dn has length k +  / =  n  and by defini­
tion 2.4.13 S dl,"',dn occurs having a coefficient (—l ) 2k+1 (—l)k+l as a summand 
in Xf ( (~ l )2fc+1<Sn ’"-,Zfc’2fc+1,--',Z2fc+1). Hence, if S dl,'",dn = 5 Zl, - ,ZA:J1’ ”Jb then the 
coefficient of S dl,'",dn in the sum is zero, because S dl,'",dn occurs having a 
coefficient (—l ) k+l as a summand of 1((—1 )fc+zS'Zlv",ZfeJlv"Ji) and has a coef­
ficient (—l)2fc+1(—l ) k+l as a summand in Xjf((—i) 2/c+15 Zl’"-’Zfe’Zfc+1’"-,Z2fc+1) and 
in no other terms.
In case B, if S du"’,dn is a summand of Xj-((—l) fc+i5 ll,"'’lfcJ'1,"'’-7'<)> then 
gdi,...,dn jg a refinement of (—1 where is a refine­
ment of z2fc+i , . . . ,  zfc+i with j i  >  (Zfc+*)+1.
If S dl,--'dn also occurs as s n,’", l k , c for some refinement c i , . . . , c g of 
Zfc+i,. . . ,  Z2 fc+i, then we are back in case A, the argument in that case shows 
that its coefficient is zero. So we may assume that S dl, "'dn does not occur as 
gtu...,ik,cu...,cg for any refinement c i , . . . ,  cq with ci >  bfc+i)+i ^
To find the coefficient of S di," ,dn in the sum, we need to find the num­
ber of all refinements c i , . . . ,  cq of Zyt+i,. . . ,  Z2 fc+i with ci > (Xfc+^+1 for which 
gdi,...,dn jg a summand of ^■F) ^ —l)k+^Sn,'"'lk,Cu'",Cq). Each such refinement 
Ci,. . . ,  cq contributes (—i )n+fc+0 to the coefficient of S du'",dn in the sum. This 
is because, for each such refinement c i , . . . ,  cg, S dl,'"'dn occurs as a summand
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of (xF){(—l) k+gS lu'",lk,Cu" 'Cq), and by definition 2.4.13 and since is a mod­
ule homomorphism, (x^)((—l )k+^ h a s  5 dl,'",dn as a summand 
with a coefficient (—l)n(—l ) k+q =  (—i)n+fc+?.
Since n, k are fixed, the coefficient of S dl,m",dn is determined by the num­
ber of such refinements c\ , . . . ,  cq with q odd and the number with q even. 
We shall show that the number of odd-length refinements and the number 
of even-length refinements is equal. Therefore, since each such refinement 
Ci,. . . ,  cq contributes —1 or +1, according to the parity of q, then they cancel 
each other. Hence, S dl, ",dn occurs with coefficient zero in the sum. In other 
words if the the number of odd length such refinements ci , . . . ,  cq matches 
the number of even-length such refinements c i , . . . , c g, then S du'",dn occurs 
with coefficient 0 in the sum.
Since S dl' ",dn is a refinement of **,•••,u and .**>-,u is a re­
finement of (5ll,’",lfc,lfc+1,‘"’*2fc+1 =  S % 2 k + i [i follows that S du"'’dn is a 
refinement of g l2fc+1,"',lfc+1’lfc’"'’11. Hence, there is an index g with 1 < g < n 
such that S du"',d9 is a refinement of g l2fc+lv",lfc+1 and s d9+u- ,dn is a refinement 
of S tk,--'n .
So more explicitly, to find the coefficient of S du"■.d9,dg+i,.-,dnj we need to 
find the number of refinements Ci,. . . ,  cq of ifc+i, • • • 5 2^ fc+i — h+i, • • •4 i  with 
Ci > h.fc.+d+1 for which S di,-4g4g+u-4n js a refinement of (—i) fc+ggcg,...,ci,zfc...,2i _
Thus, in other words, the sequences c i , . . . , c g with Ci > - that
we want to count are refinements of z*;+i,. . . ,  Z2 fc+i =  h+i, •■•4i that admit
. . . ,  dg as a refinement of cq, . . . ,  ci with ci > And it is clear that
counting the number of such sequences cq, . . .  ,C\ means counting the number 
of such sequences c1?. . . ,  cq.
If d i , . . . ,  dg is a refinement of cg, . . . ,  ci then, c9, . . . ,  c\ is a coarsening of
d i . . .  ,dg. In particular, c\ =  de H 1-dg for some e in the range 1 < e < g.
For Ci to be greater than or equal to b/c+d+1 we nee(f e be small enough. 
Precisely, let /  be the largest index such that df +  • • • +  dq > bfc+i)+l  where 
1 < f  <9- Then,
de +  • • • +  d f - 1  +  df +  • • • +  dg > -1" ^----- <=> e < / .  (fi-b)
This corresponds to cq, . . . ,  cx being a coarsening of d i , . . . ,  d/_i, dy +  - • - +  dg. 
And more precisely, we also want the coarsening c9, . . . ,  ci of d i , . . . ,  d/ _ i , d / +
• — H dg to be a refinement of %\, . . . ,  Zfc+i.
Hence, counting the number of coarsenings cg, . . . ,  ci of d i , . . . ,  dg for 
which Ci > bfc+d+i means counting the number of coarsenings cg, . . . ,  ci of 
d i , . . . ,  d/_i, df +  • • * +  dg.
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If Cg, . . . ,  Ci is a coarsening of d i , . . . ,  d /_ 1 , df-\ \-dg and is a refinement
of i i , . . .  ,Zfc+i then, by Lemma 6.2.4 the number of odd length coarsenings 
cq, . . . ,  Ci of d i , . . . ,  dg with Ci > bfc+iH1 jg eqUa] to the number of even-length 
coarsenings c9, . . . ,  ci of d i , . . . ,  dg with C\ > hfc+iH1 as long as zi , . . . ,  z^+i 
is a proper coarsening of d i , . . . ,  d/_i, df +  • • • +  dg. This completes the
proof in the case where ”d i , . . . ,  d/_i,  df H bd5” is a proper refinement of
'i, i i  • • • •> i k + 1 •
If z i , . . . ,  i k + 1 is not a proper coarsening of d i , . . . ,  d/_i, df H-------\-dg then,
/  =  k +  1, di ,d2, . . .  ,dk = zi,z2, . . .  ,zfc and df H b dg = ik+1 where /  is
the largest number for which df +  . . .  +  dg > +^ - 1. Then by Lemma 6.2.3
df > Therefore, if we set Ci =  d /,c 2 =  d/+i, • • • ,cn+i_/ =  dn and
q = n  +  1 — / ,  then c i , . . . ,  cq is a refinement of ik+i, . . . ,  Zi — Zfc+i,. . . ,  z2^ +i 
with Ci > bfc+i)+i wj1jcj1 ensures S dl, ',dn occurs as 1’"‘,Cg for some
refinement c i , . . . ,  cq of Zfc+i,. . . ,  z2/.+i, thus this only occurs when we are in 
case A, for which we have already proved that the coefficient is zero.
Hence, in both case A and case B, S dl’’“’dn occurs with coefficient zero in 
the sum over all refinements. This completes the proof. □
Secondly, in odd degrees, we will show that ( \ f +  l)-images of all LNPs 
can be expressed in terms of the (x f  +  l)-images HNPs. Before that we need 
following technical result:
P ro p o s itio n  6.2.5. Let 5 ll,-",ln be a lower non-palindrome with odd degree. 
Then
(x?  +  l ) ( S h  '”) =  ( - l ) n0c;r +  +  £ ( - l ) fc(x^ +  1)! V '  - H
where the summation is over all proper refinements 5-71’ •Jfe of .
Proof. Let be a lower non-palindrome with odd degree. Applying
(Xf  ~  1) to we arrive at:
(Xr ~  l ) (5 il,""in) =  -S*-"*" +  +  ^ ( - i ) * S * ....jk, (6.6)
where the summation is over all proper refinements - Gf gy
Proposition 2.4.9, T  is cocommutative, so by Proposition 2.2.8 we have:
x£=l-
Hence, (x f  +  1)(x.f — 1) =  0. Therefore, applying module homomorphism 
{Xf  +  1) to both sides of equation (6.6) we get;
o = (x^+i)(-s<i--i*)+(x^+i)((-i),,si- - <1)+ S (-1)*^+1)(s*”"A)-
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Thus,
( x r  + =  ( -1 )“ (X^ +  1)(5*--A ) +  + 1 )(S*-"A ),
where the summation is over all proper refinements ' of S tn,"m,%1. This 
completes the proof. □
Theorem  6.2.6. I f  Vq is a lower non-palindrome in degree 2n — 1, then 
(.X f  +  1 ) M  can be written as a linear combination of ( x f  +  1) -images of 
higher non-palindromes.
Proof. The proof is proved by decreasing induction on length of no. In degree 
2n — 1, the longest possible length is 2n — 1, and there is only one element of
length 2n—1, namely iS1’1,1 1*1- It is unique and is an odd length palindrome,
so the hypothesis is true for all LNPs of length greater than or equal to 2n — 1, 
since there are none.
Now assume that all lower non-palindromes of length strictly bigger than 
p have (xj-+l)-im ages that can be written as linear combinations of (x.f+1)- 
images of higher non-palindromes. Let v0 = S bu"',bp a lower non-palindrome. 
By Proposition 6.2.5 we have:
+  !)(«*>) =  (Xf  +  l ) ( - l ) pt-S'b’1’- 61) +  £ ( - l ) * ( x *  + (6.7)
where S bp’"m'b* is a higher non-palindrome and each S 9l,-'9y is either
i. a higher non-palindrome,
ii. an odd-length palindrome, in which case by Proposition 6.2.1 {x f  +  
l ) (S 9l,'",9y) is a linear combination of (xjf +  l)-images of higher non­
palindromes, or
iii. a lower non-palindrome. In this case the inductive hypothesis applies 
because S 9l,’",9y is a proper coarsening of the reverse of Vo so has length 
strictly bigger than p. Hence, {x^-P l)(S9u"',9y) is a linear combination 
°f (x f  +  l)-images of higher non-palindromes.
Thus, in each case, (x t  + 1 )(S9l, -,9y) can be written as a linear combination 
of (xf  +  l)-images of higher non-palindromes. This completes the proof.
□
Now in even degrees, we will show that (xf  +  l)-images of an LNP or 
ELP can be expressed in terms of the (xf  +  l)-images of HNPs and OLPs . 
Before that we need following technical results:
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P ro p o sitio n  6.2.7. Let S n,- ,l2n be an even-length palindrome in degree 2n 
of T , then there is an odd-length palindrome S n,'",%n+tn+l,'",%2n such that,
where the summation is over all proper refinements 0 ^ 5 *<,-.*n+in+i,-.*2n
with j \ , . . . , jk 7  ^ ii, . . . , Z2n.
Proof. Let S ll,"''t2n be an even-length palindrome in degree 2n of T , then 
there is an odd length palindrome namely, S %i,"m,ln+%n+1'--'l2n among the proper 
coarsenings of S %1'm"A2n. And applying (x f  — 1) to S liy"■,k+!n+1,- ’{2n we have;
  1  j v j i*2n _j_ ^ ___ l)^^ 1 ^ 2nviin +  l'l'in)",!®l
+  (6.8)
where the summation is over all proper refinements of S l2n'--'lnJrl+ln'"'M
— (5 ,*i,-)in+in+i,-.i2n< jg a proper coarsening of S ll,"m,t2n, in
other words, S li,'"'l2n is a proper refinement of S li'"',ln+ln+1'"''l2n. Hence there 
is one which equals S H,'"'t2n. According to this refinement, if we
re-write the equation (6 .8 ), then more explicitly we get:
 ^   ]_) ( !• ••! ^ 2n ^  + l >•• ■ ^ 2  n _|_ •Ain _|_ ^ ^   ^^ ji i ■■■ijk
(6.9)
where the summation is over all proper refinements of 5*i,- ,tn+tn+i,"’,t2n
with j i , . . . ,  j k ±  i i , . . . ,  z2n. On T  we know (x f  +  1)(xf -  1) =  0, therefore, 
if we apply module homomorphism (x f  +  1) to both sides of equation (6.9) 
and rewrite it, we have;
0  =  (XJF +  l ) ( - 2 5 ’i in+in+U-Mn +  +  +  1 ) (5 S JIM ) .
(6 .1 0 )
Consequently, by equation (6.10) we have;
(XH-IXS41'""42”) =  2 (x ^ + l) (5 ij i»+*»+i.'".«»)+ ^ ( - i ) ‘+1 (x ^ + i)(5 ^ '- 'A ) ,
  (6 .1 1 )
where the summation is over all proper refinements of 5 li,"Mtn+tn+1,"',l2n
with j i , . . .  ,jk  ^  i i , . . . ,  z2 n- This completes the proof. □
T h eo rem  6.2.8. I f  eo is an even-length palindrome or lower non-palindrome 
in degree 2 n, then ( x f  +  l) (eo) can be written as a linear combination of 
(Xf +  1 )-images of higher non-palindromes and odd-length palindromes.
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Proof. The proof is by decreasing induction on length of e0. In degree 2n, 
the longest possible length is 2 n, and there is only one element of length 
2 n, namely gM,1,-,1,1,-,1,1,  ^ beside this, fa jr+ =  2 (x^ +
1)(-S'1,1’1,-“^1+1^  "’1,1,1), and gi>i,i,-,(i+i),-,1,1,1 js an OLP. Thus every word of 
length greater than or equal to 2 n has (xjf +  l)-image that can be written 
as a a linear combination of (xj- +  l)-images of higher non-palindromes and 
of odd-length palindromes.
Now assume that all basis elements of length strictly greater than r have 
(X7 -+l)-images that can be written as linear combinations of (x.F+l)-images 
of HNPs and of OLPs. Let eo =  S bu" ,br be an LNP. By Proposition 6.2.5 we 
have;
(Xf  +  1)(S*1--* ') =  ( - l ) r 0^  +  1)(S* bl) +  £ ( - 1)*(xf +  IKS*'-"**),
(6 .12)
where S br''",bl is an HNP and S hu "'hs is a proper refinement of S br'~ ,bL Every 
term on the right hand side of equation (6 .1 2 ) has length greater than or equal 
to r. Any term of length strictly greater than r  is dealt with by the inductive 
hypothesis. And the only term of length r is S br," ,bl which is an HNP. Thus, 
every term on the right hand side of equation (6 .1 2 ) can be written as a 
linear combination of ( \ jf +  l)-images of HNPs and of OLPs.
For the remainder of the proof we need to consider where e0  is an ELP. Let 
eo =  S Cl,’",Cr be an ELP, by Proposition 6.2.7 we have an OLP g ri’- ,c5+c5+1,'",Cr 
such that ;
(x^ + 1 ) ( Sc‘- - c’') =  (x ^ + 1 ) ( 2 5 ci'-'c5+c{ +. - - ^ ) + ^ ( - 1 ) ^ ‘ ( ^ + i ) ( 5 A  A),
c J 6'13)where the summation is over all proper refinements gJ'n-Jfc 0f ^,...,cr+cr+1,...,Cr 
with jT, . . . ,  jk ^  Ci, . . .  ,cr , and g Cl,- ,c5 +c5 +i*-,Cr [s an OLP. Every term on 
the right hand side of equation (6.13) has length greater than or equal to r — 1. 
All terms with length greater than r are dealt with by the inductive hypoth­
esis. This leaves only the terms with length r — 1 or r to deal with. There is 
only one term with length r — 1 , namely g Cl’ - ’c§+c5 +i’ - ’Cr anb it is an OLP. 
The length r terms can be either HNPs or LNPs. It is clear that inductive 
hypothesis applies to HNPs, and we have already shown that (x .f+  l)-image 
of length r LNPs can be written as a linear combination of (xjt +  l)-images 
of HNPs and of OLPs. Thus, every term on the right hand side of equation 
(6.13) can be written as a linear combination of ( x f  +  l)-images of HNPs 
and of OLPs.
In conclusion, whether eo is an ELP or an LNP in degree 2n, (x.f +  l) (eo) 
can be written as a linear combination of (x.f +  l)-images of HNPs and of 
OLPs. □
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We now will introduce a basis for Im(x.F +  1)-
Theorem  6.2.9. In even degrees, the image of (xj=- + 1) has a basis consist­
ing of the (x> +  1) images of all higher non-palindromes and all odd-length 
palindromes.
Proof In even degrees, by Theorem 6.1.2 the image of (xj7 +  1) all higher 
non-palindromes and of odd-length palindromes are linearly independent.
On the other hand, HNPs,LNPs, ELPs and OLPs form a basis for IF. 
Hence, Im(x.F +  1) is spanned by (xj7 +  l)-image of HNPs, LNPs, ELPs and 
OLPs. On the other hand, by Theorem 6.2.6 and Theorem 6.2.8 and we can 
reduce this to (xj7 +  l)-image of all HNPs and OLPs . Hence, (xj7 +  1) all 
HNPs and of all OLPs form a basis for Im (x^ + 1) in even degrees of F.  This 
proves the theorem. □
Theorem  6.2.10. In odd degrees , the image of { x t + 1) has a basis consisting 
of the (xj7 +  1) images of all higher non-palindromes.
Proof. In odd degrees, by Theorem 6.1.3 the ( x . f +  1) image of the all higher 
non-palindromes are linearly independent. On the other hand, we know 
HNPs, LNPs and OLPs form a basis for T . Hence, Im(xj- +  1) is spanned 
by the (xjf  +  l)-image of HNPs,LNPs, and OLPs. Moreover, by Proposition 
6.2.1 and Theorem 6.2.6 we can reduce this to the ( x j f  + l)-images of HNPs. 
Hence, the (xj- +  l)-images of all HNPs form a basis for Im(xj- +  1) in odd 
degrees of F. This proves the theorem. □
Proof of Proposition 6.0.2. The proof is easily seen by Theorem 6.2.10 and 
Theorem 6.2.9. □
We know a basis for free submodule Im(x.F +  1)- Now showing that: 
Ker(x^ -  1) = hn(xjF + 1), 
we will give a basis for Ker(x^ — 1).
Theorem  6.2.11. In F , we have:
Im(xjr +  1) =  Ker(xjr -  1).
Proof. We first show that Im (x j-+  1) C  Ker(x^- — 1) in all degrees of F  and 
then we will consider the 2n and 2n — 1 degrees separately in the proof of
K e r(x jr - l )  C lm (x^  + 1).
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i. Proof that Im(x.F +  1) C Ker(x.F — 1)- By the argument in the proof 
Proposition 6.2.5, we know
(Xx — l)(x ^  +  1) =  0,
which implies
Im(xjr +  1) C K er(x .F - 1).
ii. Proof that Ker(x j - — 1) C Iui(xjf +  1)- If x G Ker(xj- — 1), then 
Xj-(x) =  x , hence (x j - +  l)(z) =  2x, so 2x G Im(xjr +  1)- To complete 
the proof, we will show that if 2x G Im(xjr +1) ,  then x  G Im(xj- +  1). 
We first deal with the even degrees of T .
Let w \ , . . . ,  wm be all the higher non-palindromes and 0 \ , . . . ,  oz be all 
the odd length palindromes in degree 2n, then by Theorem 6.2.9, there 
are Vi, . . . ,  Vk distinct elements of {uq, . . . ,  wm, Oi,. . .  ,oz} such that;
2x = (x t  +  l)(ni^i +  a2v2 H h akvk), (6.14)
for some coefficients a i , a 2 , . . .  ,ak G Z. Since x x  +  1 is a Z module 
homomorphism, more explicitly equation (6.14) has in the following 
form:
2x — aiXjr+i(ui) 4- a2 Xx+i(v2 ) +  • • • +  ^kXx+i(ak)• (6.15)
Moreover, le t’s order v i , . . . , v k as follows
length(vk) < length{vk-\)  < • • • < length(vi),
and so that odd-length palindromes of any length I come after HNPs of 
length I. Since {ui , . . . ,  vk} is chosen from the set {u>i,. . . ,  ium, Oi,. . . ,  oz} 
then either vk is an odd-length palindrome or vk is a higher non­
palindrome. If vk is an HNP, then the same argument in proof of Theo­
rem 6.1 applies here so, vk cannot occur in ai(x .F+ l)(,ni), • • •, ak-iiXJ7^  
l)(ujfc_i), and in addition vk occurs with coefficient ak on the right hand 
side of equation 6.15.
On the other hand 2x G T ,  and J7 has a basis, therefore 2x can be 
written uniquely as a linear combination of basis elements, so the coef­
ficients of these basis elements are even. In equation (6.15) expressing 
the right hand side with these basis, one basis element has coefficient 
ak, so it is even. We have established that ak is even.
If vk is an OLP, then there can be no HNPs of the same length because 
of our assumption about ordering lengths of v i , . . . , v k. Furthermore,
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by the same argument as in the proof of Theorem 6.1.2 there is an 
ELP summand in (x f  +  °f length 1 more than the length of
Vk with coefficient — l(fc+1) =  1, since k is odd. And it cannot occur 
in a i(x r  +  l)(^i)i • • • l ix ?  +  l)(^fc-i)- In addition Vk occurs with 
coefficient a*, on the right hand side of equation (6.15).
Since, 2x G T , so in the same manner above a*, is even. Once we 
established that whether vk is an OLP or vk is an HNP, it occurs with 
an even coefficient ak, say ak = 2dk, where dk G Z. By the same 
argument in the proof of Theorem 5.2.3 it is easily seen that x can be 
written as follows
x = (xjr +  l)(diUi +  a2v2 H h akVk), (6.16)
where dj = 2aj G Z for j  = 1 , . . . ,  k. By equation (6.16) x  G Im(x.F+l)- 
Since we can do the same argument for all x G Ker(x.F — 1), then 
Ker(xjr — 1) C  Im(x.F +  1). By i. we know Im(xj- +  1) C  Ker(x^ — 1). 
Therefore Im(x.F +  1) =  Ker(x^- — 1) in even degrees of T .
Now let consider odd degrees of T '. If x  G Ker(xj- — 1), in the same 
manner as in even degrees, 2x G Im(x.F+ 1). Then, by Theorem 6.2.10 
there are distinct HNPs hi, h2:. . . ,  hy such that;
2x = (x j- +  l)(a ih-i +  a2h2 +  • • • +  ayhy). (6.17)
for some coefficients ai, a2, . . . ,  ay G Z.
And in the same manner as in the proof for even degrees, we can see 
that coefficients a\, a2, . . . ,  ay G Z occurs even in the right hand side of 
equation (6.17), and we can easily see that x  G Ker(xj- — 1). By i. we 
know Im(x.F +  1) C Ker(x.F — 1)- Therefore Im(x.r +  1) =  Ker(xj- — 1) 
in even degrees of T .
Hence, we show that Im (x^ +  1) C  Ker(x^ — 1) in all degrees of T .
□
Finally we give the proof of main theorem of this chapter:
Proof of Theorem 6.0.1. By Proposition 6.2.11 we have :
Im(xjr +  1) =  Ker(xjr -  1).
It is clear that a basis for Im (x^ +  1) gives also a basis for Ker(xj- — 1). 
Hence, by Theorem 6.2.10 Ker(x^ — 1) has a basis consisting of the (x .f+  1) 
images of all higher non-palindromes in odd degrees of T .
On the other hand, by Theorem 6.2.9 Ker(x^ — 1) has a basis consisting 
of the {x t  +  1) images of all higher non-palindromes and all odd-length 
palindromes in even degrees of J7. This proves the theorem. □
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Now we can state the dimension for Ker(x.F — !)•
C oro llary  6.2.12. In the Leibniz-Hopf algebra, T , the rank of the conjuga­
tion invariants in degree m  is:
(22n~2, i f r a  =  2n,
rank Ker(X^  -  l ) ra =  | 22„_3 _  ^  i i m  = 2 n - l .
Proof By Proposition 2.3.14, in degree 2n — 1 there are 22n-3 — 2n-2 HNPs, 
so there are 22n_3 — 2n_2 elements in basis given by Theorem 6.2.10.
Similarly, in degree 2n, there are 22n_2 — 2n_1 HNPs and 2n_1 OLPs, so 
there are 22n_2 elements in basis given by Theorem 6.2.9. This completes the 
proof. □
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Chapter 7
Conjugation Invariants in the  
m od p  Leibniz-H opf Algebra
For any odd prime p, similar to J7*, we have subvector spaces: Im(xj-p +  1) 
and Ker(xFp — 1)- Furthermore, K er(xfp ~  1) is formed by the conjugation 
invariants in T v.
In this chapter, using the results in the Leibniz-Hopf algebra, J7, we will 
show how we can take an easy approach to find a basis for Ker(x.Fp — 1)- We 
now introduce the main theorem of this chapter:
Theorem  7.0.1. A basis for  Ker(x^p — 1) consists of:
i. the {x tp +  1 )-image of all higher non-palindromes and all odd-length 
palindromes in even degrees.
ii. the (xFp +  1)-image of all higher non-palindromes in odd degrees.
As theorem 7.0.1 implies, Ker(x.Fp — 1) coincides with Im(xF +  1)> like 
in J7, we will now consider a basis for Im(xjrp +  1) to determine a basis 
for Ker(xFp — 1)- To prove Theorem 7.0.1, we will first give a proof for the 
following Theorem 7.0.2.
Theorem  7.0.2. For any odd prime p, in the degree n part of the mod p 
Leibniz-Hopf algebra, fFv, the image of (x fp +  1) has a basis consisting of:
i. the (x t  + 1 )-images of all higher non-palindromes and odd-length palin­
dromes, i f  n is even, or
ii. the (xfp +  I)-images of all higher non-palindromes, if  n is odd.
To give a proof for Theorem 7.0.2 , we first consider a linearly independent 
set in Im(xFp +  !)•
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7.1 Linear Independence
Proposition 7.1.1. In even degrees, let v i , . . . , v m be all the higher non­
palindromes, and let 0 \ , . . .  ,oz be all the odd-length palindromes, then (x fp +  
l)(^i), • • • > (Xfp +  1 (x fp +  l)(oi), • • •, (Xfp +  l)(oz) are linearly inde­
pendent.
Proof. We use the fact that the conjugation in T v, namely, x f p is defined as 
same as x f- Beside this, in the proof of Theorem 6.1 we did not refer to the 
coefficients of summands of OLPs and HNPs under Xf +  T hence, the same 
argument as in the proof of Theorem 6.1 also applies here. □
Proposition 7.1.2. In odd degrees, the higher non-palindromes have linearly 
independent images under (x fp +  !)•
Proof. Again, in the proof of Theorem 6.1.3 we did not refer to the coefficients 
of summands of HNPs under x f  +  1- Hence the same argument as in the 
proof of Theorem 6.1.3 also applies here. □
To complete the proof of Theorem 7.0.2, we will now determine a spanning 
set for Im(xfp +  !)•
7.2 Spanning set for lm(xTp + i)
P roof of Theorem  7.0.2
Proof of i.
By Theorem 6.0.2, in even degrees, the (xf +  l)-images of HNPs and 
OLPs span Im(xF +  !)• On the other hand, we know xfp is same as x f - 
Therefore, the (xfp +  l)-image of HNPs and the (xfp +  l)-image of OLPs 
also span Im(xFp +  !)• Moreover, by Proposition 7.1.1 (xfp +  l)-image of 
HNPs and (xfp +  l)-image of OLPs are linearly independent, hence they 
form a basis for Im(xF +  1)- 
Proof of ii.
By Theorem 6.0.2, in odd degrees, the (xfp +  l)-image of HNPs span 
Im(xFp +  !)• On the other hand, by Proposition 7.1.2 the (xfp +  l)-images 
of HNPs are linearly independent. Hence the (xfp +  l)-images of HNPs form 
a basis for Im(xFp +  1).
Theorem  7.2.1. In the mod p dual Hopf-Leibniz algebra, we have:
Im(xFp + 1) = Ker(xFp -  !)•
Proof. i. Proof that Im(x.Fp +  1) C Ker(x^p +  1).
Like T , T p is also cocommutative, so by Proposition 2.2.8 we have:
= 1-
Therefore we arrive at:
(XxP ~  +  1) =  0,
from which we can deduce:
+  1) C Ker(xj-p -  1).
ii. Proof that Ker(y^p -  1) C Im(xjrp +  1).
In Fp, if x  G Ker(x^p- 1 ) ,  then Xtv(x ) =  x, hence {xxp + l){x) =  2x, so 
2x G Im(xjFp +  l)- In that case, we need to show that if x  G Im(x.Fp +  l)- 
On the other hand, if +  l)(z) =  2x, bearing in mind that the 
characteristic of J°p is not equal two, we have:
(X^ +  I ) ( f ) = ® ,
hence x  G Im(x^-p +  1).
By i. and ii. the proof is complete.
□
We now give the proof of the main theorem of this chapter:
Proof of Theorem 7.0.1. By Proposition 7.2.1 in n degrees we have :
M x^-p +  !) =  Kerf c s  -  !)•
Therefore, Theorem 7.0.2 gives the basis for the relevant degrees. This com­
pletes the proof. □
Now we can state the dimension for Ker(xj-p — 1).
C o ro lla ry  7.2.2. In the mod p Leibniz-Hopf algebra, T p, the dimension of 
the conjugation invariants in degree m  is:
, i \  f22n_2, if m =  2n,
d.m K er(x^p -  l)m =  | 22„_3 _  ^  if m =  2n -  1.
Proof. The proof is same as in the proof of Corollary 6.2.12. □
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Chapter 8
Correspondence between the
We first give details regarding dual basis of a given vector space, and define 
dual of a given linear transformation which will be also a linear transforma­
tion. Secondly, we will introduce Theorem 8.0.3 which tells the correspon­
dence between matrices of these two linear transformations.
Definition 8.0.1. Let W  be a finite dimensional vector space over the field 
F with basis B  = {ki, /c2 . . . ,  &n}, then we can define a dual basis of B , which 
is denoted by £?*, and given by B* = where k* : W  —> F is
defined for each kj by the following relation :
When we say dual basis, we understand in the sense of Definition 8.0.1 
in the following theorem of this chapter.
D efinition 8.0.2. Let L : U —» V  be a linear transformation, where U and V  
are finite dimensional vector spaces over F. We define the dual of L, denoted 
by L*, as the map given by:
for each g e V*. This can be expressed as a commutative diagram in the 
following way:
matrices and
L ' :V* ->■ U', L'(g) = g o L - .V  -> F,
It is clear from the set up that L* is a linear transformation between V * 
and U*.
T h eo rem  8.0.3. Let L : U —» V  be a linear transformation, where U and
V  are finite dimensional vector spaces over F. Let U = {u\,U 2 . •., un} and
V = {ki, k2 . . •, km} be bases of U and V  respectively. Suppose that the 
matrix of L with respect to these two bases is C. Then the transpose Cl is 
the matrix of L* with respect to the dual bases V* = {fcj, . . . ,  k^}  of V* 
and W  = {u*, u\ . . . ,  u*n} of U*.
Proof. Let L : U —> V  be a linear transformation where, U, and V  are vector 
spaces with bases U = {u \ , . . . ,  un} and V =  {k \ , . . . ,  km} respectively, which 
are finite dimensional over F, then for a basis element Uj G U, we have 
L(uj) =  Cijki +  C2 J & 2  +  . . .  +  cmj k m, where Cij G F. Hence the matrix of L 
with respect to bases U and V :
Cll C1 2  • • • C\n
C21 C2 2  ' ' • C2n
C-ml Cm2 ' ’ " Cmn
We know that the dual of L, namely L* : V* —» U* is also a linear 
transformation, where V* and U* are dual vector spaces with dual bases 
V* =  {fcj,. . . ,  and U* =  {i/J, . . . ,  n*} respectively. We now determine 
the matrix of L* with respect to these two dual bases. For to do that, we 
need to write L*(k*) in terms of basis elements of U*:
n
L*{k*) = where djj G F,
j=1
and we need to determine the scalars djj . By Definition 8.0.1 and 8.0.2 we 
have:
L*{k*){uj) =  k*(L(uj)) = k*(cij A:1+C2 J A:2 +. . --\-cmj k m) = 0-\-k*{ci^kf) = c^j
\P]Uy  ~
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from which we can deduce that the coefficient of u* in L*(k*) is q j ,  hence,
3 = 1
JU]'
and the matrix of L* with respect to V* and U* is given by,
P I U , V  ~  P I v * , u *
C\l C21 
C\2 C22
Cln C2n
^ml
Cm2
□
Now in the same sense let’s consider conjugation. Both conjugations 
and x t -i are linear transformations, so x^* — 1 and xx2 ~  1 are- By Proposition 
2.6.8 x^* — ( x ^ Y  i-e-’ aadpode on is dual to the antipode on 
Consequently, x.77* — 1 =  {x?2 — !)*• In ^ le of this duality, lets first give 
an example in even degrees and consider what the matrix of xjf* ~  1 tells us 
about the linearly independent elements in Im(y,7r2 — 1).
E xam ple  8.0.4. In degree 4, let X f 2 — 1 '• (^ 2 ) 4  —> (^ 2 ) 4  linear
transformation, and take bases Y* in the domain and S* in the range, where 
Y * is equal S*, with these bases ordered in the lexicographical order, that is:
by [x>2* - 1] Y * , S *
[x>* ~  l] Y * , S *
‘ =  { £ 4 S 3 .I, £ 2 ,2 5 <$2 ,1,1 , £ i , 3 , £ . , 2,1» £ 1 ,1 ,2 5 £ l , l , l , l }
atmx for x i *2 - 1 with respect to Y* and S* which is
and is given by.
s . S3,1 £ 2 , 2 £ 2 ,1 ,1 £ 1 ,3 £ 1 ,2 ,1  £ 1,1,2
£ 4 (  0 1 1 1 1 1 1
£ 3,1 0 1 0 0 1 1 1
‘5 *2 ,2 0 0 0 1 0 0 1
^ 2 ,1,1 0 0 0 1 0 0 1
Si,3 0 1 0 1 1 1 0
S i ,2,1 0 0 0 0 0 0 0
S i ,1,2 0 0 0 1 0 0 1
Si,1,1,1 l o 0 0 0 0 0 0
Si,1,1,]
0
In that case, by Theorem 8.0.3 we can conclude that for the linear trans­
formation, ( x f 2 ~  1) : (•^*2)4 (^ 2 )4 , with respect to the bases: S in the
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domain and Y  in the range, where S  =  Y , with these bases ordered in the 
lexicographical order, namely:
S  — Y  = {S'4, S3’1, S2’2, S2’1’1, S 1’3, S 1’2’1, S 1’1’2, S 1’1’1’1},
the matrix for x t 2~^ wtth respect to the bases S  a n d Y , denoted by [xr2 — l]5y 
and given by:
[x^2 l]s ,y  —
S 4 5 3,1 S 2'2 52,1,1 S 1’3 S 1’2’1 51,1,2 51,1,1,1
S'4 (  0 0 0 0 0 0 0 0 \
S'3’1 1 1 0 0 1 0 0 0
S 2’2 1 0 0 0 0 0 0 0
S 2,1,1 1 0 1 1 1 0 1 0
-  51,3 1 1 0 0 1 0 0 0
S'1’2’1 1 1 0 0 1 0 0 0
S'1’1’2 1 1 1 1 0 0 1 0
51,1,1,1 ^ 1 1 1 1 1 1 1 0 /
II 
1 
. 
KN
1-1 
ll
« (x *  -  1)]
1)]y ,s* )T-
)T
s ,y ) from which we can conclude that
R em ark  8.0.5. In matrix \xr% ~  l ] y* s*> each column indicates (x.f* — 1)- 
image of a basis element in ( ^ 2 )4 , and in matrix [xj?2 — 1]S y each column 
indicates (x^2 — 1 )-image of a basis element in (J72 )4 *
By Theorem 3.1.6, in even degrees of J-J, the image of (x jj  — 1) has a 
basis consisting of the (x.f2* ~  l)-images of all HNPs and all ELPs. In matrix 
[x.f2* — l] Y* s* ’ c°lumns which have the highlighted coefficients refer to 
these basis elements. Since they are basis elements, they are linearly inde­
pendent. Furthermore, these highlighted coefficients are witness elements to 
all HNPs and all ELPs to have linearly independent elements under (x f * — 1).
As we know the matrix \x t% — l ] y * is the transpose of [xf2 — l]sy? 
hence the highlighted coefficients in [xjf* — l] Y* s* are obtained by transpos­
ing the columns which have the highlighted coefficients in matrix [x f2 ~  l ^ y  
By Example 8.0.4, considering the correspondence between the columns 
which have the highlighted coefficients in matrix [x f2 — l]5 y and its trans­
pose. Unfortunately, we see that the matrix \x?* — l ] y . does not lead the 
matrix [xr2 ~  l ] sy §^ ve a dear pattern regarding linearly independent 
elements in Im(xj-2 — 1).
To have a clear pattern, for the linear transformation, x.f* — 1 : (*^ 2 ) 4  
(^ 2 )4 , ^ ’s take different bases which we will introduce in the following 
example.
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E x a m p le  8 .0 .6 .  In  degree 4 , let — 1) : (F 2*)4 —> (E 2*)4, be the linear 
transform ation, and take bases C* in the domain and B* in the range which 
are ordered in the following: C * =  { S 4, £1,3, £1,2,1, £1,1,2, £1,1,1,1, £2,1,1, £3,1, £2,2}, 
and B* =  {£2,2, £1,3, £1,1,2, £1,1,1,1, £4, £3,1, £2,1,1, £1,2,1}, then there is a m a­
trix fo r  (xj-* — 1) with respect to C* in the domain and, B* in the range, 
denoted by [xf* -  l]  c * B*, is given by,
£4 £1,3 £1,2,1 £1,1,2 £1,1,1,1 £2,1,1 £3,1 £2,2
£2,2 ( 0 0 0 1 1 1 0 0 \
£1,3 0 1 1 0 1 1 1 0
£1,1,2 0 0 0 1 1 1 0 0
£1,1,1,1 0 0 0 0 0 0 0 0
£4 0 1 1 1 1 1 1 1
£3,1 0 1 1 1 1 0 1 0
£2,1,1 0 0 0 1 1 1 0 0
£1,2,1 ^ 0 0 0 0 1 0 0 0 /
B y Theorem 8 .0.3 we can see that fo r  the linear transformation, ( x x 2 — 1) : 
(F 2)4 —> (7^ )4, with respect to bases B  in the domain and C  in the range, 
with these bases ordered: B  =  ( S 2,2, S'1,3, S'1,1,2, S 1,1,1,1, S 4, S 3,1, S 2,1,1, S 1,2,1}, 
C  — ( S 4, S'1,3, S'1,2,1, 5 1,1,2, S'1,1,1,1, S'2,1,1, S'3,1, S'2,2} , the m atrix fo r  x t 2 ~  1 : 
(•^2)4 ~ > (*^2)4, vuith respect to bases B  in the domain and C  in the range, 
denoted by [ x t2 ~  and given by
S'2’2 S'1,3 S 1’1’2 51,1,1,1 S'4 S'3’1 S 2’1’1 S'1’2’1
S'4 (  0 0 0 0 0 0 0 0 \S 1’3 0 1 0 0 1 1 0 0
S'1’2’1 0 1 0 0 1 1 0 0
[x^2
S'1’1’2 1 0 1 0 1 1 1 0
-  51,1,1,1 1 1 1 0 1 1 1 1
s 2’1-1 1 1 1 0 1 0 1 0
S 3’1 0 1 0 0 1 1 0 0
S 2’2 I  0 0 0 0 1 0 0 0 /
And  [xjt* - ([x^2 1 W ) T. Hence, ([xjp* - 1 ] )T C*  , B*  ' 1 1x^ 2 - 1 ] B , C
R e m a r k  8 .0 .7 . In  example 8 .0.6, we did a different choice o f bases.
More specifically, fo r  any choice o f basis ordering on the left hand side o f 
C*, we set the right hand side o f C*, namely  {£1,1,1,1, £2,1,1, £3,1, £2,2} to in ­
clude all E LP s and H NPs according to their lengths in non-increasing order
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so that same length of basis elements ordered in reverse lexicographical order, 
where ELPs come after HNPs.
On the other hand, for any choice of basis ordering on the left hand side of 
B*, we set the right hand side ofB*, namely {£4 , 6 3 ,1 , 5 2 ,1 ,1 , £ 1 ,2 ,1 } to include 
all OLPs and HNPs according to their lengths in non-decreasing order so that 
same length of basis elements ordered in reverse lexicographical order, where 
OLPs come after HNPs.
By example 8.0.6, we can now see the matrix \ x r %  ~  ^ \ c *  b * e^a( s^ the 
matrix [x?2 — 1  ]BC t°  giye a clear pattern regarding linearly independent 
elements in Im(xj-* — 1). To understand this pattern, let us consider the cor­
respondence between the highlighted coefficients in matrices [xf* — l] c * 
and [xjf2 -  1 ]B>C .
Like in example 8.0.4, the columns in the matrix ([x.rj — l ] c . D. ) which 
have the highlighted coefficients refer to linearly independent elements of 
(Xj-* — l)-image, and these highlighted coefficients, the witness elements to 
ELPs and HNPs being linearly independent under (xjr* — l)-image, form 
a diagonal in \xj% ~ ^\c * B* • Beside this, these witness elements are ob­
tained by transposing the columns which have the highlighted coefficients in 
[Xx2 ~  1)b c  • Moreover, in example 8.0.6 we see that, these highlighted co­
efficients in [xx2 ~  l]n c  a s^o f°rm a diagonal, and are also witness elements 
to OLPs and HNPs to have linearly independent elements under (xx2 ~  !)•
Precisely, let us consider the correspondence between the witness elements 
in [xt* ~  1  \ c *,b* and As in \x ? 2  ~  HNPs: ^3,1, £ 2,1 ,1
are witness elements to HNPs: £ 3 ,1 , 5 2 ,1 ,1  having linearly independent im­
ages under (xx* ~  1), and OLPs: £ 4 , £ 1 ,2 ,1  are witness elements to ELPs: 
£ 2 ,2 ? £ 1 ,1 ,1 ,1  having linearly independent images under (x f% ~  !)•
On the other hand, likewise in \x:f* — l ] c * B, , in [x f2 ~  1 \ b c > HNPs: 
£ 3,1, £ 2 , 1 ,1  are witness elements to HNPs: £ 3,1, £ 2 , 1 ,1  having linearly indepen­
dent images under { x t2 ~  1)? and ELPs: £ 2,2, S 1,1,1,1 are witness elements to 
OLPs: £ 4 , £ 1 , 2 ,1  having linearly independent images under (x ? 2  ~  !)•
R e m a rk  8.0.8. The OLPs which are witness elements in [xj *^ — l ] c * are 
interchanging with ELPs being witness elements in [x t2 ~  1]b c -
We can now introduce the following generalization in all even degrees.
In degree 2n, let
(X.F£ — 1) : (^2)2n  —>• (-^2)271
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be a linear transformation, and if we take bases E* in the domain and D* in 
the range, where D* is formed taking LNPs and OLPs in the given degree, 
in any order followed by taking ELPs and HNPs according to their lengths 
in non-increasing order so that the same length of basis elements are ordered 
in reverse lexicographical order, where ELPs come after HNPs, and D* is 
formed taking LNPs and ELPs in the given degree, in any order followed by 
taking OLPs and HNPs according to their lengths in non-decreasing order 
so that same length of basis elements are ordered in reverse lexicographical 
order, where OLPs come after HNPs. Then we have a matrix for x .f* — 1 with 
respect to E* in the domain and D* in the range denoted by [xj-* — l] E* D„, 
and given by:
* . . .  * * ......................... *
* . . .  * * ..........................*
* . . .  * * . . . . *  1
. . . .  * 1 0
* .
* ..........................orH*
* . . .  * 1 0 . . . .  0
By Theorem 8.0.3 we have a matrix for linear transformation
(Xr; -  1) : (jr*)2n
with basis D  in the domain and E  in the range which is denoted [ x r 2 — ^ \ d  e -> 
and is given by
* . . .  * 
* . . .  *
* ..........................................................*
* ...........................................................*
IIaj
r—
i1£>< * . . .  * 1
. . . .  * 1 0
* .
* ...........................................................
* 1 0 . . . .
* . . .  *
----
1
ooi
H
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And
[xf2 ([Xf2 ^]d,e) ■
Hence for choice of bases E * and D* above, in all even degrees, we can 
always get suitable bases D  and, E  giving the linearly independent elements 
under x f 2 ~  T Therefore we have proved the following Theorem.
Theorem  8.0.9. Let V \ , . . . ,  vm be all the higher non-palindromes with even 
degree, and let o\ , . . .  ,oz be all the odd length palindromes with even degree. 
Then (x f2 ~  l)(*>i), • • •, (x f2 -  1 ) K J ,  (x f2 -  l)(oi), • • •, (x f2 -  l)(oz) are 
linearly independent.
Bearing in the mind that there is no ELP in odd degrees, one can adapt
the generalization in even degrees for odd degrees taking E* and D* in the
same order with considering only HNPs. Therefore we have proved the fol­
lowing Theorem.
Theorem  8.0.10. In odd degrees, the higher non-palindromes in E 2 have 
linearly independent images under (xe 2 — !)•
Now let’s introduce the dimension of Im(xjr2 — !)•
Theorem  8.0.11. In the mod-2 Leibniz-Hopf algebra, T 2 , the dimension of 
the Im(xjr2 — 1) in degree m  is equal to the dimension o/Im(xE2* — 1); i-e,
f  o 2 n —2 i f  _  2 r ,
dim lm (x^2 -  l )m = | 22n_3’_  2„ - 2 i if m =  2n’ — l.
Proof. Using the fact that for each positive integer n ,
(X F 2 — 1) : (*^2)n ( E 2 ) n ,
is a linear transformation on finite vector space, namely (T 2 )n, we know: 
dim Im (x ^ 2  “  !) = : rank of (Xf2 -  1 ).
Furthermore,
rank of (xe 2 -  1 ) =  rank of (xe 2 -  1 )T
Beside this, since is a finite dimensional vector space, {E%)n is also a
finite dimensional vector space. On the other hand, by Theorem 8.0.3
rank of (xe 2 -  1 )T =  rank of (xe2* -  1 ),
where
(Xf2. ~  1 ) : {r i)n  -> (T 1 U
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is a linear transformation on finite dimensional vector space, namely (IF£)n- 
So we have:
rank of (xjt2 -  1 ) =  rank of (x f * -  1 ).
Similarly,
dimlm(xjr* -  1 ) =: rank of (x -  1 ).
Hence,
dimIm(x^2 “  2) = dimlm(xjr* -  1),
And, the remainder of the proof is easily seen by Corollary 3.2.9. □
Theorem  8.0.12. In even degrees, the image of ( x f2 — 1) is spanned by the 
(X f2 — 1)-images of of all higher non-palindromes and all odd-length palin­
dromes.
Proof In even degrees, by Theorem 8.0.9 (x r2 ~  l)-hnages of all HNPs and 
OLPs are linearly independent. Beside by Proposition 2.3.14 the number 
of all HNPs and OLPs exactly matches dimIm(x.F2 — 1) which is given by 
Theorem 8.0.11. Hence, (xjf2 — l)-image of all HNPs and OLPs also span 
Im(xjt2 -  1). □
Theorem  8.0.13. In odd degrees, the image of ( x t2 — 1) spanned by the 
{Xt2 ~  1)-images of all higher non-palindromes
By the theorems above we established a linearly independent set and a 
spanning set for Im (x j -2 — 1) in all degrees. Hence we proved the following 
theorem.
Theorem  8.0.14. In the mod 2 Leibniz-Hopf algebra, T 2 , in degree n, Im(xj-2 — 
1) has a basis consisting of:
i. the (xjf2 — 1 )-images of all higher non-palindromes and, odd-length 
palindromes if n is even, or
ii. the (xjf2 — I)-images of all higher non-palindromes, if  n is odd.
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Chapter 9
Conjugation Invariants in the  
mod 2 Leibniz-H opf Algebra
In this chapter, for prime two, we have also subvector spaces: Im(xjr2 — 1 ) and 
Ker(xjr2 — 1) of Moreover, Ker(x.F2 — 1 ) is also formed by the conjugation 
invariants in J r2- Using the results in the previous chapter, we will show that 
how we can take an easy approach to find a basis for Ker(x_F2 — 1)- We now 
introduce the main theorem of this chapter:
T heorem  9.0.1. A basis for  Ker(x:r2 — 1) consists of:
i. in even degrees, (x f2 — 1 )-image of all higher non-palindromes and all 
odd-length palindromes
ii. in odd degrees, (x t2 ~~ f)-image of all higher non-palindromes and p- 
image of all odd-length palindromes.
Here p  denotes the sum of ” right refinement” , which we will fully define 
in the following section.
Before giving a proof we will first introduce the dimension of Ker(x^ 2 — 1) 
in the following theorem.
T heorem  9.0.2. In the mod 2 Leibniz-Hopf algebra, the dimension of the 
Ker(xjf2 — 1) in degree m  is equal to the dimension o/Ker(xF2* — 1), i-e,
.. . , f2 2n~2, if m = 2n,dimKer(X*  -  l)m =  +  ^  i{ m  = 2 n _ l
Proof. By Rank and nullity Theorem, and Theorem 8.0.11, one can easily 
see that
dim Ker(xF2 -  1) =  dim Ker(x f* -  1).
The remainder of the proof can be seen by Corollary 3.2.10. □
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Now we will first give a basis for Kev(xF2 — 1 ) in even degrees.
C oro lla ry  9.0.3. In even degrees, Ker(x^2 — 1) =  Im(x^2 — 1).
Proof. The proof of Corollary 3.1.7 can easily adapt to this case without 
difficulty. □
Now we will give a basis for Ker(yjr2 — 1 ). Firstly, we need to give technical 
results and introduce a new terminology,” p.”
D efin ition  9.0.4. Let S n , ' " , l 2 k + 1  be an odd-length palindrome. Define the 
p-image to be
E
where summation is over all refinements j i , . . . ,  ji of ik+i, • • •, i2k+i that have 
i i  >
E xam ple  9.0.5.
p ( S 2’3’2) =  S'2’3’2 +  52,3,1,1 +  52,2,1,2 +  S 2’2’1’1’1.
R em ark  9.0.6. By mod 2 reduction of the equation 6.2 in the Proposition 
6.2.1 in odd degrees, we can easily see that p-image of all OLPs in Ker(xF2 —
i).
T h eo rem  9.0.7. In odd degrees, let p i , . . . , p r be all the odd-length palin­
dromes, and let h \ , . . . , h s be all the higher non-palindromes. Then p(pi),
. . . ,  p(pr), ( x f 2 ~  l)(^i)> • • • s ( \ f 2 ~  1  ) ( h s )  are linearly independent.
Proof. Let p i , . . .  ,pr are all the odd-length palindromes in odd degrees, and 
let h \ , . . . , h s be all the higher non-palindromes in odd degrees. Suppose 
P i , . . .  ,pk are some distinct elements of {pi , . . .  ,pr} and h \ , . . .  ,hi are some 
distinct elements of { h i , . . .  ,h s} with the property that:
p(pi )  3-------1- p(Pk) =  (Xf2 ~  l)(^i) +  (Xf2 ~  1 )(hi) (9.1)
Moreover, let’s order these elements according to their lengths in a non­
increasing order, i.e,
length{pk) < length(pk-i) < •• • < length{p\), (9.2)
and
length(hi) < length{hi-1 ) < ••• < length{h\). (9.3)
Let m be the length of p*., then by definition 9.0.4, the only length m
summand in p(pk) is p/c, namely p^ itself. On the other hand, by the ordering
assumption (9.2), there can be other OLPs that have length m  on the left 
hand side of equation 9.1. To be more precise, let i be the smallest index 
such that pi has length m, then similarly, in p{pf), there is only summand 
of the same length as p*, namely Pi itself. Consequently, the only length m  
summands in p(pi) +  • • • +  p(pk) will be those pi that have length m, i.e., 
Pi,Pi+1 , . . .  ,Pk-i,Pk- And p i , . . .  ,P i-i will have length strictly greater than 
m.
Beside this, since p i , . . .  ,pk are all distinct, Pi,Pi+1 , . . .  ,Pfc-i,Pfc cannot 
cancel, so the minimal-length summands on the left hand side of equation 
(9.1) have length m  and are palindromes.
Now, let’s consider the right hand side of equation (9.1). Let n be the 
length of hi, then the only length n  summands in (xf2 are hi and its
reverse, which is an LNP. Again, by the assumption of ordering (9.3), there 
can be other HNPs that have length n on the right hand side of equation 
9.1. Let j  be the smallest index such that hj has length n, then in the same 
manner, the only length n summands in (x r2 — 1 )(hj) are hj and its reverse. 
Following this, the only length n summands in (x?2 — 1)(^i) +  • • • +  {Xf2 ~
1  )(hi) are hj,  hj+ 1 , . . .  ,hi  and the reverse of those HNPs. And h i , . . . ,  hj^i  
will have length which is strictly greater than n.
Furthermore, since h \ , . . .  ,hi  are all distinct, hj,  h j + i , . . .  ,hi  and the re­
verse of those HNPs cannot cancel, so the minimal-length summand on the 
right hand side of equation (9.1) have length n and are HNPs and LNPs. In 
other words these n length summands are non palindromes.
Finally, we see that, the minimal-length of summands on the left hand side 
of equation (9.1) are palindromes, whereas the minimall-length of summands 
on the right hand side of equation (9.1) are non-palindromes. This leads to a 
contradiction which shows that equation (9.1) cannot hold unless both sides 
are zero. Therefore,
p (p i ) , . . . ,p (p fc),(Xj-2 -  1 ) ( h i ) , . . . , { x ? 2 ~  1 ){hi) 
are linearly independent. This completes the proof.
□
T h eo rem  9.0.8. In odd degrees, (x f2~ 1)-images of all higher non-palindromes 
and p-images of all odd-length palindromes form a basis for K er(xj -2 — 1 ).
Proof In J~2 we have:
(X f2 -  1) °  (Xj -2 -  1) =  0,
so the (x.f2 — l)-image of all HNPs are in Ker(x.F2 — 1). On the other hand, 
in odd degrees, by remark 9.0.6 the p-image of an odd-length palindrome
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is also in Ker(x.F2 — 1). Moreover, by Theorem 9.0.7 the (xf2 — l)-image of 
all HNPs and p-image of all OLPs are linearly independent. Beside this, by 
Proposition 2.3.14 the number of all HNPs and OLPs is:
^ 2 n —3   qti—2^ _|_ c^n—l    c^ ln—3 _|_ 2
which is exactly dimKer(x.F2 — 1). Hence, (xf2 — l)-image of all HNPs and 
p-image of all OLPs also span Ker(xj-2 — 1). Therefore, (xf2 — l)-image of all 
HNPs and p-image of all OLPs form a basis for Ker(xj-2 — 1) in odd degrees 
Of 7*2- □
We can give a proof for the main theorem of this chapter.
Proof of Theorem 9.0.1. In even degrees, by Corollary 9.0.3 we have:
K e r(x F 2 -  1) =  Im (x F 2 -  !)•
Therefore a basis for Im(xjr2 — 1) is also a basis for Ker(xj-2 — 1)> and by 
Theorem 8.0.14 the image of (xf2 — 1) has a basis consisting of the (xf2 — 1)- 
images of all higher non-palindromes and all odd-length palindromes. Hence 
this basis is also a basis for Ker(xF2 — !)• The remainder of the proof can be 
easily seen by Theorem 9.0.8. □
C oro llary  9.0.9. In odd degrees, p-images of all the odd-length palindromes 
form a basis for  Ker(xF2 — l ) / I m (x.F2 — !)•
Proof. Suppose that there are some odd-length palindromes p i , . . . ,  Pk such 
that;
p(pi) , . . .  ,p(pfc) e  K er(xf2 -  1 ) /M x .f2 -  1) 
with the property that:
p(pi) H h p(Pk) =  0 mod Im(xF2 -  1),
which means p{p\) +  • • • +  p(pie) € hn(xF2 — !)• And by Theorem 8.0.14 we 
know that, in odd degrees, (x f2 — l)-image of higher non-palindromes form 
a basis for Im(xj-2 — 1) which implies that there are higher non-palindromes 
h i , . . . ,  hk with the property that:
P(Pi) +  • • • +  P(Pk) =  ( X f 2 -  l ) O i )  +  • • • +  (x^ -2  -  ( 9 -4 )
But by the same argument in the proof of Theorem 9.0.7, equation (9.4) 
cannot hold unless both sides are zero, so it is a contradiction. Therefore, 
the p-image of all OLPs are linearly independent mod Im(xF2 — !)•
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On the other hand, since is of finite type, so we have:
dim(Ker(xjr2 -  1)/Im (x^2 -  1)) =  dimKer(xjr2 -  1) -  dim lm (x^2 -  1),
in each degree. Therefore, by Theorem 8.0.11 and Theorem 9.0.2 we have:
dim(Ker(xjr2 -  1)/Im (x^2 -  1)) =  2n_1.
Beside this, by the Proposition 2.3.14 the number of OLPs in 2n — 1 degrees is 
2"_1. Hence,the p-images: p(pi) , . . .  ,p{pk) also span Ker(xj-2 — l)/Im(x.F2 — 
1), so the p-image of all odd-length palindromes form a basis for Ker(x^* — 
1)/Im(xjp* -  1).
□
C o ro lla ry  9.0.10. In degree m, the quotient Ker(x.F2 — 1)/Im (x^2 — 1), i.e., 
the Tate cohomology of Z /2 acting on T 2 by conjugation, has dimension
/K er(xj-2 -  l ) m \  _  [0 , if m = 2n,
im ^ Im(X^2 -  1 ) m ) ~  I 271" 1, if m =  2n -  1 
Proof It can maybe seen by Corollary 9.0.3 and by Corollary 9.0.9. □
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A ppendix A
Calculations in the dual 
Leibniz-Hopf Algebra
In this Appendix the (xjf* ±  l)-image of all degree 4 and 5 basis elements are 
listed. In particular the summands of these basis elements under Im(x.F* ±  1) 
are listed according to non-increasing length order. The given tables can also 
be used for the mod p dual Leibniz algebra.
A .l Table list in degree 4
(Xj7* — 1 )(basis for T*) RESULT
(Xjf* -  1 ) (5 4) - 2 5 4
(Xj7* ~  l)(*S,3,i) “ 53,i +  S\£  +  5 4
(Xj7* ~  1)(S2,2) 5 4
(Xj7* — 1)051,3) ~Sl,3 +  *^ 3,1 +  5 4
(Xj7* ~  l)(*S,2,i,i) — *S'2 ,1,1 — 'Si,1,2 “  ^ 2,2 — «S'i>3 — 5 4
(XJ7* ~  l ) ( ‘S'l,2,l) —25'ii2,i — 6 3 ,1  — 5*1,3 “  5 4
{Xj7* “  1 ) (^ 1,1,2 ) “ 51,1,2 “  52,1,1 — 5 3 ,1  — 52,2 “  5 4
(Xj7* ~  l)('S'i,ili,i) 52,1,1 +  5i,2,1 +  5i,i,2 +  5i,3 +  5 3 ,1  +  52,2 +  5 4
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( Xjt* +  1 ) (basis fo r  F*) R E S U L T
(xf* +  1 ) ( 5 4 ) 0
{Xf* +  1 ) ( 5 3 , 1 ) £ 3,1 +  ^ 1,3 +  S4
(Xf* +  1 ) ( ^ 2 ,2 ) 25*2,2  +  S4
{Xf* +  1 ) ( ^ 1,3 ) 5 i , 3  +  5 3 ,1 +  5 4
{Xf* +  1 ) ( 5 2 , 1,1 ) 5 2 ,1 ,1  — 5 1 ,1 ,2  — 5 2 , 2  — 5 i , 3  — 5 4
{Xf* +  1 ) ( 5 i , 2 , 1 ) - 5 3 ,1 -  5 i ,3 -  5 4
{Xf* +  1 ) ('S'1,1,2 ) 5 i , i , 2  — 5 2 ,1 ,1  — 5 3 ,1  — 5 2 , 2  — 5 4
{Xf* +  1) ( ^ i ,1,1,1)
25i,1,1,1 +  52,i,i +  5i,2,i +  5i ,i,2 +  5i ,3 +  53,1 
+  52,2 +  54
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A .2 Table list in degree 5
{ x f * — 1) (basis for J7*) RESULT
{X f * -  i)(£s) -255
{XF* -  l)(^4,l) — 54,1 + 5i,4 + 5 5
{x f * -  1)(^1,4) — 5i,4 + 5 4 , 1  + 5 5
(X j r* — 1 ) (^3,2) — S3,2 + 5 2 , 3  + 5 5
{ x f * -  1)(S2,3,) — 52,3 + 53,2 + S3
{x f * -  1)(53,i,i) — S3 ,1 ,1 -  5 i,i,3  -  5i , 4 — 5 2 , 3  “  S3
{ x f * -  l)(*S,2 ,2 ,l) —52,2,1 -  £ 1 ,2 ,2  — 53,2 — 5i , 4 — S3
{x f * — 1)(<S,2,1,2) — 252,1,2 -  S-2,3 ~ 53,2 — S3
{ x f * -  l)(£l,3,l) —25l,3,i — 5 4 , 1  — 5i,4 — S3
{ x f * -  l)(<S'l,2,2) -£ l, 2 ,2  ~ £2 ,2 ,1  ~ £ 1 ,1 _  £2 ,3  ~ £ 5
{x f * -  1)(£i,i ,3) —5i,i,3 -  5 3 ,1 ,1 -  54,1 -  5 3 , 2  -  S3
{x f * — 1)(*S,2,1 ,1 ,1 )
— £2 ,1 ,1 ,1 + £ 1 ,1 ,1,2 + £2 ,1 ,2  + £l,2,2£l,l,3 + £ 2 ,3
+ £l,4 + £3 ,2  + £ 5
{x f * -  l)(£l,2,l,l)
— £l,2,1,1 + £l,l,2,1 + £2,2,1 + £l,3,l + £l,l,3 +
£2 ,3  + £l,4 + £4 ,1  + £ 5
{X f * — l)(*S'l,l,2,l)
— £l,l,2,1 + £l,2,1,1 + £3,1,1 + £l,3,l + £l,2,2 + £3,2 
+ £l,4 + £4 ,1  + £ 5
{X f * -  1) (^l ,1 ,1 ,2 )
-  £l,l,1,2 + £2 ,1,1,1 + £3,1,1 + £2,2,1 + £2,1,2 + £ 3 , 2  
+ £2,3 + £4 ,1  + £ 5
— 2 5 1 ,1 ,1 ,1 ,1 -  £ 2 ,1 ,1 ,1  — £ 1 ,2 ,1 ,1 -  £ 1 ,1 ,2 ,1  — £ 1 ,1 ,1 ,2
{x f * l)(£l,l,l,l,l) — £2 ,2 ,1  -  £2 ,1 ,2  — £ 1 ,2 ,2  — £3 ,1 ,1 — £ 1 ,3 ,1  — £ 1 ,1 ,3
— £3 ,2  — £2 ,3  — £ 1 ,4  — £4 ,1  — £ 5
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{x f * +  1 ) (basis for T * ) RESULT
(XF* +  1 )(S 5) 0
(X F * +  iH & u ) 5 u  +  5i,4  +  S 5
(Xf * +  l) (S i,4 ) S i ,4 +  54,1 +  55
(XF* +  1)(^3,2) 53,2 +  52,3 +  5 5
{x f * +  1)(^2,3) 52,3 +  53,2 +  55
(x f * +  l) (^ 3 ,l ,l ) 5 3 ,1,1 — S i ,1,3 -  S i ,4 — 52 ,3  -  Ss
(.Xf * +  l)(5 2 ,2 ,l) 52,2,1 -  S i ,2,2 _  53,2 -  S i ,4 -  55
(XF* +  1X52,1,2) — 52,3 -  53,2 — S 5
(.Xf * +  1 )(5 i,3 ,i) - S 4,1 -  S i ,4 -  S 5
{XF* +  l)(^ 'l,2,2 ) S i ,2,2 — 52,2,1 — 54,1  — 52,3 — Ss
{XF* +  l)(*S'l,l,3) S i ,1,3 — 5 3 ,1,1 — 54,1  — £ 3,2 — Ss
(XF* +  1 )(5 2 ,i,i,i)
5 2 ,1,1,1 +  S i ,1,1,2 +  5 2 ,1,2 +  S i ,2,2S i , i ,3 +  52,3  
+  S i ,4 +  53,2  +  Ss
(x f * +  1 )(5 i,2 ,i,i)
S i ,2,1,1 +  S i ,1,2,1 +  52,2,1 +  S i,3,1 +  S i ,1,3 +  
52,3 +  S i ,4 +  54,1 +  Ss
(x f * +  l ) ( S i , 1,2,1)
S i ,1,2,1 +  S i ,2,1,1 +  S 3,1,1 +  S i,3,1 +  S i ,2,2 +  S 3,2 
+  S i ,4 +  S 4,1 +  S 5
(x f * +  l)(5 'l,l,l,2 )
S i ,1,1,2 +  S 2,1,1,1 +  S 3,1,1 +  S 2,2,l +  S 2, l ,2 +  S 3,2 
+  S2,3 +  S 4 ,i +  S 5
— S 2 ,1,1,1 — S i,2,1,1 — S i ,1,2,1 — S i ,1,1,2
{x f * +  1) ( 5 i ,1,1,1,i) — S 2,2,l -  S 2, l ,2 -  S i ,2,2 — S 3,1,1 — S i,3,1 -  S i ,1,3
— S 3,2 — S2,3 — S i ,4 — S 4 ,i — S 5
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A ppendix B
Calculations in the mod 2 dual 
Leibniz-Hopf Algebra
In this Appendix the (x j-* — l)-image of all degree 4 and 5 basis elements 
are listed.
B .l  Table list in degree 4
{Xt ; ~  1) (basis fo r  J 7*) R E S U L T
(X j v  ~  iX& O 0
(x?z ~  l)(*S3,i) *5*3,1 +  *5*1,3 +  *5*4
(x .f2* - 1) (*5*2,2) *5*4
(x .f2* -  l)(Si,3) *5*1,3 +  *S*3,i +  *5*4
( X ^  ~  1) (*5*2,1 ,1 ) *5*2,1 ,1  +  *5*1,1 ,2  +  *5*2,2 +  *5*1,3 +  *5*4
(X-F2* — 1) (5 i,2,i) *5*3,1 +  *5*1,3 +  *5*4
(x^2* _  1) (£ 1 ,1 ,2 ) *5*1,1 ,2  +  *5*2,1 ,1  +  *5*3,1 +  *5*2,2 +  *5*4
(Xj% — l)(^ i, 1 ,1 ,1 ) *5*2,1 ,1  +  *5*1,2 ,1  +  *5*1,1 ,2  +  *5*1,3 +  *5*3,1 +  *5*2,2 +  *5*4
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B.2 Table list in degree 5
(Xjs* -  1 (b a s is  for .F |) RESULT
-  1 (S s) 0
(x .f 2* -  1 (S 4,l) 54,1 +  5 i,4  +  55
(x > 2* -  1 (S i,4) 5 i,4  +  54,1 +  55
-  1 (^3,2) 53,2  +  52,3 +  5 5
(XT* -  1 (^2,3) 52,3 +  53,2 +  55
{.XT* -  1 (^3,1,1) 53,1,1 +  5 i ,i ,3 +  5 i ,4 +  52,3 +  55
(x .f2* -  1 (52,2,l) 52,2,1 +  5 i ,2,2 +  53,2 +  5 i ,4 +  55
(x ^ 2* -  1 (52,1,2) 52,3 +  53,2 +  S 5
(x ^ 2* -  1 (5 l,3 ,l) 54,1 +  5 i,4  +  5 5
(XJ?  -  1 (5^2,2) 5l,2,2 +  52,2,1 +  54,1 +  52,3 +  55
(x ^ 2* -  1 ( 5 i ,i ,3) 5 i,i,3 +  5 3 ,1,1 +  54,1  +  53,2  +  55
(XJ-2* -  1 (5 2 ,1,1,1)
52,1,1,1 +  5 i,i ,i ,2  +  52,1,2 +  5i,2,2 +  5 i,i,3  +  52,3 
+  5 i,4  +  53,2  +  55
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B.3 Table list in degree 5
(.Xn  -  1 ) (b a s is  for J J ) RESULT
(X.F2* ~  l ) ( ^ 2,l ,l ,l)
*52,1,1,1 +  *5l,l,l,2 +  *52,1,2 +  *5l ,2,2 +  <5l,l,3 +  ^2,3 
+  S i ,4 +  S 3,2 +  S 3
{XT* ~  l ) ( ^ l ,2,l ,l)
Si,2 ,1 , 1  +  *5l,1,2,1 +  *52,2,1 +  *5i, 3,1 +  *5i,i,3 +  
^2,3 +  S i ,4 +  S 4,i +  <55
(x;^  ~  l)(*S'i,i,2,i)
*51,1,2,1 +  <5l,2,l,l +  *53,1,1 +  *5l,3,l +  *5l,2,2 +  *53,2
+  S i ,4 +  S 44  +  S3
(x j % ~  l ) ( ‘S'l,l,l,2)
Si,1 ,1 , 2  +  *52,1,1,1 +  S 3,1,1 +  S 2,2,l +  S 2,1,2 +  S 3,2 
+ S 2,3 +  S 4,i +  S3
S 2,1,1,1 +  S i,2,1,1 +  S i ,1,2,1 + S i,1,1,2 + S 2,2,l + S 2,1,2
{xjf; ~  l)('S'i,i,i,i,i) + S i,2,2 +  S 3,1,1 + S i,3,1 + S i ,1,3 + S 3,2 + S2,3 
+ S i ,4 + 64,1 + S3
basis for Ker(xjr* -  1)/Im (xjp* -  1)
A ^ S 1’1’1’1’1)
S i ,1,1,1,1 _j_ g2,1,1,1 _|_ g l,2 ,l,l
+  S 3’1’1
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A ppendix C
Calculations in the  
Leibniz-H opf Algebra
In this Appendix the (x.f ±  l)-image of all degree 4 and 5 basis elements 
are listed. In particular the summands of these basis elements under Im (x ± l) 
are listed according to non-decreasing length order. The given tables can also 
be used for the mod p Leibniz algebra.
C .l Table list in degree 4
(X-F ~ 1) (basis for F ) R E SU LT
(Xj7 - 1 ) (S 4)
-  2S 4 +  S'3’1 +  -S2’2 -  S 2’1’1 +  S 1’3 -  S 1’2’1
-  S 1,1,2 +  S 1’1’1’1
(X-F - 1X S 3’1) -S '3’1 +  S 1’3 -  S 1’2’1 -  S 1’1’2 +  S 1’1’1’1
(Xf  - 1 )(S 2’2) -52,1,1 _  51,1,2 +  51,1,1,1
(Xjf —1X S 2’1’1) -52,1,1 _  51,1,2 +  51,1,1,1
(X.F —1X S 1’3) —S 1,3 +  s 3’1 -  S 2’1’1 -  S 1’2’1 +  S 1’1’1’1
(Xf- — 1) (5'1,2,1) - 2 S 1’2’1 +  S 1’1’1’1
(Xf — 1)(SM) -51,1,2 _  52,1,1 +  51,1,1,1
(X.F — 1  ) ( s u , U ) 0
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(X.F+ 1 (basis for F) RESU LT
(Xjf +  1 ( S 4)
S3’1 +  s 2’2 -  S2’1’1 +  s 1’3 -  S 1’2’1 
-  S 1,1’2 +  S 1’1’1,1
(x^ +  i (S3,1) 53,1 +  5-1,3 _  5 1,2|1 _  £1,1,2 +  £1,1,1 ,1
(x^ + 1 (S'2’2) 2S2,2 -  S2’1’1 -  S 1’1’2 +  S 1’1’1’1
(XJ-+ 1 (S'2,1,1) £2,l, l_£l,l ,2 +  £l,l,l,l
(XJ-+ 1 (S1-3) £1,3 +  £3,1 _  £2,1,1 _  £1,2,1 +  £1,1,1,1
(Xj^  +  1 (S'1’2’1) £1,1,1,1
(XJ-+ 1 (S1’1’2) £U,2 _  £2,1,1 +  £1,1,1,1
(x^ + 1 (S1’1’1’1) 2£1,1’1’1
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C.2 Table list in degree 5
(x t  -  1) (basis fo r T) RESULT
{Xt  -  1 )(S 5) 
i x T - m 4-1)
{XT - 1  )(S 3'2)
iXF -  1 )(S 1A)
(XT -  1)(‘S'2’3)
(x^ -  m 2’2’1)
(x t  -  m s 2-1’2)
( X t - 1) ( S w )
(XT -  1)(SW )
-  25s +  5 4,1 +  S 3'2 -  S 3,1,1 + S 2'3 -  S 2'2,1
-  S2,1’2 +  5 2,1,1’1 +  S M -  S 1'3’1 -  S 1,2,2+  
51,2,1,1 _  51,1,3 _|_ 51,1,2,1 51,1,1,2 _  1^,1,1,1,1
-  S4,1 +  S 1'4 -  5 1,3,1 -  5 1,2,2 +  5 1’2,1,1 
_  51,1,3 _|_ 5U ,2,1 51,1,1,2 _  ^1,1,1,1,1
>^3,2 _|_ ^ 2,3 52,2,1 52,1,2 _j_ 52,1,1,1 
_  51,1,3 _|_ 5M ,2,1 51,1,l,2gl, 1,1,1,1
-  s 1'4 +  S4,1 -  5 3,1,1 -  5 2,2,1 +  5 2'1'1'1 
_  51,3,1 _|_ 51,2,1,1 _j_ 51,1,2,1 _  1^,1,1,1,1
_  g 2,3 g 3,2 _  53,1,1 _  52,1,2 _j_ 52,1,1,1 
_  ^1,2,2 51,2,1,1 _|_ 51,1,1,2 _  g l,1,1,1,1
_  53,1,1 _  51,1,3 _|_ 51,1,2,1 _|_ 51,1,1,2 _  51,1,1,1,1
_  52,2,1 _|__ 51,2,2 _|_ 51,2,1,1 _|_ 51,1,1,2 _  51,1,1,1,1
_  25 2’1’2 +  52,1,1,1 _j_ 51,1,1,2 _  51,1,1,1,1
-  251,3,1 +  5 1,2’1’1 +  5 1’1’2’1 -  s1,1,1,1,1
_  51,2,2 _  52,2,1 _l_ 52,1,1,1 _l_ 51,1,2,1 _  51,1,1,1,1
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(Xf  ~ ) (basis fo r J 7) RESULT
{Xf  ~ )(5'1,1,3) _  51,1,3 _  53,1,1 _|_ 52,1,1,] gl,2,1,1 _  51,1,1,1,1
{Xf  ~ ) (S2^ ) _  52,1,1,1 _|_ 51,1,1,2 _  g l,1,1,1,1
{Xf  ~ ) (S1'2,1’1) _  51,2,1,1 _|_ 51,1,2,1 _  g l,1,1,1,1
(Xf  ~ X S 1’1* 1) _  51,1,2,1 51,2,1,1 _  g l,l,1,1,1
(Xf  ~ X S 1'1'1'2) _  51,1,1,2 52,1,1,1 _  g l,1,1,1,1
(Xf  ~ )(5 1’1>1’1’1) —251,1,1’1,1
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(Xf  +  1) (basis for J 7) R E SU LT
5 4>1 _|_ ^ 3,2 _ 53,1,1 _|_ ^ 2,3 _ 52,2,1 _ 52,1,2
U r  + l  )(5 5) +  5 2’1’1'1 +  S'1’4 -  S'1,3,1 -  S'1,2,2 +  S 1,2,1,1 
-  S'1,1,3 +  S'1’1’2’1 +  1,1,2 +  - 5 1,1,1,1,1
(x f  +  i KS4-1)
g 4-1 _j_ 5 1-4 _  51,3,1 _  51.2,2 _|_ 51,2,1,1 _  51,1,3 
_l_ 51,1,2,1 _|_ 51,1,1,2 _  51,1,1,1,1
(Xt  +  1 )(S 3’2)
53,2 _|_ 52,3 _  52,2,1 _  52,1,2 _|_ 52,1,1,1 _  51,1,3 
_l_ 51,1,2,1 _|_ 51,1,1,2 _  51,1,1,1,1
(X^ +  1) (5 W)
S 1A + s 4'1 -  s 3'1'1 -  S 2'2’1 +  5 2,1’1’1 +  5 1,3,1
51,2,1,1 _|_ 51,1,2,1 _  g l , 1,1,1,1
( X ^ + 1) (5 2’3)
52,3 _|_ 5.3,2 _  53,1,1 _  52,1,2 _j_ 52,1,1,1 _  51,2,2 
_|_ 51,2,1,1 _|_ 51,1,1,2 _  ^1,1,1,1,1
(XT + m S 3’1’1) 53,1,1 _  51,1,3 51,1,2,1 _|_ 51,1,1,2 _  51,1,1,1,1
(x ^  +  iK S 2-2-1)
52,2,1 _  51,2,2 _|_ 51,2,1,1 _j_ 51,1,1,2 _  51,1,1,1,1
(X f  +  I K S 2'1'2) 52,1,1,1 51,1,1,2 _  51,1,1,1,1
(Xt  + m S 1'3'1) 51,2,1,1 _|_ 51,1,2,1 _  51,1,1,1,1
(XT + m S 1’2'2) 51,2,2 _  52,2,1 _|_ 52,1,1,1 _|_ 51,1,2,1 _  51,1,1,1,1
i x s + m s 1'1'3) 51,1,3 _  53,1,1 _|_ 52,1,1,1 _j_ 51,2,1,1 _  51,1,1,1,1
(x t + m s 2'i x i ) 52,1,1,1 _|_ 51,1,1,2 _  51,1,1,1,1
(x t + m s 1’2’1’1) 51,2,1,1 _|_ 51,1,2,1 _  51,1,1,1,1
(x t + m s 1-1’2'1) 51,1,2,1 _|_ 51,2,1,1 _  51,1,1,1,1
(x t + m s 1’1'1-2) 51,1,1,2 _|_ 52,1,1,1 _  51,1,1,1,1
(x t + m s 1’1’1'1’1) 0
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A ppendix D
Calculations in the mod 2 
Leibniz-Hopf Algebra
In this Appendix the (x?2 — l)-image of all degree 4 and 5 basis elements are 
listed.
D .l Table list in degree 4
(Xf2 ~ 1 )(basis for T 2 ) RESULT
(X-F2 ~ 1 )(s4) S'3 ’ 1 + S 2,2 +  5 2 ,1 ,1  +  S' 1 ’3 +  S' 1 ’2 ’ 1 + S' 1 ,1 ,2  4- S' 1 ,1 ,1 ,1
{XF2 “ 1 ) ( & ' ) S'3 ’ 1 +  5 1 ,3 +  S' 1 ’2 ’ 1 +  S 1'1*2 +  S 1 ’ 1 ’ 1 ’ 1
(Xj^2 “ 1 )(S2’2) 5 2 ,1,1 + 5 1 ,1 ,2 +  5 1 ,1 ,1,1
(Xj^ 2 - 5 2 ,1,1 +  5 1 ,1 ,2 +  5 1 ,1,1,1
(x^2 - m 1'3) 5 1 , 3  +  5 3 , 1  +  5 2 ,1,1 +  5 1 ,2 ,1 +  5 1 ,1,1,1
(XF2 ~ 1 ) (5 1’2’1) 5 1 ,1,1,1
(X^ 2  “ 1 ) ( ^ ’2) 5 1 ,1 ,2 +  5 2 ,1 ,1 +  5 1 ,1 ,1,1
{Xf2 - 1)(5 1,1,M) 0
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D.2 Table list in degree 5
(X^2 -  1 )(basis for T2) RESULT
(X? 2 “  1) ( 5'5)
(Xr 2 -  1 )(S^)
( X ? 2 -  1 ) ( S 3'2)
( * *  -  1 )(S« )
( * *  -  1) ( 5 2,3) 
(Xr2 -  1 )(S3^ )
(xr2 -  m s 2-2'1)
(Xr2 ~  m S 2-1'2) 
(Xr2 ~ m s 1'3’1)
(Xs2 ~ m s 1’2’2)
5 1.1 + S 3,2 +  5 S,1,1 +  5 2,3 +  52,2,1
+  5 2’1,2 +  5 2,1,1’1 +  S 1,4 +  S 1'3 '1 +  S 1,2,2+
51.2.1.1 +  51,1,3 +  5I, 1,2,1 +  51,1,1,2 +  5 I ,1,1,1,1
S 4J +  S 1’4 +  S U 1  +  S 1A2 +  S 1A1'1 
+ S 1'1'3 +  S 1'1'2 '1 +  S 1'1’1'2 +  S 1’1’1’1'1
S3' 2 +  s 2'3 +  5 2'2’1 +  S 2'1'2 +  5 2,1,1,1 
+  S 1,1,3 +  5 1,1,2’1 +  5 1,1,1’2 +  S 1'1'1’1'1
S 1’4 +  S 4'1 +  S 3’1'1 +  S2 '2'1 +  S 2 '1'1,1 
+ S 1’3 '1 +  S 1'2 '1'1 +  S 1'1'2 '1 +  S 1’1'1’1'1
S 2,3 +  5 3,2 +  53 ,1,1 +  5 2,1,2 +  £ 2,1,1,1
+  51.2,2 +  51, 2,1,1 +  5 I ,1,1,2 +  5 1,1.1,1,1
53.1.1 +  51,1,3 +  S l, 1,2,1 +  5.1,1,!, 2 +  51,1,1,1,1
52.2.1 +  51,2,2 +  51,2,1,1 +  51,1,1,2 +  51,1,1,1,1
g2 ,1,1,1 _|_ £1,1,1,2 _|_ £ l , l ,1,1,1 
£1,2,1,1 _|_ £ l , 1,2,1 _|_ ^1,1,1,1,1
_j_ £<1,2,2 _|_ £2,2,1 _|_ £2,1,1,! _|_ £ l , 1,2,1 _|_ £ l , 1,1,1,1
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{Xt2 ~ ) (basis for T 2 ) RESU LT
(X-F2 ~ ) (^ U ’3) £1,1,3 +  £3,1,1 +  £2,1,1,! +  £1,2,1,! +  £1,1,1,1,1
(Xf2 ~ )(5 2,1,1,1) £2,1,1,1 £ l,l,l,2  _|_ £ l , 1,1,1,1
[Xt2 ~ X S 1’2’1’1) £1,2,1,1 _j_ £ l ,1,2,1 _|_ £ l ,  1,1,1,1
{X?2 ~ X ^ 1’1’2’1) £ l , 1,2,1 _j_ £1,2,1,1 _j_ £ l , 1,1,1,1
{Xt2 ~ X S 1'1'1'2) £ U , 1,2 +  £2,1,1,1 +  £1,1,1,1.1
{X?2 “ ) (S'1,1,1’1’1) 0
basis for Ker(x^2 -  1)/Im(xjr2 -  1)
p(£1,1,1,1,1) £1,1,1,1,1
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