Abstract: We prove that a small blocking set of PG(2, q) is "very close" to be a linear blocking set over some subfield GF(p e ) < GF(q). This implies that (i) a similar result holds in PG(n, q) for small blocking sets with respect to k-dimensional subspaces (0 ≤ k ≤ n) and (ii) most of the intervals in the interval-theorems of Szőnyi and Szőnyi-Weiner are empty.
Introduction
Throughout this paper we work in projective spaces over the Galois field GF(q), q = p h , and p is a prime. Projective (and affine) spaces of n dimension over GF(q) are denoted by PG(n, q) (and AG(n, q), resp.) We use homogeneous coordinates and the notation V = (X, Y, ..., T ) meaning a suitable vector of variables. The (scalar) product of two vectors is defined in the standard way as ab = a · b = i a i b i . For denoting vectors we may vary boldface and underline notation, the latter will usually mean a point from an affine space while the boldface ones are usually vectors (with homogeneous coordinates) from a projective space.
Let S be a pointset of PG(n, q), S = {P i = (a i , b i , ..., d i ) : i = 1, ..., |S|}. Here we define our main tool for investigating combinatorial properties of S.
Definition 1.1 The Rédei-polynomial of S is defined as follows:
H S (X, Y, ..., T ) = H(X, Y, ..., T ) :
The points (x, y, ..., t) of H correspond to hyperplanes (with the same (n + 1)-tuple of coordinates) of the space. The multiplicity of a point (x, y, ..., t) on H is r iff the corresponding hyperplane [x, y, ..., t] intersects S in r points exactly.
As our main interest is in the case n = 2, we go into the details for planar pointsets.
Let S be a pointset of PG (2, q) . For each j = 0, ..., |S|, h j (Y, Z) is a homogeneous polynomial in two variables, either of total degree j precisely, or (for example when 0 ≤ j ≤ N X − 1) h j is identically zero. If H(X, Y, Z) is considered for a fixed (Y, Z) = (y, z) as a polynomial of X, then we write H y,z (X) (or just H(X, y, z)). We will say that H is a curve (union of |S| linear components) in the dual plane, the points of which correspond to lines (with the same triple of coordinates) of the original plane. The multiplicity of a point (x, y, z) on H is r iff the corresponding line [x, y, z] intersects S in r points exactly.
Remark 1 Note that if r = 1, i.e. [x, y, z] is a tangent line at some (a t , b t , c t ) ∈ S, then H is smooth at (x, y, z) and its tangent at (x, y, z) coincides with the only linear factor containing (x, y, z), which is a t X + b t Y + c t Z.
In Section 2 we give a short summary about linear pointsets. In Section 3 the known bounds and structure results on small blocking sets are enlisted. In Section 4 we introduce the algebraic curves that are used to examine small planar blocking sets; some of these curves are old, some are new. For completeness (and because we need the ideas and notions in it) we reformulate the proof of a theorem of Szőnyi stating that a small blocking set B has an exponent, that is a maximal integer e (1 ≤ e ≤ h) such that every line intersects B in 1 modulo p e points. Then we prove that almost all secant lines, i.e. all the short secants ((p e + 1)-secants) intersect the blocking set in a GF(p e )-linear pointset, so in a PG(1, p e ). A consequence of a lemma of Blokhuis gives that "almost all" secants are short secants. In particular, it follows immediately that GF(p e ) is a subfield of GF(q) and e|h.
In Section 5 some higher dimensional corollaries are collected.
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2 Linear pointsets
Affine linear pointsets
Linear pointsets has gained an important role in the theory of blocking sets. First we give the definition of affine linear pointsets:
is a subfield of GF(q), and (ii) there is an affine space AG(n ′ , q) containing AG(n, q) such that S is a one-to-one projection of a subgeometry AG(t, p e ) ⊂ AG(n ′ , q) from a suitable subspace ("vertex") V onto AG(n, q).
Algebraically this means that if we suppose that S contains the origin and has size |S| = (p e ) t , then one can choose t points (vectors) v 1 , ..., v t of AG(n, q) such that B is the vectorspace spanned by them over GF(p e ), i.e.
Suppose that we have an affine pointset S with the suspect that it is GF(p e )-linear in the affine sense. W.l.o.g. suppose that the origin is in S. Then S is GF(p e )-linear if and only if (i) (a 1 , b 1 , ...), (a 2 , b 2 , ...) ∈ S imply (a 1 + a 2 , b 1 + b 2 , ...) ∈ S and (ii) (a, b, ...) ∈ S, c ∈ GF(p e ) imply (ca, cb, ...) ∈ S.
It gets much harder if S is non-affine.
Projective linear pointsets
The general geometric definition in the projective case is the following:
is a subfield of GF(q), and (ii) there is a projective space PG(n ′ , q) containing PG(n, q) such that S is a projection of a subgeometry PG(t, p e ) ⊂ PG(n ′ , q) from a suitable subspace ("vertex" or "center") V to PG(n, q).
Note that here dim(V ) = n ′ − n − 1 and the projection is not necessarily one-to-one.
Projective linear pointsets are much more complicated then affine ones. One way of algebraic description is that S is GF(p e )-linear iff one can choose t + 2 points (vectors) v 0 , v 1 , ..., v t , v t+1 of PG(n, q) such that S is the "span" of them over GF(p e ), i.e.
(1) their homogeneous coordinates are chosen in such a way that
(As usual, for any µ ∈ GF(q) * and any vector u, the point µu represents the same point). So we get
points, possibly counted with multiplicities. In this case some points may well coincide. Let's examine the structure of multiple points! For any point u ∈ S consider the (homogeneous) t + 1-tuples L u = {(λ 1 , ..., λ t+1 )} ⊂ PG(t, p e ) defining it with u = t+1 i=1 λ i v i . Obviously any L u is a projective subspace of PG(t, p e ) (so all the multiplicities are of the form
for i ∈ {0, 1, ..., t}), and {L u : u ∈ S} is a partition of PG(t, p e ).
Note that, because of (2) above, most of the subspaces L u are in fact points of PG(t, p e ).
Define the matrix
It can happen if the v i -s are dependent over GF(q) (as usually they are). Consider the ((n + 1) × (t + 1)) matrix U defined above. Let W be the projective subspace of PG(t, q) consisting of nonzero vectors w for which U w ⊤ = 0. (It may be the empty set if n ≥ t.) If W = ∅ then all the points of S are distinct.
Note that, counting without multiplicities, the number of points in S satisfies
and the author conjectures that if GF(p e ) is the "maximum field of linearity" then
It is interesting to find the Rédei polynomial of the linear pointset S (here V is the vector of variables (X, Y, ..., W ) of length t + 1):
. . .
Proof: To prove this first observe that both H and the determinant is of degree 1 + p e + p 2e + ... + p te . Hence it is enough to prove that each factor (
V of H appears in the determinant as well.
W.l.o.g. suppose that λ 1 = 0. Multiply the first column of the determinant by the constant λ 1 , then successively add λ 2 ·(the second column), ..., λ t+1 ·(the (t + 1)-th column) to the first column, this process does not change the determinant essentially. Now the first column is ( ( 
Take the (p e ) j -th power of this equation, it is t+1 i=1 λ i (v i x) p je = 0, meaning that the linear combination of the columns of the determinant above (after substituting V = x), with the same λ i -s, result in the zero vector, hence the value of the determinant is zero.
The other direction is true as well, i.e. if the determinant is zero for some substitution V = x = (x, y, ..., w) then there is a point P = Intuitively, if a hyperplane [x, y, ..., w] contains
points of S, as the intersection is a linear set generated by some u 0 , u 1 , ..., u k+1 ∈ S, then it means that there are k + 1 independent equations for the columns of the determinant above (i.e. k + 1 independent vectors λ = (λ 1 , ..., λ t+1 ), each coming from a u j , expressed from the v i -s), hence the rank of the matrix is (t + 1) − (k + 1).
It implies that (x, y, ..., w) is a point of H(X, Y, ..., W ) with multiplicity
precisely (as it has to be).
If for example p te = q then S is a blocking set with respect to hyperplanes, since for any hyperplane [x, y, ..., w] the Rédei polynomial H(x, y, ..., w) vanishes: the first and the last rows of the determinant above are identical after the substitution.
Finally note that now H(X, Y, ..., W ) may contain multiple factors. (Removing all but one copies of a multiple point the blocking property remains intact.)
Small blocking sets
A blocking set with respect to k-dimensional subspaces is a pointset meeting every k-subspace. As a blocking set plus a point is still a blocking set, we are interested in minimal ones (with respect to set-theoretical inclusion) only. Note that in a (projective) plane the only interesting case is k = 1.
In any projective plane of order q the smallest blocking set is a line (of size q +1). In PG(2, q) there exist minimal blocking sets of size ∼ 3 2 q; the projective triangle of size 3(q + 1)/2 if q is odd and the projective triad (which is a linear pointset in fact) of size 3q/2+1 if q is even. In general, in PG(n, q) it is easy to construct a blocking set with respect to k-dimensional subspaces; the smallest example is a subspace of dimension n − k (so consisting of
∼ q n−k points), this example is called trivial. Another easy one is a cone, with a planar blocking set as a base and an (n − k − 2)-dimensional subspace as vertex; if the base was of size ∼ 3 2 q then the blocking set will be of size ∼ 3 2 q n−k roughly. A blocking set with respect to k-dimensional subspaces of PG(n, q) is said to be small if it is smaller than 3 2 (q n−k + 1), in particular in the plane it means that |B| < 3(q + 1)/2.
A most interesting question of the theory of blocking sets is to classify the small ones. A natural construction (blocking the k-subspaces of PG(n, q)) is a subgeometry PG(h(n−k)/e, p e ), if it exists (recall q = p h , so 1 ≤ e ≤ h and e|h).
It is easy to see that the projection of a blocking set, w.r.t. k-subspaces, from a vertex V onto an r-dimensional subspace of PG(n, q), is again a blocking set, w.r.t. the (k + r − n)-dimensional subspaces of PG(r, q) (where dim(V ) = n − r − 1 and V is disjoint from the blocking set).
A blocking set of PG(r, q), which is a projection of a subgeometry of PG(n, q), is called linear. (Note that the trivial blocking sets are linear as well.) Linear blocking sets were defined by Lunardon, and they were first studied by Lunardon, Polito and Polverino [9] , [10] .
Conjecture 3.1 The Linearity Conjecture. In PG(n, q) every small blocking set, with respect to k-dimensional subspaces, is linear.
There are some cases of the Conjecture that are proved already. Theorem 3.2 For q = p h , every small minimal non-trivial blocking set w.r.t. k-dimensional subspaces is linear, if (a) n = 2, k = 1 (so we are in the plane) and (i) (Blokhuis [4] ) h = 1 (i.e. there is no small non-trivial blocking set at all);
(ii) (Szőnyi [14] ) h = 2 (the only non-trivial example is a Baer subplane with p 2 + p + 1 points);
(iii) (Polverino [11] ) h = 3 (there are two examples, one with p 3 + p 2 + 1 and another with p 3 + p 2 + p + 1 points);
(iv) (Blokhuis, Ball, Brouwer, Storme, Szőnyi [3] , Ball [1] ) if p > 2 and there exists a line ℓ intersecting B in |B ∩ ℓ| = |B| − q points (so a blocking set of Rédei type);
(b) for general k:
(ii) (Storme-Weiner [13] (for k = n − 1), Bokler [8] and Weiner [16] ) h = 2, q ≥ 16;
(iii) (Storme-Sziklai [12] ) if p > 2 and there exists a hyperplane H intersecting B in |B ∩ H| = |B| − q n−k points (so a blocking set of Rédei type).
There is an even more general version of the Conjecture. A t-fold blocking set w.r.t. ksubspaces is a pointset which intersects each k-subspace in at least t points. Multiple points may be allowed as well.
Conjecture 3.3 The Linearity Conjecture for multiple blocking sets:
In PG(n, q) any t-fold blocking set B, with respect to k-dimensional subspaces, is the union of some (not necessarily disjoint) linear pointsets B 1 , ..., B s , where B i is a t i -fold blocking set w.r.t. k-dimensional subspaces and t 1 + ... + t s = t; provided that t and |B| are small enough (t ≤ T (n, q, k) and |B| ≤ S(n, q, k) for two suitable functions T and S).
Note that there exists a ( 4 √ q + 1)-fold blocking set in PG(2, q), constructed by Ball, Blokhuis and Lavrauw [2] , which is not the union of smaller blocking sets. (This multiple blocking set is a linear pointset.) In this paper we examine 1-fold blocking sets only.
Polynomials and curves related to planar blocking sets
We are going to examine the Rédei polynomial associated to a blocking set B with |B| = q + k points. We will assume that |B| < 2q and later we will focus on small blocking sets, i.e. k ≤ (q + 1)/2. From the definition it is obvious that the Rédei polynomial of B
• H(X, Y, Z) vanishes for every triple/vector (x, y, z) ∈ GF(q) 3 , i.e. for every line [x, y, z];
• H is fully reducible (i.e. splits into linear factors over GF(q));
• H is homogeneous, of total degree |B|.
This means that in GF(
q)[X, Y, Z] the polynomial H(X, Y, Z) is an element of the ideal (X q −X); (Y q −Y ); (Z q −Z) , moreover, of the ideal (Y q Z−Y Z q ); (Z q X−ZX q ); (X q Y −XY q ) .
Three new curves
In this subsection we introduce three nice algebraic curves. We use the notations V = (X, Y, Z);
. Let B be a minimal blocking set of PG(2, q). Since H(X, Y, Z) vanishes for all homogeneous (x, y, z) ∈ GF(q) × GF(q) × GF(q), we can write it as
where g 1 , g 2 , g 3 are homogeneous polynomials of degree k − 1 in three variables and g = (g 1 , g 2 , g 3 ). Note that g is not determined uniquely, it can be changed by g ′ = g + g 0 V for any homogeneous polynomial g 0 = g 0 (X, Y, Z) of total degree k − 2, if k < q. Why is this the most natural setting? For example observe that if B is the pointset of the
Then
The following lemma summarizes some fundamental properties of g. 
aX+bY +cZ , so it remains a blocking set.
(2) Such a factor would divide H as well, which splits into linear factors. Then for a linear factor see (1.2).
If 
Proof: Let ∇ = (∂ X , ∂ Y , ∂ Z ) denote the derivation operator, then by Remark 1
Here (x, y, z) = g(x, y, z) as their cross product is (a t , b t , c t ).
If [x, y, z] is a secant line then there are more than one components of H going through (x, y, z) hence 0 = (∇H)(x, y, z) = (x, y, z) × g(x, y, z).
Note that when B is a small blocking set, then there is a natural choice for g, see there.
Three old curves
In this section we will present the method using three old algebraic curves. Most of the results here were achieved by Szőnyi in [14] , who used a pair of curves only. He showed that blocking sets of size less than 3(q + 1)/2 intersect every line in 1 modulo p points. This immediately implies Blokhuis' theorem for blocking sets in PG(2, p). We need to rephrase some of Szőnyi's results with slightly modified proofs as well.
The algebraic curves examined here were already defined in the previous section, they are f 1 , f 2 and f 3 of f = V × g.
Let now B be a minimal blocking set of PG(2, q), of size |B| = q + k. We still suppose that |B| < 2q. Since H(X, Y, Z) vanishes for all (x, y, z) ∈ GF(q) × GF(q) × GF(q), we can write it as
where f = (f 1 , f 2 , f 3 ) and deg(f i ) ≤ k as polynomials in three variables. Let's examine f 1 first, obviously f 2 and f 3 behave very similarly.
Proposition 4.3 f 1 is the curve of degree k defined by
Proof: Obvious from the definitions. As deg(h j ) = j (or h j ≡ 0), the polynomial f 1 (X, Y, Z) is homogeneous of degree k indeed.
Lemma 4.4 If the line
Proof: Obvious from the definitions: h N X contains the X-free factors of H; N X is the smallest index j for which h j is not identically zero. As, by definition, h j is gained from H = (a i X + b i Y + c i Z) by adding up all the partial products consisting of all but j (b i Y + c i Z) factors and j non-zero a i factors, each of these products will contain all the factors of h N X , so h N X |h j ∀j.
Note that the curve h N X consists of N X lines on the dual plane, all passing through (1, 0, 0). The next proposition summarizes some important properties of the Rédei polynomial and of this algebraic curve. (2.1) For a fixed (0, −z, y) ∈ B the polynomial (X q − X) divides H y,z (X). Moreover, if k < q − 1 then H y,z (X) = (X q − X)f 1 (X, y, z) for every (0, −z, y) ∈ B; and f 1 (X, y, z) splits into linear factors over GF(q) for these fixed (y, z)'s. This theorem shows that the curve f 1 has a lot of GF(q)-rational points and helps us to translate geometric properties of B into properties of f 1 . The condition (0, −z, y) ∈ B means that we do not discuss lines xX + yY + zZ = 0 containing a point at infinity of B. If such a point (0, −z, y) ∈ B exists then H y,z (X) = H(X, y, z) ≡ 0 and we lose all information. Proof: (1) is straightforward from the definition of the Rédei polynomial. The multiplicity of a root X = x is the number of linear factors in the product defining H(X, Y, Z) that vanish at (x, y, z), which is just the number of points of B lying on the line [x, y, z]. The first part of (2.1) follows from (1) and the well-known fact that x∈GF(q) (X − x) = X q − X. The rest of (2.1) is obvious.
To prove (2.2) note that if the intersection multiplicity is m, then x is an (m + 1)-fold root of H y,z (X). Now the assertion follows from (1).
The next lemma shows that the linear components off 1 correspond to points of B which are not essential. Recall also a lower bound on the number of GF(q)-rational points of certain components of f 1 , see Blokhuis, Pellikaan, Szőnyi [7] .
Lemma 4.7 (1) The sum of the intersection multiplicities I(P, f 1 ∩ l P ) over all GF(q)-rational points P of f 1 is at least deg(f 1 )(q + 1) − deg(f 1 )N X , where l P denotes the line through P and (1, 0, 0) (the "horizontal line"). If g is a component of f 1 , then the corresponding sum for g is at least deg(g)(q + 1) − deg(ḡ)(N X ), where g 0 = g.c.d.(g, h N X ) and g = g 0ḡ .
(2) Let g(X, Y, Z) be a component of f 1 (X, Y, Z) and suppose that it has neither multiple components nor components with zero partial derivative w.r.t. X. Then the number of GF(q)-rational points of g is at least
Proof: Let g = g 0ḡ , where g 0 contains the product of some linear components (hence g 0 |h N X ) andḡ has no linear component; s = deg(g),s = deg(ḡ). First note that the linear components of h N X all go through (1, 0, 0) whilef 1 does not. For any fixed (Y, Z) = (y, z), for which (0, −z, y) ∈ B, the polynomial f 1 (X, y, z) is the product of linear factors over GF(q), hence the same is true for every divisor g of f 1 . So the number of points, counted with the intersection multiplicity of g and the horizontal line at that point, is at leasts(q + 1 − N X ) + deg(g 0 )(q + 1). To count the number of points without this multiplicity we have to subtract the number of intersections ofḡ andḡ ′ X , that is at mosts(s − 1) by Bézout's theorem. Note also that in this counting the common points ofḡ andḡ ′ X are counted once if the intersection multiplicity of g and the horizontal line at P is is not divisible by p, and the points with intersection multiplicity divisible by p are not counted at all. Hence we have at leasts(q +1−N X )+(s−s)(q +1)−s(s−1) points of g. These elementary observations already yield interesting results on blocking sets. We mention without a proof that Lemma 4.7, combined with the Weil-estimate on the number of rational points of an algebraic curve gives the result of Bruen |B| ≥ q + √ q + 1.
* * *
We give another proof for the following statement.
there are no terms of degree less than q on the left hand side (as it is homogeneous of degree q + k), so these terms, i.e. V · f , must vanish as on the right hand side as well.
If k ≥ q then f is not necessarily unique in the decompositon of H. But if we choose f = V×g for some g then Lemma 4.8 remains valid (otherwise it may happen that V · f is not the zero polynomial).
We have seen already that if [x, y, z] is a secant line then each of the algebraic curves f 1 , f 2 , f 3 go through the point (x, y, z) in the dual plane. Where are the other (extra) points of e.g. f 1 ? They are exactly the points of h N X of Lemma 4.4, so points on factors corresponding to points with a i = 0.
If one fixes (Y, Z) = (y, z) then H(X, y, z) is divisible by (X q − X). If H(X, y, z) ≡ 0, so if (0, −z, y) ∈ B ∩ L X then for an (x, y, z) ∈ GF(q) × GF(q) × GF(q) if the line with equation xX +yY +zZ = 0 intersects B in at least two points (cf. Proposition 4.5 (2.2)) then f 1 (x, y, z) = 0. One can repeat the same reasoning for f 2 , f 3 and this immediately gives the following lemma:
Lemma 4.9 The curves f i have almost the same set of GF(q)-rational points. The exceptional points correspond to lines intersecting
Lemma 4.10 If k < q − 1 then the polynomials f 1 , f 2 and f 3 cannot have a common factor. Moreover, e.g. f 1 and f 2 have a common factor g iff (0, 0, 1) ∈ B and g = Z.
Proof: Such a common factor must divide H(X, Y, Z), hence it must be divisible by
Suppose that g is a common factor of f 1 and f 2 , then from
Therefore, (f 1 , f 2 , f 3 ) is a triple of polynomials (algebraic curves) having no common factor (component), but they pass through almost the same set of GF(q)-rational points.
Small blocking sets
Lemmas 4.9 and 4.10 can also be used to show that all the components of f 1 have identically zero partial derivative with respect to X. Note that for any component h off 1 , the total degree of h is the same as its degree in X. Proof: Suppose to the contrary that ϕ is a component off 1 with nonzero partial X-derivative, denote its degree by deg(ϕ) = s. By Lemma 4.7 the number of GF(q)-rational points on ϕ is at least s(q + 2 − N X − s). Since these points are also on f 2 , Bézout's theorem gives s(q + 2 − N X − s) ≤ sk, since by Lemma 4.10, if f 2 and ϕ has a common component (i.e. ϕ itself) then it cannot be a component of f 3 and one can use Bézout for ϕ and f 3 instead. This immediately implies q + 2 ≤ k + N X + s and from N X + s ≤ k it follows that k ≥ (q + 2)/2, a contradiction.
Note that it implies that all the X-exponents appearing in f 1 are divisible by p (as h N X does not involve X); and a similar statement holds for the Y -exponents of f 2 and for the Zexponents of f 3 . Let's define e, the (algebraic) exponent of B, as the greatest integer such that
By the Theorem e ≥ 1. , then the curvef 1 is irreducible (and similarly forf 2 ,f 3 ).
Proof: Suppose to the contrary that e.g.f 1 is not irreducible, and let g be a component of f 1 of degree at most (k − N X )/2. The proof of Theorem 4.11 gives p + 2
The following corollary generalizes the similar result of Rédei on blocking sets of Rédei type.
Corollary 4.13 (Szőnyi) If B is a minimal blocking set of size less than 3(q + 1)/2, then each line intersects it in 1 modulo p e points.
Proof: Take a line ℓ and coordinatise such that
Since all the components of f 1 contain only terms of exponent (in X) divisible by p e , for any fixed (Y, Z) = (y, z) the polynomial f 1 (X, y, z) = h N X (y, z)f 1 (X, y, z) itself is the p e -th power of a polynomial. This means that at the point P (x, y, z) the "horizontal line" (i.e. through P and (1, 0, 0)) intersectsf 1 (X, Y, Z) with multiplicity divisible by p e (and the same is true for f 1 ), so by Theorem 4.5 the line [x, y, z] intersects B in 1 modulo p e points.
Note that now we have |B| ≡ 1 (mod p e ). Of course, this theorem also implies Blokhuis' theorem in the prime case. 
Corollary 4.15
If B is a minimal blocking set of size less than 3(q +1)/2, then the X-exponents inf 1 , the Y -exponents inf 2 and the Z-exponents inf 3 are 0 (mod p e ); moreover all the exponents appearing in H(X, Y, Z),
Proof: The first statement is just Theorem 4.11. From this the similar statement follows for f i : the X-exponents in f 1 , the Y -exponents in f 2 and the Z-exponents in f 3 are 0 (mod p e ).
Consider a term aX αp e +1 Y β Z γ of Xf 1 in the identity Xf 1 + Y f 2 + Zf 3 ≡ 0. It should be cancelled by Y f 2 and Zf 3 , which means that it should appear in either one or both of them as well with some coefficient. It cannot appear in both of them, as it would imply exponents like X αp e +1 Y β ′ p e +1 Z γ ′ p e +1 , but the exponents must add up to k + 1, which is 2 mod p e , a contradiction. So this term is cancelled by its negative, for example contained in Y f 2 , then it looks like −aX αp e +1 Y β ′ p e +1 Z γ , where the exponents, again, add up to k + 1, which is 2 mod p e , hence γ ≡ 0 (mod p e ), so the original term of f 1 was of form aX αp e Y β ′ p e +1 Z γ ′ p e .
For h N X (Y, Z), h N Y (X, Z) and h N Z (X, Y ) recall that they are also homogeneous polynomials of total degree 1 (mod p e ) and for instance f 1 = h N Xf 1 and degf 1 = deg Xf1 , so in f 1 the terms of maximal X-degree have 0 or 1 mod p e exponents (as terms of f 1 ), on the other hand they together form h N X X k−N X .
Finally H = X q f 1 + Y q f 2 + Z q f 3 so H has also 0 or 1 mod p e exponents only.
Note that inf i other exponents can occur as well. The (geometric) exponent e P of the point P can be defined as the largest integer for which each line through P intersects B in 1 mod p e P point. It can be proved (e.g. [6] ) that the minimum of the exponents of the points in B is equal to the algebraic exponent e defined above.
Theorem 4.16 Let B be a small minimal blocking set with exponent e. If for a certain line |ℓ ∩ B| = p e + 1 then GF(p e ) is a subfield of GF(q) and ℓ ∩ B is GF(p e )-linear.
Proof: Choose the frame such that ℓ = L X and (0, 0, 1); (0, 1, 0); (0, 1, 1) ∈ ℓ ∩ B. Consider f = f 1 , now h N X (Y, Z) is a homogeneous polynomial of (total) degree p e + 1, with exponents 0, 1, p e or p e + 1, so of form αY p e +1 + βY Z p e + γY p e Z + δZ p e +1 . As
We remark that, by the following proposition, a blocking set with exponent e has a lot of (p e + 1)-secants. Similar arguments can be found in [5] .
Proposition 4.17 Let P be any point of B with exponent e P .
(1) (Blokhuis) There are at least (q − k + 1)/p e P + 1 secant lines through P .
(2) Through P there are at most 2(k − 1)/p e P − 1 long secant lines, i.e. lines containing more than p e P + 1 points of B (so at least q/p e P − 3(k − 1)/p e P + 2 (p e P + 1)-secants).
(3) There are at most 4k − 2p e P − 4 points Q ∈ B \ {P } such that P Q is a long secant.
(4) There are at least q − 3k + 2p e + 4 points in B with (point-)exponent e.
Proof: (1) was proved by Blokhuis using lacunary polynomials. To prove (2) denote by s the number of (p e P +1)-secants through P and let r be the number of (≥ 2p e P +1)-secants through P . Now sp e P +2rp e P +1 ≤ q +k. From (1) s+r ≥ (q −k +1)/p e P +1, so q/p e P −(k −1)/p e P +r +1 ≤ s + 2r ≤ q/p e P + (k − 1)/p e P hence r ≤ 2(k − 1)/p e P − 1 and s ≥ q/p e P − (k − 1)/p e P + 1 − r ≥ q/p e P − 3(k − 1)/p e P + 2. For proving (3) subtract the number of points on (p e P + 1)-secants through P from |B|, it is ≤ q + k − (q/p e P − 3(k − 1)/p e P + 2)p e P − 1 = 4k − 2p e P − 4. There is at least one point P ∈ B for which e P = e. On the p e + 1-secants through it (by (2)) we find at least 1 + p e (q/p e − 3(k − 1)/p e + 2) points, each of exponent e, it proves (4).
Recall that there are at least q + 1 − k tangent lines through P , so at most k secants through P . We also know from Szőnyi [14] that q/p e − q/p 2e + ... ≤ k ≤ q/p e + q/p 2e + 2q/p 3e + ... . Now "almost all" line-intersections of B are GF(p e )-linear (in fact they are isomorphic to PG(1, p e ) in the non-tangent case).
Corollary 4.18 For the exponent e of the blocking set, e|h (where q = p h ).
Proof: By Proposition 4.17 B has a lot of short secants. By Theorem 4.16 these intersections are all isomorphic to PG(1, p e ), so GF(p e ) is a subfield of GF(p h ) = GF(q).
Consequences
The bounds for the sizes of small blocking sets are now the following.
Corollary 5.1 Let B be a minimal blocking set of PG(2, q), q = p h , of size |B| < 3(q + 1)/2. Then there exists an integer e, called the exponent of B, such that 1 ≤ e|h, and q+1+p
e ⌈ q/p e + 1 p e + 1 ⌉ ≤ |B| ≤ 1 + (p e + 1)(q + 1) − (1 + (p e + 1)(q + 1)) 2 − 4(p e + 1)(q 2 + q + 1) 2 .
If |B| lies in the interval belonging to e and p e = 4 then each line intersects B in 1 modulo p e points. Most of the secants are (p e + 1)-secants, they intersect B in a pointset isomorphic to PG(1, p e ).
These bounds are due to Blokhuis, Polverino and Szőnyi, see [11, 14] , and asymptotically they give q + Let S(q) denote the set of possible sizes of small minimal blocking sets in PG(2, q).
Corollary 5.2 Let B be a minimal blocking set of PG(n, q), q = p h , with respect to k-dimensional subspaces, of size |B| < 3 2 (q n−k + 1), and of size |B| < √ 2q n−k if p = 2. Then
• |B| ∈ S(q n−k );
• if p > 2 then ((|B| − 1)(q n−k ) n−2 + 1) ∈ S((q n−k ) n−1 ).
If p > 2 then there exists an integer e, called the exponent of B, such that
for which every subspace that intersects B, intersects it in 1 modulo p e points. Also |B| lies in an interval belonging to some e ′ ≤ e, e ′ |h. Most of the k-dimensional subspaces intersecting B in more than one point, intersect it in (p e + 1) points precisely, and each of these (p e + 1)-sets is a collinear pointset isomorphic to PG(1, p e ).
Most of this was proved by Szőnyi and Weiner in [15] . Consider the line determined by any two points in a (p e + 1)-secant k-subspace, this line should contain p e + 1 points. Then the technique of [15] can be used to derive a planar minimal blocking set (in a plane of order q n−k ) with the same exponent e: firstly embed PG(n, q) into PG(n, q n−k ) where the original blocking set B becomes a blocking set w.r.t. hyperplanes, then choose an (n − 3)-dimensional subspace Π ⊂ PG(n, q n−k ) not meeting any of the secant lines of B and project B from Π onto a plane PG(2, q n−k ) to obtain a planar minimal blocking set, for which Theorem 4.16 and Proposition 4.17 can be applied, implying e|h(n − k). Now in PG(n + 1, q) ⊇ PG(n, q) build a cone B * with base B and vertex V ∈ PG(n + 1, q) \ PG(n, q); then B * will be a (small, minimal) blocking set in PG(n + 1, q) w.r.t. k-dimensional subspaces. The argument above gives e|h(n + 1 − k), so e | g.c.d.(h(n − k), h(n + 1 − k)) = h.
