Suppose you can color n biased coins with n colors, all coins having the same bias. It is forbidden to color both sides of a coin with the same color, but all other colors are allowed. Let X be the number of different colors after a toss of the coins. We present a method to obtain an upper bound on a median of X. Our method is based on the analysis of the probability distribution of the number of vertices with even in-degree in graphs whose edges are given random orientations. Our analysis applies to the distribution of the number of vertices with odd degree in random sub-graphs of fixed graphs. It turns out that there are parity restrictions on the random variables that are under consideration. Hence, in order to present our result, we introduce a class of Bernoulli random variables whose total number of successes is of fixed parity and are closely related to Poisson trials conditional on the event that their outcomes have fixed parity.
Introduction
The main motivation behind this work is the following problem that arose in the analysis of a network coloring game (see [12] ). Suppose you can color n biased coins with n colors, all coins having the same bias. It is forbidden to color both sides of a coin with the same color, but all other colors are allowed. Let X be the number of different colors after a toss of the coins. In what way should you color the coins in order to maximize the median of X? What about upper bounds on the median of X? In this paper we focus on the second question. In previous work (see [12] ) we presented a method to obtain upper bounds on the median of X in the case of fair coins. In this work we extend this method to the case of biased coins. Our analysis is heavily based on the following model. Suppose that G = (V, E) is a connected graph on n vertices and m n − 1 edges. For every edge e ∈ E call arbitrarily one of its endpoints head and the other endpoint tail, and consider the model in which each edge is getting a random orientation, independently and is either oriented towards its tail with probability p or oriented towards its head with probability 1 − p. The case in which all edges are oriented equiprobably towards one of the two possible directions has been well studied (see for example [2] , [5] , [10] ). Let E G be the number of vertices of even in-degree after assigning a random orientation on the edges of G. In [12] we computed the distribution of E G in the case where p equals 1 2 . In this paper we study the distribution of E G in the general case where p ∈ (0, 1). We present a method to estimate the probability distribution of E G from below, in the sense of stochastic orderings. It turns out that E G has the same parity as m − n, i.e., E G = m − n mod 2, a fact that imposes parity restrictions on the number of vertices with even in-degree. Our method applies to the distribution of the number of vertices with odd degree, O n,p (G), in random sub-graphs of a fixed graph, G, on n vertices in which we either erase an edge with probability 1 − p or keep it with probability p, independently for all edges. Again, the degree-sum formula imposes parity restrictions on O n,p (G). In particular O n,p (G) has to be even. Thus, in order to present our results, we begin by defining a class of Bernoulli random variables whose total number of successes is of fixed parity and does not seem to have been studied before. This class contains Bernoulli random variables that are closely related to Poisson trials conditional on the event that their outcome is of fixed parity. We study this class in Section 2. In Section 3 we prove that E G is stochastically larger than a certain random variable from this class and then we use this result to obtain an upper bound on the median of the number of different colors after a toss of colored coins. In Section 4 we apply our method to obtain a result on the distribution of the number of vertices with odd degree in random graphs. In Section 5 we employ our results to obtain probabilistic proofs of known results from the literature. Finally, in Section 6, we consider some open questions.
Bernoulli Trials of Fixed Parity
In this section we define and state basic properties of a class of discrete probability distributions that arise in the analysis of the random variables that are under consideration. We study Bernoulli random variables conditioned on the total number of successes having fixed parity. There has been quite some work on Bernoulli random variables conditioned on the total number of successes being at least a certain given value (see [4] and references therein). We begin by fixing some definitions and notation.
Denote by B(n, p) a binomially distributed random variable of parameters n and p. That is, B(n, p) is the number of successes in n independent and identical Bernoulli trials, Ber(p). A random variable that generalizes the binomial is defined in the following way. Fix a set of n parameters, I = {p 1 , . . . , p n }, from (0, 1) we denote by H(I) the random variable that counts the number of successes in n independent, non-identical Bernoulli trials, Ber(p i ), i = 1 . . . , n. In other words, H(I) counts the number of 1's after a toss of n independent 0/1-coins, c i , i = 1, . . . , n, having the property that coin c i shows 1, or is a success, with probability p i . The distribution of H(I) is well studied and is referred to as Poisson binomial distribution, or as Poisson trials (see [8] , [15] ). Our first result, concerning the parity of such a random variable, will be used repeatedly.
Lemma 2.1. Let I = {p 1 , . . . , p n } and h n := H(I) mod 2. Then h n is a biased 0/1 coin that shows 1 with probability
That is, the probability that a H(I) random variable is even equals
and the probability that it is odd equals
Proof. The proof is by induction on n. When n = 1 the conclusion is true. Suppose that it is true when |I| = n−1 and consider a H(I) random variable with |I| = n. Then
Given a set of parameters I = {p 1 , . . . , p n }, set α(I) := P[H(I) even] and β(I) = 1 − α(I).
Now fix a set of parameters I = {p 1 , . . . , p n } and define a random variable whose outcomes have fixed parity, in the following way. First consider the case of even outcomes. Place the 0/1 coins c 1 , . . . , c n on a line. Roll a biased die with n faces that shows i ∈ {1, . . . , n} with probability π i . That is, let π = (π 1 , . . . , π n ) be such that π i = 1 and choose i with probability π i . If the result of the die is i ∈ {1, . . . , n}, then toss all coins except c i . If the outcome after the toss has an even number of 1's, then fix the parity by letting c i to be 0. If the outcome has an odd number of 1's, then fix the parity by letting c i to be 1. The number of 1's that we see after this (slightly dependent) toss is random. Denote it by E(I, π) and call this dependent toss an even-sum toss of n coins. Similarly we define the odd-sum toss of n coins and denote by O(I, π) the number of 1's that we see after an odd-sum toss of n coins. Formally, for an even k, the probability distribution E(I, π) is defined by
and similarly for an odd ℓ, the distribution of O(I, π) is defined by
Note that in case all parameters p i ∈ I, i = 1, . . . , n, are equal to p, then the probability distribution of an even-sum toss equals
and so does not dependent on the vector π = (π 1 , . . . , π n ). Similarly for the odd-sum toss. In case all parameters p i are equal to p we will denote the random variables that count the number of successes in an even-sum (resp. odd-sum) toss of n coins by A(n, p) (resp. P (n, p)).
Notice also that in case p i = 1 2 , for all i ∈ {1, . . . , n}, the above formulas reduce to
and similarly for P (n, 1/2).
The random variables just defined are related to the random variable H(I), conditional on the event that its outcomes have fixed parity. More precisely, denote by H(I, 0) (resp.H(I, 1)) the random variable that has the same distribution as H(I) conditional on the event that it's total number of successes is even (resp. odd). That is, for even k
and, for an odd ℓ,
Hence we can obtain an outcome of a, say, H(I, 0) random variable by tossing the coins again and again until we see an even outcome. In case I consists of n parameters all equal to p, we will write B(n, p, 0) for H(I, 0) and B(n, p, 1) for H(I, 1). Thus B(n, p, 0) is the random variable whose distribution function is binomial, conditional on the event that the outcomes are even. Similarly for B(n, p, 1).
The following results shows the relation between conditional Poison trials and the Bernoulli random variables that are under consideration. Proof. For an even k, write
which can be rewritten as
and finishes the proof of the lemma.
For random variables Y, W that take values on the same sets, we will write Y ∼ W whenever Y and W have the same distribution. Note that, in case all parameters p i are equal to p, the previous lemma says that A(n, p) has the same distribution as the random variable that takes even outcomes according to the following procedure. Toss a 0/1 coin whose probability of showing 1 equals β({p} n−1 ). If the outcome is a 1, then toss n independent 0/1 coins that show up 1 with probability 1 until you see an odd outcome, and add a 1. If the outcome is 0, then toss n independent 0/1 coins that show 1 with probability p until you see an even outcome, and add a 0 to this outcome. We can formally express this as
Similarly one can prove the following result for O(I, π). Again, in case all parameters p i are equal to p, the previous lemma can be formally expressed as 
and note that if we regard H(I) as an independent sum of H(I 1 ) and H(I 2 ), then P[H(I) = k] equals
Multiply and divide the sum that runs over even indices by α(I 1 ) · α(I 2 ) and the sum that runs over odd indices by β(I 1 ) · β(I 2 ) to get the result.
Similarly, one can prove the following. 
The last two lemmata can be iterated. By doing so one gets that every H(I, 0) or H(I, 1) random variable is a mixture of independent sums consisting only of summands of the form H({a, b}, 0), H({c, d}, 1), H({e, f, g}, 0) and H({k, l, m}, 1), where a, b, c, d, e, f, g, k, l, m ∈ (0, 1). That is, one may apply the last two lemmata by partitioning I into I 1 ∪ D 1 , where D 1 is a doubleton. Then apply the lemma again by partitioning I 1 into I 2 ∪ D 2 , for some doubleton D 2 and so on. The reason to partition I this way is the next result that says that all terms of the previous mixture are rescaled biased coins. Its proof is immediate.
Lemma 2.6. Let
) and
The next result is an inequality on conditional binomial random variables. Set α n = P[B(n, p) even] and β n = 1 − α n .
Lemma 2.7. Fix a positive integer n and a real number
Proof. We induct on n. For n = 2 it is easy to check that both inequalities hold true, so suppose that both inequalities hold true for all positive integers that are n − 1. Let q = 1 − p. The fact that 1 − 2q = −1 + 2p and the symmetry of the binomial distribution imply that it is enough to check the inequalities for p ∈ (0, 1/2]. In order to simplify notation, set X n = B(n, p, 0) and Y n = B(n, p, 1). From Lemma 2.4 and Lemma 2.5 we know that
and that
Since p 1/2 it is easy to check that
if and only if
As 0 p 1/2, elementary calculations and the fact that α n = p + (1 − 2p)α n−1 imply
and the result follows from the inductional hypothesis. Similarly,
As 0 p 1/2, elementary calculations and the fact that
and, once again, the inductional hypothesis finishes the proof.
As a corollary we obtain the following result that will be used in our analysis of colored coin tosses. Recall (see [13] ) that a random variable X is said to be stochastically larger than another random variable Y , denoted by
Corollary 2.8. Let p 1 p 2 p be three real number from (0, 1) and fix a positive integer n. Then
and
Proof. We only prove the first inequality, the other can be proved similarly.
We want to prove that, for every even integer, say 2k, in {0, 1, . . . , n}, we
This inequality is equivalent to
and the later holds true if and only if
Lemma 2.7 finishes the proof.
The following result gives a lower on a median of the random variables A(n, p) and P (n, p). Recall that a median of a random variable, Y , is any number µ satisfying P[Y µ] 1/2 and P[Y µ] 1/2. Notice that this µ might not be unique. By abuse of notation, we will denote any median of Y by Med(Y ).
Lemma 2.9. Fix a p ∈ (0, 1) and a positive integer n. Then a median of a A(n, p) random variable is (n−1)p−1. Similarly, a median of a P (n, p) random variable is (n − 1)p − 1.
Proof. We prove the result for A(n, p). A similar argument works for P (n, p). For any even k, we have
Now it is well known (see [9] ) that a median of a B(n−1, p) random variable is
We will also need the following result on Bernoulli trials. Lemma 2.10. Let p ∈ (0, 1) and suppose that X i , i = 1, . . . , s are {0, 1}-valued random variables such that P[X 1 = 1] p and
Then Σ s := X 1 + · · · + X s is stochastically larger than a B(s, p) random variable. Furthermore, it is possible to define random vectors U = (U 1 , . . . , U s ) and V = (V 1 , . . . , V s ) on a common probability space so that the law of (U 1 , . . . , U s ) is the same as the law of (X 1 , . . . , X s ), each coordinate of V is an independent Ber(p) random variable and
, for all i = 1, . . . , s, with probability 1.
Proof. We want to prove that
Note that every outcome of the random variables
We associate a binary vector b = (b 1 , . . . , b s ) to every outcome of X i , i = 1, . . . , s in such a way that the number of 1's in b has the same distribution as a B(s, p) random variable. To do so, begin by drawing from X 1 . Let q 1 = P[X 1 = 1]. If X 1 = 0, then set b 1 = 0. If X 1 = 1, then let b 1 be the outcome of a 0/1 coin that shows up 1 with probability p q1 . Note that b 1 = 1 with probability p. Now, for i = 2, . . . , s do the following: Suppose that we have sampled from X 1 , ..., X i−1 and thus have formed an
If X i = 1, then let b i be the outcome of a 0/1 coin that shows up 1 with probability p qi . Notice again that b i = 1 with probability p and this does not depend on the previous values b 1 , ..., b i−1 , by (2) . Thus the number of 1's in the vector b = (b 1 , . . . , b s ) is binomially distributed. If the vector b has more than t 1's, then also the vector (X 1 , ..., X n ) has more than t 1's and first statement of the lemma follows. As x i b i , for all i = 1, . . . , s, the second statement is immediate.
The next result can be proved in a similar way.
Lemma 2.11. Let p ∈ (0, 1) and suppose that X i , i = 1, . . . , s are {0, 1}-valued random variables such that P[X 1 = 1] p and
Then Σ s := X 1 +· · ·+X s is stochastically smaller than a B(s, p) random variable. Furthermore, it is possible to define random vectors U = (U 1 , . . . , U s ) and V = (V 1 , . . . , V s ) on a common probability space so that the law of (U 1 , . . . , U s ) is the same as the law of (X 1 , . . . , X s ), each coordinate of V is an independent Ber(p) random variable and
We end with an important result, obtained by Hoeffding (see [8] ), that will be used in the next section. 
Randomly oriented graphs
Suppose that you have n colors and n biased coins, all coins having the same bias. Suppose that you color the coins in such a way that no coin has the same color on both sides. In this section we present a method to obtain upper bounds on the median of the number of different colors after a toss. Note that for every such coloring of the coins one can associate a graph whose vertices correspond to the colors and whose edges correspond to the coins. More explicitly, for each color put a vertex in the graph and join two vertices if and only if they are sides of the same coin. Note that the graph is loop-less and that it might have parallel edges, because the same colored coin may occur more than one time. In addition, note that the graph may not be connected and that there is a one-to-one correspondence between array of coins and graphs and so one can choose not to distinguish between vertices and colors as well as between coins and edges. We call this graph the dependency graph of the set of coins. Fix n biased coins that are colored with n colors. Let p ∈ (0, 1) be the bias of the coins and let G = (V, E) be the dependency graph of the colored coins. Without loss of generality we may assume that 0 < p 1 2 . Note that |V | = |E| = n. Every toss of the coins gives rise to an orientation on the edges of G. As a consequence, if X G is the number of different colors after the toss, then X G = j corresponds to the fact that j vertices in G have positive in-degree, which in turn means that n − j vertices must have in-degree 0. Note that none of the vertices of zero in-degree can be adjacent. Hence if Z G is the number of vertices of zero indegree after a toss of the coins then X G = n − Z G . In this section we present a method to obtain an upper bound on a median of X G .
In order to make an educated guess on a bound of Med(X G
. This value is achieved by a set of coins that uses every color twice and every color in this set appear exactly once in a p-side of a coin and exactly once in a q-side of some other coin.
Proof. Fix a graph G and for every v ∈ G denote by C v the event that vertex v gets positive in-degree after a toss. Then
The arithmetic-geometric mean inequality implies that
The second statement is immediate.
Notice that the graph G for which the mean of X G is maximum is a union of cycles. Note also that the function f (p) = 1 − p + p 2 , p ∈ (0, 1) is convex and attains its minimum at p = 1 2 . This means that the maximum mean is minimized when p = Finding an upper bound on a median of X G turns out to be more involved. Our main result on the median of X G is the following.
Theorem 3.2. For any loop-less multi-graph G on n vertices and n edges, a me-
The rest of the section is devoted to the proof of this theorem. We will analyze the distribution of X G via the distribution of E G , the number of vertices with even in-degree after a toss of the coins. The reason to do so is contained in the following result.
Lemma 3.3. Fix a (possibly disconnected) graph G, on n vertices and n edges as well as an orientation on the edges of G. Let Z G be the number of vertices of zero in-degree and E G the number of vertices of even in-degree in
G. Then Z G 1 2 E G .
A lower bound on Med(E G ) gives an upper bound on Med(X G ). More precisely,
From the in-degree sum formula we have that
which implies that 2Z G E G , thus proving the first statement. From this we can conclude that
and so Med(X G ) n − 1 2 Med(E G ), as required.
The idea behind looking at the number of vertices of even in-degree is the following. Recall that we are interested in obtaining an upper bound on a median of X G . Since X G = n − Z G , the problem is equivalent to obtaining a lower bound on a median of Z G . From the previous lemma we know that Z G 1 2 E G , for all oriented graphs G. This means that if we can determine a lower bound on a median of E G then we will also have obtained an upper bound on a median of X G , by Lemma 3.3. Furthermore, in case G is connected, one can "estimate" the distribution of E G from below. More precisely, let E G be the number of vertices with even in-degree after a random orientation on the edges of G. Recall (see [13] ) that if X and Y are random variables, then we say that X is stochastically larger than Y , denoted by
, for all t.
In case P[X t] = P[Y t]
, for all t we will write X = st Y . Our main result on the distribution of E G is the following. and let π be the probability vector with coordinates π v , v ∈ V . Let E G be the number of even in-degree vertices after orienting each edge towards its tail with probability p and towards its head with probability 1 − p. Assume p < 1 − p and let {p} n be the set consisting of n copies of p. Then, if m − n is even, E G is stochastically larger than a E({p} n , π) random variable. If m − n is odd, then E G is stochastically larger than a O({p} n , π) random variable.
Note that by the remarks following the definition of even-sum (resp. odd-sum) toss of n coins, we know that E({p} n , π) ∼ A(n, p) and O({p} n , π) ∼ P (n, p).
We prove this Theorem in a series of lemmata. We begin with a result that imposes parity restrictions on E G . Denote by deg − (v) the in-degree of vertex v.
Lemma 3.5. Suppose that G is a (possibly disconnected) graph on n vertices and m edges. Fix some orientation on the edges and let O G , E G be the number of odd and even in-degree vertices respectively. Then the parity of E G equals the parity of m − n.
Proof. The in-degree sum formula states that
From this we get that the parity of O G equals the parity of m. As n − E G = O G , it follows that the parity of m equals the parity of n − E G , as required.
The following labeling on the vertices and edges of a tree will also be of use. Recall that a leaf in a tree is a vertex of degree 1. Lemma 3.6. Let T be a tree on n vertices and fix any edge f ∈ T . Then there exists a labeling, v 1 , . . . , v n , of the vertices and a labeling, e 1 , . . . , e n−1 , of the edges of T such that (i) edge f has label e n−1 ; (ii) the only edge incident to vertex v i , i = 1, . . . , n − 1, among the edges with labels {e i , e i+1 , . . . , e n−1 } is the edge with label e i .
Proof. The statement is clearly true if n = 2, so suppose that n > 2. Fix a tree, T , on n > 2 vertices and choose any of its edges. Label this edge e n−1 and label its endpoints v n and v n−1 arbitrarily. Notice that not both v n and v n−1 can be leaves. If v n or v n−1 is a leaf, say v n , then consider the vertex set L of leaves in T except v n and label them v 1 , v 2 , . . . , v ℓ . If v n is not a leaf, then consider all leaves of T and label them in the same manner. Note that L is not empty even if v n is a leaf since any tree with at least two vertices has at least two leaves. Now label each edge incident to v j with e j , for j = 1, 2, . . . , ℓ. Now consider the tree T ′ := T {v 1 , v 2 , . . . , v ℓ } and repeat this process on the leaves of T ′ again sparing v n or v n−1 if it is a leaf of T ′ . We keep on labeling the leaves and edges of the subtrees until we end up with the graph consisting of the edge e n−1 only. It is evident that the labeling satisfies the required condition.
Note that we can label any edge of T with e n−1 and any endpoint of e n−1 with v n . We will call a labeling on the vertices and edges of a tree, a good labeling if it satisfies the conditions of Lemma 3.6. Notice also that if we are given a good labeling of a tree and we interchange the labels v n and v n−1 then we get another good labeling of the same tree. We collect this observation in the following. Lemma 3.7. Let T be a tree on n vertices and fix two adjacent vertices u 1 , u 2 of T . Suppose that T has a good labeling such that u 1 has label v n−1 and u 2 has label v n . Then the labeling that interchanges the labels of u 1 and u 2 and keep all other labels the same is also a good labeling.
Note that the previous lemma says that for any edge f = (u, w) of T there is a one-to-one correspondence between good labelings for which u gets the label v n and w gets label v n−1 and good labelings for which u gets the label v n−1 and w gets label v n . We will also need the following observation on the spanning trees of connected graphs.
Lemma 3.8. Suppose that G = (V, E) is a connected graph and fix any edge e ∈ E. Then there exists a spanning tree, T , of G such that e is an edge of T , i.e. e ∈ T .
Proof. Let T = (V, E ′ ) be a spanning tree of G. If e ∈ E ′ then we are done, so suppose that e / ∈ E ′ . This means that if we add e to E ′ then we create a cycle. Now note that if we delete any edge, e ′ = e, from this cycle we get a spanning tree T ′ of G for which e belongs to T ′ .
After each assignment of orientation to the edges, let x − v be the number of edges in P v that are oriented towards v, and y − v be the number of edges in Q v that are oriented towards v. In the following result we compute the probability that a certain vertex has even in-degree.
Lemma 3.9. If v ∈ V is such that y v is even, then
If v ∈ V is such that y v is odd, then
Proof. We only prove the first equality. The second can be proved similarly. 
and so P[deg
Now from the fact that 1 − 2q = −1 + 2p and y v is even, we can conclude that the last expression is the same as
which in turn is equal to
and proves the lemma.
The next result is crucial since it will reduce the problem of obtaining an upper bound on a median of X G to the one of obtaining a lower bound on a median of a conditional binomial distribution. Recall that we assume p 1/2. 
Proof. Suppose the coins corresponding to C have been flipped. Let C − be the number of edges in C which are oriented towards v after the toss. Suppose that the edge e corresponds to a coin that is oriented towards v with probability p. The other case is similar. Then
where 1 {·} denotes indicator. Note that in case p = 1 2 the last inequality is in fact equality and that the same computation shows that
For every vertex v ∈ G, denote by θ v the probability that the in-degree of v is even. Note that, by Lemma 3.9, θ v is either equal to
We now have all the necessary tools to prove our main result on E G .
Proof of Theorem 3.4.
Recall that for every edge we toss a coin to decide on its orientation. All these m coins, c i , i = 1 . . . , m, are independent. Since the order with which we toss the coins doesn't matter we may, equivalently, suppose that we toss the coins in the following way: we choose a coin, say coin c i , with probability 1 m , flip the remaining m − 1 coins in any way we want and then toss the coin c i . Tossing this way does not affect the distribution of E G but allows us to use Lemma 3.6. More precisely, we may suppose that once the coin c i is chosen, then we toss the remaining m − 1 coins according to a good labeling, v 1 , . . . , v n ; e 1 , . . . , e n−1 , of a spanning tree T of G that contains the edge corresponding to c i , say this edge is f i = [u, w], and with the good labeling of T chosen in such a way that the edge f i gets label e n−1 ; we can use this specific good labeling of T and first toss the coins corresponding to edges that do not belong to T in any way we like and then toss the coins that correspond to edges e 1 , . . . , e n−1 in that specific order. This way the coin c i is flipped last and we do not affect the distribution of E G . Note that, by Lemma 3.8, there exists a spanning tree, T , of G containing edge f i and we can always construct a good labeling of T for which f i gets label e n−1 , by Lemma 3.6. Furthermore, the edge f i has two endpoints, u, w, and the probability that vertex u has label v n equals 1/2, by Lemma 3.7. Since we fix coin c i with probability 1/m it follows that, for every vertex v ∈ V , the probability that we toss the coins according to a good labeling of a spanning tree T of G for which vertex v gets label v n equals dv 2m . So let T be a spanning tree of G with a good labeling and recall that we are going to do the following: first we randomly orient the edges that do not belong to T and then randomly orient the edges e 1 , e 2 , . . . , e n−1 in that order. Note that the probability that the vertex with label v 1 has even indegree equals θ v1 p. The fact that T has a good labeling implies that, for j = 1, . . . , n − 1, once the edge e j is given an orientation, then the parity of vertex v j is determined. Lemma 3.10 gives that once the parity of vertex v j is determined, the probability that vertex v j+1 has even in-degree is p. Only the parity of the vertex with label v n is deterministic given the parities of the previous vertices. Let δ i be the indicator of the event {deg − (v i ) is even}, for i = 1, 2, . . . , n. Thus E G = δ 1 + · · · + δ n and each δ i , i = 1, . . . , n − 1 is stochastically larger than a B(1, p) random variable. From Lemma 2.10 we know that there exist random binary vectors U = (U 1 , . . . , U n−1 ) and V = (V 1 , . . . , V n−1 ) defined on a common probability space such that the law of U is the same as the law of (δ 1 , . . . , δ n−1 ), each V i is an independent Bernoulli Ber(p) random variable and
V i with probability 1.
In addition we know that
To end the proof, suppose that m − d is even. The other case is similar. Thus E G is even as well and E G ∼ U 1 + · · · + U n−1 + δ n , where δ n = 1 if U 1 + · · · + U n−1 is odd and δ n = 0 if U 1 + · · ·+ U n−1 is even. Now let γ n = 1 if V 1 + · · ·+ V n−1 is odd and γ n = 0 if V 1 + · · · + V n−1 is even, in order to guarantee that V 1 + · · · + V n−1 + γ n is always even. Since U 1 + · · · + U n−1 V 1 + · · · + V n−1 with probability 1, we also have that U 1 + · · · + U n−1 + δ n V 1 + · · · + V n−1 + γ n with probability 1 and the result follows.
Note that in case p = 1 2 Lemma 3.10 gives that once the parity of vertex v j is determined, the probability that vertex v j+1 has even in-degree is equal to 1 2 , and so the parity of v j+1 is independent of the parity of v 1 , v 2 , . . . , v j−1 . Only the parity of v n is deterministic given the parities of the previous vertices. This implies that the random variables δ i , i = 1, . . . , n − 1 in the proof of Theorem 3.4 satisfy δ 1 + · · · + δ n−1 = st B(n − 1, 1/2) and the following result (which is Theorem 4 in [12] ) follows. Using Lemma 2.9 and Lemma 3.3 we have the following result on X G , in case G is connected. We now turn to the proof of Theorem 3.2. Recall that the dependency graph G = (V, E) of the colored coins might not be connected. Suppose it consists of t connected components, G 1 , . . . , G t , each having n i vertices and m i edges such that n i = n and m i = n. Let also E Gi be the number of vertices of even in-degree in each component, after a toss. Hence the total number of vertices of even in-degree after a toss, E G is equal to the independent sum E G1 + · · · + E Gt . As |V | = |E| = n, it follow from Lemma 3.5 that E G is even. By Theorem 3.4, the distribution of each E Gi is stochastically larger than a A(·, p) or P (·, p) random variable. More precisely, suppose that the first t 1 components of G correspond to a A(·, p) random variable and the remaining t 2 components correspond to a P (·, p) random variable, so that t 1 + t 2 = t and t 2 is even. Let {p} k denote the set consisting of k parameters that are all equal to p. From Theorem 3.4 we know that E Gi st A(n i , p), for i = 1, . . . , t 1 and E Gi st P (n i , p), for i = t 1 + 1, . . . , t.
Hence, the total number of even in-degree vertices, E G , is stochastically larger than the independent sum
Since p ∈ (0, 1/2] we have β({p} ni−1 ) p and α({p} ni−1 ) p and thus Corollary 2.8 implies that 1, p, 1 − B(1, p)) and so E G is stochastically larger than
This independent sum takes even values (recall t 2 is even) and, by Lemma 2.2 and Lemma 2.3, is equivalently described as follows. Toss t independent 0/1 coins, c i , i = 1, . . . , t, each having probability p of landing on 1. Let Γ = (γ 1 , . . . , γ t ) ∈ {0, 1} t be a particular outcome of the toss. This is a binary vector of length t. If B Γ is the number of 1's in this vector, then add B Γ to the outcome of the independent sum
thus forming the sum B Γ + H|Γ. Note that B Γ ∼ B(t, p). Now each particular vector Γ can be equivalently obtained in the following way. Fist toss a coin with probability of success
If the outcome is a success, then arrange t independent 0/1 coins (whose probability of landing on 1 equals p) on a line and toss them until you see an even number of 1's. If Γ e is the resulting binary vector and B e is the number of 1's in Γ e , then B e ∼ B(t, p, 0) and B Γ + H|Γ equals B e + H|Γ e with probability Proof. First toss a coin to decide whether you take a vector, Γ e , with an even number of 1's or a vector, Γ o , with an odd number of 1's. Suppose that we end up with a vector Γ e . The other case is similar. This vector gives rise to the sum B e + H|Γ e . Then B e ∼ B(t, p, 0) and each term in H|Γ e is of the form B(n i − 1, p, 0) or B(n i − 1, p, 1). Apply lemmata 2.4 and 2.5 repeatedly to write each term of the sum B e + H|Γ e as a mixture of independent sums consisting only of terms H(J, 0) and H(J, 1) for which |J| equals 2 or 3. Thus the initial sum, B e +H|Γ e , is a mixture of independent sums of terms H(J, 0) and H(J, 1) for which |J| equals 2 or 3. To end the proof, we show that a median of any independent sum in this mixture is np − terms of the form B(3, p, 1). 
Some applications
Let G = (V, E) be a connected undirected graph and fix T ⊆ V . An orientation of G, is an assignment of direction to each edge of G. An orientation of G is called T -odd if the vertices in T are the only ones having odd indegree. We allow T to be the empty set in which case ∅-odd orientation simply means that all vertices of G have even in-degree. The following result is obtained in [6] , using induction. Proof. Suppose first that G has a T -odd orientation. Let E G be the number of even in-degree vertices, O G the number of odd in-degree vertices. From Lemma 3.5 we know that E G ≡ m − n mod 2 and O G ≡ m mod 2. This implies that O G = |T | ≡ m = |E| mod 2 and so |T | ≡ |E| mod 2, which is equivalent to |T | + |E| is even. On the other hand, fix some set of vertices T such that |T | ≡ |E| mod 2 and consider a random orientation on G obtained by directing each edge in G independently of the others and with probability 1 2 in each direction. Let E G , O G be as above. We prove that there is a positive probability that the vertices of T are the only ones having odd degree. Since E G ≡ m − n ≡ |T | − n mod 2 it follows that n − |T | belongs to the range of E G . The result follows from Corollary 3.11, since P[E G = n − |T |] = 1 2 n−1 n n−|T | > 0, and from the fact that any set, T , of |T | ≡ |E| mod 2 vertices can be such that all vertices in T have odd in-degree.
We can also deduce a result on enumeration of oriented graphs. Proof. Let ν t be the number of orientations of G having exactly t vertices of even in-degree. Note that t has to be such that t ≡ m − n mod 2. From the set of all possible orientations of G, choose one uniformly at random and let A t be the event that the orientation has t vertices of even in-degree. Then
Now consider a random orientation on the edges of G by directing each edge in G independently of the others and with probability 1 2 in each direction. The result follows since, by Corollary 3.11, the probability that there are t vertices of even in-degree equals For similar results see [14] . In a similar way, using Corollary 4.2, one can obtain a result on enumeration of labeled graphs. We leave the details to the reader.
Lemma 5.3. The number of labeled graphs on n vertices for which there are exactly t (where t is even) vertices of odd degree equals 2 m−n+1 n t . Note that the case t = 0 of the previous result appears as problem 16 in §5 of [11] .
Open problems
There are many interesting questions concerning randomly oriented graphs. So far we have studied the distribution of E G , the number of vertices with even in-degree. A natural generalization would be to consider the distribution of the number of vertices whose in-degree equals i mod k.
Another interesting random variable is the number of vertices with zero in-degree. Suppose that we orient each edge of a connected graph G independently and with probability 1 2 for each direction. Let Z G be the number of vertices with zero in-degree. Thus, if Z G = j then there are j vertices in the graph whose in-degree is zero. Notice that the vertices of G with zero in-degree form an independent set of vertices, i.e., no two of them are adjacent. Now we ask the following question.
For which graphs, G, is the distribution of Z G unimodal?
The distribution of Z G is related to the family of independent sets in G. If Z G = j, then j vertices have in-degree zero and these j vertices form an independent set. That is, Z G = j gives rise to an independent set of vertices in G of cardinality j. So we might also ask the following.
For j = 0, 1, . . . , n, denote by α j (G) the number of independent set of vertices of G of cardinality j. Is the sequence {α i (G)} n j=0 unimodal?
This problem is considered in [1] where it is proven that the answer to the last question is no, for general graphs. However, it remains an open question to determine whether the question is true in the case of trees. In [1] one can find the following. Conjecture 6.1 (Alavi, Erdős, Malde, Schwenk, 1987) . If G is a tree, then the independent set sequence {α i (G)} n j=0 is unimodal. We believe that a similar result holds true for the distribution of Z G , when G is a tree.
Conjecture 6.2.
If G is a tree, then the distribution of Z G is unimodal.
