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Abstract
Mathematical finance explores the consistency relationships between the prices
of securities imposed by elementary economic principles. Commonplace among
these are replicability and the absence of arbitrage, both essentially algebraic
constraints on the valuation map from a security to its price.
The discussion is framed in terms of observables, the securities, and states,
the linear and positive maps from security to price. Founded on the principles
of replicability and the absence of arbitrage, mathematical finance then equates
to the theory of positive linear maps and their numeraire invariances. This
acknowledges the algebraic nature of the defining principles which, crucially,
may be applied in the context of quantum probability as well as the more familiar
classical setting.
Quantum groups are here defined to be dual pairs of ∗-Hopf algebras, and
the central claim of this thesis is that the model for the dynamics of informa-
tion relies solely on the quantum group properties of observables and states, as
demonstrated by the application to finance. This naturally leads to the study
of models based on restrictions of the ∗-Hopf algebras, such as the Quadratic
Gauss model, that retain much of the phenomenology of their parent within
a more tractable domain, and extensions of the ∗-Hopf algebras, such as the
Linear Dirac model, with novel features unattainable in the classical case.
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Presented as ‘From Quadratic Gaussian to Quantum Groups’ at the Global Derivatives
Trading & Risk Management Conference, Barcelona, May 2017. Slides available at SSRN:
https://ssrn.com/abstract=2960937
Working paper. To do: Expand the chapter on economics, including a full derivation
of the martingale condition for noncommutative prices. Add proofs to all the results in the
Quadratic Gauss and Linear Dirac models, and consider more financial products, including
swaptions, FX/IR hybrid options, and convexity adjustments. Complete the second part of
the thesis, formalising the application of quantum groups to mathematical finance. Include a
complete literature review for each chapter.
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Chapter 1
Introduction
Mathematical finance explores the consistency relationships between the prices
of securities imposed by elementary economic principles. Commonplace among
these are replicability and the absence of arbitrage, both essentially algebraic
constraints on the valuation map from a security to its price. As with all such
principles, they are an approximation to the reality of financial markets, but
their validity will be assumed throughout the following.
Implicit in these principles is the assumption that the securities form a vector
space with a convex cone of positive securities. The valuation z then associates
the security a with its price ⟪z|a⟫, and the founding economic principles translate
to linearity and positivity of this map. The discussion is framed in terms of
observables, the securities, and states, the linear and positive maps from security
to price. Founded on the principles of replicability and the absence of arbitrage,
mathematical finance then equates to the theory of positive linear maps and
their numeraire invariances. This acknowledges the algebraic nature of the
defining principles which, crucially, may be applied in the context of quantum
probability as well as the more familiar classical setting.
1.1 Notation
The principle of replicability dictates that the domain of the securities is a cate-
gory of vector spaces. The scalars are drawn from the field of complex numbers,
as this complexification simplifies the discussion of positivity for observables
and states. The arrows of the category are then maps between vector spaces
that are either linear or antilinear (or, in the case of the zero map, both). This
section introduces the notation used throughout the thesis to represent the core
operations in the category of vector spaces.
Maps between vector spaces can be combined in two ways: composition, the
successive application of the maps, and concatenation, the tensor product of
the maps. The signature of a map, taken to be + if the map is linear and −
if the map is antilinear, determines its compatibility with other maps under
composition and concatenation and the signature of the resulting map. The
composition of the map e ∈ hom[U,V] with the map f ∈ hom[V,W] is the
composed map:
e ◦ f ∈ hom[U,W] (1.1)
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for the vector spaces U, V and W. Composition is defined between maps with
any signature, and the signature table for composition is:
◦ + −
+ + −
− − +
(1.2)
The concatenation of the map e ∈ hom[U,X] with the map f ∈ hom[V,Y] is the
tensor product map:
e⊗ f ∈ hom[U⊗ V,X⊗ Y] (1.3)
for the vector spaces U, V, X and Y. Concatenation is defined only between
maps with the same signature, and the signature table for concatenation is:
⊗ + −
+ +
− −
(1.4)
A notation for the compositions of maps is adopted that is designed to
highlight the duality between observable and state. The notation resolves the
order in which maps operate within compositions, and is accommodating to
both left and right ordering. Composed maps on vector spaces are assumed to
operate sequentially in the order specified by the arrows in the corresponding
definitions. Thus, the maps e : U → V and f : V → W that are defined using
right arrows operate from left to right, with composition:
e ◦ f : U→W (1.5)
and the maps e : U ← V and f : V ← W that are defined using left arrows
operate from right to left, with composition:
e ◦ f : U←W (1.6)
The notation is extended to include the action of the map on the elements of
the vector space. The action of the map e : U → V on the element z ∈ U is
denoted by the composition z ◦ e ∈ V:
e : z ∈ U 7→ z ◦ e ∈ V (1.7)
and the action of the map e : U ← V on the element a ∈ V is denoted by the
composition e ◦ a ∈ U:
e : a ∈ V 7→ e ◦ a ∈ U (1.8)
To avoid confusion, compositions and concatenations of maps defined using
arrows with opposite directions are prohibited.
1.2 Observable
A standard configuration for the model of financial derivatives begins with a
state process whose increments are drawn from an underlying finite-dimensional
vector space, and this configuration demonstrates many of the key elements in
the more abstract constructions that follow.
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Consider a vector space V of observables represented as functions of a single
vector. These are the securities that are contingent only on the accumulated
state over a time interval, requiring no intermediate observations to determine
their value. Identify the tensor power ⊗nV with the functions on the space of
n vectors, a strict extension of the algebraic tensor power nV. This is the
vector space of path-dependent securities contingent on n observations within
an interval. The expansion of the observable space admits discrete time models
and, with carefully constructed limits, continuous time models.
The observable space V has a commutative algebra structure, corresponding
to the product linear map:
∇ : V← V ⊗ V (1.9)
defined pointwise for the vector x by:
(∇ ◦ b)[x] = b[x, x] (1.10)
for the observable b ∈ V⊗V. Such a model accommodates derivative securities
as it permits convex combinations of underlying securities, and is satisfactory
as a static model for securities contingent only on the accumulated vector. For
a path-dependent security contingent on two observations, the observable space
is expanded to the vector space V⊗V. Coherence between the observable spaces
associated with different discretisations of the timeline is then enabled by the
coproduct linear map that embeds V consistently within V ⊗ V:
∆ : V ⊗ V← V (1.11)
defined for the vectors x and y by:
(∆ ◦ a)[x, y] = a[x+ y] (1.12)
for the observable a ∈ V. The embedding exploits the properties of vectors,
specifically that the vectors form a commutative group under addition, and
furnishes the observable space V with a cocommutative coalgebra structure.
A notion of positivity for securities is a prerequisite for the definition of
arbitrage. It is convenient to consider the complexification of securities as this
admits the involution and coinvolution antilinear maps:
? : V← V (1.13)
?: V← V
defined for the vector x by:
(? ◦ a)[x] = a[x]∗ (1.14)
( ?◦ a)[x] = a[−x]∗
for the observable a ∈ V. With the involution and coinvolution, the observable
space becomes a ∗-Hopf algebra, and this allows the abstract characterisation
of the positive security as the product of a security and its involution. The
construction thus encapsulates the algebraic properties required of observable
spaces used to model derivative securities in the discrete time context.
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1.3 State
Complementing the framework for securities provided by the observable space
V, the valuations of the securities span the state space U. The state z ∈ U maps
the security a ∈ V to its price ⟪z|a⟫ ∈ C, and the constraints imposed by the
principles of replicability and absence of arbitrage are interpreted as linearity
and positivity of this map.
Linearity ensures that the price of a portfolio of securities equals the weighted
sum of the prices of its constituents. Positivity further requires that a positive
security has positive price, so that no portfolio of securities can guarantee a
positive return at zero cost. The state then corresponds to a measure on the
space of vectors, with the valuation of the observable given by the integral:
⟪z|a⟫ = ∫
x
z[dx] a[x] (1.15)
which is free of arbitrage precisely when the measure has positive value.
In the first hint of the duality between observable and state, the structure
of a ∗-Hopf algebra can also be defined on the state space. Identify the tensor
power ⊗nU with the measures on the space of n vectors, a strict extension of the
algebraic tensor power nU. The commutative algebra structure on the state
space U is provided by the product linear map:
∇ : U⊗ U→ U (1.16)
defined for the subset of vectors X by:
(y ◦ ∇)[X] = y[{(x, y) : x+ y ∈ X}] (1.17)
for the state y ∈ U ⊗ U. The product is the convolution of measures, which
promotes the commutative group operation of vectors up to the states, thereby
enabling the accumulation of states over multiple time intervals. A coproduct
linear map is also provided on the states:
∆ : U→ U⊗ U (1.18)
defined for the subsets of vectors X and Y by:
(z ◦∆)[X,Y ] = z[X ∩ Y ] (1.19)
for the state z ∈ U. The coproduct subdivides the original state on the under-
lying space to generate a duplicate pair of exactly correlated states, and this
equips the state space U with a cocommutative coalgebra structure.
Expanding to include the complex-valued measures, the state space also
accommodates the involution and coinvolution antilinear maps:
? : U→ U (1.20)
?: U→ U
defined for the subset of vectors X by:
(z ◦ ?)[X] = z[−X]∗ (1.21)
(z ◦ ?)[X] = z[X]∗
for the state z ∈ U. With these maps, the state space is also a ∗-Hopf algebra. In
spite of the very different definitions for the operations among observables and
states, there is a remarkable symmetry between them, at least from the algebraic
perspective. This symmetry extends to a duality between the operations.
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1.4 Duality
The example of functions and measures on a vector space demonstrates the
two ∗-Hopf algebraic structures associated with the classical financial calculus,
one that provides the algebra of observables and one that describes the rules of
accumulation for the state. These ∗-Hopf algebras are dual, where the vehicle
for duality is the pairing of state with observable provided by the integral. The
product is dual to the coproduct, expressed by the relationships:
⟪z|∇ ◦ b⟫ = ⟪z ◦∆|b⟫ (1.22)⟪y|∆ ◦ a⟫ = ⟪y ◦ ∇|a⟫
for the observables a ∈ V and b ∈ V ⊗ V and the states y ∈ U ⊗ U and z ∈ U.
The involution is antidual to the coinvolution, expressed by the relationships:
⟪z|? ◦ a⟫ = ⟪z ◦ ?|a⟫∗ (1.23)⟪z| ?◦ a⟫ = ⟪z ◦ ?|a⟫∗
for the observable a ∈ V and the state z ∈ U.
Quantum groups are here defined to be dual pairs of ∗-Hopf algebras, and
the central claim of this thesis is that the model for the dynamics of informa-
tion relies solely on the quantum group properties of observables and states, as
demonstrated by the application to finance. The case of functions and mea-
sures on a commutative group has the property that the algebras of observables
and states are both commutative, and the duality between them is essentially
a statement of Pontryagin duality. This is far from the only example of such
a construction, however, and the generalisation to quantum groups provides
nontrivial extensions of the framework.
The obvious extensions are to allow either the algebra of states or the al-
gebra of observables to be noncommutative, each case enacted by taking the
corresponding group to be noncommutative. Employing noncommutative states
offers an elegant mechanism for allowing accumulated information to depend on
its order of arrival. Employing noncommutative observables takes a greater leap
of imagination, but this is rewarded with a novel and useful source of volatil-
ity, following essentially the same mechanism that introduces uncertainty into
quantum mechanics.
Pontryagin duality does not survive the transition to noncommutative groups.
Instead, the duality between observable and state is taken as the defining prop-
erty of the quantum group, which simultaneously admits noncommutativity for
states and observables by residing entirely within the domain of ∗-Hopf alge-
bras. The drive to adapt mathematical finance to quantum groups motivates
much of the development in this thesis. The duality inherent in this approach
has many significant consequences. Not least, it presents a remarkable dual-
ity between numeraire change and conditional valuation, key operations of the
pricing model, that facilitates a number of interesting results.
1.5 Numeraire change and conditional valuation
One of the more noteworthy features of the duality between observable and state
is the dual relationship it implies between numeraire change and conditional
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valuation. Consequently, a result derived for one of these core operations has
dual expression for the other operation. This reinforces the impression that
duality plays a central role in the development of the financial calculus, and
further motivates the generalisation to quantum groups.
The pairing between observable and state provided by the integral allows
the observable a ∈ V to define the linear maps:
⟪a| : V← C (1.24)
|a⟫ : U→ C
where by definition:
⟪a| ◦ λ = λa (1.25)
z ◦ |a⟫ = ⟪z|a⟫
for the scalar λ ∈ C and the state z ∈ U. By combining with the product and
coproduct, these maps are extended to actions on the observables and states
respectively, expressed as the linear maps:
〈a| = ∇ ◦ (⟪a| ⊗ ι) : V← V (1.26)
|a〉 = ∆ ◦ (|a⟫⊗ ι) : U→ U
where ι is the identity linear map.
The first action is simply the multiplier action on the observables. The dual
action on the states can be understood by looking more closely at the definition,
which for the subset of vectors dx becomes:
(z ◦ |a〉)[dx] =
∫
y
z[dy ∩ dx] a[y] (1.27)
for the state z ∈ U. The right side of this expression is the numeraire change of
the state by the observable, which transforms the state by redenominating the
integrand with a Radon-Nikodym observable. Numeraire change is thus seen to
be a composite of two operations: first, the state z is mapped to the state z ◦∆;
then the observable a is applied only to the first integral. Duality between the
two actions of the observable is expressed as:
⟪z ◦ |a〉 |b⟫ = ⟪z ◦∆|a⊗ b⟫ = ⟪z| 〈a| ◦ b⟫ (1.28)
for the observable b ∈ V, so that the valuation of the observable b with the
numeraire change state z ◦ |a〉 equals the valuation of the product observable
〈a| ◦ b with the original state z. This property characterises numeraire change.
The pairing between state and observable provided by the integral allows
the state z ∈ U to define the linear maps:
|z⟫ : C→ U (1.29)⟪z| : C← V
where by definition:
λ ◦ |z⟫ = λz (1.30)⟪z| ◦ a = ⟪z|a⟫
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for the scalar λ ∈ C and the observable a ∈ V. By combining with the product
and coproduct, these maps are extended to actions on the states and observables
respectively, expressed as the linear maps:
|z〉 = (ι⊗ |z⟫) ◦ ∇ : U→ U (1.31)
〈z| = (ι⊗ ⟪z|) ◦∆ : V← V
where ι is the identity linear map.
The first action is simply the multiplier action on the states. The dual action
on the observables can be understood by looking more closely at the definition,
which for the vector x becomes:
(〈z| ◦ a)[x] =
∫
y
z[dy] a[x+ y] (1.32)
for the observable a ∈ V. The right side of this expression is the conditional
valuation of the observable by the state, which transforms the observable by
taking its valuation at an earlier time while retaining the dependence on the
state at that time. Conditional valuation is thus seen to be a composite of two
operations: first, the observable a is mapped to the observable ∆ ◦ a; then the
state z is applied only to the second integral. Duality between the two actions
of the state is expressed as:
⟪y| 〈z| ◦ a⟫ = ⟪y ⊗ z|∆ ◦ a⟫ = ⟪y ◦ |z〉 |a⟫ (1.33)
for the state y ∈ U, so that the valuation of the state y with the conditional
valuation observable 〈z| ◦ a equals the valuation of the product state y ◦ |z〉 with
the original observable a. This property characterises conditional valuation.
Expressed in this way, numeraire change and conditional valuation are seen
to be the same operation, but with the roles of observable and state reversed.
Furthermore, this highlights the dual roles of the two commutative monoids
generated from the underlying space, the first monoid comprising the subsets
of vectors with the binary operation of intersection and the second monoid
comprising the individual vectors with the binary operation of addition. With
due care taken to ensure the preservation of positivity, this construction relies
only on the dual monoid structures and is amenable to generalisation.
1.6 Price
With the core operations represented algebraically, the model for pricing deriva-
tive securities can be developed in abstraction. Replicability requires that the
price map on the observable space is linear, and arbitrage is avoided when this
map sends positive observables to positive observables. The next stage in the
development of the pricing model is to investigate the conditions that support
positivity of linear maps on observables, and to identify families of such maps
that can be utilised in the model.
Fortunately, the constructions of the previous section provide two convenient
ways to construct positive linear maps on the observables. The observable q ∈ V
is said to be positive when the numeraire change action:
〈q| : V← V (1.34)
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is a positive linear map – this is the case when the function has positive value on
vectors. The state w ∈ U is said to be copositive when the conditional valuation
action:
〈w| : V← V (1.35)
is a positive linear map – this is the case when the measure has positive value
on subsets of vectors. Price maps that are linear and positive and satisfy the
tower law are easily constructed from these operations.
The ingredients that define the model are a driving process whose increments
are modelled by the copositive states wij ∈ U for each time interval i ≤ j and
a deflator process modelled by the positive observables qi ∈ V for each time i.
The states encapsulate the accumulated change over the time interval, and for
consistency must satisfy the semigroup property:
〈wik| = 〈wij | ◦ 〈wjk| (1.36)
over the consecutive time intervals i ≤ j ≤ k. With these driving and deflator
processes, the price map:
Pij : V← V (1.37)
for each time interval i ≤ j is defined to be the composition of positive linear
maps:
Pij = 〈q−1i | ◦ 〈wij | ◦ 〈qj | (1.38)
Thanks to the semigroup property of the driving process, these price maps
satisfy the tower law:
Pij ◦ Pjk = Pik (1.39)
over the consecutive time intervals i ≤ j ≤ k. The tower law ensures that
pricing does not depend on the discretisation of the timeline.
A derivative security is typically described by an observable aj that repre-
sents the price of the security contingent on the state at future time j. The price
of the security at earlier time i is then given by the observable ai = Pij ◦ aj .
Rearranging the operations, this can also be expressed as the martingale condi-
tion:
〈qi| ◦ ai = 〈wij | ◦ 〈qj | ◦ aj (1.40)
for the deflated price process 〈qi| ◦ ai.
The simplest example of a derivative security is the discount bond specified
by the unit price at maturity time j, whose price at earlier time i is the discount
factor pij . The pricing model gives this discount factor as:
pij = 〈q−1i | ◦ 〈wij | ◦ qj (1.41)
The discount factor is the starting point for the modelling of more complex
interest rate derivatives. One such structure is the caplet, which is an option
on an interest rate over a future accrual period. The caplet entitles the holder
to receive 1 at time j in exchange for 1 + κδjk at time k, where κ is the strike
of the option and δjk is the accrual fraction for the time interval j ≤ k. The
decision to exercise is made at the start of the accrual period, and optimality
requires that the caplet is exercised only when its value is positive. This leads
to the price:
oijk[κ] = 〈q−1i | ◦ 〈wij | ◦ (qj − (1 + κδjk) 〈wjk| ◦ qk)+ (1.42)
for the option at earlier time i. Similar expressions provide the prices of swap-
tions and other interest rate derivatives in the model.
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1.7 Gauss models
The abstract expressions of the previous section are illuminated by looking
in more detail at the examples of the Linear and Quadratic Gauss models.
The Gauss models are closed under the operations of numeraire change and
conditional valuation, and have simple expressions for these operations that
facilitate their implementation.
The Linear Gauss model is popular as a model for foreign exchange and
interest rate hybrid derivatives, as it can be calibrated to a wide range of option
prices with stationary volatility smiles and control over rate correlations and
mean reversion. The principal shortcoming of the model is the absence of control
over the shapes of the volatility smiles, which are always normal. More control
on the volatility smiles is provided by the extension to the Quadratic Gauss
model, which permits deformations from normality while retaining the useful
properties of its linear variant.
A defining requirement in both models is that the states of the driving pro-
cess are restricted to be Gauss measures. For the mean vector µ and covariance
symmetric matrix ν, the Gauss state n[µ|ν] ∈ U is the measure defined for the
subset of vectors dx by:
n[µ|ν][dx] = 1√
det[2piν]
exp[−1
2
(x− µ) · ν−1(x− µ)] dx (1.43)
The Gauss states are closed under convolution, leading to the following expres-
sion for the multiplier action:
n[λ|υ] ◦ |n[µ|ν]〉 = n[λ+ µ|υ + ν] (1.44)
This property makes Gauss states especially easy to work with, and many of
the operations of pricing reduce to simple algebra for these states.
In Gauss models, the driving process is modelled using Gauss states:
wij = n[µij |νij ] (1.45)
for each time interval i ≤ j. It follows from the expression for the multiplier ac-
tion of the Gauss state that the driving process satisfies the semigroup property
when the mean and covariance satisfy:
µik = µij + µjk (1.46)
νik = νij + νjk
over the consecutive time intervals i ≤ j ≤ k.
The pricing model is completed with the definition of the deflator process,
which in the Linear and Quadratic Gauss models is assumed to be given by
exponential observables with linear and quadratic exponents respectively.
1.7.1 Linear Gauss model
The character of the Gauss state also has a simple form, which is exploited in
the development of the Linear Gauss model. In this model, the observables of
the deflator process are restricted to be exponential-linear functions. For the
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Figure 1.1: The Quadratic Gauss model. In this example, the model is con-
structed from two factors with stationary smile calibrated to Euro 10y swap-
tions on 17 January 2012. The model has a single uncalibrated parameter that
is used to control the mean reversion of interest rates.
aaThe first column of graphs compares the implied normal volatility of the 8y
expiry swaptions with that of the forward-starting swaptions on the same 10y
swap but with earlier expiry. The second column of graphs similarly compares
the swaption volatility smile with that of the 8y expiry forward-starting caplets
on the constituent Libor rates of the 10y swap.
aaThis demonstrates the self-similarity of the volatility smiles in the Quadratic
Gauss model, and the impact of changing the mean reversion which transitions
from negative to zero to positive in the sequence of graphs.
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linear coefficients covector φ, the exponential-linear observable e[φ] ∈ V is the
function defined for the vector x by:
e[φ][x] = exp[x · φ] (1.47)
The exponential-linear functions are closed under multiplication, leading to the
following expression for the multiplier action:
〈e[φ]| ◦ e[ψ] = e[φ+ ψ] (1.48)
The integral of the exponential-linear observable with the Gauss state is
given by: ⟪n[µ|ν]|e[φ]⟫ = exp[µ · φ+ 1
2
νφ · φ] (1.49)
and there are simple expressions for the numeraire change and conditional val-
uation actions:
n[µ|ν] ◦ |e[φ]〉 = ⟪n[µ|ν]|e[φ]⟫ n[µ+ νφ|ν] (1.50)
〈n[µ|ν]| ◦ e[φ] = ⟪n[µ|ν]|e[φ]⟫ e[φ]
The expression for numeraire change by the exponential-linear observable is the
familiar Girsanov result for drift adjustment applied to a finite time horizon.
The result for conditional valuation shows that the form of the exponential-
linear observable is preserved by the Gauss state, with no change to the linear
coefficients.
For the Linear Gauss model, the deflator process is modelled using exp-
onential-linear observables:
qi = pi
1⟪n[µi|νi]|e[φi]⟫e[φi] (1.51)
for each time i. The discount factor in this model is an exponential-linear
observable:
pij =
pj
pi
⟪n[µi|νi]|e[φi]⟫ ⟪n[µij |νij ]|e[φj ]⟫⟪n[µj |νj ]|e[φj ]⟫ e[φj − φi] (1.52)
In these expressions, µi and νi are the mean and covariance from some initial
time to time i, and pi is the initial discount factor to time i. The normalisation
ensures that the model is calibrated to the initial discount factors.
1.7.2 Quadratic Gauss model
That the operations of numeraire change and conditional valuation reduce to
simple algebra is the primary reason for the efficacy of the Linear Gauss model.
The Quadratic Gauss model extends the family of observables to include quadratic
terms in the exponent, and this does not significantly complicate the alge-
bra. In this model, the observables of the deflator process are restricted to
be exponential-quadratic functions. For the linear coefficients covector φ and
the quadratic coefficients symmetric comatrix ζ, the exponential-quadratic ob-
servable e[φ|ζ] ∈ V is the function defined for the vector x by:
e[φ|ζ][x] = exp[x · φ+ 1
2
x · ζx] (1.53)
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The exponential-quadratic functions are closed under multiplication, leading to
the following expression for the multiplier action:
〈e[φ|ζ]| ◦ e[ψ|ξ] = e[φ+ ψ|ζ + ξ] (1.54)
The integral of the exponential-quadratic observable with the Gauss state is
given by:
⟪n[µ|ν]|e[φ|ζ]⟫ = (1.55)
1√
det[1− νζ] exp[
1
2
(1− νζ)−1(µ+ νφ) · φ+ 1
2
µ · (1− ζν)−1(φ+ ζµ)]
and there are simple expressions for the numeraire change and conditional val-
uation actions:
n[µ|ν] ◦ |e[φ|ζ]〉 = (1.56)⟪n[µ|ν]|e[φ|ζ]⟫ n[(1− νζ)−1(µ+ νφ)|(1− νζ)−1ν]
〈n[µ|ν]| ◦ e[φ|ζ] =⟪n[µ|ν]|e[φ|ζ]⟫ e[(1− ζν)−1(φ+ ζµ)|(1− ζν)−1ζ]
Unlike the Linear Gauss model, in the Quadratic Gauss model there are com-
binations of states and observables for which the integral is not defined, the
condition for finiteness being that the matrix 1 − νζ has positive eigenvalues.
Within that domain, the operations of numeraire change and conditional val-
uation are defined. Numeraire change by the exponential-quadratic observable
preserves the Gauss nature of the state, albeit with a transformation of the
mean and covariance that generalises the Linear Gauss result. Conditional val-
uation by the Gauss state also preserves the exponential-quadratic nature of
the observable, again at the cost of a transformation of the linear and quadratic
coefficients. These transformations of the parameters in the two operations are
clearly dual. In this way, the duality between observable and state is explicitly
presented in the Quadratic Gauss model.
For the Quadratic Gauss model, the deflator process is modelled using
exponential-quadratic observables:
qi = pi
1⟪n[µi|νi]|e[φi|ζi]⟫e[φi|ζi] (1.57)
for each time i. The discount factor in this model is an exponential-quadratic
observable:
pij =
pj
pi
⟪n[µi|νi]|e[φi|ζi]⟫ ⟪n[µij |νij ]|e[φj |ζj ]⟫⟪n[µj |νj ]|e[φj |ζj ]⟫ (1.58)
× e[(1− ζjνij)−1(φj + ζjµij)− φi|(1− ζjνij)−1ζj − ζi]
In these expressions, µi and νi are the mean and covariance from some initial
time to time i, and pi is the initial discount factor to time i. The normalisation
ensures that the model is calibrated to the initial discount factors.
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1.8 Group models
Presented from the perspective of quantum groups, the algebraic results that
dramatically simplify the application of the Quadratic Gauss model are seen to
be consequences of the duality between function and measure, when restricted to
exponential-quadratic functions and Gauss measures. The rules of the quantum
group specify precisely the closure conditions required of functions and measures
to be sufficient for modelling derivative securities, and this suggests further
interesting directions for investigation.
A more intriguing possibility, though, is to investigate the consequences of
reversing the roles of function and measure. If the only properties required
by the model of information are the dual ∗-Hopf algebraic properties of quan-
tum groups, then it should be possible to utilise measures as observables and
functions as states.
The novelty of this role reversal is most apparent when considering the func-
tions and measures on a noncommutative group. In this case, noncommutativity
in the group lifts to noncommutativity in the convolution of measures. Crafting
a coherent model of securities from such an algebra requires a definition of pos-
itivity that is consistent with the algebra. Although the implementation of the
founding economic principles is complicated by noncommutativity, with care it
is possible to develop a consistent framework for pricing. Before proceeding with
the development, the first task is to identify the dual ∗-Hopf algebra structures
on the group.
The ∗-Hopf algebra V of functions on a group has product and coproduct
defined by:
(∇ ◦ b)[x] = b[x, x] (1.59)
(∆ ◦ a)[x, y] = a[xy]
for the functions a ∈ V and b ∈ V ⊗ V, and involution and coinvolution defined
by:
(? ◦ a)[x] = a[x]∗ (1.60)
( ?◦ a)[x] = a[x−1]∗
for the function a ∈ V. The product and involution define a commutative
∗-algebra and the coproduct and coinvolution define a ∗-coalgebra on the func-
tions. Note that the group structure is only required by the coproduct and
coinvolution, which utilise the product and inverse of the group in their defini-
tions.
The ∗-Hopf algebra U of measures on a group has product and coproduct
defined by:
(y ◦ ∇)[X] = y[{(x, y) : xy ∈ X}] (1.61)
(z ◦∆)[X,Y ] = z[X ∩ Y ]
for the measures y ∈ U⊗ U and z ∈ U, and involution and coinvolution defined
by:
(z ◦ ?)[X] = z[X−1]∗ (1.62)
(z ◦ ?)[X] = z[X]∗
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Figure 1.2: The Linear Dirac model. In this example, the model is constructed
from the fundamental representation of the compact group SU [2] of unitary ma-
trices with unit determinant in two dimensions. With only two discrete states,
this is quantum version of the classical binomial model.
aaThe first pair of graphs shows the prices of options, expressed as the implied
lognormal volatility and probability density. Even though the underlying has
only two states, the ability to rotate the eigenvectors allows the quantum bino-
mial model to simultaneously explore all the classical binomial models calibrated
to the same moments. The end result is an implied distribution supported on
the entire upper half-line.
aaThe second pair of graphs compares the volatility smile implied by the quan-
tum binomial model with that implied by the lognormal SABR and classical
binomial models. The quantum binomial model is a close fit to the lognormal
SABR model with uncorrelated volatility at around 40% volatility of volatility.
At each strike, the quantum binomial model achieves the maximum option price
derived from the one-parameter family of classical binomial models calibrated to
the same moments at powers 0.5 and 1. This statement extends to all classical
distributions on the upper half-line calibrated to the same moments.
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for the measure z ∈ U. The product and involution define a ∗-algebra and the co-
product and coinvolution define a cocommutative ∗-coalgebra on the measures.
Note that the group structure is only required by the product and involution,
which utilise the product and inverse of the group in their definitions.
It is instructive to consider the commutative ∗-algebra of observables as func-
tions on the group, before replicating the development for the noncommutative
∗-algebra of observables as measure on the group.
1.8.1 Commutative economics
Model observables as the functions V and states as the measures U on a group.
The ∗-algebra of observables is commutative, and so this represents a commuta-
tive economy. For convenience, a more traditional notation for the product and
involution of observables is adopted, with the product denoted by juxtaposition
and the involution denoted by superscript:
∇ ◦ (a⊗ b) = ab (1.63)
? ◦ a = a∗
for the observables a, b ∈ V.
The key operations required by the pricing model in the commutative econ-
omy are numeraire change and conditional valuation of observables, defined by:
〈a| = ∇ ◦ (⟪a| ⊗ ι) : V← V (1.64)
〈z| = (ι⊗ ⟪z|) ◦∆ : V← V
for the observable a ∈ V and the state z ∈ U. With these operations, the price
map:
Pij : V← V (1.65)
for each time interval i ≤ j can be defined as the composition of positive linear
maps:
Pij = 〈q−1i | ◦ 〈wij | ◦ 〈qj | (1.66)
for the positive deflator observable qi ∈ V and the copositive driving state
wij ∈ U. Provided that the driving states satisfy the semigroup property, this
defines a consistent pricing model that satisfies replicability and the absence of
arbitrage.
1.8.2 Classical options
Consider the option to exchange one unit of a foreign currency for κ units of a
domestic currency. In a single-period model, the driving state is given by the
copositive measure w and the deflator observables for the two currencies are
given by the positive functions pu and qv respectively. Exercise of the option is
indicated by an observable e, restricted so that it only takes the values zero or
one, spec[e] = {0, 1}. The price of the option is then:
o[κ; e] = ⟪w|e(pu− κqv)⟫ (1.67)
Optimal exercise happens when the option price is maximised over all possible
exercise strategies. In this case, optimal exercise corresponds to e = (pu ≥ κqv),
with option price:
o[κ] = ⟪w|(pu− κqv)+⟫ (1.68)
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The option price is obtained as the supremum price over a range of securities,
each indicated by its exercise strategy. Without additional information regard-
ing the driving state, it is not possible to refine this statement. It is possible,
however, to obtain a super-optimal price for the option that requires only partial
information from the driving state.
The driving state generates an inner product on the observables:
(a|b) = ⟪w|a∗b⟫ (1.69)
Noting that left-multiplication represents the observables as operators, the op-
tion price with indicator e becomes:
o[κ; e] = p (
√
u|pi[e]|√u)− κq (√v|pi[e]|√v) (1.70)
where pi[e] is the left-multiplication operator associated with the indicator e.
Note that pi[e] is a projection, and the optimal option price is the supremum of
this expression over projections in the ∗-algebra of left-multiplication operators.
Clearly, this is bounded above by the supremum of the expression:
o[κ;E] = p (
√
u|E|√u)− κq (√v|E|√v) (1.71)
over projections in the ∗-algebra of all operators. The beauty of this observation
is that the evaluation of the supremum over all projections is essentially geo-
metric, requiring optimisation only over the projections on the two-dimensional
space spanned by |√u) and |√v). The bound is given by the positive eigenvalue
of a two-dimensional matrix:
o[κ] ≤ 1
2
(F −K) + 1
2
√
(F −K)2 + 4FKσ2 (1.72)
parametrised by the forward F , strike K, and volatility σ:
F = p ⟪w|u⟫ (1.73)
K = κq ⟪w|v⟫
σ2 = 1− ⟪w|√uv⟫2⟪w|u⟫ ⟪w|v⟫
The bound for the option price depends on only three moments extracted from
the driving state. Recognising that this is essentially a linear programming
problem, it may come as no surprise to discover that this bound is achieved by
the classical binomial model, albeit with a different configuration of the model
depending on the strike of the option.
The bound can be further refined by optimising over the projections in other
∗-algebras of operators that include the left-multiplication operators, thereby of-
fering a family of low-parameter expressions for the option price related to the
hierarchy of sub ∗-algebras of operators on the observables. This highlights a
potentially productive relationship between option pricing and operator alge-
bras.
1.8.3 Noncommutative economics
Model observables as the measures U and states as the functions V on a group.
The ∗-algebra of observables is noncommutative, and so this represents a non-
commutative economy. For convenience, a more traditional notation for the
16
product and involution of observables is adopted, with the product denoted by
juxtaposition and the involution denoted by superscript:
(y ⊗ z) ◦ ∇ = yz (1.74)
z ◦ ? = z∗
for the observables y, z ∈ U.
The main hurdle to overcome when considering noncommuting observables
is the identification of a version of numeraire change that preserves positivity.
Positivity of a security should not depend on the numeraire. Unfortunately,
the product of two noncommuting positive observables may not be positive.
Numeraire change cannot therefore be implemented as a simple product with
the Radon-Nikodym observable. Fortunately a variant of this operation can be
defined that maps positive observables to positive observables.
A positive observable z ∈ U is defined to be one that takes the form z = y∗y
for an observable y ∈ U. While this definition of positivity is consistent with the
product and involution of measures, it should be noted that a positive measure is
not the same as a copositive measure – the positive measure does not necessarily
have positive value on subsets. Consequently, a copositive function, defined to
be a function that has positive integral with positive measures, is not the same
as a positive function.
For the observables y, z ∈ U, the two-sided product:
z∗(y∗y)z = (yz)∗(yz) (1.75)
is positive, since involution reverses the order of observables in the product.
Positivity is thus preserved by multiplying the observables z∗ and z to each side
of the positive observable y∗y. Applying the Radon-Nikodym observable as a
two-sided product thus ensures arbitrage is disabled in all states that are related
by a change of numeraire.
The key operations required by the pricing model in the noncommutative
economy are numeraire change and conditional valuation of observables, defined
by:
[z〉 = (|z∗⟫⊗ ι⊗ |z⟫) ◦ ∇ : U→ U (1.76)
|a〉 = ∆ ◦ (|a⟫⊗ ι) : U→ U
for the observable z ∈ U and the state a ∈ V. With these operations, the price
map:
Pji : U→ U (1.77)
for each time interval j ≥ i can be defined as the composition of positive linear
maps:
Pji = [qj〉 ◦ |wji〉 ◦ [q−1i 〉 (1.78)
for the deflator observable qi ∈ U and the copositive driving state wji ∈ V.
Provided that the driving states satisfy the semigroup property, this defines a
consistent pricing model that satisfies replicability and the absence of arbitrage.
The Linear Dirac model not only demonstrates the feasibility of this ap-
proach, it also has novel features with potentially useful applications in finance.
In this model, the observables are taken to be formal linear combinations of
elements from a compact group.
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Identified with discrete measures, the Linear Dirac observables form a sub
∗-Hopf algebra of measures on the group. These observables are generated by
Dirac measures d[x] ∈ U, parametrised by an element x, whose value on the
subset of elements X is:
d[x][X] = (x ∈ X) (1.79)
where the indicator takes value 1 when x ∈ X and 0 otherwise. When applied
to Dirac measures, the product and involution are:
d[x]d[y] = d[xy] (1.80)
d[x]∗ = d[x−1]
This implies the following form for the positive observables in the Linear Dirac
model: ∑
m,n
λ∗mλnd[x
−1
m xn] (1.81)
for the scalars λn and elements xn.
The Linear Dirac states are required to preserve positivity, so that arbitrage
is prevented in the valuations of securities. These states are generated by repre-
sentative functions r[pi, u] ∈ V, parametrised by a representation pi of the group
as unitary operators on a finite-dimensional Hilbert space and a vector u from
the Hilbert space, whose value on the element x is:
r[pi, u][x] = (u|pi[x]|u) (1.82)
Unitarity of the representation is sufficient to guarantee that the state is copos-
itive.
The pairing between the Dirac measure and the representative function is
given by: ⟪d[x]|r[pi, u]⟫ = (u|pi[x]|u) (1.83)
and there are simple expressions for the numeraire change and conditional val-
uation actions:
〈d[x]] ◦ r[pi, u] = r[pi, pi[x]u] (1.84)
d[x] ◦ |r[pi, u]〉 = ⟪d[x]|r[pi, u]⟫ d[x]
The numeraire changed state is also a representative function, constructed us-
ing the same representation as the original state but with the vector rotated.
Conditional expectation maps the Dirac measure to the same Dirac measure,
scaled by its valuation with the representative function. These operations are
combined to define the pricing model.
In the Linear Dirac model, the driving process is modelled using represen-
tative functions:
wji = r[piji, uji] (1.85)
for each time interval j ≥ i, which satisfies the semigroup property when:
piki[x] = pikj [x]⊗ piji[x] (1.86)
uki = ukj ⊗ uji
over the consecutive time intervals k ≥ j ≥ i. The deflator process is modelled
using Dirac measures:
qi =
√
pid[xi] (1.87)
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The normalisation then ensures that the model is calibrated to the initial dis-
count factors.
The discount factor in this model is deterministic:
pji =
pj
pi
(1.88)
It is a surprising and somewhat counterintuitive feature of the Linear Dirac
model that the determinism of the discount factor does not translate to zero
value for interest rate options. The generator of interest rate volatility is non-
commutativity between the deflators at the start and end of the accrual period,
implying they cannot be simultaneously observed with certainty. Caplets and
swaptions thus have positive option value even when the corresponding yield
curve instruments are deterministic.
1.8.4 Quantum options
Consider the option to exchange one unit of a foreign currency for κ units of a
domestic currency. In a single-period Linear Dirac model, the driving state is
given by the copositive function w = r[pi, u] and the deflator observables for the
two currencies are given by the measures u =
√
pd[x] and
√
qd[y] respectively.
Exercise of the option is indicated by an observable e, restricted so that it only
takes the values zero or one, spec[e] = {0, 1}. The price of the option is then:
o[κ; e] = p (xˆ|pi[e]|xˆ)− κq (yˆ|pi[e]|yˆ) (1.89)
where xˆ = pi[x]u and yˆ = pi[y]u, and the operator pi[e] is defined by extending
the group representation linearly to the discrete measures.
There is an obvious similarity between this expression and the corresponding
expression for the option price in the commutative economy, and the optimal
option price is similarly obtained as the supremum over a range of projections.
Where the noncommutative economy gains an advantage is in its ability to
explore the more complex exercise strategies that exist among noncommuting
observables. Indeed, the bound for the option price discovered in the classical
case is achieved by the simplest possible Linear Dirac model – the quantum
binomial model obtained from the fundamental representation of the compact
group SU [2]. The ability to fully explore noncommutative ∗-algebras of oper-
ators suggests a link between the classification of von Neumann algebras and
bounds for option prices in classical models.
1.9 Outline
The idea that mathematical finance can be framed in terms of a duality between
observable and state (equivalently, between numeraire change and conditional
valuation), coupled with the experience of the Quadratic Gauss model where
this duality is explicit and the original behaviour evident in the Linear Dirac
model, strongly suggests that this is an idea worthy of deeper investigation.
In this thesis, the dual ∗-Hopf algebraic structures of observables and states
are developed, and algebraic methods are utilised to create efficient models for
pricing. This naturally leads to the study of models based on restrictions of
the dual ∗-Hopf algebras, such as the Quadratic Gauss model, that retain much
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of the phenomenology of their parent within a more tractable domain, and
extensions of the dual ∗-Hopf algebras, such as the Linear Dirac model, with
novel features unattainable in the classical case.
At the heart of this discussion is the ∗-Hopf algebra, providing the domain
for the analysis of positive linear maps, and the thesis begins with a presentation
of the axioms for the ∗-Hopf algebra as assumed throughout the following. The
exposition proceeds to show how dual ∗-Hopf algebras are constructed from the
functions and measures on a measurable group, and how the concept of positivity
emerges from the ∗-algebra. Mathematical finance is then reconstructed in the
algebraic perspective, highlighting the essential roles played by the product and
coproduct in the financial calculus, and the following two chapters consider in
detail the specific examples of the Quadratic Gauss and Linear Dirac models.
The second half of the thesis then replicates this development in the more
general context of quantum groups, adding rigour to the exposition through the
application of categorification, and concludes that the abstract algebraic frame-
work encapsulates all the requirements for the model of derivative securities.
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Part I
Classical duality
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Chapter 2
Duality
Making the assumption that the securities form a vector space requires only
that they may be combined in long and short positions in arbitrary quantity.
The constraints imposed by replicability are then satisfied when the valuation
map on the securities is linear.
Beyond this, the model for derivative securities in the discrete time frame-
work overlays the observable space with two additional operations. The prod-
uct enables derivative securities to be constructed from convex combinations
of underlying securities, with settlement based on a formula of the underlying
valuations. The coproduct is required to ensure that securities contingent on
different schedules can be reconciled, and effectively defines the rules of accu-
mulation for the incremental changes in the state. Together, these operations
satisfy the axioms of a ∗-Hopf algebra.
The group provides the template for the Hopf algebra, and is the starting
point for the dual ∗-Hopf algebras that feature prominently in the classical
financial calculus. The structure of the group is built up progressively, first from
its structure as a space, then as a monoid, and finally as a group, with each
stage motivating more operations of the Hopf algebra. The coalgebra structure
on the space A is defined by the counit map  : A → {∅} and the coproduct
map ∆ : A → A×A:
[x] = ∅ (2.1)
∆[x] = (x, x)
for the element x ∈ A. These maps inspires the counital and coassociative
relations of coalgebras. The algebra structure on the monoid A is defined by
the unit map η : {∅} → A and the product map ∇ : A×A → A:
η[∅] = 1 (2.2)
∇[x, y] = xy
for the elements x, y ∈ A. These maps inspire the unital and associative relations
of algebras. The definition of the group A is then completed by the antipode
map s : A → A:
s[x] = x−1 (2.3)
for the element x ∈ A, whose relations with the coproduct and product are
mirrored in the Hopf algebra.
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The axioms of the ∗-Hopf algebra are here specified as relationships among
the compositions and concatenations of the defining maps on the vector space.
Expressing the axioms in this way, rather than directly in terms of their actions
on elements of the vector space, ensures the constructions can be transcribed
more generally to symmetric monoidal categories, thereby elucidating the defi-
nitions and providing a rich source of generalisations.
2.1 Function and measure
The classical examples of dual ∗-Hopf algebras are the functions and measures
on measurable groups. The development begins with the observation that the
measurable spaces and the measurable maps between them form a category
Meas, from which the bialgebras of observables and states are generated. These
dual bialgebras emerge as the images of contravariant and covariant functors to
the category of vector spaces Vec, with the operations of the bialgebra as the
images of the counit and coproduct of the measurable space and the unit and
product of the measurable monoid. Duality of the bialgebras is expressed in
terms of the pairing between function and measure provided by integration.
These are by no means the exclusive examples, and in the following sections
the axioms of the ∗-Hopf algebra are introduced in abstraction. The axioms
are interpreted in the context of the spaces of functions and measures, which
illustrates the operations of the ∗-Hopf algebra while providing the classical
examples of the construction.
2.1.1 Functions on a measurable space
The function functor:
V : Meas→ Vec (2.4)
is the faithful contravariant functor that sends a measurable space to its vector
space of complex-valued measurable functions and a measurable map to its
pullback linear map.
• For the measurable space A, the vector space V[A] comprises the complex-
valued measurable functions on A.
• For the measurable map e : A → B, the linear map V[e] : V[A]← V[B] and
antilinear map V[e]∗ : V[A] ← V[B] are defined for the function b ∈ V[B]
by:
(V[e] ◦ b)[x] = b[e[x]] (2.5)
(V[e]∗ ◦ b)[x] = b[e[x]]∗
for the element x ∈ A.
The function category is the symmetric monoidal category defined as the
image of the function functor, inheriting concatenation from the product of
measurable spaces.
• The unit vector space is the vector space C associated with the singleton
measurable space.
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• The concatenation of the vector space V[A] with the vector space V[B],
generated from the measurable spaces A and B, is the vector space:
V[A]⊗ V[B] = V[A× B] (2.6)
generated from the product measurable space A× B.
• The concatenations of the linear map V[e] and antilinear map V[e]∗ with
the linear map V[f ] and antilinear map V[f ]∗, generated from the mea-
surable maps e : A → D and f : B → E , are the linear and antilinear
maps:
V[e]⊗ V[f ] = V[e× f ] (2.7)
V[e]∗ ⊗ V[f ]∗ = V[e× f ]∗
generated from the product measurable map e× f : A× B → D × E .
• The compositions of the linear map V[e] and antilinear map V[e]∗ with the
linear map V[f ] and antilinear map V[f ]∗, generated from the measurable
maps e : A → B and f : B → C, are the linear and antilinear maps:
V[e] ◦ V[f ] = V[e]∗ ◦ V[f ]∗ = V[e ◦ f ] (2.8)
V[e]∗ ◦ V[f ] = V[e] ◦ V[f ]∗ = V[e ◦ f ]∗
generated from the composed measurable map e ◦ f : A → C.
This definition of concatenation extends the algebraic tensor product , in
the sense that there is a natural transformation from the bifunctor  to the
bifunctor ⊗ whose component linear maps are injective. For notational sim-
plicity, the unitor and associator linear maps of the monoidal category and the
component linear maps of the natural inclusion are suppressed in the following,
as their locations in expressions can be unambiguously determined from the
context.
Elementary examples of linear maps that will be used below are the identity
linear map ι associated with the identity measurable map ι : A → A and the
twist linear map τ associated with the twist measurable map τ : A×B → B×A:
ι ≡ V[ι] : V[A]← V[A] (2.9)
τ ≡ V[τ ] : V[A]⊗ V[B]← V[B]⊗ V[A]
defined for the functions a ∈ V[A] and b ∈ V[B]⊗ V[A] by:
(ι ◦ a)[x] = a[x] (2.10)
(τ ◦ b)[x, y] = b[y, x]
for the elements x ∈ A and y ∈ B.
2.1.2 Measures on a measurable space
The measure functor:
U : Meas→ Vec (2.11)
is the faithful covariant functor that sends a measurable space to its vector space
of finite complex-valued measures and a measurable map to its pushforward
linear map.
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• For the measurable space A, the vector space U[A] comprises the finite
complex-valued measures on A.
• For the measurable map e : A → B, the linear map U[e] : U[A]→ U[B] and
antilinear map U[e]∗ : U[A] → U[B] are defined for the measure z ∈ U[A]
by:
(z ◦ U[e])[Y ] = z[e−1[Y ]] (2.12)
(z ◦ U[e]∗)[Y ] = z[e−1[Y ]]∗
for the subset Y ⊂ B.
The measure category is the symmetric monoidal category defined as the
image of the measure functor, inheriting concatenation from the product of
measurable spaces.
• The unit vector space is the vector space C associated with the singleton
measurable space.
• The concatenation of the vector space U[A] with the vector space U[B],
generated from the measurable spaces A and B, is the vector space:
U[A]⊗ U[B] = U[A× B] (2.13)
generated from the product measurable space A× B.
• The concatenations of the linear map U[e] and antilinear map U[e]∗ with
the linear map U[f ] and antilinear map U[f ]∗, generated from the mea-
surable maps e : A → D and f : B → E , are the linear and antilinear
maps:
U[e]⊗ U[f ] = U[e× f ] (2.14)
U[e]∗ ⊗ U[f ]∗ = U[e× f ]∗
generated from the product measurable map e× f : A× B → D × E .
• The compositions of the linear map U[e] and antilinear map U[e]∗ with the
linear map U[f ] and antilinear map U[f ]∗, generated from the measurable
maps e : A → B and f : B → C, are the linear and antilinear maps:
U[e] ◦ U[f ] = U[e]∗ ◦ U[f ]∗ = U[e ◦ f ] (2.15)
U[e]∗ ◦ U[f ] = U[e] ◦ U[f ]∗ = U[e ◦ f ]∗
generated from the composed measurable map e ◦ f : A → C.
This definition of concatenation extends the algebraic tensor product , in
the sense that there is a natural transformation from the bifunctor  to the
bifunctor ⊗ whose component linear maps are injective. For notational sim-
plicity, the unitor and associator linear maps of the monoidal category and the
component linear maps of the natural inclusion are suppressed in the following,
as their locations in expressions can be unambiguously determined from the
context.
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Elementary examples of linear maps that will be used below are the identity
linear map ι associated with the identity measurable map ι : A → A and the
twist linear map τ associated with the twist measurable map τ : A×B → B×A:
ι ≡ U[ι] : U[A]→ U[A] (2.16)
τ ≡ U[τ ] : U[A]⊗ U[B]→ U[B]⊗ U[A]
defined for the measures y ∈ U[A]⊗ U[B] and z ∈ U[A] by:
(z ◦ ι)[X] = z[X] (2.17)
(y ◦ τ)[Y ×X] = y[X × Y ]
for the subsets X ⊂ A and Y ⊂ B.
2.2 The axioms of the ∗-algebra
The first operation that is required by the model of observables is the product,
which enables the construction of convex relationships among observables. The
∗-algebra encapsulates the rules for the product, and is defined to be a ∗-monoid
in the category of vector spaces.
Definition 1 (∗-Algebra) A ∗-algebra is defined to be a vector space V equipped
with a unit linear map η with arity 0 and coarity 1, a product linear map ∇
with arity 2 and coarity 1, and an involution antilinear map ? with arity 1 and
coarity 1:
η : V← C (2.18)
∇ : V← V ⊗ V
? : V← V
These maps are required to be unital, associative and involutive.
• The unit and product of the ∗-algebra are required to be unital and asso-
ciative:
∇ ◦ (η ⊗ ι) = ι = ∇ ◦ (ι⊗ η) (2.19)
∇ ◦ (∇⊗ ι) = ∇ ◦ (ι⊗∇)
These relations ensure that, for the integer n ≥ 0, the n-product linear
map ∇ : V ← ⊗nV with arity n and coarity 1 does not depend on the
order in which the unit and product are applied.
• The involution of the ∗-algebra is required to satisfy:
? ◦ ∇ ◦ τ = ∇ ◦ (?⊗ ?) (2.20)
ι = ? ◦ ?
so that the involution is involutive and reverses the order of observables in
the inputs to the product. The involution enables the definition of reality
in the ∗-algebra: the element a ∈ V is real if it satisfies:
? ◦ a = a (2.21)
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V ⊗ V
V
ι -
η
⊗ ι
-
V
∇
-
V ⊗ V
∇
-
ι⊗
η
-
The ∗-algebra is unital.
V ⊗ V
V ⊗ V ⊗ V
∇⊗
ι
-
V
∇
-
V ⊗ V
∇
-
ι⊗∇
-
The ∗-algebra is associative.
V ⊗ V ...........
?⊗ ?
- V ⊗ V ∇ - V
V ⊗ V
τ
?
∇
- V ....................
?
- V
wwwwwwwwww
V
V
ι
-.
....
....
....
....
....
....
....
...
?
-
V
................................
?
-
The ∗-algebra is involutive.
Table 2.1: The relations of the ∗-algebra.
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• The ∗-algebra is commutative if it additionally satisfies:
∇ = ∇ ◦ τ (2.22)
so that the product does not depend on the order of observables in the
inputs to the product.
2.2.1 The ∗-algebra of functions on a space
There is a natural ∗-algebra structure among the functions on a measurable
space. The unit and product of the algebra are the pullbacks of the counit and
coproduct maps of the measurable space, and the involution of the ∗-algebra is
the complex conjugate of the pullback of the identity map of the measurable
space.
For the measurable space A, the unit and product linear maps and the
involution antilinear map are defined on the vector space of functions V[A]:
• The unit is the linear map:
η ≡ V[] : V[A]← C (2.23)
defined for the scalar λ ∈ C by:
(η ◦ λ)[x] = λ (2.24)
for the element x ∈ A.
• The product is the linear map:
∇ ≡ V[∆] : V[A]← V[A]⊗ V[A] (2.25)
defined for the function b ∈ V[A]⊗ V[A] by:
(∇ ◦ b)[x] = b[x, x] (2.26)
for the element x ∈ A.
• The involution is the antilinear map:
? ≡ V[ι]∗ : V[A]← V[A] (2.27)
defined for the function a ∈ V[A] by:
(? ◦ a)[x] = a[x]∗ (2.28)
for the element x ∈ A. The function is real when it satisfies:
a[x]∗ = a[x] (2.29)
It can be directly verified that the unit, product and involution thus defined
satisfy the relations of a commutative ∗-algebra. For example, the involutive
property of the involution and the commutative and associative properties of
the product follow from:
(? ◦ ? ◦ a)[x] = a[x]∗∗ = a[x] (2.30)
(∇ ◦ b)[x] = b[x, x] = (∇ ◦ τ ◦ b)[x]
(∇ ◦ (∇⊗ ι) ◦ c)[x] = c[x, x, x] = (∇ ◦ (ι⊗∇) ◦ c)[x]
for the functions a ∈ V[A], b ∈ V[A]⊗V[A] and c ∈ V[A]⊗V[A]⊗V[A]. In this
example, the properties of the ∗-algebra essentially follow from the properties of
A as a space, which represents the ‘outer’ algebraic structure of the functions.
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2.2.2 The ∗-algebra of measures on a group
There is a natural ∗-algebra structure among the measures on a measurable
group. The unit and product operations of the algebra are the pushforwards of
the unit and product maps of the measurable group, and the involution of the
∗-algebra is the complex conjugate of the pushforward of the antipode map of
the measurable group.
For the measurable group A, the unit and product linear maps and the
involution antilinear map are defined on the vector space of measures U[A]:
• The unit is the linear map:
η ≡ U[η] : C→ U[A] (2.31)
defined for the scalar λ ∈ C by:
(λ ◦ η)[X] = λ(1 ∈ X) (2.32)
for the subset X ⊂ A.
• The product is the linear map:
∇ ≡ U[∇] : U[A]⊗ U[A]→ U[A] (2.33)
defined for the measure y ∈ U[A]⊗ U[A] by:
(y ◦ ∇)[X] = y[∇−1[X]] (2.34)
for the subset X ⊂ A.
• The involution is the antilinear map:
? ≡ U[s]∗ : U[A]→ U[A] (2.35)
defined for the measure z ∈ U[A] by:
(z ◦ ?)[X] = z[X−1]∗ (2.36)
for the subset X ⊂ A. The measure is real when it satisfies:
z[X]∗ = z[X−1] (2.37)
It can be directly verified that the unit, product and involution thus defined
satisfy the relations of a ∗-algebra, which is commutative precisely when the
group is commutative. For example, the involutive property of the involution
and the associative property of the product follow from:
(z ◦ ? ◦ ?)[X] = z[X−1−1]∗∗ = z[X] (2.38)
(y ◦ (∇⊗ ι) ◦ ∇)[X] = y[∇−1[X]] = (y ◦ (ι⊗∇) ◦ ∇)[X]
for the measures z ∈ U[A] and y ∈ U[A] ⊗ U[A] ⊗ U[A]. In this example, the
properties of the ∗-algebra essentially follow from the properties of A as a group,
which represents the ‘outer’ algebraic structure of the measures.
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2.3 The axioms of the ∗-coalgebra
The second operation that is required by the model of observables is the co-
product, which enables the coherent comparison of observables generated from
distinct discretisations of the timeline. The ∗-coalgebra encapsulates the rules
for the coproduct, and is defined to be a ∗-comonoid in the category of vector
spaces.
Definition 2 (∗-Coalgebra) A ∗-coalgebra is defined to be a vector space V
equipped with a counit linear map  with arity 1 and coarity 0, a coproduct
linear map ∆ with arity 1 and coarity 2, and a coinvolution antilinear map ?
with arity 1 and coarity 1:
 : C← V (2.39)
∆ : V ⊗ V← V
?: V← V
These maps are required to be counital, coassociative and coinvolutive.
• The counit and coproduct of the ∗-coalgebra are required to be counital and
coassociative:
(⊗ ι) ◦∆ = ι = (ι⊗ ) ◦∆ (2.40)
(∆⊗ ι) ◦∆ = (ι⊗∆) ◦∆
These relations ensure that, for the integer n ≥ 0, the n-coproduct linear
map ∆ : ⊗nV← V with arity 1 and coarity n does not depend on the order
in which the counit and coproduct are applied.
• The coinvolution of the ∗-coalgebra is required to satisfy:
τ ◦∆ ◦ ?= ( ?⊗ ?) ◦∆ (2.41)
ι = ?◦ ?
so that the coinvolution is involutive and reverse the order of observables
in the outputs to the coproduct. The coinvolution enables the definition of
coreality in the ∗-coalgebra: the element a ∈ V is coreal if it satisfies:
?◦ a = a (2.42)
• The ∗-coalgebra is cocommutative if it additionally satisfies:
∆ = τ ◦∆ (2.43)
so that the coproduct does not depend on the order of observables in the
outputs to the coproduct.
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V ⊗ V
V
ι -
∆
-
V
⊗
ι
-
V ⊗ V
ι⊗

-
∆
-
The ∗-coalgebra is counital.
V ⊗ V
V
∆
-
V ⊗ V ⊗ V
∆⊗
ι
-
V ⊗ V
ι⊗
∆
-
∆
-
The ∗-coalgebra is coassociative.
V
∆- V ⊗ V ...........
?⊗ ?
- V ⊗ V
V
wwwwwwwwww
....................
?
- V
∆
- V ⊗ V
τ
?
V
V
ι
-.
....
....
....
....
....
....
....
...
?
-
V
................................
?
-
The ∗-coalgebra is coinvolutive.
Table 2.2: The relations of the ∗-colagebra.
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2.3.1 The ∗-coalgebra of functions on a group
There is a natural ∗-coalgebra structure among the functions on a measurable
group. The counit and coproduct operations of the coalgebra are the pullbacks
of the unit and product maps of the measurable group, and the coinvolution of
the ∗-coalgebra is the complex conjugate of the pullback of the antipode map
of the measurable group.
For the measurable group A, the counit and coproduct linear maps and the
coinvolution antilinear map are defined on the vector space of functions V[A]:
• The counit is the linear map:
 ≡ V[η] : C←V[A] (2.44)
defined for the function a ∈ V[A] by:
 ◦ a = a[1] (2.45)
• The coproduct is the linear map:
∆ ≡ V[∇] : V[A]⊗ V[A]←V[A] (2.46)
defined for the function a ∈ V[A] by:
(∆ ◦ a)[x, y] = a[xy] (2.47)
for the elements x, y ∈ A.
• The coinvolution is the antilinear map:
?≡ V[s]∗ : V[A]←V[A] (2.48)
defined for the function a ∈ V[A] by:
( ?◦ a)[x] = a[x−1]∗ (2.49)
for the element x ∈ A. The function is coreal when it satisfies:
a[x]∗ = a[x−1] (2.50)
It can be directly verified that the counit, coproduct and coinvolution thus
defined satisfy the relations of a ∗-coalgebra, which is cocommutative precisely
when the group is commutative. For example, the coinvolutive property of the
coinvolution and the coassociative property of the coproduct follow from:
( ?◦ ?◦ a)[x] = a[x−1−1]∗∗ = a[x] (2.51)
((∆⊗ ι) ◦∆ ◦ a)[x, y, z] = a[xyz] = ((ι⊗∆) ◦∆ ◦ a)[x, y, z]
for the function a ∈ V[A]. In this example, the properties of the ∗-coalgebra
essentially follow from the properties of A as a group, which represents the
‘inner’ algebraic structure of the functions.
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2.3.2 The ∗-coalgebra of measures on a space
There is a natural ∗-coalgebra structure among the measures on a measurable
space. The counit and coproduct of the coalgebra are the pushforwards of the
counit and coproduct maps of the measurable space, and the coinvolution of the
∗-coalgebra is the complex conjugate of the pushforward of the identity map of
the measurable space.
For the measurable space A, the counit and coproduct linear maps and the
coinvolution antilinear map are defined on the vector space of measures U[A]:
• The counit is the linear map:
 ≡ U[] : U[A]→ C (2.52)
defined for the measure z ∈ U[A] by:
z ◦  = z[A] (2.53)
• The coproduct is the linear map:
∆ ≡ U[∆] : U[A]→ U[A]⊗ U[A] (2.54)
defined for the measure z ∈ U[A] by:
(z ◦∆)[X × Y ] = z[X ∩ Y ] (2.55)
for the subsets X,Y ⊂ A.
• The coinvolution is the antilinear map:
?≡ U[ι]∗ : U[A]→ U[A] (2.56)
defined for the measure z ∈ U[A] by:
(z ◦ ?)[X] = z[X]∗ (2.57)
for the subset X ⊂ A. The measure is coreal when it satisfies:
z[X]∗ = z[X] (2.58)
It can be directly verified that the counit, coproduct and coinvolution thus
defined satisfy the relations of a cocommutative ∗-coalgebra. For example, the
coinvolutive property of the coinvolution and the cocommutative and coassocia-
tive properties of the coproduct follow from:
(z ◦ ?◦ ?)[X] = z[X]∗∗ = z[X] (2.59)
(z ◦∆)[X × Y ] = z[X ∩ Y ] = z[Y ∩X] = (z ◦∆ ◦ τ)[X × Y ]
(z ◦∆ ◦ (∆⊗ ι))[X×Y ×Z] = z[X ∩ Y ∩ Z] = (z ◦∆ ◦ (ι⊗∆))[X×Y ×Z]
for the measure z ∈ U[A]. In this example, the properties of the ∗-coalgebra
essentially follow from the properties of A as a space, which represents the
‘inner’ algebraic structure of the measures.
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2.4 The axioms of the ∗-Hopf algebra
Compatibility of the product and coproduct, required to ensure they do not
depend on the order of their application, implies that the operations of the
∗-algebra and ∗-coalgebra commute. This becomes the definition of the ∗-
bialgebra.
Definition 3 (∗-Bialgebra) A ∗-bialgebra is defined to be a vector space V
equipped with maps (η,∇, ?) that make it into a ∗-algebra and with maps (,∆, ?)
that make it into a ∗-coalgebra. The operations of the ∗-algebra and the opera-
tions of the ∗-coalgebra are required to commute.
• The diagonal commutation relations are:
 ◦ η = ι (2.60)
∆ ◦ ∇ = (∇⊗∇) ◦ (ι⊗ τ ⊗ ι) ◦ (∆⊗∆)
?◦ ? = ? ◦ ?
• The coproduct-unit and product-counit commutation relations are:
∆ ◦ η = η ⊗ η (2.61)
 ◦ ∇ = ⊗ 
• The coinvolution-unit and involution-counit commutation relations are:
?◦ η = η ◦ ∗ (2.62)
 ◦ ? = ∗ ◦ 
• The coinvolution-product and involution-coproduct commutation relations
are:
?◦ ∇ = ∇ ◦ ( ?⊗ ?) (2.63)
∆ ◦ ? = (?⊗ ?) ◦∆
The final requirement of the model for observables is the reversibility of
time, expressed as an antipode that maps an observable to the equivalent ob-
servable on the reversed path. For the ∗-bialgebra, the antipode is defined as
the composition of the involution with the coinvolution. This composition does
not automatically satisfy the required properties of the antipode. There is,
however, a relationship between the operations of the ∗-bialgebra that, together
with the antipode, makes it into an involutive Hopf algebra. This antipode
relation completes the definition of the ∗-Hopf algebra.
Definition 4 (∗-Hopf algebra) A ∗-Hopf algebra is defined to be a ∗-bialgebra
V whose operations satisfy the antipode relation:
∇ ◦ ( ?⊗ ?) ◦∆ = η ◦ ∗ ◦  = ∇ ◦ (?⊗ ?) ◦∆ (2.64)
Theorem 5 (∗-Hopf algebra) If V is a ∗-Hopf algebra, then V is an in-
volutive Hopf algebra with antipode linear map s : V → V defined as the com-
position of the involution and the coinvolution:
s = ?◦ ? = ? ◦ ? (2.65)
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ι
-
η
-
C

-
The unit and counit commute.
V ⊗ V ∇ - V ∆ - V ⊗ V
V ⊗ V ⊗ V ⊗ V
∇⊗∇
?
ι⊗ τ ⊗ ι
- V ⊗ V ⊗ V ⊗ V
∆⊗∆
6
The product and coproduct commute.
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-
The involution and coinvolution commute.
Table 2.3: The diagonal commutation relations of the ∗-bialgebra.
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V ⊗ V
∆
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⊗ 
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∇
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The (co)unit and (co)product commutation relations.
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
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The (co)unit and (co)involution commutation relations.
V ⊗ V ...........
?⊗ ?
- V ⊗ V ∇ - V
V ⊗ V
wwwwwwwwww
∇
- V ....................
?
- V
wwwwwwwwww
V
∆- V ⊗ V ...........
?⊗ ?
- V ⊗ V
V
wwwwwwwwww
....................
?
- V
∆
- V ⊗ V
wwwwwwwwww
The (co)product and (co)involution commutation relations.
Table 2.4: The off-diagonal commutation relations of the ∗-bialgebra.
36
V ⊗ V .......................................................................
?⊗ ?
- V ⊗ V
V
∆
6
 - C ....................
∗
- C
η - V
∇
?
V ⊗ V
∆
?
.......................................................................
?⊗ ?
- V ⊗ V
∇
6
V ⊗ V s⊗ ι - V ⊗ V
V
∆
6
 - C
η - V
∇
?
V ⊗ V
∆
?
ι⊗ s
- V ⊗ V
∇
6
The antipode relations.
Table 2.5: The antipode relations of the ∗-Hopf algebra.
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Proof. The involutive property follows directly from the equivalent properties
of the involution and coinvolution:
s ◦ s = ?◦ ? ◦ ? ◦ ? (2.66)
= ?◦ ?
= ι
The antipode property follows from the antipode relation, the defining proper-
ties of the ∗-bialgebra, and the interchange law for composition and concatena-
tion:
∇ ◦ (s⊗ ι) ◦∆ = ∇ ◦ (( ?◦ ?)⊗ (? ◦ ?)) ◦∆ (2.67)
= ∇ ◦ ( ?⊗ ?) ◦ (?⊗ ?) ◦∆
= ∇ ◦ ( ?⊗ ?) ◦∆ ◦ ?
= η ◦ ∗ ◦  ◦ ?
= η ◦ ∗ ◦ ∗ ◦ 
= η ◦ 
with the reversed antipode property following similarly. This demonstrates that:
∇ ◦ (s⊗ ι) ◦∆ = η ◦  = ∇ ◦ (ι⊗ s) ◦∆ (2.68)
so that the ∗-Hopf algebra satisfies the involutive and antipode properties of the
involutive Hopf algebra.
2.4.1 The ∗-Hopf algebra of functions on a group
For the measurable group A, the ∗-algebra and ∗-coalgebra structures on the
vector space of functions V[A] commute, and so define a ∗-bialgebra structure
on the functions. This ∗-bialgebra structure also satisfies the antipode relation,
and so defines a ∗-Hopf algebra structure on the functions.
• The antipode is the linear map:
s ≡ V[s] : V[A]← V[A] (2.69)
defined for the function a ∈ V[A] by:
(s ◦ a)[x] = a[x−1] (2.70)
for the element x ∈ A.
The commutation relations of the ∗-bialgebra are demonstrated directly. For
example, to demonstrate the commutativity of the product and coproduct, note
that:
(∇ ◦ b)[x] = b[x, x] (2.71)
(∆ ◦ ∇ ◦ b)[x, y] = b[xy, xy]
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and:
((∆⊗∆) ◦ b)[x, y, z, w] = b[xy, zw] (2.72)
((ι⊗ τ ⊗ ι) ◦ (∆⊗∆) ◦ b)[x, y, z, w] = b[xz, yw]
((∇⊗∇) ◦ (ι⊗ τ ⊗ ι) ◦ (∆⊗∆) ◦ b)[x, y] = b[xy, xy]
for the function b ∈ V[A] ⊗ V[A]. The other commutation relations follow
similarly. The antipode property is demonstrated directly from:
(∆ ◦ a)[x, y] = a[xy] (2.73)
(( ?⊗ ?) ◦∆ ◦ a)[x, y] = a[x−1y]∗
(∇ ◦ ( ?⊗ ?) ◦∆ ◦ a)[x] = a[1]∗
and:
 ◦ a = a[1] (2.74)
∗ ◦  ◦ a = a[1]∗
(η ◦ ∗ ◦  ◦ a)[x] = a[1]∗
for the function a ∈ V[A]. The antipode property in this example derives from
the ability to invert the group element and thereby return to the identity. In
this way, the antipode is related to the reversibility of time.
Within the ∗-Hopf algebra of functions there is the sub ∗-Hopf algebra of
test functions, with properties that give them special status in the theory of in-
tegration. The test functions are derived from the Dirac map on the measurable
space A, defined for the element x ∈ A and the subset X ⊂ A by:
d[x,X] = (x ∈ X) (2.75)
Currying the second argument of the Dirac map leads to the indicator function
d[X] : x 7→ (x ∈ X) for the subset X. The vector space V0[A] of finite linear
combinations of indicator functions is then a sub ∗-Hopf algebra of the func-
tions V[A]. The test functions on the measurable space are closed under the
operations of the ∗-algebra:
η ◦ 1 = d[A] (2.76)
∇ ◦ d[X × Y ] = d[X ∩ Y ]
? ◦ d[X] = d[X]
The test functions on the measurable group are closed under the operations of
the ∗-coalgebra:
 ◦ d[X] = (1 ∈ X) (2.77)
∆ ◦ d[X] = d[∇−1[X]]
?◦ d[X] = d[X−1]
Finally, the test functions on the measurable group are closed under the antipode
operation of the ∗-Hopf algebra:
s ◦ d[X] = d[X−1] (2.78)
The test functions are useful as their integrals are always defined, and they are
sufficient to determine the integrand measure.
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2.4.2 The ∗-Hopf algebra of measures on a group
For the measurable group A, the ∗-algebra and ∗-coalgebra structures on the
vector space of measures U[A] commute, and so define a ∗-bialgebra structure
on the measures. This ∗-bialgebra structure also satisfies the antipode relation,
and so defines a ∗-Hopf algebra structure on the measures.
• The antipode is the linear map:
s ≡ U[s] : U[A]→ U[A] (2.79)
defined for the measure z ∈ U[A] by:
(z ◦ s)[X] = z[X−1] (2.80)
for the subset X ⊂ A.
The commutation relations of the ∗-bialgebra are demonstrated directly. For
example, to demonstrate the commutativity of the product and coproduct, note
that:
(y ◦ ∇)[X] = y[∇−1[X]] (2.81)
(y ◦ ∇ ◦∆)[X × Y ] = y[∇−1[X ∩ Y ]]
and:
(y ◦ (∆⊗∆))[X × Y × Z ×W ] = y[(X ∩ Y )× (Z ∩W )] (2.82)
(y ◦ (∆⊗∆) ◦ (ι⊗ τ ⊗ ι))[X × Y × Z ×W ] = y[(X ∩ Z)× (Y ∩W )]
(y ◦ (∆⊗∆) ◦ (ι⊗ τ ⊗ ι) ◦ (∇⊗∇))[X×Y ] = y[∇−1[X ∩ Y ]]
for the measure y ∈ U[A] ⊗ U[A]. The other commutation relations follow
similarly. The antipode property is demonstrated directly from:
(z ◦∆)[X × Y ] = z[X ∩ Y ] (2.83)
(z ◦∆ ◦ ( ?⊗ ?))[X × Y ] = z[X ∩ Y −1]∗
(z ◦∆ ◦ ( ?⊗ ?) ◦ ∇)[X] = z[A]∗(1 ∈ X)
and:
z ◦  = z[A] (2.84)
z ◦  ◦ ∗ = z[A]∗
(z ◦  ◦ ∗ ◦ η)[X] = z[A]∗(1 ∈ X)
for the measure z ∈ U[A]. The antipode property in this example derives from
the ability to invert the group subset and thereby return to the identity. In this
way, the antipode is related to the reversibility of time.
Within the ∗-Hopf algebra of measures there is the sub ∗-Hopf algebra of
test measures, with properties that give them special status in the theory of in-
tegration. The test measures are derived from the Dirac map on the measurable
space A, defined for the element x ∈ A and the subset X ⊂ A by:
d[x,X] = (x ∈ X) (2.85)
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Currying the first argument of the Dirac map leads to the Dirac measure
d[x] : X 7→ (x ∈ X) for the element x. The vector space U0[A] of finite
linear combinations of Dirac measures is then a sub ∗-Hopf algebra of the mea-
sures U[A]. The test measures on the measurable space are closed under the
operations of the ∗-coalgebra:
d[x] ◦  = 1 (2.86)
d[x] ◦∆ = d[x, x]
d[x] ◦ ?= d[x]
The test measures on the measurable group are closed under the operations of
the ∗-algebra:
1 ◦ η = d[1] (2.87)
d[x, y] ◦ ∇ = d[xy]
d[x] ◦ ? = d[x−1]
Finally, the test measures on the measurable group are closed under the antipode
operation of the ∗-Hopf algebra:
d[x] ◦ s = d[x−1] (2.88)
The test measures are useful as their integrals are always defined, and they are
sufficient to determine the integrand function.
2.5 Duality of function and measure
Integration provides a partially defined pairing between the ∗-Hopf algebras of
functions and measures, and the operations of the ∗-Hopf algebras are dual with
respect to this pairing. For the measurable space A, the pairing of the measure
z ∈ U[A] with the function a ∈ V[A] is the integral ⟪z|a⟫ ∈ C:
⟪z|a⟫ = ∫
x∈A
z[dx] a[x] (2.89)
The pairing is a partially defined linear map from U[A]  V[A] to C whose
domain is the subspace generated by the pairs z a ∈ U[A] V[A] for which:∫
x∈A
|z[dx]| |a[x]| <∞ (2.90)
so that the function a is absolutely integrable in the measure z. This subspace
includes all the pairs of U0[A]  V[A] involving the test measures and all the
pairs of U[A] V0[A] involving the test functions.
The measure can be identified from its pairings with test functions, and the
function can be identified from its pairings with test measures.
• For the measure z ∈ U[A], the set V1[z|A] of all functions a ∈ V[A] for
which ⟪z|a⟫ is defined is a subspace of V[A] with:
V0[A] ⊂ V1[z|A] ⊂ V[A] (2.91)
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Define the covaluation and valuation linear maps:
|z⟫ : C→ U[A] (2.92)⟪z| : C← V1[z|A]
by:
λ ◦ |z⟫ = λz (2.93)⟪z| ◦ a = ⟪z|a⟫
Then z = 0 if and only if ⟪z| = 0.
• For the function a ∈ V[A], the set U1[A|a] of all measures z ∈ U[A] for
which ⟪z|a⟫ is defined is a subspace of U[A] with:
U0[A] ⊂ U1[A|a] ⊂ U[A] (2.94)
Define the covaluation and valuation linear maps:
⟪a| : V[A]← C (2.95)
|a⟫ : U1[A|a]→ C
by:
⟪a| ◦ λ = λa (2.96)
z ◦ |a⟫ = ⟪z|a⟫
Then a = 0 if and only if |a⟫ = 0.
To demonstrate the first statement, take a to be the indicator function d[X] ∈
V0[A] for the subset X ⊂ A, so that ⟪z|a⟫ = z[X]. To demonstrate the second
statement, take z to be the Dirac measure d[x] ∈ U0[A] for the element x ∈ A,
so that ⟪z|a⟫ = a[x].
The duality of the ∗-Hopf algebras of measures and functions is expressed as
the duality between the operations of the ∗-algebras and ∗-coalgebras. For the
measurable group A, the ∗-algebra on the vector space U[A] is the dual of the
∗-coalgebra on the vector space V[A], and the ∗-coalgebra on the vector space
U[A] is the dual of the ∗-algebra on the vector space V[A].
• The unit-counit duality relations are:
⟪z|η ◦ λ⟫ = λ(z ◦ ) (2.97)⟪λ ◦ η|a⟫ = λ( ◦ a)
for the measure z ∈ U[A], the function a ∈ V[A] and the scalar λ ∈ C.
• The product-coproduct duality relations are:
⟪z|∇ ◦ b⟫ = ⟪z ◦∆|b⟫ (2.98)⟪y ◦ ∇|a⟫ = ⟪y|∆ ◦ a⟫
for the measures y ∈ U[A]⊗U[A] and z ∈ U[A] and the functions a ∈ V[A]
and b ∈ V[A]⊗ V[A], valid whenever these pairings are defined.
42
• The involution-coinvolution duality relations are:
⟪z|? ◦ a⟫ = ⟪z ◦ ?|a⟫∗ (2.99)⟪z ◦ ?|a⟫ = ⟪z| ?◦ a⟫∗
for the measure z ∈ U[A] and the function a ∈ V[A], valid whenever these
pairings are defined. It follows that the valuation map ⟪z| for the coreal
measure z maps real functions to real scalars, and the valuation map |a⟫
for the coreal function a maps real measures to real scalars.
• The antipode duality relation is:
⟪z|s ◦ a⟫ = ⟪z ◦ s|a⟫ (2.100)
for the measure z ∈ U[A] and the function a ∈ V[A], valid whenever these
pairings are defined.
The significance of duality lies in the observation that, for models that rely
only on the ∗-Hopf algebraic properties of observables and states, the roles of
function and measure are entirely symmetric and can be reversed. The frame-
work thus provides for two approaches to the modelling of observables and
states, each with its own distinctive properties.
The traditional approach utilises functions as observables and measures as
states, with the key properties that the observables are commutative but the
states may be noncommutative. Thus the state accumulates in a manner that
depends on the order of arrival of information, while the observables are si-
multaneously diagonalisable. In contrast, the alternative approach that utilises
measures as observables and functions as states has the key properties that the
states are commutative but the observables may be noncommutative. The lack
of simultaneous diagonalisability of the observables prohibits the existence of a
unique set of Arrow-Debreu observables that simultaneously indicates the pos-
sible outcomes of all observables. This becomes a source of value in the model
that does not appear in the traditional approach.
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Chapter 3
Positivity
The concept of positivity is built around two properties of ∗-algebras: first that
there are positive observables whose spectra of possible outcomes are restricted
to subsets of positive scalars; and second that there are copositive states that
map positive observables linearly to positive valuations. These states satisfy the
principles of replicability and absence of arbitrage, and are the building blocks
for derivative pricing models.
The defining properties enable the Gelfand-Naimark-Segal construction that
characterises the copositive state as a pure state associated with a representa-
tion of the ∗-algebra. This in turn introduces topology and a concrete notion of
spectrum for the observables. Taking the observables to be functions or mea-
sures on a measurable group offers two different interpretations of this result,
the first corresponding to a projection-valued measure on the group and the
second corresponding to a unitary representation of the group.
In order to simplify the expressions that follow, a more traditional (and
compact) notation is adopted for the unit, product and involution of a ∗-algebra.
For the scalar λ and the observables a and b, the observable η ◦ λ is denoted
by λ, the observable ∇ ◦ (a ⊗ b) is denoted by the juxtaposition ab, and the
observable ? ◦ a is denoted by the superscript a∗.
3.1 Positive observables and copositive states
The architect of the duality between observable and state is the pairing that
exists between a vector space V and its vector space U of linear functionals.
For the observable a ∈ V and the state z ∈ U, the pairing generates the scalar⟪z|a⟫ ∈ C, and through the pairing operations on the observables are trans-
lated to dual operations on the states. Involution of observables is antidual to
coinvolution of states, so that the coreal state generates real valuations for real
observables. Together with linearity, this ensures that the coreal state satisfies
the requirements of replicability.
Additional structure is needed on the observables to define positivity, and
so disable arbitrage. The normed square of an observable, given by the prod-
uct of the observable with its involution, is defined when the observables form
a ∗-algebra. Observables with this form generate the convex cone of positive
observables, and the copositive state is required to map these observables to pos-
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itive valuations. The copositive state thus prohibits arbitrage in the valuation
of observables.
When the observables also form a ∗-coalgebra, compatible with the ∗-algebra
according to the rules of the ∗-bialgebra, copositive states can be combined un-
der the convolution product to generate more copositive states. The commuta-
tion relations between the operations of the ∗-bialgebra are precisely those that
guarantee this property of copositivity, which in turn enables the construction
of conditional valuation as a copositive map on the observables.
3.1.1 Copositive states on a ∗-algebra of observables
The state, given by a linear functional on the ∗-algebra V of observables, pro-
hibits arbitrage when it maps positive observables to positive scalars. This
condition informs the definition of the copositive state.
Definition 6 (Copositive state) The state z ∈ U is coreal if it satisfies:
⟪z|a∗⟫ = ⟪z|a⟫∗ (3.1)
for the observable a ∈ V. The state is copositive if it is coreal and it maps
positive observables to positive scalars:
⟪z|b∗b⟫ ≥ 0 (3.2)
for the observable b ∈ V.
The copositive state generates an inner product space carrying a represen-
tation of the observables. The range of observables is then expanded to include
operators on the completion of the inner product space. The foundational result
is the Cauchy-Schwarz inequality that positivity implies for valuations.
Theorem 7 (Cauchy-Schwarz inequality) The state z ∈ U is copositive if
and only if it is coreal and it satisfies the Cauchy-Schwarz inequality:
|⟪z|a∗b⟫|2 ≤ ⟪z|a∗a⟫ ⟪z|b∗b⟫ (3.3)
for the observables a, b ∈ V.
Proof. The inequality implies copositivity, as can be seen by setting a = 1. For
the opposite implication, note that the following holds for the copositive state:
0 ≤ ⟪z|(a + λb)∗(a + λb)⟫ (3.4)
= ⟪z|a∗a⟫+ λ ⟪z|a∗b⟫+ λ∗ ⟪z|b∗a⟫+ |λ|2 ⟪z|b∗b⟫
for any scalar λ. There are two cases to consider.
Nondegenerate case ⟪z|a∗a⟫ > 0 or ⟪z|b∗b⟫ > 0: Assume without loss of
generality that ⟪z|b∗b⟫ > 0 and take λ = − ⟪z|b∗a⟫ / ⟪z|b∗b⟫, so that:
0 ≤ ⟪z|a∗a⟫− |⟪z|a∗b⟫|2⟪z|b∗b⟫ (3.5)
This is rearranged to the Cauchy-Schwarz inequality for the nondegenerate case.
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Degenerate case ⟪z|a∗a⟫ = 0 and ⟪z|b∗b⟫ = 0: Then:
0 ≤ λ ⟪z|a∗b⟫+ λ∗ ⟪z|b∗a⟫ (3.6)
The four inequalities derived from the scalars λ = ±1,±i together imply that:
⟪z|a∗b⟫ = 0 (3.7)
This is the Cauchy-Schwarz inequality for the degenerate case.
The Cauchy-Schwarz inequality almost immediately allows the construction
of an inner product on the observables, the only hurdle being to ensure def-
initeness. This is achieved by factoring out the observables whose valuations
are zero with zero variance. The observables are then represented as opera-
tors on the inner product space via the left multiplication action. This is the
Gelfand-Naimark-Segal construction.
Theorem 8 (Gelfand-Naimark-Segal construction) For the copositive state
z ∈ U, the null space I ⊂ V defined by:
I = {a : ⟪z|a∗a⟫ = 0} (3.8)
is a left ideal of V. The Gelfand-Naimark-Segal construction generates a repre-
sentation of the ∗-algebra V of observables as operators on the quotient vector
space V/I.
• Denote by |a) ∈ V/I the coset containing the observable a ∈ V. The
quotient vector space V/I is an inner product space, with inner product
defined by:
(a|b) = ⟪z|a∗b⟫ (3.9)
for the observables a, b ∈ V.
• The observables are represented as operators on the inner product space
V/I via the left multiplication action pi : O[V/I]← V:
pi ◦ a |b) = |ab) (3.10)
for the observables a, b ∈ V, where O[V/I] is the space of linear operators
on V/I.
• The coset |1) ∈ V/I is generating for the representation, and the copositive
state matches the pure state defined by this coset:
⟪z|a⟫ = (1|pi ◦ a|1) (3.11)
for the observable a ∈ V.
Proof. The result follows from the repeated application of the Cauchy-Schwarz
inequality. For λ ∈ C and a, b ∈ I, then:
⟪z|(λa)∗(λa)⟫ = |λ|2 ⟪z|a∗a⟫ = 0 (3.12)⟪z|(a + b)∗(a + b)⟫ = ⟪z|a∗a⟫+ ⟪z|a∗b⟫+ ⟪z|b∗a⟫+ ⟪z|b∗b⟫ = 0
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by the Cauchy-Schwarz inequality, so that λa, a+ b ∈ I. Furthermore, for a ∈ V
and b ∈ I, then:
|⟪z|(ab)∗(ab)⟫|2 ≤ ⟪z|(b∗a∗a)∗(b∗a∗a)⟫ ⟪z|b∗b⟫ = 0 (3.13)
by the Cauchy-Schwarz inequality, so that ab ∈ I. This demonstrates that I is a
left ideal of V.
The inner product is well defined, since for b ∈ I:
(a|b) = ⟪z|a∗b⟫ = 0 (3.14)
by the Cauchy-Schwarz inequality. The inner product is nondegenerate, since
for a ∈ V:
(a|a) = ⟪z|a∗a⟫ (3.15)
so that (a|a) = 0 if and only if a ∈ I. The inner product is sesquilinear by design,
and is positive definite by virtue of the copositivity of the state.
The left multiplication action is well defined as I is a left ideal of V. The
action satisfies:
(c|pi ◦ 1|d) = ⟪z|c∗d⟫ = (c|1|d) (3.16)
(c|pi ◦ ab|d) = ⟪z|c∗abd⟫ = (c|(pi ◦ a)(pi ◦ b)|d)
(c|pi ◦ a∗|d) = ⟪z|c∗a∗d⟫ = ⟪z|d∗ac⟫∗ = (d|pi ◦ a|c)∗
for the observables a, b, c, d ∈ V, so that this defines a representation of the
∗-algebra:
pi ◦ 1 = 1 (3.17)
pi ◦ ab = (pi ◦ a)(pi ◦ b)
pi ◦ a∗ = (pi ◦ a)∗
The coset |1) ∈ V/I is generating, as |a) = pi ◦ a |1) for a ∈ V, and the pure
state defined by the coset evidently satisfies (1|pi ◦ a|1) = ⟪z|a⟫.
Expanding to include the Cauchy sequences, the inner product space V/I is
completed to a Hilbert space H. The operator associated with the observable
a ∈ V is extended to a bounded operator, pi ◦ a ∈ B[H], when the norm:
‖pi ◦ a‖ = sup{
√⟪z|b∗a∗ab⟫ : ⟪z|b∗b⟫ = 1} (3.18)
is finite; otherwise, it is an unbounded operator, pi ◦ a ∈ O[H], defined on the
dense subspace V/I ⊂ H.
From a valuation perspective, the observables of the ∗-algebra V may be
identified with the operators of the ∗-algebra pi◦V. The main benefit that comes
from this identification is that it allows the weak closure of the observables to
the ∗-algebra (pi ◦ V)′′, the double commutant of the operators, leading to the
hierarchy of ∗-algebras:
pi ◦ V ⊂ (pi ◦ V)′′ ⊂ O[H] (3.19)
This introduces the projection observables required by the finance application to
indicate option exercise and generate the Arrow-Debreu prices in the economy
described by the state.
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3.1.2 Copositive states on a ∗-bialgebra of observables
The lesson of the Gelfand-Naimark-Segal construction is that the copositive
state can be identified with a pure state associated with a representation of
the ∗-algebra of observables. When the observables form a ∗-bialgebra, the
∗-coalgebra structure provides a convolution product for the states, and the
compatibility of the ∗-algebra and ∗-coalgebra required by the ∗-bialgebra is
precisely sufficient to ensure the product of copositive states is also copositive.
They key result is the following for representations.
Theorem 9 (Product of representations) For the ∗-bialgebra V, if:
pi : O[H]← V (3.20)
θ : O[K]← V
are representations of the ∗-algebra V as (possibly unbounded) operators on the
Hilbert spaces H and K respectively, then:
(pi ⊗ θ) ◦∆ : O[H]⊗O[K] ∼= O[H⊗ K]← V (3.21)
is a representation of the ∗-algebra V as (possibly unbounded) operators on the
Hilbert space H⊗ K.
Proof. The defining properties of a representation pi are:
pi ◦ η = η (3.22)
pi ◦ ∇ = ∇ ◦ (pi ⊗ pi)
pi ◦ ? = ? ◦ pi
These properties hold for the representations pi and θ by assumption. Consider
the equivalent properties for the map (pi ⊗ θ) ◦∆. The first property is verified
by:
(pi ⊗ θ) ◦∆ ◦ η = (pi ⊗ θ) ◦ (η ⊗ η) (3.23)
= (pi ◦ η)⊗ (θ ◦ η)
= η ⊗ η
The second property is verified by:
(pi ⊗ θ) ◦∆ ◦ ∇ = (pi ⊗ θ) ◦ (∇⊗∇) ◦ (ι⊗ τ ⊗ ι) ◦ (∆⊗∆) (3.24)
= (∇⊗∇) ◦ (pi ⊗ pi ⊗ θ ⊗ θ) ◦ (ι⊗ τ ⊗ ι) ◦ (∆⊗∆)
= (∇⊗∇) ◦ (pi ⊗ θ ⊗ pi ⊗ θ) ◦ (∆⊗∆)
= (∇⊗∇) ◦ (((pi ⊗ θ) ◦∆)⊗ ((pi ⊗ θ) ◦∆))
The third property is verified by:
(pi ⊗ θ) ◦∆ ◦ ? = (pi ⊗ θ) ◦ (?⊗ ?) ◦∆ (3.25)
= ((pi ◦ ?)⊗ (θ ◦ ?)) ◦∆
= ((? ◦ pi)⊗ (? ◦ θ)) ◦∆
= (?⊗ ?) ◦ (pi ⊗ θ) ◦∆
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The commutation relations between the ∗-algebra and ∗-coalgebra thus ensure
that (pi ⊗ θ) ◦∆ is a representation.
Consider the copositive states y, z : C ← V. By the Gelfand-Naimark-Segal
construction, these states can be expressed as:
⟪y|a⟫ = (v|θ ◦ a|v) (3.26)⟪z|a⟫ = (u|pi ◦ a|u)
for the observable a ∈ V, where pi : O[H] ← V and θ : O[K] ← V are repre-
sentations of the observables as operators on the Hilbert spaces H and K, and
u ∈ H and v ∈ K are vectors that define the copositive states as pure states.
The product state yz : C← V is defined by:
yz = (y ⊗ z) ◦∆ (3.27)
The product state is expressed in terms of the representations as:
⟪yz|a⟫ = (v ⊗ u|(θ ⊗ pi) ◦∆ ◦ a|v ⊗ u) (3.28)
The result on the product of representations implies that the product state
is also copositive. This result underpins the construction of the conditional
valuation.
3.2 Positive functions and copositive measures
In this section, observables are modelled as functions and states are modelled
as measures on a measurable group. The integral is not defined for all combi-
nations of measures and functions; it is, however, defined for all combinations
of measures and test functions. The Gelfand-Naimark-Segal construction then
relates the copositive measure with a projection-valued measure on the group.
Definition 10 (Copositive measure) The measure z ∈ U[A] is copositive if
it is coreal and the valuation map ⟪z| : C ← V0[A] on the ∗-algebra of test
functions is copositive: ⟪z|b∗b⟫ ≥ 0 (3.29)
for all test functions b ∈ V0[A]. The function a ∈ V[A] is positive if it is real
and satisfies: ⟪z|a⟫ ≥ 0 (3.30)
for all copositive measures z ∈ U1[A|a].
The Gelfand-Naimark-Segal construction identifies the copositive measure
with a pure state derived from a representation of the test functions, and this
allows a simple characterisation of the positive function. The copositive measure
z ∈ U[A] satisfies: ⟪z|a⟫ = (u|pi ◦ a|u) (3.31)
for the test function a ∈ V0[A]. In this expression, u ∈ H is a vector in a Hilbert
space H and pi : O[H] ← V0[A] is a representation of the ∗-algebra of test
functions as (possibly unbounded) operators on the Hilbert space.
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The measure is explicitly identified by applying the representation to the
test function d[X]∈ V0[A]:
z[X] = (u|pi[X]|u) (3.32)
for the subset X ⊂ A, where:
pi[X] = pi ◦ d[X] (3.33)
The properties required of the ∗-algebra representation translate to:
pi[A] = 1 (3.34)
pi[X ∩ Y ] = pi[X]pi[Y ]
pi[X]∗ = pi[X]
for the subsets X,Y ⊂ A. The representation thus defines a projection-valued
measure on the group A, and the positive function a ∈ V[A] is characterised by
the property that:
pi ◦ a =
∫
x∈A
pi[dx] a[x] (3.35)
is a positive operator for any projection-valued measure pi on A.
3.2.1 Numeraire change
The numeraire change of a measure by a function is the dual of the positivity-
preserving multiplier action on functions. The function a acts on the function
b via the two-sided product a∗ba, so defined as to preserve positivity. The
coaction of the function a on the measure z is then defined as the dual of this
action, whose integral with the function b is given by ⟪z|a∗ba⟫.
Theorem 11 (Numeraire change) The function a ∈ V[A] generates the nu-
meraire change action on functions and coaction on measures:
〈a] = ∇ ◦ (⟪a∗| ⊗ ι⊗ ⟪a|) : V[A]← V[A] (3.36)
[a〉 = ∆ ◦ (|a∗⟫⊗ ι⊗ |a⟫) : U1[A|a∗a]→ U[A]
Numeraire change preserves positivity and copositivity.
• If the function b ∈ V[A] is positive, then the function 〈a] ◦ b ∈ V[A] gen-
erated from the action of a is positive.
• If the measure z ∈ U1[A|a∗a] is copositive, then the measure z ◦ [a〉 ∈ U[A]
generated from the coaction of a is copositive.
Proof. To verify the second result, note that for the function b:
⟪z ◦ [a〉 |b∗b⟫ = ⟪z|(ba)∗(ba)⟫ (3.37)
so that copositivity of z ◦ [a〉 follows from copositivity of z. To verify the first
result, note that for the function b:
⟪z| 〈a] ◦ b⟫ = ⟪z ◦∆|a∗ ⊗ b⊗ a⟫ = ⟪z ◦ [a〉 |b⟫ (3.38)
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so that positivity of 〈a] ◦ b follows from positivity of b and copositivity of z ◦ [a〉
when z is copositive.
This abstract characterisation of numeraire change is made explicit by con-
sidering the evaluation at elements and subsets of the measurable group. Nu-
meraire change by the function a ∈ V[A] corresponds to the following operations
on the function b ∈ V[A] and the measure z ∈ U1[A|a∗a]:
(〈a] ◦ b)[x] = |a[x]|2b[x] (3.39)
(z ◦ [a〉)[X] =
∫
x∈X
z[dx] |a[x]|2
for the element x ∈ A and the subset X ⊂ A. Numeraire change of the function
b amounts to scaling the function by the positive function |a|2. Numeraire
change of the measure z applies the positive function |a|2 as an integral kernel
in the measure.
When the measure z is copositive, the numeraire change measure z◦ [a〉 may
be related to the same projection-valued measure on the group as the original
function:
z[X] = (u|pi[X]|u) (3.40)
(z ◦ [a〉)[X] = (v|pi[X]|v)
where:
v = (pi ◦ a)u (3.41)
In this case, numeraire change is implemented by modifying the vector of the
pure state.
3.2.2 Conditional valuation
The conditional valuation of a function by a measure is the dual of the right
multiplier action on measures. The measure z acts on the measure y via the
product yz. The coaction of the measure z on the function a is then defined as
the dual of this action, whose integral with the measure y is given by ⟪yz|a⟫.
Theorem 12 (Conditional valuation) The measure z ∈ U[A] generates the
conditional valuation action on measures and coaction on functions:
|z〉 = (ι⊗ |z⟫) ◦ ∇ : U[A]→ U[A] (3.42)
〈z| = (ι⊗ ⟪z|) ◦∆ : V[A]← V1[z|A]
Conditional valuation preserves copositivity and positivity when the measure is
copositive.
• For the copositive measure z ∈ U[A], if the measure y ∈ U[A] is copositive,
then the measure y◦|z〉 ∈ U[A] generated from the action of z is copositive.
• For the copositive measure z ∈ U[A], if the function a ∈ V1[z|A] is positive,
then the function 〈z|◦a ∈ V[A] generated from the coaction of z is positive.
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Proof. The first result is verified by appeal to the Gelfand-Naimark-Segal
construction. Represent the copositive measures y and z by:
y[X] = (v|θ ◦ d[X]|v) (3.43)
z[X] = (u|pi ◦ d[X]|u)
for the subset X ⊂ A. The map (θ⊗pi)◦∆, constructed as the convolution of the
representations θ and pi of the ∗-algebra of test functions, is also a representation
by virtue of the properties of the ∗-bialgebra. Furthermore:
(y ◦ |z〉)[X] = (v ⊗ u|(θ ⊗ pi) ◦∆ ◦ d[X]|v ⊗ u) (3.44)
which demonstrates copositivity for the measure y ◦ |z〉. To verify the second
result, note that for the function a:
⟪y| 〈z| ◦ a⟫ = ⟪y ⊗ z|∆ ◦ a⟫ = ⟪y ◦ |z〉 |a⟫ (3.45)
so that positivity of 〈z| ◦ a follows from positivity of a and copositivity of y ◦ |z〉
when z is copositive.
This abstract characterisation of conditional valuation is made explicit by
considering the evaluation at subsets and elements of the measurable group.
Conditional valuation by the measure z ∈ U[A] corresponds to the following
operations on the measure y ∈ U[A] and the function a ∈ V1[z|A]:
(y ◦ |z〉)[X] =
∫
xy∈X
y[dx]z[dy] (3.46)
(〈z| ◦ a)[x] =
∫
y∈A
z[dy] a[xy]
for the subset X ⊂ A and the element x ∈ A. Conditional valuation of the
measure y amounts to the right convolution with the measure z. Conditional
valuation of the function a is the right translation of the function integrated
with measure z over the translation.
3.3 Positive measures and copositive functions
In this section, observables are modelled as measures and states are modelled
as functions on a measurable group. The integral is not defined for all combi-
nations of functions and measures; it is, however, defined for all combinations
of functions and test measures. The Gelfand-Naimark-Segal construction then
relates the copositive function with a unitary representation of the group.
Definition 13 (Copositive function) The function a ∈ V[A] is copositive if
it is coreal and the valuation map |a⟫ : U0[A] → C on the ∗-algebra of test
measures is copositive: ⟪y∗y|a⟫ ≥ 0 (3.47)
for all test measures y ∈ U0[A]. The measure z ∈ U[A] is positive if it is real
and satisfies: ⟪z|a⟫ ≥ 0 (3.48)
for all copositive functions a ∈ V1[z|A].
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The Gelfand-Naimark-Segal construction identifies the copositive function
with a pure state derived from a representation of the test measures, and this
allows a simple characterisation of the positive measure. The copositive function
a ∈ V[A] satisfies: ⟪z|a⟫ = (u|z ◦ pi|u) (3.49)
for the test measure z ∈ U0[A]. In this expression, u ∈ H is a vector in a Hilbert
space H and pi : U0[A] → O[H] is a representation of the ∗-algebra of test
measures as (possibly unbounded) operators on the Hilbert space.
The function is explicitly identified by applying the representation to the
test measure d[x]∈ U0[A]:
a[x] = (u|pi[x]|u) (3.50)
for the element x ∈ A, where:
pi[x] = d[x] ◦ pi (3.51)
The properties required of the ∗-algebra representation translate to:
pi[1] = 1 (3.52)
pi[xy] = pi[x]pi[y]
pi[x]∗ = pi[x]−1
for the elements x, y ∈ A. The representation thus defines a unitary representa-
tion of the group A, and the positive measure z ∈ U[A] is characterised by the
property that:
z ◦ pi =
∫
x∈A
z[dx]pi[x] (3.53)
is a positive operator for any unitary representation pi of A.
3.3.1 Numeraire change
The numeraire change of a function by a measure is the dual of the positivity-
preserving multiplier action on measures. The measure z acts on the measure y
via the two-sided product z∗yz, so defined as to preserve positivity. The coaction
of the measure z on the function a is then defined as the dual of this action,
whose integral with the measure y is given by ⟪z∗yz|a⟫.
Theorem 14 (Numeraire change) The measure z ∈ U[A] generates the nu-
meraire change action on measures and coaction on functions:
[z〉 = (|z∗⟫⊗ ι⊗ |z⟫) ◦ ∇ : U[A]→ U[A] (3.54)
〈z] = (⟪z∗| ⊗ ι⊗ ⟪z|) ◦∆ : V[A]← V1[z∗z|A]
Numeraire change preserves positivity and copositivity.
• If the measure y ∈ U[A] is positive, then the measure y ◦ [z〉 ∈ U[A] gener-
ated from the action of z is positive.
• If the function a ∈ V1[z∗z|A] is copositive, then the function 〈z] ◦ a ∈ V[A]
generated from the coaction of z is copositive.
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Proof. To verify the second result, note that for the measure y:
⟪y∗y| 〈z] ◦ a⟫ = ⟪(yz)∗(yz)|a⟫ (3.55)
so that copositivity of 〈z] ◦ a follows from copositivity of a. To verify the first
result, note that for the measure y:
⟪y ◦ [z〉 |a⟫ = ⟪z∗ ⊗ y ⊗ z|∆ ◦ a⟫ = ⟪y| 〈z] ◦ a⟫ (3.56)
so that positivity of y ◦ [z〉 follows from positivity of y and copositivity of 〈z] ◦ a
when a is copositive.
This abstract characterisation of numeraire change is made explicit by con-
sidering the evaluation at subsets and elements of the measurable group. Nu-
meraire change by the measure z ∈ U[A] corresponds to the following operations
on the measure y ∈ U[A] and the function a ∈ V1[z∗z|A]:
(y ◦ [z〉)[X] =
∫
y−1xz∈X
z[dy]∗y[dx]z[dz] (3.57)
(〈z] ◦ a)[x] =
∫
y,z∈A
z[dy]∗z[dz] a[y−1xz]
for the subset X ⊂ A and the element x ∈ A. Numeraire change of the measure
y amounts to the positivity-preserving convolution of the measure with the
measure z. Numeraire change of the function a is the two-sided translation of
the function integrated with measure z over the translations.
When the function a is copositive, the numeraire change function 〈z] ◦ a
may be related to the same unitary representation of the group as the original
function:
a[x] = (u|pi[x]|u) (3.58)
(〈z] ◦ a)[x] = (v|pi[x]|v)
where:
v = (z ◦ pi)u (3.59)
In this case, numeraire change is implemented by modifying the vector of the
pure state.
3.3.2 Conditional valuation
The conditional valuation of a measure by a function is the dual of the left
multiplier action on functions. The function a acts on the function b via the
product ab. The coaction of the function a on the measure z is then defined as
the dual of this action, whose integral with the function b is given by ⟪z|ab⟫.
Theorem 15 (Conditional valuation) The function a ∈ V[A] generates the
conditional valuation action on functions and coaction on measures:
〈a| = ∇ ◦ (⟪a| ⊗ ι) : V[A]← V[A] (3.60)
|a〉 = ∆ ◦ (|a⟫⊗ ι) : U1[A|a]→ U[A]
Conditional valuation preserves copositivity and positivity when the function is
copositive.
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• For the copositive function a ∈ V[A], if the function b ∈ V[A] is copositive,
then the function 〈a|◦b ∈ V[A] generated from the action of a is copositive.
• For the copositive function a ∈ V[A], if the measure z ∈ U1[A|a] is positive,
then the measure z◦|a〉 ∈ U[A] generated from the coaction of a is positive.
Proof. The first result is verified by appeal to the Gelfand-Naimark-Segal
construction. Represent the copositive functions b and a by:
b[x] = (v|d[x] ◦ θ|v) (3.61)
a[x] = (u|d[x] ◦ pi|u)
for the element x ⊂ A. The map ∆◦(pi⊗θ), constructed as the convolution of the
representations θ and pi of the ∗-algebra of test measures, is also a representation
by virtue of the properties of the ∗-bialgebra. Furthermore:
(〈a| ◦ b)[x] = (u⊗ v|d[x] ◦∆ ◦ (pi ⊗ θ)|u⊗ v) (3.62)
which demonstrates copositivity for the function 〈a| ◦ b. To verify the second
result, note that for the measure z:
⟪z ◦ |a〉 |b⟫ = ⟪z ◦∆|a⊗ b⟫ = ⟪z| 〈a| ◦ b⟫ (3.63)
so that positivity of z ◦ |a〉 follows from positivity of z and copositivity of 〈a| ◦ b
when a is copositive.
This abstract characterisation of conditional valuation is made explicit by
considering the evaluation at elements and subsets of the measurable group.
Conditional valuation by the function a ∈ V[A] corresponds to the following
operations on the function b ∈ V[A] and the measure z ∈ U1[A|a]:
(〈a| ◦ b)[x] = a[x]b[x] (3.64)
(z ◦ |a〉)[X] =
∫
x∈X
z[dx] a[x]
for the element x ∈ A and the subset X ⊂ A. Conditional valuation of the
function b amounts to scaling by the function a. Conditional valuation of the
measure z applies the function a as an integral kernel in the measure.
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Chapter 4
Economics
The principles of replicability and the absence of arbitrage require that price is a
linear and positive map on the securities. Implicit in this is the requirement that
the securities form a ∗-algebra, allowing derivative securities to be constructed
as convex combinations of underlying securities with a well defined sector of
positive securities. Linearity and positivity is assured if the security a is mapped
to the price λ in the form:
λ = ⟪w|q∗aq⟫ (4.1)
where the deflator q is an invertible observable that discounts the security and
the driver w is a copositive state that maps an observable to its expected value.
Adapting the model to the discrete time context, the deflator and driver are
extended to processes that reference a partially ordered set, provisioning the
economy with a concept of time. The principles impose the requirement that
a deflated price process is a martingale, which is used to identify the prices of
derivative securities.
The dual ∗-Hopf algebras associated with a measurable group provide two
possible ∗-algebras that could be utilised to represent economic observables.
When the observables are taken to be the functions on the measurable group,
the resulting economy has commuting observables but the states will be non-
commuting if the group is noncommutative. When the observables are taken to
be the measures on the measurable group, the resulting economy has commuting
states but the observables will be noncommuting if the group is noncommuta-
tive. The guiding economic principles are applicable in either case, generating
pricing models with distinct phenomenology.
4.1 Commutative economics
In the commutative approach to economics, the observables are taken to be the
functions and the states are taken to be the measures on a measurable group.
The elements of the group effectively form a basis for the states, inheriting the
(possibly noncommutative) product from the group, with the measures gen-
eralising formal linear combinations of these basis states. The functions then
become observables by virtue of the pairing provided by the integral. The non-
commutativity of states implies that the order in which the states are applied
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is important. This feature can be used to model dynamics where accumulated
change is contingent on the order in which information arrives.
Consider the model constructed from a measurable group A. The driving
process provides a set of states wij ∈ U[A] defined for each ordered pair of times
i ≤ j and satisfying the semigroup property:
wik = wijwjk (4.2)
wii = 1
for the ordered sequence of times i ≤ j ≤ k. The deflator process for currency
a provides a set of invertible observables qai ∈ V[A] defined for each time i. The
process aai ∈ V[A] is then a price process in currency a when it satisfies the
martingale condition:
qa∗i a
a
i q
a
i = 〈wij | ◦ qa∗j aajqaj (4.3)
for each ordered pair of times i ≤ j.
4.1.1 Discount factors and foreign exchange rates
The core financial processes are the discount factor, modelled in currency a at
set time i and maturity time j by the observable:
paij ∈ V[A] (4.4)
and the foreign exchange rate, modelled in foreign currency a and domestic
currency b at time i by the observable:
sabi ∈ V[A] (4.5)
Expressions for these processes are derived from the martingale condition:
qa∗i p
a
ijq
a
i = 〈wij | ◦ qa∗j qaj (4.6)
qb∗i s
ab
i q
b
i = q
a∗
i q
a
i
These expressions for the discount factor and foreign exchange rate imply the
normalisation for the deflator:⟪wi|qa∗i qai ⟫ = sapai (4.7)
where pai ∈ R+ is the initial discount factor in currency a at maturity time i
and sa ∈ R+ is the initial foreign exchange rate in foreign currency a and fixed
reference domestic currency.
4.1.2 Foreign exchange options
The spatial dimension of the economy is currency, and the foreign exchange
option is the option to exchange different currencies at the same time. Consider
the option to receive one unit of foreign currency a at time i in exchange for κ
units of domestic currency b at time i, with a single opportunity to exercise the
option at time i. Exercise of the option at expiry is indicated by a projection
observable ei ∈ U[A] with digital spectrum spec[ei] = {0, 1}. The price in the
fixed reference domestic currency at initial time is then:⟪wi|qa∗i eiqai ⟫− κ ⟪wi|qb∗i eiqbi⟫ (4.8)
The optimal exercise for the option corresponds to the exercise projection that
maximises this price.
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4.1.3 Interest rate options
The temporal dimension of the economy is time, and the interest rate option is
the option to exchange the same currency at different times. Consider the option
to receive one unit of currency a at set time i in exchange for (1 +κδij) units of
currency a at maturity time j, where δij is the accrual fraction for the interval
i ≤ j, with a single opportunity to exercise the option at time i. Exercise of the
option at expiry is indicated by a projection observable ei ∈ U[A] with digital
spectrum spec[ei] = {0, 1}. The price in the fixed reference domestic currency
at initial time is then:⟪wi|qa∗i eiqai ⟫− (1 + κδij) ⟪wi ⊗ wij |(∆ ◦ qa∗j )(ei ⊗ 1)(∆ ◦ qaj )⟫ (4.9)
The optimal exercise for the option corresponds to the exercise projection that
maximises this price.
4.2 Cocommutative economics
In the cocommutative approach to economics, the observables are taken to be
the measures and the states are taken to be the functions on a measurable
group. The elements of the group effectively form a basis for the observables,
inheriting the (possibly noncommutative) product from the group, with the
measures generalising formal linear combinations of these basis observables. The
functions then become states by virtue of the pairing provided by the integral.
Noncommuting observables cannot be simultaneously measured with accuracy,
as to do so would imply the price map is a group homomorphism. This is a
nontrivial source of volatility even in the simplest pricing models.
Consider the model constructed from a measurable group A. The driving
process provides a set of states wji ∈ V[A] defined for each ordered pair of times
j ≥ i and satisfying the semigroup property:
wki = wkjwji (4.10)
wii = 1
for the ordered sequence of times k ≥ j ≥ i. The deflator process for currency
a provides a set of invertible observables qai ∈ U[A] defined for each time i. The
process aai ∈ U[A] is then a price process in currency a when it satisfies the
martingale condition:
qa∗i a
a
i q
a
i = q
a∗
j a
a
jq
a
j ◦ |wji〉 (4.11)
for each ordered pair of times j ≥ i.
4.2.1 Discount factors and foreign exchange rates
The core financial processes are the discount factor, modelled in currency a at
set time i and maturity time j by the observable:
paji ∈ U[A] (4.12)
and the foreign exchange rate, modelled in foreign currency a and domestic
currency b at time i by the observable:
sabi ∈ U[A] (4.13)
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Expressions for these processes are derived from the martingale condition:
qa∗i p
a
jiq
a
i = q
a∗
j q
a
j ◦ |wji〉 (4.14)
qb∗i s
ab
i q
b
i = q
a∗
i q
a
i
These expressions for the discount factor and foreign exchange rate imply the
normalisation for the deflator:
⟪qa∗i qai |wi⟫ = sapai (4.15)
where pai ∈ R+ is the initial discount factor in currency a at maturity time i
and sa ∈ R+ is the initial foreign exchange rate in foreign currency a and fixed
reference domestic currency.
4.2.2 Foreign exchange options
The spatial dimension of the economy is currency, and the foreign exchange
option is the option to exchange different currencies at the same time. Consider
the option to receive one unit of foreign currency a at time i in exchange for κ
units of domestic currency b at time i, with a single opportunity to exercise the
option at time i. Exercise of the option at expiry is indicated by a projection
observable ei ∈ U[A] with digital spectrum spec[ei] = {0, 1}. The price in the
fixed reference domestic currency at initial time is then:
⟪qa∗i eiqai |wi⟫− κ ⟪qb∗i eiqbi |wi⟫ (4.16)
The optimal exercise for the option corresponds to the exercise projection that
maximises this price.
4.2.3 Interest rate options
The temporal dimension of the economy is time, and the interest rate option is
the option to exchange the same currency at different times. Consider the option
to receive one unit of currency a at set time i in exchange for (1 +κδji) units of
currency a at maturity time j, where δji is the accrual fraction for the interval
j ≥ i, with a single opportunity to exercise the option at time i. Exercise of the
option at expiry is indicated by a projection observable ei ∈ U[A] with digital
spectrum spec[ei] = {0, 1}. The price in the fixed reference domestic currency
at initial time is then:
⟪qa∗i eiqai |wi⟫− (1 + κδji) ⟪(∆ ◦ qa∗j )(1⊗ ei)(∆ ◦ qaj )|wji ⊗ wi⟫ (4.17)
The optimal exercise for the option corresponds to the exercise projection that
maximises this price.
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Chapter 5
The Quadratic Gauss model
The Quadratic Gauss economy takes the observables to be functions and the
states to be measures on a finite-dimensional vector space, and so provides
an example of a commutative economy. The defining feature of the Quadratic
Gauss model is the form of the observables, assumed to be exponential-quadratic
functions, and the states, assumed to be Gauss measures.
Whether describing the function that represents the observable or the mea-
sure that represents the state, the parametrisation combines a vector with a sym-
metric matrix. The finite-dimensional vector spaceA has dual finite-dimensional
vector space A∗, where the pairing is here denoted by the dot product. The
symmetric matrix is described by a linear map ζ : A → A∗, which is symmetric
if it satisfies:
x · ζy = y · ζx (5.1)
for all vectors x, y ∈ A. The symmetric matrix is nonnegative if x · ζx ≥ 0 for
all vectors x ∈ A, and positive if x · ζx > 0 for all nonzero vectors x ∈ A.
5.1 Quadratic Gauss observables and states
The exponential-quadratic functions on the finite-dimensional real vector space
A form a basis for the observables in the Quadratic Gauss model. This family
of observables is closed under the operations of the ∗-Hopf algebra of functions,
as can be verified by direct application.
Theorem 16 (Quadratic Gauss observables) The observables of the Quad-
ratic Gauss model are generated from the exponential-quadratic functions e[φ|ζ] ∈
V[A] on a finite-dimensional real vector space A, parametrised by a vector
φ ∈ A∗, the linear coefficients, and a symmetric matrix ζ : A → A∗, the
quadratic coefficients, where:
e[φ|ζ][x] = exp[x · φ+ 1
2
x · ζx] (5.2)
for the vector x ∈ A. The Quadratic Gauss observables generate a sub ∗-Hopf
algebra of functions on A.
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• The operations of the ∗-algebra are:
η ◦ 1 = e[0|0] (5.3)
∇ ◦ e
[
φ1 ζ11 ζ12
φ2 ζ21 ζ22
]
= e[φ1 + φ2|ζ11 + ζ12 + ζ21 + ζ22]
? ◦ e[φ|ζ] = e[φ|ζ]
• The operations of the ∗-coalgebra are:
 ◦ e[φ|ζ] = 1 (5.4)
∆ ◦ e[φ|ζ] = e
[
φ ζ ζ
φ ζ ζ
]
?◦ e[φ|ζ] = e[−φ|ζ]
• The antipode of the ∗-Hopf algebra is:
s ◦ e[φ|ζ] = e[−φ|ζ] (5.5)
The Gauss measures on the finite-dimensional real vector space A form a
basis for the states in the Quadratic Gauss model. This family of states is closed
under the operations of the ∗-Hopf algebra of measures, as can be verified by
direct application.
Theorem 17 (Quadratic Gauss states) The states of the Quadratic
Gauss model are generated from the Gauss measures n[µ|ν] ∈ U[A] on a finite-
dimensional real vector space A, parametrised by a vector µ ∈ A, the mean, and
a nonnegative symmetric matrix ν : A∗ → A, the covariance, where:
n[µ|ν][X] =
∫
µ+νφ∈X
h[νdφ] exp[−1
2
νφ · φ]∫
µ+νφ∈A
h[νdφ] exp[−1
2
νφ · φ]
(5.6)
for the subset X ⊂ A. Here, h is a Haar measure on A, unique up to a scale
factor that cancels in this definition. The Quadratic Gauss states generate a sub
∗-Hopf algebra of measures on A.
• The operations of the ∗-algebra are:
1 ◦ η = n[0|0] (5.7)
n
[
µ1 ν11 ν12
µ2 ν21 ν22
]
◦ ∇ = n[µ1 + µ2|ν11 + ν12 + ν21 + ν22]
n[µ|ν] ◦ ? = n[−µ|ν]
• The operations of the ∗-coalgebra are:
n[µ|ν] ◦  = 1 (5.8)
n[µ|ν] ◦∆ = n
[
µ ν ν
µ ν ν
]
n[µ|ν] ◦ ?= n[µ|ν]
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• The antipode of the ∗-Hopf algebra is:
n[µ|ν] ◦ s = n[−µ|ν] (5.9)
The pairing of the Quadratic Gauss state n[µ|ν] ∈ U[A] with the positive
observable a∗a ∈ V[A] is given by:
⟪n[µ|ν]|a∗a⟫ =
∫
µ+νφ∈A
h[νdφ] exp[−1
2
νφ · φ] |a[µ+ νφ]|2∫
µ+νφ∈A
h[νdφ] exp[−1
2
νφ · φ]
≥ 0 (5.10)
This demonstrates that the Quadratic Gauss state is copositive.
The closure properties of the observables and states allow many of the key
operations of the Quadratic Gauss model to be expressed algebraically. Further-
more, the obvious similarities between the operations of the respective ∗-Hopf
algebras is an early indication of the duality manifested in the model. The
pairing in the Quadratic Gauss model, given by the integral of the exponential-
quadratic function in the Gauss measure, has simple expression.
Theorem 18 (Quadratic Gauss pairing) The pairing of the Quadratic
Gauss state n[µ|ν] with the Quadratic Gauss observable e[φ|ζ] is defined when
the eigenvalues of the matrix 1− νζ : A → A are positive, and is given by:
⟪n[µ|ν]|e[φ|ζ]⟫ = (5.11)
1√
det[1− νζ] exp[
1
2
(1− νζ)−1(µ+ νφ) · φ+ 1
2
µ · (1− ζν)−1(φ+ ζµ)]
Dual expressions for numeraire change and conditional valuation in the
Quadratic Gauss model are similarly derived.
Theorem 19 (Numeraire change) For the observable e[φ|ζ] and the state
n[µ|ν], the numeraire change state is given by:
n[µ|ν] ◦ |e[φ|ζ]〉 = (5.12)⟪n[µ|ν]|e[φ|ζ]⟫ n[(1− νζ)−1(µ+ νφ)|(1− νζ)−1ν]
Theorem 20 (Conditional valuation) For the observable e[φ|ζ] and the state
n[µ|ν], the conditional valuation observable is given by:
〈n[µ|ν]| ◦ e[φ|ζ] = (5.13)⟪n[µ|ν]|e[φ|ζ]⟫ e[(1− ζν)−1(φ+ ζµ)|(1− ζν)−1ζ]
Armed with algebraic representations for the pairing and the dual operations
of numeraire change and conditional valuation, it is straightforward to construct
models for the valuation of derivative securities with simple expressions for the
core financial processes.
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5.2 The Quadratic Gauss economy
In the Quadratic Gauss economy, the driving process is modelled using Gauss
measures and the deflator process is modelled using exponential-quadratic func-
tions on a finite-dimensional real vector space A.
• For the ordered pair of times i ≤ j, the driving state wij ∈ U[A] is modelled
by the Gauss measure:
wij = n[µij |νij ] (5.14)
for the mean vector µij ∈ A and the covariance nonnegative symmetric
matrix νij : A∗ → A. The semigroup condition is satisfied when the mean
and covariance satisfy:
µik = µij + µjk (5.15)
νik = νij + νjk
• For the currency a and the time i, the normed square of the deflator ob-
servable qa∗i q
a
i ∈ V[A] is modelled by the exponential-quadratic function:
qa∗i q
a
i = s
apai
1⟪n[µi|νi]|e[φai |ζai ]⟫e[φai |ζai ] (5.16)
for the linear coefficients vector φai ∈ A∗ and the quadratic coefficients
symmetric matrix ζai : A → A∗.
Utilising the general results on Quadratic Gauss observables and states, the
martingale condition for a Quadratic Gauss price process can be expressed as
algebraic relationships among the parameters of the process.
Theorem 21 (Quadratic Gauss model) The Quadratic Gauss observable:
aai = α
a
i e[ψ
a
i |ξai ] (5.17)
satisfies the martingale condition for a price in currency a when the normalisa-
tion αai ∈ R satisfies:
αai = α
a
j
paj
pai
⟪n[µi|νi]|e[φai |ζai ]⟫ ⟪n[µij |νij ]|e[φaj + ψaj |ζaj + ξaj ]⟫⟪n[µj |νj ]|e[φaj |ζaj ]⟫ (5.18)
and the linear coefficients ψai ∈ A∗ and quadratic coefficients ξai : A → A∗
satisfy:
ψai = (1− (ζaj + ξaj )νij)−1((φaj + ψaj ) + (ζaj + ξaj )µij)− φai (5.19)
ξai = (1− (ζaj + ξaj )νij)−1(ζaj + ξaj )− ζai
for each ordered pair of times i ≤ j.
Proof. The result follows from the relations:
qa∗i a
a
i q
a
i = α
a
i s
apai
1⟪n[µi|νi]|e[φai |ζai ]⟫e[ψˆaii|ξˆaii] (5.20)
〈wij | ◦ qa∗j aajqaj = αaj sapaj
⟪n[µij |νij ]|e[φaj + ψaj |ζaj + ξaj ]⟫⟪n[µj |νj ]|e[φaj |ζaj ]⟫ e[ψˆaij |ξˆaij ]
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where:
ψˆ
a
ij = (1− (ζaj + ξaj )νij)−1((φaj + ψaj ) + (ζaj + ξaj )µij) (5.21)
ξˆ
a
ij = (1− (ζaj + ξaj )νij)−1(ζaj + ξaj )
The martingale condition requires that these two terms are equal.
5.3 Foreign exchange options
The martingale condition implies that the foreign exchange rate sabi ∈ V[A] in
foreign currency a and domestic currency b at time i is an exponential-quadratic
observable:
sabi =
sapai
sbpbi
⟪n[µi|νi]|e[φbi |ζbi ]⟫⟪n[µi|νi]|e[φai |ζai ]⟫e[φabi |ζabi ] (5.22)
where the linear and quadratic coefficients are given by:
φabi = φ
a
i − φbi (5.23)
ζabi = ζ
a
i − ζbi
For the option to receive one unit of foreign currency a at time i in exchange
for κ units of domestic currency b at time i, expiring at time i, the price is:
oabi [κ] = s
bpbi ⟪n[µi|νi]|(FA−KB)+⟫ (5.24)
parametrised by the forward F , strike K and normalised exponential-quadratic
observables A and B:
F =
sapai
sbpbi
(5.25)
K = κ
A =
e[φai |ζai ]⟪n[µi|νi]|e[φai |ζai ]⟫
B =
e[φbi |ζbi ]⟪n[µi|νi]|e[φbi |ζbi ]⟫
Optimal exercise is achieved by exercising when the observable FA − KB, a
spread between two exponential-quadratic observables, is positive.
5.4 Interest rate options
The martingale condition implies that the discount factor paij ∈ V[A] in currency
a at set time i and maturity time j is an exponential-quadratic observable:
paij =
paj
pai
⟪n[µi|νi]|e[φai |ζai ]⟫ ⟪n[µij |νij ]|e[φaj |ζaj ]⟫⟪n[µj |νj ]|e[φaj |ζaj ]⟫ e[φaij |ζaij ] (5.26)
where the linear and quadratic coefficients are given by:
φaij = (1− ζaj νij)−1(φaj + ζajµij)− φai (5.27)
ζaij = (1− ζaj νij)−1ζaj − ζai
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For the option to receive one unit of currency a at set time i in exchange for
(1 + κδij) units of currency a at maturity time j, expiring at time i, the price
is:
oaij [κ] = s
apaj ⟪n[µi|νi]|(FA−KB)+⟫ (5.28)
parametrised by the forward F , strike K and normalised exponential-quadratic
observables A and B:
F =
pai
paj
(5.29)
K = 1 + κδij
A =
e[φai |ζai ]⟪n[µi|νi]|e[φai |ζai ]⟫
B =
e[φaij |ζaij ]⟪n[µi|νi]|e[φaij |ζaij ]⟫
Optimal exercise is achieved by exercising when the observable FA − KB, a
spread between two exponential-quadratic observables, is positive.
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Chapter 6
The Linear Dirac model
The Linear Dirac economy takes the observables to be measures and the states
to be functions on a compact group, and so provides an example of a cocom-
mutative economy. The defining feature of the Linear Dirac model is the form
of the observables, assumed to be Dirac measures, and the states, assumed to
be pure states derived from a finite-dimensional unitary representation of the
group.
The construction exploits the fact that a representation of the compact group
A as unitary operators on a Hilbert space can be extended to a representation
of the group ∗-algebra of A, generated by the Dirac measures.
6.1 Linear Dirac observables and states
The Dirac measures on the compact group A form a basis for the observables in
the Linear Dirac model. This family of observables is closed under the operations
of the ∗-Hopf algebra of measures, as can be verified by direct application.
Theorem 22 (Linear Dirac observables) The observables of the Linear
Dirac model are generated from the Dirac measures d[x] ∈ U[A] on a compact
group A, parametrised by an element x ∈ A, where:
d[x][X] = (x ∈ X) (6.1)
for the subset X ⊂ A. The Linear Dirac observables generate a sub ∗-Hopf
algebra of measures on A.
• The operations of the ∗-algebra are:
1 ◦ η = d[1] (6.2)
d[x, y] ◦ ∇ = d[xy]
d[x] ◦ ? = d[x−1]
• The operations of the ∗-coalgebra are:
d[x] ◦  = 1 (6.3)
d[x] ◦∆ = d[x, x]
d[x] ◦ ?= d[x]
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• The antipode of the ∗-Hopf algebra is:
d[x] ◦ s = d[x−1] (6.4)
The representative functions on the compact group A form a basis for the
states in the Linear Dirac model. This family of states is closed under the opera-
tions of the ∗-Hopf algebra of functions, as can be verified by direct application.
Theorem 23 (Linear Dirac states) The states of the Linear Dirac model
are generated from the representative functions (u|pi|v) ∈ V[A] on a compact
group A, parametrised by a representation pi : A → O[H] of the group as unitary
operators on a finite-dimensional Hilbert space H and a pair of vectors u, v ∈ H,
where:
(u|pi|v) [x] = (u|pi[x]|v) (6.5)
for the element x ∈ A. The Linear Dirac states generate a sub ∗-Hopf algebra
of functions on A.
• The operations of the ∗-algebra are:
η ◦ 1 = (1|1|1) (6.6)
∇ ◦ (u|pi|v) = (u|∆ ◦ pi|v)
? ◦ (u|pi|v) = (u|pi|v)∗
• The operations of the ∗-coalgebra are:
 ◦ (u|pi|v) = (u|v) (6.7)
∆ ◦ (u|pi|v) =
∑
i
(u|pi|wi)⊗ (wi|pi|v)
?◦ (u|pi|v) = (v|pi|u)
where the vectors wi ∈ H form an orthonormal basis of H.
• The antipode of the ∗-Hopf algebra is:
s ◦ (u|pi|v) = (v|pi|u)∗ (6.8)
The pairing of the Linear Dirac state (u|pi|v) ∈ V[A] with the positive ob-
servable z∗z ∈ U[A] is given by:⟪z∗z| (u|pi|v)⟫ = ((z ◦ pi)u|(z ◦ pi)v) (6.9)
where z ◦ pi ∈ O[H] is the operator:
z ◦ pi =
∫
x∈A
z[dx]pi[x] (6.10)
This demonstrates that the Linear Dirac state is copositive when u = v, as in
this case: ⟪z∗z| (u|pi|u)⟫ = ‖(z ◦ pi)u‖2 ≥ 0 (6.11)
The closure properties of the observables and states allow many of the key
operations of the Linear Dirac model to be expressed algebraically. The pairing
in the Linear Dirac model, given by the valuation of the representative function
at the group element, has simple expression.
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Theorem 24 (Linear Dirac pairing) The pairing of the Linear Dirac ob-
servable d[x] ∈ U[A] with the Linear Dirac state (u|pi|v) ∈ V[A] is given by:
⟪d[x]| (u|pi|v)⟫ = (u|pi[x]|v) (6.12)
Dual expressions for numeraire change and conditional valuation in the Lin-
ear Dirac model are similarly derived.
Theorem 25 (Numeraire change) For the observable d[x] and the state
(u|pi|v), the numeraire change state is given by:
〈d[x]] ◦ (u|pi|v) = (pi[x]u|pi|pi[x]v) (6.13)
Proof. The valuation of the numeraire change state 〈d[x]] ◦ (u|pi|v) at the
element y is:
(〈d[x]] ◦ (u|pi|v))[y] = ⟪d[y]| 〈d[x]] ◦ (u|pi|v)⟫ (6.14)
= ⟪d[x]∗d[y]d[x]| (u|pi|v)⟫
= ⟪d[x−1yx]| (u|pi|v)⟫
= (u|pi[x−1yx]|v)
= (pi[x]u|pi[y]|pi[x]v)
= (pi[x]u|pi|pi[x]v) [y]
This demonstrates the statement for numeraire change.
Theorem 26 (Conditional valuation) For the observable d[x] and the state
(u|pi|v), the conditional valuation observable is given by:
d[x] ◦ |(u|pi|v)〉 = (u|pi[x]|v) d[x] (6.15)
Proof. The valuation of the conditional valuation observable d[x] ◦ |(u|pi|v)〉 at
the subset X is:
(d[x] ◦ |(u|pi|v)〉)[X] = ⟪d[x] ◦ |(u|pi|v)〉 |d[X]⟫ (6.16)
= ⟪d[x]| (u|pi|v) d[X]⟫
= (u|pi[x]|v) (x ∈ X)
= (u|pi[x]|v) d[x][X]
This demonstrates the statement for conditional valuation.
6.2 The Linear Dirac economy
In the Linear Dirac economy, the driving process is modelled using representa-
tive functions and the deflator process is modelled using Dirac measures on a
compact group A.
• For the ordered pair of times j ≥ i, the driving state wji ∈ V[A] is modelled
by the representative function:
wji = (uji|piji|uji) (6.17)
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for the unitary representation piji : A → O[Hji] on the finite-dimensional
Hilbert space Hji and the unit vector uji ∈ Hji with ‖uji‖ = 1. The semi-
group condition is satisfied when the representations and vectors satisfy:
Hki = Hkj ⊗ Hji (6.18)
piki = ∆ ◦ (pikj ⊗ piji)
uki = ukj ⊗ uji
• For the currency a and the time i, the deflator observable qai ∈ U[A] is
modelled by the Dirac measure:
qai =
√
sapai d[x
a
i ] (6.19)
for the element xai ∈ A.
Utilising the general results on Linear Dirac observables and states, the mar-
tingale condition for a Linear Dirac price process can be expressed as algebraic
relationships among the parameters of the process.
Theorem 27 (Linear Dirac model) The Linear Dirac observable:
aai = α
a
i d[y
a
i ] (6.20)
satisfies the martingale condition for a price in currency a when the normalisa-
tion αai ∈ R satisfies:
αai = α
a
j
paj
pai
(piji[x
a
j ]uji|piji[yaj ]|piji[xaj ]uji) (6.21)
and the element yai ∈ A satisfies:
yai = (x
a
jx
a
i
−1)−1yaj (x
a
jx
a
i
−1) (6.22)
for each ordered pair of times j ≥ i.
Proof. The result follows from the relations:
qa∗i a
a
i q
a
i = α
a
i s
apai d[x
a
i
−1yai x
a
i ] (6.23)
qa∗j a
a
jq
a
j ◦ |wji〉 = αaj sapaj (piji[xaj ]uji|piji[yaj ]|piji[xaj ]uji) d[xaj−1yaj xaj ]
The martingale condition requires that these two terms are equal.
6.3 Foreign exchange options
The martingale condition implies that the foreign exchange rate sabi ∈ U[A] in
foreign currency a and domestic currency b at time i is a scalar:
sabi =
sapai
sbpbi
(6.24)
The apparent absence of volatility for the foreign exchange rate is misleading,
as foreign exchange options acquire value through the noncommutativity of the
deflators associated with the foreign and domestic currencies.
69
For the option to receive one unit of foreign currency a at time i in exchange
for κ units of domestic currency b at time i, expiring at time i, the price is:
sbpbi (f (u
a
i |E|uai )− κ (ubi |E|ubi )) (6.25)
with:
f =
sapai
sbpbi
(6.26)
where the unit vectors uai , u
b
i ∈ Hi are given by:
uai = pii[x
a
i ]ui (6.27)
ubi = pii[x
b
i ]ui
and the projection E ∈ O[Hi] indicates exercise. Optimal exercise maximises
the option price:
oabi [k] = s
bpbi sup{f (uai |E|uai )− κ (ubi |E|ubi )} (6.28)
where the supremum ranges over all the projections in the weak closure of the
image of the representation pii[A]′′ ⊂ O[Hi].
The precise formula for the option price depends on the range of projections
available in the von Neumann algebra pii[A]′′. The supremum over all the pro-
jections in O[Hi] can be calculated explicitly, however, as it depends only on the
two dimensional subspace spanned by the unit vectors uai and u
b
i . This gives an
upper bound for the option price:
oabi [k]
sbpbi
≤ tr[(F |uai ) (uai | −K |ubi ) (ubi |)+] (6.29)
=
1
2
(F −K) + 1
2
√
(F −K)2 + 4FKσ2
parametrised by the forward F , strike K and volatility σ:
F = f (6.30)
K = κ
σ2 = 1− ∣∣(uai |ubi )∣∣2
The option has zero volatility when the vectors are parallel and maximum
volatility when the vectors are perpendicular, and in general the volatility is
the absolute sine of the angle between the vectors.
6.4 Interest rate options
The martingale condition implies that the discount factor paji ∈ U[A] in currency
a at set time i and maturity time j is a scalar:
paji =
paj
pai
(6.31)
The apparent absence of volatility for the discount factor is misleading, as in-
terest rate options acquire value through the noncommutativity of the deflators
associated with the set and maturity times.
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For the option to receive one unit of currency a at set time i in exchange for
(1 + κδji) units of currency a at maturity time j, expiring at time i, the price
is:
sapaj ((1 + fδji) (u
a
i |E|uai )− (1 + κδji) (uaji|E|uaji)) (6.32)
with:
f =
1
δji
(
pai
paj
− 1) (6.33)
where the unit vectors uai , u
a
ji ∈ Hi are given by:
uai = pii[x
a
i ]ui (6.34)
uaji = pii[x
a
j ]ui
and the projection E ∈ O[Hi] indicates exercise. Optimal exercise maximises
the option price:
oaji[k] = s
apaj sup{(1 + fδji) (uai |E|uai )− (1 + κδji) (uaji|E|uaji)} (6.35)
where the supremum ranges over all the projections in the weak closure of the
image of the representation pii[A]′′ ⊂ O[Hi].
The precise formula for the option price depends on the range of projections
available in the von Neumann algebra pii[A]′′. The supremum over all the pro-
jections in O[Hi] can be calculated explicitly, however, as it depends only on the
two dimensional subspace spanned by the unit vectors uai and u
a
ji. This gives
an upper bound for the option price:
oaji[k]
sapaj
≤ tr[(F |uai ) (uai | −K |uaji) (uaji|)+] (6.36)
=
1
2
(F −K) + 1
2
√
(F −K)2 + 4FKσ2
parametrised by the forward F , strike K and volatility σ:
F = 1 + fδji (6.37)
K = 1 + κδji
σ2 = 1− ∣∣(uai |uaji)∣∣2
The option has zero volatility when the vectors are parallel and maximum
volatility when the vectors are perpendicular, and in general the volatility is
the absolute sine of the angle between the vectors.
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Part II
Quantum duality
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Chapter 7
Quantum groups
The elements of the model of information as presented in the first part of this
thesis comprise a pair of dual ∗-Hopf algebras, the measures and functions on a
measurable group, brought together by a partially defined pairing, the integral
of the function in the measure. These ∗-Hopf algebras do not exist in isolation,
but instead form the objects of symmetric monoidal categories generated as the
images of functors on the cartesian monoidal category of measurable groups.
The coherence of the categorification ensures that the static model can be ex-
panded to the discrete time setting and, via appropriately constructed limits,
the continuous time setting.
Abstracting this categorification, the theory is generalised to arbitrary sym-
metric monoidal categories. More precisely, the financial calculus is constructed
from a pair of dual functors from a cartesian monoidal category, the factor cat-
egory, to a symmetric monoidal category, the observable category. The factor
category is further assumed to include natural transformations that represent
the ∗-Hopf algebra, and the component arrows of these natural transformations
are carried to the observable category via the functors. The pairing is then a
natural transformation from the monoidal product of the dual functors to the
trivial functor. The financial calculus is thus identified with the category of
quantum groups.
In the finance application, one functor is utilised to generate the observ-
ables and one functor is utilised to generate the states. The model for pricing
derivative securities is constructed from a martingale condition that depends
on a driving process drawn from the states and a deflator process drawn from
the observables. The principles of replicability and absence of arbitrage are
respected, and the further properties of the pricing model derive from, and in
turn illuminate, the properties of the corresponding quantum group.
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