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1. Introduction 
This paper describes a method for dlrtomatic solution of regular and singular Sturm-Liou- 
ville problems. Although the reliable code SLEIGN [I] has been available since 1976, it is the 
only code of its type an1 there are a significant number of problems on which it runs rather 
slowly. It therefore seems desirable to have a new code based on a numerical method 
somewhat different from that used by SLEIGN. 
We present a method based on approximation of the coefficient functions of the differential 
equation: a method we call the Pruess method because the papers [20,21] provide the most 
comprehensive error analysis currently available. The development of this method has been 
hampered in the past by the lack of an efficient means of solving the approximated problem: we 
show that ideas based on the Priifer transformation used by Pryce’s D02KEF [5] yield a very 
efficient solution method. 
Although we focus on algorithmic aspects of automatic solution of Sturm-Liouville prob- 
lems, presenting an algorithm for automatic meshing and a very simple algorithm for interval 
truncation which have both performed well in tests, one of the aims of our work has been to 
* This work is financially supported by NAG Ltd of Oxford and by the United Kingdom Science and Engineering 
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ide not just a SLEIGN-like code but also further routines providing facilities required 
especially in quantum mechanical applications, notably the evaluation of various integrals 
involving eigenfunctions. We summarise these facilities but do not describe that work here. 
The rest of this paper is organised as follows. In Sections 2 and 3 we define Sturm-Liouville 
problems, and describe the convergence properties of the Pruess method and its advantages. In 
Section 4 we present the algorithms used to solve the approximated problem. Section 5 
discusses ome of the issues involved in dealing with interval truncation for singular problems, 
while Section 6 describes our automatic meshing algorithm. Section 7 provides an overview of 
the complete package and Section 8 gives numerical results. 
2. Convergence of coefficient approximation methods 
Let us review some convergence results for coefficient function approximation methods. 
Consider the approximation of a regular Sturm-Liouville problem 
-(p(-~)y’)‘+q(x)y=Aw(x)y, xE(a, b), (1) 
A,y(a) +Ag(a)y’(a) =O, (2) 
B,y(b) +B,p(b)y’(b) =O, (3) 
by another regular problem 
-(P(x)Y')'+Q(x)Y=AW(x)Y, x~(a, b), 
A,Y(a) +A?P(a)Y’(a) =0, 
B,Y(b)+B,P(b)Y’(b)=O. 
(41 
(5) 
(6) 
Here P, Q and W are approximations to p, q and w, generally taken to be piecewise 
polynomials over a mesh (Xi)iN,o, with x0 = a and xN = b. Both problems, being regular, have 
an infinite sequence of eigenvalues (A, and Ak, respectively, k = 0, 1,. . . ) and associated 
eigenfunctions (y, and Yk), the k th eigenfunctions having precisely k zeros in (a, b). 
There is a substantial literature on such approximations; an early paper is [12]. Further work 
was carried out in [10,14]. The earliest paper in the numerical analysis literature appears to be 
[3], which analysed the case of piecewise constant approximations. The most thorough analysis 
of general piecewise polynomial interpolants is due to Pruess, whose papers [20,21] provide a 
wealth of convergence results. The basic convergence result of Pruess [20] states that if p, q 
and w are in Cm+ ‘[a, b], then u sing piecewise polynomial interpolants of degree m will give 
convergence of the type 
DA- !!, ] &‘h”+* max(1, k’), (7) 
where h is the maximum mesh size and C is a constant independent of k. An enhanced 
convergence result, given in the same paper, states that if P, Q and W interpolate to p, q and 
w at the Gauss points of each subinterval [xi_ 1, Xi], and if p, q and w lie in C2m+2[a, b], then 
(7) may be replaced by 
IA,--n,I <CkhZm+’ . 
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As pointed out in [18], the analysis of Pruess may be followed in detail to show that in (8) the 
constant Ck will grow with k: 
Ck < Ck max(3.h + 2) . 
(9) 
For piecewise constant approximations at the mesh centres &__ i + Xi) we obtain 
1 A, - Ak 1 < Ck2k3, 
whence for large k 
Thus one would expect A,,, to be ten times more expensive to compute to a given relative 
tolerance than A ,. However there are two reasons why this is not seen in practice. Firstly, (7) 
gives 
IA,-A,1 dh ma@, l&l), (11) 
so the bound given by (10) cannot be tight for large k. Secondly, many problems occur in 
Schriidinger (Liouville normal) form ( p(x) = 1 and W(X) = 1) and for these in [14,18] the error 
bound 
]A,-&] <Ch*/q 
is obtained, which implies for large k, 
IAk-Akl <C/&-l 
ma+ I& I; . 
In this case we can actually use larger h for large k, and this, together with the possibility of 
using well-known asymptotic formulae for large k, prompts [18] to recommend that all 
problems be transformed into Liouville normal form before a Pruess approximation is applied. 
These are important results because corrected finite differences, as developed in [19] may be 
made to yield an error bound 
1 A, - Ayprox 1< Ch 3maX(l, lhkl), k=O ,..., $V, (13) 
which appears to beat the corresponding result (10) for the Pruess method. However (13) holds 
only for problems in Liouville normal form, and for such problems we have the enhanced result 
(12). Moreover, (13) assumes that a uniform mesh is used, and this is rarely a good idea when 
dealing with singular problems. 
In [21] Pruess gives some examples of schemes which exhibit what might be termed 
superconvergence; in particular he gives a scheme which is O(h4) accurate using just piecewise 
constant interpolants. However this order of convergence is only realised when the boundary 
conditions are y(a) = y(b) = 0 and the mesh is uniform. 
Regarding convergence of eigenfunctions, Pruess [20] has shown that the error in the 
eigenfunctions may be bounded either as 
sup I] yk( x) - Yk( x) 11, sup ]I py;(x) -PY,‘(x) II < Chrn+‘k2, 
xE[a* bl xf=[a, bl
corresponding to (a), or as 
yA(s) - Yk(x)Il, sup ]I py;,(x) - PY,l(x)II < Ch’“+2kmax(3.2r’r+“, (14) 
XE[(1. 61 sE[cr. h] 
corresponding to (9). The second formula loses some orders 
however, at the mesh points there is superconvergence: 
of convergence compared with (9); 
suP II Yk(x,) - yk(xi) II, SUP II py~(Xi) -PY,‘(X,)II ~ ~~“~r+2~max~3*2’n+2~~ (i5) 
OsisN O<i<N 
Pruess proves these results subject to the normalisation 
Y&r) =Ykw P&Q) =pv;(a), (16) 
but they may also be shown to hold when the more usual normalisation 
(17) 
is used. This is preferable since it gives good results even when the normalisation (16) may yier< 
a 1: differing from -\‘k by orders of magnitude: typically this happens when the problem has 
been obtained by truncating a singular problem and the mesh near x = a is not fine enough to 
capture the correct rate of eigenfunction growth with increasing X. 
For this paper (15) is no better than (14) since we use m = 0 to avoid the computational 
difficulties associated with higher values of m. When more accurate eigenvalues are required, 
these may be obtained by dividing each mesh interval into a number of equal parts and using 
Richardson extrapolation; Pruess [21] shows that the eigenvalue error is expandable in even 
powers of h when the mesh is uniform, and his analysis extends easily to nonuniform meshes. 
Extrapolation is not easily applied to eigenfunctions: from the error formulae in [20] it is only 
valid at the mesh nodes. If nodal eigenfunction values are extrapolated to 0(h4) accuracy, 
there remains the problem of obtaining intermediate values. This might be achieved by 
Hermite interpolation in regions where the eigenfunctions are not oscillating too much, but if 
an eigenfunction oscillates several times between successive mesh nodes, a more elaborate 
scheme would have to be devised, possibly involving accurate integration of the Priifer 
equations (which will be introduced in the next section). It is not clear that the additional 
expense would be justified by the consequent gains in accuracy. 
3. Advantages of the Pruess method 
The convergence results of Section 2 show that coefficient approximation has significant 
advantages over finite-difference and variational methods. However, it is not apparent that it 
will have significant advantages over shooting methods, as used by SLEIGN [l] and D02KEF 
[5], which exploit the excellent initial-value solvers now available. We must therefore point out 
where shooting methods based on initial-value solvers may have difficulty. 
SLEIGN and D02KEF islotii dse the Priifer transformation 
y(x) = S(x)-“%-(x) sin e(x), p(x)y’(x) =s(x)“*r(x) cos e(x). (18) 
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Here S(x) is a positive function to be chosen for convenience. This approach ~1s probably first 
used as the basis of a numerical solution procedure in [2]. If y satisfies the Sturm-Liodville 
equation (l), then the variable 0 must satisfy the first-order differential equation 
de S(X) 
dx=p(x) 
cos2e + Aw(x) --4(x) sin28 + Ssin 28 
S(x) 2s l 
(19) 
The boundary conditions (2), (3) correspond to boundary conditions on 8, and these are both 
satisfied by the same function 8 if and only if A is an eigenvalue. Let a! and p satisfy 
A, sin cy + S(a)A, cos (Y = 0, cy E [0, rr), (20) 
B, sin p + S(B)B, cos /3 = 0, p E (0, ~1, (21) 
and suppose 8, and 8, are solutions of (19) subject to &_(a> = (Y, 8,(b) z= p. Let c be a point in 
[a, b]. Then the miss-distance function 
~(~) = e,(c) - %X(c) (22) 
is a monotone increasing function of A, and 
D(h,) = kv. 
The normalisations a! E [0, 7~1, fi E (0, V] are essential, see [22]. 
This enables SLEIGN and D02KEF to use a simple root-finding procedure to find the 
eigenvalces. The values e&c> and e,(c) are obtained by integrating (19) over the appropriate 
part of the interval, starting from the end where an initial value is given. The trouble is that 
(19) is very often stiff over at least part of the range (see [M] for a definition of stiffness - in 
the present context, stiffness occurs where (hw - q)/p is large and negative), particularly when 
the problem to be solved is a truncation of a singular problem. Because SLEIGN and D02KEF 
use Runge-Kutta integrators, stiffness causes very small step-sizes to be taken. With a Pruess 
method the integrations are performed analytically, so stiffness is not a. problem. Stiffness 
would be less of a problem for SLEIGN and DO2KEF if they used stiff solvers (e.g., backward 
differentiation methods). 
The error estimation processes of SLEIGN and D02KEF have been studied in 1231, which 
reveals the main advantage of initial-value solvers in this context: for regular problems not in 
Liouville normal form the cost of computing an eigenvalue to a given relative accuracy need not 
increase with the eigenvalue index k provided the scaling function S(X) is properly chosen. In 
[23] is also shown that the eigenvalue error is related closely to the local errors in the 
integration of (19). For the Pruess method we develop a meshing algorithm which puts the 
error control directly on A, avoiding local errors in (19) altogether. 
A further advantage of the Pruess method is our very simple interval truncation algorithm 
for singular problems, which has no obvious equivalent when an initial-value solver is used to 
integrate (191. 
4. Numerical methods for the arpproximating problem 
Several schemes have been 
(4)-(6) when P, Q and W arc 
used to determine the eigenvalues of the approximating problem 
piecewise constant - the aim being to exploit the fact that Y(X) 
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can be integrated explicitly in terms of trigonometric/hyperbolic functions to increase robust- 
ness and efficiency. We outline the methods used in [3,18,21] before describing the method 
used in our own software and its advantages. 
We first introduce some notation to help in discussing the various methods. Let Q, W 
values . . , n. In [Xi_ 1, x,] a 
solution of (4) has the form 
Y(X) =CiF,(X) +diGi(X), 
where Fi, Gi are fundamental solutions of -Y M = kiY and 
(23) 
ki = 
i~Wi - qi 
Pi ’ 
(24) 
Convenient definitions are 
k > 0, 
k = 0, 
k ~0, 
(2% 
and 
I 
sin(fi(x -xi_*)) 
Pfi 
9 k>O, 
Gi(-~) = { X -Xi-l, k =O, 
sinh(\rT(x-xi_,>) 
9 k<O, 
. PC%- 
(26) 
subscripts having been dropped from ki and pi for brevity. The functions also depend on A: 
this is shown when needed by writing 4(x, A), etc. 
At meshpoints we have the matching conditions that Y and PY’ are continuous. Write Y 
and F?:’ for Y(X,) and PY ‘(Xi); then it is easily seen that the solution over [xi_ 1, Xi] is 
advanced by the relation 
(‘c)=T(yf$ i=I ,..., n. 
Here the “transfer matrix” T is given by 
T= (‘F p;‘)(xi) 
I 
cgs( ;y rrf ’ -&Z sirf&h j 
= 1 ’ 
xsin( fib) cos( ah) 
, if ki>O, 98) 
where subscripts have been dropped from p,, ki, and hi = Xi - Xi _ 1. There is a similar 
expression involving cash and sinh when ki < 0, and when ki = 0, a matrix which is the limit of 
the other two. 
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When boundary conditions (S), (61, equations (23) and their derivatives, and the matching 
conditions at the Xi are used, we obtain a system of 4n + 2 linear equations between the 2n 
unknowns Ci, di and the 2n + 2 unknowns Y;., PY;:‘. The coefficients depend on A and the 
eigenvalues are just the values of A for which this system is singular. 
In [3] the Y, Py’ are eliminated to obtain an order 2n system for the Ci, di and zeros of the 
determinant of this are looked for. 
In [18] the ci, di are eliminated producing an order 2n + 2 system consisting of equations 
(27) and the boundary conditions. Then the Px’ eliminated are between adjacent equations 
(27) to yield a tridiagonal system for YO, . . . , Y,. However tillere is noted that this process is not 
necessarily reversible and the resulting system can be singular for values of A which are not 
eigenvalues: special checks are needed to avoid this. 
Reference [21] is primarily concerned with verifying the convergence for high-order approxi- 
mation methods and uses an accurate but expensive high-order Taylor series method to 
integrate (4) and a shooting method on the resulting Y and PY ‘. 
All these methods suffer from the disadvantage - in addition to those mentioned - that 
the eigenvalues are found as the zeros of an oscillatory function of A, which causes root-finding 
difficulties and makes it difficult to home in on the eigenvalue Ak for a specified index k. 
For this reason, even for this apparently simple case of piecewise constant coefficients, 
shooting methods based on the Priifer transformation to polar coordinates (r, 0) in a scaled 
(PY ‘, Y)-plane, as defined by (18), have many advantage. The transformation (18) applied to Y 
gives 
PY’ = P2r cos 8 7 Y = S-‘/2r sin 8, (29) 
but to facilitate the integration of (19) it will be convenient to make S piecewise constant with 
discontinuities. Equation (19) and the corresponding equation for r now become 
de S AW-Q 
-= 
dx 
pcos% + 
S 
sin28, 
1 
sin 6 cos 8. 
(30) 
(31) 
To develop the numerical solution process we study first the “resealing” process needed to 
adjust r, 0 at jumps in S, then the process of integrating (30) efficiently. 
As long as S is constant, 0 and r are continuous functions of x even at jumps of P, Q or W, 
since Y and PY’ are continuous in (29). At a,mFsh point where S changes, 0 and r need to be 
adjusted. Let S, 8, r be the old values and S, 8, r^ the new ones: from (29) we see that 
(P cos s^, r^ sin i) = (K+- cos 8, a*‘2r sin a), (32) 
where u = S/S > 0. As it stands, given 0 tnis defines 3 only ul. to a multiple of 2~. Clearly, 
(cos t!, sin e^) and (cos 8, sin 0) lie strictly in the same quadrant, so we get an unambiguous 
definition of e^ by imposing the condition 1 t? - 8 1 < $L From (32), it is then easy to derive the 
formula 
e^= 8 + arg(1 + (U - 1) sin28, ((+ - 1) sin 8 cos e). (33) 
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Here a&s, y) denotes the polar angle of the point (x, y), i.e., the argument of x + iy in the 
range -m < arg < V. Equation (33) defines a continuous function 
i = scl(8, CT), (34) 
over ---ac<e<~,oc~<~. 
The arg function in (33) can safely be coded in FORTRAN as 
ATAN2(( tr - 1) sin 8 cos 8, 1 + (C - 1) sin*0). 
The adjustment formula for r is immediate from (321, namely 
? 1 c0s2e 
l/2 -= + u sin28 . 
r CT 1 
Having dealt with the resealing adjustment, we turn to the definition of the miss-distance 
given by (22). The first point to note here is that the values of 8, and 8, obtained by 
integration of (30) will correspond to different values of 5’ if S jumps at the matching point 
x = c, so before the miss-distance is formed we must rescale 8 J c) and e,(c) to a common 
scale-factor using (34). Secondly, a good choice of matching point c will make D(A) smooth: 
ideally one should choose c to be a point for which _D’(h,, c) is small; in [23] is shown that 
D’(A,, c) = (t-(A,, c))-*, where r( A,, cl is the value at x = c of the Priifer radius for the 
eigenfunction normalised according to (1’71, so in practice it usually suffices to choose a point 
where (Aw - q)/p is as positive as possible. 
We now turn to the integration of (30). Our method relies on judiciously choosing S on each 
subinterval, to make the change in 8 easy to compute. Suppose (4) is to be integrated over a 
step of length h, in which P, Q and W are constant, from an initial value 0, at x0 to 8, at 
-5 =x0 + h. We distinguish three cases - “large positive”, “large negative” and “small” - 
according to the value of the quantity 
AW-tj 
I = -h2_ 
P 
(37) 
Recall we assume p > 0; however we may integrate to the left or right, so h may have either 
sign. The reason for the “small” case is that the formulae for the other two cases become 
progressively more ill-conditioned as f + 0, and break down completely for t = 0. In our code 
the three cases are defined by the tests 
“large positive”, t > TO:, 
“large negative”, t < -TOL, (38) 
“small “, I t 1 < TOL 9 
.where TOL has been taken as 0.1 (this is arbitrary except it must be less than n*, see below). 
We consider the three cases in turn. Since in two of them, the change in 0, 81 - 0,, is 
computed using the arg function the result will only be correct if it lies in the range of arg, i.e., 
( -ST, ~1. A sufficient condition for this is that the path of (PY ‘, Y) for x0 Q x Q x1 lies wholly 
on one side of some straight line through 0 (a property clearly independent of scale-factor). 
From this fact and the shape of the (PY ‘, Y&path (part of a branch of a hyperbola for t < 0 
M. Marietta, J.D. Ptyce / Sturm-Liowille algorithms 65 
and of a straight line for t = O), it is clear that for t G 0 we always have 16, - 8,, 1 < T. For c > 0 
on the other hand, since S is at our disposal, we choose 
and then (30) becomes simply 
0’ = 
nw-q 
P ’ 
and therefore over a step of size h 
(40) 
In this case the change is less than T iff l= h2(Aw - q)/p < d. Combining this with the cases 
t = 0, t < 0, we see that for any scale-factor S, the change 18, - 8,I over a step is less than T 
iff 
t<v2. (42) 
Taking the three cases in turn. 
“Large positiue”. Here we compute 8, by (41) with the scale-factor (39). 
“Large negative”. Choose the scale-factor 
s=/w- (43) 
(geometrically, this is the value that converts the solution paths in the (PY’, Y)-plane to 
rectangular hyperbolae.) Then it may be verified that (30) gives 
d 
-&n tan(8 - $r) = -2/T= -20 (44) 
(this defines w), so that over a step of length h, 
tan@ - $7~) = e -2”htan(B, - i7r). (45) 
This can be expressed in terms of the previously defined scl function as 
8, = $7~ + d(e, - +T, e-2m’z). (46) 
This works in principle whether h > 0 or h < 0, but the formula used in the algorithm is a slight 
modification of this, to avoid the risk of overflow in the exponential when oh is large negative. 
“Small”. The formula used here is actually valid for all t, but we use it in a range which allows 
fast, accurate computation of the functions occurring in it. 
t = 0 or t < 0, the “transfer matrix” (28) can be written 
T= h 
I 
@( -0 -(Aw-q)hN-t) 
pat-t) (cl( -tl 
1 
=4(-t) 
We use the fact that whether t > 0, 
x( -0 -(Aw -q)h 
h 
I 
x(-t) ’ 
(47) 
5 
where 
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7 
4(c) = -ii + 3’ i+ 1 sinh fi sin fi i.e., $ t Or fi I ’ 
t3 
6r+“’ 
(i.e., cash fi or cos G), 
. 
(48) 
x(t) 
w =- 
w (i.e., fi coth fi or fi cot fi). 
This form makes it clear that T is a continuous (indeed analytic) function of t at t = 0. Note 
that x(t) has singularities on the negative axis, the first being at -x2. However these are 
avoided by the restriction t > - TT*, which also ensures that the change in 8 is less than T. 
Subject to this it is easy to derive the formula 
6,-@,=arg x( t)+ ( - ($-~)hsin8,cos*,, 
We use this formula when 1 t 1 < 0.1: a few terms of the series for 4 and $ suffice to give 
accuracy down to the roundoff level. x is computed as the quotient of these series. In this case, 
unlike the others, we leave S unchanged from its value on the previous interval. 
D(A) may be computed, and the eigenvalues located, purely from integrations of (30). The 
eigenfunctions require (31) to be integrated as well. This is done as an extra process after 
root-finding to find A, has been completed. The initial value of r (at x = a or x = b for the 
two solutions 8,) 8,, respectively) depends on the normalisation of the eigenfunction and 
cannot be deduced from the boundary conditions of the Sturm-Liouville problem. It may be 
chosen arbitrarily and adjusted later as necessary to obtain the correct normalisation. 
To integrate over a single step, from r0 at x0 to rl at x1 =x0 + fz, we divide the method into 
the same three cases as above, assuming that 0 has been integrated with the scale factor and by 
the method just described. In practice it is essential to work with log r rather than r to avoid 
overflow problems that may otherwise result from exponential growth of the solution as x 
moves away from a singular endpoint. 
“Large positive”. From (311, r(x) is constant across the step and we need only adjust its value 
to take account of the change in scale-factor using (36). 
“Large negative”. This is the most difficult of the three cases because of the risk of overflow. 
We note that the equations for r and 8 can be combined to yield 
d log r 
- = tan 28, 
de (50) 
which can be 
log 
Observe that 
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integrated to give 
67 
l-1 = log ro - $[log lcos 26 I];b. (51) 
cos 28 cannot be zero with the choice of scale-factor (43). However, this is still 
subject to numerical problems and the code uses an explicit expression for the ratio 
cos 26,/cos 28, derived from (46). 
“SmalZ”. In this case we use a formula which is equivalent to solving the equation in Y and PY’ 
variables, and calculating r via (29). 
Suppose now that an eige:walue has been found and we have formed the corresponding left 
and right solutions ( rL, 0,) and (rR, OR) with an arbitrary initial normalisation of Q_, rR. We 
now rescale these solutions, which corresponds to multiplying rL, and yR by constants y, p, 
respectively, to make r continuous at the matching point c and yield unit norm for the whole 
solution. That is, 
V,(C) = P&)3 
7’IIYL II*+P*IIy~ 11*=1* 
This may be treated as a linear system for p* and y* and is easily solved. 
This raises the question of how to accumulate the integral for the norm, 
step by step. In practice, we compute the logarithm of this integrai to avoid 
(52) 
(53) 
that is I:;, 11 Y I *, 
possible overflow. 
In the “large positive” case we exploit the fact that across a step, Y(X) is of the form 
C sin(a,x + q) for constants C, o, q, which leads to a very simple expression for the integral. In 
the “large negative” case, avoiding risk of overflow is the chief consideration and an expression 
based on writing Y(X) in the form 
Y(x) = 
‘txi) 
sinh o(x -xi-i) + 
y(xj-l) 
sinh wh sinh wh 
sinh m(Xi -x) 
turns out to work well. The important point is that Y(x) is pinned down at both ends of the 
interval; if either r(xi_ 1) or r(xi) is very large, it may be extracted as a factor before the 
integral is computed. In the “small” case the integration is straightforward. 
5. Singular problems 
When the problem is singular, either because (a, b) is an infinite interval or because one or 
more of the functions l/p, 4 or w is badly behaved near an endpoint (more precisely: its 
absolute value is not integrable in any neighbourhood of that endpoint), then an interval 
truncation procedure must be adopted. In what follows we assume that x = b is a singular 
point, and x = a regular (the case of two singular points is a simple extension of this case). We 
choose some b* < b and solve a truncated problem on (a, 6”) to obtain our results. The choice 
of b* will generally depend on the index k of the eigenvalue sought, and it will also be 
necessary to impose some sort of artificial boundary condition at x = b*. 
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botl?ldmy conditions 
If the differential equation has a singularity at x = 6, then (see [ll]) either every solution of 
(1) will have infinitely many zeros near x = 6, in which case the equation is oscillatory and the 
assoctate variables defined by (18) increase unboundedly as x + 6, or else there is a 
well-defined subdominant (small) solution near x = b, unique up to scalar multiples. We 
consider only the latter case, although examples have been constructed of problems with 
oscillatory eigenfunctions (see, e.g., [7]). 
In the standard theory a problem is said to be of limit-circle type if for one, and hence every, 
A E C, (1) has two linearly independent solutions which are L2 integrable with respect to the 
weight-fuuction IV, so 
/ 
b 
w(x)ly(x)l’dx< +-a 
u 
(55) 
exists for every solution p of (1). Otherwise it is of limit-point type. (See, e.g., [4,6,13] for a 
discussion of the theory.) A typical limit-circle problem is the Legendre equation on ( - 1, 0, 
- ((1 -x2)y’)’ =Ay. 
In the limit-point case no boundary condition is needed at x = b to get a well-posed 
Sturm-Liouville problem: the condition (55) is sufficient. In the limit-circle case, a boundary 
condition is needed. However in applications one is almost always interested only in the 
subdominant solutions and so one chooses the special boundary condition which picks these out 
- this is known as selecting the Friedrichs extension (see, e.g., [6]); for Legendre’s equation, 
this means we do not admit the solutions with logarithmic singular terms. The present authors 
have recently shown (unpublished work) that, in either case (i.e., limit point or limit circle with 
Friedrichs extension), if the problem concerned has a kth eigenvalue, then imposing the 
boundary condition y(P) = 0 at the truncation point 6 * yields a regular problem whose k th 
eigenvalue converges to the k th eigenvalue of the original problem as b* + b. However the 
error is given by the ratio of the subdominant o nonsubdominant solutions at x = b * and may 
therefore be large (e.g., O( l/log@ - 6 * )) for Legendre’s equation). For practical computations 
improved boundary conditions are derived by heuristics which will now be described. First the 
coefficients p, q and w are evaluated at x = b*‘. We then consider (1) with p, q and w frozen 
at these values. If A& *) - q(b *) < 0, then there will be two solutions, one growing exponen- 
tially as x decreases from b *, and one decaying. We select the boundary condition satisfied by 
the former at x = b* and impose it on our truncated problem in an attempt to capture the 
subdominant behaviour of the eigenfunction near x = b. If Aw(b*) -q(b*) 2 0, then we 
observe from (19) that since the equation is singular but not oscillatory, precisely one of l/p(~) 
and 1 Ad x) - q( xl I must fail to be integrable near x = b, provided p(x) and Aw(x) -q(x) are 
monotone (increasing or decreasing) near x = b. We may thus deduce that as x +b, 8 
approaches a limit which is either 0 or $rr (modulo 7~), and we can see which, simply by asking 
which of l/p(b* 1 and Aw(b*) - q(b*) is bigger when b* is close to b. We may then impose 
this limiting value as the boundary condition for 8 at the truncation point x = b*. In fact all 
solutions of (1) will have the same limiting value of 8 in this case, since that value is uniquely 
determined by the condition that the solution have just a finite number of zeros, and we know 
from the Sturm Oscillation Theorem (see, e.g., [ll]) that it is impossible for one solution to 
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have finitely many zeros and another infinitely many. Nevertheless, it may be shown that, as 
b* + b, the eigenvalues so obtained correspond to subdominant eigenfunctions. 
Our boundary conditions are slightly less elaborate than those used by SLEIGN [l] and may 
be justified rigorously. One problem where they fail to perform as well as SLEFGN boundary 
conditions is the transformed Legendre equation 
_y” - 4c;sixY=AY, x+&r, +rr). 
Here the algorithm described above gives the boundary conditions y( + b *) = 0 and eigenvalue 
convergence is logarithmically slow. However, providing better boundary conditions only serves 
to reveal another problem which will be mentioned in the next subsection. 
It is worth pointing out that for limit-point problems there is the danger of picking up 
pseudo-eigenfunctions, i.e., solutions of (1) which satisfy the boundary condition at x = a and 
are subdominant at x = b (and even tend to zero there) but which fail to be eigenfunctions 
because they do not satisfy (55). Fortunately, any given problem has at most one pseudo-eigen- 
function, and the corresponding eigenvalue is such that (1) is oscillatory for any greater value of 
A, although this property does not distinguish a pseudo-eigenvalue from a true eigenvalue. 
5.2. Interval truncation 
An initial point b * < b is selected, and the interval [a, b *) is covered by a uniform mesh 
cxi>E(J, xg = a, XN = b*, each interval being of length h (N is fairly small, say 10 or 20). A 
Pruess piecewise-constant approximation to the truncated problem is set up on this mesh, and 
an eigenvalue approximation computed. We then add to the mesh an additional interval [XN, 
xN+ll, where xN+l is a point obtained by stepping from b* towards b with a step which is 
either half of the remaining distance from b* to b or the mesh-length h, whichever is smaller. 
A further eigenvalue approximation is computed. This process is repeated until three succes- 
sive eigenvalue approximations agree to well within the user specified tolerance TOL, or until it 
becomes apparent that further steps would risk floating-point overflow, in which case the 
algorithm fails. At each step, we start the shooting algorithm for the next eigenvalue approxi- 
mation using the approximation last obtained, so the process gets faster as the truncated 
endpoint approaches b. 
This approach is only feasible because we are able to solve all the intermediate problems 
essentially exactly and very rapidly. If an initial-value solver were used to solve the intermediate 
problems, this algorithm would be far too expensive; we would not be able to make it cheaper 
by integrating with a slack tolerance, since we would not then know whether the errors in the 
eigenvalue approximations were due to the interval truncation or the integration process. 
It is easy to see that the length of the last interval in the mesh is ultimately the same size as 
the remaining distance to the singular endpoint. For one particular type of singularity this is 
too coarse and the algorithm fails. Specifically, for problems 
c 
-Y”+ (b_x)ZY=AY, o-Q<;, 
the eigenvalue approximations tend to --oc, as the truncated problems become more and more 
oscillatory. If the interval truncation is carried out by hand and the regular problem given to 
our code (with accurate boundary conditions), then a great number of mesh points are needed: 
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with a = 0, b = 1, b* = 1 - lo-“, c = 0.25 and TOL = 10s6, over 9200 mesh points are used by 
our meshing algorithm, 9000 of these occurring in [l - lo-“, 1 - 10w6]. Reference [9] claims to 
be able to mitigate this problem using higher-order coefficient approximations near the 
singularity, but it is clear from the excellent performance of SLEIGN on this problem that one 
should really avoid coefficient approximation for problems such as these. 
6. Automatic meshing 
We describe a simple algorithm for choosing a mesh upon which to base our Pruess 
approximation. Following the interval truncation algorithm of the last section, there is no loss 
of generality in considering only automatic meshing for a regular problem. 
Our algorithm based on the formula 
-%(W-- w)~kyx- - (Q - q)yk& + (;-;)py;PY;) dx 
I 
b 
9 
WV& dx 
a 
w’;ich expresses the difference between corresponding eigenvalues in terms of the difference 
between coefficient functions. If P, Q and W are, say, piecewise constants on a mesh of typical 
size h, then yk = r/i + O(k2), py; = PYL + O(h2 1. Therefore we obtain 
hk -Ap I bf \ fi,(w- W)y,'- (Q -q)y,2 + fd (+ - ;)(PY;)2) dx, (56) 
where we have used the fact that yk is normalised with 
/ 
b wy; dx = 1, 
a 
to make rhe approximation 
I ‘WkY, dx = 1 + O(h’). 
The error % (56) is in fact 0(h4), which is neglectable since the error in the eigenvalue is 
O(h’). The idea behind our algorithm is very simple: we try to choose the mesh <xj)EO so that 
for all i, 
A,(W-W)Y;-(Q--q)Y,2+ (; - ;)(PY;)2) dxi “TOI&,, (57) 
where TOL ,0C is initially the user’s tolerance TOL. Note that the absolute value is taken 
outside the integral; if we put absolute value signs around the integrand in (56), then the 
integral becomes an 0th) quantity instead of an O(h21 quantity. 
In (57) we know that P(x), Q(x) and W(x) are completely determined by the choice of 
mesh, plus our decision to use midpoint approximations 
p(x) ‘P(+(xi-, +xi))9 
Q(x) =&(x,-l +xi)), x E (q-1, Xi)* (58) 
W(x) = W($(X&, +xi)), 
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However, the eigenfunction Yk and eigenvalue AA also depend on the choice of mesh. To 
overcome this problem we first compute approximations to AA and Yk using a coarse mesh. 
When th_e problem has been obtained by truncating a singular problem, the approximation to 
&, say Ak, will already be available from the endpoint truncation computations, and obtai$ng 
the corresponding approximation to Yk is relatively cheap. The approximation to Yk, say Yk, is 
held by storing the associated values of the Priifer angle 8 and the logarithm of the Priifer 
radius at the points of the coarse mesh; integration between these points determines-p, at any 
poin_t x in [a, b]. So in (57) we may assume that Yk has been replaced by the known Yk and Ak 
by A,. Even if this replacement involves fairly substantial error - say 20% - the meshing 
algorithm should not be too adversely affected, since it is the smallness of the differences 
W - w, Q - q and l/P - l/p which drive (57). Problems will generally arise only if the 
eigenfunc_tions are ill-conditioned. 
With Ak and Yk known we may now _select a mesh. This is done b, choosing a point c in 
(a, b) - preferably in a region where A,W- Q is not negative - and shooting out from c 
towards a and b, determining the position of the next mesh-point from the position of the last 
so that (57) is satisfied. It is usually preferable to shoot towards the ends rather than away from 
them: Yk may be exponentially small near the ends, so that if one shoots out from an endpoint, 
there may be a rapid increase in the step-size causing essential features to be missed. If, say, we 
are shooting forward from c towards b, then xi is chosen from xi__ 1 by tentatively setting 
xi =xi_ t + h, where h was the length of the last step, and estimating ERR,. If this is too large, 
then the step is said to involve a failure and a new Xi is chosen by setting 
x,new -xi_ ! = o( X,?ld -Xi-l 7 ) *=min(O.t,( TpRLdx)‘/li. 
This process is repeated at most eight times; after that, if a satisfactory Xi has not been found, 
the algorithm fails. If ERR i < 0.8 X TOL,,,, then the step is accepted (provided it is not the 
first) but the step-length for the next step is increased by a factor 
max( 0.2,( ttLR:J 1’3) ’ 
provided the last two steps did not involve failures. On the first attempted step (Xi_ I = c) the 
very conservative initial choice of h means that if ERR,. is too small, then no step is taken and 
h is increased, this process continuing until a reasonable initial h is obtained consistent with 
(57). 
Compared to the step-size control in an initial-value solver (see, e.g., [25]) our algorithm runs 
a much greater risk of failures. In our experience as many as 30% of steps may involve failures. 
This is not a serious problem since meshing is relatively inexpensive and we want to save time 
later on by making each step as large as possible. 
In order to estimate ERRi we must approximate the integral in (57). In regions where 
Il’,W - Q is not too large the eigenfunction Yk will not be highly oscillatory and Simpson’s rule 
will be adequate; it has the advantage of being fourth-order accurate, so we get an estimate 
which is of the correct order of magnitude in terms of powers of h, and it requires just two 
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evaluations of Y’ per step since (55) means that W - w, Q - q and l/P - l/p all vanish at the 
mesh centres. In regions where il, W - Q is large, i.e., where there is half an oscillation or 
more between mesh points, we replace p, q and w in (58) by step-functions with a step at 
f(xi- * a xi), in_terpolating p, q and w at $x~_, + $xi and $x, _ , + $xi, and compute the integral 
exactly (with .& in place of -4, and F- in place of Yk). 
A maximum mesh-size safeguards the algorithm. Once the mesh has been generated and an 
eigenvalue approximation A,(h) computed, the mesh is halved and a second approximation 
J&/z) obtained. If the Richardson correction ERREST = +( A,(h) - A,($)) is too large 
(greater than TOL”” x max(1, 1 A,( $11 I)), then the maximum mesh-size is reduced by a factor 
V, and TOL, in (57) by a factor o,, where 
c’1 = min(O.S,( E~~~T)l”), aZ = min(O.*,( zLIT r*), 
and the meshing repeated; however the same j and Y’ are used because to use the latest 
approximations would increase CPU-time and storage requirements; moreover, in our experi- 
ence ERREST is only large when the eigenfunction y, is ill-conditioned, and it is then much 
more effective to reduce the maximum step-size. This will be done at most four times, and if 
ERREST is still too large, the code returns a warning flag to the user. 
Some other features are included because they have been observed to improve reliability, 
particularly for eigenfunctions; however, there is no explicit control of the error in eigenfunc- 
tions, whieh will generally depend on the conditioning of the problem and in particular on the 
eigenvalue spacing. 
One of the advantages of having a fixed mesh throughout the computation of each 
eigenvalue approximation is that D(h) in (22) will be monotone to machine precision, so there 
will be no root-finding problems. 
A meshing algorithm has also been proposed in [15], for the case of problems with 
p(x) = 1 = w(x). It works by controlling the local error in the propagation matrix, which 
advances the solution vector ( y, y *) from one node to the next. This procedure is almost 
equivalent to controlling the local error in the Priifer variables log T(X) and 0(x). We have 
tied the latter method of step-size control: it appears to work well in regions where A - q is 
positive, but takes excessively small steps where A -q is large and negative, due mainly to the 
error control on the variable log T(X). It is interesting to note that the test problems used in 
[15] use only functions q(x) for which h - q is never very large and negative. We do not 
present numerical results for this method since our own algorithm out-performed it consider- 
ably on most of our test problems. 
7. Overview of the software package 
The theory and algorithms described in Lhe preceding sections are implemented in the 
eigenvalue routine SL02F which is the core of the multipurpose Sturm-Liouville package we 
have developed over the duration of the RMCS/N,A,G project. We outline here the facilities 
offered by the package as a whole, and the user interface of SL02F. 
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A complete user guide is available from the authors. The software is written in PFORT-veri- 
fied FORTRAN 77 and requires access to the NAG Library. 
7.1. The routines provided 
The aim of the package is to provide in a unified, reliable and efficient way a number of 
computations to do with the one-dimensional Schrijdinger equation that are often needed by 
computational physicists and chemists, usually as part of a larger calculation. With the 
exception of the finding of eigenvalues, they are not provided by existing library software such 
as SLEIGN or the NAG D02K codes, or else require considerable extra programming by the 
user. All the routines handle the general problem (1). The package comprises the following 
subroutines (the names in parentheses are those by which we will refer to the routines in the 
rest of the section). 
The routines come in two versions. One version handles a single eigenvalue at a ;ime: 
another eigenvalue will require a separate call to the routine and a completely independent 
meshing process will be carried out. For the other version, the user specifies a list of eigenvalue 
indices ki, and the routine selects a mesh which is intended to give adequate accuracy for all 
the resulting calculations, and computes all the eigenvalues and ancillary information at a 
single call. The “multiple” version is distinguished by the suffix M: for instance SL02F and 
SL02FM. When applicable, the M versions offer more efficiency in the eigenvalue calculation 
by reducing the total number of coefficient evaluations, as well as by simplifying the calculation 
of matrix element integrals which involve products UiKj of eigenfunctions and which otherwise 
must be handled by the more complex Franck-Condon factor routines. In what follows we 
refer mainly to the M versions. 
l Spectral analysis routine (SLOlF). This counts the number of eigenvalues in a given range 
[A min, A,,] returning a large number if this is infinite. It is also capable of detecting the lower 
end of the continuous spectrum although for most problems that the code can handle, this 
value is evident by inspection. 
o Eigenvalues (SL02FM). In addition to returning a specified set of eigenvalues, SL02FM 
outputs a matrix of information which is required by all subsequent routines. 
e Eigenfunctions (SL03FM). This facility is provided as a separate routine from SL02FM since 
it may not always be required. It takes the information created by SL02FM and returns a 
matrix describing the eigenfunctions. A separate routine (SL02FM) is provided to evaluate the 
eigenfunctions at user-specified points using the above information. 
l Fourier integrals and expectation integrals (SLOSFM), matrix elements 6L06FM) and 
Franck-Condon factors (SL07FM). These are, respectively, integrals of the form 
I I &J-g I 2f(x)w(x) dx, 
I u,Wf w,ww dx, / UkWf (x)w)w(x) dx, 
(5% 
where f(x) is a user-specified function, the uk, u, are eigenfunctions, and L’/ is an eigenfunc- 
tion from a (possibly) different problem. 
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The first 
l the indices of the eigenvalues to be found; 
0 a tolerance TOL for error control; 
@ a logical array INFO to tell SL02FM whether each endpoint is regular or singular, finite or 
infinite; 
l a subroutine COEFFN to supply p(x), q(x) and W(X); 
l a subroutine SETUP to supply boundary conditions at regular endpoints. 
8, Numerical tests 
We have tested the performance of SL02F on the problems used by the first author in his 
tests of the SLEIGN package [17]. These consist of problems from the original SLEIGN report 
[l] together with a few additional problems collected by the authors. In fact SL02F has been 
tested on a much wider set of test problems than that presented here. In addition to testing the 
eigenvalue accuracy we have also tested the eigenfunction accuracy (SL03F and SL04F). 
8.1. Selected test problems 
(1) -y”+(2/x’- l/x)y = hy on (0, m). Thiz hydrogen atom equation has an infinite 
number of eigenvalues given by A, = - 1/(4(n + 2J2). 
(2) -y” + (9 exp( -2x) - 18 exp( -x))y = hy on ( -00,~). This is a Morse problem, and has 
precisely three eigenvalues: A, = - 6.25, A, = - 2.25 and A, = - 0.25. 
(3) -((l -x2)y’)’ = Ay on ( - 1, 1). This is the Legendre equation, with eigenvalues A, = 
n(n d- 1). 
(4) -y’ -I- q(xJy = Ay on (0, m), where Q is the potential 
2 
q(x) = 4000 exp( - 1.7(x - 1.3)) - 2000 exp( -3.4(x - 1.3)) - 2. 
This is another Morse problem. This one has 26 eigenvalues. 
(5) -y’+(x2+x4)y=Ay on(-a,~). 
(6) -(xy’)’ +y/(16x) = Axy on (0, 3). 
(7) -y'-; sec2(x)y =Ay on (- & , $r). This is the Liouville normal form of the Legen- 
dre equation. 
(8) -y’ -y/x = Ay on (0, a). 
(9) -((l -~~)-‘/~y’)’ = Ail -~‘)-“~y on (- 1, 1). 
(10) -y’ + q(x, p)y = Ay on (- in, $d, with qt..., p) the Coffey-Evans potential 
4(x9 P) = -2p cos 2x + p2 sin’2x. 
This has been used as a test problem in 1241. For large p the lower spectrum consists of clusters 
of three close eigenvalues separated by single isolated eigenvalues. The eigenvalues of the 
Table 1 
M. Marietta, J. D. Pryce / Sturm-Lloul ilk algorithms 75 
Numerical test results for SLOZF 
Problem Eigenvalue 
index 
Error True Error CPU (se& 
estimate error in Y& SLO2F SLEIGN 
(1) 
(2) 
(3) 
(4) 
(5) 
(6) 
(7) 
(8) 
0 
9 
0 
2 
0 
9 
0 
9 
0 
9 
0 
9 
0 
9 
0 
0 
(9) 0 
(10) (p = 10) ; 
3 
(lo)(p=30) “2 
3 
4 
(11) 0 
9 
(12) 0 
1000 
(TOL = lo-“) 
- 0.062 499 98 
- 0.002 066 05 
- 6.249 999 9 
- 0.249 999 98 
2.000 000 3 
90.000 02 
- 1923.529 6
-815.474 1 
1.392 3516 
6.965 010 
0.859 259 6 
106.958 67 
IFAIL = 11 
IFAIL = 11 
- 0.249 999 8 
- 0.002 500 05 
3.559 279 
258.800 6 
69.795 28 
70.548 5 1 
71.405 25 
231.664 93 
231.664 93 
231.664 94 
17.897 9 
3572.58 
0.250 000 0 
250500.2496 2.0 - 1o-2 4.0 - 1o-4 7.0 - iO_’ 155 205 
4.9 - 1o-6 2.5 - lo-’ 5.2 - lo+ 
1.6 - lo-’ 1.0 - lo-’ 4.3 - lo-” 
8.0 - lo-” 1.0 * lo-’ 8.2 - lo-” 
1.0 * lo-” 1.0 * lo-& 7.0 - lo-” 
1.9 . lo-” 2.6 - lo-’ 3.1 * 1o-z 
5.9 * lo-’ 2.3 - lo-’ 9.1 - lo-” 
4.6 - lo--’ 1.8 - lV-” 4.8 * lo-” 
1.3 * lo-” 4.0 * 1o-s 2.3 - 1O-4 
2.4 - lo-” 2.0 * 1o-x 4.4 - lo-” 
2.1 * 1o-4 6.0 - lo-’ 4.6 - lo-” 
1.47 * lo-” 2.9 - lo- “’ 1.9 - lo-” 
9.5 * 1o-4 2.6 - lo-” 2.5 . 1O-4 
4.8 - lO+ 2.4 . lo-’ 6.3 - lo-” 
1.5 - lo-’ 5.0 - lo-” 6.0 - lo-” 
7.3 - 1o-s 7.9 * lo-’ 1.3 - lo-” 
2.4 - 1o-s 3.4 - 1o-s 7.4 - 1o-s 
5.2 - 1O-4 8.2 - lo-’ 7.9 - 1o-s 
3.2 - lo-” 1.8 - 10-h 2.2 - lo-” 
3.3 - 1o-4 3.3 * lo-’ 9.2 . lo-’ 
8.9 - 1O-4 1.5 * 10-h 2.3 - lo-’ 
1.3 - 1o-4 3.0 - lo-’ 39 
7.2 * lo-” 1.2 * lo-” 16 
1.2 * 1o-5 1.2 - 1o-s 1.1 - lo-” 
3.2 - lo-” 5.1 - lo-” 4.0 - lo- ’ 
2.5 - lo-’ 3.3 - 1o-y 1.6 - 1O-5 
0.8 
2.6 
0.9 
1.3 
0.8 
1.6 
2.3 
2.8 
0.8 
1.2 
0.9 
2.5 
7.3 
45 
1.0 
2.0 
0.8 
1.2 
1.2 
13 
1:: 
1.6 
6.4 
7.6 
0.4 
0.4 
0.5 
2.5 
40 
20 
22 
0.6 
1.1 
12 
12 
7.2 
9.2 
0.9 
3.1 
4.3 
4.0 
0.9 
3.0 
2.2 
4.9 
1.7 
1.6 
1.7 
15 
230 
13 
0.6 
0.5 
0.4 
(2, 3, 4) cluster, for example, become arbitrarily close as p is increased; the corresponding 
eigenfunctions become very ill-conditioned. 
( 11) The semidefinite weight-function problem 
-y” +y =hw(x)y, x E (0, I), Y(0) ‘Y(1) = 0, 
where w(x) = 0 for 0 <x < + and w(x) = 1 for i 4 x < 1. This semidefinite problem has 
eigenvalue A given by the roots of the following equation: 
tan$+ptanh;=O, h=p*+l. 
(12) -(~~/*y’)‘=h~*~~/*y, x E (1, 4), y(l) =y(4) = 0. This is a regular problem not in 
Liouville normal form. 
We have tested our code at a number of different tolerances on these problems. In Table 1 
we present numerical results for TOL = lo? The column headed “Error estimate” gives the 
estimate of the eigenvalue error returned by the code, while the “True error” is the actual 
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I.?QC true err-or, tot ’ toy< true errorftol 1 
Fig. 1. Error estimation of SL02F and SLEIGN. 
ik 1. Run times are for eigcnvalue computation only. The run times for SLEIGN 
are obtained by using (for each eigenvalue) the slackest tolerance for which it achieves 
comparable accuracy. Computations were performed on a VAX 8800 in double precision. 
SLO2F hzs also been run on a CRAY and a Toshiba TF1200 portable PC with Microsoft 
FORWN compiler. 
8.2. Discussion of results 
Out of the entire test set only problem (7) defeated our code entirely, for the reasons already 
discussed in Section 5. SLEIGN does this problem easily on a VAX provided double-precision 
arithmetic is used. 
SL02F’s error estimates are almost all pessimistic, an unsurprising consequence of using the 
Richardson corrections as error estimates. This is illustrated in the scatter plot of Fig. 1 where 
we have also included results for TOL = 10F4. The corresponding plot for SLEIGN shows that 
SLEIGN’s error estimates are more likely to be over-optimistic, but unlike SL02F the 
estimated error is always below the user’s tolerance and true errors in excess of the users 
tolerance are less common. The point near ( - 22, - 7) on the SL02F graph arises from problem 
(6) with k = 0 where the Richardson correction is unexpectedly good. The point near (- 1, 
- 17) arises from problem (11) with k = 0, TOL = 10s4: the position of the mesh in relation to 
the discontinuity in *N(X) is such that the approximate problem being solved does not change 
when the number of mesh points is doubled once, so the error estimation is deceived. 
The eigenfunctions for SL02F are less accurate than the eigenvalues since they are not 
subject to extrapolative correction, but the accuracies are mostly adequate for the modest 
CPU-times involved, the most notable exception being problem (lo), where for p = 30 the 
eigenfunctions are so ill-conditioned that the error estimates given in Table 1 are meaningless 
(the eigenvalue separation for the (2, 3, 4) cluster with p = 30 is about lo-‘). 
SLO2F’s main advantage over SLEIGN is in the run-times on problems (21, (4) and (5), where 
it is an order of magnitude faster as SLEIGN is affected by stiffness. E!sewhere the codes 
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perform comparably, except on A, for problem (10) with p = 30: SLEIGN may be badly 
affected by close eigenvalues, see [17]. Regarding problem (2), which has just three eigenvalues, 
we should point out that SL02F fails should the user ask for A, or higher. SL02F obtains an 
initial approximation to the eigenvalue requested by the user and then carries out some 
additional integration towards the singular ends to assess whether or not the Priifer angle 8 is 
approaching a limit, and is thus usually able to detect when the user has asked for an 
eigenvalue which does not exist. There may be false alarms: SL02F thinks that problem (1) has 
just 423 eigenvalues (on our VAX 8800) whereas it has infinitely many. SLEIGN thinks that 
problem (1) has 601 eigenvalues. 
On problem (12) we computed A,, to see how badly SL02F would be affected by the fact 
that this problem is not in Liouville normal form (see the remarks on convergence of the Pruess 
approximation in Section 2). As expected a fine mesh was required. However SLEIGN was 
even slower and did not achieve the same accuracy. Pryce’s code D02KEF in the NAG Library, 
with its more sophisticated choice of S(X) in (191, ran ten times faster than SL02F and 
SLEIGN. 
9. Concluding remarks 
The numerical experiments presented here show clearly that there are a significant number 
of problems on which the authors’ code runs much faster than SLEIGN. These problems are 
not contrived: they are typical of the problems which occur in the chemical physics literature. 
The autliors’ code also forms part of a larger package of routines which allow computation of 
important integrals arising in quantum mechanical applications without significant additional 
coding by the user. Some of these routines are expected to become available through the NAG 
Library, and all are currently available subject to the usual conditions of NAG Ltd: the:y will 
usually be supplied free to interested parties who undertake to use them only for bona fide 
academic research. 
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