We propose a new algorithm for the computation of a minimal polynomial basis of the left kernel of a given polynomial matrix F (s): The proposed method exploits the structure of the left null space of generalized Wolovich or Sylvester resultants to compute row polynomial vectors that form a minimal polynomial basis of left kernel of the given polynomial matrix. The entire procedure can be implemented using only orthogonal transformations of constant matrices and results to a minimal basis with orthonormal coe¢ cients.
Introduction
The problem of determination of a minimal polynomial basis of a rational vector space (see [8] ) is the starting point of many control analysis, synthesis and design techniques based on the "polynomial matrix approach" [22] , [6] , [15] , [21] . Given a rational transfer function matrix P (s) it is usually required to determine left or right coprime polynomial matrix fractional representations (factorizations) of P (s) of the form P (s) = D > have respectively minimal row or column degrees, i.e. they are row or column proper (reduced). Classical examples of such applications are the denominator assignment problem (see [23] , [6] , [7] , [15] , [16] , [1] ) and the determination of a minimal realization (see [22] , [21] , [20] ) of a MIMO rational transfer function, where a minimal in the above sense and coprime factorization of the plant is required. Furthermore, even the problem of row or column reduction of a polynomial matrix itself can be solved using minimal polynomial bases computation techniques as described in [4] and [18] . The classical approach (see [22] , [11] ) to the problem of …nding a minimal polynomial basis of a rational vector space, starts from a given, possibly non-minimal, polynomial basis and in the sequel applying polynomial matrix techniques (extraction of greatest common divisors and unimodular transformations for row/column reduction) one can obtain the desired minimal basis. However, such implementations are known to su¤er of serious numerical problems and thus they are not recommended for real-life applications. A numerically reliable alternative to the classical approach has been presented in [3] . The method presented in [3] utilizes the "pencil approach" by applying generalized Schur decomposition on the block companion form of the polynomial matrix, which in turn allows the computation of a minimal polynomial basis of the original matrix. A second alternative appears in [19] , where the computation of the minimal basis is accomplished via the Padé approximants of the polynomial matrices involved. Our approach to the problem is comparable to the techniques presented in [12] , [13] , [14] and [17] where the computation of minimal polynomial bases of matrix pencils is considered and to the one in [2] where the structure of Sylvester resultant matrices is being utilized.
The problem of computation of a minimal basis can be stated as follows. Given a full column rank (over R (s)) polynomial matrix
Then E(s) is a minimal polynomial basis of the left kernel of F (s): Our approach to the problem exploits the structure of the generalized Sylvester or Wolovich resultant (see [5] , [1] ) of the polynomial matrix F (s). Notice that the methods presented in [3] , [19] , [12] , [13] and [2] deal with the dual problem, i.e. determination of a minimal basis of the right kernel of E(s):
The outline of the paper is as follows. In section 2 we present the necessary mathematical background and notation as well as some known results regarding the structure of generalized resultants. Section 3 presents the main results of the paper along with the proposed algorithm for the computation of minimal polynomial bases. In section 4 we discuss the numerical properties of the proposed algorithm, while in section 5 we provide illustrative examples for the method. Finally, in section 6 we summarize and draw our conclusions.
Mathematical background
In the following R; C; R (s) ; R [s] ; R pr (s) ; R po (s) are respectively the …elds of real numbers, complex numbers, real rational functions, the rings of polynomials, proper rational and strictly proper rational functions all with coe¢ cients in R and indeterminate s: For a set F; F p m denotes the set of p m matrices with entries in F: N + is the set of positive integers. The symbols rank F (:); ker F (:) and Im F (:) denote respectively the rank, right kernel (null space) and image (column span) of the matrix in brackets over the …eld F. Furthermore in certain cases we may use the symbols ker L F (:) and Im L F (:) to denote the left kernel and row span of the corresponding matrix over F. In case F is omitted in one of these symbols R is implied. If m 2 N + then m denotes the set f1; 2; :::; mg :
will be called left (resp. right) unimodular i¤ rankT (s 0 ) = p (resp. rankT (s 0 ) = m) for every s 0 2 C, or equivalently i¤ T (s) has no zeros in C. When T (s) is a square polynomial matrix then T (s) will be called unimodular i¤ rankT (s 0 ) = p = m for every s 0 2 C.
A polynomial matrix X(s) 
When (2.1) is satis…ed and E(s) is row proper and left unimodular, E(s) is a minimal polynomial basis [8] 
Formula (2.3) is essentially the basis for the construction of generalized resultants. Let F (s) = F 0 + sF 1 + ::: + s q F q ; F i 2 R (p+m) m and write
where R k 
where
is the generalized Sylvester resultant of the column
It is easy to see that the two types of generalized resultants are related through
is a column permutation matrix. The fact that R k contains at least
i ; where q = max i2m f i g; zero columns has been observed in [23] : The following result will be very useful in the sequel
be a minimal polynomial basis for the left kernel of F (s) as in (2.1) and let i = deg ri E(s); i 2 p be the invariant minimal row indices of the left kernel of F (s):
Proof. The rank formula (2.9) for the generalized Sylvester resultant …rst appeared in [5] , while the corresponding result for the generalized Wolovich resultant has been established in [1] . Furthermore, the fact that rankR k = rankM ek becomes obvious in view of equation (2.8).
Computation of Minimal Polynomial Bases
It is evident from the last result of the above section that the orders of the left minimal indices of a polynomial matrix F (s) are closely related to the structure of the generalized Sylvester or Wolovich resultants. Furthermore, the following result shows the connection between the coe¢ cients of a minimal polynomial basis of the left kernel of F (s) and a basis of the left kernel of either R k or M ek .
Theorem 3.1. Let E(s) be a minimal polynomial basis for the left kernel of F (s) as in (2.1). Let i = deg ri E(s); i 2 p be the invariant minimal row indices of the left kernel of F (s); and denote by a k the number of rows of E(s) with i = k. Then
and E k (s) 2 R k (p+m) is a polynomial matrix that consists of all k = P k 1 i=0 a i rows of E(s) with row degrees satisfying i < k:
for every s 2 C. Postmultiplying (3.2) by F (s) and using (3.3) gives
with X k (s) de…ned in (2.3). Now using respectively (2.4) and (2.6), we get
for every s 2 C. Thus
Furthermore it is easy to see that L k has full row rank since the existence of a (constant) row vector w
which completes the proof. Our aim is to propose a method for the determination of a minimal polynomial basis for the left kernel of F (s): As it will be shown in the sequel this can be done via numerical computations on successive generalized Sylvester or Wolovich resultants of the polynomial matrix F (s): The key idea is that if we already know a part of the minimal polynomial basis E(s) of the left kernel of F (s), corresponding to rows with row degrees less than k; then we can easily determine linearly independent polynomial row vectors with degree exactly equal to k; that belong to the left kernel of F (s):
Recall that
is the matrix de…ned in theorem 3.1, i.e. it is a part of the minimal polynomial basis E(s) of the left kernel of F (s) that contains only those rows of E(s) with i = deg ri E(s) < k. For k = 1; 2; 3; :::. we de…ne the sequence of rational vector spaces
It is easy to see that
i.e. such thatL k+1 is a basis of ker L M e(k+1) : Then the rows of the polynomial matrix
form a minimal polynomial basis of F k+1 where
Proof. Postmultiplying (3.7) by F (s) and taking into account (2.6) and the fact that E k (s)F (s) = 0 for every s 2 C, it is easily seen that
while the rows of L k+1 are linearly independent. We seek to …nd linearly independent row vectors that together with the rows of L k+1 form a basis of ker L M e(k+1) : According to theorem 2.1 dim ker L M e(k+1) = v k+1 which compared to the number of rows of L k+1 shows that we need another a k linearly independent vectors to form a complete basis of ker L M e(k+1) : Assume we determine a a k (p + m)(k + 1) full row rank matrix N k+1 such that N k+1 M e(k+1) = 0; (3.10)
with rows linearly independent to those of L k+1 ; i.e. such that
Obviously the rows of the compound matrix in the above equation form a basis for the left kernel of M e(k+1) : It is easy to verify that the rows of the polynomial matrix N k+1 (s) will satisfy
Furthermore the polynomial rows of N k+1 (s) will have degrees exactly k; since if there exists a row of N k+1 (s) with deg ri N k+1 (s) < k, the corresponding row of N k+1 would be a linear combination of the rows of L k+1 ; which contradicts (3.11).
It is easy to see that there exists a row permutation matrix P such that
, X k is a constant matrix, and E hr k is the highest row coe¢ cient matrix of E k (s): Accordingly partition N k+1 as follows
where Y k 2 R a k (p+m)k and N hr k+1 2 R a k (p+m) is the highest row coe¢ cient matrix of N k+1 (s):
We shall prove thatẼ k+1 (s) is row proper or equivalently that the highest row degree coe¢ cient matrix ofẼ k+1 (s) has full row rank. Obviouslỹ
Assume thatẼ k+1 (s) is not row proper. Then there exists a row vector [a
Combining equations (3.9), (3.10) and (3.12) we obtain 2 4 
Now since L k is a basis of the left kernel of M ek there exists a row vector c > such that
It is easy to verify that
which contradicts (3.11). ThusẼ k+1 (s) is row proper and thus has full row rank over R (s ; butẼ k+1 (s) is row proper and thus its McMillan degree is equal to the sum of its row indices, which by construction coincides with P i: i <k+1 i = ordF k+1 : Thus ZfẼ k+1 (s)g = 0 which establishes the fact thatẼ k+1 (s) has no …nite zeros. Thus the polynomial matrixẼ k+1 (s) is a row proper and left unimodular, i.e. a minimal polynomial basis of F k+1 :
The above theorem essentially allows us to determine successively a minimal polynomial basis of ker L R(s) F (s): Starting with k = 0 one can determine a minimal polynomial basis of F 1 ; i.e. the part of the minimal polynomial basis of ker L R(s) F (s) with row indices i = 0: Using this part of the polynomial basis and applying again the procedure of theorem 3.2 for k = 1; we determine a minimal polynomial basis of F 2 : The entire procedure can be repeated until we have a minimal polynomial basis consisting of p row vectors.
In order to obtain numerically stable results one can use singular value decomposition to obtain orthonormal bases of the kernels of constant matrices involved. Furthermore, the rows of N k+1 can be chosen not only to be linearly independent to those of L k+1 ;but orthogonal to each one of them. This can be done by computing an orthonormal basis of the left kernel of
The coe¢ cients of a minimal polynomial basis computed this way will form a set of orthonormal vectors, i.e.
The entire procedure can be summarized in the following algorithm:
Step 1. Compute an orthonormal basis N 1 of ker L M e1 , and set E 1 = N 1
Step 2. Set k = 2
Step 3.
Step 5. Set k = k + 1
Step 6. If f# of rows E k 1 g < p go to Step 3
Step 7. The minimal polynomial basis is given by E k 1 S p+m;k 1 (s)
Notice that the above procedure can be applied even if the matrix F (s) has not full column rank over R (s). Assuming that rank R(s) F (s) = r < m; we can modify step 6 so that the loop stops if f# of rows E k 1 g = p + m r, since obviously p + m r is the dimension of the left kernel of F (s). In case r is unknown, we can still use the proposed algorithm by leaving the loop running until k reaches mq; since mq is known to be the upper bound for the maximal left minimal index ; but with a signi…cant overhead in computational cost (see next section for more details).
Obviously the proposed algorithm can be easily modi…ed to compute right minimal polynomial bases, by simply transposing the polynomial matrix whose right null space is to be determined. Finally, notice that throughout the above analysis we have used the generalized Wolovich resultant because in general it has less columns than the corresponding generalized Sylvester resultant (see (2.8) ). However, the left null space structure of both resultants is identical and the proposed algorithm can be implemented using either.
Numerical Considerations
The proposed algorithm requires successive determination of orthonormal bases of left kernels of the matrices [M ek ; L > k ] for each k = 1; 2; 3; :::: The most reliable method to obtain orthonormal bases of null spaces is undoubtedly singular value decomposition (SVD) (see for instance [9] ). Thus the computational complexity at each step of the algorithm is about O(n 3 k 3 ) (where for ease of notation we use n :
Applying standard SVD implementations (such as Golub-Reinsch SVD or R-SVD) at each step would result in a relatively high computational cost, since the SVD computed in step k cannot be reused for the next iteration. However, recently a fast and backward stable algorithm for updating the SVD when rows or columns are appended to a matrix, appeared in [10] . The cost of each update is quadratic to matrix dimensions. Applying this technique at each step, could e¤ectively reduce the total cost of our algorithm up to the kth step, to O(n 3 k 3 ): Taking into account that the iterations will continue until k = + 1, where is the maximal left minimal index of F (s); we can conclude that the cost of the proposed algorithm is about O( 3 n 3 ): Comparing this to the complexity of the algorithm in [3] which is about O(q 3 n 3 ); where q is the maximum degree of s in F (s); we can see that our implementation can be more e¢ cient if < q: On the other hand the upper bound for is mq; so the complexity of our algorithm can get as high as O(m 3 q 3 n 3 ): However, this upper bound will only be reached in extreme cases where F (s) has only one left minimal index of order greater than zero and no …nite and in…nite elementary divisors (see example 5.3). In general when F (s) has …nite zeros (elementary divisors) and/or is not column reduced or even better if p m; it is expected that q: Still, in bad cases where generalized resultants tend to become very large, one may employ sparse or structured matrix techniques to improve the e¢ ciency of the algorithm.
From a numerical stability point of view, each step of the algorithm is stable since it depends on SVD computations. A complete stability analysis of the entire algorithm is hard to be accomplished, since there is not a standard way to de…ne small perturbations for polynomial matrices. However, there are some points in the procedure that are worth mentioning. The actual procedure of computing an orthonormal basis of the left kernel of
involves the computation of the singular value decomposition
, where k = kQ k k 1 u and u > 0 is a (small) number such that k is consistent with the machine precision ( [9] ). The basis of the left kernel of Q k is then given by the rows of U k corresponding to singular values smaller than k : It is easy to see that if N k (using the notation in step 4 of the algorithm) is such a basis then N k M ek 2 < k : The product N k M ek gives the coe¢ cients of the multiplication of the newly computed rows of the minimal polynomial basis, by F (s); so it is important to keep N k M ek 2 small relatively to the magnitude of M ek : On the other hand it is easy to see that kM ek k 1 = kM e1 k 1 , while due to the special structure of L k it can be seen that L > k 1 2p: To avoid problematic situations, where for example kM ek k 1 kQ k k 1 which may lead to erroneous computation of r k ; it is necessary to scale M ek in order to "balance"the components of Q k : Experimental results show that a good practice is to normalize F (s) using kM e1 k 1 ; i.e. setting F (s) = F (s)= kM e1 k 1 : In such a case a quick calculation yields
i.e. that the coe¢ cients of the product E(s)F (s) will be of magnitude about u times the magnitude of the coe¢ cients of F (s); which is close to zero compared to the magnitude of F (s):
Examples
The examples bellow have been computed on an PC, with relative machine precision EP S = 2 52 ' 2:22045 10 16 :
Example 5.1. Consider the example 5.2 in [3] . Given then transfer function
; where We construct the compound matrix : Obviously = qm, which is the worst case from a performance point of view. Notice the absence of …nite and in…nite elementary divisors in F (s) and the fact that dim ker L R(s) F (s) = 1; thus qm is "consumed" in just one left minimal index.
Conclusions
In this note we have proposed a resultant based method for the computation of minimal polynomial bases of a polynomial matrix. The algorithm utilizes the left null space structure of successive generalized Wolovich or Sylvester resultants of a polynomial matrix to obtain the coe¢ cients of the minimal polynomial basis of a the left kernel of the given polynomial matrix. The entire computation can be accomplished using only orthogonal decompositions and the coe¢ cients of the resulting minimal polynomial basis have the appealing property of being orthonormal. From a performance point of view our procedure requires about O(n 3 3 ) ‡oating point operations which is comparable to other approaches ( [3] , [19] ) since in most cases it is expected that the order of the maximal left minimal index is close to the degree q of the polynomial matrix itself.
Further research on the subject could address more speci…c problems like the computation of row or column reduced polynomial matrices using an approach similar to [4] (and the improved version of [18] ) or the determination of rank, left minimal indices and greatest common divisors of polynomial matrices.
A test version of the algorithm has been implemented in Mathematica T M 4.2 and is available upon request to anyone interested.
