Introduction
It is an important task for the future to further close the gap between basic and applied science, in other words to make our understanding of the basic principles of auditory processing available for applications in medicine or information technology. Current examples are hearing aids (Dietz et al., 2009) or sound-localising robots (Calmes et al., 2007) . This effort will be helped by better quantitative data resulting from more and more sophisticated experimental approaches. Despite new methodologies and techniques, the complex human auditory system is only accessible in a restricted way to many experimental approaches. This gap is closed by animal model systems that allow a more focused analysis of single aspects of auditory processing than human studies. The most commonly used animals in auditory research are birds (barn owls, chicken) and mammals (monkeys, cats, bats, ferrets, guinea pigs, rats and gerbils). When these animals are tested with various auditory stimuli in behavioural experiments, the accuracy (distance of a measured value to the true value) and precision (repeatability of a given measured value) of the animal's behavioural response allows to draw conclusions on the difficulty with which the animal can use the stimulus to locate sound sources. An example is the measurement of minimum audible angles (MAA) to reveal the resolution threshold of the auditory system for the horizontal displacement of a sound source (Bala et al., 2007) . Similarly, one can exploit the head-turn amplitude of humans or animals in response to narrowband or broadband sounds as a measure for the relevance of specific frequency bands, as well as binaural and monaural cues or perception thresholds (e.g. May & Huang, 1995; Populin, 2006) . The barn owl (Tyto alba) is an auditory specialist, depending to a large extent on listening while localising potential prey. In the course of evolution, the barn owl has developed several morphological and neuronal adaptations, which may be regarded as more optimal solutions to problems than the structures and circuits found in generalists. The owl has a characteristic facial ruff, which amplifies sound and is directionally sensitive for frequencies above 4 kHz (Coles & Guppy, 1988) . Additionally, the left and right ear openings and flaps are asymmetrically with the left ear lying slightly higher than the right one. This asymmetry creates a steep gradient of interaural level differences (ILDs) in the owl's frontal field (Campenhausen & Wagner, 2006) . These adaptations to sound localisation are one of the reasons why barn owl hearing was established as an important model system during the last decades. This chapter will focus on the application of a powerful technique for the investigation of sound processing, the virtual auditory space technique. Its basics, relevance and applications will be discussed for human listeners as well as in barn owls, supplemented by a comparison with other species. Sound localisation is based on extraction of physical cues of the sound reaching the eardrums. Such physical cues are the monaural spectral properties of the sound as well as differences between the sounds reaching the left and rights ears, leading to binaural cues. These cues vary systematically with sound source position relative to an animal's head. A sound originates from a source and travels through the air until it reaches the eardrums of a listener. Several distortions (reflection, attenuation) are imposed on the sound along its path. Sound parameters may be measured at or close to the eardrum. The comparison of the measured sound at the eardrum with the sound emitted by the source allows for a determination of the distortion and is unique for each individual. The resulting transfer functions are called the head-related transfer functions (HRTFs) referring to the major influence of head shape in the process of distortion. HRTFs carry information about the location of a sound source. Note that the term HRTF refers to the frequency domain, whereas one speaks of the head-related impulse response (HRIR) when the signal is represented in the time domain. Both signals may be transformed from one domain to the other by means of a Fourier transformation (Blauert, 1997) . In monaural spectra the large decreases in amplitude, termed notches, carry information about sound source direction due to their systematic directional variations. Animals and humans use this information during sound localisation, in particular when resolving frontback confusions (Gardner & Gardner, 1973 , Hebrank & Wright, 1974 . The comparison of the HRTFs measured at the two ears yields two major binaural parameters: Interaural time difference (ITD) and interaural level difference (ILD). The ITD depends on the angle of incidence as well as on the distance between the two ears. This cue may be further divided into envelope and carrier ITDs. Envelope ITDs occur specifically at the onset and end of a sound and are then called onset ITDs, whereas ITDs derived from the carrier occur in the ongoing sound and are, therefore, called ongoing ITDs. ITD is constant along a circle describing a surface of a cone, termed "cone of confusion" because for sound sources along this cone surface, the identical ITDs do not allow unambiguous localisation of narrowband stimuli (cf. Blauert, 1997) . This leads to ambiguities with respect to front and back, and, therefore, this cone is also known as cone of confusion. ILDs arise from the frequency and position depended attenuation of sound by the pinna, the head and the body that typically differs between the two ears.
Investigation of sound localisation -current approaches and problems
The simplest approach to find out more about the relevance of the sound parameters is to replay natural sounds from a loudspeaker and measure the subject's reaction to the sounds. These experiments are typically carried out in rooms having walls that strongly suppress sound reflections. If the distance between source and listener is large enough, we have a free-field situation, and the approach is called free-field stimulation. Free-field sounds have a major disadvantage: the physical cues to sound location cannot be varied independently, because a specific ITD resulting from a given spatial displacement of the sound source also involves a change in the ILD and the monaural spectra. This renders it difficult or even impossible to derive the contribution of single cues to sound localisation.
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On the other hand, free-field sounds contain all relevant cues a subject may use in behaviour. Although free-field stimulation allows for an investigation of how relevant specific sound characteristics are, such as the frequency spectrum, the limits of this technique are obvious. Since this chapter focusses on the virtual space technique, we will not review the results from the numerous studies dealing with free-field stimulation. One way to overcome the problems inherent in free-field stimulation is the dichotic stimulation via headphones, allowing the independent manipulation of ITDs or ILDs in the stimulus. Dichotic stimulation was used to prove that humans use ITDs for azimuthal sound localisation for frequencies up to 1.5 kHz and ILDs for frequencies above 5 kHz (reviewed in Blauert, 1997) . The upper frequency limit for ITD extraction seems to be determined by the ability of neurons to encode the phase of the signal's carrier frequency, which in turn is necessary to compare phase differences between both ears. The lower border for ILD extraction, likewise, seems to be related to the observation that the head of an animal only creates sufficiently large ILDs above a certain frequency. These conclusions are supported by data from animals such as the cat, the ferret, monkey and the barn owl (Koeppl, 1997; Koka et al., 2008; Moiseff and Konishi 1981; Parsons et al., 2009; Spezio et al., 2000; Tollin & Koka, 2009 ). The use of both ITDs and ILDs in azimuthal sound localisation is known as duplex theory (Blauert, 1997; Macpherson & Middlebrooks, 2002; Rayleigh, 1907) . In the barn owl, the filtering properties of the facial ruff together with the asymmetrical arrangement of the ear openings and the preaural flaps in the vertical plane cause ILDs to vary along an axis inclined to the horizontal plane. This allows the barn owl to use ILDs for elevational sound localisation (Moiseff 1989 , Campenhausen & Wagner 2006 Keller et al. 1998) . In contrast, mammals use ILDs for high-frequency horizontal localisation (reviewed in Blauert, 1997) . The ability of the owl's auditory neurons to lock to the signal's phase within almost the whole hearing range (Köppl, 1997) -again in contrast to most mammals -together with the use of ILDs for elevational localisation is one of the reasons that make the barn owl interesting for auditory research, despite the mentioned differences to mammals. With earphone stimulation, binaural cues can be manipulated independently. For example, the systematic variation of either ITDs or ILDs while keeping the other cue constant is nowadays a commonly used technique to characterise neuronal tuning to sound or to investigate the impact of the cues on sound localisation ability (reviewed in Butts and Goldman, 2006) . Another example is the specific variation of ongoing ITDs, but not onset ITDs (Moiseff & Konishi, 1981; von Kriegstein et al., 2008) or a systematic variation of the degree of interaural correlation in binaurally presented noises (Egnor, 2001) . Although dichotic stimulation helped to make progress in our understanding of sound localisation, one disadvantage of this method is that human listeners perceive sources as lying inside the head (Hartmann & Wittenberg, 1996; Wightman & Kistler, 1989b) rather than in outside space. Consequently, when only ITDs or ILDs are introduced, but no spectral cues, the sound is "lateralised" towards a direction corresponding to the amplitude of ITD or ILD, respectively. For human listeners, this may yield a horizontal displacement of the sound image sufficient for many applications. However, both vertical localisation and distance estimation are severly hampered, if possible at all. In contrast, a free-field sound source or an appropriately simulated sound is really "localised". This means that dichotic stimuli do not contain all physical cues of free-field sounds. A method to overcome the problems of dichotic stimulation as described so far, while www.intechopen.com preserving its advantages, is the creation of a virtual auditory space (VAS), the method and implementation of which is the topic of this chapter. The work of Wightman and Kistler (1989a,b) and others showed that free-field sources could be simulated adequately by filtering a sound with the personal head-related transfer functions (HRTFs). Bronkhorst (1995) reported that performance degraded when subjects were stimulated with very high frequency virtual sounds. This observation reflects the large difficulties in generating veridical virtual stimuli at high-frequencies.
The virtual space technique
While dichotic stimulation does not lead to externalisation of sound sources, the use of HRTF-filtered stimuli in a virtual auditory space does (Hartmann & Wittenberg, 1996; Plenge, 1974; Wightman & Kistler, 1989b) . For that reason, numerous attempts have been made to develop virtual auditory worlds for humans or animals. The main goal there is that virtual sound sources in VAS should unambiguously reflect all free-field sound characteristics. A second goal, especially in human research, is to create virtual auditory worlds that are universally applicable across all listeners. This requires a trade-off between the realistic simulation of free-field characteristics and computational power, that is, one wants to discard nonessential cues while preserving all relevant cues. For that purpose, knowledge is required on which cues are the relevant cues for sound localisation and which are not. The method involved in creating VAS originated in the 1950ies when systematic experiments using artificial head manikins were undertaken (reviewed by Paul, 2009 ). However, it is only the computational power developed within the last two decades that allows for elaborate calculations and manipulations of virtual auditory stimuli. Measuring the HRTFs is usually done by inserting small microphones into the ear canals of the subject, as sketched in Figure 1 . The sound impinging on the eardrum is measured. Sound is replayed from a free-field loudspeaker (see Fig. 1a ). The loudspeaker signal should contain all relevant frequencies within the hearing range of the subject. It has been shown that measurement at or close to the eardrum is adequate, because the measured signal contains the important information (Wightman & Kistler, 1989a,b) . When the signal arrives at the eardrum, it has been filtered by the outer ear, the head and the body of the subject. The amplitude and phase spectra at the eardrum represent the HRTF for the given ear and the respective position. The monaural spectrum of a specific sound at a given position may be obtained by filtering the sound with the respective HRTF. ITDs and ILDs occurring at a given position are derived by comparing the respective measured HRTFs at the two ears. The procedure of replaying a free-field sound and recording the resulting impulse response at the subject's eardrum is usually carried out for representative spatial locations, i.e., the free-field speaker is positioned at a constant distance at different locations, for example by moving it along a circular hoop (Fig. 1a) . In this way, the desired spatial positions in both azimuthal and elevational planes may be sampled (Fig. 1b+c) . One may use click stimuli (Dirac pulses, see Blauert, 1997) as free-field sounds. In this way, a broad range of frequencies can be presented in a very short time. However, such stimuli do not contain much energy and as a consequence have to be repeated many times (typically 1000) in order to increase the energy provided to the listener (reviewed in Blauert, 1997 ; see also . Other stimuli are so-called sweep signals, which run from low to high frequencies or vice versa in a given time interval. For example, logarithmically rising sweeps have successfully been used for HRTF recordings in the owl (Campenhausen & Wagner, 2006; Hausmann et al., 2010) . Such sweep signals have the advantage that a small number of repetitions of sound emissions suffices to yield reproducible measurements, while containing energy in all desired frequencies within the subject's hearing range.
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The quality of HRTF recordings measured with both types of stimuli is comparable, as demonstrated by similar shape of HRTFs and localisation performance in the owl for HRTFfiltered stimuli recorded either during application of click noise or of sweeps (Campenhausen & Wagner, 2006; Hausmann et al., 2009; Hausmann et al., 2010) . Short click stimuli have also commonly been used for HRTF measurements in other animals and humans, leading to localisation performance comparable to free-field stimulation (Delgutte et al., 1999; Musicant et al., 1990; Tollin & Yin, 2002; Wightman & Kistler, 1989b) . The impulse responses recorded at the subject's eardrum are influenced by the individual transfer functions not only of the subject itself, but also of the equipment used for the recordings such as the microphones, loudspeaker and hardware components. In order to provide an accurate picture of the transfer characteristics, all impulse responses recorded with the subject (specific for each azimuthal (α) and elevational (ε) position) have to be corrected for the transfer characteristics of the system components (T sys ). The correction can be easily done by transforming each impulse response into the frequency domain via Fast Fourier transformation (FFT), and then divide each subject-specific FFT (H αε ) by the reference measurement recorded for the system components including the microphone, but without the subject (T sys ) following equation 1. May & Huang, 1996; guinea pig: Sterbing et al., 2003; owl: Hausmann et al., 2009; Witten et al., 2010) . Virtual auditory worlds can be created for all animals whose HRTFs are measured. An advantage of using the barn owl rather than many mammalian species is that the owl performs saccadic head-turns towards a sound source when sitting on a perch , while the eyes or pinnae can barely be moved (Steinbach, 1972) . In contrast, many mammals may move their eyes and pinnae. This allows for example cats or monkeys to locate sound sources even with restrained head to a certain extent (Dent et al., 2009; Populin, 2006; Populin & Yin, 1998) . The owl's saccadic head-turn response allows to use the owls' head-turn angle as a measure for the perceived sound source location (Knudsen & Konishi, 1978) . The next section will review how HRTF-filtered stimuli have been implemented in the barn owl as a model system to tackle specific issues of sound localisation which are also relevant for human sound localisation.
Virtual auditory space and its applications in an auditory specialist
One of the first applications of VAS for the barn owl was the work of Poganiatz and coworkers (2001) . The authors conducted a behavioural study in which individualised HRTFs of barn owls were manipulated in that the broadband ITD was artificially set to a specific value, irrespective of their natural ITD. This artificial ITD was either -100 µs, corresponding to a position of approximately -40° of azimuth (by definition left of the www.intechopen.com animal) based on a change of 2.5 µs per degree (Campenhausen & Wagner, 2006) , or to +100 µs, corresponding to +40° of azimuth (by definition right of the animal).
All other cues such as the ILD and monaural spectra were preserved. That is, the stimuli were ambiguous in that the ITD might point towards a different hemisphere than did all the remaining cues. The authors of the study predicted that the owl should turn its head towards the position encoded by the ITD if the ITD was the relevant cue for azimuthal sound localisation. Similarly, the owl should turn towards the position encoded by ILD and monaural spectra if these cues were relevant for azimuthal localisation. When these manipulated stimuli were replayed via headphones to the owls, the animals always turned their heads towards the position that was encoded by the ITD and not by the remaining cues. From these findings, concluded that the owls used exclusively the ITD to determine stimulus azimuth. As we will show below, this may hold for a large range of auditory space. However, the resolution of spatially ambiguous ITDs in the frontal and rear hemispheres requires further cues. The same approach of manipulating virtual stimuli was used for investigating the role of ILD for elevational sound localisation by setting the broadband ILD in HRTF-filtered stimuli to a fixed value . Such experiments showed that barn owls' elevational head-turn angles depend partly, but not exclusively on ILDs. The role of ILDs and other cues for elevational localisation will be tackled in more detail below. Thus, these earlier studies did not resolve the cues needed to resolve front-back confusion or localisation of phantom sources that occur at positions that can be predicted from a narrowband sound's period duration and ITD. Both phenomena are commonly known problems in humans especially for localisation in the median plane (Gardner & Gardner 1973; Hill et al. 2000; Wenzel et al. 1993; Zahorik et al. 2006) . Furthermore, it is still unclear which cues, apart from broadband ILD, contribute to elevational sound localisation. The owl's ability to locate sound source elevation is essentially based on its ear asymmetry and facial ruff. Going a step further and utilise the morphological specialisations of the barn owl, a possible application for humans might thus be to mimic an owl's facial ruff to achieve better localisation performance in humans.
We extended the use of HRTF-filtered stimuli to answer some of the above raised questions. The method introduced by Campenhausen & Wagner (2006) allowed us to measure the influence of the barn owl's facial ruff for a closer analysis of the role of external filtering as well as of the interplay of the owl's asymmetrically placed ears with the characteristically heart-shaped ruff. Using VAS enabled us to analyse the contribution of the facial ruff and the asymmetrically placed ear openings independently from each other, an important aspect if one wants to implement the owls' specialisations for engineering of sound localisation devices. Virtual ruff removal (Hausmann et al., 2009 ) was realised by recording HRTFs for anesthetized barn owls a) with intact ruff of the animal that was tested in behavioural experiments later on (individualised HRTFs), b) for a reference animal with intact ruff (reference owl, normal non-individualised HRTFs) and c) for the same reference animal after successive removal of all feathers of the facial disk, leaving only the rear body feathers intact (see also Campenhausen & Wagner, 2006) , named "ruffcut" condition. The advantage of simulating ruff removal rather than actually removing the ruff of the behaving owls consisted in a better reproducibility of stimulus conditions over the course of the experiments, as the feathers regrow after removal and thus stimulus conditions change. Furthermore, responses to the stimuli were comparable between subjects since the stimulus www.intechopen.com conditions were equal for all three owls included in the study. And third, virtual ruff removal is a more animal-friendly approach than real removal of the feathers, since the behaving owls are not hampered in their usual localisation behaviour, as would be the case if one actually removed their facial ruff. The measurements yielded three sets of HRTFs. In behavioural experiments, broadband noise (1-12 kHz) was filtered with these HRTFs to simulate ruff removal for three owls. The former two stimulus conditions with intact ruff were required for comparison of the normal localisation performance with that in response to simulated ruff removal. In parallel, the changes of binaural cues were analysed. Virtual ruff removal resulted not only in a reduction of the ITD range in the periphery (Fig. 2B) , but also in a corresponding reduction of azimuthal head-turn angles for ruffcut versus normal stimuli ( Fig. 2A) . That is, the virtual ruff removal induced a change in the localisation behaviour that could be correlated with the accompanying changes of the ITD as the relevant cue for azimuthal localisation (see also . Virtual ruff removal influenced behaviour in two major ways. First, it caused the ILDs in the frontal field to become smaller, and the ILDs did no longer vary with elevation, as is the case in HRTFs recorded with intact ruff (see also Keller et al., 1998) . Correspondingly, the owls lost their ability to determine stimulus elevation. Second, while owls having a normal ruff could discriminate stimuli coming from the rear from those coming from the front even if the stimuli had the same ITD (Hausmann et al., 2009) , this ability to distinguish between front and back in HRTFs having the same ITD was lost after virtual ruff removal. This finding implies that the ITD is indeed the only relevant cue for azimuthal localisation in the frontal field, as suggested by , but stimulus positions with equal ITD in the front and in the rear, respectively, may not be discriminated based on the ITD alone. Hence, the ruff provides cues other than ITD to resolve position along the cone of confusion (see Blauert, 1997) . Potential candidates for the cues provided by the ruff for front-back disambiguation are ILDs and monaural spectral cues, both of which are altered after ruff removal (Campenhausen & Wagner, 2006; Hausmann et al., 2009 ). The role of ILDs and spectral cues can be investigated by keeping the ILD in virtual auditory stimuli constant, while the ITD and spectral cues vary with location according to their natural amplitude. Such an approach was pursued in an earlier study by , where ILDs in virtual acoustic stimuli were set to a fixed value of either -6 dB (left ear louder) or +6 dB in the frequency range from 4 to 10 kHz. In response to those manipulated stimuli, the owls responded with a positive elevational head-turn to the +6 dB stimuli and with a negative head-turn to the -6 dB stimuli. When the stimulus ILD was set to +6 dB, the owls' head-turn was directed to a relatively constant elevational position. In response to stimuli whose ILD was set to -6 dB, however, the elevational head-turn amplitude was constant at positive stimulus azimuth but increased with incrementally negative stimulus angle, or vice versa. The localisation behaviour depended on the stimulus position, meaning that the elevational localisation was not exclusively defined by the mean broadband ILD. The study of argued against monaural spectral cues as this additional cue, since the spectra had been preserved according to the natural shape. However, the owls' elevational head-turn angles did not follow a simple and clear relationship, which renders conclusions on the contribution of single binaural and monaural cues difficult. The question remained of whether owls needed broadband ILDs to determine www.intechopen.com the elevation of virtual sound sources, or whether ILDs in single frequency bands could be used as well.
After Hausmann et al. (2009) Fig. 2 . ITDs and azimuthal head-turn angle under normal and ruffcut conditions. A) The azimuthal head-turn angles of owls in response to azimuthal stimulation (x-axis) with individualised HRTFs (dotted, data of two owls), non-individualised HRTFs of a reference animal (normal, black, three owls) and to the stimuli from the reference owl after ruff removal (ruffcut, blue, three owls). Arrows mark ±140° stimulus position in the periphery, where azimuthal head-turn angle decreased for stimulation with simulated ruff removal, in contrast to stimulation with intact ruff (individualised and reference owl normal) where they approach a plateau at about ±60°. Significant differences between stimulus conditions are marked with asterisks depending on the significance level (**p<0.01, ***p<0.001) in black (individualised versus reference owl normal) respectively in blue (reference owl normal versus ruffcut). Each data point includes at least 96 trials, unless indicated otherwise by the number of trials (n). B) The ITD in µs contained in the HRTFs at 0° elevation is plotted against stimulus azimuth in degree for the reference owl normal (black) and ruffcut (blue). Note the sinusoidal course of the ITD and the smaller ITD range after ruff removal. ITDs decrease at peripheral azimuths for both intact and removed ruff.
Due to the complex variations of ILDs with both elevation and azimuth in the barn owl, the influence of specific cues on elevational localisation is difficult to investigate. Furthermore, as we have just seen, elevational localisation is influenced by cues other than the ILD, which stands in contrast to the exclusive dependence of azimuthal head-turn angle on ITDs at least in the frontal field (but see Hausmann et al. 2009 for azimuthal localisation in the rear). Since ILDs are strongly frequency-dependent, the next step we took was the stimulation of barn owls with narrowband stimuli to investigate elevational localisation, so to narrow down the range of relevant frequencies used for elevational localisation. Again, the virtual space technique allowed for a manipulation of stimuli in which ILD cues are preserved for each narrow frequency band, while spectral cues are sparse. This stimulus configuration may answer the question of whether owls can make use of narrowband spectral cues. If they do, their localisation behaviour should resemble that for non-manipulated stimuli of the same frequency. On the other hand, if monaural narrowband spectra cannot be used, the owls' localisation behaviour for stimuli with virtually removed ILD should differ from that to stimuli containing the naturally occurring ILD. We tested barn owls in the proposed stimulus setup. We first created narrowband noises. The ILD in such stimuli was then set to a fixed value of zero dB ILD, similar to the approach of , without changing the remaining localisation cues. In response to those stimuli, barn owls exhibited elevational head-turn angles that varied with stimulus elevation, indicating that narrowband ILD was sufficient to discriminate sound source elevation. In addition, the owls were able to resolve azimuthal coding ambiguities, so-called phantom sources, when the virtual stimuli contained ILDs, but not when the ILD was set to zero. This finding implied that owls may use narrowband ILDs to determine the hemisphere a sound originates from, or in other word, to resolve coding ambiguities. The formation of phantom sources will be reviewed in more detail in the following.
Coding ambiguities
Coding ambiguities arise if one parameter occurs more than once in auditory space. Coding ambiguities lead to the formation of phantom sources. Many animals perceive phantom sound sources (Lee et al. 2009; Mazer, 1998; Saberi et al., 1998 Saberi et al., , 1999 Tollin et al. 2003) . The main parameter for azimuthal localisation in the frontal hemisphere is the ITD. In the use of ITD, ambiguities occur for narrowband and tonal stimuli when the period duration of the center frequency or tone is shorter than the time that the sound needs to travel around the head of the listener. For narrowband and tonal stimuli, ITD is equivalent to the interaural phase difference. The sound's phase at one ear can either be matched with the preceding (leading) phase or with the lagging phase at the other ear. Both comparisons may yield valid azimuthal sound source positions if the ITD corresponding to the interaural phase difference of the stimulus falls within the ITD range the animal can experience. For example, a 5 kHz tone has a period duration of 200 µs. In the owl, stimulation from -40° azimuth (i.e., 40° displaced to the left side of the owl's midsagittal plane) corresponds to about -100 µs ITD, based on a change of about 2.5 µs per degree (Campenhausen & Wagner, 2006) . In this case, the 5 kHz tone is leading at the owl's left ear by 100 µs, which would result in calculation of the correct sound source azimuth. However, it is also possible to match the lagging phase at the left ear with the next leading phase at the right ear, resulting in a phantom source at +40° azimuth in the right www.intechopen.com hemisphere. A study by Saberi et al. (1998) showed that in case of ambiguous sound images, the owls either turned their heads towards the more frontal sound source, be it a real or a phantom source, or else they turned towards the more peripheral sound source. With increasing stimulus bandwidth, the neuronal tuning curves for the single frequencies are still cyclic and, therefore, ambiguous as we have just seen. However, there is always one peak at the real ITD, while the position of the phase multiples (side peaks) is shifted according to the period duration, which varies with frequency (Wagner et al., 1987) . Integration, or summation, across a wider band of frequencies thus yields a large peak at the true ITD and smaller side peaks. Hence, for wideband sounds, integration across frequencies reduces ITD coding ambiguities via side-peak suppression in broadband neurons (Mazer, 1998; Saberi et al., 1999; Takahashi & Konishi 1986; Wagner et al., 1987) . Sidepeak suppression reduces the neuronal responses to the phantom sources (corresponding to the phase equivalents of the real ITD) compared to the response to the real ITD. Mazer (1998) and Saberi et al. (1999) showed in electrophysiological and behavioural experiments that a bandwidth of 3 kHz was sufficient to reduce phase ambiguities and to unambiguously determine the real ITD. Thus, in many cases, a single cue does not allow to determine the veridical spatial position unambiguously. This was also shown by electrophysiological recordings of the spatial receptive fields for variations in ILD, but constant ITD (Euston & Takahashi, 2002) . In this stimulus configuration, ILDs exhibited broad regions where the ILD amplitude was equal, thus ambiguous. Aross-frequency integration also reduces such ILD ambiguities, which are based on the response properties of single cells for example in the external nucleus of the inferior colliculus (ICX). Such neurons respond to a narrowband stimulus having a given ITD but varying ILDs with an increased firing rate at wide spatial regions. That is, this neuron's response does not code for a single spatial position, but for a variety of positions which cannot be distinguished based on the neuronal firing rate alone. Only the combination of a specific ITD with a specific ILD results in unambiguous coding of spatial positions and results in the usual narrowly restricted spatial receptive fields (Euston & Takahashi, 2002; Knudsen & Konishi, 1978; Mazer, 1998) . In the case of the owl, the natural combinations of ITD and ILD that lead to sharply tuned spatial receptive fields are created by the characteristic filtering properties of the ruff (Knudsen & Konishi, 1978) . To summarise the preceding sections, the ruff plays a major role for the resolution of coding ambiguities. However, it is only the interaction of the ruff with the asymmetrically placed ear openings and flaps that creates the unique directional sensitivity of the owl's auditory system (Campenhausen & Wagner, 2006; Hausmann et al., 2009 ). This finding should be taken into account if one wants to mimic the owl's facial ruff in engineering science It is interesting that humans can learn to listen and localise sound sources quite accurately when provided with artificial owl ears (Van Wanrooij et al., 2010) . The human subjects in that study wore ear moulds that were scaled to the size of the listener, during an uninterrupted period of several weeks. The ear moulds were formed to introduce asymmetries just as observed in the barn owl. The ability of the subjects to localise sound sources in both azimuth and elevation was tested repeatedly to measure the learning plasticity in response to the unusual hearing experience. At the beginning of the experiments, localisation accuracy in both planes was severely hampered. After few weeks, not only azimuthal localisation performance was close to normal again, but also elevational localisation of broadband sounds, and only these. That is, the hearing performance www.intechopen.com apparently underlies a certain plasticity, meaning that a listener can learn to locate sounds accurately even with unfamiliar cues, which opens interesting fields of application. Similar plasticity was observed in ferrets whose ears were plugged, who learned to localize azimuthal sound sources accurately again after several weeks of training . These experiments underline that auditory representations in the brain are not restricted to individual species, but rather that humans or animals can learn new relationships between a specific combination of localisation cues and a specific spatial position. Despite this plasticity, in everyday applications, it may not seem feasible when listeners need a long period of time to learn a new relationship. However, when familiarity to sound spectra is established via training, localisation performance is improved, a fact that is amongst others exploited for cochlear implant users (Loebach & Pisoni 2009 ). Now what are the implications of the above revised findings for the creation of auditory worlds for humans? First, it is crucial to preserve low-frequency ITDs in virtual stimuli, since these are not only required, but also seem to be dominant for azimuthal localisation (reviewed in Blauert, 1997 for humans; owl: Witten et al., 2010) . Second, ILD cues are necessary in the high-frequency range for accurate elevational localisation in many animal species including humans (e.g. Blauert, 1997; Gardner & Gardner, 1973; Huang & May, 1996; Tollin et al., 2002; Wightman & Kistler, 1989b ). In the low-frequency range, the small attenuation by the head results in only small ILDs that hardly vary with elevation (human: Gardner & Gardner 1973; Shaw 1997; cat: May & Huang 1996; monkey: Spezio et al., 2000; owl: Campenhausen & Wagner, 2006; Keller et al., 1998; Hausmann et al., 2010) , which makes ILDs a less useful cue for low-frequency sound localisation. However, a study by Algazi et al. (2000) claims that human listeners could determine stimulus elevation surprisingly accurate even when the stimulus contained only frequencies below 3 kHz, although the listeners' performance was degraded compared to a baseline condition with wideband noise. These two cues allow for relatively accurate determination of sound source position in the horizontal plane in humans (see Blauert 1997) . However, ITD and ILD variations alone may as well be introduced to dichotic stimuli presented via headphones, without the requirement of measuring the complex individual transfer functions. That is, as long as pure lateralisation (Plenge 1974; Wightman & Kistler 1989a,b) outside the median plane suffices to fulfil a given task, it should be easier to introduce according ITDs and ILDs to the stimuli. However, for a sophisticated simulation of free-field environments, as well as for unambiguous allocation of spatial positions to the frontal and rear hemispheres, one should use HRTF-filtered stimuli. This holds the more as ILD cues seem to be required for natural sounding of virtual stimuli in human listeners (Usher & Martens, 2007) .
Since an inherent feature of HRTFs is the fact that they are individually different, the question arises of whether HRTF-filtered stimuli are feasible for general application, that is, if they can in some way be generalised across listeners to prevent the necessity of measuring HRTFs for each potential listener individually. The latter would be critical anyway because for numerous applications, the future user of the virtual auditory space is unknown in advance. The issue of the extent to which HRTFs can be used for stimulation of different subjects without loosing informational content will be tackled in the following section.
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Localisation with non-individualized HRTFs -does everybody hear differently?
Meanwhile, there are many studies that attempt to generate sets of "universal" HRTFs, which create the impression of free-field sound sources across all (human) listeners. Such HRTFs eliminate the inter-individually different characteristics which are not crucial for accurate localisation while preserving all relevant characteristics. Even though the listener's performance should not be impaired by the presence of naturally occurring, but unnecessary cues in virtual stimuli, discarding those cues may be advantageous. The preservation of the cues that are indispensable for sound localisation, while eliminating the cues which are not crucial, minimises the effort and time required for computing stimuli. Across-listener generalised HRTFs intend to prevent the need for measuring the HRTFs of each individual separately, and thereby simplify the creation of VAS for numerous fields of application. At the same time, it is important to prevent artifacts such as front-back confusions, one of the reasons which justify the extended research in the field of HRTFs and virtual auditory spaces. Whenever HRTF-filtered stimuli are employed, the problem arises of how inter-individually different refractional properties of the head or pinna or differences in head diameter affect localisation performance in response to virtual stimulation. It would be of no use to possess sophisticated virtual auditory worlds, if these were not reliably perceived as being externalised, or else if the virtual space did not unambiguously simulate the intended freefield sound source. A global application of, for example, virtual auditory displays can only be achieved when VASs are really listener-independent to a sufficient extent. Hence, great efforts have been made to develop universally applicable sets of HRTFs across all listeners, but discarding cues that are not required. An even more important aspect, of course, is to resolve any ambiguities that occur with virtual stimuli but not with natural stimuli. HRTF-filtered stimuli have been used to investigate whether the use of individualised versus non-individualised HRTFs influenced localisation behaviour in various species (e.g. humans: Hofman & Van Opstal, 1998; Hu et al., 2008; Hwang et al., 2008; Wenzel et al., 1993; owl: Hausmann et al., 2009; ferret: King et al., 2001; . It was shown that one of the main problems when using non-individualised HRTFs for stimulation was that the listeners committed front-back or back-front reversals, that is, they localised stimuli coming from the frontal hemisphere in the rear hemisphere or vice versa. For many mammalian species, it was shown that in particular, notches in the high-frequency monaural spectra are relevant for sound localisation in the vertical plane (Carlile, 1990; Carlile et al., 1999; Koka & Tollin, 2008; Musicant et al., 1990; Tollin & Yin, 2003) , and may help, together with ILD cues, to resolve front-back or back-front reversals as discussed in Hausmann et al. (2009) . Whether this effect indeed occurs in the barn owl has yet to be proved.
In what concerns customisation of human HRTF-filtered signals, Middlebrooks (1999) proposed in his study how frequency-scaling of peaks and notches in directional transfer functions of human listeners allows generalisation of non-individualised HRTFs while preserving localisation characteristics. Such an approach may render extensive measurements for each individual unnecessary. Likewise, customisation of median-plane HRTFs is possible if the principal-component basis functions with largest inter-subject variations are tuned by one subject while the other functions are calculated as the mean for www.intechopen.com all subjects in a database (Hwang et al., 2008) . Since localisation accuracy is preserved even when HRTFs for human listeners account for only 30% of individual differences (Jin et al., 2003) , slight customisation of measured HRTFs already yielded large improvements in localisation ability. When individualised HRTF-filtered stimuli are used, the percepts in virtual auditory displays are identical to free-field percepts when the spatial resolution of HRTFmeasurements is 6° or less (Langendijk & Bronkhorst, 2000) . For 10 to 15° resolution, the percepts are still comparable (Langendijk & Bronkhorst, 2000) , which implies that the spatial resolution for HRTF-measurements should not fall below 10°. This issue is of extreme importance in dynamic virtual auditory environments, because here it is required that transitions (switching) between HRTFs needed for the simulation of motion are inaudible to the listener. In other words, the listener should experience a smoothly moving sound image without disturbing clicks or jumps when the HRTF position is changed. Hoffman & Møller (2008) determined the minimum audible angles for spectral switching (MASS) to be 4-48° depending on the direction, and for temporal switching (minimum audible time switching MATS) to be 5-10 µs. That is, this resolution should not be under-run when switching between adjacent HRTF either temporally or spectrally. Interpolation of measured HRTFs is especially important if listeners are moving in the auditory world, to prevent leaps or gaps in the auditory percept. This interpolation has to be done carefully in order to preserve the natural auditory percept (Nishimura et al., 2009 (Garadat et al., 2008) on speech intelligibility has helped to improve hearing performance in those patients. Last but not least, much effort has been made to enhance the perceived "spaciousness" of virtual sounds for example to improve the impression of free-field sounds while listening to music (see Blauert, 1997) .
Advantage, disadvantages and future prospects of virtual space techniques
There are still many challenges for the calculation of VASs. For instance, HRTFs have to be measured and interpolated very thoroughly for the various spatial positions in order to preserve the distributions of physical cues that occur in natural free-field sounds. This is to some extent easier for the largely frequency-independent ITDs, whereas slight mispositioning of the recording microphones can induce larger errors to the measured ILDs and spectral cues especially in the high-frequency range, which then may lead to mislocalisation of sound source elevation (Bronkhorst, 1995) . When measuring HRTFs, it is also important to carefully control the position of the recording microphone relative to the eardrum, since the transfer characteristics of the ear canal can vary throughout its length (Keller et al., 1998; Spezio et al., 2000; Wightman & Kistler, 1989a) . Another aspect is that the computational efforts for the complex and time-consuming creation of virtual stimuli may be reduced by reversing the positions of microphones and www.intechopen.com sound source during HRTF measurements. The common approach, which has also been described in the present chapter, is placement of the microphone into the ear canal and subsequent application of sound from outside. In this case, the position of the sound source is varied systematically across representative spatial positions, in order to reflect the amplitude of each physical cue after filtering by the outer ear and ear canal. However, it is also possible to take the reverse approach, that is, placing the sound source into the ear canal and record the signal that is arriving at a microphone after filtering by the ear canal and outer ear (e.g. Zotkin et al., 2006) . The microphones that record the output signals are then positioned at the exact spatial locations where usually the loudspeaker would be. The latter approach has a huge advantage compared to the conventional way, because it saves an immense amount of time. Rather than placing the sound source sequentially to various locations in space, waiting until the signal has been replayed, reposition the sound source and repeat the measurement for another position, one single application of the sound suffices as long as an array of microphones is installed at each spatial location one wants to record an impulse response for. The time consuming conventional approach, however, has the advantage that only a single recording device is required. Furthermore, in the conventional approach, the loudspeaker is not as limited in size as is an in-ear loudspeaker. It may be difficult to build an in-ear loudspeaker with satisfying low-frequency sound emission. Another possibility to save time when recording impulse responses is to use a microphone moving along a circle, which allows recording of impulse responses for each angle along the horizontal plane in less than one second (Ajdler et al., 2007) . Also in this technique, the sound emitter is placed in the ear and the receiver microphone is placed outside the subject's ear canal. Thus, depending on the purpose of an HRTF measurement, an experimenter has several choices and may simply decide which approach is more useful for his or her requirements. Another important, but often neglected aspect of sound localisation that still awaits closer investigation is the role of auditory distance estimation. Kim et al. (2010) recently presented HRTFs for the rabbit, which show variances in HRTF characteristics for varying sound source distances. Overestimation of sound sources in the near field occur as commonly as underestimation of source distance in the far field (e.g. Zahorik 2002) , which again seems to be a phenomenon that is not due to headphone listening, but a common feature of sound localisation. Loomis & Soule (1996) showed that distance cues are reproducible with virtual acoustic stimuli. The human listeners in their study experienced virtual sounds in considerable distance of several meters, even though the perceived distances were still subject to misjudgements. However, since the latter problem occurs also in free-field sounds (overestimation of near targets and underestimation of far targets), further efforts need to be spent to unravel distance perception in humans. That is, it is possible to simulate auditory distance with stimuli provided via headphones. Noteworthy, virtual auditory stimuli may be scaled so that they simulate a specific distance, even if a corresponding free-field sound would be under-or overestimated, respectively. This is a considerable advantage of the virtual auditory space technique, because naturally occuring perceptional "errors" may be overcome by in-or decreasing the amplitude of virtual auditory stimuli according to the respective requirements. Fontana and coworkers (2002) developed a method to simulate the acoustics inside a tube in order to successfully provide distance cues in a virtual environment. It is also possible to calibrate distance www.intechopen.com estimation using psychophysical rating methods, so to get a valid measure for distance cues (Martens, 2001) . How good distance cues, among which intensity, spectrum and direct-to-reverberant energy are especially important, are preserved with current HRTF recording techniques, i.e., how good they coincide with the natural distance cues, is still to be evaluated more closely. In sum, the virtual space technique offers a wide range of powerful applications, not only for the general investigation of sound localisation properties, but also for its implementation in daily life. Once the cues that contribute to specific aspects of sound localisation are known, not only established techniques such as hearing aids may be improved, for example for the reduction of background noise or for better separation of several concurring sound sources, but the VAS also allows to introduce manipulations to sound stimuli that would naturally not occur. The latter possibility may be useful to create auditory illusions for various applications. Among these are auditory displays for navigational tasks for example during flight (Bronkhorst et al., 1996) or travel aids for both healthy and blind people Walker & Lindsay, 2006) , as well as communicational applications such as telephone conferencing (see Martens, 2001 ). However, it is indispensable to further evaluate if recording of HRTFs and creation of VASs indeed reflect all relevant aspects of sound localisation cues, in order to prevent unwanted artifacts that might confound the perceived spatial position. Although a major goal of basic research has to be the long-time implementation of the gained knowledge for applications in humans, the extended use of animal models for the auditory system can yield valuable data on basic auditory processes, as was shown throughout this chapter. Sound source localization is an important research field that has attracted researchers' efforts from many technical and biomedical sciences. Sound source localization (SSL) is defined as the determination of the direction from a receiver, but also includes the distance from it. Because of the wave nature of sound propagation, phenomena such as refraction, diffraction, diffusion, reflection, reverberation and interference occur. The wide spectrum of sound frequencies that range from infrasounds through acoustic sounds to ultrasounds, also introduces difficulties, as different spectrum components have different penetration properties through the medium. Consequently, SSL is a complex computation problem and development of robust sound localization techniques calls for different approaches, including multisensor schemes, nullsteering beamforming and time-difference arrival techniques. The book offers a rich source of valuable material on advances on SSL techniques and their applications that should appeal to researches representing diverse engineering and scientific disciplines.
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