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1 Introduction
A large number of numerical models for the simulation of coastal and shelf sea
flows are available nowadays. Old versions were based on simplified equations
derived under the hydrostatic pressure approximation, like shallow water mo-
dels (see [17], [20], [36], [39] and [48], for instance) or primitive equation models
(see [11], [16] and [25], among several others). However, non-hydrostatic mo-
dels are able to reproduce effects which can be important is some situations,
such as flows over rapidly varing slopes.
The finite difference method has been classically used in most coastal ocean
models. But the finite element method (FEM) provides more flexibility to
approximate the complex geometry of coastlines and bathimetries, especially
when combined with unstructured meshes. Also, three-dimensional models
are affordable nowadays due to the availability of computer power resources.
Non-hydrostatic, three-dimensional, finite element coastal models have been
presented in [10], [31] and [45]. In [7] the model named HELIKE was intro-
duced, which is also a 3D, non-hydrostatic, finite element model that employs
a pressure stabilized formulation and an implicit time-stepping scheme.
One of the main difficulties of simulating coastal and shelf sea flows is the mod-
elling of turbulence and the effects of subgrid scales of motion. The prohibitive
cost of direct numerical simulations (DNS) of turbulent transient coastal ocean
flows drives the strong interest for simplified models, which are less expensive
from a computational point of view but still relevant in properly describing
the largest scales of the ocean flow (long and mesoscale currents). In the past
(and still nowadays), much of the mathematical modelling of ocean flows on
various scales was based on simple assumptions about the turbulent eddy
viscosity coefficients, which were often taken to have constant values, cho-
sen to give the best agreement with observations. Though the preoccupation
with finding numerical values of these parameters was not in retrospect al-
ways helpful, certain features of those results contained the seeds of many real
developments in this subject. The horizontal and vertical mixing coefficients
evaluated this way differ by many orders of magnitude, and it was soon re-
cognized that the much smaller rates of vertical mixing must in same way be
due to the smaller scale of the vertical ocean motions. Qualitatively, it was
also known that the vertical eddy coefficients tended to be smaller when the
density vertical gradients were larger.
Furthermore, realistic horizontal ocean flow fields are almost always characte-
rized by the presence of coastlines of quite complex geometry. The presence of
these boundaries affects the kinetics of the flow through several mechanisms,
one of them being the presence of a strong shear that usually peaks at the
boundary and is responsible for the production of streamwise vortices and
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streaky structures that eventually detach and sustain the turbulent fluctua-
tions in the bulk. Among the simplified models which have been developed
to account for these turbulent fluctuations is the Large-Eddy Simulation or
LES, in which the largest scales of motion, responsible for the momentum,
matter and energy ocean transport, are computed and only the small scales,
which are generally more homogeneous and isotropic (and, therefore, easier to
model) are parametrized. The effect of the small subgrid scales appears in the
governing equations for LES through an additional stress term, which must be
modelled. Moreover, the Smagorinsky parametrization (see [43]) is the most
extensively used LES formulation. The variational multiscale method initially
designed for the development of stabilized numerical schemes (see [27], [28])
has been shown to be closely related to the Smagorinsky LES turbulence model
(see [2], [29] and the references therein). In the present work we consider the
Smagorinsky model for the calculation of the horizontal eddy viscosity coeffi-
cient.
On the other hand, the presence of a homogeneous vertical layer near the sur-
face of the ocean, named mixed layer, which presents almost constant density
profiles is also well known. The bottom of this mixed layer corresponds to
the top of the pycnocline, a zone of large gradients of density. Most vertical
ocean subgrid-scale models have been derived to describe the vertical turbu-
lent distribution of this ocean mixing boundary layer. These models span the
range from simple prescribed values for the vertical turbulent diffusivities up
to complex Reynolds-stress models with several differential transport equa-
tions to solve. In this paper, we consider three different versions of the family
of algebraic vertical turbulent models, defined in terms of the Richardson num-
ber which determines the stability of vertical ocean layers through the ratio
between buoyancy and inertia forces in these layers.
The paper is organized as follows: in Section 2 the mathematical problem con-
sidered is described, while in Section 3 the different turbulence closure models
that we use are presented. Section 4 is dedicated to the numerical method
employed to solve the problem, and numerical results are presented in Sec-
tion 5 where comparisons between the performance of the different turbulence
formulations on test problems are given. Finally, some conclusions are drawn.
2 Problem statement and notation
Our objective is the study of the dynamics of water in coastal regions such
as bays, river mouths, beaches or harbors. The domain of interest, which is
assumed to be occupied by an incompressible fluid, can be represented as:
Ω = {(x, y, z) ∈ IR3 / (x, y) ∈ S, −H(x, y) < z < 0}
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referred to Cartesian coordinates x, y (horizontal, with positive x eastbound
and positive y northbound) and z (vertical), where S ⊂ IR2 is the reference
fluid surface (lying in the plane z = 0) and H : S¯ → IR is a positive function
representing the bathymetry. We express the boundary of Ω as ∂Ω = Γs∪Γb∪
Γl, where:
Γs = S × 0 : the surface,
Γb = {(x, y, z) ∈ IR3 / (x, y) ∈ S, −H(x, y) = z} : the bottom,
Γl = {(x, y, z) ∈ IR3 / (x, y) ∈ ∂S, −H(x, y) ≤ z ≤ 0} : the lateral boundary.
The governing equations considered are the three-dimensional, incompressible
Navier-Stokes equations, expressed in a rotating coordinate system and un-
der the Boussinesq assumption. These equations accomodate a wide range of
temporal and spatial scales, from mean currents down to dissipation scales
for turbulence. Since it is not feasible to solve them over all scales, ocean
models are usually based on some form of averaging (filtering) of the original
equations, which can be temporal (as in the Reynolds averaged Navier-Stokes
equations or RANS), spatial (as in Large Eddy Simulation or LES models)
or statistical averaging. The Reynolds stress tensor is subsequently modelled
in terms of eddy viscosities; due to the spatial anisotropy of the ocean, the
mixing of motion need not be the same in the horizontal than in the vertical
directions, so that different viscosity coefficients are considered for horizontal
and vertical turbulence. The mathematical problem considered here is, thus,
the following (see [42]):
∂u
∂t
+ (u · ∇)u + k × u + ∇P − ∂
∂x
(νH
∂u
∂x
)− ∂
∂y
(νH
∂u
∂y
)− ∂
∂z
(νV
∂u
∂z
)
= − ρ
ρ0
g in Ω× (0, T ), (1)
∇ · u = 0 in Ω× (0, T ). (2)
In (1)-(2), u = (u, v, w) is the three-dimensional velocity of the fluid (as usual,
boldface characters denote vector fields) and P (x, y, z, t) is the fluid kinematic
pressure, that is, the pressure divided by a reference fluid density ρ0; the un-
knowns u and P are functions of the spatial coordinates (x, y, z) ∈ Ω and time
t ∈ (0, T ), with T > 0 a given final time. Moreover, ∇ = ( ∂
∂x
, ∂
∂y
, ∂
∂z
) is the
three-dimensional gradient operator and k = (0, b, f), where f = 2ω sin(φ)
and b = 2ω cos(φ) are the normal and tangential Coriolis parameters, respec-
tively, ω is the Earth’s angular velocity and φ the latitude of the region of
interest (the tangential component of the Coriolis acceleration should be re-
tained in non-hydrostatic models, see [35]). Furthermore, νH and νV are the
horizontal and vertical turbulent eddy viscosities, respectively. We are using
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a prognostic model in which the fluid density ρ is assumed to be known.
Finally, g = (0, 0, g), where g is the gravitational acceleration; centrifugal ac-
celerations have been incorporated into the gravity term, yielding an effective
gravity acceleration which is aligned with the vertical axis.
In order to account for variations of the fluid surface position, it is usual in
ocean models to consider a function η(x, y, t), with (x, y) ∈ S and t ∈ (0, T ),
which represents the free-surface elevation with respect to the reference level
z = 0. Since the magnitude of η is small compared to the ocean’s depth,
the hydrodynamical problem is solved in the fix domain Ω. The free-surface
elevation η satisfies the kinematic equation:
∂η
∂t
+ u
∂η
∂x
+ v
∂η
∂y
= w in S × (0, T ). (3)
Furthermore, the total pressure P in equation (1) can be decomposed into its
atmospheric, barotropic, baroclinic and non-hydrostatic components, as:
P (x, y, z, t) = pa(x, y, t) + g (η− z) + g
∫ η
z
ρ− ρ0
ρ0
ds + p(x, y, z, t), (4)
where pa is the atmospheric pressure (which from now on we assume to be
zero) and p is the non-hydrostatic part of the pressure. Using (4) in (1) results
in:
∂u
∂t
+ (u · ∇)u + k × u + ∇p − ∂
∂x
(νH
∂u
∂x
)− ∂
∂y
(νH
∂u
∂y
)− ∂
∂z
(νV
∂u
∂z
)
= −g∇2η − g
ρ0
∇2 (
∫ η
z
ρ ds) in Ω× (0, T ), (5)
∇ · u = 0 in Ω× (0, T ), (6)
where ∇2 = ( ∂∂x , ∂∂y , 0) is the two-dimensional gradient operator extended to
3D. The model that we propose is based on the momentum equation (5), the
continuity equation (6) and the kinematic free-surface equation (3). It remains
to specify a turbulence closure model for the computation of the eddy viscosity
coefficients νH and νV , which will be considered in the next Section.
Boundary conditions have to be supplied to the equation system (5)-(6)-(3)
which should reflect different physical boundary phenomena acting on the
fluid. We consider an impermeable bottom Γb through which no mass flux
occurs; also, a linear model for bottom friction due to rugosity is considered
on Γb. At the fluid surface Γs, wind stress is modelled by the usual quadratic
dependence law on the wind velocity and zero normal stress is also imposed.
Finally, in the lateral boundary Γl different situations are considered, such as
solid walls (Γw), inflow (Γi) and outflow regions (Γo). The boundary conditions
for (5)-(6)-(3) are, thus, the following:
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w + u
∂H
∂x
+ v
∂H
∂y
= 0 on Γb, (7)
νH nx(
∂u
∂x
,
∂v
∂x
) + νH ny(
∂u
∂y
,
∂v
∂y
) + νV nz(
∂u
∂z
,
∂v
∂z
) = (8)
(τxb , τ
y
b ) := Cb(u, v) on Γb,
νV (
∂u
∂z
,
∂v
∂z
) = (9)
(τxs , τ
y
s ) :=
ρa
ρ0
Cs(U
2
10 + V
2
10)
1/2(U10, V10) on Γs,
νV
∂w
∂z
= 0 on Γs, (10)
nx u + ny v= 0 on Γw, (11)
u = ui on Γi, (12)
νH nx
∂u
∂x
+ νH ny
∂u
∂y
=0 on Γo. (13)
Here, n = (nx, ny, nz) is the unit outward normal vector to Γ, Cb is the linear
bottom friction coefficient, ρa is the air’s density, Cs the dimensionless wind
drag coefficient, (U10, V10) is the horizontal wind velocity vector at a reference
height of 10 m above the surface and ui is a given inflow velocity.
An initial condition must also be specified for the velocity field:
u(x, y, z, 0) = u0(x, y, z), ∀(x, y, z) ∈ Ω, (14)
where u0 is a given three-dimensional, divergence-free initial velocity.
The hydrodynamical model that we consider consists of equations (3), (5) and
(6), boundary conditions (7)–(13) and the initial condition (14). In order to
write down the weak form of this problem, which will be needed when we
introduce its finite element approximation, and just for simplicity of exposi-
tion, we will assume in what follows that Γl = Γi and ui = 0, that is to say,
that in the lateral boundary only homogeneous Dirichlet boundary conditions
are specified. Then, the velocity u, the non-hydrostatic pressure p and the
free-surface elevation η belong, respectively, to the following spaces:
V :=
{
u˜ = (u˜, v˜, w˜) ∈ H1(Ω) : u˜ = 0 on Γi, w˜ + u˜∂H
∂x
+ v˜
∂H
∂y
= 0 on Γb
}
Q :=L2(Ω)
M :=H1(S)
The weak form of the momentum equation (5), the continuity equation (6)
and the free-surface equation (3) can be written, for adequate test functions
u˜ = (u˜, v˜, w˜) ∈ V , q ∈ Q and µ ∈M , as:
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∫
Ω
∂u
∂t
u˜ dΩ +
∫
Ω
(u · ∇)u u˜ dΩ +
∫
Ω
(k × u) u˜ dΩ +
∫
Ω
∇p u˜ dΩ
+
∫
Ω
(
νH
∂u
∂x
∂u˜
∂x
+ νH
∂u
∂y
∂u˜
∂y
+ νV
∂u
∂z
∂u˜
∂z
)
dΩ
=−g
∫
Ω
∇2η u˜ dΩ − g
ρ0
∫
Ω
∇2 (
∫ η
z
ρ ds) u˜ dΩ
+
∫
Γs
(τxs u˜+ τ
y
s v˜) dΓ +
∫
Γb
(τxb u˜+ τ
y
b v˜) dΓ
+
∫
Γb
nν · ∇w w˜ dΓ,
∫
Ω
(∇ · u) q dΩ = 0,
∫
S
∂η
∂t
µ dΓ +
∫
S
u
∂η
∂x
µ dΓ +
∫
S
v
∂η
∂y
µ dΓ =
∫
S
w µdΓ,
where (τxb , τ
y
b ) are given by (8) and (τ
x
s , τ
y
s ) by (9) and we have used the
notation nν = (νHnx, νHny, νV nz).
3 Turbulence closure models
The parametrization of the physical processes of horizontal and vertical diffu-
sion of momentum is one of the most complex problems in ocean modelling.
These processes are characterized by the horizontal (νH) and the vertical (νV )
eddy viscosity coefficients, the value of which has to be determined by an
adequate turbulence model. A large number of such techniques have been
developed so far, ranging from simple algebraic models to (one and two) dif-
ferential equation models. We will focus our attention here only on algebraic
models for their simplicity and efficiency and because their use is well esta-
blished in ocean modelling; other areas of Physics such as channel flows may
need more elaborate turbulence models, but algebraic models are sufficient
for ocean flow simulations. Comparisons between different turbulence closure
models in ocean flows were given in [4], [15] and [46], the conclusion being that
simple flow dependent eddy viscosity models perform as well as more complex
schemes.
3.1 Horizontal turbulent viscosity
The simplest possibility for the determination of the horizontal turbulent vis-
cosity coefficient νH is to use a constant value, a choice which is present in
many ocean models (see [9], [10], [16], [31] and [47], for instance). Estimates
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indicate that this value should be in the range 101-104 m2/s for the ocean (see
[42]).
However, the most extensively used formulation for νH in ocean models is the
Smagorinsky parametrization (see [43]). This is an LES formulation which is
employed, among others, in well known coastal models such as POM ([8]) and
ROMS ([26]) and also in [24], for instance. In this formulation, the coefficient
νH is determined as:
νH = Cm0 hx hy DT ,
where Cm0 is an adimensional Smagorinsky viscosity coefficient, hx and hy are
the sizes of the horizontal discretization employed in the x and y directions,
respectively, and:
DT = ( (∂xu)
2 + (∂yv)
2 +
1
2
(∂yu+ ∂xv)
2 )1/2,
is the magnitude of the velocity of strain tensor. The adimensional parame-
ter Cm0 can be determined empirically; Smagorinsky ([44]) provides several
theories for the selection of Cm0 for isotropic, homogeneous three-dimensional
turbulence. The suggested range for this coefficient is 0.1 ≤ Cm0 ≤ 0.2; we
take Cm0 = 0.1 in our model.
The turbulent viscosity introduced by the Smagorinsky model increases in
regions where the horizontal shear stress is important, for instance near the
boundary. On the contrary, it decreases in regions of small velocity variations,
like in the interior of the ocean. In general, this approximation produces suf-
ficient viscosity in areas with large velocity of the current, but it may under-
dissipate in areas with smaller velocities (see [24]).
3.2 Vertical turbulent viscosity
There is not such agreement on a single model for the vertical turbulent vis-
cosity coefficient νV as there is for the Smagorinsky model in the horizontal.
Once again, a constant value is the simplest choice for vertical turbulence,
a possibility which is considered, for instance, in [9], [10], [16], [31] and [47].
Adequate values for which have been estimated to be in the range 10−4-10−1
m2/s (see [42]). A two-layer mixing length model for the vertical eddy viscos-
ity νV was considered in [30]. More complex, and therefore computationally
more expensive, schemes like the k − ǫ and the k − l models have also been
employed (see [34]).
However, the main factors which induce the development of turbulence in
the vertical direction of the ocean are buoyancy forces and shear stresses.
The models proposed for νV should reflect these physical effects. This is the
8
reason why most of the existing algebraic models are defined in terms of the
Richardson number:
Ri := N
2 /M2,
which determines the stability of fluid layers by expressing the ratio between
buoyancy and inertia forces. Here, N2 is the frequency of the vertical oscilla-
tions (also called stratification frequency or Brunt-Va¨isa¨la¨ frequency, see [41])
given by:
N2 = − g
ρ0
∂ρ
∂z
,
which is related to buoyancy, and M2 is given in terms of the vertical gradient
of the horizontal velocities as:
M2 = (
∂u
∂z
)2 + (
∂v
∂z
)2.
The different flow dependent models for the vertical turbulent viscosity can
all be written as:
νV = ν0 +
ν1
(1 + βRi)n
for different values of the parameters ν0, ν1 (both of which have the same units
as νV , for instance, m
2/s), β and n.
One of the most extensively used expressions for νV in ocean flows is the
Pacanowski-Philander model (see [40]), which corresponds to the values n = 2,
β = 5, ν0 = 10
−4 and ν1 = 10
−2, yielding:
νV,P = 10
−4 +
10−2
(1 + 5Ri)2
.
This formulation was originally developed to be used in oceanographic appli-
cations at global scale and has the advantage of being less sensitive to the
vertical grid resolution than more advanced turbulence closure models. In the
absence of estratification, the coefficient νV takes uniform values.
Another model which is frequently used is that of Munk and Anderson (see
[37]), which is a classical empirical formulation. It corresponds to the values
n = 0.5, β = 10, ν0 = 10
−4 and ν1 = 6 · 10−2, yielding:
νV,M = 10
−4 +
6 · 10−2√
1 + 10Ri
.
Another formulation has recently been proposed by Gent (see [22]) which
has also been considered in [32]. This time, the parameters for the vertical
turbulent viscosity are the same as in the Pacanowski-Philander model, except
for β which is taken as 10 (other differences in the two models are encountered
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in the parametrization of the vertical turbulent coefficient for the diffusion of
tracers); this results in:
νV,G = 10
−4 +
10−2
(1 + 10Ri)2
.
In all cases, and in order to avoid an excessive grow of turbulence in the
case of unstable estratification (Ri < 0), an upper limit for νV is imposed. A
comparison of the numerical performance of some of these turbulence models
and an analytical study of them has been recently given in [3]. In our model we
have incorporated the Pacanowski-Philander’s, Munk-Anderson’s and Gent’s
models as well as a constant value for νV .
4 Numerical approximation
We describe in this Section the numerical scheme that we employ for the
approximation of the hydrodynamical problem (3)-(5)-(6). We first introduce
the time stepping scheme in a semidiscrete (continuous in space) context and
then we consider a spatial discretization by the finite element method.
4.1 Time stepping
We employ here an implicit backward Euler monolithic method for the time
integration of (5)-(6) in which the velocity and the pressure are computed si-
multaneously (a monolithic time stepping method was also employed in [31]).
The free-surface elevation, however, is treated explicitly in the momentum
equation (5) so as not to increase the dimension of the discrete equation sys-
tem, and it is updated at the end of the step using the new velocity field
just calculated, integrating (3) implicitly once again by the backward Euler
method (a similar approach was used in [18] for the treatment of the free-
surface elevation).
Thus, given a time step size ∆t > 0 and assuming known an approximation
un of the velocity and an approximation ηn of the free-surface elevation at
time tn = n∆t, a new velocity u
n+1 and pressure pn+1 at tn+1 are computed
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as:
1
∆t
(un+1 − un) + (un · ∇)un+1 + k × un+1 + ∇pn+1
− ∂
∂x
(νH
∂un+1
∂x
) − ∂
∂y
(νH
∂un+1
∂y
)− ∂
∂z
(νV
∂un+1
∂z
) = −g∇2ηnin Ω, (15)
∇ · un+1 = 0 in Ω. (16)
Once un+1 is known, a new approximation ηn+1 of the free-surface elevation
at time tn+1 is obtained implicitly from:
1
∆t
(ηn+1 − ηn ) + un+1 (∂η
∂x
)n+1 + vn+1 (
∂η
∂y
)n+1 = wn+1 in S. (17)
4.2 Finite element spatial approximation
The semidiscrete problem (15)-(16)-(17) is further discretized in space by the
finite element method. It is generally agreed that this discretization method
presents several advantages over the classical finite difference method still com-
monly used in ocean modelling (see [9], [30], [33] and [47], for instance), such
as flexibility to approximate the domain, mass conservation and natural impo-
sition of boundary conditions. The use of unstructured meshes is highly advis-
able when solving ocean flows. In our model, whenever barotropic or baroclinic
terms are active, we use prismatic finite elements with the nodes arranged in
vertical columns; the three-dimensional mesh Ωh is constructed starting from
a two-dimensional, unstructured triangular mesh Σh of the surface S, and
beneath each triangle an arbitrary number of prismatic elements is allowed.
In situations where both barotropic and baroclinic effects can be neglected,
we may use fully unstructured three-dimensional meshes Ωh of tetrahedral or
hexahedral finite elements. In all cases, this meshing strategies provide full
flexibility to approximate both the coastline and the bottom topography. We
assume, moreover, that each element K ∈ Ωh is the image of a reference
element Kˆ by a mapping:
FK : Kˆ → K with FK ∈ (R1)3.
Here, R1 is the space of lineal polynomials in the reference variables (xˆ, yˆ, zˆ) ∈
Kˆ, if Kˆ is the simplex in IR3 and the elements are tetrahedral; R1 is the space
of lineal polynomials in each reference variable, if Kˆ is the cube [−1, 1]3 and
the elements are hexahedral; and R1 is the tensor product space of linear
polynomials in (xˆ, yˆ) and zˆ, when Kˆ = Tˆ × [−1, 1] is the reference prism, Tˆ
being the simplex in IR2, and the elements are prismatic.
The unknowns of the problem are approximated by finite element functions,
11
which are continuous across interelement boundaries. We will focus our atten-
tion on the case of equal interpolation for the velocity and the pressure, in
which both variables are approximated on the same three-dimensional mesh
by polynomials of the same degree. Whenever barotropic effects are consid-
ered, the free-surface elevation is approximated by piecewise linear polynomi-
als on the two-dimensional mesh Σh. Thus, the finite element spaces for the
approximation of the velocity, the pressure and the free-surface elevation are,
respectively:
Vh := {u˜h ∈ V / ∀K ∈ Ωh, u˜h|K = uˆK ◦ F−1K , uˆK ∈ (R1)3}
Qh := {qh ∈ C0(Ω) / ∀K ∈ Ωh, qh|K = qˆK ◦ F−1K , qˆK ∈ R1}
Mh := {µh ∈ C0(S) / ∀T ∈ Σh, µh|T = µˆT ◦ F−1T , µˆT ∈ S1}
where FT : Tˆ → T denotes the linear transformation from Tˆ onto triangle T
and S1 is the space of linear polynomials in (xˆ, yˆ).
The incompressibility constraint (6) on the velocity field poses a severe prob-
lem on the treatment of the pressure. It is well known that if standard ap-
proximations are employed in incompressible flow problems, the approximat-
ing spaces for the velocity and the pressure have to satisfy a compatibility
condition, known as LBB or inf-sup condition, in order to yield a stable and
convergent method. It has to be said that equal order interpolations do not
satisfy this compatibility condition. Several combinations of finite element
spaces for the velocity and the pressure have been developed which do satisfy
it, but stabilized formulations which do not require a compatibility condition
have proved to be more efficient than stable mixed pairs. In this alternative
approach, some terms are added to the discrete problem which enhance its
stability.
A stabilized, finite element formulation for steady incompressible flow prob-
lems was developed and analyzed in [12] and [13] and extended to the transient
case in [6] and [14] (see also [5] for an extension of this technique to anisotropic
finite element meshes). The main idea of this method consists in introducing a
new unknown of the problem which is the orthogonal projection of the gradient
of the discrete pressure onto the space of finite element functions. The continu-
ity equation is then modified in a consistent way by the addition of a suitable
multiple of the divergence of the difference between the pressure gradient and
its projection. This Pressure Gradient Projection method (PGP) was proved
in [13] to yield stable and optimally convergent approximate solutions of the
steady, incompressible Navier-Stokes equations under a weak condition on the
approximating finite element spaces; it was shown in [12] that this condition is
satisfied by equal order interpolations. A similar technique employed together
with a backward Euler temporal approximation was shown in [6] to be stable
and convergent for the solution of the transient problem.
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It has to be said that other three-dimensional ocean models which employ
the finite element method as space discretization scheme use mixed approx-
imations for the velocity and the pressure which satisfy the discrete inf-sup
compatibility condition, such as the lowest order Raviar-Thomas element ([10]
and [45]), or the MINI element with bubble condensation ([31]). Stabilized
formulations have been shown to be more efficient than mixed elements for
solving incompressible flow problems (see [38]).
The stabilized method that we consider here is based on a pressure gradient
projection and consists in finding un+1h = (u
n+1
h , v
n+1
h , w
n+1
h ) ∈ Vh, pn+1h ∈ Qh,
ηn+1h ∈Mh and rn+1h = (rn+11 , rn+12 , rn+13 ) ∈ Rh, where:
Rh = {sh ∈ (C0(Ω))3 / ∀K ∈ Ωh, sh|K = sˆK ◦ F−1K , sˆK ∈ (R1)3},
such that, for all test functions u˜h = (u˜h, v˜h, w˜h) ∈ Vh, qh ∈ Qh, µh ∈Mh and
sh ∈ Rh:
∫
Ω
1
∆t
(un+1h − unh) u˜h dΩ +
∫
Ω
(unh · ∇)un+1h u˜h dΩ +
∫
Ω
(k × un+1h )u˜h dΩ
+
∫
Ω
(νH
∂un+1h
∂x
∂u˜h
∂x
+ νH
∂un+1h
∂y
∂u˜h
∂y
+ νV
∂un+1h
∂z
∂u˜h
∂z
)dΩ +
∫
Ω
∇pn+1h u˜h dΩ
=−g
∫
Ω
∇2ηnh u˜h dΩ +
∫
Γs
(τxs u˜h + τ
y
s v˜h) dΓ
+
∫
Γb
(τxb (u
n+1
h )u˜h + τ
y
b (v
n+1
h )v˜h) dΓ
+
∫
Γb
nν · ∇wn+1h w˜h dΓ,∫
Ω
(∇ · un+1h ) q˜h dΩ +
∑
K∈Ωh
∫
K
αK ∇pn+1h ∇qh dΩ
− ∑
K∈Ωh
∫
K
√
αK r
n+1∇qh dΩ = 0,
∫
Ω
rn+1h sh dΩ−
∑
K∈Ωh
∫
K
√
αK ∇pn+1h sh dΩ = 0,
∫
S
1
∆t
(ηn+1h − ηnh)µhdΓ +
∫
S
un+1h (
∂ηh
∂x
)n+1µhdΓ +
∫
S
vn+1h (
∂ηh
∂y
)n+1µdΓ
=
∫
S
wn+1h µh dΓ.
The stabilization coefficients αK are computed in terms of the size hK of ele-
ment K and a characteristic value VK of the velocity in element K, according
to the usual expressions for stabilized formulations (see [21]).
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Fig. 1. Backward facing step: geometry and boundary conditions.
Fig. 2. Backward facing step: three-dimensional mesh.
5 Numerical results
We present in this Section some numerical results obtained with the finite
element model presented in the previous Sections.
5.1 Three-dimensional backward-facing step
We first considered the classical problem of the flow over a backward facing
step. The geometry of this problem has been employed in many engineering
applications such as cooling of electronic devices, heat transfer enhancement
of turbine blades and many other heat transfer systems. This case presents
complexities such as detachment and reattachment structures which affect the
evaluation of the turbulent heat transfer coefficient and thus the heat transfer
mechanisms.
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Since no buoyancy forces are considered on this flow problem, we tested our
model on it for constant values of the viscosity coefficient as well as for the
Smagorinsky model. We considered the three-dimensional geometry shown
in Figure 1, in which the inlet channel height is 1 and the expansion ratio
is 2. The inlet and outlet lengths were, respectively, 1 and 38. A parabolic
velocity profile was imposed at the inlet with a maximum velocity of 1, natural
boundary conditions were imposed at the outlet and homogeneous Dirichlet
conditions were imposed in all other boundaries. To solve this flow problem,
we used the mesh of 7065 nodes and 5248 hexahedral elements shown in Figure
2.
Three test cases were considered. The first two ones use constant values of
the horizontal viscosity coefficient νH corresponding to Reynolds numbers of
600 and 1000 (based on the maximum inlet velocity, the step height and the
viscosity); the third one uses the Smagorinsky model for νH . In all cases, the
vertical viscosity coefficient νV was held constant, since no transversal diffusion
occurs in this flow problem. A steady state was reached in all cases with a
time step size of ∆t = 1s. Figure 3 shows the velocity field obtained in the
three cases in the section across z = 0.5 ( part of the outflow region was left
out for clarity reasons); separating and reattaching regions can be observed.
These results agree with those of other published numerical solutions, like
those of [1]. Figure 4 shows the pressure contours obtained in each case in the
same section. The elemental turbulent viscosity coefficients obtained with the
Smagorinsky model in the same section as before are plotted in Figure 5.
We compared our solution with the numerical results provided by Gartling in
[23] and Barkley et al in [1], who solved this problem for Re=600 using two
and three-dimensional formulations respectively. The primary reattachment
length X1 is compared to the results of this two references in Table 1. The
slightly larger value obtained with the present scheme can be attributed to
the poor resolution of the finite element mesh employed in this test case.
Reference X1
Gartling ([23]) 12,2
Barkley et al ([1]) 11,91
Present study 12,7
Table 1
Backward facing step: comparison of reattachment length
5.2 Stratified Ekman flow
As a second test case, we considered the Ekman problem for a stratified fluid.
The classical Ekman problem consists of the flow of an incompressible fluid
Fig. 3. Velocity vectors in the section z = 0.5. Top: ν = 0.00166; middle: ν = 0.001;
bottom: Smagorinsky model.
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Fig. 4. Pressure contours in the section z = 0.5. Top: Re= 0.00166; middle:
Re= 0.001; bottom: Smagorinsky model.
Fig. 5. Turbulent viscosity distribution obtained with the Smagorinsky model in the
section z = 0.5.
in an ocean of infinite depth driven by a steady wind and subject to the
Coriolis force. For a fluid of constant density and constant vertical viscosity, an
analytical solution exists (see, for instance, [19]) in which the flow is horizontal,
the surface current drifts 45◦ to the right (in the Northern hemisphere) with
respect to the wind direction and the velocity vector decreases exponentially in
length with depth while it turns right, thus describing the well-known Ekman’s
spiral.
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We considered the more realistic problem of Ekman’s flow in a stratified ocean,
a problem for which no analytical solution is available. The density is assumed
to decrease linearly with depth, from a value of ρ = 1000Kg/m3 at the surface
to ρ = 1024Kg/m3 at a depth of 100m. This stratified flow problem is suitable
to compare the performance of the different models for the vertical turbulent
viscosity coefficient νV .
We solved this problem on a cubic domain of side 100m with the following
values of the physical parameters: latitude φ = 45◦, Earth’s rotation angular
velocity ω = 7.292 · 10−5 s−1, gravity acceleration g = 9.81m/s2, air density
ρa = 1.3Kg/m
3 and wind drag coefficient Cs = 1.4 · 10−3. We considered a
steady wind of 10m/s in the y-direction. A non-uniform mesh of hexahedral
elements with 4×4×30 elements was employed which is equally spaced in the
horizontal directions and refined vertically near the surface and the bottom.
We performed the computations with ∆t = 10s starting from the fluid at rest
until a steady state was reached, with a steady state tolerance of 10−3.
Table 999 shows the number of time steps and the CPU time required to reach
a converged solution in each of the four cases analyzed: a constant turbulent
viscosity νV = 10
−2, Pacanowski-Philander’s model, Munk-Anderson’s model
and Gent’s model (a constant value of νH = 10
3 was taken in all cases). Similar
computational effort was required in the four cases.
Model Time steps CPU time
Uniform 1629 15’11”
Pacanowski-Philander 1633 15’02”
Munk-Anderson 1629 15’35”
Gent 1633 15’18”
Table 2
Stratified Ekman flow: number of time steps and CPU time to reach a steady state.
The steady state results obtained for the column of water at the center of the
domain are shown in Figure 6, where we plot the vertical profile of the velocity
in the (u, v) plane. Pacanowski-Philander’s and Gent’s models provide similar
but not the same results, despite the similarity of the two formulations. On the
other hand, the results of Munk-Anderson’s model are close to those obtained
with a uniform viscosity distribution. The same drift in the surface current is
observed in all four cases.
In Figure 7 we plot the vertical distribution of the vertical turbulent vis-
cosity obtained with each of the three turbulence models employed. Munk-
Anderson’s is clearly more dissipative than the other two models, a fact which
is also reflected in the smaller surface current values obtained with this model
and observed in Figure 6.
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Fig. 6. Stratified Ekman flow: vertical profile of the velocity.
6 Conclusions
A three-dimensional finite element model for turbulent coastal ocean flows
has been developed which incorporates different algebraic turbulence models.
Both a homogeneous distribution and the LES Smagorisnky models for the
horizontal turbulent viscosity coefficient have been employed successfully on a
test problem. On the other hand, a constant value and different flow dependent
formulations, both classical and recent, have been compared in a stratified flow
situation; Munk-Anderson’s model has been found to be more dissipative than
Pacanowski-Philander’s and Gent’s models.
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