A model independent approach towards resource count and precision limits
  in a general measurement by Bharath, H. M. & Ghosh, Saikat
XXX
A model independent approach towards resource count and precision limits in a
general measurement
H. M. Bharath∗ and Saikat Ghosh†
Department of Physics, Indian Institute of Technology, Kanpur, 208016, India
(Dated: September 1, 2018)
A formulation towards quantifying resource count used in a measurement, that is independent
of the model of the measurement dynamics(Quantum/Classical), is considered. For any general
measurement with (M + 1) discrete outcomes, it is found that there is a unique probability distri-
bution that minimizes the measurement error, with the error scaling as 1/M . For a measurement
with a finite resource(R), this absolute bound implies the resource count to be equal to the possible
outcomes i.e. R = M . This formulation therefore provides a model independent route towards
estimating resource count used in any general measurement scheme.
I. INTRODUCTION:
Measuring a physical parameter precisely has been one
of the most fundamental pursuits in science. Improved
accuracy in estimating the value of an unknown param-
eter has almost always lead to new physical insights to-
gether with an access to new and unexplored phenomena
[1–3]. One therefore wonders if there is a fundamental
limitation on how precisely a parameter can be mea-
sured. For a specific experiment, the answer depends
on the amount of resources used for the measurement:
quantifying limits on precision thereby gets redefined to
quantifying the amount of resources (R) used.
Resources have been quantified earlier in varied ways.
For every such way, there is a corresponding error bound.
The simplest of these equates the resource count(R) to
the total count of the number of times an experiment
is repeated, or the number of probe particles used(N).
The corresponding bound is known to scale as ( 1√
N
) for
models using classical strategies (following the central-
limit theorem). However, it has been found that quan-
tum mechanically correlated probe states can signifi-
cantly improve the precision, bounded by the Heisenberg
Limit(HL) of ( 1N )[1–6]. In a more general approach, re-
source has been quantified as the count of number of
times the measurement system is sampled[4, 7–9] or via
generalized versions of uncertainty relations[10–12, 15].
All of these approaches of quantifying resources in a
model depend on specificities of the dynamics considered
in the measurement process. However, independent of
the model, information of precision is contained in its
output, which is a set of numbers(the possible outcomes)
with associated probabilities. It is therefore expected
that, a general quantification of resource that uses only
the set of possible outcomes and the associated probabil-
ities, can be developed. This characterization would be
independent of the specific dynamical model.
In this paper, we explore this approach towards quan-
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tifying resource count(R). The error in a given measure-
ment depends only on the output probability distribu-
tion, and varies with different distributions. One can
therefore ask: Is there a distribution, for a given set of
outcomes, that minimizes the error?
Figure 1: A cartoon of a general measurement model: In a
classical measurement, the probe, after interacting with the
system whose parameter θ0 is to be estimated, is character-
ized with a classical distribution {P0(θ0), P1(θ0) · · ·PM (θ0)}
over the possible outcomes {x0, x1 · · ·xM}. In a quantum
measurement, starting with a state ρin, the probe evolves
to a state ρout(θ0). For an appropriate POVM, the out-
comes {x0 · · ·xM} are the eigen-values of the observable Oˆ,
being measured. This observable has a spectral decomposi-
tion Oˆ = x0Πˆ0 + · · ·+ xM ΠˆM , where Πˆk is the projection in
to the eigen-space of Oˆ with eigen-value xk. The probabilities
for this case are given by Pk(θ0) = Tr{Πˆkρout(θ0)}. If viewed
as a black-box, both models output a set of possible outcomes
{x0, x1 · · ·xM} with corresponding distributions.
Here, we explicitly construct such a distribution and
show that it is unique. The corresponding error is found
to scale inversely with the number of outcomes(M). Since
no particular dynamics(classical or quantum)is assumed,
any measurement scheme that yields a finite, discrete set
of outcomes will follow this error bound. Interestingly, it
turns out to be impossible to design an estimation strat-
egy that can achieve this bound, exactly. Furthermore,
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2we propose an ansatz, motivated by the scaling of the
error, characterizing the count of resources used in the
estimation (R), as the number of possible outcomes(M).
For a fixed distribution, the error depends on the infor-
mation contained in the distribution. Fisher information
precisely quantifies this for any arbitrary output proba-
bility distribution while a lower bound for the error of an
unbiased estimator, corresponding to the given distribu-
tion is set by the Cramer-Rao inequality[13–15]. Here, we
show that the unique distribution that minimizes the er-
ror, saturates the Cramer-Rao inequality. Also, we show
that this distribution maximizes the Fisher information.
II. PROBLEM STATEMENT:
We limit ourselves to an analysis of a general mea-
surement model for estimating a single parameter with a
natural(or true) value θ0, that has a discrete set of out-
comes {x0, x1 · · ·xM} with corresponding probabilities
{P0(θ0), P1(θ0) · · ·PM (θ0)}. The number of outcomes
here is M + 1. The expected value is then equal to the
natural value:
∑
k=1
M
xkPk(θ0) = θ0 while, Pk(θ0) is the
probability of obtaining xk as the outcome or estimated
value from a measurement.(Fig. 1)
For an estimate of the parameter, θest = xr,
one then needs to infer the natural value θ0, us-
ing the constraint |θ0 − θest| ≤ σ(θ0). Here,
σ(θ0) =
√∑
k x
2
kPk(θ0)− θ20 is the root-mean-square-
error(RMSE) of the distribution[19]. The range of values
of θ0 which satisfy the above inequality with θest = xr
(the obtained value), is the inferred range of the natural
value. The width of this range is the precision of the
measurement.
Example: Let us consider a measurement with two
possible outcomes, say, ±1. The parameter to be esti-
mated, θ0 is in the range [−1,+1]. The associated prob-
abilities at the end of the system-probe interaction are
1±θ0
2 , so that the expected value is θ0. This form of de-
pendence of the probabilities on θ0 is directed by the
dynamics of interaction. The value of θ0 is an unknown
of the system. The probe picks up this value during its
interaction with the system. It is to be estimated after a
measurement.
Suppose that we repeat this experiment N times. The
possible values of the average are {−1,−1 + 2N · · · 1 −
2
N , 1}. These are the N + 1 possible outcomes of the
overall experiment, i.e, this is the set: {x0 · · ·xM}. The
associated probability distribution is a binomial:
Pk(θ0) =
(
N
k
)(
1− θ0
2
)k(
1 + θ0
2
)N−k
.
The only unknown is θ0, which is the peak of this dis-
tribution. Where ever the peak is, a measurement result
will have to be within the peak’s width: i.e., wherever θ0
is, the estimate obtained from a measurement, θest will
be within the range [θ0 − σ(θ0), θ0 + σ(θ0)]. Therefore,
this estimate can be used to infer the possible values of
θ0.
Now, suppose that we obtained an estimate, θest after
the measurement. This will be one of the N + 1 possi-
ble outcomes: {−1,−1 + 2N · · · 1 − 2N , 1}. We can then
conclude that the value of θ0 is such that, it includes the
value θest in it’s width, i.e., θ0 satisfies the inequality
|θ0 − θest| ≤ σ(θ0). The standard error σ(θ0) is in this
case given by σ(θ0) =
√
1−θ20
N .
Solving for the range of θ0 that satisfies the above in-
equality, we can show that asymptotically, this range is
θ0 ∈ [θest − 1√N , θest + 1√N ]. Whence, the error in this
estimation is 1√
N
.
This is the error for a binomial distribution. In general,
we can design an experiment that assigns any other prob-
ability distribution Pk(θ0), that correlates the N repeti-
tions. Using the corresponding standard error σ(θ0), we
can obtain the range of θ0 that can be inferred from an
estimate θest. This error may be smaller than
1√
N
, de-
pending on the probability distribution.
The question we ask here is, for a general set of out-
comes {x0 · · ·xM} what is the associated distribution
Pk(θ0) that minimizes the error? Further, what is the
value of this minimum error?. Such a distribution, if
unique, would then provide a standard for comparing a
wide range of measurement models with varied nature of
resources [16–18]. This distribution will be referred to
hereafter as the Minimum-Error-Distribution(MED).
III. MINIMUM ERROR DISTRIBUTION:
To construct such a distribution with the least er-
ror, one can arrange the discrete M + 1 outcomes
of the model, {x0, · · ·xM} in ascending order, such
that the interval [x0, xM ] is divided in to M bins:
[x0, x1], [x1, x2] · · · [xM−1, xM ]. The expected value θ0
falls in to one such bin, say [xr, xr+1]. One can then con-
struct the MED with PMEDk (θ0) = 0 for every k, sparing
the two special points r and r + 1(Fig.2(C)).
The probabilities PMEDr (θ0) and P
MED
r+1 (θ0) are triv-
ially assigned from the two constraints of the problem:
(1)xrP
MED
r (θ0) + xr+1P
MED
r+1 (θ0) = θ0 is the expected
value and (2) the distribution is normalized:PMEDr (θ0)+
PMEDr+1 (θ0) = 1. Formally, the MED can be stated as:
PMEDk (θ0) =

θ0−xk−1
xk−xk−1 xk−1 ≤ θ0 ≤ xk
xk+1−θ0
xk+1−xk xk ≤ θ0 ≤ xk+1
0 θ0 > xk+1 or θ0 < xk−1
(1)
Using Cauchy-Schwartz inequality, it is straightfor-
ward to show that this distribution has a lower RMSE
than any other arbitrary distribution {q0, q1 · · · qM} with
the same expected value θ0 (Fig. 2(A)). The second mo-
ment of this distribution is uq = x
2
0q0+x
2
1q1+· · ·+x2MqM ,
3and that of the MED is uMED = θ0(xr+xr+1)−xrxr+1
when θ0 ∈ [xr, xr+1]. We are to show that uq ≥ uMED.
We start with an auxiliary distribution on an auxiliary
set of variables. Let Py = q0 + q1 + · · · + qr and Pz =
qr+1+qr+2+· · ·+qM be a distribution over two variables,
y, z defined as (see Fig. 2(B))
y =
x0q0 + x1q1 + · · ·+ xrqr
q0 + q1 + · · ·+ qM
z =
xr+1qr+1 + xr+2qr+2 + · · ·+ xMqM
qr+1 + qr+2 + · · ·+ qM
Clearly, Pyy+Pzz = θ0. This is a third distribution with
the same expected value, and a second moment uA =
θ0(y + z) − yz. We complete the proof by showing that
uq ≥ uA ≥ uMED. The first inequality follows by adding
the two cauchy schwarz inequalities:
Pyy
2 ≤ x20q0+· · ·x2rqr & Pzz2 ≤ x2r+1qr+1+· · ·x2MqM
Noting that y ≤ xr ≤ θ0 ≤ xr+1 ≤ z, we obtain the
second inequality: uA − uP = (θ0 − y)(z − xr+1) + (z −
θ0)(xr − y) ≥ 0. This completes the proof. It is also a
known optimization problem [20, 21].
It is easy to check that the RMSE or the error for the
MED is
σ2MED(θ0) = (θ0 − xr)(xr+1 − θ0) (2)
which depends on the constraint θ0 ∈ [xr, xr+1]. This is
maximum at the midpoint, θ0 =
xr+xr+1
2 , with a value
xr+1−xr
2 . However, it varies within the bin. Therefore,
in order to find a bound of RMSE or the variance cor-
responding to this distribution, one needs to consider
the worst value it can take i.e. the maximal value of
σMED(θ0) for any θ0. For a specific bean, the maximum
the variance can take is xr+1−xr2 . For any θ0, one there-
fore needs to maximize σMED(θ0) over all bins, that is,
over all r = 0, 1, · · ·M − 1.
To find the overall bound, one can first note that
the maximum is always greater than its average value:
1
M
∑
r
xr+1−xr
2 =
xM−x0
2M . The equality holds when
x0, · · ·xM are uniformly spaced and therefore, this is the
case when the error for MED is the lowest: this value
is xM−x02M . Furthermore, one can scale and translate x0
and xM to −1 and +1 respectively, without loss of gen-
erality. The error of the MED is then bounded by 1M .
Note that this scaling, in effect, non-dimensionalizes the
observable. Thus, the error is now a relative error, and
hence dimensionless.
From (2), it may be noted that σMED(θ0) is precisely
zero at the end points of the interval: σMED(xr) =
σMED(xr+1) = 0. However, these zero values do not
imply sharp measurements or an absolute bound. For
example, if θest = xr is a value estimated from an ac-
tual measurement following the model, then, the range
of the true value θ0 can only be inferred from condition
Figure 2: (A.) An arbitrary distribution {q0, q1 · · · qM} on
{x0, x1 · · ·xM}, such that the expected value θ0 =∑Mk=0 xkqk
falls between xr and xr+1 (B.) From this arbitrary distribu-
tion, an auxiliary distribution, {Py, Pz} can be constructed
with the auxiliary variables {y, z}. While this two-point dis-
tribution has the same expected value θ0, it has a lower
error than the distribution {q0, q1 · · · qM}. (C.) A plot of
the minimum-error-distribution, PMEDk (θ0) against xk. The
probability is zero everywhere except at two points, xr and
xr+1. the RMSE of this distribution is lower than that of
the auxiliary distribution, and hence lower than that of any
arbitrary distribution with the same expected value.
.
|θ0 − xr| ≤ σMED(θ0). Clearly, the range of θ0 that
satisfy this inequality is well within [xr−1, xr+1]. This
interval can be broken in to two neighboring intervals:
[xr−1, xr] ∪ [xr, xr+1].
σMED(θ0) is different in these two neighboring inter-
vals. In the former, it is σ2MED(θ0) = (θ0−xr−1)(xr−θ0).
Therefore, within this interval, the range of θ0 satis-
fying the condition |θ0 − xr| ≤ σMED(θ0) is given by
(θ0 − xr)2 ≤ (θ0 − xr−1)(xr − θ0). Or, equivalently,
θ0 ∈ [xr+xr−12 , xr]. Similarly, the required range within
the latter interval, [xr, xr+1], is θ0 ∈ [xr, xr+xr+12 ]. This
yields a total range of θ0 ∈ [xr+xr−12 , xr+xr+12 ], that sat-
isfies the above condition. This, indeed is xr ± 1M when
the xk’s are all uniformly spaced, and xM , x0 are scaled
to ±1.
This is our main result: We have explicitly constructed
a distribution that minimizes the RMSE for a measure-
ment model yielding M + 1 discrete set of outcomes and
found that the error bound scales as 1/M . In what fol-
lows, we will analyze the implications and consequences
of these findings.
4A. Relation to Cramer-Rao bound
For a given random variable {x0 · · ·xM} and a given
distribution {P0(θ0) · · ·PM (θ0)}, the Cramer-Rao bound
sets a lower bound on the error in estimating the param-
eter θ0. This bound is expressed in terms of the score S,
defined as Sk =
∂
∂θ0
ln (Pk(θ0)). The square-error, σ
2(θ0)
is bounded below by the inverse of the Fisher informa-
tion, I(θ0) = 〈S2〉.
One can note that, the Cramer-Rao bound does not
provide an absolute bound on the attainable precision in
a general estimation; it provides a bound for estimations
using a particular distribution. This means, the bound
for {P0(θ0) · · ·PM (θ0)} may be surpassed by using a dif-
ferent distribution {P ′0(θ0) · · ·P ′M (θ0)} for estimating the
same parameter θ0.
One can further note that, the Cramer-Rao bound does
not guarantee attainability. Though it sets a lower bound
on the error, an estimator which saturates this bound for
the given distribution might not exist. The bound is
saturated only for certain distributions. In this section
we demonstrate that the MED saturates the inequality
and it has the largest Fisher information among all those
distributions that saturate the inequality. The score for
MED is given by
Sk(θ0) =

1
θ0−xk−1 xk−1 ≤ θ0 ≤ xk
−1
xk+1−θ0 xk ≤ θ0 ≤ xk+1
0 θ0 > xk+1 or θ0 < xk−1
(3)
Therefore, the Fisher information is IMED(θ0) =
〈S2〉 = 1(θ0−xr−1)(xr−θ0) , for xr−1 ≤ θ0 ≤ xr. Thus, the
error bound is σ ≥ √(θ0 − xr−1)(xr − θ0). As seen in
the main text, the RMSE of the MED is exactly equal to
this expression.
It follows that the MED has the largest Fisher infor-
mation among all those distributions that saturate the
Cramer-Rao inequality. Let {P0(θ0), P1(θ0) · · ·PM (θ0)}
be any distribution, and I(θ0) be its Fisher information.
If this distribution saturates the Cramer-Rao inequality
for some estimator, the RMSE for that estimator will be
1√
I(θ0)
. Since the MED has the least RMSE, it follows
that IMED(θ0) ≥ I(θ0). Thus, the MED has the largest
Fisher information, among all those distributions that
saturate the Cramer-Rao inequality for some estimator.
B. Graphical Representation and Resource Count:
To analyze the physical consequences of MED and its
bound, we introduce a simple graphical representation
by comparing the error σ(θ0) or equivalently, the sec-
ond moment u(θ0) =
∑
i x
2
kPk(θ0) [19] against θ0. After
rescaling xM and x0 to ±1, we have θ0 also bounded by
[−1,+1] and u(θ0) lies in the range [0, 1]. The graph is
therefore confined to a rectangle (Fig.3). Furthermore,
the absolute limiting parabola u = θ20 which sets the
Figure 3: A plot of the second moments against the ex-
pected value θ0: The limiting curve, or the ZEC (Zero error
curve) is the parabola u(θ0) = θ
2
0), such that the region below
(shaded in dark) is physically inaccessible. Any measurement
model is represented by a point (θ0, u) with the RMSE given
by the square root of its distance from the ZEC. The poly-
line representing the second moment for the minimum-error-
distribution, uMED is plotted for M = 4. The region between
this polyline and the ZEC (shaded in light) is inaccessible for
any model with M+1 or lesser outcomes. The error-bound for
the MED corresponds to its optimal distance from the ZEC.
The parabola for a binomial distribution (shown for N = 4,
see text) is tangential to the corresponding uMED(θ0) at the
endpoints, θ0 = ±1.
bound for zero error. Henceforth, this parabola will be
referred as the Zero Error Curve(ZEC).
In order to visualize the MED, we note that the bound
on the minimum error is achieved for equally spaced xk ∈
[−1,+1]. This corresponds to xk = 2kM − 1, with k =
0, 1, · · ·M . The x-axis( Fig.3) can now be visualized as
broken into M bins, with the true value θ0 belonging to
one such bin. Also, the second moment is
uMED(θ0) = θ0(xr + xr+1)− xrxr+1. (4)
One can right away note that this is not a smooth
function of θ0. Instead, it depends on the bin in which
θ0 falls and is a straight line within a particular bin.
Furthermore, the slope of the line depends on the specific
bin and therefore on θ0, which makes the curve a polyline.
Such a polyline for M = 4 is shown in Fig. 3.
Since these polylines correspond to the minimum error
for a given M , one can conclude that points which are
below the uMED(θ0) and above the ZEC are physically
inaccessible to any measurement model with M + 1 dis-
tinct outcomes. For large M , the uMED(θ0) of-course
approach the ZEC, as is expected physically.
The second moment of any arbitrary distribution on
these M + 1 variables lies above the polyline correspond-
ing to M . For example, one can consider a binomial
distribution with M + 1 outcomes. This distribution can
be constructed from a simple model with two possible
measurement outcomes, ±1, used to estimate the param-
eter θ0. The corresponding probabilities are P± = 1±θ02 .
5For N uncorrelated repetitions of this experiment, the re-
source count is N together with N+1 possible outcomes,
±1±1···±1
N or equivalently, xk =
2k
N −1 (for k = 0, 1 · · ·N).
Here, N = M . The probabilities are binomial in k, with
the second-moment u(θ0) = θ
2
0 +
1−θ20
N representing a
parabola (Fig. 3).
Of course, this parabola lies completely above the
uMED (corresponding to this N), which is tangential at
the two end-points (u′(±1) = u′MED(±1)). One can note
that uMED for any lower number of outcomes cuts this
parabola. But by definition, uMED is the limiting curve
for any model with fixed outcomes.
One can thereby conclude that for a binomial distri-
bution with N + 1 outcomes, there is no way to surpass
its precision completely(at all θ0), using lower number of
outcomes, for any arbitrary distributions. However, for
same N , there can be several distributions with a tighter
bound than the binomial and limited by the MED.
On the contrary, the precision of MED can be sur-
passed using uncorrelated, binomial distribution with
larger number of outcomes. The number M is therefore
the only significant factor here for precision bound and
not the actual distribution. This observation is consis-
tent with our earlier result, that for a measurement with
M + 1 discrete outcomes, the precision is bounded by
1
M , suggesting a possible characterization of the resource
count using the number M [22]. We therefore propose
an ansatz:
Ansatz: M, the number of outcomes, is the resource
count for a measurement. This implies, for a measure-
ment model that uses N resources, the error is absolutely
bounded by 1/N .
In the rest of the paper, we will address the ques-
tion of possibility of designing a physical experiment that
achieves the bound of MED.
IV. PHYSICAL IMPLICATIONS:
In order to attain the minimum-error, the system dy-
namics should result in the outcomes {x0, x1 · · ·xM} be-
ing distributed following the MED(1). However, this
distribution, unlike the binomial, is not smooth in θ0.
This implies some amount of prior information of θ0 for
choosing the appropriate system, probe and dynamics.
The question then is how precise this prior information
needs to be? One can right away observe that since the
length of each bin is 2M , this amounts to demanding an
apriori knowledge of θ0 with a precision
1
M . Therefore,
such a measurement procedure will not add any further
value to the already known result. We illustrate this with
an example.
A thought experiment: Let us consider the well known
example of estimating an unknown phase with a preci-
sion of 1N using an N particle entangled state. We shall
demonstrate that this estimation is incomplete without
attaining the MED in its final stage, thus demanding an
apriori knowledge of the unknown phase.
In this case, a highly entangled input state ψin =
1√
2
{| ↑〉⊗N + | ↓〉⊗N} evolves to ψout = 1√2{| ↑〉⊗N +
eiNφ0 | ↓〉⊗N}, such that the phase φ0 is estimated from
ψout, through an appropriate POVM. One choice of such
a POVM is |ψin〉〈ψin| − |ψ˜in〉〈ψ˜in|, where ψ˜in = 1√2{| ↑
〉⊗N − | ↓〉⊗N}, is orthogonal to ψin. This yields an ex-
pectation value of θ0 = cosNφ0 with an error of sinNφ0.
When repeated ν times, the error scales down to sinNφ0√
ν
.
Therefore, a measurement result, Nφest, can be used to
obtain an estimate of φ0 with a precision of
1
N
√
ν
.
In this measurement, the last step is critical: ob-
taining φest from Nφest. For Nφest in the range
[0, 2pi), there are N possible values of φest, given
by {NφestN , Nφest+2piN · · · Nφest+2pi(N−1)N }. This is a well
known problem for unknown phase estimation, and sev-
eral strategies are proposed to resolve the ambiguity [23–
26].
Let S be such a resolution strategy, used as part of
this measurement, to resolve among these N values of
φest. The N possible values of φest are spread out uni-
formly on the unit circle, with a gap of 2piN between them.
Therefore, the strategy S, is a measurement, that resolves
these values with a precision of piN . We shall now demon-
strate that such a strategy leads to MED for the φest
and therefore require an apriori knowledge of the phase.
As a resolution strategy, S associates each of the N
possible values of φest with a probability, such that the
expected value is φ0. Furthermore, to ensure that the
strategy resolves the ”correct” value, the RMSE of this
distribution should not exceed piN . Since these N val-
ues are uniformly spread over an interval of [0, 2pi), piN
is indeed the minimum error that any distribution can
attain. However, by uniqueness, the MED is the only
distribution that attains this value. Therefore, the strat-
egy S involves attaining MED, over a set of N variables,
thereby demanding an apriori knowledge of the parame-
ter.
V. CONCLUSIONS
For a measurement with a fixed number of outcomes
{x0, x1 · · ·xM}, i.e., for a fixed M and for any probabil-
ity mass-function {P0(θ0), P1(θ0) · · ·PM (θ0)}, the attain-
able precision is shown to be bounded below by xM−x0M .
Therefore, the relative error scales inversely with M .
Furthermore, the distribution which attains this bound
(MED) is constructed explicitly, and it is found to be
unique.
A simple ansatz is proposed equating the resource
count to the number of discrete outcomes, irrespective
of the actual values {x0, x1 · · ·xM},or the probabilities.
Therefore, in quantum metrology, one can now com-
pare widely different measurement strategies, by count-
ing only the possible outcomes the measurement model
will yield. For equal number of probable outputs, one
can conclude the resources used to be equal in otherwise
6differing experimental schemes.
We observe that a physical implementation of MED
demands an additional apriori information on the natu-
ral value θ0, in any strategy, making M an under count.
While this is known for phase estimation strategies, we
show this result in general for any single parameter esti-
mation. Since this is a theoretical limitation, we believe
that this can be relevant for quantum foundations.
In a quantum measurement, the resource count is the
number of distinct eigen values of the observable. It de-
pends only on the observable. In general, resource is
maximum when the observable is totally non degener-
ate. That is, none of its eigen states are degenerate.
However, of practical relevance are systems of identical
particles that are either symmetric or anti symmetric un-
der particle exchange. Therefore, the observable has to
satisfy an additional constraint- it should be invariant
under all particle permutations. With this constraint, an
observable is never totally non degenerate. Therefore,
maximizing the resource count over this class of observ-
ables is nontrivial, and depends on the system. This is
an open problem at the moment.
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