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Abstract
We describe a graph coloring problem associated with the determination of mathematical derivatives. The coloring instances are
obtained as intersection graphs of row partitioned sparse derivative matrices. The size of the graph is dependent on the partition
and can be varied between the number of columns and the number of nonzero entries. If solved exactly our proposal will yield
a signiﬁcant reduction in computational cost of the derivative matrices. The effectiveness of our approach is demonstrated via a
practical problem from computational molecular biology. We also remark on the hardness of the generated coloring instances.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Computation or estimation of the Jacobian matrix J ≡ {fi/xj } of a mapping f : Rn → Rm constitutes an
important subtask in many numerical procedures. Mathematical derivatives can be approximated or calculated by a
variety of techniques including automatic (or algorithmic) differentiation (AD) [13], ﬁnite differencing (FD) [7], and
computational divided differencing (CDD) (or algorithmic differencing) [24]. The derivative matrices often possess
exploitable information such as sparsity and other special structures like symmetry. Numerical techniques for solving
such large-scale problems must obtain the derivative information efﬁciently and accurately. For a sparse matrix with
known sparsity pattern or if the sparsity can be determined easily [14] substantial savings in the computational cost
can be achieved.
A group of columns in which no two columns have nonzero elements in the same row position is known as structurally
orthogonal. If columns j and k are structurally orthogonal, then for each row index i at most one of J (i, j) and J (i, k)
can be nonzero. In general
∑
j J (i, j)= J (i, k) for some k (k will depend on i) where the sum is taken over a group of
structurally orthogonal columns. An estimate of the nonzero elements in the group can be obtained in
f (x + ts)
t
∣∣∣∣
t=0
= f ′(x)s ≈ As = 1

[f (x + s) − f (x)] ≡ b (1)
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with a forward difference (one extra function evaluation) where b is the FD approximation and s =∑j ej , where ej
is the jth unit coordinate vector. With forward AD the unknown elements in the group are obtained as the product
b = f ′(x)s accurate up to the round-off error resulting from the ﬁnite machine precision. The matrix is completely
determined from a structurally orthogonal partition of the columns into pn groups.
The following notational conventions are used in the paper. If an uppercase letter is used to denote a matrix (e.g.,
A), then the (i, j) entry is denoted by A(i, j) or by corresponding lowercase letter aij . We also use the colon notation
[12] to specify a submatrix of a matrix. For A ∈ Rm×n, A(i, : ) and A(: , j) denotes the ith row and the jth column,
respectively. For a vector of column indices v, A(: , v) denotes the submatrix consisting of columns whose indices
are contained in v. For a vector of row indices u, A(u, : ) denotes the submatrix consisting of rows whose indices are
contained in u. A vector is speciﬁed using only one dimension. For example, the ith element of v ∈ Rn is written v(i).
The transpose operator is denoted by (·)T. A blank or “0” represents a zero entry and any other symbol in a matrix
denotes a nonzero entry. The empty set is denoted by the symbol ∅.
The matrix determination problem can be conveniently modeled by graphs [3,10,19,23] and such graph models often
reveal valuable properties that can be utilized in ﬁnding efﬁcient solutions. It has been observed that partitioning the
columns of A into groups of structurally orthogonal columns is equivalent to coloring the vertices of the associated
column intersection graph. A combined approach where sparsity is exploited more effectively by a bi-directional
partitioning scheme has been proposed in [5,16]. These techniques use the forward and reverse modes of AD to
compute the products AV and WTA for matrices V and W . Our proposal in [19] shows that sparsity information can
be exploited effectively by partitioning the column segments. The equivalence of the column segments partitioning
with a graph coloring problem has also been considered there. The column segments method generalizes the column
partitioning problem in sparse derivative matrix estimation. Its equivalence to a graph coloring problem provides
benchmark coloring instances some of which are hard to solve. Furthermore, standard benchmark matrix instances
e.g., the Harwell–Boeing [9] collection, constitute a rich set of real-life data that can be used to generate practical coloring
instances. We refer to [11,18] for a description of the graph coloring instances corresponding to the Harwell–Boeing
test matrices in column segments derivative matrix calculation. In this paper we present a practical application of the
column segments approach and describe the coloring instances and analyze their properties. Our logarithmic example
represents general structure of practical problems from the ﬁeld of molecular distance geometry. We show that the
computational effort (measured in terms of the number of AD forward mode evaluations or the number of function
evaluations) in the calculation of the ﬁrst derivative vector of the underlying function is logarithmic in the number
of independent variables n. This represents a considerable gain in computational efﬁciency compared with ordinary
column partition which needs n forward mode evaluations or extra function evaluations.
The remainder of the paper is organized as follows. In Section 2 we review a partitioning scheme [19] based on
structurally orthogonal column segments to determine sparse Jacobian matrices. A graph coloring formulation of the
partitioning problem is described. Section 3 presents the molecular distance geometry problem where the column
segments method yields the gradient of the objective function efﬁciently. Section 4 presents a selection of the coloring
instances obtained from our column-segments graph generator. Finally, the paper is concluded in Section 5 with a
discussion on topics for further studies.
2. Column segments partitioning and graph coloring
We assume that the sparsity pattern of the Jacobian matrices considered in this paper is known a priori. Also, the
whole column is computed even if only part of a column is needed.
Both FD approximation and AD allow the determination of a Jacobian matrix from its product with a speciﬁc set of
vectors. Then the problem of sparse Jacobian matrix determination can be stated as:
Obtain vectors s1, . . . , sp such that the matrix-vector products
B(:, j) ≡ Asj , j = 1, . . . , p or B ≡ AS
determine the m× n matrix A uniquely. Matrix S is called the seed matrix. Note that once the p products are computed
and stored in B the unknown entries of matrix A in row i, i = 1, 2, . . . , m are obtained by solving the following m sets
of linear equation systems:
AS = B.
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Fig. 1. Determination of the unknown entries with column indices k1–k3, in row i of A.
The seed matrix S determines the structure of the linear systems to be solved for the unknown elements in each row of A.
Fig. 1 identiﬁes the (reduced) linear system (comprising of rows k1, k2, and k3 of matrix S and row i of the compressed
matrix B) to be solved for determining the three nonzero unknowns in row i of A.
The Jacobian matrix is said to be determined directly if S is such that the unknown entries in each row of A can
be read-off (i.e., with no extra arithmetic operation except memory read) from the (reduced) linear system. A precise
characterization of optimal direct determination of sparse Jacobian matrices can be found in [19]. Efﬁcient direct
determination is concerned with ﬁnding seed matrices with the fewest columns. As we shall see in this paper the
efﬁcient direct determination of Jacobian matrices is closely related with graph coloring problems and that the coloring
instances for certain test problems can be very hard to solve.
A Graph G = (V ,E) is a set V of vertices and a set E of edges. An edge E 	 e = {u, v} ⊂ V is an unordered pair
connecting vertices u and v. A graph G is said to be a complete graph or a clique if there is an edge between every pair of
distinct vertices. In this paper multiple edges between a pair of vertices are considered as a single edge. A p-coloring of
the vertices of G is a function:V → {1, 2, . . . , p} such that {u, v} ∈ E implies(u) = (v). The chromatic number
(G) of G is the smallest p for which it has a p-coloring. An optimal coloring is a p-coloring with p = (G). Given
an m × n matrix A, the intersection graph of the columns of A is denoted by G(A) = (V ,E), where corresponding
to A(: , j), j = 1, 2, . . . , n, there is a vertex vj ∈ V and {vj , vl} ∈ E if and only if A(: , j) and A(: , l), l = j have
nonzero elements in the same row position.
Let be a partition of {1, 2, . . . , m} yieldingw1, w2, . . . , wq , wherewi˜ contains the row indices that constitute block
i˜ and A(w
i˜
, : ) ∈ Rmi˜×n, i˜=1, 2, . . . , q. The segments of column j in block i˜ of A denoted by A(w
i˜
, j), i˜=1, 2, . . . , q,
are called column segments.
Deﬁnition 2.1. Structurally orthogonal column segments:
• (Same column): Column segments A(w
i˜
, j) and A(w
k˜
, j), i˜ = k˜, are structurally orthogonal.
• (Same row block): Column segments A(w
i˜
, j)and A(w
i˜
, l), j = l, are structurally orthogonal if they do not
have nonzero entries in the same row position.
• (Different column and row block): Column segments A(w
i˜
, j) and A(w
k˜
, l), i˜ = k˜ and j = l, are
structurally orthogonal if
A(w
i˜
, j) and A(w
i˜
, l) are structurally orthogonal, and
A(w
k˜
, j) and A(w
k˜
, l) are structurally orthogonal.
An orthogonal partition of column segments is a mapping
: {(i˜, j): 1 i˜q, 1jn} → {1, . . . , p},
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where column segments in each group in the partition are structurally orthogonal. A sparse Jacobian matrix can be
directly determined from an orthogonal partition of the column segments [19]. Let  be any orthogonal partition of the
column segments in p groups. Then the seed matrix deﬁned by partition  is
S(: , j) =
∑
{k:(i˜,k)=j,1 i˜q}
ek, j = 1, 2, . . . , p,
where ek is the kth unit coordinate vector.
Deﬁnition 2.2. Given matrix A and row q-partition, the column-segments graph associated with A under partition
is a graph G(A)=(V ,E), where the vertex vi˜j ∈ V corresponds to the column segment A(wi˜, j) not identically zero,
and {v
i˜j
, v
k˜l
} ∈ E, 1 i˜, k˜q, 1j, ln, if and only if column segments A(w
i˜
, j) and A(w
k˜
, l) are not structurally
orthogonal.
The problem of determining Jacobian matrices using column segments can be stated as the following graph problem.
Theorem 1 (Hossain and Steihaug [19]).  is a coloring of G(A) if and only if  induces a orthogonal partition 
of the column segments of A.
This special graph coloring problem, however, is no easier than the general graph p-coloring. The computational
complexity and the related theoretical developments of the column segments partitioning problem can be found in [19].
3. The log-example and the molecular conformation problem
The molecular conformation problem in cluster statics is concerned with the determination of the minimum energy
conﬁguration of a cluster of atoms or molecules [22]. This problem is formulated as an unconstrained minimization
problem where the objective function can be represented in a partially separable (see [15]) form. The gradient of
partially separable functions can be computed efﬁciently.
Our log-example represents a class of sparsity patterns that are especially hard for determination methods based
on column partitioning. The difﬁculty in exploiting sparsity in those examples is reﬂected in the associated column
intersection graph which are complete graphs. With column segments the available sparsity is exploitable as the
associated graph is no longer a complete graph.
3.1. The log-example
The central idea in the deﬁnition of log-example instances is best described in terms of recursive deﬁnition of complete
bipartite graphs. Let G0k−1 and G1k−1 be complete bipartite graphs on 2(k−1), k1, vertices each. Then Gk ≡ G0k is the
complete bipartite graph on 2k vertices where Vk = V 0k−1 ∪ V 1k−1 and Ek = {{u, v}: u ∈ V 0k−1, v ∈ V 1k−1}.
Given graph G = (V ,E) where V = {v0, v1, . . . , vn−1} and E = {e0, e1, . . . , em−1} we can deﬁne an m × n matrix
A such that el = {vi, vj } ∈ E if and only if A(l, i) = 0, A(l, j) = 0 for indices i, j, l. It then follows that G(A) is
isomorphic to G. Note that Giˆ0 = (V iˆ0 , Eiˆ0) with V iˆ0 = {viˆ}, Eiˆ0 = ∅, for iˆ = 0, 1, . . . , (2k − 1). Depicted below is an
algorithmic description of the log-example. For clarity the construction is given in graph-theoretic terms.
Let k2 and let G = (V ,E), V =⋃(2k−1)
iˆ=0 V
iˆ
0 , E =
⋃(2k−1)
iˆ=0 E
iˆ
0 = ∅;
For i˜ = 0, 1, . . . , (k − 1) do
Let ik−1ik−2 . . . i0 and jk−1jk−2 . . . j0 be the binary representations of i and j for
i, j = 0, 1, . . . , (2k − 1), respectively;
Set E = E⋃E
i˜
, where E
i˜
= {{vi, vj }|ii˜ = ji˜ and il˜ = jl˜ for l˜ > i˜};
End-For
A row partition can be deﬁned from the algorithm where the i˜th block A
i˜
consists of edges (i.e., rows) deﬁned in
step i˜. Then there are k blocks in the row partition. A suitable seed matrix for direct determination of nonzero entries
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S =
A3 =
× 0 × 0 × 0
0 × × 0 × 0
× 0 0 × × 0
0 × 0 × × 0
× 0 × 0 0 ×
0 × × 0 0 ×
× 0 0 × 0 ×
0 × 0 × 0 ×
× 0 0 0 × 0 0 0
× 0 0 0 0 × 0 0
× 0 0 0 0 0 × 0
× 0 0 0 0 0 0 ×
0 × 0 0 × 0 0 0
0 × 0 0 0 × 0 0
0 × 0 0 0 0 × 0
0 × 0 0 0 0 0 ×
0 0 × 0 × 0 0 0
0 0 × 0 0 × 0 0
0 0 × 0 0 0 × 0
0 0 × 0 0 0 0 ×
0 0 0 × × 0 0 0
0 0 0 × 0 × 0 0
0 0 0 × 0 0 × 0
0 0 0 × 0 0 0 ×
× 0 × 0 0 0 0 0
× 0 0 × 0 0 0 0
0 × × 0 0 0 0 0
0 × 0 × 0 0 0 0
0 0 0 0 × 0 × 0
0 0 0 0 × 0 0 ×
0 0 0 0 0 × × 0
0 0 0 0 0 × 0 ×
 
A1 =
× × 0 0 0 0 0 0
0 0 × × 0 0 0 0
0 0 0 0 × × 0 0
0 0 0 0 0 0 × ×
, A2 =
A =
A1
A2
A3
,
Fig. 2. Sparsity structure of log-example on eight columns and an associated seed matrix.
of a Jacobian matrix with log-example sparsity pattern is deﬁned by
S(: , 2i˜) =
∑
{i:i
i˜
=0,i=(ik−1ik−2...ii˜ ...i0)2}
ei and
S(: , 2i˜ + 1) =
∑
{i:i
i˜
=0,i=(ik−1ik−2...ii˜ ...j0)2}
ei (2)
for i˜ = 0, 1, . . . , (k − 1)/2 and (·)2 denotes the binary representation of the number in the parentheses. This implies
that the seed matrix S contains 2k columns so that matrix A can be determined directly using only 2k forward mode
AD passes. Since G(A) is a complete graph, 2k forward passes are necessary to compute A without row partitioning.
The above procedure can be generalized to deﬁne matrices where the basic unit of construction in G(A) is a clique
on a constant number of vertices. Fig. 2 illustrates the sparsity pattern for a log-example on eight columns. The seed
matrix S is obtained from a row 3-partition (k = 3) deﬁned by Eq. (2).
3.2. Molecular conformation problem
Given the positions p1, p2, . . . , pN of N molecules in Rd , the energy potential is deﬁned as
N∑
j=2
j−1∑
i=1
(pi, pj ), (3)
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where :R2d → R is the potential function between pairs of molecules. The molecular conformation problem is to
ﬁnd p = (p1, p2, . . . , pN) ∈ RNd such that the potential (3) is minimized.
Consider the molecular conformation problem in the plane i.e., with d = 2. Let the coordinates for position pi be
x2i−1 and x2i . Then we have 2N independent variables x1, . . . , x2N . It follows that , for positions pi and pj , can be
written as a function of four variables ij (x2i−1, x2i , x2j−1, x2j ). Let
	(x) =
N∑
j=2
j−1∑
i=1
ij (x) = 	˜(x)Te˜, (4)
where 	˜(x) = (21(x) 31(x) 32(x) . . . NN−1(x))T and e˜ = (1 1 1 . . . 1)T. Then the gradient of
	 is
∇	(x) = 	˜′(x)Te˜, (5)
where 	˜′(x) is the Jacobian matrix of 	˜ at x. It is easily seen that each row of the Jacobian matrix 	˜′(x) contains four
nonzero elements corresponding to the variables x2i−1, x2i , x2j−1, and x2j .
Although 	˜′(x) is sparse (only 2d nonzero elements per row), it may not be possible to exploit the sparsity directly
since the corresponding intersection graph is a complete graph. We show that the Jacobian matrix 	˜′(x) can be computed
efﬁciently by identifying its sparsity structure with our log-example of appropriate dimension.
Let G = (V ,E) be a graph and let e ∈ E with e = {u, v}. The contraction of e in G is the operation that removes
e and the vertices u and v, and adds a new vertex w to the graph such that w is connected with exactly those vertices
that were connected with u or v in G. An edge contraction in G is the contraction of some edge e ∈ G. Note that a
sequence of edge contractions may lead to multiple edges between a pair of vertices in the resulting graph. In such a
case we ignore the multiple edges and treat them as a single edge.
Consider the Jacobian matrix 	˜′(x). We assume that N = 2kd, k2, and for simplicity let d = 2. Corresponding
to the component function ij there is a row in 	˜′(x) containing nonzero elements in columns x2i−1, x2i , x2j−1, x2j .
In the intersection graph G(	˜′(x)) vertices x2i−1, x2i , x2j−1, x2j constitute a clique. For each such clique we contract
edges {x2i−1, x2i} and {x2j−1, x2j }. This corresponds to the columns {x2i−1, x2i} and {x2j−1, x2j } being “collapsed”
into columns for pi and pj , respectively. Note that the columns x2i−1 and x2i have the same sparsity structure and
the collapsing is done in a structural sense. If we reorder the rows, it is clear that the above construction gives the
log-example.
To actually compute 	˜′(x) we need four AD forward passes for each block instead of 2. This construction easily
carries over to three or more dimensions.
If the number of molecules N satisﬁes
N
log2N
> 2d (6)
then the number of AD forward passes to compute the Jacobian matrix is strictly less than the number of columns.
4. Instance generator and computational properties
In this section we describe an algorithm for constructing a column-segments graph G(A) associated with an m×n
matrix A and a row partition .
Let  be a row partition of matrix A that partitions the rows into blocks A1, A2, . . . , Aq (See Fig. 3 (a)). Denote the
intersection graph corresponding to A
i˜
by G(A
i˜
), i˜ = 1, 2, . . . , q. To enforce the restriction that the column segments
that are not structurally orthogonal must not be grouped together, consider the edge {v
i˜j
, v
i˜l
} in G(A
i˜
). For each such
edge we deﬁne edges connecting vertex v
i˜j
and vertices v
k˜l
fromG(A
k˜
) for k˜ = i˜. Similarly, vertex v
i˜l
is connected with
the vertices v
k˜j
from G(A
k˜
) for k˜ = i˜. Our graph generator is an object-oriented implementation of column-segments
graph instances using C ++. This software uses SparseLib ++v.1.5d [8], a collection of C ++ sparse matrix classes
that can read and convert between a number of standard sparse matrix data structures, e.g., coordinate, compressed
column, and compressed row format which are also supported by the Harwell–Boeing test matrix collection. The
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vij˜ vil˜ vij˜ vil˜
vkj˜ vkl˜ vkj˜ vkl˜
G (Ai)˜
G(Ak)˜ GΠ(A)
l
Fig. 3. (a) Matrix A is partitioned into q blocks. (b) graph G(A) before and after the insertion of the edges due to the edge {vi˜j , vi˜l} in G(Ai˜).
software also allows coloring the graph instances using user supplied coloring algorithms. Currently, DSATUR [1] and
Small-k [6] coloring routines are available with the package. Furthermore, two specialized classes of graph instances,
the Eisenstat example and the log-example, in addition to the Harwell–Boeing instances [19] are provided. Detailed
information on the software can be found in [20].
The following pattern matrix due to Stanley Eisenstat [3] is a classical example of structured problems where
effective exploitation of sparsity is not possible with the Curtis, Powell, and Reid (CPR) [7] methods. The Eisenstat
example, which has appeared in the literature repeatedly, can be attributed to have rekindled interests in developing
sparsity exploiting determination methods for large derivative matrices where the CPR methods are not efﬁcient. In
graph-theoretic terms, the column intersection G(A) is very dense while A is sparse. Let A be a (n + 1) × n matrix
A =
[
A1
A2
]
, where A1 = [D1D2] and A2 =
[
Z 0
D3 B
]
,
and D1,D2,D3 ∈ Rn/2×n/2 are non-singular diagonal matrices. The diagonal entries of B ∈ Rn/2×n/2 are zeros while
off-diagonal entries are nonzero, Z ∈ R1×n/2 consists entirely of nonzero elements and 0 ∈ R1×n/2 is a zero vector.
Further, n6 is an even number. From its construction a row 2-partition can be deﬁned corresponding to the ﬁrst n/2
rows in row back 1 and the next n/2 + 1 rows in row block 2 to determine A with a total of p = n/2 + 2 AD forward
mode evaluations. With the characterization of optimal direct determination [19] and with the use of exact coloring
technique we show that for n = 6 the minimal number of matrix–vector products needed to determine the matrix is 4.
Table 1presents the result of applying the DSATUR coloring routine on Eisenstat examples. In the table n denotes the
size of the matrix, q denotes the number of blocks in the row partition, p denotes that the matrix rows are randomly
permuted before deﬁning row partition and u denotes no row permutations. As expected, in the column-segments graph
the number of edges grows slightly faster than the number of vertices. The column-segments graph is invariant under
row permutations within a block. In the table the lower bound on the chromatic number is the size of the largest clique.
The number of subproblems generated by DSATUR to conclude optimality is also depicted in the table. Note that
different row permutations in general will yield different column-segments graphs. On larger problems the DSATUR
algorithm is unable to conﬁrm the lower bound. The effect of permutation is also more prominent on the chromatic
number as the size of the problem grows. On the other hand, ﬁner row partition does not always give a reduction in
the chromatic number. The experimental results from log-example matrices displayed a similar trend with regard to
the effect of row partition and permutation on the chromatic number. The Small-k coloring is best suited for graphs
with small chromatic number. Since the chromatic number of both the Eisenstat and the log-example depends on
the problem dimension, Small-k was unsuitable for larger instances. On the Eisenstat example, only q = m partition
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Table 1
DSATUR coloring results
n Partition (q) Nodes Edges Lower bound Subproblems 
u p u p u p u p u p
Eisenstat example 1 6 6 15 15 6 6 1 1 6 6
3 15 13 60 50 4 6 12 8 5 6
6 4 16 15 65 60 4 5 13 11 5 5
7 18 18 75 75 3 3 40 36 4 4
Log example 1 8 8 28 28 8 8 1 1 8 8
6 36 32 224 196 4 4 33 29 5 5
8 10 44 46 280 294 4 4 44 92 5 5
28 56 56 364 364 3 3 3435 3693 5 5
yielded the optimal coloring while on the log-example with row partitions containing six or more blocks produced the
optimal coloring. The smallest log-example tested was the 28 × 8 matrix shown in Fig. 2. The column-segments graph
associated with the q =m row partition has 56 vertices and 364 edges. Using the predeﬁned row partition as in Section
3.1 (3 blocks) it needed six colors while with q = m row partition (28 blocks) the chromatic number of the resulting
graph was found to be ﬁve.
5. Concluding remarks
This paper describes an application of graph coloring ideas in the numerical determination of large sparse derivative
matrices. Other related work can be found in [2,4,5,16]. A comprehensive survey of the application of graph coloring
techniques in the numerical determination of sparse Jacobian and Hessian matrices is contained in [10]. We note that
the procedure for the determination of Jacobian matrices as outlined in Section 2 can be given in a more general way
[17]. Our graph generator provides an object-oriented implementation of the column segments approach for efﬁcient
determination of sparse Jacobian matrices. As well, the column-segments graph generator provides a convenient tool
for obtaining computationally hard coloring instances. The computational test results indicate that on a majority of
real-world test problems of moderate size, exact coloring can be combined with other heuristics to make it viable by,
for example, terminating the coloring procedure as soon as an “acceptable” coloring has been obtained.
There are a number of research directions for further investigation related with this work. The current graph generator
is based on one-directional partitioning. Can this procedure be generalized to two-directional partitioning [5,16]? The
coloring method employed in the paper is also known as distance-1 coloring. A natural extension of this work is to
generalize it to distance-k coloring [2,4,21] instance generators.
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