ii iii
INTRODUCTION
Historically, visual inspection has been the primary method of structural condition assessment.
Visual degradation of materials, cracking, large displacements, etc. are visual cues for structural deficiencies in a structure. Unfortunately, these rely on the subjective judgement of the inspector, and require structural deficiencies to be severe enough to be seen with the naked eye (or assistive tools). With the rapid evolution of digital sensors over the last decade, alternative monitoring solutions have been researched and developed that seek to identify structural deficiencies continuously before they become extreme.
Deflection monitoring may be one of the most desired and crucial variables associated with structural health since it directly correlates with the serviceability of the structure [1] . Long-term effects such as creep, shrinkage, and prestressing losses in prestressed/post-tensioned structures directly impact deflection. The same observations can be made with regards to the effects of environmental processes on a structure (corrosion, carbonation, overall structural aging, etc.).
Although highly useful, long-term monitoring of deflections on structures has proven to be challenging due to the shortcomings of current measurement technologies [2] . In addition to the harsh environmental conditions often surrounding bridges and structures such as parking garages, the scale of the structure often makes such measurements more difficult. The currently available technologies to measure displacements such as linear variable differential transducers (LVDT) or potentiometers, GPS-based systems, accelerometers, laser distance meters, either require the sensor to be connected to a fixed reference, are of low resolution, are unable to measure slowly-varying displacements, or are expensive, respectively [3] . Thus, a cost-effective and reliable solution for monitoring long-term and potentially slowly-varying displacements on structures is needed.
More recently, video-based sensors have emerged as a potential alternative to fill this need.
Advancements in video camera technology have resulted in widespread availability and lowered costs. In addition, video/image processing software has also become widely available. Although these sensor advancements are promising, there are drawbacks that need further development before it can be considered a reliable method of data collection. An initial problem with videobased sensors was with resolution. However, this has become less of an issue with the rapid advancement of camera technology over the last several years. With the increase in camera resolution comes the problem of file size and processing time. Large file sizes and long-term monitoring requirements necessitate the need for ways to store large amounts of data. In addition, video/image processing software must be capable of processing these large files quickly (common video cameras record video at 30-60 frames per second).
A significant amount of research has been published around the monitoring and evaluation of dynamic properties of structures using video-based sensors. Measurements have typically been carried out in short intervals of seconds or minutes. Results from these tests are typically compared to more traditional sensors such as accelerometers and LVDT [4 to 9] . Most videobased sensor solutions to date have placed the camera sensor at a fixed location off-structure [10 to 15] . The camera sensor is then pointed at an area of interest on the structure and data is collected. Our proposed sensing approach instead places the camera-based sensor on the structure at the measurement point of interest. A set of lasers is placed at a fixed location offstructure and then focused on a translucent panel attached to the camera sensor unit [16] . Any deflections experienced by the structure are then directly experienced by the camera sensor [17 and 18] . The movement of the sensor directly corresponds to movement of the laser dot location on the translucent panel (recorded direction of laser movement being in the opposite direction of the movement experienced by the sensor). An added benefit of this approach is that the sensor is less sensitive to rotational effects placed on the sensor itself.
In the following sections, the proposed laser and video-based displacement sensor is described in detail. Two laboratory-based studies aimed at quantifying accuracy, repeatability, and sensitivity to varying lighting conditions are presented and the results from two real-world applications are discussed.
SENSOR DESIGN

Components and Equipment
Our proposed laser and video-based displacement sensor is comprised of two main components: a fixed part and a movable part. Figure 1 provides a general overview of the components. The fixed part (Figure 1(A) ) is placed at an immovable location where it remains fixed for the entire duration of planned monitoring. It is comprised of two laser emitters secured to a fixed support.
For this research, two inexpensive XY lasers were utilized that emit green light, producing two dots when focused on the translucent panel of the movable part of the sensor.
FIG. 1 ILLUSTRATION OF THE PROTOTYPE DISPLACEMENT SENSOR IN A LABORATORY TEST SETUP: (A) FIXED AND (B) MOVABLE PART
The movable part of the sensor (Figure 1 Inc., Edison, NJ, USA)) was attached to the face of the camera.
Sensing Methodology
The overall goal of the research was to develop a sensing methodology for capturing static and dynamic displacements on structures. A successful methodology is both accurate and repeatable, while minimizing data processing times. Two data processing approaches were considered for this research: centroid detection with color thresholding of the green laser dots used as reference points and cross-correlation techniques, which maximize a function describing the displacements between an image with a known location and orientation in space and an image of unknown location and orientation. Figure 2 provides a flowchart of the processing steps for the sensing methodology evaluated in this paper.
FIG. 2 SENSING METHODOLOGY (CORRESPONDING SECTION NUMBERS GIVEN IN PARENTHESES)
Distortion Correction
As mentioned in Section 2.1, a 10x magnification lens was attached to the face of the camera to minimize the "fish eye" effect of the small focal length of the camera. However, upon visual inspection of the captured images, it was apparent that not all the distortion caused by the small focal length of the camera had been removed. Additional post-processing of captured images to remove remaining distortion was performed prior to color thresholding procedures being applied [19 to 22] . Results were then compared to pre-distortion correction color thresholding results.
The intent of the comparison was to determine the accuracy gain obtained by performing the distortion correction as well as the processing time required.
As part of MATLAB's Computer Vision Toolbox [23] , several tools are available to assist in correcting image distortion. The following MATLAB function was utilized during this research:
where ‫ܬ‬ is the outputted undistorted image, ‫݊݅݃݅ݎܱݓ݁݊‬ is a 2-element vector containing the output image origin, ‫ܫ‬ is the M-by-N-by-3 true-color input image, and ‫ݏ݉ܽݎܽܲܽݎ݁݉ܽܿ‬ is the object used to store camera parameters. The camera parameters are determined using the 
Centroid Detection Technique
The goal of the video/image centroid detection technique is two-fold. The first goal is to accurately and efficiently extract the centroid location of each green laser dot in a twodimensional space. The second, and equally as important, goal is to orient the centroid location extracted from each green laser dot with respect to some known "constant" location. In the case of this study, the red LEDs located around the perimeter of the sensor housing serve as the fixed location by which the green laser dots can be oriented (see Figure 5 (A)). The laser emitters project a set of two green dots onto the translucent panel of the sensor.
The first challenge when approaching this problem is to correctly identify the centroid of each green dot within a single image/frame taken from the camera. This is accomplished using color thresholding procedures, e.g. following Huang and Wang [24] . Each image file contains information regarding the color and intensity of each pixel within the image. Color thresholding allows for the isolation of certain pixels within an image that fall within pre-defined color/intensity criteria. Certain colors, and certain color intensities, can then be isolated within an image.
Preliminary testing was performed to determine the thresholds necessary to repeatably identify only the green dot locations. A sample image was recorded which contained the two green laser dots that were desired to be isolated. The image data was broken into its three primary color bands: red, green, and blue. Histograms were generated for each of these color bands to determine the location of highest intensity within each color band. Threshold boundaries were selected to capture the most data within the green band, and the least data in the red and blue bands. Once isolated, additional pixel information within the image was removed to improve processing times. 
where XCoG and YCoG are the coordinates of the center of gravity of each laser dot, xi and yi are the center of gravity coordinates of each pixel containing laser data (i = 1 to Nref), and Ai is the area of each pixel [25 to 28].
Cross-Correlation Techniques
Cross-correlation was used as an alternative to the centroid technique discussed in Section 2.2.2.
Cross-correlation measures the similarity between two signals as a function of distance between the two. Instead of attempting to locate the centroid, cross-correlation attempts to mathematically describe the difference between two signals. This concept can be incorporated into image-based analysis, where data extracted from an image (the "signal" of the image) is compared to a reference image by means of cross-correlation to determine the displacement function between the data from the two images. For discrete functions m and n, the cross-correlation function is defined as:
where ‫ܪ‬ denotes the complex conjugate of ‫,ܪ‬ and ݇, ݈ represent the displacement (lag) row and column indices. The result of cross-correlation analysis produces a value for the shift in each of the two principal axes between the two images, which corresponds to the maximum value of the cross-correlation function. The only variable portion of each image captured by the sensor is the green laser dot locations. Therefore, shifts found during cross-correlation directly correspond to movements observed in the green laser dots. This method has been termed Single-Step DFT algorithm (SSDFT).
TEST SETUPS AND PROCEDURES
Laboratory Study 1: Static Displacements
The primary goal of the first laboratory study was to take characterize the sensor's response at to the steel bracket using electrical tape. After securing each laser emitter to the fixed support, vertical and horizontal micro-adjusters located on each laser emitter were used to fine-tune laser dot locations on the translucent sensor panel at the beginning of the study. As a starting point, the green lasers were oriented such that they were located approximately midway between the vertical maximum and minimum extents of the translucent panel. Figure 6 At each measurement distance, the sensor was moved vertically in approximately 8 mm (0.32 in) increments until the lasers were at the extreme end of the translucent panel, then the sensor was moved vertically in the opposite direction, first by 4 mm (0.16 in), then subsequently in 8 mm (0.32 in) increments so that measurements were available at approximately 4 mm (0.16 in) increments across the face of the translucent panel. At each measurement location, three images were recorded. Image resolution used during image data collection was 3000 x 4000 pixels and images were recorded in the RGB color space. Processed data for each of the three images captured were compared to determine the amount of noise/variation resulting from each of the processing techniques.
Laboratory Study 2: Effect of Lighting Conditions
The second laboratory study aimed to gather data on the sensitivity of the sensor to varying lighting conditions. Results for this study are presented and discussed in Section 4.2.
The fluorescent indoor lighting of the lab was used as the reference lighting condition. The sensor was set up in the same manner as described in Section 3.1, using measurement distance, L = 7.62 m (25 ft). Similar to Laboratory Study 1, image resolution used during image data collection was 3000 x 4000 pixels and images were recorded in the RGB color space. With the two laser dots focused near the center portion of the translucent panel, three images were recorded under reference conditions. Next, a bright fluorescent lamp was placed close to the sensor so that the entire translucent panel was completely illuminated. Three images were then recorded under these lighting conditions. The intent of this lighting condition was to create "direct sun" exposure of the sensor during testing. Next, the fluorescent lamp was oriented so that only part of the translucent panel was illuminated. The lamp was oriented such that one of the green laser dots was within the illuminated portion of the panel, and one green laser dot was located within the unilluminated portion of the panel. The intent of this was to provide a "partial shade" condition. As before, three images were recorded under these conditions. For the final lighting condition, all lights within the lab, including the fluorescent lamp were turned off, with the intent to explore the functionality of the sensor at night. 
Field Study 1: Monitoring of a Five-Story Building under Ambient Loading Conditions
The first field study was performed on the Engineering Building located on the Portland State This data was also compared to the theoretical natural period of vibration of the structure obtained from current building code formulas.
For the calculation of the theoretical natural period of vibration of the structure, methods described in ASCE 7-16, Chapter 12.8 were utilized [33] . The following equations were used to approximate the natural period of vibration and natural frequency of the structure:
where ℎ is the structural height of the structure, and ‫ܥ‬ ௧ and x are coefficients taken from ASCE 7-16, Table 12 .8-2 ‫ܥ(‬ ௧ = 0.028 and x = 0.8 for steel moment-resisting frames) [33] . Floors heights were approximated at 3 m (10 ft), for a total above-ground height of 15 m (50 ft). This results in a theoretical period of vibration Ta= 0.64 seconds, and a fundamental frequency, fa = 1.56 Hz.
Results for this study are presented and discussed in Section 4.3.
Field Study 2: Monitoring of a Bridge under Various Loading Conditions
The second field study was designed to capture vertical deflections at the mid-span of a bridge during dynamic loading. The Pedestrian Bridge, located on the Reed College campus in Portland, Oregon, was chosen for this study. The pedestrian bridge has spans of 31 (101.7 ft), 36 (118.1 ft), and 31 m (101.7 ft), for a total length of 98 m (321.5 ft). The bridge is 3 m (10 ft) wide outto-out, with a concrete deck bearing upon concrete box girders. Figure 9 provides an elevation view of the structure.
The movable part of the sensor was placed at mid-span of the center location of the bridge. The fixed part was located just off the structure near the southwest corner, to maintain direct line-ofsite with the movable part of the sensor, which consisted of the laser emitters affixed to a steel vise. Results for this study are presented and discussed in Section 4.3.
RESULTS AND DISCUSSION
Laboratory Study 1
The objective of this study was to determine the sensor's conversion factor, its accuracy depending on the used image processing technique, as well as demonstrate the improvement due to image distortion correction. This conversion factor was used throughout the remainder of the laboratory tests. 
Conversion Factor
Sensor Accuracy
The accuracy of the sensor was taken as the 95% prediction limits obtained for the curve fit described in Section 4.1.1 and computed for all three processing techniques for comparison. In addition, processing times between the three techniques were compared to determine the overall processing cost and efficiency of each technique. Figure 11 illustrates the mean 95% prediction limits versus measurement distance for each of the three processing techniques and how they compare to each other. For the cross-correlation methodology, the equation is C=0.0155·L+0.1308, where C is the 95% confidence interval and L is the length (R2=0.9491). There is an intrinsic uncertainty of 0.1308 mm (0.00515 in) and a progressive uncertainty of 0.0155 mm/m (0.00019 in/ft). This would indicate that the cross-correlation methodology is better suited for larger measurement distances than shorter measurement distances.
Similarly, a linear fitting was performed for the single-step DFT technique. For this, the equation is C=0.0152·L+0.1298, where C is the 95% confidence interval and L is the length (R2=0.9402). 
Distortion Correction
Pre-distortion and post-distortion correction results were compared to determine the accuracy gained from the distortion correction step for the single-step DFT technique. Figure 12 shows the 95% prediction intervals for pre-and post-correction processing as a function of the measurement distance, L. For L = 3.05 m (10 ft), the 95% prediction limits decreased by 84.5%, for L = 15.24 m (50 ft), the 95% prediction limits decreased by 44.3%, and for L = 30.48 m (100 ft), the 95% prediction limits decreased by 24.4%. As can be observed, the distortion correction step significantly improves the accuracy of the sensor, with the greatest improvement seen for shorter measurement distances. 
Lab Study 2
For each of the lighting conditions, the three images were processed and compared to determine the level of noise contained in the image data. Since both parts of the sensor remained fixed during this study, any deviation in the calculated displacements was considered as noise. Several factors could lead to the deviations observed in the processed data, but the most likely contributors would be small inconsistencies in the weighted average approach to calculating the centroid (centroid technique only) and minute ambient vibrations of the test setup. As discussed in Section 3.2, images recorded under normal indoor fluorescent lighting were used as the reference condition. Specifically, the location from the three images captured under this lighting condition were used as the reference location. As would be expected, the indoor fluorescent lighting condition, when compared to the reference location, had the smallest deviation, averaging 0.007%. The difference between the direct sunlight and the reference condition averaged 0.058%. Partial shade condition 1 deviation from the reference condition averaged 0.054%. Partial shade condition 2 deviation from the reference condition averaged 0.080%.
Finally, the full darkness lighting condition had the largest deviation from the reference condition, averaging 0.164%. The results show that the proposed sensor shows some relatively minor sensitivity to different lighting conditions. Figure 13 shows displacement vs. time for each laser in the x and y-directions. Figure 14 Moreover, a fast Fourier transform (FFT) was performed for each laser measurement shown in Fig. 13 in the x and y-directions. In addition, an FFT was performed for the angular rotation measured between the two lasers. Figure 15 shows the results of the FFT for laser 1. Key frequencies are labeled, along with the ASCE 7-16 calculated fundamental natural vibration frequency, fa = 1.56 Hz, which is marked with a vertical red bar. For laser 1, a frequency peak at 
Field Study 1
Field Study 2
For the dynamic pedestrian loading on the bridge, two individuals as described in Section 3.4 jumped in time at the approximated first fundamental frequency of the structure (fa = 5.0 Hz).
The displacement-vs-time recordings taken using the sensor are shown in Figure 16 (A).
Displacements with amplitudes ranging from +/-38.92 mm (+/-1.53 in) were observed. An FFT was performed on the displacement data recorded by the sensor to identify dominant frequencies within the recorded data. Figure 16(B) shows the results of the FFT performed on data collected from laser 1 from the first test. Peak frequencies identified were 4.74 Hz, 9.51 Hz, and 14.25 Hz.
The same FFT procedure was performed on the data collected from the accelerometer used to take measurements during the experiment. Figure 16 (C) shows the results of the FFT procedure.
A peak frequency was identified at 4.81 Hz which closely agrees with the peak frequency obtained from the sensor displacement data.
The frequency of 4.98 Hz is in the range of what would be expected for a bridge of this span, construction material, and design.
SUMMARY AND CONCLUSIONS
With the rate of advancement in video-based technology and image processing software, it is likely that the accuracy, availability, and applicability of laser and video-based solutions will continue to improve.
Due to the direct correlation between deflection and overall structure serviceability, having a method of measuring deflections on structures is a high priority, specifically when it comes to tracking long-term changes in deflections. Having a solution that is accurate, repeatable, and cost-effective in a wide variety of environmental conditions is crucial. Advances in video-based sensors and video processing therefore offer new opportunities in the field of structural health monitoring.
Based on the results presented, a laser and video-based displacement sensor is a viable solution for the monitoring of static and dynamic deflections of bridges (as well as other structures).
Although further research and development is needed before this technology can be widely used in the field, initial results are promising. This technology is capable of accurately measuring displacements as small as 0.2 mm with frequencies up to 30 Hz, under widely varying lighting conditions.
Three processing techniques were employed and compared to determine the most accurate and efficient methodology for tracking displacements with the sensor. Although the centroid detection technique had the greatest advantage with regards to efficiency, the single-step DFT provided the greatest accuracy while still providing reasonably efficient processing times (3.62 seconds per image/frame).
The focus of these initial experiments was aimed at determining the accuracy that could be provided in the measurement of static and dynamic displacements in structures. Further research includes characterization of the sensor for evaluating the sensor's performance for in-field measurements on a variety of structures and long-term under a variety of environmental conditions.
