The standard dogmatism ignores the fact that neural coding is extremely exible, and the degree of`coarseness' versus`locality' of representation in real brains can be di erent under di erent task conditions. The real question that should be asked is: what is the operating point of neural coding under natural behavioural conditions? Several sources of evidence suggest that under natural conditions some degree of distribution of coding pervades the nervous system.
When the task which a monkey is required to perform is reduced to that undertaken by a single neuron, single neurons perform as well as the monkey (Newsome, Britten & Movshon 1989) . This is interesting not only in that it tells us that we have managed to nd a task which fairly accurately isolates the perceptual decision made by the cell; it also tells us that the coding r egime in which neurons operate is adjusted in a task-dependent manner. Clearly there are situations in which whole animals make discriminations based upon the output of more than one cell (see main article, section 2.5). Further evidence for the task dependence of coding strategies comes from more recent experiments from the Newsome laboratory (Newsome 1999) , which provide evidence that both winner-take-all and weighted output decoding strategies are utilised by rhesus macaques depending upon the task being performed. Information can be sparsely or coarsely distributed across populations of neurons depending upon the stimulation conditions. The critical question which must be asked is: what kind of coding (representational) r egime does natural stimulation and behaviour invoke?
It is still not yet understood whether perception is mostly due to small numbers of optimally tuned neurons, or the much larger number of neurons which must be suboptimally excited by a given stimulus. Where is the natural operating point' on the tuning curve? This provides a way of quantifying precisely how`localist' the representations are in a naturalistic paradigm. A useful way to study this operating point is in terms of information theory. Each neuron that responds must contribute some amount of information, measured in bits, to the overall percept. Neurons that respond with higher ring rates will, in general, contribute more information to the percept than those which elevate their ring rates only marginally above their spontaneous activity level. Thus along a given stimulus dimension, the information per neuron will be higher at the centre (peak) of the tuning curve than further out. However, substantial discrimination performance is maintained at some distance from the centre of the tuning curve, as is demonstrated by the sensitivity MT neurons show to opposed directions of motion quite far from the preferred-null axis (Britten & Newsome 1999 ). In general, there will be many more neurons operating further from the centre of the tuning curve, and the sum of many lesser contributions may be enough to make up for { or even overwhelm { the contributions of the high-ring neurons to the total information represented. This is shown schematically in Figure 1 . Evidence suggesting that this may indeed be the case comes from inferior temporal cortex recordings by Rolls, Treves, Tovee & Panzeri (1997) , in which low ring rates were found to contribute more to the total Shannon information than high ring rates, due to both their greater number and the larger noise at high ring rates.
The preceding discussion largely focused on a single stimulus dimension; however, the principle should be even more applicable to the more realistic situation of multidimensional stimulation. In this case a given neuron, even if matched' on one dimension, is extremely likely to be responding sub-maximally on at least one other dimension. Indeed, computer simulations have indicated that for multidimensional stimuli, a large population of cells is required to Figure 1 : A schematic gure portraying the total information represented in a percept from all cells operating at di erent portions of their tuning curve, and thus at di erent ring rates. This could be considered to be a cross-section through a multidimensional tuning curve. Cells with very low ring rates (far from the center of the tuning curve) cannot provide much information; although cells with high ring rates do, there are not many of them, and thus their total contribution can not be high either. The percept must be mostly contributed to by cells somewhere in between; precisely where is an empirical issue for further study.
code stimulus attributes accurately and to account for known behavioural performance (Zohary 1992) . Studies of the correlation between simultaneously recorded neurons suggested that the outputs of hundreds of neurons can be e ectively pooled together for perception (Zohary, Shadlen & Newsome 1994) .
However, that work may signi cantly underestimate the number of neurons that can be usefully pooled when naturalistic, multidimensional stimulation is taken into account (Panzeri, Schultz, Treves & Rolls 1999 larger dimensionality decreases the signal correlation and increases drastically the range over which the information increases linearly (i.e. factorially) with the number of neurons pooled.
It has been suggested that localist coding is particularly important in higher visual areas such as the anterior inferotemporal cortex. However, one should consider that studies of coding receive a strong bias from single unit recording strategies themselves. It has recently been shown that IT cells are in fact arranged in a columnar structure based on stimulus attributes (Wang, Tanifuji & Tanaka 1998) . However, unlike in early sensory brain areas, our experiments on higher areas do not directly manipulate the dimensions along which this spatial organisation occurs -instead, we may present di erent faces or objects which change many stimulus dimensions at once. This will lead inevitably to apparent`grandmother-cell-like' encoding, where in fact a very similar coding organisation to early visual areas may exist.
Of course, it is important that we understand what aspects of the neuronal response can be decoded (although we must not neglect the fact that responses at the level of the cortical heterarchy we are considering may`enter perception' in themselves). If only bursting responses were decoded, for instance, this would be likely to bias coding in the direction of localism. If on the other hand every spike is important, as seems reasonable for metabolic reasons, then some degree of distribution of coding must be taken into account. What is important is that we understand where lies the operating point for natural behaviour, which is the task that the system has evolved to undertake. Evidence of the taskdependence of the sparsity of coding and of the exibility of decoding strategies raises a further intriguing hypothesis: that the degree of distribution of coding is actually dynamic, and may adapt to the nature of the perceptual task at hand.
