Introduction
Given an ordered eld K, let v be its natural valuation, with value group G = v(K ) and residue eld K. Let v G be the natural valuation of G. Classical results on the model theory of valued elds have successfully shown how to analyze (elementary) properties of a valued eld through those of its value group and residue eld. One of the aims of this paper is to do something analoguous for exponential elds.
What axioms should we require for an exponential? A h i n t t o a n s w er this question is to think about the best known exponential eld, namely the ordered eld of the reals endowed with the exponential function exp(x). In view of the recent progress in the model theory of this structure (cf. W], D{M{M], RE], M{W]) and the proof of the model completeness of its elementary theory Th((R exp(x))), it is desirable to give concrete descriptions of the models. So understanding the algebraic structure of exponential elds is important, since it will provide methods for the construction of examples as we shall see later.
In this article, we shall rst consider the simplest case: an exponential eld here is a pair (K f) where K is an ordered eld and f is an order preserving group isomorphism from the additive group of the eld onto the multiplicative group of positive elements. Of course, f will also have to induce some extra structure on G and on K, i f w e w ant t o d o a n y reasonable analysis of (K f). So, for instance, we would like f to induce a canonical map f on K (given by f(a) = f(a) ) .T h i si s equivalent to demanding that v(f(1) ; 1) = 0
(1) which i n t u r n i s e q u i v alent to the assumption that f maps the valuation ideal I v onto the group of 1{units 1 + I v (cf. Lemma 3.20). So we w i l l a l w ays require (1) to be satis ed in an exponential eld (although (1) is not an elementary sentence in the language of ordered elds, it may be replaced by an elementary, but stronger, one | cf. section 3.3). Exponentials satisfying further axioms such as the growth and the Taylor axioms, will constitute the subject of the subsequent paper K{K1].
We h a ve s e e n a b o ve h o w to obtain (K f) f o r a g i v en (K f). It is more complicated to do the same with the value group, and it requires rst an understanding of the structure of the multiplicative group (K >0 1 < ) of positive elements, where K is an arbitrary ordered eld, not necessarily endowed with an exponential. This anlysis is done in section 3.2, and it turns out to be very fruitful indeed in its applications to exponential elds. The necessary preliminaries are given in chapter 2. The crucial notion appearing there is that of the skeleton S(G) of an ordered Abelian group G. The important result of section 3.2 is Theorem 3.19 which computes the natural valuation and the skeleton of (K >0 1 < ) in terms of those of (K + 0 < ) and G.
In section 3.3 we then apply the results of section 3.2 to exponential elds, where (K >0 1 < ) a n d ( K + 0 < ) are isomorphic through an exponential f and thus have the same skeleton (since this is an invariant for ordered Abelian groups). Using the computation of Theorem 3.19, we are able to show that the existence of an exponential f puts a very restrictive condition on the value group of K (which w e will say t o b e a n exponential group | cf. our de nition preceding to Theorem 3.23). In particular, f induces in a canonical way an isomorphism of chains ' f : G <0 ! ; ; where ; ; = v G (G n f 0g) denotes the value set of G n f 0g. We are now able to formulate the following more concrete problems to which this paper and the subsequent paper K{K1] try to provide an answer: 1) Study the structure and (elementary) properties of (K f) through those of (K f) a n d ( G ' f ). 2) Assume that G is an exponential group and K admits an exponential f: when is it possible to lift it to an exponential f of K? 3) Given an archimedean exponential eld (E e) satisfying good properties (e.g. e is continuous, di erentiable and equal to its own derivative), give a construction of a nonarchimedean exponential eld (K f) satisfying the same good properties and such that K = E and f = e. In the case where K is a nonarchimedean countable eld, root closed for positive elements, we get a surprisingly simple result. Indeed, not only we are able to give an answer to the above problems, but moreover we get quite a strong structure theorem for those elds (cf. Theorem 3.33). In fact, given an exponential f on K, such a eld K admits an exponential f lifting f if and only if G is isomorphic to the lexicographic sum of copies of the additive ordered group (K + 0 < ), taken over the rationals. Theorem 3.33 will also provide an answer to the third problem, as is shown in K{K1] .
The interest of this theorem is that it reduces the construction of nonarchimedean countable exponential elds to that of archimedean ones. Indeed, given a countable exponentially closed sub eld E of R, just take a countable valued eld having E as its residue eld and`Q E as its value group (`denotes lexicographic sums).
A main ingredient of the proof of Theorem 3.33 is a result of R. Brown on countable valued vector spaces: any t wo c o u n table valued vector spaces with isomorphic skeletons are isomorphic. Now let us remark that in order to compute the skeleton of (K >0 1 < ), we prove that for every ordered eld, we h a ve S(I v + 0 < ) ' S(1 + I v 1 < ) in other words, the valuation ideal (seen as an additive ordered group) and the multiplicative group of 1{units always have the same skeleton (cf. Corollary 3.15).
Hence, by Brown's Theorem, we k n o w t h a t i f K is any countable ordered eld, root closed for positive e l e m e n ts (which is equivalent to the assertion that (K >0 1 < ) be divisible), then it admits a right exponential, i.e. an isomorphism f : I v ;! 1 + I v of ordered groups. Here, the word \right" is suggested by the lexicographic decompositions (K + 0 < ) = A q A 0 q I v and (K >0 1 < ) = B q B 0 q 1 + I v given in Lemma 3.4 and Theorem 3.8. Now i f i n a d d i t i o n G '`Q K, t h e n w e can nd an isomorphism h between the \left" parts A and B of these groups. The \middle" parts A 0 and B 0 are taken care of by f. The \lexicographic product" of h, f and f will then be the required exponential.
This principle of decomposing those groups lexicographically and then showing that the respective parts are isomorphic in order to \put an exponential together" will also be used several times in K{K1] , to obtain a strengthening of Theorem 3.33.
The left parts are always taken care of by our conditions on the value group G, and the middle parts by conditions on the residue eld K. A nal remark concerning question 1) above: an extensive model theory for the value groups of exponential elds is now given in KF2] and KF3]. Also the relation between the exponential eld and its residue eld in the o{minimal case is by n o w studied in D{L]. At this point, I would like to thank F.-V. Kuhlmann for many useful discussions. I would also like to thank Arne Ledet and N.L. Alling for a hint concerning these notes, and all other participants of our seminar for their interest and patience. 
Axiom (ii) says that the scalar multiplication by nonzero elements preserves the value. So we might speak of a \valued module with value preserving scalar multiplication" in contrast to modules equipped with a map v which only satis es axioms (i) and (iii). There are also important applications of the latter, more general notion of a valued module. Both notions will be considered in subsequent papers (see KF1] ). In this paper, we will only need valued modules satisfying axiom (ii), so we will suppress the speci cation \with value preserving scalar multiplication". Note that axiom (ii) together with axiom (i) implies that M is torsion free.
The following is a consequence of the above axioms:
v(x) 6 = v(y) = ) v(x + y) = m i n fv(x) v (y)g : We abbreviate ; n f1g by ; ; and call it the rank of M. 
If this is the case, then in particular, fx i i 2 Ig is linearly independent o ver M 0 . By convention, is valuation independent o ver M 0 . W e w i l l s a y t h a t fx i i 2 Ig is (linearly) valuation independent if it is valuation independent o ver M 0 = f0g. N o t e that this de nition is given for the case of valued modules with value preserving scalar multiplication. For the general case, it is too strong and should be suitably adapted. In the theory of valued elds, there is also the notion of \algebraically valuation independent", but here we will only deal with the above de ned notion, so we will omit the speci cation \linearly". This proof shows that the lemma works as well if the condition \W is nite dimensional" is replaced by \ e v ery subset of v(W) admits a maximal element" or equivalently, \ v(W) i s t h e i n verse of an ordinal" (cf. K1]).
Valuation independent sets may serve to obtain isomorphisms between valued vector spaces, on the basis of the following lemma. 
This shows that h preserves the valuation, which i n t u r n y i e l d s t h a t h is wellde ned and bijective.
2.3 Generalities about ordered modules
In this section, let (R < R ) be a xed commutative ordered ring with 1, satisfying 8r 2 R n f 0g 9 s 2 R : rs 1 :
Note that this condition is satis ed by e v ery ordered eld and by e v ery archimedean ordered ring. Let M be an R{module and < a total order de ned on the set M. We will say that (M <) i s a n ordered (R < R ){module if its underlying additive group is an ordered Abelian group, that is, if the order < satis es 1) 8x y 2 M : 0 < x and 0 < y =) 0 < x + y , 2) x < y if and only if 0 < y ; x , and if the scalar multiplication satis es 3) 8r 2 R : 0 < x and 0 < R r =) 0 < r x :
Simple consequences are the following rules: if x < y , then x + z < y + z for all z 2 M, if x < y , then rx < ry for all r 2 R with 0 < R r, 0 < x if and only if ;x < 0.
Every ordered (R < R ){module is torsion free. Every ordered Abelian group is an ordered Z{module.
Let (M 1 < ), (M 2 < ) be ordered (R < R ){modules and h : M 1 ;! M 2 a homomorphism of modules. We will say that h preserves the order (or that h is a homomorphism of ordered modules) i f f o r a l l x y 2 M 1 , x y implies h(x) h(y).
A submodule N M is said to be convex (in M) if it satis es: if x 1 x 2 2 N and x 2 M such t h a t x 1 < x < x 2 , then x 2 N. The set of all convex submodules of We put jxj = maxfx ;xg. L e t y 2 M w e will say t h a t x is R{equivalent t o y
and write x R y if there exists r 2 R such t h a t rjxj j yj and rjyj j xj :
We w i l l s a y t h a t x is R{in nitely smaller than y and write x R y if rjxj < jyj for all r 2 R. W e remark the following properties: R is an equivalence relation, and R is compatible with this equivalence relation:
The equivalence class of x will be denoted by x] R , and the set of equivalence classes by ; . W e de ne on ; an order in the following way: y] R < x] R if and only if x R y :
By the above mentioned properties, ; is a chain with last element 0 ] R which w e will denote by 1. F rom condition (2) on the ring R it follows that for every r 2 R we h a ve rx R x. N o w the proof of the following proposition is straightforward: 
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For the computation of skeletons, there is an analogue to part b) of the preceding lemma which has the advantage that it will not require the existence of a complement t o k er in M. We rst need some notations. If 1 , 2 are two chains, then 1 + 2 will denote their sum, that is, the set (f1g 1 ) (f2g 2 ) ordered lexicographically. N o w let S i = i fB i ( ) 2 i g] be ordered systems of modules, for i = 1 2. Then S 1 q S 2 , called the sum of S 1 and S 2 , will denote the ordered system Proof: Since the epimorphism preserves (that is, a b ) (a) (b)), its kernel is a convex submodule of M. It also yields that sends convex submodules of M to convex submodules of N, and that the preimage of a convex submodule of N is a convex submodule of M. I f C 1 C 2 ker are convex submodules of M such t h a t (C 1 ) = (C 2 ), then C 1 = C 2 + k er = C 2 . W e h a ve t h us proved that C 7 ! (C) is a bijective correspondence of the convex submodules of M containing ker to the convex submodules of N. The set of convex submodules of M is linearly ordered by inclusion, so the convex submodules which do not contain ker are themselves contained in ker . Consequently, the convex submodules of M not containing ker are precisely the convex submodules of ker .
Everything that we h a ve said holds as well for the principal convex submodules.
Since the correspondence C x 7 ! v(x) is an order reversing bijection from the set of principal convex submodules of an ordered module onto its value set, our above considerations prove that the valuation w de ned by (3) 
By the correspondence that we h a ve described at the beginning of this proof, it
follows that (C a ) is the least convex submodule of N containing (a) and that (D a ) is the largest convex submodule of N not containing (a). This shows that (C a )= (D a ) = B(N v( (a))) which completes our proof. 2
Since every convex submodule C of M appears as a kernel of some homomorphism (namely, the canonical epimorphism M ! M=C), the above l e m m a m a y also be read as a lemma about convex submodules. In the lexicographic sum AqB of ordered modules, the submodule B is convex hence, the lemma also shows that the skeleton of a lexicographic sum A qB is (isomorphic to) the lexicographic sum S(A) q S(B) of their skeletons. This can even be shown for in nite lexicographic sums. The following two lemmas will be used in the present and the subsequent paper K{K1]. Their proofs rely signi cantly on the foregoing lemma. From now o n , w e will consider an ordered eld (K < K ) and an ordered K{ vector space (V <). In this situation, we h a ve the analogue to Corollary 2. As a corollary, w e obtain the analogue to Theorem 2.7: Theorem 2.23 Let fx i i 2 Ig V a maximal valuation independent subset, and h : K hfx i i 2 Igi !` 2; B(V ) an isomorphism of ordered v e ctor spaces.
Then there exists an embedding h 0 : V ! H 2; B(V ) of ordered v e ctor spaces, extending h.
As well, we obtain the analogue to Corollary 2.8:
Corollary 2.24 An o r dered v e ctor space is maximally valued i f a n d o n l y i f i t i s isomorphic (as ordered v e ctor space) to the lexicographical product taken over its ordered skeleton. Theorem 2.27 Let K be a n o r dered eld and V 1 , V 2 two ordered K{vector spaces. 
L

Applications to exponential elds
In this chapter, we will deal with ordered Abelian groups (which are appearing in connection with exponential elds). They may b e v i e w ed as ordered Z{modules, and we dispose of the notions \Z{equivalent", \Z{natural valuation", \Z{archime-dean" and \ordered skeleton" introduced in section 2.3. Since there is no danger of confusion, we will abbreviate the terminology by omitting the \Z". For example, an ordered Abelian group is \archimedean" if it does not contain proper nontrivial convex subgroups, and we h a ve Theorem 3.1 Every archimedean group is isomorphic (as an ordered g r oup) to a subgroup of (R + 0 < ).
(Cf. Fuchs FU] for a proof.) Hence, the skeleton of an ordered Abelian group is an ordered system of subgroups of R.
The natural valuation of an ordered eld
Let K be a eld, G an ordered Abelian group and 1 an element greater than every The eld R v =I v , denoted by K, is the residue eld. The group of units of the valuation ring is the subgroup of the multiplicative group of R v de ned by U v = fa a 2 K and v(a) = 0 g : Let now ( K + 0 1 < ) be an ordered eld. The set of positive elements of K will be denoted by K >0 . Then (K + 0 < ) a n d ( K >0 1 < ) are ordered Abelian groups, and (K + 0 < ) is divisible. Consider the ordered set G of equivalence classes a], for a 2 K, a 6 = 0 , o f t h e e q u i v alence relation \Z{equivalent" (\archimedean equivalent" in the usual terminology) de ned on the divisible or- (6) In this paper, we will always consider the natural valuation v on an ordered eld (and we will use (6) without explicit mentioning). Hence, R v and I v are always convex subgroups of (K + 0 < ). As a eld, K has multiplication, and an easy argument then shows that all archimedean components are isomorphic: Lemma 3.2 The archimedean components (6 = 0 ) of the divisible ordered A belian group (K + 0 < ) are all isomorphic to the divisible ordered A belian group (K + 0 < The divisibility o f ( K + 0 < ) enables us to present it as a lexicographic sum of three summands which will play an independent role in the course of this paper.
By the the convexity o f R v and I v , Lemmas 2.15, 2.16 and 3.2, we obtain:
Lemma 3.4 There exist a group complement A to R v in (K + 0 < ) and a group complement A 0 to I v in R v such that (K + 0 < ) = A q A 0 q I v :
Both A and A 0 are unique up to order preserving isomorphism, and A 0 is isomorphic to the archimedean group (K + 0 < ). Furthermore, the value set of A is G <0 f 1 g , the one of I v is G >0 f1g, and the nonzero c omponents of A and I v are all isomorphic to (K + 0 < ).
3.2 The skeleton of (K >0 1 < )
For the multiplicative group (K >0 1 < ) of positive elements, we w i l l n o w derive a similar decomposition as we h a ve done for the additive group (cf. Theorem 3.8 below). But the multiplicative group is in general not divisible. So, as a hypothesis in Theorem 3.8 we will require the divisibility w h i c h actually is equivalent to the property t h a t K is root closed for positive elements (for every a 2 K, a > 0, and for every n 2 N, there is some b 2 K such t h a t b n = a). Note that every real closed eld has this property. The following two lemmas will give information on the summands of a lexicographic decomposition of (K >0 1 < ) (cf. Theorem 3.8) in the case where this group is divisible. But the lemmas are true without this hypothesis and will yield a decomposition of the skeleton of (K >0 1 < ) i n a n y case. In view of (5) Lemma 3. Our goal is now to give more detailed information on the valuation and the components of (K >0 1 < ). For this, we need some notations. As we are working with three di erent ordered Abelian groups, for \the smallest convex subgroup containing x" and \the biggest convex subgroup not containing x", we will write C x and D x for x 2 (K + 0 < ) C x and D x for x 2 (K >0 1 < ) C x and D x for x 2 G :
In (K >0 1 < ), for , , we will write , and respectively. since the latter group is archimedean. Now it remains to consider (1 + I v 1 < ). We will relate its natural valuation to the natural valuation v of the additive group of K, and we will show t h a t i t s skeleton is isomorphic to the skeleton of (I v + 0 < ).
Lemma 3.11 Suppose that a > 1 and b > 1. I f v(a ; 1) = v(b ; 1), then a b. Proof: We s e t " 1 = a ; 1 a n d " 2 = b ; 1. By hypothesis, there exists n > 1 such that n" 1 > " 2 and n" 2 > " 1 . W e write Proof: We set " 1 = a ; 1 and " 2 = b ; 1. We w ant t o s h o w for every n > 0:
(1 + " 2 ) n < 1 + " 1 . W e h a ve that for every i > 0, v(" i 2 ) = iv(" 2 ) v(" 2 ) > v (" 1 ) and thus, v n i
In particular (by (5) 
On the other hand,
(1 + " 2 ) n < 1 + " 1 : 2
The following corollary will serve us to describe the natural valuation of 1 + I v :
Corollary 3. is (equivalent to) the natural valuation on (1 + I v 1 < ).
Proof: The rst assertion is an immediate consequence of Lemmas 3.11 and 3.12.
The second assertion is a consequence of the rst, by virtue of Remark 3.5 iii). 2
Lemma 3.14 For every a 2 1+I v , the assignment c D a 7 ! c;1+D a;1 establishes an isomorphism C a =D a ' (C a;1 =D a;1 + 0 < ) of ordered g r oups.
Proof: Assume that a 2 1 + I v . W e de ne Proof: Since K is root closed for positive e l e m e n ts, 1+I v is a Q{vector space. On the other hand, by Corollary 3.15, it has the same skeleton as I v . So our assertions follow from part a) of Theorem 2.27.
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For the notions of pseudo Cauchy sequence and pseudo limit appearing in the next lemma, cf. GRA1]. Here, will denote ordinals and a limit ordinal.
Lemma 3.17 Let K be any ordered eld. A s e quence fa < g is pseudo Cauchy in (1 + I v 1 < ) if and only if fa ; 1 < g is pseudo Cauchy in (I v + 0 < ). M o r eover, a 2 1 + I v is a pseudo limit of fa < g if and only if a ; 1 2 I v is a pseudo limit of fa ; 1 < g. This proves the rst assertion. The second assertion is proved similarly.
A v alued vector space is maximally valued if and only if every pseudo Cauchy sequence has a pseudo limit (cf. GRA1]). For the case of valued elds, this was originally shown by Kaplansky KAP] . For the notion of a power series eld appearing in the next corollary, and a proof of the fact that such a eld is maximally valued, see RIB]. Here, let E denote any a r c himedean ordered eld and G any ordered Abelian group. Corollary 3.18 Every power series eld E((G)) admits a right exponential.
Proof: Since E((G)) is maximally v alued, its additive group is maximally v alued and consequently, s o i s ( I v + 0 < ) ( b y Lemma 2.17). Hence, it follows from the foregoing lemma that (1+I v 1 < ) is maximally v alued as well. As a power series eld, E((G)) is henselian with respect to v. By general valuation theory, this implies that its group 1 + I v of 1-units is divisible. By Theorem 3.15 and Corollary 2.24 it now follows that the ordered groups I v and 1 + I v must be isomorphic. 2
Note that this corollary can also be deduced in a di erent w ay using a result of B. H. Neumann A map f with these properties will be called an exponential on K. Note that for the de nition of \exponential eld", condition 2) is in fact super uous, because if (K + 0 1 < ) admits a map e satisfying 1), then it admits also a map f satisfying 1) and 2): let a 2 K >0 such that e(a) = 2 , a n d p u t f(x) = e(ax). This procedure also shows a possible way h o w to cope with the fact that axiom 2) is not an elementary axiom if we do not add a symbol for the valuation to our language. Indeed, we are free to replace axiom 2) by the stronger but elementary axiom \f(1) = 2". In the place of 2, we could choose any other rational number > 1. As well, we could take t wo rational numbers r 2 > r 1 > 1 and use the axiom \r 1 < f (1) < r 2 ". Finally, b y a s c heme of axioms of this sort, f(1) may b e x e d t o any r e a l n umber, up to addition of an in nitesimal (an element " of value v(") > 0). Proof: We rst show 1 ) )2). In view of the display of the lexicographic sums, this motivates the following denition, for every ordered eld K with decompositions (7) and (8).
An isomorphism f L from a group complement A to R v in (K + 0 < ) o n to a group complement B to U >0 v in (K >0 1 < ) will be called a left exponential in view of the uniqueness of the group complements, it automatically induces an isomorphism between A and G. Conversely, e v ery isomorphism between A and G induces a left exponential.
An isomorphism f M from a group complement A 0 to I v in R v onto a group complement B 0 to 1 + I v in U >0 v will be called a middle exponential in view of the uniqueness of the group complements, it automatically induces an isomorphism between (K + 0 < ) and (K Every right exponential (and thus also every exponential) f induces an automorphism f : G >0 ! G >0 given by f = f rk j n G >0 . I t m a y be indicated by writing f = w f v ;1 which is de ned by f (v(")) = w(f(")) = v(f(") ; 1). This is because G >0 f1g is the value set of both I v and 1 + I v . Again, f induces also an isomorphism of the skeletons (but independently of the existence of f, w e h a ve already shown that the skeletons of I v and 1 + I v are isomorphic, cf. Corollary 3.15).
As a corollary to Lemma 3.20 and the preceding remark, we obtain the following result which is due to Alling (cf. ALL], Th. 1.2 and Cor. 1.4). Composing the exponential f with the canonical epimorphism given in Lemma 3.6 we then nd that also v(K ) v(L ) is a proper extension and thus, v(L )nv (K ) is in nite. Through the isomorphism ' f it follows that ; L n ; K is in nite.
We h a ve seen in Corollary 3.18 that every power series eld which is root closed for positive elements, admits a right e x p o n e n tial. As a further consequence of the above remark, let us state here a necessary and su cient condition for such a e l d to admit a left exponential: Proposition 3.26 Let E((G)) be a p ower series eld, root closed for positive elements. If E((G)) admits a left exponential, then G is maximally valued more precisely, G ' H G <0 (E + 0 < ) : (11) Consequently, G does not admit a valuation basis. Conversely, if G is exponential in E and maximally valued, then E((G)) admits a left exponential. Proof: ): Since E((G)) is a power series eld, it is maximally valued. That is, the additive group of E((G)) with its natural valuation is maximally valued. Assuming the decomposition (7), it then follows by Lemma 2.17 that A is maximally v alued. If E((G)) admits a left exponential, then G is isomorphic to A and thus also maximally valued. Hence, G will be a Hahn product over its skeleton, according to Corollary 2.8. Since G is an exponential group in (E + 0 < ) b y Theorem 3.23, (11) holds. On the other hand, G <0 ' ; ; implies that ; ; contains in nite well ordered subsets, and by Lemma 2.9 it follows that G does not admit a valuation basis.
(: If G is exponential in E and maximally valued, then G is of the form (11), hence G ' A, and this induces a left exponential (cf. Remark 3.21).
Corollary 3.27 Let E((G)) be a p ower series eld, root closed for positive elements. Let e be a n e x p onential on E. Then E((G)) admits an exponential lifting e if and only if G is exponential in E and maximally valued. Lemma 3.28 Let ' : H ! J be an isomorphism of ordered s u b groups of R. Then there exists an element r 2 R >0 such that '(a) = r a for every a 2 H. Lemma 3.29 Let H J be a r chimedean ordered g r oups. If H 1! J (as ordered groups), then H ' J (as ordered g r oups).
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Proof: We m a y suppose that H and J are subgroups of R (cf. Theorem 3.1). Let ' 0 : H 0 ! J 0 be a local isomorphism of a subgroup H 0 H onto a subgroup J 0 of J. Then there exists r 2 R >0 such that ' 0 (a 0 ) = r a 0 for every a 0 2 H 0 . Hence, we h a ve that r H 0 J. Let us show t h a t r H J. Let Q{vector spaces). The construction ofF from F is done without di culty as follows. If f 2 F, dom f = H 1 , i m f = H 2 , a n d i f H 1 (resp.H 2 ) denote the divisible closures of H 1 (resp. H 2 ) i n G 1 (resp. G 2 ), then f extends in a unique way t o a n isomorphismf :H 1 ;!H 2 and we takeF = ff f 2 Fg : ii) Every dense linear ordering without endpoints is @ 0 {saturated. Indeed, the theory of dense linear orderings without endpoints is complete and admits elimination of quanti ers (cf. R{Z]). Consequently, realizing a 1{type over a nite set of parameters reduces to solving nitely many inequalities of the form x < a and x > b . But this is always possible in such an ordering.
It follows by Theorem 2.26 that any s u c h ordering is L 1! {equivalent t o Q. Conversely, i f a c hain is L 1! {equivalent t o Q, then it is necessarily a dense linear ordering without endpoints.
We will further use the notations of Theorem 3.19.
Theorem 3.31 Let K be a nonarchimedean ordered eld such that (K >0 1 < ) is divisible. Then (K + 0 < ) 1! (K >0 1 < ) as ordered g r oups if and only if 1) G 1!`Q (K + 0 < ) as ordered g r oups, 2) K admits an exponential. Proof: ): By part a) of Theorem 2.27, S((K + 0 < )) 1! S((K >0 1 < )) as ordered skeletons. By Theorem 3.19 and part b) of Theorem 2.27, we obtain that i) G 1! ; ; + G 0 as chains, ii) for every 2 ; ; , B( ) 1! (K + 0 < ) as ordered groups, iii) (K >0 1 < ) 1! (K + 0 < ) as ordered groups (since all archimedean components of (K + 0 < ) are isomorphic to (K + 0 < )). But (K >0 1 < ) being divisible, G is also divisible and hence as a chain, is a dense linear ordering without endpoints (let us remark that G 6 = 0 since K is nonarchimedean). By i), it follows that ; ; +G 0 is a dense linear ordering without endpoints, so the same holds for ; ; . By part ii) of the preceding remark, it follows that ; ; 1! Q : L e t : ; ; ' p Q. Since by ii) and Lemma 3.29 all nontrivial archimedean components of G are isomorphic to (K + 0 < ), it is easy to construct from a family 0 : S(G) ' p S( a Q (K + 0 < ) :
So assertion 1) follows now from part a) of Theorem 2.27, and assertion 2) follows from iii) and Lemma 3.29.
(: Let us assume the decompositions (7) and (8) where F L q f e 0 g q F R = ff L q e 0 q f R j f L 2 F L f R 2 F R g (cf. de nition (10) ).
But v(A) ; = G <0 is a dense linear ordering without endpoints, so G <0 1! Q :
On the other hand, all components of A are isomorphic to (K + 0 < ), so by a n argument already used in the rst part of this proof, it follows that S(A) Proof: By arguments already used in the proof of the previous theorem, one can see that conditions 1) and 2) together are equivalent to condition 1) of the theorem.
2
Note that by part ii) of Remark 3.30, assertion 1) is equivalent to the property o f ; ; to be a dense linear ordering without endpoints. Note also that by virtue of Lemma 3.29, the corollary is true also for archimedean elds.
For the countable case, the above theorem yields:
Theorem 3.33 (Countable Case Characterization Theorem) Let K be a c ountable nonarchimedean ordered eld such that (K >0 1 < ) is divisible. Given an exponential e on K, i t c an be lifted t o a n e x p onential f on K (i.e., f = e) if and only if G '`Q (K + 0 < ). Proof: ) follows from Theorem 3.31 and the fact that G and K are countable, by virtue of Theorem 2.25.
(: Given an exponential e on K, l e t e 0 and F be as in the proof of Theorem 3.31.
Then every element f 0 of F extends e 0 . S o b y virtue of Theorem 2.25, there exists 34 an isomorphism f : (K + 0 < ) ! (K >0 1 < ) extending e 0 . It follows that f = e. 2
Note that the condition on G in the above theorem is actually equivalent to the assertion \G is an exponential group in (K + 0 < )" in fact, we h a ve the following Proposition 3.34 Let G 6 = 0 and A be c ountable divisible ordered A belian groups and let A be a r chimedean. Then G is an exponential group in A if and only if it is of the form G '`Q A. Proof: ): Let G be a countable exponential group in A. T h e n G <0 ' ; ; , s o ; ; is a countable dense linear ordering without endpoints. By a classical theorem of Cantor, it follows that ; ; ' Q as chains. On the other hand, all components of G are isomorphic to A, s o b y part a) of Theorem 2.27, we h a ve G '`Q A. (: Let G '`Q A. T h e n ; ; ' Q, a n d G <0 is a countable dense linear ordering without endpoints. Again by C a n tor's Theorem, G <0 ' ; ; . Since all components of G are A, it follows that G is exponential in A.
2
From the proof of Theorem 3.31 we obtain the following corollary which c o n tains the symmetrical analogue to Corollary 3.16:
Corollary 3.35 Let K be a n o r dered eld, root closed for positive elements. a) If G is an exponential group in (K + 0 < ), then G 1!`Q (K + 0 < ) . b) Assume the decompositions (7) and (8). Then A 1! B (as ordered g r oups) if and only if G 1!`Q (K + 0 < ). If moreover K is countable, then K admits an isomorphism f : A ! B of ordered g r oups (that is, K admits a left exponential) if and only if G '`Q (K + 0 < ). Remark 3.36 In all the preceding theorems and corollaries, we m a y replace the function \exponential" by \ K{linear exponential". Indeed, the appearing value groups are not only Q{ but also K{vector spaces, and Theorem 2.27 holds for arbitrary ordered vector spaces. This is of interest because also the usual exponential on R is in fact R{linear.
To nish this paper, let us say a w ord about the hypothesis of divisibility for (K >0 1 < ). In fact, Theorem 2.27 used in the proof of Theorem 3.31 is not true if one omits the hypothesis of divisibility. The following example, due to F.{V. Kuhlmann, shows that there exist two regular countable ordered Abelian groups, having isomorphic skeletons, which are not isomorphic as ordered groups. 
