Purpose: Iron-oxide nanoparticles (IONPs) have shown tremendous utility for enhancing image contrast and delivering targeted therapies. Quantification of IONPs has been demonstrated at low concentrations with gradient echo (GRE) and spin echo (SE), and at high concentrations with echoless sequences such as swept imaging with Fourier transform (SWIFT). This work examines the overlap of IONP quantification with GRE, SE, and SWIFT. Methods: The limit of quantification of GRE, SE, inversionrecovery GRE, and SWIFT sequences was assessed using IONPs at a concentration range of 0.02 to 89.29 mM suspended in 1% agarose. Empirically derived limits of quantification were compared with International Union of Pure and Applied Chemistry definitions. Both commercial and experimental IONPs were used. Results: All three IONPs assessed demonstrated an overlap of concentration quantification with GRE, SE, and SWIFT sequences. The largest dynamic range observed was 0.004 to 35.7 mM with Feraheme. Conclusions: The metrics established allow upper and lower quantitative limitations to be estimated given the relaxivity characteristics of the IONP and the concentration range of the material to be assessed. The methods outlined in this paper are applicable to any pulse sequence, IONP formulation, and field strength. Magn Reson
INTRODUCTION
Iron-oxide nanoparticles (IONPs) are finding increased utility in clinical and preclinical settings for diagnostic and therapeutic purposes (1, 2) . The IONP-based contrast agents used in MRI applications, such as FDA-approved Resovist and Feridex, typically produce hypointensive signal (negative contrast) when imaged with gradientecho (GRE) and spin-echo (SE) sequences (1, 3, 4) .
Although low concentrations of IONPs can often be quantified with GRE and SE sequences, quantification of high IONP concentrations is not possible with these methods, because of the strong negative contrast produced. However, the ability to quantify IONPs over a broad concentration range is desirable for many emerging applications of IONPs, such as cell targeting (5-9), drug delivery (2, 10) , magnetic fluid hyperthermia treatment of cancers (11) (12) (13) , neuromodulation (14) , and nanowarming of cryopreserved tissues (15) .
Gradient-echo and SE sequences are sensitive to IONPs ( < 0.18 mM) because of their finite minimum echo time (TE) (typically > 1 ms) and the short T 2 and T Ã 2 of spins in the presence of IONPs (16) . At high IONP concentrations, T 2 and T Ã 2 values become too short to enable accurate IONP quantification. Recently, several echoless pulse sequences have been developed to preserve signal from spins with ultrashort T 2 or T Ã 2 , such as ultrashort echo time, zero echo time, swept imaging with Fourier transformation (SWIFT), and pointwise encoding time reduction with radial acquisition (17) (18) (19) (20) (21) (22) . In this work, a T 1 -weighted SWIFT sequence (23) is compared with GRE and SE sequences for quantifying IONPs. The SWIFT sequence exploits frequency-modulated excitation and a simultaneous acquisition strategy to preserve signals arising from spins having almost any R 2 ( ¼ 1/T 2 ) (6, 19, (23) (24) (25) (26) . This sequence has been demonstrated to measure high concentrations of IONPs both in agarose and in vivo (23, 27) . In vivo quantification of IONPs in various organs was shown to be possible at concentrations as high as 61 mM Fe (23, 27) .
The quantification of IONPs using MRI has been demonstrated at both low and high IONP concentrations (23, 27, 28) . Thus far, the overlap of the quantifiable ranges provided by GRE and SE, and echoless sequences like SWIFT, has not been explored. Herein, the dynamic range of IONP quantification with GRE, SE, inversionrecovery gradient echo (IR-GRE), and SWIFT is assessed to establish metrics for defining the upper and lower quantification limits.
METHODS

Experimental Nanoparticle Synthesis and Characterization
Functionalized mesoporous silica-coated IONPs (msIONPs) were produced with superparamagnetic iron oxide cores (EMG-308, Ferrotec, Bedford, NH) following a previously described protocol to synthesize the mesoporous silica shell with a polyethylene glycol and trichloromethylsilane coating (29) . The iron content of the msIONPs was verified using inductively coupled plasma optical emission spectrometry.
Commercial Nanoparticles
Two commercial nanoparticles were compared: an IONP used for magnetic fluid hyperthermia applications, EMG-308, and an FDA-approved IONP used for anemia treatment that has also generated interest as an MRI contrast agent (Feraheme, Amag Pharmaceuticals, Waltham, MA) (30, 31) .
Phantom Preparation
The IONPs were suspended in 1% agarose in 6 Â 50 mm culture tubes. The lower limit of quantitation (LOQ) was assessed with msIONPs at concentrations ranging from 0.02 to 1.79 mM. The full LOQ range was assessed at concentrations ranging from 0.02 to 35.71 mM. Finally, the upper LOQ was assessed with the commercial particles from 17.86 to 89.29 mM. A control (1% agarose only) sample was included with all measurements. Up to nine samples were held in place using a Teflon holder that was inserted into a 50-mL polyethylene terephthalate centrifuge tube filled with 0.9% saline.
Image Acquisition
Magnetic resonance imaging was performed over several imaging sessions. All MR images were acquired in a 9.4T 31-cm bore magnet (Magnex Scientific, Yarnton, UK) interfaced to a research console (Varian, Palo Alto, CA). All images were acquired with a volume transmit/receive coil having an inner diameter of 3 cm (Varian).
The goal in this work was to assess the overlap between R 1 -, R 2 -, and R Ã 2 -based IONP quantifications. The SWIFT, GRE, SE, and IR-GRE sequences were used to assess that overlap. The SWIFT sequence was selected based on recent in vivo studies demonstrating an R 1 and IONP concentration calibration at high IONP concentrations ( 61 mM) (28) . The IR-GRE sequence provided a short-TE R 1 mapping sequence for comparison with the echoless R 1 mapping provided by SWIFT. The GRE and SE sequences were selected as standard pulse sequences for R Ã 2 and R 2 measurement, respectively. The sequence parameter settings were not selected to optimize over the entire IONP concentration range. Instead, for conventional sequences (GRE, SE, and IR-GRE), repetition time (TR) and TE values were set within practical limits to achieve optimal sensitivity for high IONP concentrations, whereas the parameter settings for SWIFT were based on previous studies which had a concentration range that would overlap with GRE, SE, and IR-GRE sequences (16, 28) . Furthermore, because the focus of this study was to ascertain the overlap of the quantifiable IONP ranges achievable with these techniques and not a direct comparison of imaging metrics, the receiver gain used for each sequence was selected to obtain the best image and not to match the signal-to-noise ratio between sequences.
The GRE, SE, and IR-GRE acquisitions were used to produce 2D maps of R (32) .
Measurements determining the lower LOQ were performed with msIONPs only and required triplicate images acquired within the same session repeated across three separate sessions. This resulted in a total of nine image datasets. Measurements used to determine the relaxivity values (r 1 , r 2 , and r Ã 2 ) for the commercially available IONPs were derived from a single image dataset.
Relaxation Determination
For each voxel, the time points along the recovery or decay curve were fit using a three-parameter mono-exponential fit. The use of the three-parameter fit is most critical for high IONP concentrations, in which full saturation or inversion may not be achieved and the residual magnetization should be removed from the fit (23) . A specific amplitude could not be assumed for this fit; therefore, broad boundaries were selected. These broad boundaries allow both an exponential decay or growth fit based on the pulse sequence evaluated. More details about this fit and the effect of boundary selection on the R x are discussed in the Supplemental Information. The relaxivity measurements were determined with least-squares fitting. The region of interest assessed for each tube was a cuboid with the dimensions 2.05 x 2.05 x 5 mm. For GRE, SE, and IR-GRE, this resulted from drawing a 6 Â 6 voxel square in the center of each tube for the single slice acquired. For SWIFT, this was acquired by drawing a 12 Â 12 voxel square within the center of each tube across four slices.
Error Sources
Three error sources were compared for the determination of the LOQ. The three sources of error investigated are (i) the standard error of the exponential fit ("Fit"), (ii) the standard deviation among measurements within the same imaging session ("Within Session"), and (iii) the standard deviation among average measurements made during different imaging sessions ("Between Sessions"). To be comparable, each of these variations was rescaled as a percentage of the mean R x measured. For all measurements, the observed dynamic range (linear region of calibration curve) was used to define the upper and lower LOQ. More discussion on the metrics used to define the lower and upper LOQ are given in the "Results" and "Discussion" sections. A fit standard error above 5% was observed to indicate that a measurement was above the upper LOQ for GRE, SE, and IR-GRE sequences, and therefore a bad quantitative measurement. Samples with a low IONP concentration were observed to be below this threshold. The lower LOQ was assessed after the largest source of error was defined as the standard deviation of the blank.
Lower Limit Assessment
There are three different terms that are often used to describe quantification capabilities: critical limit (x C ), limit of detection (x D ), and limit of quantification (x Q ) (33) . For this work, we use the nomenclature and equations from the 1995 International Union of Pure and Applied Chemistry (IUPAC) standard, which allowed a direct comparison of x C , x D , and x Q (34). The critical limit (x C ) indicates the lowest possible amount of analyte that could be measured with a detector (Table 1, Eq. [1] ). This measurement has a 5% statistical overlap with the blank measurement, and therefore has the possibility of false positive results. The detection limit (x D ) indicates the lowest possible amount of analyte where overlap with the blank is negligible (Table 1, Eq. [2] ). Both x C and x D account for the statistical overlap with the blank, number of standard solutions measured for the calibration, and the range of concentrations measured for the calibration. The quantification limit (x Q ) indicates the lowest possible amount of analyte that can be quantified separately from the blank ( Table 1 , Eq. [3] ). This equation guarantees no overlap with the blank by ensuring a distance from the blank that is an order of magnitude larger than the standard deviation of the background matrix (i.e., blank). The lower LOQ defined by x C , x D , and x Q were compared with the empirical quantification limit, which was defined from the results of a one-way analysis of variance with Dunnett comparisons to the control. Statistical analysis was performed using Graphpad Prism version 6.02 (GraphPad Software, La Jolla, CA).
Upper Limit Assessment
The upper LOQ is often defined as the "loss of linearity" within the calibration curve, which is dependent on the detection method (35) . For MR quantification, the R x values are defined from the exponential curve fit to the change in signal over time. As higher IONP concentrations are measured, a smaller signal change occurs, resulting in a less robust exponential fit. The effect of a less robust fit was observed to be different between echo and echoless sequences. For echo sequences (GRE, SE, and IR-GRE), a less robust exponential fit was observed with a drastic increase in the exponential fit standard error (see Supporting Fig. S1 ). Measurements within the dynamic range were observed to be less than 0.1%, whereas those above the dynamic range had a standard error greater than 100%, of the R x value. The SWIFT sequence demonstrated a low exponential fit standard error, despite the measurements obviously being beyond the dynamic range. However, as higher IONP concentrations are achieved for SWIFT, it becomes more difficult to fully saturate the signal, changing the exponential fit amplitude (23) . The amplitude of the exponential fit and the R 1 value were observed to change based on the boundary conditions given for the exponential fit, indicating that the fits were not robust (see Supporting Fig. (33, 34) .
h Function of the ordinary least-squares regression parameters The calibration slope is estimated from a least-squares regression of signal on concentration of the calibration standard.
S2). More details are given on this determination within the supplemental information.
RESULTS
Initial studies are performed with msIONPs, because their R 1 correlation with IONP concentration has been demonstrated in vivo (27) . The relaxivity maps of msIONPs at a broad concentration range (0.02-35.71 mM) demonstrate the upper limits of detection for traditional pulse sequences (Fig. 1 ). Upper limits of detection are 1.79, 0.89, and 1.79 mM for GRE, SE, and IR-GRE, respectively. For these pulse sequences, the upper limit of detection is equivalent to the quantifiable upper limit. With samples containing IONP concentrations above this limit, signal voids in the images limit the ability to obtain adequate exponential decay fits for determining relaxation time.
The R 1 values acquired with IR-GRE and SWIFT methods are compared. These values are the same at low IONP concentrations, but a deviation between these two methods is observed as msIONP concentrations greater than 1.79 mM. A comparison between these measurements is demonstrated with a Bland-Altman plot (Fig. 2) , for which the x-axis indicates the mean R 1 and the yaxis indicates the difference between the R 1 values.
The different sources of error in the quantification of IONP concentration are compared with the msIONP data set (Fig. 3) . The average percent error across the entire detectable range is plotted with the standard deviation within the detectable range. The error between imaging sessions was determined to be the dominant source of error, and is therefore used as the standard deviation of the blank for the calculation of x C , x D , and x Q . The calculated lower LOQ defined by x Q is found to most directly match with the empirically derived results (Table 2 ). For each of the sequences, the calculated limit of quantitation is determined to be just below the empirically defined measurement (Fig. 4) .
FIG. 1.
Comparison of relaxation-rate maps for each of the pulse sequences. Within the GRE image, the effect of field inhomogeneity on the background saline of the phantom, which is caused by the presence of IONPs, is noticeable around the 35.71-mM sample. Additionally, the highest concentrations measured ( > 8.93 mM) cannot be quantified with GRE. The SE sequence was observed to have a lower dynamic range than GRE. The IR-GRE obtains similar measurements to SWIFT; however, the short T 2 and T To act as a comparison with previously published work, two different view settings are investigated with the SWIFT sequence (27) . The change in the view settings adjusts the sample range along the recovery curve (Figs. 5a  and 5b ). The number of view orders (N v ) 1024 and 4096 are compared; in this comparison, the number of view sets (N vs ) are adjusted to 512 and 128 to maintain the same scan time. The effect of the sample range on the exponential fit standard error can be observed between the standard fit error. Maps are shown in Figures 5c and 5d . The best selection of view settings as a function of IONP concentration is determined by comparing the standard fit error. A lower standard error indicates a better fit and therefore is a more accurate measurement. The lower view order setting (N v ¼ 1024) is optimal at higher IONP concentrations, more specifically above 8.93 mM, whereas the higher view order setting performs better at low IONP concentrations (N v ¼ 4096).
The r 1 , r 2 , and r Ã 2 of each IONP is listed in Table 3 with the approximated lower and upper limit of quantification. Higher IONP concentrations (up to 89.29 mM) are explored using only the commercially available IONPs (Fig. 6) , because it was technically challenging to achieve these high concentrations with synthesized msIONPs. The upper LOQ is observed at concentrations above 35.71 mM for both commercial IONPs. A discrepancy is observed between measurements made over a broad concentration range (0-89.29 mM) and only the high concentration range (44.64-178.57 mM) at 53.57 and 89.29 mM. This discrepancy is attributed to these measurements being above the upper LOQ for Feraheme and EMG-308.
DISCUSSION
Several noninvasive imaging methods have been applied to quantify IONPs. X-ray CT is used clinically for hyperthermia cancer therapeutics in Europe, but is only useful for high concentrations ( > 89 mM) (16). Magnetic particle imaging is a very promising tracer-based imaging method that directly detects IONPs. It has been demonstrated at concentrations ranging from 150 to 189 mM (36, 37) . This range is beyond the 6-mM lower LOQ shown with Feraheme and the 53-mM upper LOQ shown with Feraheme. Currently, only preclinical magnetic particle imaging scanners are available, but recent studies have shown great promise toward applications in traumatic brain injuries, magnetic fluid hyperthermia, liver visualization, kinetics tracing of IONPs, and assessing IONP biodistribution (36) . Quantitative susceptibility   FIG. 3 . R x error comparison. This error comparison shows the different sources of R x error as a percentage of the R x value. The error bars indicate the standard deviation of that percentage error across the detectable range. The GRE, IR-GRE, and SWIFT sequences were evaluated across the 0 to 1.79 mM dynamic range (n ¼ 6), whereas SE is evaluated across its shortened dynamic range (0-0.18 mM; n ¼ 4). "Fit" indicates the standard error due to the exponential fit. "Within Session" indicates the standard deviation across images acquired within the same session. "Between Sessions" indicates the standard deviation across separate imaging sessions. The GRE and SE fit values are 0.00014 and 0.006%, respectively, and are not visible on the current plot.
FIG. 4.
Comparison of calculated and empirical LOQ for msIONPs. The calculated lower LOQ (x Q ) based on the IUPAC standard (red vertical lines) is compared with the empirically defined limits of measurement (filled columns). The empirically determined minimum is the measured concentration higher than the lower LOQ. Specific values for these plots are available in Table 2 . **P ¼ 0.001 to 0.01; ****P < 0.0001; P values are for the comparison with the control, listed in Table 2 .
mapping determines the magnetic susceptibility of a material through phase information with GRE (38) . Unlike R 2 and R Ã 2 mapping, QSM is not susceptible to blooming artifacts; therefore, it is considered more accurate and has the potential to extend past the quantification limitations for R Ã 2 (39) . Iron oxide nanoparticles quantification has been demonstrated for cell targeting and IONP accumulation and distribution in vivo (39) (40) (41) (42) . In contrast, R 1 , R 2 , and R Ã 2 maps are already applied clinically and have the capability to noninvasively quantify IONPs at much lower concentrations than CT.
Quantification of endogenous iron with magnetic resonance is already an established clinical technique (43) (44) (45) . These protocols, which use SE and GRE methods, have been expanded to demonstrate IONP quantification within in vivo studies (5, 46) . In both cases, the limitation of these pulse sequences is caused by the minimum achievable TE and the short T 2 and T Ã 2 caused by the presence of iron and iron-oxide. Several recently developed sequences have zero or negligible acquisition delay, allowing for the detection of signals with rapid T 2 and T Ã 2 relaxation and acquiring contrast through T 1 relaxation (19, 22, 23, 27, 32, (47) (48) (49) . These methods have been able to demonstrate the quantification of IONPs as high as 54 mM in 1% agar, 61 mM in organs, and 2.9 mM in blood (23, 27, 48) . All of these works focused on the extension of the IONP quantification range, whereas in this study, we focus on the IONP concentration overlap between conventional MRI methods such as GRE, SE and IR-GRE, and T 2 -insensitive pulse sequences such as SWIFT. This allows for future studies to be designed based on the relevant IONPs available and the desired concentration range of quantification.
The main goal of this study was to assess the quantitative overlap between an echoless sequence (SWIFT) and conventional echo pulse sequences (GRE, SE, and IR-GRE). The settings for GRE, SE, and IR-GRE were chosen to increase the upper LOQ. More specifically, selecting a shorter TE increases the upper LOQ. In our case, the TE was constrained by the hardware. The lower TE for GRE, compared with SE, allowed GRE to quantify higher IONP concentrations. The IR-GRE technique, commonly used for mapping T 1 , becomes less reliable at high IONP concentrations as a result of effects from short T Ã 2 . Therefore, the upper LOQ for IR-GRE is also governed by the lowest achievable TE. There are alternative pulse sequences that are not hindered by hardware constraints and can reduce artifacts, thus providing a broader quantitative range. However, the purpose of this work was not to focus on specific sequences under certain hardware limitations, but to describe a procedure that is applicable to any sequence or hardware constraints.
The parameter settings for SWIFT used previously known settings that have obtained R 1 values for samples ranging from 0 to 61 mM (27) . It has been demonstrated that IR methods are problematic for fast relaxing samples, because of a diminished ability to achieve full inversion (23) . The use of saturation rather than inversion preparation in SWIFT may explain why a lower limit of quantification was achieved with IR-GRE as compared with SWIFT. However, at the low IONP concentrations evaluated for the lower LOQ, the R 1 term is dominated by the intrinsic R 1 , and the changes in IONP concentration are below the standard deviation observed between imaging sessions. Therefore, SWIFT using IR rather than saturation recovery is unlikely to have a large impact on the lower LOQ.
The two different SWIFT settings had a major influence on the IONP concentration that could be quantified. The observation that N v ¼ 1024 and N v ¼ 4096 settings worked best for higher and lower IONP concentration, respectively, follows the expectation from the time points acquired along the exponential fit. Based on the standard fit error maps, the N v ¼ 1024 setting is unsuitable to use for the very low IONP concentrations, 0.18 mM and below. In contrast, the N v ¼ 4096 setting is capable of quantifying values for the entire range measured with the msIONPs. However, measurements at 35.71 mM and higher with commercial IONPs could not be quantified using the N v ¼ 4096 setting.
Clinical recommendations for the upper and lower boundaries of quantitative measurements using MRI relaxometry have previously been established. The lower bound for T 2 and T Ã 2 was defined as two times the lowest TE (or TI, for T 1 measurements), whereas the upper bound was defined as one-half the highest TE (or TI) (43) . These definitions, which are based on pulsesequence settings, define the upper and lower limits based on the shortest and longest time points acquired along the exponential fit. Similar recommendations can be used for SWIFT, based on the acquired time points, as affected by N spiral and N v . The boundaries described herein are instead empirically derived as described in the "Methods" section. More specifically, it must be possible to distinguish the change in R x caused by the amount of IONP present from the variations in the R x of the intrinsic matrix. Several specific instances were discovered in which our empirical observation deviated from the clinical recommendations. Both SE and SWIFT demonstrated a smaller lower T 1 boundary (longer upper IONP concentration boundary) than the clinically recommended one. The SWIFT and SE sequences were able to measure T 1 and T 2 as short as 12.8 and 3.4 ms (corresponding to 35.71 and 1.79 mM in Table 3 ), despite the suggested 25.4-and 24-ms setting limits, respectively.
Within the defined quantitative range, it is no surprise that the dominant source of error was measured among the different imaging sessions. With a chemically stable sample, it would be surprising to observe instabilities in the instrumentation that would cause large sources of variation. However, when the sample is completely removed from the magnet, small changes in sample placement, tuning, and shimming can have a more pronounced effect. This is most notable in GRE, which is particularly susceptible to field inhomogeneities (50) . The effect of inhomogeneity can be noted in GRE images of these samples in regions around the highest IONP concentration. The inhomogeneity in the surrounding saline is likely caused by the high IONP concentration within the nearby sample. Furthermore, SE is a currently used clinical method for endogenous iron quantification, whereas GRE is still viewed as unreliable as a result of its sensitivity to the surrounding environment (44) .
An important error source that was not explored in this work is the effect of working within complex biological environments. The surface coating on the IONP can have a major effect on the aggregation and accumulation within different cell types. For example, EMG-308 is known to aggregate within biological systems, whereas in in vitro studies an increased accumulation was observed, and blooming artifacts were demonstrated with in vivo studies (29, 51) . In contrast, the application of a mesoporous silica coating (msIONPs) greatly improved stability and allowed for quantification within in vivo systems (27, 29) . Previous work with msIONPs demonstrated that accumulation of IONPs between different organs did affect the relaxivity (27) . Furthermore, the IONP stability, which is dependent on the surface coating, should be understood for the time frame of the study (52) . Degradation has been demonstrated for msIONPs within a week after intravenous injection (27) . The effect of msIONP degradation after one week in vivo on relaxivity was negligible in some organs and caused a drastic change in others (27) . Finally, background produced by endogenous iron sources is likely to have a larger effect on the error than those outlined in this paper. T 2 and T Ã 2 are known to be susceptible to the change in endogenous iron (44) . Additional studies have demonstrated a strong dependence between T 2 and the presence of ferritin, but a much lower response has been demonstrated with T 1 (53) . Further studies are required to know the effect that endogenous iron will have on the in vivo lower limit of IONP quantification using SWIFT. Furthermore, quantitative studies performed with preclinical and clinical studies will need to account for the endogenous iron variation between subjects when defining the lower LOQ.
The fact that the empirically derived limits match the IUPAC standard allows the lower LOQ to be estimated with the measured standard deviation of a dominant error source of a blank (1% agar, in our case) and the slope of the sample calibration. Therefore, the tedious repeated measurements only need to be performed once for each pulse sequence and background matrix, rather than for each sample. These same metrics could be applied to any IONP, but also for the quantification of any material having an affect on T 2 , T Ã 2 , or T 1 . Unlike GRE and SE, SWIFT's upper detection limit does not immediately decrease to zero signal. Therefore, the affect on the exponential fit amplitude was used to define the upper LOQ. At higher IONP concentrations, off-resonant effects create ringing artifacts in the image (23) . This effect is best observed with commercial IONPs at concentrations above 17.86 mM, as shown in Figure 6 . Interestingly, EMG-308 demonstrates a faster loss of contrast, whereas Feraheme is more susceptible to the ringing artifact indicative of off-resonant effects. The loss of contrast with EMG-308 can be attributed to the higher r 1 , r 2 , and r Ã 2 compared with Feraheme. Therefore, it is expected that EMG-308 would become susceptible to T 2 and T Ã 2 dominant effects at lower concentrations than Feraheme. Although these data indicate the upper limitation of IONP quantification with SWIFT is at 35.71 mM, it is important to note that there are many variations to the SWIFT sequence that could be applied to expand the upper limit of IONP quantification, such as further adjustment to the N spiral and N v settings or the binning used in the reconstruction algorithm.
The current in vitro, ex vivo, and in vivo applications for noninvasive IONP quantification are varied; therefore, as new IONPs are developed, evaluation of the quantitative range is essential to properly assess their use for a specific application. Currently, IONPs have been investigated for their utility in neuromodulation, cancer treatment based on magnetic fluid hyperthermia, cryopreservation, cell targeting, and drug delivery. Cell targeting requires detection of very low concentrations of IONPs; therefore, an assessment of lower LOQ achievable with a given R 2 -or R Ã 2 -mapping sequence may be needed in some cases (5) . In contrast, hyperthermia and neuromodulation applications may require high concentrations of IONPs, so assessment with SWIFT, ultrashort echo time, zero echo time, and pointwise encoding time reduction with radial acquisition may be more applicable (14, 16) . Finally, assessing biodistribution for drug development applications requires a wide quantitative range, necessitating multiple pulse sequences to extend that range.
In this work, we focus only on the quantitative abilities of GRE, SE, IR-GRE, and SWIFT at one particular field strength, 9.4 T. General conclusions about the limitations of these pulse sequences for measuring T 1 , T 2 , and T Ã 2 are not rendered by this work. In contrast, the methods outlined in this paper can be used as an assessment of quantitative overlap and are applicable to any pulse sequence, IONP formulation, and field strength. At 9.4 T, an overlap between the GRE quantification and SWIFT quantification was established for all three IONPs assessed.
CONCLUSIONS
In summary, we have shown a way to estimate the upper and lower limits of IONP quantification with different relaxation-mapping techniques. With this information, optimal pulse sequence selection is possible based on the relaxivity and concentration range of the material to be assessed. Furthermore, a large dynamic range for IONP quantification is possible when GRE and SWIFT measurements are combined.
SUPPORTING INFORMATION
Additional Supporting Information may be found in the online version of this article. The exponential fit standard error is shown for the same data set, also on a logarithmic scale. The IONP concentration in which a loss of linearity is observed also shows a drastic increase in standard error (green and blue arrows). Similar results were observed with msIONPs and EMG-308. Fig. S2 . Exponential amplitude (a) and R 1 (b) values with different amplitude boundaries for the exponential fit for a data set quantifying high concentrations of Feraheme with SWIFT. The gray line indicates the upper LOQ based on observing a distinction between the broad amplitude bounds (28 to 8) and other amplitude bounds. This upper LOQ is slightly below what is observed as a loss of linearity; however, it allows for a robust measurement to be obtained.
