. Thus, spike clusters differing by just mental Procedures. In the following sections, the model one spike can reliably convey different messages about is assembled stepwise, and at each stage of improvethe visual stimulus, and they do so with a timing preciment, we illustrate its successes and remaining deficits sion of a few milliseconds. The key variables by which by comparing representative real spike trains with the a firing event conveys its visual message are the time predictions of the model. of the first spike and the total number of spikes. By comparison, the detailed timing of subsequent spikes within the firing event contributes little to neural coding,
Predicting the Occurrence of an Event
We begin with a simple algorithm to predict the times carrying only ‫%5ف‬ of the visual information (M. Berry and M.M., unpublished data). However, these prior stud-T when firing events occur, without regard to the number of spikes they contain or the variability across trials ies did not address just what features of the stimulus these firing events convey.
( Figure 2A ). The stimulus s(t) represents the light intensity as a function of time. This is passed through a linear Here we develop a mathematical model that can predict neuronal spike trains from the time course of the filter to produce the generator potential g(t). When g(t) crosses a preset threshold from below, an event is fired. stimulus. The model is applied to recordings of responses to random flicker stimuli from retinal ganglion When the function passes back through threshold from above, nothing happens. cells in salamander, rabbit, and cat, as well as LGN neurons in cat. For each neuron, we optimize the param-
The only parameters of this model are the filter, given by the impulse response F(t), and the threshold [this eters of the model so that the simulated responses 
(gray) augmented by an additional (A) The stimulus s(t) is convolved with a filter F(t) to produce the feedback pathway (black). The exponential feedback potential P(t) generator potential g(t). An event is fired when the generator poten-
is triggered by each spike and lowers h(t), the input to the threshold tial crosses upward through the threshold . version corresponds to a(t) ϭ b(t) ϭ P(t) ϭ 0 in Equations and thus the probability for subsequent firing events is 1-4]. Once the filter and threshold are optimized, the temporarily reduced until the after-potentials decay. For correspondence between the real firing events and the example, the false event predicted in Figure 2B no longer predicted ones is for the most part quite strong (Figure occurs in Figure 3B (arrow). The suppression of these 2B). However, the model tends to overpredict the numevents allows the fitting algorithm to lower the model's ber of events that closely follow a preceding event, such spike threshold, which relieves the underprediction of as the last event predicted in Figure 2B . Correspondevents separated by large intervals. Figure 3C shows ingly, the number of events separated from the precedthat most of the errors in Figure 2C are eliminated by ing one by a long interval is underpredicted ( Figure 2C ). this addition. Thus, the negative feedback mechanism It appears that the model could be improved by impleserves both to simulate repetitive firing within a firing menting some partial refractoriness after a firing event.
event and to implement the refractoriness following an event.
Predicting All Spikes in an Event
The above scheme can be expanded to generate all of
Predicting the Variation across Trials
The last task is to predict the variability of the firing the spikes within firing events by simply adding a negative feedback loop. In the model of Figure 3A , each spike events, specifically the trial-to-trial variations of the event time, V, and of the spike number, S. We did so triggers a negative after-potential P(t) that gets added to the generator potential g(t). Thus, the sum h(t) immediby adding two Gaussian noise sources, as shown in Figure 4A . Since the noise signals are different from trial ately drops below threshold, and if g(t) continues to rise, the model will fire again. Thus, large excursions of g(t)
to trial, the simulated spike trains now vary across trials as well ( Figure 4B ). now lead to clusters of several spikes during the rising phase ( Figure 3B ).
The first noise source, a(t), is added to the generator potential prior to the threshold. This introduces random After such a firing event, h(t) is considerably lower than g(t) as a result of the accumulated after-potentials, variation in the time of the threshold crossing at the The fit to responses from a salamander "strong OFF" cell. r(t) shows real spikes from three trials, and rЈ(t) the predicted spikes on three trials. Each simulated trial used different choices for the noise waveforms a(t) and b(t), and thus produced slightly different h(t), the input to the threshold operation.
(C) The spike number variance S 2 of firing events plotted against their mean spike number N for a real retinal ganglion cell (left), for the best-fit model using only a(t) (middle), and for the best-fit model using both a(t) and b(t) (right). The arched patterns result from the fact that the spike number is necessarily integer, which constrains the possible values for its variance . The dashed line corresponds to the identity, the relationship expected for a rate-modulated Poisson spike train.
beginning of a firing event. We chose a(t) to have a randomly modulates the amplitude of the feedback potential P(t) following each spike. This noise source was Gaussian amplitude distribution with standard deviation a and an exponentially decaying autocorrelation functaken to have a Gaussian distribution with standard deviation b and a very short correlation time, so its values tion with time constant a . The time constant was fixed at a ϭ 0.2 s for neurons from salamander and rabbit are independent from spike to spike. With this addition, the model successfully accounts for the spike number retina, and a ϭ 0.02 s for cat neurons. These values served very well in predicting the trial-to-trial jitter of variability ( Figure 4C ). the onset of firing events, and holding them fixed helped to reduce the number of free parameters of the model.
Simulated Spike Trains
This model was used to fit the responses of neurons in In the spirit of maintaining simplicity, we had hoped that this single stochastic component would explain the the retina and lateral geniculate nucleus. For each neuron, we identified the physiological cell type by tradivariability in both event timing and spike number. However, we found that the second and subsequent spikes tional criteria (see Experimental Procedures), recorded the response to a random flicker stimulus, and then in a firing event are much more variable than expected from a(t) alone. A model including only a(t) predicts a optimized the parameters in the mechanism of Figure  4A to match those spike trains. To illustrate the perforvery low trial-to-trial variation in the spike number of firing events, considerably smaller than that observed mance of this algorithm, we present raster plots of real spike trains on several identical stimulus trials, along in real neurons ( Figure 4C ). This is because the optimal value for the correlation time a significantly exceeds with the corresponding predicted spike trains from the best-fit model ( Figure 5 ). These brief episodes of the the duration of most firing events, and thus generation of spikes after the first threshold crossing becomes esresponse were chosen to have prediction errors typical for their respective cell type. In addition, an analysis of sentially deterministic. The greater variability of real spike trains could be explained if each spike injects all the firing events produced by one cell is given in Figures 6 and 7 , and analyzed. In interpreting these results, recall that the Figure 5A shows responses from a salamander "strong OFF" ganglion cell. These neurons produce very model parameters were always derived from a different stimulus segment than the one used for evaluating the sparse spike trains: the firing rate, averaged over all stimulus repeats, is exactly zero more than 94% of the fits; in this sense, the simulated spike trains are truly predictions.
time because the spikes are locked to the stimulus with high timing precision (3.5 ms; see Table 1 Figure 5A shows that the duration of predicted events (the time from first to last their timing. Still, the model adjusts to these spiking statistics and produces spike trains that match the real spike of an event) is somewhat longer than that of the actual events. Note that the event duration was not a ones both qualitatively and quantitatively ( V and S denote the neuron's variability in event timing and spike number, respectively, averaged over all firing events. These set the scale for precision in the real visual response, on which the accuracy of the model's prediction should be evaluated. Listed to the right are the discrepancies between the predicted and actual event trains in terms of timing ͉T Ϫ TЈ͉, spike number ͉N Ϫ NЈ͉, timing variability ͉V Ϫ VЈ͉, and number variability ͉S Ϫ SЈ͉. In each case, the absolute value of the discrepancy was averaged over all events. Note these error measures are those used in optimizing the model (Equation 11).
see Table 1 ), but they contain large numbers of spikes predicted event trains for an individual cell, and a summary over many neurons is shown in Figure 7 . The timing (often Ͼ10), with low trial-to-trial variability (Ͻ1 spike; see Table 1 ). Again, the model captures the timing, spike of firing events is reproduced very well by the model ( Figure 6A ): in comparing the inter-event intervals in number, and overall shape of these firing events quite accurately. By contrast, a delayed OFF cell ( Figure 5D ) actual and simulated spike trains, the discrepancies appear negligible relative to the inter-event intervals themresponded very sparsely, with a zero firing rate more than 91% of the time. Note that its firing events align selves. In fact, the root-mean-square timing error incurred by the model is only 3.5 ms (Figure 6A inset). with a subset of the events of the OFF brisk transient cell ( Figure 5C ). The event timing, spike number, and This is comparable to the amount by which this cell's event time jittered between trials, 3.9 ms. A similar level the variability of those quantities are again predicted rather well by the model. However, the expanded time of accuracy was achieved for many cells ( Figure 7A ; Table 1 ). In almost all cases, the model predicted the scale in Figure 5D 
(t). However, a(t)
The number of spikes in each event was also predicted very accurately ( Figure 6B ), with the discrepancy varies slowly and remains essentially constant for the remainder of the event. Therefore, the model will conbetween data and prediction often less than one spike. For most cells, the error in predicting the spike number tinue firing spikes until the generator potential reaches its peak (see the large cluster in Figure 3B ). Thus, the was comparable to the neuron's variation across trials ( Figure 7B ; Table 1 ). Again, the predictions for rabbit spike cluster should terminate at approximately the same time in each trial, counter to what happens in brisk transient cells fall short of this mark. Note, how- Figure 5D . In principle, one could capture this form of ever, that these firing events contain large numbers of variability by allowing the latency of the filter to fluctuate, spikes (e.g., Figure 5C ) so that the errors of the predicwhich would produce the same spike cluster with tion still constitute a small fraction of the absolute spike slightly different timing on each trial.
numbers. A Y-type ON ganglion cell from the cat retina (Figure
The model also served to predict the trial-to-trial jitter 5E) produced firing events at a much higher rate than of the event time V and of the spike number S. For the that of the neurons considered so far and with great neuron in Figure 6 , both the average time jitter and the timing precision (0.8 ms; Table 1 ). The model adapts to average number jitter are matched correctly. Event by these dynamics, and it is difficult to distinguish the set event, there is a positive correlation between the actual of simulated spike trains from the real ones. An X-type V and the predicted VЈ ( Figure 6C ), but little between ON cell from the cat LGN ( Figure 5F ) fired events at an the actual S and predicted SЈ ( Figure 6D ). However, even greater frequency. However, each event contained the number jitter S simply does not vary much across fewer spikes on average, and many events were repreevents; what variation there is depends largely on how sented on only a subset of the trials. Again, most aspects close the average number of spikes N is to an integer, of this cell's behavior are well matched by the predicted with S smaller for near-integral values of N ( Figure 4C ). spike trains.
So to match S more accurately, the model would need to predict N to within a small fraction of a spike. Figure 6 by comparing the actual and measured. In exploring whether an accurate prediction of spike trains is feasible, we used a visual environment rich in temporal structure but with no spatial variation. The conclusions in the following sections are subject to this caveat. Extensions of the approach to more general conditions will be discussed.
Quality of the Model's Predictions
In evaluating the accuracy of the model's performance, we placed particular value on the prediction of two aspects of the visual response: the time of occurrence of each firing event and the number of spikes produced in that event. This choice is not tied to any particular theory of neural signaling; most would probably agree that it is important when a cell fires and also how many spikes it fires. By these criteria, the formalism performs very well. In most cases, the error the model makes in predicting the average event time is comparable to the random variation of that event time across trials ( Figure  7 ; Table 1 ). Similarly, the error in predicting the average spike number compares well to the jitter of that spike number across trials. In other words, the prediction one gets from this model about the timing and spike number of a cell's firing events is as reliable as direct observation of that same neuron on a previous trial with the same stimulus.
Is this level of accuracy sufficient? In the real world, the visual system operates exclusively on single trials, without the luxury of improving resolution by averaging many responses to identical stimuli. Nor is there much opportunity to average across equivalent cells, because shorter delays from the preceding event, the accumulated after-potential effectively raises the threshold for Strictly speaking, one can be sure of this code only within the particular visual ensemble in which it was feature detection. mined by a , the noise component of the generator po-tential, and the shape of the filter F(t), which sets the onto discrete circuit elements. Figure 4A can certainly replicate the choice of the error measure that gets minimized these modes of activity. For example, a negative threshduring fitting. This expression E (Equations 10-14) evaluold leads to maintained firing, and a high noise level will ates the discrepancy between the actual set of spike produce variable intervals. However, it is likely that the trains and a corresponding predicted set. Its virtue is same neuron will be described by different sets of pathat it explicitly contends with the discrete firing events rameters under different conditions of stimulation. It will in the responses. To appreciate this, it helps to consider be instructive to explore how the parameters are modua commonly used alternative: in many studies that seek lated by recent visual experience, for example, following to predict the time course of a neuron's firing rate, the changes in the mean light level or in the average conerror is measured as the mean squared difference be- components were required for an accurate fit of the filters. The shape of the after-potential P(t), which lowers h(t) after every Cell Classifications spike and creates a relative refractory period, was chosen as Salamander retinal ganglion cells were classified into functional types by the time course of their reverse-correlation to the flicker P(t ) ϭ Bexp(Ϫ t/ P ), Figure 4A . Formally, the predicted firing rate above equations to be evaluated tens of thousands of times. We of the neuron is given by used a few notable computational shortcuts. In particular, Equations r(t ) ϭ ␦(h(t ) Ϫ ) ḣ (t ) H(ḣ (t )),
(1) 3 and 5 were combined to yield where
and the integrals were computed only once. Similarly, a set of func- The function r(t) is a series ͚ i ␦(t Ϫ t i ) of delta function spikes that the set of real spike trains from repeated trials with a set of predicted happen at times t i when the generator potential h(t) crosses the spike trains from simulations with different noise waveforms. We threshold in the upward direction. h(t) in turn has several compostarted by parsing each set of spike trains into firing events as nents: g(t) is a filtered version of the stimulus time course s(t), obdescribed by Berry and Meister (1998): the average firing rate was tained by convolution with the filter function F(t). a(t) is a Gaussian computed from a PSTH across trials ( Figure 1B ). This histogram noise source. The final term contains a transient feedback triggered was smoothed with a Gaussian filter whose width was adjusted to by each spike, a convolution of the spike process r(t) with the feedthe time scale of variations in the firing rate, as determined from an back potential P(t), modulated in amplitude by another Gaussian auto-correlation of the spike trains (Berry et al., 1997). The resulting noise source b(t).
function generally showed sharp peaks separated by valleys of near The filter function F(t) defines to a large extent when firing events zero firing rate. Formally, the boundaries between these firing events will occur, and most of the model's parameters are dedicated to were established by finding minima v of the firing rate which were adjusting this function. To capture the time course efficiently, we significantly lower than the neighboring maxima m 1 and m 2 such expanded the filter in an orthonormal basis set, that ͌m 1 m 2 /v Ն 3 with 95% confidence. The spikes between a pair of such boundaries were considered part of the same firing event. is the error incurred in matching the last two events (i,j). The quantiThe next task was to evaluate the discrepancy between the real ties E i,j can be viewed as a two-dimensional array. Starting with and simulated event trains. As illustrated in Figure 1C , some events E 0,0 ϭ 0, this array can be filled recursively using Equation 13. in the predicted response clearly match those that occur in the In practice, the array E i,j may have more than a thousand elements actual response, but some events in each train may not have correon each side, but not all of these need to be computed. For two sponding events in the other. To evaluate the quality of this correevents far apart in time-in particular if spondence, one wants to assess whether a given event in one train has a match in the other train, but also how well the four response
variables (Equation 9) correspond between the actual and the predicted event. Suppose one had decided which events i in the real train are matched with which events j in the predicted train (by a where N max is the largest number of spikes in an event in either event method explained below), then we define the overall discrepancy train-the error M i,j is so large that the possibility of a match need between the two trains to be not be considered. Thus, one needs to evaluate only those E i,j for which the times of the last events meet Equation 15 and the array E ϭ e T E T ϩ e N E N ϩ e V E V ϩ e S E S Ϫ e M E M .
(10) elements immediately adjacent to those. With this shortcut, the numerical effort grows proportionally to the total number of events, This error measure contains four terms for the discrepancy in each rather than its square, and the computation time for this matching of the event-specific properties step becomes negligible. (12) sponses. Events were identified in both data sets and matched to each other as described above, yielding the error measure for this parameter set. Then we performed a search in the space of 20 The constants e X determine the relative importance assigned to parameters, repeating this simulation and evaluation at each step, different components of the error. For any given cell, we chose the to find a set that minimized the error. The search was implemented particular values e T ϭ 1/V, e N ϭ 1/S, e V ϭ 1/(2V), e S ϭ 1/(2S), and by Powell's method (Press et al., 1992) , supplemented by simulated e M ϭ 2, where a bar denotes the average value across all events of annealing (10,000 steps, reducing the "temperature" from 0.15 to that neuron. The neuron's averaged timing jitter V is a natural choice 0.0005 in 10 geometric steps [Press et al., 1992] ), which avoids for scaling the errors in predicting the event time T; in effect this getting trapped in local minima of the error surface. Minimization for compares the discrepancy between the predicted and actual rea larger number of steps or by different methods did not significantly sponse to the variation across trials of the actual response. In the decrease the final error value. The last coefficient of the error measure, e M in Equation 10, was same manner, the averaged spike number jitter S serves to scale the errors in predicting the spike number N. The coefficients e V and essential for the fitting process. It effectively encourages the matching of two nearby events in the two trains. Suppose there is a firing e S are half as large as e T and e N because we wished to make fitting of the trial-to-trial variations V and S relatively less important than event with N i spikes in the actual response, but the model predicts no event nearby, thus the contribution to the error is e N N i . Now we fitting the mean properties of an event T and N. Finally, the coefficient e M is a "bonus" for matching two events, and its effects are consider a small change in parameters, which leads to the prediction of an event close to the correct time, and ask whether the algorithm discussed further below.
The above measure of error E (Equation 10) assumes that one will match this to the actual event. Because the parameters have changed only slightly, the generator potential barely crosses threshknows which events i in the real train should be matched with which events j in the predicted train. We choose that set of matches which, old, and the predicted number of spikes is small, NЈ j N i . If the two events were to remain unmatched, their contribution to the error in turn, produces the smallest error E. Fortunately, one does not need to inspect and evaluate all possible correspondences between would be e N (N i ϩ NЈ j ). If the two events were matched, the error from their spike numbers would be only slightly smaller, e N (N i Ϫ NЈ j ). the two trains, as long as one observes a natural restriction: that matches should not cross in time ( Figure 1C) . Two events in one However, matching the two events introduces additional error terms in Equation 10 from comparisons of the event time, T, and the train cannot be matched to events in the other train that occur in the opposite order. With this constraint, one can find the optimal standard deviations S and V. These penalties will outweigh the benefits of matching the two events. In absence of a compensating correspondence between the event trains as follows (Victor and Purpura, 1996) . Consider two event trains R and RЈ. At least one of reward, the new parameter set would be rejected, and the search would never explore promising regions of the parameter space. the following three possibilities is true: the last event in R is un-Adding e M eliminates this problem and allows a "budding" predicted in simultaneously recorded retinal, thalamic, and cortical neurons. Neuron 27, 635-646. event to be matched to an actual event.
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