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I. Castellani (1987, J. Comput. System Sri. 34, 210-235) has shown that observa- 
tion equivalence of transition systems could be characterized by particular reduc- 
tions: systems are equivalent if, and only if, they can be reduced to the same form. 
Moreover, every transition system has a minimal reduced form. We extend these 
results to logical equivalence, by an algebraic interpretation of temporal logics: we 
characterize logical equivalence of transition systems by particular reductions 
(saturating quasi-homomorphisms) of their power algebras of sets of states and 
paths and prove that every power algebra has a minimal reduced form. We then 
offer alternative proofs for logical characterizations of observation equivalence 
in particular we apply our method to prove M. Hennessy and C. Stirling’s (1984, 
“Lecture Notes in Comput. Sci. Vol. 176,” pp. 301-311, Springer-Verlag, 
New York/Berlin) result that “Future Perfect” logic characterizes observation 
equivalence of generalized transition systems, i.e., systems whose infinite behaviours 
are restricted by arbitrary fairness constraints. c) 1989 Academic Press. Inc. 
CONTENTS 
1. General results. 1.1. @-algebras. 1.2. Saturating quasi-homomorphisms of 
@-algebras. 1.3. Indistinguishability in @-algebras. 
2. Applications. 2.1. Transition system homomorphisms. 2.2. Algebraic characteriza- 
tions of observation equivalence. 2.3. Observation equivalence of generalized 
transition systems. 
INTRODUCTION 
Transition systems are used to represent processes: systems which repre- 
sent the same process should naturally be considered as “equivalent,” and 
it is a problem to define precisely such an equivalence. The intuitive idea 
that “systems represent the same process” (observation equivalence is often 
regarded as a natural criterion) may be directly formalized into a “struc- 
tural” definition of equivalence (such as bisimulation (Park, 1981)). Alter- 
natively, the definition of equivalence may refer to a temporal logic 
(systems are equivalent if they satisfy the same formulas of this logic), since 
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such a logic is a formal description of the intuitively “essential” properties 
of transition systems. 
In this paper we relate these two approaches, through a characterization 
of both observation equivalence and logical equivalence by particular 
homomorphisms of algebraic structures. 
Transition systems are observation-equivalent if there is a bisimulation 
between them: i.e., a full correspondence between their states, such that if 
any two states correspond, any behaviour of either system, starting from 
one of these states, may be “simulated” by the other system, starting from 
the other state (systems behave accordingly when at each instant they 
perform the same action and reach corresponding states). The notion of 
observation equivalence extends to states of a single system: states of a 
system S are observation-equivalent if they correspond to each other in a 
bisimulation between S and itself. 
I. Castellani (1987) has shown that observation equivalence could be 
characterized by particular transition system homomorphisms. Such a 
homomorphism of a system S onto a system S’ is a mapping h of states of 
S onto states of S’, such that the equivalence relation h induces on states 
of S (by si ~s,~h(s,) = h(.rJ) is a bisimulation between S and itself. 
It can be proved that transition systems are observation-equivalent if, 
and only if, they have the same homomorphic image. Moreover, every 
transition system has a minimal homomorphic image (obtained by merging 
together its observation-equivalent states), so that transition systems are 
equivalent if, and only if, their minimal images are isomorphic: in other 
words, according to the observation equivalence criterion, the information 
a transition system contains about the process it represents may be reduced 
to a canonical form, which is also a transition system. 
We extend these results to logical equivalence in the following way. Tem- 
poral logic formulas apply to either states or paths of transition systems. 
The notion of logical equivalence thus extends to elements, states or paths, 
of transition systems: elements are logically equivalent if no formula of the 
logic can distinguish between these elements. Our basic idea consists in 
reducing a transition system to a “canonical form” by merging together its 
logically equivalent elements; an algebraic interpretation of temporal logics 
enables us to give this “canonical form” a structure. By emphasizing some 
properties of the mapping of a transition system onto its canonical form, 
we define a particular class of reductions, which characterize logical 
equivalence (systems are equivalent if they can be reduced to the same 
form). Note that reductions should not be regular “homomorphisms” of 
algebraic structures (intuitively, to reduce equivalent systems to the same 
form, we need to lose some information about their structure), yet the 
properties they must satisfy are expressible by algebraic identities. 
More precisely, in a transition system, a temporal logic formula can be 
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interpreted as the set of elements (states or paths) which satisfy this 
formula. From this point of view the symbols of a logic are a set CD of 
operators applying to sets of states, and sets of paths, of any transition 
system. Say a @-algebra is a “heterogenous” power algebra A = 
P(S) u Y(P) in which every operator cp of @ is given a functional inter- 
pretation qa. Every formula of the logic is an element of the set of constant 
terms generated by @ and boolean operators over boolean constants; and 
every constant term t is interpreted, in a @-algebra A, as a set t,. Say that 
elements x and y of A (i.e., of either set S or P) are indistinguishable if no 
constant term can separate x from y (i.e., for every constant term t, tA 
contains either both elements or none of them). Let -A denote 
indistinguishability in A. Let p be the canonical mapping of A onto 
AlwA= P(S 1 wA) u 9’(P mA). We define the “canonical form” of A as the 
quotient @-algebra A -A, where every operator cp is given the interpreta- 
tion 
‘PAI -A =po(PAOp-l 
Every (Pi “preserves” unions of -,-equivalence classes, which may be stated 
as 
P -lo(P,.~--a=(P~~Ppl. 
That is, the property we choose to emphasize: we define a saturating 
quasi-homomorphism h: A + A’ of @-algebas as a mapping of elements of A 
onto elements of A’ such that for every operator cp: 
We prove the following results: 
-elements of a @-algebra are inndistinguishable if, and only if, they 
have the same image by saturating quasi-homomorphism; 
- reduction by saturating quasi-homomorphisms is confluent (dif- 
ferent images of one @-algebra have a common image); 
--AI-A is the minimal quasi-homomorphic image of A. 
With every transition system S a @-algebra A is associated, and we may 
say that A 1 wA summarizes the information the temporal logic gives about 
S. Indeed, the property that S is a model of a formula, i.e., that at least one 
state (or path) of S satisfies this formula, in algebraically translated as a 
relation tA # 0, for some constant term t; and it can be shown that 
@-algebra A, and A2 satisfy the same such relations if, and only if, 
A I t -A, and AI -A2 are isomorphic. Thus transition systems are logically 
equivalent if, and only if, the associated @-algebra have the same canonical 
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form; that is to say, by our previous results, if, and only if, the associated 
@-algebras have the same image under saturating quasi-homomorphisms. 
Our characterization of both observation equivalence and logical 
equivalence by particular reductions: 
S’ A’ 
suggests a method of proving that a temporal logic characterizes observa- 
tion equivalence, by showing that the following diagram commutes: 
transition system S F A @-algebra associated with S 




transition system S’ +- - -+ A’ @-algebra associated with S’ 
More generally, characterizing transition system equivalence by par- 
ticular reductions enables us to relate “structural” and “logical” definitions 
of equivalence: 
-a “structural” equivalence may be associated with any set @ of 
operators applying to sets of states and paths of transition systems, by 
privileging transition system reductions which induce saturating quasi- 
homomorphisms of @-algebras; 
- conversely, a logical characterization of any “structural” equiv- 
alence may be obtained by examining “saturating” properties of privileged 
transition system reductions. 
As an example, a simple characterization of observation equivalence 
involves the operator (a) of temporal logic: (a)X is interpreted as the set 
of sources s of transitions s +‘s’, s’ a state of X. If L is an alphabet of 
transition labels, let (L) denote the set of operators (a) for a in L. With 
every transition system a (L)-algebra of sets of states ‘is associated; 
conversely, a (L)-algebra in which every operator (a) is union-additive 
defines a unique transition system. M. Hennessy and R. Milner (1985) show 
that observation equivalence is precisely the algebraic equivalence 
associated with operators (a); we offer an alternative proof of this result, 
showing that transition system homomorphisms exactly correspond to 
saturating quasi-homomorphisms of (L)-algebras. (Most “state” operators 
of usual branching-time temporal logics are expressible as terms of (L)- 
algebras; it follows that observation equivalence implies logical equiv- 
alence. Whether the converse also holds depends, mostly, on the type of 
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restriction imposed on infinite conjunction and disjunction of temporal 
logic formulas.) 
Note that saturation of the operator (a) is the algebraic translation of 
the condition “equivalent states should have equivalent u-successors,” 
which can be generalized to any binary relation R between elements of a 
transition system: compatibility of equivalence with relation R, stated as 
“equivalent elements should have equivalent R-successors,” algebraically 
amounts to saturation of some operator (R). We can also consider satura- 
tion of any kind of operator one wishes to define. 
A problem, however, is that defining a “structural” equivalence by 
transition system reductions inducing saturating quasi-homomorphisms 
of @-algebras, for some set @ of operators, does not ensure that @ 
characterizes this equivalence: we still have to prove that algebraically 
equivalent transition systems may be reduced to the same transition 
system. A method of proving this property consists in showing that given 
a transition system S and its associated @-algebra A, there is a transition 
system S’ associated with A ) -A, and a privileged reduction S + S’: since 
we have to build up explicitly a transition system from a @-algebra it 
means that, in a sense, a @-algebra should characterize a transition system 
structure. 
We apply this method to an extended notion of observation equivalence. 
Observation equivalence implicitly refers to an equivalence of paths: states 
are equivalent if for any path starting from either state, there is an 
equivalent path starting from the other state. Algebraically it amounts to 
saturation of the operator 
Source : Paths -+ States, 
Source(X) denoting the set of initial states of paths of X. 
Usually, paths are considered equivalent if they pass through equivalent 
states, and correspond to the same sequence of actions. This property must 
be true of transitions, which are elementary paths; conversely, if it is true 
of transitions, by induction it is true of all paths. Thus “standard” observa- 
tion equivalence may be characterized by saturation of operators applying 
to sets of states and transitions of transition systems (as defined in 
Dicky, 1986): 
Source : Transitions -+ States 
Source ~ ’ and Target - ’ : States -+ Transitions 
and constants T, (T, denoting the set of transitions labelled a). 
However, this definition of equivalence does not take in account fairness 
properties: paths are considered equivalent whether they correspond to 
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“fair” or “unfair” behaviours of a transition system. A problem is, of 
course, to give a precise definition of what a “fair” behaviour may repre- 
sent: given such a definition, the question arises of a logical characteriza- 
tion of observation equivalence of transition systems restricted to their 
“fair” behaviours. 
M. Hennessy of C. Stirling have defined a particular temporal logic 
(“Future Perfect” logic) to characterize observation equivalence in 
generalized transition systems, i.e., systems in which an arbitrary set of 
infinite paths are declared “fair” (the reader is invited to refer to Hennessy 
and Stirling, 1984, where the authors define the concepts involved). We 
show that observation equivalence of generalized transition systems can 
still be characterized by particular reductions; such a reduction consists in 
merging together equivalent states and equivalent finite paths, but not 
equivalent infinite paths, since a “fair” path and an “unfair” path may 
not be merged together. We give another proof of M. Hennessy and 
C. Stirling’s result by showing that generalized transition system 
homomorphisms saturate operators or “Future Perfect” logic (which apply 
to finite paths of arbitrary length). Conversely, saturating quasi- 
homomorphisms of “Future Perfect algebras do not necessarily induce 
transition system homomorphisms; but we show that the minimal 
equivalent of a transition system may be obtained from the canonical form 
of its “Future Perfect” algebra. 
This paper is organized as follows. In the first part, we give some general 
results about saturating quasi-homomorphisms of @-algebras, and 
algebraic indistinguishability (to establish these results we need not refer to 
transition systems). 
In the second part, we show that observation equivalence of transition 
systems may be characterized by particular reductions. We then give some 
algebraic characterizations of observation equivalence, in standard trans- 
ition systems and in generalized transition systems. 
1. GENERAL RESULTS 
1.1. @-algebras 
We shall deal with heterogenous power algebras, built from different sets. 
A formal definition of their algebraic structures involves a set of sorts (such 
as: “state,” “path,” . ..). Let @ be a set of sorted operators (the sort of an 
operator is a finite sequence s1s2 . . . s,s of elements of S, denoted by 
Sl . . . s, -+ s). Let V be a set of sorted variables (the sort of a variable is an 
element of S). Let F(@, V) denote the set of sorted terms generated accor- 
ding to the following rules: 
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- every variable of sort s is a term of sort s; 
- for every sort s, I, (“empty set”) and T, (“full set”) are terms of 
sort s; 
- if t is a term of sort s, so is it (“complement of I”); 
- if (ti)ir, is a (finite or infinite) set of terms of sort s, u (ti: iE I} and 
fi { tj: i E I} are terms of sort s; 
- if (tI, . . . . t,) are terms of sorts sl, . . . . s, and cp is an operator of sort 
$1 . . . s, + 3, cp(tl , . . . . t,) is a term of sort s. 
Let Y(O) denote the set of constant terms (in which no variable appears). 
A @-power algebra (we shall simply say a @-algebra) A is defined by 
~ for each sort s, a set A,,, 
- for each operator cp of sort s, . . s, -+ s, a mapping 
qa: P(A,,) x ... x 9(A,J -+ ~‘(A,). 
Since I, is interpreted as the empty set, T, as A,, n as the intersection, 
and u as the union of sets, any term of T(@, V), of sort s, in which n dis- 
tinct variables of sorts s, , . . . . s, appear, can be interpreted in any @-algebra 
as a mapping of 9’(A,,) x . . . x P(AJ, so that it can be considered as an 
operator of sort s, . s, + s. 
A constant term of sort s is interpreted, in any @-algebra A, as a subset 
t, of A,. 
1.2. Saturating Quasi-homomorphisms of @-Algebras 
Let A and A’ be @-algebras. A saturating quasi-homomorphism of A onto 
A’ is a set h= {h,ylsEs} such that 
- for each sort s, h, is a surjective mapping of A, onto A.:.; 
- for each operator cp, of sort s1 . . s, -+ s, and for any n-uple 
(x 1, . . . . x,) of 9(A:,) x ... x 9’(A:J: 
vAhx;l(xdt . . . . h,‘(x,)) = h,l(cp,Jx,, . . . . x,)1 
which will be abusively denoted as 
(Sat): ‘pahP1(x) = h-‘q,.(x) 
and stated as “h saturates cp.” 
Remarks. (i) For any surjective mapping h we have hh-‘(x) = x, thus 
condition (Sat) implies 
(Horn): qA.(x)= hq,hK’(x) 
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which is a natural definition of a @-algebra structure A’ induced by a 
mapping h of A onto a power algebra A’: thus we say h is a “quasi- 
homomorphism.” 
(ii) (Sat) implies (using the equality (Horn)) 
(Sat’): (~~h~l(x)=h-‘h~~h-‘(x). 
By x m y o h(x) = h(y), h defines an equivalence relation on elements of A, 
and (Sat’) states that images by qa of unions of equivalence classes are still 
unions of equivalence classes. This is why we say h is “saturating.” 
PROPOSITION 1.1. Let h: A + A’ be a saturating quasi-homomorphism. 
Then h also saturates the operators of F(@, V). 
Proof. Since any h, is a mapping of A, onto Ai we get 
h; ’ (T,>,4.) = h, ‘(A;) = A, = T,s,4 
h-1 u xi = u h-‘(XJ 
( > ieI iel 
h-l(Is".)=h-l(~)=~=ls". 
The result follows by structural induction on G-algebra A’. 1 
PROPOSITION 1.2. If a @-algebra A satisfies an identity tlA = tz, for some 
terms t, and t, of F(@, V), f or any image A’ of A under a saturating quasi- 
homomorphism: t,,, = tz,.. 
Prooj From Proposition 1.1 it follows that any term t of 5(@, V) 
satisfies (Horn): t,, = ht,h-‘. Therefore if t,, = tZA then t,,. = tzA.. 1 
Note that such properties as monotonicity, additivity with respect to 
union, or continuity with respect to inclusion (or inverse inclusion) may be 
expressed by such identities. For example, ta(x) is monotonic with respect 
to x iff tA(x) n 7 t,(x u y) = a. 
PROPOSITION 1.3. Let h: A + A’ be a saturating quasi-homomorphism. 
Then for every term constant t of F(Q): 
(i) h-‘(tA,) = tA 
(ii) h(tA) = ta.. 
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Proof By Proposition 1.1, h saturates the constant operator t. Hence 
(Sat), which reads as (i), and (Horn), which reads as (ii). B 
PROPOSITION 1.4. If h: A + A’ saturates monotonic operators, h also 
saturates their least fixpoints. 
Proof Assume t(X, X,, . . . . X,) represents an operator of sort 
ssr . ..s., + s. By the Knaster-Tarski theorem, there is a term t* of the 
closure of {I,, X,, . . . . X,} under infinite union and “composition by t,” i.e., 
substitution of the variable X in the term t, such that in any @-algebra A 
satisfying monotonicity of ta(X, X,, . . . . X,,) with respect to the variable X, 
and for any X,, . . . . X,, t;l;(X,, . . . . X,) is the least solution of the equation 
x= tA(X, x,, . ..) X,). By Proposition 1.1, h saturates t*. 1 
Remark. Proposition 1.4 extends to systems of tixpoint equations 
(Dicky, 1986): let t(X, Y, , . . . . Y,) represents a p-uple of operators, each one 
monotonic with respect to each variable of the p-uple X. Then the system 
of equations X = t(X, Y,, . . . . Y,,) has a least solution (with respect to 
product inclusion), whose p components may be expressed by terms of 
y(@, V) (by the same construction, applied to p-uples). 
1.3. Indistinguishability in @-Algebras 
Let A be a @-algebra, F a subset of y(Q). Say that elements x and y 
of A, are indistinguishable with respect to F if 
where FS denotes the set of terms of F of sort s. 
Let wF A denote indistinguishability with respect to F, which is clearly an 
equivalence relation. We shall write wA instead of wAr(@‘. 
PROPOSITION 1.5. Let A be a @-algebra, x an element of A,. Let G, 
denote the “infinite” boolean closure of F,. There is a term t, of G, such that 
t -~A, is the N F,-equivalence class of x. 
Proof Let cl(x) denote the w  F .-equivalence class of x. Assume that no 
term of G, is interpreted in A as cl(x). Let T denote the set of terms t of 
G, such that cl(x) is strictly included in tA. Then cl(x) is included in 
n { t,/t E T}. Conversely, suppose the element y does not belong to cl(x); 
some term t of F, separates x from y: therefore there is a term t’ of G, 
(either t or 1 t) such that XE t> and y $ t>. Since XE t;, cl(x) must be 
entirely included in tl: thus t’ is an element of T, and y does not belong 
to 0 { t,/t E T}. Finally we get cl(x) = n (tA/t E T}. We may thus define 
term t, = fJ {t/t E T} : t., is a term of G,, and cl(x) = t.,, which contradicts 
hypothesis. a 
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In particular, since F(G) is closed under infinite boolean operations, for 
any element x of a O-algebra A there is a term t, of F(Q) such that t,, 
is the -,-equivalence class of x. 
We show that saturating quasi-homomorphisms preserves indistin- 
guishability with respect to F(Q): 
PROPOSITION 1.6. Let h: A -+ A’ be a saturating quasi-homomorphism. 
Then for any elements x and y of A 
X-A y-h(x)-,,h(y). 
ProoJ: By Proposition 1.3(i), for any term t of F(G): t, = h-‘(tA.). 
Thus x E t, oh(x) E tA’ and the condition: t’t E F(Q): (x E t, c> y E tA) is 
equivalent to: V t E F(G): (h(x) E t,, o h( y) E tA.). 1 
It follows from Proposition 1.6 that elements having a common image by 
a saturating quasi-homomorphism are indistinguishable. The converse also 
holds; more precisely: 
PROPOSITION 1.7. Let A be a @-algebra. There is a unique @-algebra A’, 
denoted by A I-,+, , and a saturating quasi-homomorphism h: A -+ A’, so that 
for any elements x and y of A 
xhA yeh(x)=h(y). 
Proof: Existence. Define the @-algebra A’ by Ai = A, 1 -A for every sort 
s, and for every operator cp: 
(PA’(X) = P(Pa p-‘(x), 
p denoting the set of canonical mappings of sets A, onto sets A, ) -A (p is 
obviously surjective). 
Let x be a subset of A, 1 wA. Then p;‘(x) is the union of -,-equivalence 
classes of its elements. By Proposition 1.5, p,‘(x) is the interpretation in A 
of a term of F(Q). This extends to n-uples; therefore there is a term I of 
F-(Q) such that (P,., p-‘(x) = fA. Suppose p(x) = p(y). Then by definition 
of p and NA:XEtAOyEtA. Thus t, = p-‘p(t,); i.e., (Pi p-‘(x) = 
p-lpqa p ~ ‘p(x) = p-‘~~,(x). Therefore p is a saturating quasi- 
homomorphism. 
Unicity. Let h: A + A’ be a saturating quasi-homomorphism such that 
x wAy o h(x) = h(y): 
A 
. A’ 
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Since p(x) = p(y) oh(x) = h(y), the identity k( p(x)) = h(x) defines a one- 
to-one mapping if A 1 wA onto A’; then 
(PA.(X)=hqAh-~(X)=kp(PAp-~k-l(x)=kqJA,,,k-yx). 
Therefore k is an isomorphism of @-algebras. 1 
PROPOSITION 1.8. Zf h : A + A’ is a saturating quasi-homomorphism, 
Al-4 and A’[ -A, are isomorphic. 
Proof. Let p’ be the canonical mapping from A’ onto A’ ) -ASS ; p = p’ 0 h 
is a saturating quasi-homomorphism. 
h 
A- A’ \ P’ \ I 
( p’ (canonical mapping) 
\ 
LA,1 N.4 
By definition of p’: h(x) mA. h(y) o p’(h(x)) = p’(h( y)). Therefore, by 
Proposition 1.6, x mA y o p(x) = p(y). By Proposition 1.7, A’ I wA. and 
Al-,4 are isomorphic. 1 
PROPOSITION 1.9. For any @-algebras A, and A,, the following condi- 
tions are equivalent: 
(i) A, and A, have a common image under saturating quasi- 
homomorphisms; 
(ii) A, I mA, and A, / wA2 are isomorphic. 
Proof: Clearly the class of saturating quasi-homomorphisms of @- 
algebras is closed under composition. 
It follows that if @-algebras A, and A, have a common image A’ 
under saturating quasi-homomorphisms, A, I wA, and A2 1 +A2 are both 
isomorphic to A’ 1 -A’; thus (i) implies (ii). The converse is trivial. 1 
PROPOSITION 1.10. Quasi-homomorphic images of a @-algebra A have a 
common quasi-homomorphic image : 
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Proof: If A i and A, are images of a @-algebra A under saturating 
quasi-homomorphisms, A 1 wA, isomorphic to both A, 1 wA,, and A, 1 wA2, is 
a common quasi-homomorphic image of A i and A,. 1 
The converse of Proposition 1.10 holds in a particular case: 
PROPOSITION 1.11. Let It, : A, + A’ and h,: A, -+ A’ be saturating quasi- 
homomorphisms such that 
(PA,(X)= ~a,h;‘Mx) for ifz (1,2}. 
Then A, and AZ are quasi-homomorphic images of a common @-algebra : 
ProoJ: Define each A, as {(xi, x2) E Al, x A,jh,(x,) = h2(x2)} and each 
qA, cp an operator of sort sI “..s, + s, by 
where n, and rt2 denote the canonical mappings of A onto A, and A,. We 
have 
and 
ek4,(X)= {(Xl, x2)/x 
= As n CPA,@ 
‘1 E cp.4,@)9 and h(x,)=h,(x,)) 
)xA,e. 
Clearly rp,n;‘(X) is included in 7c;l’pAI(X). Conversely, let 
(x,, x,)~n;‘qo,,(X). Then h,(x,) = h,(x,), and h,(x,) is an element of 
h,qA,(X). By our hypothesis, h2(x2) is then an element of 
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Thus x2 is an element of 
Therefore, (x,, x2) is an element of (~~z;l(X). 
Finally (pArr;l(X) = n;‘cp,,(X): thus n, (and, similarly, 7~~) is a saturat- 
ing quasi-homomorphism. 1 
Remark. As defined by J. Sifakis (1983) a “homomorphism” of 
@-algebras A 1 and A, is a full correspondence between their elements, such 
that if x1 and x2 correspond 
- for any X,: x1 E (Pi, *?c~E(P~~(X~), X, the set of elements 
corresponding to elements of X, ; 
- for any Xf: X*E qA2(XZ) +x1 E (Pi,, X, the set of elements 
corresponding to elements of X,. 
As shown by the previous construction, @-algebras are thus 
“homomorphic” if, and only if, they are images of a common @-algebra 
under saturating quasi-homomorphisms. 
This defines what we might consider a “structural” equivalence of 
@-algebras, while reducibility to a common canonical form rather defines 
a “logical” equivalence, as shown by the following proposition: 
PROPOSITION 1.12. The following conditions are equivalent: 
(i) For any constant terms t and t’ of Y(Q): 
t,, = t;, 0 fA2 = t& 
(ii) A 1 ) -A, and A2 1 -A2 are isomorphic. 
Proof. Assume (i) is satisfied. By Proposition 1.5, every element of 
All wA,, i.e., the -AI -equivalence class of some element of A,, is expressible 
as tA,, for some constant term t. tA, is not the empty set, thus by (i) neither 
is t,,. Let x2 be an element of t,,: the -,,-equivalence class of x1 is 
expressible as ti, for some constant term t’. ta, is not empty and must be 
included in tAz, thus by (i), t>, is not the empty set and is included in tA,, 
which implies tA, = tk,, since elements of tA, cannot be separated by t>,. 
Therefore tA2 = ta2, and the identity h(t,,) = tAZ defines a one-to-one 
mapping of A 1 ( -A, into A2 I -AZ. For every constant term t, t,, , -A is 
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expressible as IJ {tL,/ie Z}, where each t’ is a constant term and where each 
t:, is a wAI -equivalence class. We have 
thus by (i), 
tA2= (J t’ [ 1 icf AZ 
and h(tA,l-AI)= u {h(tiI)/i~Z) = u {ti,/i~Z} =fA2,-2z. 
Therefore h is an isomorphism of @-algebras. Thus (i) implies (ii). The 
converse is straightforward. 1 
Thus saturating quasi-homorphisms enable us to relate “structural” and 
“logical” equivalence of @-algebras: 
- @-algebras are “structurally” equivalent, i.e., homomorphic in the 
sense of J. Sifakis, if they are quasi-homomorphic images of a common 
@-algebra; 
- o-algebras are “logically” equivalent, i.e., correspond to the same 
equational theory, if they have a common quasi-homomorphic image. 
By Proposition 1.10, “structural” equivalence implies “logical” equiv- 
alence. Proposition 1.11 states the that the converse holds if we require that 
saturating quasi-homomorphisms satisfy the condition 
VDAb) = qAh - ‘&)* 
Note that this property is automatically true if every qA is monotone 
increasing. Thus in the class of @-algebras satisfying monotonicity of 
operators, “structural” and “logical” equivalences are identical. 
2. APPLICATIONS 
2.1. Transition System Homomorphisms 
A transition system is a triple S = (Q, L, T) where 
Q is a set of states, 
L is an alphabet of actions (transition labels), 
T (set of transitions) in a part of Q x L x Q: q -+u q1 denotes a trans- 
ition of source q, label a, and target q,. 
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A path (or behaviour) of S is a finite or infinite word tot, ... t, ... of 
T* u P such that for each n, the source of t,+ r is the target of t,. 
A transition system homomorphism h : s = (Q, L, T) --t s’ = (Q’, L, T’ > is 
a mapping of Q onto Q’ satisfying 
(TSH): (i) T’= (h(q)-+” h(q,)/qdUq, ET} 
(ii) for each transition q’-+” q; qf T’ and each state q such that 
h(q) = q’, there is a transition q *a q, of T such that h(q,) = q’, . 
Such a homomorphism naturally extends to transitions, by 
h(qA s,) = h(q) “, h(q,) 
and to paths, by h(t,t, ... t,,...) = h(t,) h(t,) . ..h(t.,).... Condition (ii) 
extends to paths by induction: namely, for each path 
q’ UI n . . . (1, q; (In+l, . . of S’ 
and each state q such that h(q) = q’, there is a path 
q-5 . . . u, (2, + I qn- . ..ofS 
such that for each n, h(q,) = q;. 
Let S,(Qr, L, T,) and S, = (Q,, L, T2) be transition systems. A 
bisimulation between S1 and S2 is a correspondence between states of S, 
and S,, i.e., a relation Bc S, x Sz, total both on S, and Sz, such that 
(B) For any corresponding states q of S and q’ of S’ and any (finite 
or infinite) behaviour 
qe!L, . . . L!t!+ q; -UOtl, . . . of S’ 
there is a behaviour 
0 I a”+1 q- . . . Un qn- . ..of s, 
such that for each n, q,, and q; correspond, whether (S, S’) denotes (S, , S,) 
or (h, SIX 
Hence the term “bisimulation”: if (ql, q2) E B any behaviour of S, from 
state q1 may be simulated by a behaviour of S, from state q2, and any 
behaviour of S2 from state q2 may be simulated by a behaviour of S, from 
state ql. 
Say that two transition systems are observation-equivalent if there is a 
bisimulation between them. 
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PROPOSITION 2.1. Transition systems are observation-equivalent if, and 
only if, they are homomorphic images of a common transition system. 
ProoJ: First notice that condition (B) may be replaced by 
(B,) for any corresponding states q of S and q’ of S’ and any 
transition q’ +a q; of S’, there is a transition q’ +” q, of S such that q, and 
q’, correspond, 
since (B) clearly implies (B,) and follows from (B, ) by induction. 
If: Let h, :S + S, and h,:S + S2 be transition system homomorphisms. 
Then i(h,(q), Mq))lq is a state of S} is a bisimulation between S, and S,, 
since every transition h,(q) -+U q1 of S1 is the image of a transition q +O q’ 
of S such that h,(q’) = ql; then h2(q) -+O h,(q’) is a transition of S,, and ql. 
and h2(q’) correspond. Symmetrically, for every transition h,(q) -+O q2 of S, 
there is a transition h,(q) _)a q1 of S, such that q1 and q2 correspond. 
Only $ Let B be a bisimulation between S, and Sz. Let S= {B, L, T}, 
where T is the set of transitions (ql, qz) --t” (q;, q;) such that q1 +” q; is a 
transition of Si , q2 +U q; is a transition of S,, (ql, q2) E B, and (q;, q;) E B. 
By condition (B,) the canonical projections of B onto sets of states of S, 
and S2 are transition system homomorphisms. 1 
The notion of observation equivalence extends to states of a single 
system: states of a system S are observation-equivalent if they correspond 
to each other in a bisimulation between S and itself. 
PROPOSITION 2.2. States of a transition system are observation-equivalent 
iJ; and only if; the-v have a common image by a transition system 
homomorphism. 
Proof: It is straightforward to check that the equivalence relation a 
transition system homomorphism h: S -+ S’ induces on states of S (by 
q, - q2 o h(q,) = h(q2)) is a bisimulation between S and itself.. 
Conversely, let - be a bisimulation equivalence on S = (Q, L, T) (i.e., 
an equivalence relation on states of S, which is a bisimulation between S 
and itself). Let SJ - = (Ql -, L, T’), where T’ is the set of transitions 
P(4) +a p(q’), q +’ q’ a transition of T, p the canonical mapping of Q onto 
Q I- : then p is a transition system homomorphism. 
Thus if states of a single system have a common image by a transition 
system homomorphism, they are observation-equivalent. The converse also 
holds because observation equivalence of states of a system S is itself a 
bisimulation equivalence on S. 1 
I. Castellani (1987) shows that reduction of linite-branching transition 
systems (i.e., systems in which for every state q and every transition label 
a, there is a finite number of transitions q -+‘q’) is both confluent and 
643 X2’?-6 
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finite: a consequence is that observation equivalence of transition systems 
amounts to reducibility to a common system. 
We show that this result follows from considering transition system 
homomorphisms as saturating quasi-homomorphisms of particular 
@-algebras. 
2.2. Algebraic Characterizations of Observation Equivalence 
A simple algebraic characterization of transition systems is obtained 
using the operator (a) of temporal logic: (a)X is interpreted as the set of 
sources q of transitions q -+’ q’, q’ a state of X. 
Let L be a set of labels. Say a (L)-algebra is defined by a set A, and 
functional interpretations of operators (a) (a EL), of sort s -+ s; (L)- 
algebras are required to satisfy the axiom 
(L,) for every a E L, (a) is additive with respect to union. 
With every transition systems S = (Q, L, T) a (L)-algebra A is 
associated by A,=Q and (a),X= {qEQ/3q’EX:q+‘q’ET}. Conver- 
sely, let A be a (L)-algebra satisfying the axiom (L,). Let S = (Q, L, T), 
where Q=AS and T={q-+“q’/q~(a),{q’}}. Since each (a), is 
additive, (a),X= {qEQ/lq’EX: YE (a),{q’}). Thus A is the (L)- 
algebra associated with S. Unicity of such a system S is trivial. 
PROPOSITION 2.3. Transition system homomorphisms induce saturating 
quasi-homomorphisms of (L )-algebras, and conversely. 
Proof: First note that if h: A -+ A’ is a saturating quasi-homomorphism 
of (L)-algebras, and if every (a), is additive, then by Proposition 1.2 
every (a),, is also additive. Thus a unique transition system S’ may be 
associated with A’; h induces a mapping of states of S onto states of S’, S 
the transition system associated with A. 
Let S and S’ be transition systems, A and A’ the associated (L)- 
algebras, h a mapping of A, onto A:. Suppose h is a transition system 
homomorphism. Let X be a subset of A:, q E (a) Ah - l(X). There is a trans- 
ition q -+u q1 of S such that h(q,) is a state of X. By (TSH)(i), 
h(q) --*(I h(q,) is a transition of S’. Therefore q E hk’(a),.X. Conversely let 
qEh-‘(a),,X. There is a transition q-taq; of S’ such that h(q)=q’, 
qi E X. By (TSH)(ii) there is a transition q -+(1 q1 of S such that h(q) = ql. 
Therefore, qE (a),h-l(X). Finally, hK’(a),,X= (a),h-‘X: thus h 
induces a saturating quasi-homomorphism of (L)-algebras. 
Conversely, suppose h saturates the operators (a). Let q --ta q1 be a 
transition of S. Since (a ) A is monotonic, q is an element of (a > A h - ‘h( q 1 ). 
Then h(q) is an element of h(a).h~-‘h(q,)= (a),.h(q,). Therefore 
h(q) -+u h(q,) is a transition of S’. Let q’ --+O q’, be a transition of S’. There 
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is a state q of S such that h(q) = q’. For any such q, since 
qEh-‘(a)..{q;}, q is an element of (a)Ah-l{q;}. Therefore, there is a 
transition q -+* q1 of S such that h(q) = 4;. Thus h satisfies (TSH)(ii). 
Moreover, every transition of S’ is of the form h(q) -a h(q,), where q +O q, 
is a transition of S: thus h also satisfies (TSH)(i). Finally h induces a 
transition system homomorphism. H 
PROPOSITION 2.4. Let S, and S2 be transition systems. The following 
conditions are equivalent : 
(i) S, and S, are images of a common system by transition system 
homomorphisms; 
(ii) S, and S, have a common image b-v transition system 
homomorphisms, 
Proof Let A, and A, be the (L)-algebras associated with S, and S,. 
By Proposition 2.3, (i) is equivalent to 
(*) A, and A, are images of a common (L)-algebra by saturating 
quasi-homomorphisms. 
and (ii) is equivalent to 
(**I A, and A, have a common image by saturating quasi- 
homomorphisms. 
As shown in Part 1, (*) implies (**) (Proposition 1.10) and additivity of 
the operators (a) ensures that (**) implies (*) (Proposition 1.11). 1 
PROPOSITION 2.5. Every transition system has a minimal homomorphic 
image, and transition systems are observation-equivalent tx and only tf, their 
minimal images are isomorphic. 
Proof Let S be a transition system, A the associated (L)-algebra. Let 
Smin denote the transition system associated with A 1 wA. From Propositidn 
2.3 it follows that Smin is the minimal homomorphic image of S. By 
Propositions 1.9 and 2.4, transition systems S, and S, are observation- 
equivalent if, and only if, their associated (L)-algebras have the same 
canonical form: that is to say, if, and only if, S, and Sz have the same mini- 
mal homomorphic image. 1 
Proposition 2.3 also leads to M. Hennessy and R. Mimer’s (1985) result 
that observation equivalence of states of a single system is the algebraic 
equivalence defined by the operators (a): 
PROPOSITION 2.6. States of a transition system are observation-equivalent 
if and only if, they are indistinguishable in the associated (L )-algebra. 
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ProoJ By Propositions 2.2 and 2.3 states of a transition system are 
observation-equivalent if, and only if, they have a common image by 
saturating quasi-homomorphisms of (L)-algebras: that is to say (by 
Proposition 1.7) if, and only if, they are indistinguishable by constant terms 
of (L )-algebras. 1 
Remark. Most “state” operators of usual branching-time temporal 
logics are expressible as terms of (L)-algebras, and transition system 
homomorphisms “saturate” these operators. We give a few examples: 
l Let u denote a word of transition labels; if (u)X is interpreted as 
the set of states q such that there is a path labelled u, of initial state q, and 
terminal state, a state of X: (u) is expressible as a term of (L)-algebra, 
by 
(a04 . ..a.) = (a,)(q) ... (a,). 
l The operator [u] of the temporal logic J, defined by M. Hennessy 
and C. Stirling (1984): u = aOal . . . a, denoting a word of transition labels, 
state q satisfies the formula [u] f if on any path q -N~O q. +O’ . . . -+un qn 
some state qk, 0 < k <n, satisfies f: The term [u]X is expressible as a term 
of (L)-algebra, by the identity 
Cwl . ..a.]X= i(a,)(iXn (a,)(iXn ... n (a,)iX)...) 
and conversely, the operator (a) itself is expressible in JT, as the dual of 
the operator [a]. 
l The p-calculus (Kozen, 1984) allows use of operator (a) and of a 
fixpoint operator: t denoting a term syntactically increasing with respect to 
variable X (i.e., in which X appears under an even number of complemen- 
tary symbols), PX. t is interpreted as the least fixpoint of t. Syntactic 
monotonicity ensures monotonicity of every interpretation of term t ;  by 
Proposition 1.3, saturating quasi-homomorphisms of (L)-algebras also 
saturate operators of p-calculus. 
Thus transition system homomorphisms saturate temporal logic 
operators. It follows that observation equivalence of states of a transition 
system implies their logical equivalence. The converse does not necessarily 
hold, even if the logic allows use of operator (a) itself, on account of 
restrictions imposed on inilinite conjunction and disjunction of temporal 
logic formulas. 
S. L. Bloom and D. R. Troeger (1985) have proved the following results: 
- a temporal logic allowing use of operators (R) (R denoting a 
subset of L*, (R)X is the set of states from which a state of X can be 
reached through a path labeled U, u a word of R) but restricted to finite 
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conjunction and disjunction of formulas does not characterize observation 
equivalence; 
- a temporal logic allowing use of operators (a) and of enumerable 
conjunction (or disjunction) of formulas of finite bounded depth charac- 
terizes observation equivalence. 
Note that infinite conjunction or disjunction of formulas are not 
required, however, to characterize observation equivalence in finite- 
branching transition systems (Stirling, 1985). 
2.3. Observation Equivalence of Generalized Transition Systems 
The concept of generalized transition system has been introduced by 
M. Hennessy and C. Stirling (1984) so that definition includes any sort of 
fairness constraint to which the infinite behaviours of transition system 
may be restricted. 
Formally, say a generalized transition system is a quadruple 
S = (Q, L, T, Z), where I is a set of infinite paths of the transition system 
(Q, L, T). We shall say that a behaviour of S is either a finite path of 
(Q, L, T) or an element of Z, while “infinite path” refers to any infinite 
path of (Q, L, T). 
Bisimulations between generalized transition systems are still defined by 
condition (B) stated in 2.1, but (B,) (restriction of the bisimulation 
property to transitions) no longer implies (B), on account of the restriction 
imposed on intinite behaviours. Still, observation equivalence of 
generalized transition systems may be characterized by particular 
homomorphisms. 
Say a generalized transition system homomorphism 
h: <Q, L, Ty0-t (Q’,L, T’,I’) 
is a mapping of Q onto Q’ satisfying 
(GTSH): (i) h is a transition system homomorphism of (Q, L, T) 
onto (Q’, L, T’) (and thus extends to paths); 
(ii) for any infinite behaviour c’ E I’, of initial state q’, and any stute 
q such that h(q) = q’, there is an infinite behaviour CE I, of initial state q, 
such that h(c) = c’; 
(iii) h(l) = I’. 
PROPOSITION 2.7. Let B be a bisimulation between S, and Sz. The 
rejlexive and transitive closure -1 of the relation 
{(q, q’)/W’ : (4, $7 E B and (q’, q”) E B} 
is a bisimulation equivalence on states of S, . . 
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ProoJ: Let q and q’ denote states of S, such that q -, q’ : there is a 
sequence (q = q& q:, . . . . qf, = q’) of states of S, and a sequence (q:, . . . . q,!J of 
states of S2 such that for each k, (qk- i, q:) E B and (q:, qi) E B. Let then 
c be a behaviour of S,, of initial state q: there is a corresponding behaviour 
c2 of S,, of initiale state q2; by induction on k it can be shown that for 
each k, there is a behaviour c: of S,, of initial state q:, and a behaviour 
c: of S,, of initial state q:, such that (ck _ i, c:) and (c:, c:) correspond; 
thus for each p, the pth state of c!, (of initial state q’) is -,-equivalent to 
the pth state of c. 1 
PROPOSITION 2.8. Generalized transition systems are observation-equiv- 
alent if, and only if, they have a common homomorphic image. 
Proof. If. Let h, : S, --) S’ and hz : SZ --f S’ be generalized transition 
system homomorphisms. It is straightforward to check that B= 
((41, qJh~(q~)=hMl . b’ is a isimulation between S, and S,. 
Only if: The canonical mapping pi of the set of states of S, onto its 
quotient by -, (cf. Proposition 2.7) defines a generalized transition system 
s, I - i; it is easy to check that p, satisfies condition (GTSH). 
Symmetrically, a bisimulation equivalence w2 can be defined on states of 
S, so that the quotient generalized transition systems S, I-, and S2 ) -2 are 
isomorphic. 1 
Note that the conditions imposed on generalized transition system 
homomorphisms cannot be directly interpreted as algebraic “saturating” 
conditions. 
GTSH (i) and (ii) amount to saturation of an operator 
Init: Behaviours -+ States 
(X denoting a set of behaviours, Init will denote the set of their initial 
states) but it is not sufficient: 
I 2 hi I i=hEl 
I = ((2 4 2)y I’ = * 
h obviously “saturates” initial states of behaviours but does not induce a 
bisimulation equivalence on S: state 2 is the initial state of an infinite 
behaviour, state 1 is not. 
And the condition h(1) = I’ is weaker than a saturating condition: 
indeed, a generalized transition system homomorphism may well not satisfy 
h-‘(I) = I’. The following example is borrowed from Hennessy and Stirling 
(1984): 
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a 
r = ((h(l) & h(l))“) 
I defines infinite paths passing a finite number of times through state 1 and 
h induces a bisimulation equivalence on states of S, but I is strictly 
included in h - ’ (I’). 
To describe properties of generalized transition systems, M. Hennessy 
and C. Stirling have defined a particular temporal logic (“Future Perfect” 
logic JT) whose symbols can be interpreted as functions defined on finite 
paths of generalized transition systems (states being considered as paths of 
length 0): 
Cul (where u E L* u L”). 
[u]X is the set of paths y such that any behaviour c labelled U, starting 
from the terminal state of y, has a prefix d (of length 3 1) such that ydE X: 





path of X 
(a) (where a E L). 
(a)X is interpreted as the set of paths xr, x E X, t a transition labelled by a. 
[u] is the extension to finite paths of the state operator [u] defined 
above (Section 1, Proposition 2.6, Remark). (a) is a “past tense” operator 
and characterizes the “Future Perfect” logic. Here is an example given in 
Hennessy and Stirling (1984): 
I defines the infinite paths passing a finite number of time through state 1 
and F= 1 [b]l is interpreted as the set of paths ending in state 2 (i.e., 
from which action b is possible). 
All finite behaviours belong to the set [P](Fn (a)F) which means that 
“in every infinite behaviour, action b will be possible at a moment such 
that, just before, action b was also possible.” 
Say a FP-algebra is a power algebra .??(A,-), provided with functional 
interpretations of the operators (a) and [u], of sort f +f, and satisfying 
the following axioms: 
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(FPO): every operator (a) is U-additive and n-additive 
(FPl): every operator [u] is monotone increasing. 
M. Hennessy and C. Stirling have shown that “Future Perfect” logic 
characterizes observation equivalence of generalized transition systems. We 
give another proof of this result by showing that observation equivalence 
of generalized transition systems may be characterized by saturating quasi- 
homomorphisms of FP-algebras. 
LEMMA 1. Generalized transition system homomorphisms induce saturat- 
ing quasi-homomorphisms of the associated FP-algebras. 
ProoJ: 
S=<Q,L T,O - A : FP-algebra associated with S 
I 
I 
h I natural extension of h to paths 
1 
S’ = (Q’, L, T’, I’) +--+ A’: FP-algebra associated with S’ 
(i) Let x and y be paths of S such that the terminal state of x is the 
initial state of y. By definition of extension of h to paths, h(xy) = h(x) h(y); 
moreover, if y~l, then h(y)EZ’. 
(ii) Conversely, let x’y’ be a path of S’. Suppose x’= h(x). Let q 
denote the terminal state of x. Then h(q) is the terminal state of x’: if $ 
is a behaviour of s’, there is a behaviour J’ starting from q, such that 
h(y) = y’; then by (i), h(xy) = h(x’y’). 
(iii) h preserves path labels (obvious). 
Therefore, 
h saturates (a): 
hK’(a),,X=h -‘{.u’t’/x’~X, toflabela} 
= (xt/h(x) E X, t of label a} 
= (a),hk’(x). 
h saturates [u]: Let [ii] denote the dual operator of [u] : [G] X = 
1 [u] 1X is interpreted as the set of paths y such that there is a behaviour 
c, labelled U, starting from the terminal state of y, so that for each 
nonempty prefix d of c, yde X. By (ii) and (iii), 
and by (i) and (iii), 
h[fi],h -l(X) c [ii],.hhk’X, 
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which implies (since h is surjective) 
[ii]Ah-lXCh-l[ii]A.X. 
Finally h-‘[iila, = [iilAh-’ : since h saturates [ii], h also saturates 
CUT I 
The converse of Lemma 1 does not hold. Consider the transition systems 
Define h by 
Ml) = ad = P’ 
Nq1) = 4; 
&I*) = 4; 
m 2 41) = MP, -% cl*) = P’ -2 4;. 
It is easy to check that h is a saturating quasi-homomorphism of FP- 
algebras associated with S and S’, but no transition system homomorphism 
maps S onto s’. 
However, the FP-algebras associated with S and S’ have a common 
minimal form, which is the FP-algebra associated with 
and Smin is a common homomorphic images of S and S’. 
In fact, we shall show that maximal saturating quasi-homomorphisms of 
FP-algebras (i.e., of a FP-algebra A onto its minimal form A 1 mA) induce 
generalized transition system homomorphisms, i.e., that the following 
diagram commutes: 
S -A: FP-algebra associated with S 
generalized I 
transition system ’ 
homomorphism : i 
canonical mapping 
Smin-AIN,4 
The proof requires that we build up explicitly a generalized transition 
system Smin associated with the FP-algebra A ( wA. This can hardly be done 
directly, because a FP-algebra does not characterize a transition system (as 
a (L)-algebra does): for instance, the transition systems 
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.L. 






are associated with the same FP-algebra A = (p, q,, q2, t}: given A, it 
cannot be decided which of the states q1 and q2 should be the target of the 
transition t. 
In other words, a (L)-algebra cannot be extracted from a FP-algebra, 
because the operator (a) is not expressible in FP-algebras. But we show 
that constant terms of (L)-algebras are expressible in FP-algebras: it 
follows that a (L)-algebra can be extracted from a minimal FP-algebra. 
Our construction will be the following. First we “complete” FP-algebra 
with the operators: 
Pre, of sort f +f: Pre X is interpreted as the set of paths tx, t a 
transition, x a path of X 
F,,, constant of sort f, interpreted as the set of paths of length 0 
(states) 
<<a P (a E L), of sort f-f, interpreted as the usual operator 
(a): Gag X is interpreted as the set of states (i.e., paths of length 0) q 
such that there is a transition q --*’ q’, q’ E X. 
Then we show (Lemma 3) that this “completion” has no effect on 
indistinguishability. But it enables us to extract a (L)-algebra B’ from the 
quotient completed FP-algebra: if B is the (L)-algebra associated with 
S= (Q, L, T, Z) and A is the FP-algebra associated with S, then the 
canonical mapping p: A + A 1 -A induces a saturating quasi-homo- 
morphism of (L)-algebras h : B --t B’, which itself induces a transition 
system homomorphism of S onto S’ (the transition system associated 
with B’). 
Finally we show that h is a generalized transition system homomorphism 
of S onto S,,, = (Q’, L’, T’, I’) here (Q’, L’, T’) = S’ and I’ = h(1) 
(Lemmas 5 and 6). 
Say a FP*-algebra is a FP-algebra completed with the operators Pre, F,, 
and 4 a 9, and satisfying the following axioms: 
(FP2): F,,= 1 u (a)Tf 
atzl 
(FP3): Pre(T,)= lF, 
(FP4): Pre( 1X) = 1 Pre(X) n lF, 
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(FP6): Pre n X, = n Pre(X,) 
( 1 I.51 iEI 
(FP7): Pre((a)X)= (a) Pre(X) 
(FP8): Pre([u]X)= [u] Pre(X)n iFO 
(FP9): @a$>X= l[a]l Pre(XnF,) 
(FPlO) : every operator < a B is union-additive. 
LEMMA 2. FP*-algebras associated with generalized transition systems 
satisfy axioms (FPO) to (FPlO). 
Proof: (FPO) and (FPl) immediately follow from definition of (a) 
and [u]. 
(FP2) (a)Tf is interpreted as the set of paths whose last transition is 
labelled a. Therefore tJ { (a)Tf 1 0~ L} is the set of paths of length > 1. 
(FP3), (FP4), (FP5), (FP6) immediately follow from definition of Pre 
and F,. 
(FP7) Pre ((a).%‘) is interpreted as the set of paths txt’, t a transition, 
x a path of X, t’ a transition labelled by a, thus as (a) Pre(X). 
(FP8) Let A be a FP*-algebra associated with a generalized trans- 
ition system. Let z = ty be a path of Pre, ( [ulA X), q the terminal state of 
z. Any behaviour of label u and initial state q has a prefix d such that 
yde X. Then zde Pre, (X): 
L Y  , 4, 
L khaviour of lnkl u 
Therefore z E [ulA Pre, (X). 
Conversely, suppose z E [ulA Pre, (X), z of length > 1. Then z = ty, t a 
transition. Any behaviour labelled U, starting from the terminal state of y, 
has a prefix d such that tyde Pre, (X), which implies ydg X. Therefore 
YE [u],X, and zEPre,([u].X). 
(FP9) Let X be a set of states; Pre,(X) is the set of paths tx, t a 
transition, XEX, i.e., the set of transitions whose target is a state of .I’. Y 
being a set of transitions, ~(Q)~-I Y is the set of paths y such that there 
is a path c labelled by a, i.e., a transition, starting from the terminal state 
of y, with yc E X (the only prefix of c of length 2 1 is c itself): thus y must 
be of length 0 and is the source of transition c. Consequently, 1 (u)~T 
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Pre, (A’) is the set of sources of transitions labelled by a, whose target is a 
state of X, i.e., &a+>,25 
(FPlO) Follows directly from the definition of + a $. 1 
Let F denote the set of constant terms of FP*-algebras in which only 
operators (a), [u], and boolean operators appear (i.e., constant terms of 
FP-algebras). For any FP*-algebra A, let - FA denote indistinguishability 
with respect to F, as defined in Part 1. 
LEMMA 3. Let S be a generalized transition system, A the associated 
FP*-algebra. Then A 1 wFA = A 1 -A. 
Proof From (FP2) to (FPlO) it follows that for each constant term t 
built up from operators of FP*-algebras, there is a term t’ of F such that 
every FP*-algebra satisfies t = t’. Therefore -A and -FA are identical. 1 
LEMMA 4. Let S = (Q, L, T, Z) be a generalized transition system, A the 
associated FP*-algebra, p the canonical mapping of A onto A’ = A 1 -A. We 
build up a transition system (Q’, L, T’ > as follows: let B’ be the (L)- 
algebra defined by 
B’s = Fob, 
(ajKX= <ap>,.X. 
Then p induces a saturating quasi-homomorphism h of the (L)-algebra B 
associated with (Q, L, T) onto B’, by h(x) = p(x) for each x in B,. 
Proof Since p saturates FO, 
4Bs) = p(F,,) = F,,; i.e., h(B,) = B’s 
and, for any part X of Bi, 
Since p saturates 4 a S, 
h-‘(a)wX=p-‘Qa$,,.X= +a~~p-l(X)= Qa>>,h-l(X); 
i.e., 
h-‘(a&X= (a),hh’(X). 1 
TRANSITION SYSTEM EQUIVALENCES 225 
By Proposition 2.3, h induces a transition system homomorphism of 
(Q, L, T) onto (Q’, L, T’) associated with B’: 
S=(Q,L,T,I)-A- B - tQ, L T) 
I 
I 
P Ih Ih 
A’ it +--+ <Q’,i’, T’) 
Then we define the generalized transition system Smin associated with S by 
S,,, = (Q’, L, T’, I’), where I’ = h(Z). 
LEMMA 5. Let S = (Q, L, T, I) be a generalized transition system, A the 
associated FP*-algebra, p the canonical mapping of A onto A ) wA, h and 
Smin defined as above. For any finite paths c and c’ of S: 
p(c) = p(c’) * h(c) = h(c’). 
ProoJ The set of paths labelled by a,al...a, is (a,),...(a,)A(aO)AFOA 
so that if p(c) = p(c’), c and c’ are of the same length and same label. The 
property p(c) = p( c’) * h(c) = h’( c ‘) is shown by induction on the length of 
paths c and c’. 
l By definition of h it is true of paths of length 0 (i.e., states). Let 
p(t) = p(t’), t = 4 +a q, and t’ = q’ +a q; be transitions of T: 
- Suppose p(q) #p(q’). There is a constant term t such that 
qETA, q’$rA. Then tE(a)AtA and t’E(a)41T4, which implies 
t’ E 1 (a)AzA since (a), is n-additive. This contradicts the 
hypothesis. Therefore p(q) = p(q’); i.e., h(q) = hfq’). 
- Suppose p(ql)#p(q;). There is a constant term r such that 
qlETA, d+zA. Then t’ E PreAr,,$ and t’ E Pre, irA, which 
implies t’ E lPre,r, by (FP4). This contradicts the hypothesis. 
Therefore p(ql) = p(q;); i.e., h(q,) = h(q;); and since h is a trans- 
ition system homomorphism, h( t ) = h(q) -+’ h( q 1 ) and h( t’) = 
h(q’) +a h(q;) are identical. 
l Assume the property p(c) = p(c’) *h(c) = h(c’) is true of any paths 
c and c’ of length dn. Let c and c’ be paths of label a,,~, . . . a, such that 
p(c) = p(c’); we have c = td and c’ = t’d’, where t and t’ are transitions, d 
and d’ are paths of length n: as previously 
- p(d) = p(d’), since c E Pre, (dJ and C’E Pre, {d’); by induction 
hypothesis, h(d) = h(d’); 
- p(t) = p(t’), since c E (a,), -+,),{t} andC’E(U,)A.~~(a,)A{t’} 
and therefore h(t) = h(t’); since h is a transition system 
homomorphism, h( td) = h(t) h(d) = h( t’) h(d’) = h( t’d’). 1 
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LEMMA 6. Let S be a generalized transition system, h and Smin defined as 
above: h is a generalized transition system homomorphism. 
Proof Since h is a transition system homomorphism it satisfies 
(GTSH)(i) and by definition of I’ (set of infinite behaviours of Smin) h also 
satisfies (GTSH)(ii). We show that h satisfies (GTSH)(ii). 
Let q’ be the initial state of an infinite behaviour c’ of Smin, and let q be 
a state of S such that h(q) = q’. Since c’ E h(l), there is an infinite behaviour 
dE I, of initial state qO, such that h(d) = c’. Since h is a transition system 
homomorphism h(q,) = q’ = h(q); i.e., p(q,,) = p(q), p the canonical map- 
ping of A onto A I -A, A the FP*-algebra associated with S. 
Let u denote the label of d, and d, (n > 1) its prefix of length n. The 
property “there is an infinite behaviour of S, of label U, initial states qO, and 
prefixes d,, . . . . d,,, . ..” may be stated as 
Since [ulA is monotonic, 
p-‘p( {d,/n b l}) is a union of -,-equivalence classes: since p(q) = p(qO), 
we have q-A qO and necessarily 
qe ~C~lA~p-1p({&l~2 1)). 
Thus there is an infinite behaviour c of S, of initial state q, whose prefixes 
are all element of p-lp((d,/n>l}), i.e., of hk’h({d,/n>l}) (by 
Lemma 5). Since each h(d,) is the prefix of length n of c’ it follows that 
h(c)=c’. 1 
We may now prove our main result: 
THEOREM. Let S be a generalized transition system, A the FP-algebra 
associated with S. There is a generalized transition system S’ (unique up to 
isomorphism), and a generalized transition system homomorphism h : S + S’, 
so that the FP-algebra associated with S’ and A 1 -A are isomorphic. 
ProoJ: A* denoting the FP*-algebra associated with S, Al -A is the 
FP-algebra naturally associated with A* 1 -A+. By Lemma 5 and Lemma 6 
there is a generalized transition system homomorphism h: S + S’ such that 
for any finite paths c and c’ of S, 
c-~. c’ =z- h(c) = h(c’). 
By Lemma 3, we have c -,4 c’ *c-~* c’. 
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Let A’ be the FP-algebra associated with s’. By Lemma 1, h induces a 
saturating quasi-homomorphism of A onto A’. Therefore, 
h(c) = h(c’) =a c WA c’. 
By Proposition 1.7, it follows that A’ and A 1 -,4 are isomorphic: 
Unicity of s’ follows from this diagram: assume p is an isomorphism of 
FP-algebras: then h is an isomorphism of transition systems, since it is one- 
to-one on states, and Z= h ~ ‘h(Z) = h -‘(I’), so that h is an isomorphism of 
generalized transition systems. 1 
Formulas of temporal logic J, may be considered as a part F’ of the 
set F of constant terms of FP-algebras. J, allows infinite disjunction 
of formulas, so that indistinguishability with respect to F’ is exactly 
indistinguishability in FP-algebras. 
By Lemma 1, observation equivalence of generalized transition systems 
implies their equivalence with respect to J,: 
Conversely, by Lemma 6, Jr-equivalence implies observation equiv- 
alence: 
Thus J, characterizes observation equivalence of generalized transition 
systems. 
Remark. Proposition 2.2 (states of a system are observation-equivalent 
if, and only if, they have a common image by a transition system 
homomorphism) easily extends to generalized transition systems. Hence 
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M. Hennessy and C. Stirling’s result that states of a generalized transition 
system are observation-equivalent if, and only if, they are indistinguishable 
by formulas of temporal logic J, (if: by Lemma 1; only if: by Lemma 5 and 
Lemma 6). 
The explicit construction of the minimal equivalent of a generalized 
transition system hardly appears as a simplification of M. Hennessy and 
C. Stirling’s proof. However, it has the interest to show that “Future 
Perfect” logic characterizes a transition system structure: the key fact of our 
demonstration is that formulas containing operator “Pre” are expressible 
in J,. 
CONCLUSION 
In this paper we have shown the interest of characterizing transition 
system equivalence by particular reductions: 
- it enables us to consider equivalence of transition systems as 
reducibility to a common canonical form; 
- it shows off the relations between observation equivalence and 
logical definitions of equivalence. 
The algebraic interpretation of both transition systems and temporal 
logics provides for us a unique characterization of reductions (saturating 
quasi-homomorphisms of power algebras). Our results suggest a method of 
defining transition system equivalence according to arbitrary criteria, by 
privileging reductions which “saturate” particular algebraic operators: thus 
a methodical investigation of the algebraic structures that can be defined 
on transition systems may lead to “interesting” definitions of equivalence. 
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